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ABSTRACT 
Symmetric Krawtchouk matrices are introduced as a modification of Krawtchouk 
matrices, whose entries are values of the Krawtchouk polynomials. Of particular 
interest are spectral properties. 
I. INTRODUCTION 
The Krawtchouk polynomials arise as the orthogonal polynomials with 
respect to the binomial distribution. A group-theoretical approach shows 
them to be quite basic objects in harmonic analysis (cf. [4, 9]). For example, 
they serve as bases for the irreducible representations of su(2). The group- 
theoretical pproach as been fruitful in developing q-analogs of Krawtchouk 
polynomials in the context of representations of Chevalley groups [8], and in 
quantum groups [3]. And it has led to the development of multivariable 
extensions, e.g., in the study of special functions in matrix variables [7]. In 
probability theory, the Krawtchouk polynomials, evaluated along the paths of 
a Bernoulli random walk with steps + 1, are martingales in the parameter N, 
the "time." They arise in the study [2] detailing connections between repre- 
sentation theory and probability theory, in the operator algebra approach to 
probability known as "quantum probability." 
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DEFINITION 1.1. The Krawtchouk matrices are defined through the 
generating function 
N 
(1 + x)N-J(1 - x) j = ~_~ x'dPij (1.1) 
i=0  
with ~b~(j) = qbij the ith Krawtchouk polynomial evaluated at j. 
The Krawtchouk matrices qb have important combinatorial properties. A
combinatorial feature of principal interest is that each column of the matrices 
q~ satisfies Pascal's triangle. Thus, in a direct way the qb are generalizations of 
binomial coefficients. Krawtchouk polynomials play an important role in 
various aspects of coding theory [5]. 
Other interpretations revolve around the underlying ___ l's considered as a 
discrete field of spins. From this point of view, the O's and related mathe- 
matics provide a basic discrete model of quantum mechanics. Thus, a family 
of symmetric matrices, denoted S, a symmetrized version of the • matrices, 
is particularly interesting. S has a natural interpretation as a quantum 
observable connected to a spin system. 
1.i. Symmetric Krawtchouk Matrices 
We introduce the S matrices. From the generating function (1.1), one 
finds the expression of the matrix entries qbij in terms of the Gauss hypergeo- 
metric function 
Since the hypergeometric function is symmetric n i and j, it seems natural to 
define the symmetric matrix 
Multiplying the generating function for qb by yJ and summing yields 
PaOPOSmON 1.1.1. For each N, 
E s, jx 'yJ  = (1 + x + y - xy) N, 
i , j  
which can as well serve as the definition of S. 
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Remark. The connection with the binomial distribution and correspond- 
ing random walk appears here directly with S. Observe that if y(') is any 
function on 0, 1 . . . . .  N, then for 0 < x < 1, the angle brackets indicating 
expectation with respect o the binomial distribution, 
(y(SN))  = ~-N Exis i jy ( j ) ,  (1.1.2) 
i,j 
where Sx- is the sum of N independent Bernoulli random variables taking 
values 0 and 1 with probabilities (1 _+ x) /2  respectively. 
The properties of the spectnam discussed are principally algebraic in 
nature. Asymptotic estimates on the maximum and minimum eigenvalues will 
appear in a separate work [1]. The principal results are Theorems 3.1.2 and 
3.3.13, whieh show that, for N even, the minimal positive eigenvalue of S 
equals the trace, it is simple, and the eigenveetor is given explicitly. An 
important role in the study of the spectrum of S is played by the antisymmet- 
rie operator T; see Definition 3.2.1 and Lemma 3.2.2. Tiffs appears to be a 
new feature, as there is (as yet) no general theory that gives this operator. 
The present study requires properties of do in depth. These are sunnna- 
rized in the next section. Because the S are conveniently described in terms 
of their generating function, Fourier techniques are employed, in the context 
of the unit circle. The principal tool used in the proof of Theorem 3.3.13 is an 
extended version of the Perron-Frobenius theorem given by Mine [6]. 
Remark. Note that the matrices appearing throughout depend on the 
index N. This dependence is implicit throughout the discussion. We denote 
transpose by * 
II. KRAWTCHOUK MATRICES 
In this section we present he properties of the Krawtchonk matrices 
essential to our study. (We refer the reader to the Appendix 5.1 on how to 
quickly generate xamples of the matrices ~.) 
First we define the operators that act on Krauecchouk polynomials and are 
fundamental components of the algebraic structures involved. Denote tile 
standard basis for N + 1-dimensional space by {~,,}0 <,, _< x. 
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action on the basis: 
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The matrices A, A, A are defined according to their 
Ae n = (N  - -  n)en+ 1 q- nen_ l ,  
Ae,  = ( N - n)en+ 1 - he ,_  1, 
Ae ,  = ( N - 2n)e , .  
Below, in Section 2.3, we will see their relationship with ~. 
2.1. Reflections 
There are two operators that play an important role in the symmetry of 
the Krawtchouk polynomial systems: 
DEFINITION 2.1.1. The parity operator is given by 
o'G, = ( -a ) "e , , .  
DEFINITION 2.1.2. The inversion operator is 
J e  n ~ eN_  n. 
Both of these are reflections: 0 -2 = j2 = I. 
We see readily that 
PROPOSITION 2.1.3. We have the 
with 0-: 
0- A = - A 0- , 0 -2= -no - .  
fol lowing commutation relations 
Both 0- and J commute with A. 
Although one can develop the needed properties in (Lie) group-theoreti- 
cal terms, we will use only one fact from group theory. 
PROPOSITION 2.1.4. The Krawtchouk matrices may be defined by 
dp = 2 N /2 e(~r /4)K0-. 
From the commutation properties of o- and 2~ we have 
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PROPOSITION 2.1.5. Up to a factor of 2 N /'2, do is similar to ~r : 
do = 2 N /'~e(,~ /s)Ko.e-(,~ /s),g" 
125 
COROLLARY 2.1.6. The spectrum of do is the same as 2 N/2 times that 
of~r. 
Some further consequences: 
COROLLARY 2.1.7. do and Aant icommute:  
do~7+ ~Tdo = 0. 
COROLLARY 2.1.8. do2 = 2NI. 
From this, it is immediate by the Cayley-Hamilton theorem that the 
eigenvectors of do with eigenvalue -4-2 N/,2 are columns of do -T- 2N/2I. Thus, 
the spectral analysis of dO is complete. 
Regarding do, ~r, and J, we have the following symmetries: 
PROPOSITION 2.1.9. We have 
jdo = do~r, 
doj = ~rdo. 
Pro@ These can be deduced without much difficulty' from the generat- 
ing function for do, Equation (1.1). • 
2.2. Binomial Coefficient Matrix and Transposition Symmetry 
Introduce the binomial coefficients for given N as a diagonal matrix. 
DEFINITION 2.2.1. Denote by B the diagonal matrix with entries 
Checking on a basis, we see 
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PROPOSITION 2.2.2. B acts as a transposition symmetry as follows: 
BA* =AB and BA* = -AB.  
We note that 
PROPOSITION 2.2.3. B commutes with A, ~r, and j .  
2.3. Recurrence Relations 
Relations among ~, A, and A have a group-theoretical basis in the 
adjoint action of the one-parameter subgroup exp(sA~). Here we merely quote 
the result, as these relations are well known from the point of view of 
orthogonal polynomials as noted below. 
THEOREM 2.3.1. dp satisfies the equations 
AdP = dpA, 
OpA = Aqb. 
These say that the columns of q~ are the eigenvectors of A with spectrum 
A and dually for the rows. Since A is tridiagonal and A is diagonal, we see 
that these are in fact the recurrence relations and dual recurrence relations 
for the orthogonal polynomials d&(j), the Krawtchouk polynomials. 
III. SYMMETRIC KRAWTCHOUK MATRICES 
We proceed to the study of the spectrum of S. At this point we invite the 
reader to look at Appendices 5.2, 5.3 to see some examples at first hand. 
First, we have 
PROPOSITION 3.1. Properties of  S: 
(a) S is symmetric: S = ~B = B~* .  
(b )  S -1  = 2-NB 1~ = 2-Ndp,B-1 
(c) BS-2B = 2- '2N~ *. 
Proof. Part (a) we have seen in defining S. Parts (b) and (c) follow from 
Corollary 2.1.8. • 
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3.1. Trace of  S 
The first step in the study of the spectrum of S is to find the trace. 
Remark. In the following, we use the notation ('/,0 to denote normalized 
Lebesgue measure on the circle: dO/(27r). 
LEMMa 3.1.1. The trace of  S is given by 
tr S = N 
N / 2 ' N even .
Pro@ From the generating filnction, with x = e i°, y = e io, 
~Sk le ik°e  - i l °= (1 +e i° + e io_  1) x. 
k,l 
Integrating over the unit circle gives 
j J j -o  
and hence the result. 
40 
Now fbr our first main result: 
TrtEOREM 3.1.2. Let N = 2M be even. The vector v 0 with odd coordi- 
nates 0 and even coordinates given by 
is an eigenvector of  S with eigenvalue tr S. 
Proof. Denote the coordinates of the vector v 0 by z k. We want to show 
that ESj k z k = Az), with A as in the above lemma. Multiplying by xJ and 
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summing, we have F..xJSjkz k = AF_,zjx j. As in Equation (1.1.2), this is the 
same as 
~.  ~x~ ~ ) =(.)~o ( ~')(~' • 
Using the elementary identity 
(~r)(~')(~~-~' (, ):(~) -)~, 
we can rewrite this in the form, canceling one common factor of ( 2~ ), 
k=oE Mk [(1 +x)M-k(1--X)k]2 = k=0E x2k 2MM 2M2k " 
The Plancherel identity on the circle says that the summation on the 
left-hand side equals fl f[ 2 dO, where 
f (O)= E M k=0 k (1 +x)M-k(1- -x)ke ik°= [1 +x+e'° (1 - -x ) ]  M 
One finds directly that 
fo~'~°~ 2~°= 4~fo~[ e°s2-~  
~()~ =4M ]  M 
k=0 k x2k 
+ x 2 sin 2 /~0 
0 0 
cos 2(M-k) ~ sin 2k ~ d~O. 
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Now, observe that for any polynomial function ~b in two variables, 
j , : (  0 0) j; 
~ cos 2 ~, sin 2 g ak0 = 2 4,(cos' 4,, sin' ~) ~64' 
= £2'~6(cos-~ b, sin 2 ~) d@, 
since the integrand as a function of" 0 has period yr. The result follows from 
the beta integral 
2M 2~r 2 M 
fo COS2('~'-klOsinZkOgt'O=4-M( M) (~) / (  2k ) " 
A similar use of Fourier techniques and the beta function yields the 
entries of dp*qb and thus those of S 2. This gives us tr S 2 and hence some 
bounds on the spectrum. We state the results (see below for the Calculation 
of ~*) .  
THEOREM 3.1.3. The entries of S z are 
~s.~ .... -~ ,,~. -,..( ~m +'.,,, ) ( , .  m . .  ,. )(m +.). 
fi)r m + n even, 0 otherwise, and hence the trace is given by 
trS z = E 
p=0 N p 
Pro@ For m +n =2p,  onefinds 
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Since S = (I)B = Bdp*, we have S 2 = BdP*~B. Thus, from the form of the 
elements o f  (I)*qb, multiplying in 
and simplifying, we have the results stated. • 
3.2. The Operator T. The Characteristic Polynomial of  S 
There is an important operator T that anticommutes with S and is itself 
antisymmetric. 
DEFINITION 3.2.1. Denote by T 
T=AA -NA.  
LEMMA 3.2.2. T has the properties: 
(a) T is skew-symmetric. 
(b) TS = -ST  = ST*. 
(c) The nullspace of T is {0} i f  N is odd. For N even, it is spanned by v 0, 
the eigenvector of  Theorem 3.1.2. 
Proof. (a) is clear from the action of T on the basis as given below in 
Equation (3.2.1). For (b), using Proposition 2.2.2 and Theorem 2.3.1, calcu- 
late 
ST* = SA*A - NSA* 
= dPAAB - N~( -A)B  
= A~AB - NA~B 
= AA~B - NACbB 
= TS. 
For (c), we first observe that 
½Te. = n(N  - n + X)e._,  - (n  + 1) (N  - n )e .+, .  (3.2.1) 
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Suppose t: = ~2,, c.,e., is in the nullspaee of T. This is the same as the 
condition 
n (N  - n + 1)G , , = (n  + 1) (N  - n)., ,~ 1" 
Taking n = 0 ~elds c I = 0, and hence all c i vanish for odd i. Taking N = n 
gives C\' 1 = 0. For  odd N, it follows that the c i vanish for even i, and so 
v = 0. Suppose, then, that N = 2M is even and that v ~ 0, so that % v~ 0. 
1)enote the nth coordinate of v o by z,,. Then, for n + l = '2m, 
~, ,~ _ N -2m 2m- '2  N-  2m +2 
z,, I M-  m m-  1 ]~ M-  m + 1 
( '2 rn -  1 ) (M-  m + 1) 
re (N-  '2m + 1) 
n(N - ,~ + 1) c,,+~ 
(n  + 1) (N  - n) c,, 1 
Thus, v is a nmltiple o fv  o. 
TtlEOREM 3.2.3. The characteristic polynomial of S (a f imction of a) is 
(a) an even polynomial if N is odd; 
(b) (A - tr S) times an even polynomial if N is even. 
Proof. Let v be an eigenveetor of S with eigenvalue A. If N is even, 
suppose further that v is not a multiple of v 0 (from Theorem 3.1.2). Then 
Tv-~O by Lemma 3.2.2(e), and STy = -TSv  = ATv, so that -A  is an 
eigenvalue with eigenveetor Tv. • 
3.,3. Least Positive Eigenvalue 
Let A 0 = min{IAil: A i an eigenvalue of S}. We refer to this as the 
minimal eigenvalue. The main result of this section is that for even N, the 
minimal eigenvalue is tr S. Bounds on the minimal eigenvahle for odd N 
require a separate treatment. 
DEFINITION 3.3.1. Denote the eigenspaces of o- and J by E+, E and 
J+ ,  o,# respect ively- - that  is, by 52 and o-~ with cr and J replaeed by the 
corresponding eigenvalues. 
132 
Note that 
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Jcr = ( - 1) Utrj. 
In particular, J and o" commute for N even. 
DEFINITION 3.3.2. For N even, define the subspaces 
J j - - that  is, the four subspaces 
V++= £+nj+, 
V+=E •f+, 
V+_= Y+nJ_, 
v__= Y_n J .  
Note that for N odd, o-: J+~f_  and J: E+~ E_. 
PROPOSITION 3.3.3. 
follows: 
The action of dp on the eigenspaces of or and J is as 
~ + - .  J ÷ , J ÷ - ,  r~ ÷ , 
X_-~J_, J_-~ E_. 
Proof. These follow readily from Proposition 2.1.9. 
PROPOSITION 3.3.4. For N even: 
(a) V++ and V are invariant under S. 
(b) S interchanges V+ and V +_, i.e., S: V +_ ~ V_+ and S: V_+--* V +_. 
(c) T interchanges ~+ and ~_, i.e., T: ~+ ~ ~_ and T: ~_--* ~+. 
Proof. Parts (a) and (b) follow for • from Proposition 3.3.3. Since ~r, J, 
and B commute, the results hold for S as well. Part (c) follows from the 
definition of T, Definition 3.2.1, and the commutation properties of ~. • 
One has the following explicit description of these subspaees (proof by 
inspection). 
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PROPOSITION 3.3.5. Let  N be even. Denote v = (a o, a 1 . . . . .  aN). Then 
V++= {v: a~,  = a:~, 2~, a2,+~ = 0}, 
V+_= {t~:a2i = --aN_2i , a2i+l = 0}, 
V_+= {v :ae i+ l  =a N • (2/+l),azi = 0}, 
V = {v:a.2i+l = --aN_(Zi+l) ,a2i  =0}.  
COROLLARY 3.3.6. The eigenvector v 0 of  Theorem 3.1.2 lies in V++. 
It tunas out that the result on the minimal eigenvalue is based on 
properties of S -2. The interesting feature of this matrix is that it has all 
entries nonnegative. 
DEFINITION 3.3.7. Denote the matrix 22'~'S 2 by S p = (S~j). 
From Proposition 3.1 we see that 
LEMMA 3.3.8. 
S '~=B lqb~,B- l .  
i j ~jv'wJ= 2(,~+w) 
P/~o o f .  
~cI)* 
The matrix S f is determined by the generating funct ion 
[(1 + v ) (1  + w)]  '\~+1 - [(1 - v)(X - w)]  N+' 
From the generating function for qb, Equation (1.1), we have for 
~_~v"'wn(CbdP*),,., = ~(1  +v)  N i (1 -v ) i (1  +w)  ~' ~(1 -w)  ~ 
HZ, TI i 
[ ( l+v) ( l+w)]  N+t - [(1 -v ) (1 -w) ]  N- '  
(1 +v) (1  +w)  - ( l -v ) (1  -w)  
and the result follows. • 
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LEMMA 3.3.9. The entries of co are given by 
2k + 1 k +( i - j ) /2  k - ( i - j ) /2  
for i , j  of the same parity, and zero otherwise. The sum on k is over 
min(N - (i + j ) /2 , ( i  +j) /2 ) )  > k > li - j l /2 .  
Proof. In the generating function of the previous lemma, make the 
substitution X = v + w, Y = 1 + vw. This gives 
2 (X /Y )  = 2k + X2kyN-Zk" 
Now expand out powers of X and Y in terms of v and w. Matching 
coefficients of viw j yields 
( )( .k (®®*),, = Z ~ + 11 k + (i -k + (i - j ) /2  + j ) /2  " 
N°w divide bY (N) (  N ) i  . Rearranging terms yields the result. • 
Remark. This result is known in coding theory in the context of associa- 
tion schemes [5, p. 655]. 
COROLLARY 3.3.10. ~ has the properties 
(a) ~j  > O, all i, j; 
(b) J02~ =ZPa~0 = (N + 1)/(2i + 1). 
LEMMA 3.3.11. Let P be the permutation matrix with columns 
0O0' °o2' 0o4 . . . . .  0o1' 0o3 . . . . .  Then 
c°) 
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where 
(a) for N even, A N is (1 + N/2)-square and C N is N/2-square; 
(b) fi~r N odd, both A N and C x are (N + 1)~2-square. 
Proof. This follows from Lemlna 3.3.9. • 
The idea is to use the extended version of the Perron-Frobenius theorem 
found in [6]. We adopt the terminology of [6]. 
LEMMA 3.3.12. A~, is irreducible. 
Proof. Let a~j denote the entries of A~,. Note that by Corollary 3.3.10, 
aio = aoi = ~'2io ='~'2ill > O. 
The ( i , j )  entry of A '~ N,  
~_,a~takj >_ aioaoj, 
k 
is positive, since all terms of the sum are nonnegative. Thus, by [6, Theorem 
"2.3], the result follows. • 
TIIEOItEM 3.3.13. Suppose N is even. Then: 
(a) tr S is the minimal eigenvalue of S 
tr S = rain{JAil: A~ an eigenvalue of S}. 
(b) tr S is a simple root of the characteristic polynomial of S. 
Pro@ First, note that A N is just ~9 ~ restricted to the subspaee V++@ 
V+ , with respect o the basis {e 0, e~ . . . . .  e x,}. Thus, A v has (tr S) 2 its an 
eigenvalue with eigenvector T0, the nonzero entries of v~, with ~0 > 0 (in the 
sense of comparison of entries). By [6, Theorem 4.4], irreducibility' implies 
that, up to sealar multiples, AN has a unique positive eigenveetor, with 
corresponding eigenvalue that of maximal absolute value [6, Corollary 4.2]. 
Hence (tr S) -'2 is the maximal eigenvalue of A x. 
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Now suppose that S ° has a larger eigenvalue, say A, with the eigenvector 
v. By invariance, we may assume that 
(v++e v+_) u (v_+e v _). 
The above paragraph shows that we must have v ~ V_ + • V__. But then 
Tv ~ V ++ ~ V +_ and 
= = X(Tv)  
implying that h is an eigenvalue of A N as well, a contradiction. Thus, 
(tr S) -2 is the maximal eigenvalue of S p. Hence (a). 
For (b), [6, Theorem 4.3] shows that for AN, the eigenspace with 
eigenvalue (tr S) -2 is of dimension one. That is, the eigenspace of (tr S) -2 
for S a, call it E, satisfies 
dim[E A (V++@ V+_)] = 1. 
Applying T gives 
dim[E C3 (V_+(9 V__)] =0,  
since Tv 0 = 0. Thus, dim E = 1, and hence the result. 
IV. CONCLUSION 
Further study of the spectral properties of the symmetric Krawtchouk 
matrices is of interest. As a whole, this theory (comprising qb as well as S) 
provides discrete models for such areas as spectral analysis, quantum mechan- 
ics, stochastic processes. It is likely that the objects studied in this paper are 
important as well in a computational setting where these various ubjects play 
a role. 
V. APPENDICES 
5.1. Generating Krawtchouk Matrices 
To generate Krawtchouk matrices quickly, the following inductive ap- 
proach is convenient. Recall that ~(x) is (N + 1) × (N + 1), with rows and 
columns labeled from 0 to N. 
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(2) Given N) ~e first N + 1 columns of qb (N+I) are generated by 
applying Pascal's triangle to the colunms of ¢p(N). The last column consists of 
alternating binomial coefficients. 
N+ 1}(_ l ) i  ' 
i 
0< i<N+I .  
5.2. The S Matrices for N from 2 to 10 
[! l] 0 - 2 , 
-2  1 
1 3 3 1 
:3 3 - 3 
- 3 - :3 3 " 
-3  3 1 
[i 464  8 0 -8 -~ 
0 12 0 6 , 
-8  0 8 
-4  6 -4  
1 5 10  10  5 1 ] / 5 15 10 - 10 - 15 5 10 10 - 20 20 10 10 10 - 10  20 20 10 - 10  ' 
5 - 15 10 10 1,5 5 
1 - 5 10 lO 5 - 1 
1 24 30 0 30 - 24 - 6 
15 30 -15  -60  -15  30 15 
20 0 -60  0 60 0 -20  , 
15 -30  -15  60 -15  -30  1,5 
- 24 30 0 - 30 24 6 
-6  15 -20  15 -6  I 
1 
35 63 35 35 -63  -35  
21 63 2[  105 -105  21 63 21 
35 35 105 - [05 105 105 35 -3 ,5  
35 -35  -105  105 105 - 105 35 3,5 ' 
21 63 21 105 -105  -21  63 
- 35 63 3,5 - 35 63 35 
7 21 35 35 - 21 
l 8 28 56 70 56 2S S 1 -  
8 48 112 112 0 -112  112 -48  -8  
28 112 112 112 -280  - I ]2  112 112 28 
56 112 -112  -336  0 336 112 -112  56 
70 0 -280  0 420 0 -280  0 70 
56 -112  -112  336 0 -336  112 112 -56  
28 112 112 112 -280  112 112 -112  28 
8 -48  112 -112  0 112 -112  48 -8  
l - -  8 28  - 56 70 56 28 - 8 1 
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1 9 36 84  126  126 84  36  9 1 
9 63  180  252  126  -126  -252  -180  -63  -9  
36  180 288  0 -504  -504  0 288  180 36  
84  252  0 -672  -504  504  672  0 -252  -84  
126 126 -504  -504  756  756  -504  -504  126 126 
126 - 126 -504  504  756  -756  -504  504  126 - 126 
84  -252  0 672  -504  -504  672  0 -252  84  
36  - 180 288  0 -504  504  0 -288  I80  -36  
9 -63  180 -252  126 126 -252  180 -63  9 
1 -9  36 -84  126 - I26  84 -36  9 -1  
1 10 45  120 210  252  210  120 45  10 1 
10 80  270  480  420  0 - 420  - 480  - 270  - 80  - 10 
45  270  585  360  - 630  - 1260  - 630  360  585  270  45  
120 480  360  -960  - 1680  0 1680 960  -360  -480  - 120 
210  420  -630  - 1680  420  2520 420  - 1680  -630  420  210  
252  0 - 1260  0 2520 0 -2520 0 1260 0 -252  
210  -420  -630  1680 420  -2520 420  1680 -630  -420  210  
120 -480  360  960  - 1680  0 i680  -960  -360  480  - 120 
45  - 270  585  -360  -630  1260 - 630  -360  585  270  45  
10 - 80  270  - 480  420  0 - 420  480  - 270  80  10 
1 - 10 45  - 120 210  - 252  210 120 45  10 1 
5.3. The Spectra of the S Matrices for N from 2 to 10 
(Eigenvalues are rounded to three decimal places.) 
N=2:  
N=3:  
N=4:  
N=5:  
N = 6: 
[-2.828,2,2.828]. 
[ -6 .513 ,  -3 .685 ,3 .685 ,6 .513] .  
[ -16 ,  -8 ,6 ,8 ,  16]. 
[ -40.632, - 19.108, - 11.657,11.657,19.108,40.632].  
[ -  105.254, -48 ,  -25 .797 ,20 ,25 .797,48 ,105.254] .  
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N= 7: 
[ - 276.327, - 19.3.837, - 62.070, - 39.687, 39.687, 62.070,123.837,276.3"27].  
N= 8: 
[ - 732.,558, - 324.574, - 156.558, - 88.337, 70, 88.337, 
156.558,324.574,732.558] .  
N = 9: 
[ - 1956.603, - 859.776, - 405.162, - "212.5'29, - 140.422, 140.422 . . . .  ]. 
N = 10: 
[ -5256.905 ,  -2"295.344, - 1064.508, -535 .344 ,  -313 .024 ,  9.52,313.024 . . . .  ] 
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