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Quantum wires subject to the combined action of spin-orbit and Zeeman coupling in the presence of s-wave
pairing potentials (superconducting proximity effect in semiconductors or superfluidity in cold atoms) are one of
the most promising systems for the developing of topological phases hosting Majorana fermions. The breaking
of time-reversal symmetry is essential for the appearance of unpaired Majorana fermions. By implementing a
time-dependent spin rotation, we show that the standard magnetostatic model maps into a non-magnetic one
where the breaking of time-reversal symmetry is guaranteed by a periodical change of the spin-orbit coupling
axis as a function of time. This suggests the possibility of developing the topological superconducting state of
matter driven by external forces in the absence of magnetic fields and magnetic elements. From a practical view-
point, the scheme avoids the disadvantages of conjugating magnetism and superconductivity, even though the
need of a high-frequency driving of spin-orbit coupling may represent a technological challenge. We describe
the basic properties of this Floquet system by showing that finite samples host unpaired Majorana fermions at
their edges despite the fact that the bulk Floquet quasienergies are gapless and that the Hamiltonian at each in-
stant of time preserves time-reversal symmetry. Remarkably, we identify the mean energy of the Floquet states
as a topological indicator. We additionally show that the localized Floquet Majorana fermions are robust under
local perturbations. Our results are supported by complementary numerical Floquet simulations.
PACS numbers: 03.65.Vf, 71.10.Pm, 73.21.Hb, 74.78.Na, 71.70.Ej, 05.30.Rt
I. INTRODUCTION
Experimental research in the field of hybrid systems involv-
ing spin-orbit coupling (SOC) and superconductivity is cur-
rently booming.1–4 It has been predicted that systems based on
topological insulators,5,6 Bose-Einstein condensates (BECs)
in ultracold atoms,7–9 or semiconducting quantum wires,10,11
can realize the topological superconducting phase (TSP). Re-
markably, the combination of SOC and proximity to s-wave
superconductors paves the way for the generation of an ef-
fective p-wave superconducting pairing. The proposed one-
dimensional (1D) samples would host one unpaired12 Majo-
rana fermion at each edge: They effectively behave as systems
of 1D spinless paired fermions,13 i.e., the Kitaev 1D model.14
Crucially, in all these physical platforms the access to the TSP
is achieved by breaking time-reversal (TR) symmetry with an
additional magnetic field, where the corresponding Zeeman
energy must overcome a critical value. Beyond the relevance
for fundamental physics, the synthesis of the elusive Majorana
fermions (MFs)— probably realized, already2–4,15— would
unveil a new set of technological possibilities: Since local-
ized MFs are Ising anyons, their topological properties can be
profited for applications in quantum information and quantum
computation.14,16–19
In parallel, topological phases of matter have also been
studied in systems out of equilibrium. By applying Flo-
quet theory, it has been shown that time-dependent sys-
tems can develop topological phases that have no analog in
static systems.20 For example, there have been several stud-
ies on graphene subject to electromagnetic radiation in the
microwave-THz regime.21–26 In the case of circularly polar-
ized radiation, topological insulating features show up giving
rise to the existence of gapless edge states. Another interesting
proposal is the Floquet topological insulator in semiconduct-
ing systems.27 Moreover, 1D photonic bound states at the in-
terface between two distinct Floquet topological phases have
been predicted27 and detected.28 Recently, in Ref. 9, local-
ized Floquet Majorana fermions (FMFs) have been predicted
in cold-atom quantum wire (with static SOC and magnetic
field) due to a time-periodic driving of the chemical poten-
tial. and29 Similarly, FMF 1D modes were recently predicted
to appear at the edges of a cold-atom superfluid 2D system in
which the potential of the optical square lattice is periodically
modulated.30
Our starting point here is the 1D model for a quantum wire
in which SOC, s-wave pairing potential, and Zeeman interac-
tion (all of them static and spatially uniform) coexist.10 We
gain insight into alternative realizations by applying unitary
transformations to such model, where the physical system de-
scribed by the transformed Hamiltonian can share the topo-
logical properties of the original system.31 A successful exam-
ple of this scheme32 was reported in Ref. 33, where a SOC-
free topological platform was derived for systems subject to
magnetic textures. We point out that for systems in which
magnetic elements are required, it is conceptually useful to be
aware of alternatives for replacing their effect.34–37 Inspired by
concepts of nuclear magnetic resonance,38 we propose a topo-
logical platform for Majorana fermions obtained by mapping
the Zeeman term out from the originally static Hamiltonian:
A 1D quantum wire subject to a periodically driven SOC, and
then the MFs appearing in this context are Floquet Majorana
fermions. The proposed system does not require any external
magnetic field or proximity to magnetic materials avoiding the
difficulties of combining superconductivity and magnetism.
This profit is counterpointed by the need of a time-periodic
modulation of the SOC-axis that should not degrade the pair-
ing potential. However, this non-magnetic platform not only
motivates the search and design of physical systems in which
the SOC can be changed with time but also is an interesting
case study in the active field of topological phases in driven
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By applying the exact mapping between the non-magnetic
Floquet system and the magnetic static 1D quantum wire we
obtain the effective Hamiltonian for the evolution over one
driving period, T = 2pi/Ω with Ω the driving frequency: It is
found that above (below) a critical frequency, Ωc, the system
is in the Floquet topologically nontrivial (trivial) supercon-
ducting phase. The Floquet quasienergy spectrum for an ex-
tended quantum wire consists of a family of excitations form-
ing a Dirac cone that becomes gapless at small wavenumber k
only for the critical driving frequency. The system here is gap-
less in Floquet quasienergies when including solutions for all
k. However, as pointed out by Kitagawa et al. in Ref. 20, topo-
logical properties can be present under such conditions. We
also investigate the mean energies of the Floquet solutions,
i.e., the expectation value of the Hamiltonian averaged over
the period T . At small k we find that the family of solutions in
the quasienergy Dirac cone— closing at a finite quasienergy
value— produces a Dirac cone in mean energy that closes at
zero energy for the critical driving frequency.40 Remarkably,
in this system the topological phase can be distinguished from
the trivial phase directly from the mean energy of the Floquet
states at small k.
We further focus on a finite piece of wire in the Floquet
TSP (i.e., Ω > Ωc), obtaining unpaired FMFs localized at
the edges of the sample. This is shown both by using the
mapping to the static system and by solving numerically the
time-dependent problem. The FMFs appear at a well-defined
finite quasienergy, ±~Ω/2. By working entirely in the time-
dependent system we verify the robustness of the FMFs un-
der static local disorder (something expected by virtue of our
exact mapping to the static system of Ref. 10) and investigate
different types of interfaces involving Floquet topological sys-
tems. Remarkably, the unpaired FMFs appear even though the
Hamiltonian preserves TR symmetry at each instant of time.
This is possible due to the effective violation of TR symme-
try over one driving period. For the sake of completeness, we
also explore some examples of SOC drivings preserving TR
symmetry finding no FMFs.
The quasienergy at which the FMFs appear agrees with that
reported in Ref. 9 for one flavor of FMFs. We point out
that the mean energies of FMF states are zero because their
quasienergies are proportional to the driving frequency. Re-
cently, Arimondo et al.41 suggested (with some experimental
support) that the statistics of the non-equilibrium populations
of the Floquet states could be determined by Bose-Einstein
(for bosons) or Fermi-Dirac (for fermions) distributions in the
mean-energy variable. In that case, the mean energy would
play the role of the energy in static systems. Similar con-
clusions are theoretically drawn in some limits for a Floquet
system in contact with a thermal bath.42 These results would
imply that there might exist some regimes in which the FMFs
are the highest mean energy occupied Floquet states because
zero energy, in the BdG scheme we are working, lies exactly
at the chemical potential of the superconductor: A larger sys-
tem in thermal equilibrium which is contacted to the Floquet
quantum wire.
The paper is organized as follows. In Sec. II we outline the
derivation of the non-magnetic Floquet platform. In Sec. III
we explore its properties for both infinite and finite samples,
identifying the presence of FMFs. Further discussion and con-
clusions are presented in Sec. IV.
II. DERIVATION OF TWO ALTERNATIVE
TOPOLOGICAL PLATFORMS
We start by introducing the semiconducting quantum-wire
platform of Ref. 10 in which the interactions are constant as a
function of time and position. In the absence of superconduc-
tivity, the electrons in the wire follow the Hamiltonian
Hˆ0,e = Hˆkin + HˆZ + Hˆso, (1a)
Hˆkin =
p2x
2m∗
, HˆZ = EZσ3, Hˆso =
α
~
pxσ1, (1b)
where m∗ is the effective electron mass, EZ is the Zeeman en-
ergy, and α is the SOC strength. The σi (i = 1, 2, 3) are Pauli
matrices operating in spin space, while EZ = 12 gµBB3 with B3
a magnetic field applied along the direction of σ3. We have
chosen the most favorable conditions for the development of a
TSP, where the SOC axis is orthogonal to the magnetic field.
Physically, for a Rashba SOC the σ1 axis would be perpen-
dicular to the wire’s direction x.
Due to a proximity effect induced by a nearby s-wave bulk
superconductor there is a nonzero electron-hole pairing char-
acterized by the energy gap ∆0 = |∆|. Electrostatic gates con-
trol the chemical potential µ. The system is described by the
Bogoliubov-deGennes (BdG) equation43
H0 =
∫
Ψ¯†(x)Hˆ0Ψ¯(x)dx, Ψ¯† =
(
Ψˆ
†
↑, Ψˆ
†
↓, Ψˆ↓,−Ψˆ↑
)
, (2a)
Hˆ0 |φ(t)〉 = i~ ddt |φ(t)〉 , (2b)
Hˆ0 =
(
Hˆ0,e − µ ∆
∆∗ µ − Hˆ0,h
)
, (2c)
where Ψˆ↑,(↓)(x) is the annihilation operator for electrons with
up (down) spin at position x and time t. In Eq. (2c), the quan-
tities µ, ∆ and ∆∗ are to be interpreted as multiplied by the
identity 1l2×2. The Hamiltonian for the holes, µ − Hˆ0,h, is ob-
tained by time reversing Hˆ0,e,
Hˆ0,h = T −1Hˆ0,eT = σ2Hˆ∗0,eσ2. (3)
where T =−iσ2K is the TR operator with K the complex con-
jugation. The Hˆkin and Hˆso are terms preserving TR symmetry
in Hˆ0,e, while the Zeeman contribution, HˆZ, reverses its sign
under TR.
In Eq.(2c), for simplifying treatment on next sections we
have written the BdG-Schroedinger equation operating on
a ket, |φ(t)〉. Indeed, including the case of a BdG time-
dependent Hamiltonian, Hˆ′(t), the most natural representa-
tion of those states is a Nambu spinor, Φ¯(x, t) which is writ-
ten in the basis of Ψ¯(x, t) and evolves satisfying the BdG-
Schroedinger equation
(
Hˆ′(t)−i~ ∂
∂t
)
Φ¯(x, t) = 0. The Nambu
field operator allows one to write the fermionic annihilation
3and creation operator associated with any solution Φ¯(x, t), this
will be useful below; In particular the annihilation operator
written in the Schroedinger and Heisenberg pictures are
ΦˆS =
∫
Φ¯†(x, 0) · Ψ¯(x)dx = ΦˆH(0), (4a)
ΦˆH(t) = Uˆ′†(t, 0)ΦˆS Uˆ′(t, 0) , (4b)
where Uˆ′(t, 0) is the evolution operator from time 0 to t.
The Hamiltonian Hˆ0 of Eq. (2) has been studied extensively.
It is known that the system is in the TSP for Zeeman energies
above a critical value,
|EZ| > EcZ ≡
√
∆20 + µ
2. (5)
This can be seen by solving Hˆ0Φ¯ = EΦ¯ for an infinite wire
and calculating the Z2 topological invariant that distinguishes
both gapped phases.14 A topological phase transition involves
a closing and reopening of the band gap as a function some
parameter.44 Here, the gap closes when |EZ| = EcZ. We get
insight into the relevant states around the critical condition by
working at Zeeman energies, EZ = EcZ +∆eZ. We focus on the
solutions for small linear momentum px =~k (the solutions for
|k|≈kF are gapped due to the s-wave superconducting pairing).
Close to E = 0, the solutions organize in two branches which,
at the leading order in the wavenumber k, read
E0±(k) = ±
√
(αk sin φ0)2 + ∆e2Z, (6)
with φ0 ≡ arctan ∆0−µ . These solutions are gapless only at the
critical Zeeman field, forming a Dirac cone
E0±(k) = ±αk sin φ0 + O
(
k2
)
= ±αk ∆0√
∆20 + µ
2
+ O
(
k2
)
. (7)
At k , 0, these branches correspond to states that are the
symmetric and antisymmetric combination of states unper-
turbed by SOC, with energies E01,2(k)
∣∣∣
α=0
= ±∆eZ + O
(
k2
)
.
The unperturbed states are Φ¯01 =
(
cos φ02 , 0, sin
φ0
2 , 0
)† eikx√
L
and
Φ¯02 =
(
0,− sin φ02 , 0, cos φ02
)† eikx√
L
, where the Nambu-space spin
axis is taken along σ3.
Importantly, for ∆eZ > 0 (∆eZ < 0) the solution at k = 0
with E0 > 0 is Φ¯01 (Φ¯
0
2). An exchange of these eigenstates (i.e.,
moving from one gapped phase to the other) can only be real-
ized after a band inversion: Right at the critical condition the
gap closes and both solutions become degenerated. It is then
impossible to go from one situation to the other by a smooth
perturbation of the Hamiltonian without closing and reopen-
ing the gap. This indicates that the two gapped phases are
topologically distinct.44 The topologically trivial phase is de-
fined by EZ <
√
∆20 + µ
2 since this situation includes the vac-
uum phase characterized by a large chemical potential µ < 0.
Therefore, gapless states only appear at the interfaces of topo-
logical regions (where EZ >
√
∆20 + µ
2 ) with non-topological
ones (as, e.g., the vacuum).
This class of midgap states is well-known to appear in
Dirac-like equations as a consequence of a sign change in the
mass term.45 For the BdG equation, due to particle-hole sym-
metry, for each eigenstate with +Ea created by the operator
Φˆ
†
a (taken either in the Heisenberg or the Schroedinger pic-
tures, see Eq.(4)) there is another one at −Ea which is created
by Φˆa.46 Therefore, if a physical system has an eigenstate sat-
isfying the reality condition Φˆa = Φˆ
†
a (i.e., being its own an-
tiparticle), it must appear at Ea = 0. Furthermore, the zero
energy state is protected from local perturbations by an en-
ergy gap10 when it is found unpaired: Localized in space and
free of any overlapping with other Majorana solutions. No-
tice that as real fermions have spin nonzero, effective spinless
fermions can only arise after breaking TR symmetry.47 Other-
wise, the presence of a nontrivial TR symmetry (one which is
not represented by the identity operator when applied to bound
states) would lead to two-fold degeneracy of bound states.46
For the Majorana fermions discussed here the system would
host more than one bound Majorana fermion at each edge of
the sample. Here, for quantum wires subject to static SOC and
Zeeman fields in the TSP, the required TR-symmetry breaking
condition is obviously satisfied.
A. SOC-free magnetostatic platform
Consider the joint kinetic and SOC terms in Eqs. (1a) and
(1b), Hˆkin + Hˆso = 12m∗ (px + ~ksoσ1)
2 − Eso, with kso≡ m∗α~2 and
Eso ≡ ~
2k2so
2m∗ =
α2m∗
2~2 . A spin-dependent shift in momentum,
48
Uˆ1 = exp (−iksoxσ1), cancels the SOC term. Since Uˆ1 rotates
the spin by an angle 2ksox around the σ1-axis, the Zeeman
term— constant in the original Hamiltonian— changes its axis
in the (2,3) plane as a function of position. The transformed
Hamiltonian, Hˆ1,e = Uˆ
†
1 Hˆ0,eUˆ1, becomes,
32
Hˆ1,e =
p2x
2m∗
− Eso + EZ [cos (2ksox)σ3 + sin (2ksox)σ2] . (8)
Recently, Kjaergaard et al.33 demonstrated that a system of
electrons following Hamiltonian Hˆ1,e in the presence of a s-
wave superconducting pairing potential— see Eq.(2)— can
develop a TSP. This SOC-less platform could be realized for
instance by an engineered array of nearby micromagnets.
A direct comparison with Hˆ0,e indicates that the amplitude
of the rotating magnetic field must be sufficiently strong to ful-
fill the condition of Eq.(5) (the chemical potential in the equa-
tion must be replaced by µ − Eso because the energy shift Eso
is absent in this zero-SOC platform). The results of Ref. 33
support the approach adopted here for exploring new physi-
cal platforms for TSPs by unitarily removing a particular in-
teracting term from an known topological Hamiltonian. Re-
markably, this approach allows the identification of topologi-
cal platforms even in situations where the mapping is not ex-
act. This was shown numerically in Ref. 33 for non-sinusoidal
magnetic textures in the absence of SOC.
It is interesting to discuss Eq. (8) from the point of view
of the electron spin dynamics (∆0 = 0). The relevant param-
eters are: The characteristic length L = 2pik−1so over which
4the magnetic texture suffers a significant change, the mag-
netic field strength EZ , and the spin carrier Fermi velocity vF.
For a given L, the effective SOC becomes significant for rel-
atively weak textures (moderate EZ). This corresponds to the
regime of non-adiabatic spin transport, where the spin eigen-
states of Eq. (8) are prevented from being fully aligned with
the local magnetic field. (For a given strength EZ , instead, the
same regime can be achieved for a relatively small L). Oth-
erwise, no spin mixing survives from the magnetic texture:
In the TSP this would minimize the effective gap protecting
the MFs. More accurately, the adiabatic regime is defined in
the limit ωs  2pi/tc, where ωs = EZ/~ is the Larmor fre-
quency of spin precession and tc = L/vF is the time it takes
the spin carriers to cover the length L (see Refs. 49 and 50
for a detailed discussion). Non-adiabatic dynamics— i.e., a
significant gap protecting the MFs— requires ωs ∼ 2pi/tc.
B. Non-magnetic Floquet platform
Here we get rid of the Zeeman term of Eq. (1a) by apply-
ing a global time-dependent rotation to the spins along the
magnetic-field axis with an appropriate frequency. For sim-
plicity, we first consider the electron block of the Hamiltonian
(not the BdG equation) where the mentioned transformation
reduces to Uˆr(t)≡exp (−iσ3tEZ/~). The time evolution of the
rotated states ∣∣∣φrot(t)〉≡ Uˆ†r (t) ∣∣∣φ(t)〉 , (9)
is given by the equation i~ ddt
∣∣∣φrot(t)〉= Hˆe(t) ∣∣∣φrot(t)〉, with
Hˆe(t) ≡ Uˆ†r (t)Hˆ0,eUˆr(t) − i~Uˆ†r (t)
dUˆr(t)
dt
= Uˆ†r (t)Hˆ0,eUˆr(t) − EZσ3
=
p2x
2m∗
+
α
~
px
[
cos
(
2
EZ
~
t
)
σ1 − sin
(
2
EZ
~
t
)
σ2
]
, (10)
where the equation of motion for the original states is
i~ ddt |φ(t)〉= Hˆ0,e(t) |φ(t)〉. Therefore, if a physical system fol-
lows the time-dependent Hˆe(t) in the Schroedinger picture it
can be mapped into the static Hˆ0,e by the unitary transforma-
tion Uˆr(t).
Assuming that the system of electrons described by Hˆ0,e(t)
is in proximity with and s-wave superconductor one needs the
instantaneous time-reversal operator of the electrons, Hˆh(t) =
T −1Hˆe(t)T . The latter enters as the block µ−Hˆh(t) in a time-
dependent version of the BdG equation presented in Eq.(2).
In this case it can be shown that Hˆh(t)= Uˆ
†
r (t)Hˆ0,hUˆr(t)+EZσ3:
The magnetic field of the hole sector in the static model ap-
pears canceled in the transformed hole system. Importantly,
the superconducting pairing terms of the BdG Hamiltonian
transform trivially under the full Nambu space transformation
(see the definition of UˆR(t) in Eq.(11) below).
It is clear that the excitations for the systems described by
either Hˆe(t) or Hˆ0,e (both assumed to be in the Schroedinger
picture) are not identical. Even in absence of spin-orbit cou-
pling, where the Hˆe(t) is time independent, both Hamiltonians
have different energy spectra. However, assuming electron-
hole s-wave pairing, it can be shown that both systems share
the topologically trivial phase. Similarly, as we show, for the
non-magnetic system with a periodically rotating spin-orbit
coupling axis our mapping allows to predict the existence of a
Floquet superconducting topological phase.
Here, the reason why topological properties are also ex-
pected in the time-dependent system lies, actually, in the sim-
plicity of the linking transformation. In the general case, on
the other hand, the solutions of any BdG Hamiltonian HˆΘ(t)—
including Hamiltonians without topological properties— can
be unitarily mapped into the solutions of Hˆ0 given in Eq.(2)
(the one based on Hˆ0,e). This is possible provided the uni-
tary transformation is sufficiently complicated to the point of
introducing the requirements of the topological phase. More
explicitly, starting from the solutions to the arbitrary Hamil-
tonian, (HˆΘ(t) − i~ ddt )
∣∣∣φΘ(t)〉 = 0, the topological Hamilto-
nian Hˆ0 governs the time dependence of the transformed states
if and only if
∣∣∣φtrans(t)〉 = Uˆtop(t, 0)Uˆ†Θ(t, 0) ∣∣∣φΘ(t)〉, where
UˆΘ(t, 0) and Uˆtop(t, 0) are the time-evolution operators from
0 to t associated with HˆΘ and Hˆ0, respectively. In our case,
HˆΘ = Hˆ(t) = Uˆ
†
R(t)Hˆ0UˆR(t)− i~Uˆ†R(t) dUˆR(t)dt [which is the BdG
Hamiltonian based on Hˆe(t) in presence of a pairing potential,
see Eq.(12)], where
UˆR(t) ≡ Uˆtop(t, 0)Uˆ†Θ(t, 0) =
(
Uˆr(t) 0
0 Uˆr(t)
)
=

e−
i
~ EZt 0 0 0
0 e
i
~ EZt 0 0
0 0 e−
i
~ EZt 0
0 0 0 e
i
~ EZt
 , (11)
is a rotating-frame spin transformation that does not introduce
topological superconducting features. Therefore, topological
properties in either system, if any, must be linked. In the fol-
lowing section, after introducing the Floquet formalism, we
show that the solutions of the non-magnetic BdG Hamilto-
nian Hˆ(t) present topological features related to those of Hˆ0.
This is because UˆR(t) establishes a very simple mapping be-
tween the energy spectrum of the static Hˆ0 and the Floquet
quasienergies of Hˆ(t). Furthermore, we see that each eigen-
state of Hˆ0 is associated with one Floquet quasi-energy state
sharing its properties.
III. PROPERTIES OF NON-MAGNETIC PERIODICALLY
DRIVEN SYSTEM
We consider a system of electrons described by the time-
dependent Hamiltonian of Eq. (10) in the Schroedinger pic-
ture. The rotating SOC coexists with a constant s-wave pair-
ing potential, where the corresponding BdG equation reads
H(t) =
∫
Ψ¯†(x)Hˆ(t)Ψ¯(x)dx, (12a)
Hˆ(t) =
(
Hˆe(t) − µ ∆
∆∗ µ − Hˆh(t)
)
. (12b)
5Without loss of generality, we choose a superconducting
phase factor equal to zero such that ∆ = ∆0. We introduce
a driving frequency Ω for the time-dependent component of
the SOC axis, Λ(t), including also an additional static contri-
bution,Λ(0). Using these definitions, we write the electron and
hole Hamiltonian as
Hˆe(t) = Hˆh(t) =
p2x
2m∗
+
px
~
(
Λ(t) + Λ(0)
)
· σ, (13)
where σ= (σ1, σ2, σ3). Equation (13) follows from Eq.(3) af-
ter noticing that, for any given time t′, Hˆe(t′) is a time-reversal
symmetric operator. For the ideal rotating (IR) case— which
is the best candidate for hosting Floquet Majorana fermions—
the SOC vectors are,
Λ(t) = ΛIR(t) ≡ (α˜ cos (Ωt) ,−α˜ sin (Ωt) , 0) , (14a)
Λ(0) = 0 ≡ (0, 0, 0). (14b)
Notwithstanding, we also discuss some scenarios away from
this ideal situation.
Periodically driven Schroedinger equation and Floquet systems
As discussed in Sec.II B, 1D systems subject to a rotat-
ing SOC are linked to the magnetostatic, topological quantum
wire. Time-dependent periodic systems are better described
in the context of the Floquet theory, which we summarize in
the following (further details are presented in the Appendix
A). The starting point is the need to solve the Schroedinger
equation, (
Hˆ(t) − i~ d
dt
)
|φ(t)〉 = 0, (15)
for a periodically driven Hamiltonian, Hˆ(t)= Hˆ(t+T ). Energy
is not conserved. However, by virtue of the Floquet theorem
the solutions can be written as∣∣∣φa(t)〉 = e− i~ εat ∣∣∣φTa (t)〉 , (16)
where T = 2pi
Ω
is the driving period,
∣∣∣φTa (t)〉 is a periodic
state, and the subindex a encodes the quantum numbers of
the different solutions. We define the Floquet operator HF ≡(
Hˆ(t) − i~ ddt
)
. As |φa(t)〉 is a solution of the Schroedinger
equation, it holds HF |φa(t)〉 = 0. One then finds(
Hˆ(t) − i~ d
dt
) ∣∣∣φTa (t)〉 = εa ∣∣∣φTa (t)〉 . (17)
The quasienergies, εa, are the eigenvalues of the Floquet
operator HF. The corresponding eigenvectors are the Flo-
quet quasienergy states (QESs),
∣∣∣φTa (t)〉. Besides, the evo-
lution operator associated with Hˆ(t) has the form Uˆ (t, t0) =
Tt exp
(
− i
~
∫ t
t0
Hˆ(t′)dt′
)
, where Tt stands for time ordering.
From Eq.(17) it then follows
Uˆ (t0 + T, t0)
∣∣∣φTa (t0)〉 = e− i~ εaT ∣∣∣φTa (t0)〉 . (18)
Hence, the quasienergies can also be extracted from the phase
factors e−
i
~ εaT (the eigenvalues of the evolution operator over
one driving period).
Mean energy of Floquet quasienergy states
The mean energy of a Floquet QES is defined as the ex-
pectation value of the Hamiltonian averaged over one driving
period:
Ea =
1
T
∫ T
0
dt
〈
φTa (t)|Hˆ(t)|φTa (t)
〉
=
1
T
∫ T
0
dt
〈
φTa (t)
∣∣∣∣∣Hˆ(t) − i~ ddt + i~ ddt
∣∣∣∣∣ φTa (t)〉
= εa −Ω∂εa
∂Ω
, (19)
where we use an extension of the Hellmann-Feynman theo-
rem (for the Floquet operator HF).51 Notice that the set of
quasienergies εa for a given frequency Ω— as usually pre-
sented in most numerical treatments of Floquet systems—
does not provide information on the associated Ea. Obtain-
ing the mean energies requires either the derivative ∂εa/∂Ω or
the periodic eigenstate
∣∣∣φTa (t)〉 in order to evaluate Eq. (19).
Starting from a Floquet state
∣∣∣φTa (t)〉 with quasienergy εa,
we find that the mean energy is identical for all associated
shifted states of Eq. (A1) with quasienergy εa + n~Ω, since
E
n-shift
a = (εa + n~Ω) −Ω
∂
∂Ω
(εa + n~Ω) = Ea. (20)
In summary, the mean energy is a useful quantity for classify-
ing the Floquet QESs and the physical state |φa(t)〉 of Eq. (16).
Furthermore, as mentioned above, this quantity may be rel-
evant for determining the occupancies of Floquet states.41,42
An important question addressed in the following is how the
mean energies of Floquet states behave at both sides of the
topological transition.
A. Bulk properties
We now investigate the Floquet solutions of the time-
dependent system in its infinitely long version. For arbitrary
periodic driving, one must proceed numerically because com-
plexity impedes analytical treatments. For the ideal rotating
case our numerical implementation—see Appendix A—is in
full agreement with the analytical results that, as we show in
detail below, follow from the mapping to the static topological
problem discussed in Sec.II B.
The linear momentum, px =~k, is a good quantum number
as the system is translationally invariant. For each wavenum-
ber k the Hamiltonian Hˆk(t) is a 4 × 4 matrix operating in
Nambu space. The trial state |φk(t)〉 ≡ |k〉 |ϕk(t)〉 in the
Schroedinger equation (15) leads to a differential equation for
the Nambu ket, |ϕk(t)〉:(
Hˆk(t) − i~ ddt
)
|ϕk(t)〉 = HkF |ϕk(t)〉 = 0. (21)
For each value of k there exist four solutions. We label them as∣∣∣ϕk,a(t)〉, with a = 1, . . . , 4. The knowledge of ∣∣∣ϕk,a(t)〉 allows
us to write the solutions as in Eq.(16) by virtue of the Floquet
theorem for the periodically driven Hˆk(t).
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FIG. 1. Ideal rotating (IR) case of Eq.(14): Floquet quasienergies
and mean energies. Reference energy and momentum are ∆0 and k∆ =√
2m∗∆0/~, respectively. We set µ=2∆0 and thus ~Ωc = 2
√
5∆0. Top
(T), center (C) and bottom (B) panels show results for Ω = 0.9Ωc,
Ω = Ωc and Ω = 1.1Ωc, respectively. Dotted horizontal lines at
n~Ω are included in all panels. Panels (a) show the spin-degenerated
dispersion relations E±,kσ of Eq. (22) in the absence of the IR SOC-
field (solid lines). Dashed lines correspond to E±,kσ+m~Ω branches
which are important for the mixing due to the periodic driving, see
Eq.(A4). Panels (b) and (c) present Floquet quasienergies ε for finite
IR SOC-field of intensity E˜so ≡ α˜2m∗/(2~2) = 0.25∆0 and 1.75∆0,
respectively. Numerical results show an excellent agreement with an-
alytical calculations obtained by mapping the time-dependent prob-
lem to the static system having a constant SOC and a finite Zeeman
field: The solid black lines depict the four bands of the correspond-
ing static system (shifted in energy by +~Ω/2, see text). Panels (d)
show the mean energies E of the Floquet states for the simulated IR
SOC-field amplitudes. In (C.b) and (C.c), two branches of Floquet
solutions close in a Dirac-like quasienergy cone for small k. The re-
opening of the Dirac cone for Ω > Ωc, (B.b) and (B.c), indicates a
topological phase distinct from that for Ω < Ωc. The mean energy
shows a distinct pattern on each phase (see text and Fig.2).
1. The IR driving: Floquet bands and Majorana states.
Figure 1 shows numerical results for the time-dependent
SOC of Eq.(14), where the SOC axis rotates harmonically
around the σ3 axis. As a starting point, in Figs. 1(T.a), 1(C.a)
and 1(B.a), we show the dispersion in the absence of driving,
corresponding to the eigenenergies E(k) of the static part of
the Hamiltonian, Hˆ(0)— see Eq. (A3). The only interacting
term in Hˆ(0) is the pairing potential, electron-hole states are
spin-degenerated with eigenenergies
E±,kσ = ±
√
∆20 +
(
~2k2/(2m∗) − µ)2. (22)
These appear as solid lines. Additionally, the same disper-
sions shifted by an integer multiple of ~Ω are displayed as
dashed lines. Those bands are relevant for the time-dependent
system since, as shown in Eq.(A4), the operators Hˆ(m) of the
Fourier decomposition of the full Hamiltonian (see Eq. (A3)
with m , 0) mix solutions of Hˆ(0) with energies differing in
m~Ω.
The Fourier decomposition of the interacting term pxΛIR(t)·
σ/~ appearing in both Hˆe(t) and Hˆh(t), with ΛIR(t) given in
Eq.(14), determines that the only off-diagonal terms contribut-
ing to Eq. (A4) are
Hˆ(∓1)e = Hˆ
(∓1)
h =
α˜
~
pxσ±, (23)
where σ± = σ1 ± iσ2 are the σ3-spin raising and lower-
ing operators. This means that the driving introduces mix-
ing between Hˆ(0) +m~Ω blocks with (m−m′) = 1. For each
k one needs to solve a time-independent Floquet equation as
Eq.(A4), where each block is a 4×4 matrix. The amplitude of
the IR mixing terms is ±α˜k. This means that at k = 0 the sys-
tem is static and the Floquet treatment is not required. How-
ever, in the neighborhood of k = 0 the system does need a
Floquet treatment. The energy of the solutions for k → 0 are
±
√
∆20 + µ
2. For a ~Ω = 2
√
∆20 + µ
2, the energies of Floquet
blocks with (m−m′)=1 cross at k=0. In particular, the (m,−)
band crosses the (m−1,+) one. This situation is illustrated
in Fig.1(C.a) as the upper band in solid black line (m′ = 0)
crosses the lower band in dashed black line (m=1). From this
condition we define the critical frequency, Ωc, as
Ωc ≡ 2
~
√
∆20 + µ
2. (24)
In Figs. 1(C.b) and 1(C.c) we show the resulting Floquet
quasienergies at the critical frequency for two different ampli-
tudes of the rotating SOC. For small k we obtain Dirac-cone
like quasienergy excitations closing at values
ε0,n(Ω) ≡ (n + 1/2)~Ω , (25)
with Ω = Ωc. They coexist with other bands also closing at
ε0,n(Ωc), but with vanishing ∂ε/∂k. The bands do not longer
close at k ≈ 0 for either Ω < Ωc [shown in Fig.1(T.b) and
Fig.1(T.c)] or Ω > Ωc [shown in Figs. 1(B.b) and 1(B.c)]. In
the following we show that the latter two cases are associated
with different Floquet topological phases. Notice that the full
quasienergy spectrum is gapless as the solutions for larger k
take all possible quasienergy values.
Indeed, the mapping introduced in Sec.II B is useful for
writing the Floquet solutions of Hˆ(t) in terms of the solutions
7of Hˆ0 (the all-static 1D superconducting system with SOC and
Zeeman interaction). We start from the eigenstates of Hˆ0 with
energy Ea [see Eqs. (1b) and (2a)]∣∣∣φ0a(t)〉→ e− i~ EatΦ¯0a(x), (26)
where Φ¯0a(x) is a Nambu spinor satisfying (Hˆ0 − Ea)Φ¯0a(x)=0.
The Hˆ0 eigenenergies for the infinite case are distributed in
four bands,10
Ea = Eb1,b2 (k) = b1
∆20 + E2Z + (~2k22m∗ − µ
)2
+ α2k2 (27)
+b2
√
∆20E
2
Z +
(
~2k2
2m∗
− µ
)2 (
α2k2 + E2Z
)
1/2
,
with b1 =±1 and b2 =±1. The spin rotation of Eq.(11) applied
on a generic static solution gives
|φa(t)〉 ≡ Uˆ†R(t)
∣∣∣φ0a(t)〉 → Φ¯a(x, t), (28)
which is a solution of the non-magnetic IR SOC supercon-
ducting 1D system by substituting EZ → ~Ω/2 and α→ α˜.
The physical state |φa(t)〉, Eq.(16), can be associated with a
family of Floquet QESs. The members of such family have
quasienergies differing in multiples of ~Ω. Our goal is to
determine the quasienergy values associated with solutions
with energy Ea of the static problem by using Eq.(28). For
convenience, we first write each eigenstate for the static sys-
tem of Ref. 10 (assumed to be known) as a Nambu spinor,
Φ¯0a(x) = (Aa(x), Ba(x),Ca(x),Da(x))
T . We cast the result-
ing physical state in the form |φa(t)〉 = e− i~ εat
∣∣∣φTa (t)〉. This
allows for the identification of the quasienergy for the time-
dependent system,
εa = Ea + (n + 1/2)~Ω = Ea + ε0,n(Ω), (29)
and the associated Floquet QES as the Nambu spinor,
Φ¯Ta (x, t) = e
inΩt
(
Aa(x)eiΩt, Ba(x),Ca(x)eiΩt,Da(x)
)T
. (30)
Importantly, Eqs.(30) and (29) are valid also for cases in
which both linked systems are not translational invariant and
thus the solutions are not eigenstates of the momentum px (re-
lated examples on finite and disordered systems are discussed
in Sec.III B).
We set n = 0 in Eq.(29) to generate Floquet quasienergies
of the IR case using the energies of the static system given in
Eq.(27). We plot in black solid lines the resulting εa in pan-
els (b) and (c) of Fig.1, i.e., for different driving frequencies
and Rashba strengths. Floquet quasienergies obtained entirely
within the Floquet picture with our numerical method show an
excellent agreement with the analytical results. In Figs. 1(C.b)
and 1(C.c) for Ω = Ωc we see that the Floquet-Dirac branches
closing at ε0,n(Ωc) map to the Dirac-cone branches of Hˆ0 that
close at Ea = 0 (those with nonvanishing ∂ε/∂k at k = 0). In
the plot, we have chosen µ > ∆0 to show that the mapping
holds in general. It is known that the µ = 0 case is the most
favorable for expressing the Kitaev model in the static Hˆ0 be-
cause the effective p-wave gap is larger.19 Here, µ > ∆0 as-
sures a nonzero electron density allowing the development of
superconductivity by proximity effect when switching off the
driving (α˜=0).
In the static system, as discussed above, the closing and re-
opening of the band gap indicate a change in topological prop-
erties. There, when MFs are present, they appear as solutions
of the BdG equation with Ea = EMF =0. This follows from the
particle-hole symmetry of the BdG Hamiltonian that enforces
zero energy for any eigenstate which is its own antiparticle. In
the translational invariant system Ea =0 solutions only appear
at the critical Zeeman energy for k = 0. Either in extended
or finite systems, the general form of a Majorana fermion
in Nambu space is46 Φ¯0MF(x, t) = (A(x), B(x), B
∗(x),−A∗(x))T ,
and the associated fermionic operator reads (since Ea =0, both
the Schroedinger and the Heisenberg pictures lead to the same
operator, see Eq.(4))
Φˆ0MF = Φˆ
0
MF
†
=
∫
dx
[
A(x)Ψˆ↑(x) + A∗(x)Ψˆ†↑(x)
+B(x)Ψˆ↓(x) + B∗(x)Ψˆ†↓(x)
]
. (31)
A natural question arising here is whether the existence of
Majorana solutions in the static system ensures the existence
of Majorana solutions in the IR system of Eq.(12a). To see
this, we construct the solution of the driven IR system which
is associated with a MF solution of Hˆ0. In the Nambu spinor
representation this is just Φ¯FMF(x, t) = Uˆ
†
R(t)Φ¯
0
MF(x, t), obtain-
ing
Φ¯FMF(x, t) =
(
A(x)e
i
2 Ωt, B(x)e−
i
2 Ωt, B∗(x)e
i
2 Ωt,−A∗(x)e− i2 Ωt
)
.
(32)
We observe that this state satisfies the particle-antiparticle
condition while it evolves periodically in time [this follows
from Eq.(4) noting that ΦˆH(t) = Uˆ′†(t, 0)ΦˆH(0)Uˆ′(t, 0)) =
ΦˆH(t)†]: It is a Floquet Majorana fermion (FMF). Notice that
two driving periods are needed for the time-dependent state
to revisit the same instantaneous configuration. This is so be-
cause the UˆR(t) of Eq. (11) consists of spin-1/2 operators with
rotation angle 2pit/T (see Sec.III A 2). For t = 2nT (rotation
angle 4pin), it reduces to the identity. This is consistent with
the fact that a representation within Floquet theory of such a
MF state— Ea =0 in Eq.(29)— must have a quasienergy
εFMF = ε0,n(Ω)= (n + 1/2)~Ω, (33)
meaning that FMF states acquire a phase of pi+2pin (i.e., a fac-
tor −1) after one driving period. At Ω=Ωc, the latter coincide
with the quasienergies at which the Floquet-band gaps (those
with k≈0) close.
Similar FMFs with finite quasienergy were reported by
Jiang et al. in Ref. 9, where they studied a BEC cold-atom
quantum wire (with static SOC and magnetic field) subject to
a periodic in time chemical potential. Their results demon-
strate that finite-quasienergy FMFs are not restricted to our
particular model. An important point brought forward by
Jiang et al. was that the BdG-Floquet operator preserves
electron-hole symmetry. In his context, this means that for
8each Floquet state with quasienergy +εa created with the
operator Φˆ†a (see Eq.(4)) there is another one at −εa which
is created with the operator Φˆa. Since Floquet states with
quasienergies differing in n~Ω address to the same set of phys-
ical solutions, the Majorana condition (Φˆ†a = Φˆa) can also be
satisfied by states exactly at the nonzero quasienergies given
in Eq.(33). We return to the discussion of unpaired FMFs in
Sec.III B as bound states appearing at the edges of finite-size
topological systems.
2. The IR driving: Topological properties
In Eq.(29) [Eq.(30)] we have established a link between
the eigenenergies Ea [eigenstates
∣∣∣φ0a(t)〉] of the static quan-
tum wire of Ref. 10, modeled by Hˆ0, and the quasienergies εa
[Floquet states
∣∣∣φTa (t)〉] of our time-dependent proposal, mod-
eled by Hˆ(t). Similarly in Eq.(32) we have shown, by using
an exact mapping, that for each Majorana solution appearing
in the static system there is an associated FMF appearing in
the driven system. Thus, the FMFs are protected by the same
energy gap as the MFs in the static system of Ref. 10.
Here, in order to make explicit that the topological proper-
ties of the Floquet system are equivalent to those in the static
system, we make use of our mapping to write the evolution
operator for the Floquet problem, Uˆ(t, 0): The solutions can
then be written as |φa(t)〉 = Uˆ(t, 0) |φa(0)〉. First, because of
the time-independence of Hˆ0, we write the time evolved state
in the static system as∣∣∣φ0a(t)〉 = exp (− i~ Hˆ0t
) ∣∣∣φ0a(0)〉 . (34)
In order to simulate the time-dependent system subject to IR
driving, the interaction strengths in Eq.(1b) are to be replaced
as α → α˜ and EZ → ~Ω/2. From Eq.(28) at t =0, we see that
the mapping at t = 0 is trivial, i.e.,
∣∣∣φa(0)〉= ∣∣∣φ0a(0)〉. Then, by
introducing Eq.(34) in Eq.(28), the evolution operator for the
time-dependent non-magnetic system becomes
Uˆ(t, 0) ≡ Uˆ†R(t) exp
(
− i
~
Hˆ0t
)
. (35)
After replacing EZ → ~Ω/2 in Eq.(11) we get Uˆ†R(T ) = −1l4.
This corresponds to a 2pi angle spin rotation, with 1l4 the iden-
tity in the Nambu space (in the same basis as Hˆ0, given in
Eq.(2c)). Therefore, when particularizing Uˆ(t, 0) for the evo-
lution over one full period we obtain
Uˆ(T, 0) = exp
(
− i
~
HˆeffT
)
, (36a)
Hˆeff ≡ Hˆ0 + 1l4ε0,n(Ω). (36b)
This means that the evolution over one period in the time-
dependent system, Uˆ (T, 0)=Tt exp (− i~
∫ T
0 Hˆ(t
′)dt′), is equiv-
alent to the evolution over the same period T with the time-
independent effective Hamiltonian, Hˆeff . The effective Hamil-
tonian is just Hˆ0 trivially shifted in energy by the amount
ε0,n(Ω)= (n+1/2)~Ω defined in Eq.(25). In the light of Eq.(18),
such shift justifies the form of the quasienergies in Eq.(29).
As pointed out by Kitagawa et al. in Ref. 20, the topo-
logical properties contained in the effective Hamiltonian of
a Floquet system are to be studied with the tools for time-
independent topological phase transitions. The topological
phases appearing in Hˆeff imply the presence associated topo-
logical phases in the Floquet system. We can now formally
conclude that the Z2 topological invariant14 that distinguishes
the two gapped phases in the magnetostatic model of Ref. 10
also distinguishes the two Floquet topological phases of the
non-magnetic driven system proposed here. In particular, this
corroborates that the regime with Ω > Ωc (supercritical) is in-
deed a Floquet TSP whereas Ω < Ωc (subcritical) is to be as-
sociated with the topologically trivial superconducting phase.
3. The IR driving: Mean energies
We now discuss the mean energies of the Floquet states de-
picted in Figs. 1(T.d), 1(C.d) and 1(B.d). These follow from
Eq.(19) after calculating the derivatives ∂εa/∂Ω. The numer-
ical results agree with the analytical mean energies derived
from Eq.(27) by computing
Ea = Ea − EZ ∂Ea
∂EZ
, (37)
and substituting EZ → ~Ω/2. At critical frequency, Ω =
Ωc, the two Floquet states with quasienergy forming a Dirac
cone— see black solid lines in Figs. 1(C.b) and 1(C.c)— lead
to linear mean-energy dispersions around k = 0 as shown in
Fig. 1(C.d). We verified that this happens as a general rule,
where the mean-energy bands closing the gap at E = 0 derive
from the Floquet-quasienergy bands closing at ε0,n(Ωc).
As a result of a discontinuity in the mean-energy bands as
a function of the driving frequency, these get very sensitive at
Ωc for small k. Such a discontinuity is intimately related to
the change of topological properties. Right at k=0, the ampli-
tude of periodic driving vanishes and the mean energy simply
reduces to the energy, E±(k=0)=±
√
∆20 + µ
2 =~Ωc/2. Below
the critical frequency, the top mean-energy band is connected
to the E+(k = 0) point while the bottom band acts likewise
with the E−(k=0) point, instead. Remarkably, above the criti-
cal frequency this relationship is inverted. The band inversion
happens for Ω = Ωc, where linear dispersion in mean energy
is developed excluding the states with k = 0: Points E±(k =0)
appear isolated from the bands (see following discussion and
Fig. 2 for details). As a rule, the mean-energy spectrum is
complicated for higher k. For µ ≈ 0, the mean-energy bands
resemble those for the energy in the static system around the
critical condition Ω = Ωc. Away from this situation, the low
k mean energies are always different from the energies of the
static system.52
For a better understanding of criticality in the vicinity of
Ωc, it is useful to solve the Eq.(A4) for the Floquet oper-
ator in the limits of µ  ∆0 and small k. We first need
the solutions of the static component of Hˆ(t), i.e., Hˆ(0),
9in the Nambu basis with spin quantized along the 3-axis,
(ψ†↑, ψ
†
↓, ψ↓,−ψ↑)†. For simplicity, we define Nambu unit vec-
tors as ψ̂l ≡ (δ1,l, δ2,l, δ3,l, δ4,l)T . Hˆ(0) only includes the ki-
netic term and the pairing potential; by defining the angle
ϕk ≡ arctan
(
∆0/(~2k2/(2m∗) − µ)
)
we write Hˆ(0) solutions as
|+, k ↑〉 → e
ikx
√
L
(
cos
ϕk
2
ψ̂1 + sin
ϕk
2
ψ̂3
)
, (38a)
|+, k ↓〉 → e
ikx
√
L
(
cos
ϕk
2
ψ̂2 + sin
ϕk
2
ψ̂4
)
, (38b)
|−, k ↑〉 → e
ikx
√
L
(
sin
ϕk
2
ψ̂1 − cos ϕk2 ψ̂3
)
, (38c)
|−, k ↓〉 → e
ikx
√
L
(
sin
ϕk
2
ψ̂2 − cos ϕk2 ψ̂4
)
, (38d)
with the energies given in Eq.(22). These states are, indeed,
eigenstates of each block Hˆ(0) +m~Ω of the Floquet operator
given in Eq.(A4). We define |m,±, kσ〉 ≡ eimΩt |±, kσ〉 for
referring to the eigenstates of block m by simply introducing
a Fourier phase factor.
We limit our analysis only to blocks m = 0 and m = 1 in
Eq.(A4), assuming the mixing of few bands only. This is
justified since: (i) The only mixing components in Hˆ(t) due
to the periodic driving are Hˆ(±1), (ii) in the small-k limit the
time-dependent components are small, discouraging mixing
of states far apart in energy, (iii) close to the critical frequency,
Ω = Ωc +δ/~, other states with small k are at least ~Ωc away
in quasienergy, and (iv) other choices with m−m′ = 1 lead to
shifted quasienergies (in multiples of ~Ω) and, therefore, to
equivalent solutions. Furthermore, we restrict the Floquet op-
erator to the subspace generated by |0,+, kσ〉 and |1,−, kσ〉,
i.e., the four states crossing when Ω=Ωc.
Combining Eqs. (23) and (12) up to linear order in k, the
Floquet operator of Eq.(A4) reduces to
H˜F =

~Ωc/2 0 0 0
0 ~Ωc/2 α˜k sinϕ0 0
0 α˜k sinϕ0 ~Ωc/2 + δ 0
0 0 0 ~Ωc/2 + δ
 , (39)
in the ordered basis {|0,+, k ↑〉 , |0,+, k ↓〉 , |1,−, k ↑〉 , |1,−, k ↓〉}.
We readily notice that the 1st and 4th states∣∣∣φT1 (t)〉 = |+, k ↑〉 with ε1 = ~Ωc/2, (40a)∣∣∣φT2 (t)〉 = |−, k ↓〉 eiΩt with ε2 = ~Ωc/2 + δ, (40b)
do not mix under the action of the rotating SOC axis. Their
mean energy, Eq.(19), is identical to their energy:
E1 = ~Ωc/2 , E2 = −~Ωc/2, (41)
where we used that ∂Ωc/∂Ω = 0 and ∂(δ)/∂Ω = ~. The
remaining two solutions, for k,0, are a mixture of states with
different m. By defining the angle ηk ≡ arctan (2α˜k sinϕ0/δ),
these solutions read∣∣∣φT3 (t)〉 = cos ηk2 |+, k ↓〉 − sin ηk2 |−, k ↑〉 eiΩt, (42a)∣∣∣φT4 (t)〉 = sin ηk2 |+, k ↓〉 + cos ηk2 |−, k ↑〉 eiΩt, (42b)
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FIG. 2. (a) Quasienergies ε′ = ε − ε0,n(Ω) and (g) mean energies
E of Floquet states as a function on the driving frequency Ω and the
linear momentum ~k. In the plot ∆µ ≡ ~Ωc/2 =
√
∆20+µ
2. We focus
on the solutions that are affected by the ideal rotating SOC driving
in the small k limit for µ  ∆0, given in Eq.(42). For the sake of
clarity, surface plots show the lower energy bands only (see ε3(k)
and E3(k) in the text): Upper bands follow by symmetry (ε4(k) =
−ε3(k) and E4(k) = −E3(k)). In panels (b), (c), (d), (e) and (f), the
driving frequency Ω is fixed and both bands are shown. At the critical
frequency— panel (d)— the quasienergies form a Dirac-cone while
the mean energies show a similar behavior except for a discontinuity
at k = 0. Just away from Ωc, sub- and super-critical regimes can
not be distinguished from the quasienergy bands alone. In contrast,
thanks to the discontinuity developed at the critical point, the mean-
energy bands show remarkable features distinguishing one regime
from another. Such a contrast is clearly seen already in the surface
plots of panels (a) and (g).
with quasienergies
ε3,4(k) = ~Ωc/2 +
1
2
δ ∓
√(
δ
2
)2
+ (α˜k sinϕ0)2. (43)
At the critical frequency, δ=0, the two branches form a Dirac
cone in quasienergy. The vertex at k = 0 lies at quasienergy
~Ωc/2 (while the l-shifted solutions cross at ~Ωc/2+ l~Ωc =
εl,0(Ωc)). The superconducting gap is essential since the mix-
ing term α˜k sinϕ0, with sinϕ0 =−∆0/
√
∆20 + µ
2, vanishes for
∆0 =0 (leading to flat dispersions).
For arbitrary values of k (always in the small k approxima-
tion) the mean energies for these two solutions are
E3(k) = −E4(k) = δ~Ωc/2 − 2 (α˜k sinϕ0)
2√
δ2 + 4 (α˜k sinϕ0)2
. (44)
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At the critical frequency, δ=0, the two branches form a Dirac
cone in mean energy, ±|α˜k sinϕ0|. This excludes the case k =
0, with mean energies fixed at ±~Ωc/2. We find
E3(0) = −E4(0) =
− ~2 Ωc, for Ω < Ωc~
2 Ωc, for Ω > Ωc.
(45)
In Fig.2 we show the different behavior of the quasiener-
gies and mean energies involved around the transition, i.e.,
the solutions 3 and 4 in the latter derivation. For simplicity,
only the bottom quasienergy [mean-energy] band is plotted
on the (Ω, k) parameter space in Fig.2(a) [Fig.2(g)]. The low-k
quasienergy band passes through the transition without visible
change (see upper panels in Fig.2(b) to Fig.2(f)). In contrast,
the mean-energy band (lower panels in Fig.2(b) to Fig.2(f))
presents a clear distinction between the two sides of the tran-
sition. Both the abrupt change in mean energy and the Dirac-
cone dispersion at the critical parameter are due to the band
inversion and linear-in-k mixing underlying the phase transi-
tion. This result is consistent with what is commonly found
in Floquet systems, i.e., avoided crossings in quasienergy pro-
ducing abrupt changes in the associated mean energies.53
In our study of the Floquet problem, the need to compute
the mean energies Ea arises naturally. The emergence of the
mean energy as an indicator of the band inversion is remark-
able. It is therefore relevant to ask ourselves about the mean-
ing of Ea in static systems as those discussed in Ref. 10 or
even in more general contexts. We have shown that Ea can be
derived from Eq.(37) as a function of the eigenvalues of the
static system. By choosing an eigenstate
∣∣∣φ0a(t)〉 of Hˆ0 and ap-
plying the Hellmann-Feynman theorem, we find that Ea is just
the expectation value of the Hamiltonian on state
∣∣∣φ0a(t)〉 pro-
vided the term proportional to EZ is missing, i.e., disregarding
the Zeeman coupling. In other words, Ea is the expectation
value on
∣∣∣φ0a(t)〉 (eigenstate of the full Hamiltonian) of the op-
erator obtained by enforcing EZ = 0 in Hˆ0. Similarly, for each
energy eigenstate
∣∣∣φ0a(t)〉, two other indicators of the band in-
version can be constructed here: The expectation value of Hˆ0
evaluated at ∆0 = 0,
I∆0 = Ea − ∆0
∂Ea
∂∆0
, (46)
and the expectation value of Hˆ0 evaluated at µ = 0,
Iµ = Ea − µ∂Ea
∂µ
. (47)
We verified that the bands generated by these expectation-
values, Iζ (with ζ = {µ, EZ ,∆0} and IEZ = Ea), change abruptly
at the topological phase transition. Physically, this is not sur-
prising since the complements of Iζ , namely, Ea − Iζ are the
expectation values on the energy eigenstates of the different
contributing terms in the Hamiltonian. As discussed in Sec.II,
the k ≈ 0 eigenstates of the bands involved in the topologi-
cal phase transition change abruptly when passing through the
critical condition. This justifies the observed behavior. We do
not comment any further on these indicators as that is beyond
the scope of this work.
4. Other forms of SOC driving beyond IR case
We have shown that the topological system of Ref. 10 is di-
rectly related to a Floquet system composed of a non-magnetic
superconducting wire subject to a rotating SOC axis. The
studied time-dependent Hamiltonian satisfies: (i) Fourier de-
composition has only zero frequency and ±Ω components, (ii)
the zero frequency component of the Hamiltonian has no SOC
contribution, (iii) the ideal SOC rotation introduces a spin
symmetry around the 3-axis, and (iv) the choice of one out of
two possible rotational senses for the SOC axis determines the
breaking of time-reversal symmetry (needed for emergence of
a single MF at each edge of the topological region).46 Here,
we briefly discuss the Floquet quasienergies and mean ener-
gies in systems satisfying only some of the above conditions.
Notice, however, that a more rigorous study of the situations
below would require a detailed analysis of the effective Hamil-
tonian on each case (see Eq.(36)).
In Fig. 3 we present a sketch of the ideal rotating SOC,
panel (a), together with two alternative types of SOC drivings,
panels (b) and (c). Figure 3(b) depicts a linear (L) driving
ΛL(t), such that
ΛL(t) · σ ≡ ΛIR(t) · σ + σ1(ΛIR(t) · σ)σ1,
⇒ ΛL(t) = (2α˜ cos (Ωt) , 0, 0) . (48)
This represents the superposition of clockwise and counter-
clockwise IR rotations with the same amplitude α˜. This driv-
ing does not fulfill property (iii) of the IR case since the SOC
strength oscillates while the axis direction is preserved. The
Fourier amplitudes are
Hˆ(±1)e,L = Hˆ
(±1)
h,L = 2
α˜
~
pxσ1 =2
α˜
~
px (σ+ + σ−) . (49)
This means that the reduced Floquet operator for the L driv-
ing mixes not only states |0,+, k ↓〉 and |1,−, k ↑〉, as in the IR
case of Eq.(39), but also states |0,+, k ↑〉 and |1,−, k ↓〉. This
extra mixing is a consequence of the violation of property (iv),
leading to the double-degeneracy of the full quasienergy spec-
trum, as we see below.
(a) (c)
IR R
)(t
IR
Λ )(t
R
Λ
1ˆ
2ˆ
(b)
L
)(t
L
Λ
FIG. 3. Sketch of three different cases for the periodic SOC driving
Λ(t) of Eq. (13). (a) Ideally rotating (IR) driving ΛIR(t) of Eq. (14):
The SOC axis rotates uniformly in the 1 − 2 plane with constant
coupling strength. (b) Linear (L) driving ΛL(t) of Eq. (48): The ori-
entation of the SOC is fixed while the coupling strength oscillates
harmonically. (c) Ramp (R) rotation driving ΛR(t) of Eq. (50): The
SOC axis rotates anharmonically in the 1−2 plane with varying cou-
pling strength driven by symmetrical triangular waves
.
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FIG. 4. Floquet quasienergies ε(k) and mean energies E(k) for the situations listed in Table I with µ = 1.35∆0, ~Ωc ≈ 3.36∆0, and E˜so =
α˜2m∗/(2~2) = 0.75∆0. Whenever present (lower panels), the static SOC component is set α0 = α˜/5. Labels subindices “<”, “c” and “>” stand
for Ω = 0.9Ωc, Ωc, and 1.1Ωc, respectively. Floquet quasienergies are shown from 0 to ~Ωc. Floquet bands are symmetrical with respect to
ε = ~Ω/2 (horizontal grey line). We do not show the −k quasienergies and mean energies whenever they are identical to the +k ones. This
is not the case for finite static SOC orthogonal to the periodic SOC driving. For vanishing static SOC (upper panels), solid black lines depict
IR-quasienergy Floquet solutions— in particular, the bands associated with the topological transition [quasienergies from Eq.(29) with n = 0
generated by the energies of the static problem E+,−(k) and E−,+(k) given in Eq.(27)]. For L driving, the solutions with α0 = 0 are doubly
degenerated. For R driving, higher-frequency driving components generate new transitions. Floquet transitions introduce avoided crossings in
the quasienergy spectrum and strong discontinuities in the mean energies.53,54 See text for further discussion.
Figure 3(c) depicts a different kind of rotation defined by
ΛR(t) ≡ (α˜cosR (Ωt) ,−α˜sinR (Ωt) , 0) , (50)
which is based on a 2pi-periodic ramp (R) or symmetrical tri-
angular wave function
sinR(x) ≡
{
pi(−1)m
4 (x − mpi) , for − pi2 ≤ x − mpi < pi2
=
∑
n>0,odd
(−1) n−12
n2
sin(nx), (51a)
cosR(x) ≡ sinR(x + pi/2). (51b)
With this choice— notice that cosR(npi) = (−1)npi2/8—, the
contributions at frequencies ±Ω are identical to those for IR
case with Fourier amplitudes Hˆ(±1)e/h,R = Hˆ
(±1)
e/h given in Eq. (23).
Higher frequency Fourier components are
Hˆ(∓n)e,R = Hˆ
(∓n)
h,R =
(−1) n−12
n2
α˜
~
pxσ±, (52)
for n odd. The R driving, hence, violates properties (i) and
(iii) of the IR case.
So far we have considered three different types of driving
Λ(t), without any static SOC component. We now allow a
nonzero SOC component of strength α0 through the vector
Λ(0) = nˆ0α0/~ in Eq.(13). The unit vector nˆ0 is assumed ei-
ther parallel or perpendicular to the plane defined by Λ(t). In
the following, we focus on the case of dominating Λ(t) such
that α0 ∼ 0.2α˜ (nothing particular is expected for α0  α˜
since the system behaves, essentially, as a non-topological
TABLE I. Labels used to identify different SOC drivings Λ(t) in the
presence of a static SOC component Λ(0).
Λ(0) (below), Λ(t) → ΛIR(t) ΛR(t) ΛL(t)
Λ(0) = 0 IR R L
Λ(0) ‖ Λ(t) IR‖ R‖ L‖
Λ(0) ⊥ Λ(t) IR⊥ R⊥ L⊥
wire with static SOC and vanishing magnetic field). In Ta-
ble I we define the labels used to identify 9 different situations
addressed numerically with the method discussed in the Ap-
pendix A. Notice that drivings L and R, together with most
cases with nonvanishing Λ(0), can not be easily mapped to a
time-independent model.
The results are presented in Fig. 4. At the critical point
Ω = Ωc, the Floquet-band gaps close at ε = ε0,0(Ωc) = ~Ωc/2
for k → 0. For L driving, as in the IR case, the Floquet-
band gap (at small k) closes for the critical frequency forming
Dirac-like cones. However, the bands are doubly degenerated
and thus protected unpaired edge states are not possible in fi-
nite samples; on the other hand double degenerated localized
states are not forbidden. However, here even in absence of
local perturbations, localized states do not appear at the edges
(see Sec.III B). For completeness, in Fig.4 we also present re-
sults for the L driving coexisting with a static SOC where
the referred double degeneracy is lifted. However, we have
checked that no edge states can be found in the associated fi-
nite system (Sec.III B). This is something expected as we find
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two Floquet bands with finite slope closing the gap at the crit-
ical frequency.
For R driving, in the vicinity of k = 0 the Floquet bands
are similar to those for the IR case. For larger k, the ef-
fect of higher harmonics modifies significantly the shape of
quasienergy bands. The avoided crossings in quasienergy pro-
duce abrupt changes in the mean energies, and the spikes
in mean energies grow with the driving amplitude.53,54 In
Sec. III B we show that related finite systems can hosts Majo-
rana solutions at the edges, but presenting some signatures of
the higher harmonics. Considering that the amplitudes of the
R-driving Fourier components (Eq.(52)) decay very fast, these
results suggest that Majorana fermions at the edges might be
absent for arbitrary SOC drivings with significant contribu-
tions from higher harmonics.
Finally, we briefly discuss the effect of a static SOC com-
ponent with results shown in Fig. 4. For both IR and R driv-
ing, a Λ(0) orthogonal to the plane defined by the driven SOC
axis produces a breaking of ±k symmetry. Despite symmetry
breaking, the main features discussed for vanishing Λ(0) are
maintained. This is related to the fact that the IR-mapping
Uˆ†R(t) leads to static model of Ref. 10 except for a small SOC
component along the magnetic field axis. On the other hand,
for static SOC parallel to the IR or the R drivings, the Floquet
quasienergies present strong avoided crossings: As it is shown
in Sec.III B the presence of Majorana states in the correspond-
ing finite systems is discouraged.
B. Finite systems: Floquet Majorana Fermions
As discussed in Sec.III A the type of Floquet Majorana
fermions expected here, because of the particle-hole symme-
try and the absence of ε = 0 localized solutions, have the
form given in Eq. (32) with quasienergy εFMF = ε0,n(Ω) =
(n + 1/2)~Ω. Its linear dependence on the driving frequency
determines that the mean energy of FMFs is zero, see Eq. (19).
In the following, we apply a numerical method looking for so-
lutions satisfying ε≈ ε0,n(Ω) and E ≈ 0 in finite systems sub-
ject to a variety of drivings. Our numerical approach solves
the eigenvalue problem for the evolution operator over one
driving period, obtaining the quasienergies based on Eq.(18).
Spatially inhomogeneous interactions and drivings are easily
included by using a tight-binding lattice with lattice spacing
a0 and N sites. This is briefly described in the Appendix A.
As the evolution operator is evaluated from t = 0 to t = T , its
eigenvectors are the instantaneous form of the Floquet states
at t=0.
We start by studying a clean, finite sample subject to IR
driving in the supercritical regime Ω > Ωc. Bound states at
the edges are expected as a result of change in topology since
the vacuum is in the topologically trivial phase (see Eq.(5) and
the related discussion in Sec.II). In Fig. 5(a) we show the re-
sulting quasienergies and mean energies. We sort the solutions
according to growing quasienergies (left panel) or to growing
mean energies (right panel), finding two solutions which are
close to the Majorana conditions
(ε − ~Ω/2) mod ~Ω = 0 , E =0. (53)
We call these solutions |a〉 and |b〉. Both states have signifi-
cant probability weight at the two edges. [Similar eigenstates
are found with energies ±δE (with δE small but different from
zero) in a topological superconducting finite sample described
by the static model of Ref. 10.] These eigenstates are bond-
ing and antibonding combinations of Majorana fermions at the
edges produced by finite-size effects. To get rid of the mixing
we undo the (anti)bonding as55∣∣∣φT±(t=0)〉 = 1√
2
(|a〉 ± |b〉) . (54)
In this way (see Fig.5(b)) we obtain two independent Floquet
Majorana solutions,
∣∣∣φT+(t=0)〉 and ∣∣∣φT−(t=0)〉, one on each
sample’s edge. These are the solutions actually expected on
long samples where the overlap between localized states is
exponentially small.
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FIG. 5. Floquet Majorana states in a finite sample subject to the
IR excitation in the Ω > Ωc phase with E˜so = α˜2m∗/(2~2) = 0.5∆0.
Reference quantities are ∆0 and the wavelength λ∆ = 2pi/k∆, with
k∆ =
√
2m∗∆0/~. The lattice spacing is a0 = 0.0225λ∆ (see text)
with sample length 300a0 = 6.75λ∆. We choose µ = 2∆0 such that
~Ωc = 2
√
5∆0, with driving frequency Ω = 1.15Ωc. (a) Floquet solu-
tions ordered by growing quasienergy (left) and mean energy (right).
We plot ε′≡ε−~Ω/2 for 0 ≤ ε ≤ ~Ω. Two edge states, |a〉 and |b〉, are
found with ε ≈ ~Ω/2 and mean energy E ≈ 0. Isolated Floquet Ma-
jorana fermions at each edge,
∣∣∣φT 〉, are extracted from the bonding
and antibonding combinations of |a〉 and |b〉 (see text). For the two
FMF states at t = 0 we plot, as a function of the position x: (b) The
probability density, |φT0 |2≡|φT (x, t=0)|2; (c) the electron spin density
(ESD) along σ⊥(0) =σ2, S
φT0
⊥(0) ≡S φ
T
⊥(t)(x, t = 0); and (d) the ESD along
σ3, S
φT0
3 ≡ S φ
T
3 (x, t = 0). The ESD along σ‖(0) = σ1 (not shown) is
zero. (e) We include uncorrelated disorder Ei ∈ [−0.75∆0, 0.75∆0].
FMFs are found with probability density similar to that of clean sys-
tems shown in (b). FMFs’ densities are plotted as a function of time
along one driving period in the presence of disorder: (f) |φT (x, t)|2,
(g) S φ
T
⊥(t)(x, t), and (h) S
φT
3 (x, t). The in-plane spin component rotates
while the FMF state conserves its location (see text).
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For studying the structure of the these solutions we first in-
troduce the electron-hole identity and Pauli matrices τ j with
j = 0, 1, 2, 3. In this way, the operators in the Nambu space
can be written as a combination of the operators
τ jσi ≡
 τ j,11σi τ j,12σi
τ j,21σi τ j,22σi
 , (55)
where τ j,γδ (γ, δ = 1, 2) are the components of the τ j matrix
such that τ j,γδσi are 2× 2 blocks operating on spin space. The
components {1, 2, 3, 4} in the Nambu space are associated with
τσ = {++,+−,−+,−−}, respectively, where τ and σ refer to
the ±1 eigenvalues of τ3 and σ3, respectively. Notice that
the combination τe ≡ (τ0 + τ3)/2 [τh ≡ (τ0 − τ3)/2] has one
single nonzero element, τe,11 = 1 [τh,22 = 1], and it is useful
for writing operators associated with the electron [hole] sector
only.
For the time-dependent solution
∣∣∣φ(t)〉 = e− i~ εt ∣∣∣φT (t)〉 we
define the instantaneous probability density |φT (x, t)|2 as the
sum of the electron and hole probability densities of the as-
sociated Floquet state, ρφ
T
e/h(x, t). These are obtained when
computing the expectation value of the identity operator 1ˆl ≡∫
dx |x〉 〈x| (τe+τh)σ0:
〈φ(t)| 1ˆl |φ(t)〉 =
∫ ∞
−∞
dx
(
ρ
φT
e (x, t) + ρ
φT
h (x, t)
)
,
ρ
φT
e/h(x, t) ≡
∑
σ,τ,τ′
〈
φT (t)
∣∣∣ xτσ〉 〈τ|τe/h|τ′〉 〈xτ′σ ∣∣∣φT (t)〉 . (56)
Similarly, related spin densities also evolve in time. The to-
tal spin density, S φ
T
i,tot(x, t), is the sum of the electron and
hole probability densities in the associated Floquet state:
S φ
T
i,e/h(x, t). These are obtained by computing the expectation
value of Sˆ i≡
∫
dx |x〉 〈x| (τe+τh)σi, with i=1, 2, 3 (~/2 factors
skipped for simplicity):
〈φ(t)| Sˆ i |φ(t)〉 =
∫ ∞
−∞
dx
(
S φ
T
i,e (x, t) + S
φT
i,h (x, t)
)
, (57)
S φ
T
i,e/h(x, t) ≡
∑
σ,σ′,τ,τ′
〈
φT (t)
∣∣∣ xτσ〉 〈σ, τ|τe/hσi|σ′, τ′〉 〈xτ′σ ∣∣∣φT (t)〉 .
Notice that the densities defined in Eq.(56) and Eq.(57) are
properties of the physical state since the quasienergy phase
factor cancels out. Such cancelation guarantees that the result-
ing densities are the same irrespective of which shifted version
of the Floquet state (see Eq.(A1)) is taken.
As mentioned above, the states
∣∣∣φT±(t)〉 studied in this sec-
tion [based on Eq.(54)] satisfy (numerically) the Majorana
condition of Eq.(53). From hereon, we use
∣∣∣φT (t)〉 to refer
to any of these two states. In all studied situations (Figs. 5 and
6) we find |φT (x, t)|2/2=ρφTe (x, 0)=ρφ
T
h (x, 0) and S
φT
i,tot(x, 0)=0
for all i = 1, 2 and 3, namely, S φ
T
i,e (x, 0) = −S φ
T
i,h (x, 0). Notice
this differs from the regular type of quasiparticle states arising
in an s-wave spin-degenerated BdG Hamiltonian: The latter
can not have vanishing S φi,tot(x, 0) for all three spin directions
simultaneously. However, the result coincides with what is
expected for a Majorana fermion as its own antiparticle (see
Nambu-space representation of Eq.(32)). In what follows, we
focus on the spin densities for electrons S φ
T
i (x, t) ≡ S φ
T
i,e (x, t)
as it is meaningless to discuss the total spin of a Majorana
solution.
In Fig.5, for both clean and disordered systems subject to IR
driving in the Ω > Ωc phase, we present the total probability
density |φT (x, t)|2 and the electron spin densities (ESDs). In
Fig.5(d) we see that the states at different edges have the same
S φ
T
3 (x, 0) profile. Moreover, these profiles do not change with
time, as shown in Fig.5(f). This is equivalent to that found
for the ESD of MFs along the magnetic-field axis in the static
system of Ref. 10 (where the larger the SOC in relation to
the Zeeman energy, the smaller such a component56). In our
non-magnetic system, the associated direction is normal to the
plane defined by the IR driving— see Eq.(14).
Additionally, in Fig.5(c) we see that the FMF solutions have
opposite electron spin in-plane components which change as
a function of time, as shown in Fig. 5(g). We have defined
the parallel, σ‖(t), and the perpendicular, σ⊥(t), spin directions
with respect to the instantaneous SOC axis ΛIR(t):
σ‖(t) ≡ σ1 cos(Ωt) − σ2 sin(Ωt), (58a)
σ⊥(t) ≡ σ2 cos(Ωt) + σ1 sin(Ωt). (58b)
We find that the spin density S φ
T
‖(t)(x, t) vanishes (not shown)
while S φ
T
⊥(t)(x, t) in Fig.5(d) remains constant. This indicates
that the in-plane electron spin components rotate as a function
of time. This rotation is already expected from Eq. (32) as
a mapping of the spin properties of MFs present in the static
system of Ref. 10, which show a finite ESD normal to both
the SOC axis and the magnetic-field axis. Such spin compo-
nent assumes opposite signs for MFs located at opposite edges
of the sample,56 this is in agreement with our results entirely
obtained using Floquet tools for the driven non-magnetic sys-
tem.
Figure 5(e) presents one realization of uncorrelated disor-
der incorporated in all remaining results of this section, in-
cluding time-evolved properties of Floquet states depicted in
Figs. 5(f), 5(g) and 5(h). The disorder is implemented as tight-
binding onsite energy fluctuations Ei ∈ [−0.75∆0, 0.75∆0]
chosen from an uniform distribution. Its characteristic energy
is comparable to ∆0 and larger than the SOC-driving energy
scale, E˜so. This site by site uncorrelated disorder avoids the
presence of long sections of homogeneous large disturbances
driving parts of the system outside of the topological phase
being characterized. The robustness of the results under this
strong disorder is a signature of their topological origin.
Figure 6 shows several finite samples involving different
type of drivings or local parameters: All situations include
disorder as the above described. There we plot the probability
densities for the states
∣∣∣φT (t)〉 at t = 0 at a supercritical driv-
ing frequency Ω = 1.15Ωc. Figure 6(a) presents results for R
driving. Localized states at the edges have different profiles
due to the presence of higher harmonics, evolving as a func-
tion of time in contrast to IR driving (not shown). Despite
the fact that the non ideal rotation seems to introduce noise in
14
0 500
0
8
 
 x
>R
0 500
0
8
 
  
 
 
x [a0]
( ) 2/ba +
( ) 2/ba −
=
T
0φ
>IR L>
0 500
0
8
 
 
x [a0]
(a)
(b)
||IR>(c)
(d)
⊥
>IR
lµ <IR>IR rµ
0 300
0
8
 
 
x [a0]
(e)
(f)
0 300
0
8
 
 
>IR 0)( =Λ t
x [a0]
(g)
(h)
r
c
l
c Ω<Ω<Ω
rl µµ <
>IR>IR
0 500
0
6
0
6
 
 
 
 
 
>IR <IR
r
c
l Ω>Ω>Ω
lΩ rΩ
2
0T φ
2
0T φ
2
0T φ
2
0T φ
2
0T φ
rl µµ =
2
0T φ
2
0T φ
0 300
0
8
 
 
0 300
0
8
 
 
x [a0]
x [a0]
x [a0]
x [a0]
2
0T φ
]
1
0
[
1
0
- 2
−
a
]
1
0
[
1
0
- 2
−
a
x5
x5
x5
x5
l r
FIG. 6. Floquet Majorana states in finite samples subject to different types of SOC drivings and/or static SOC. All samples include disorder
as the one given in Fig. 5(e). Unless otherwise stated the parameters a0, µ, Ωc, Ω = 1.15Ωc and E˜so are those given in Fig. 5. As in Fig.5,
decoupled solutions are obtained by combining Floquet states |a〉 and |b〉 with ε≈~Ω/2 and E≈0. In all cases we plot the probability density
|φT0 |2 ≡ |φT (x, t = 0)|2 of the two (or more) FMF-candidate states. We rescale some curves (×5) to improve visibility. (a) Full sample with
R driving. (b) Left (l) section of the sample is subject to IR driving whereas the right section (r) is L-driven. (c)-(d) IR-driven sample in
the presence of a static SOC with α0 = 0.2α˜ either parallel (c) or perpendicular (d) to the plane of the IR driving. (e) IR-driven sample with
inhomogeneous chemical potential on the left and right sections, µl = 2∆0 = µr/2. The driving frequency is 1.15Ωlc but smaller than the Ω
r
c.
(f) IR-driven sample on the left section in contact with a zero-SOC section on the right. (g) IR-driven sample subject to different driving
frequencies on left and right sections, Ωl =2Ωr =1.15Ωc: The left (right) section is in the supercritical (subcritical) regime. (h) Sample subject
to counterrotating IR drivings with Ω=1.15Ωc, clockwise (counterclokwise) on the left (right) section of the sample. Four Floquet states arise
in this case.
the unpaired FMFs, the very presence of those states given the
strong local disorder is remarkable.
On the other hand, systems subject to L driving (not shown)
do not present Floquet states satisfying the Majorana condi-
tions of Eq. (53). This is due to the double degeneracy of Flo-
quet states, inconsistent with topologically protected unpaired
edge states. Similarly, the presence of partial L driving tends
to delocalize Majorana states. In Fig.6(b) we show a system
subject to hybrid IR/L drivings on the left and right of the
sample, respectively. The presence of IR driving introduces
Majorana-like solutions but only one of them is localized (at
isolated edge of the IR section), the partner is delocalized all
over the sample due to the L driving.
Figures 6(c) and 6(d) show results for IR driving in the
presence of an small static SOC component, either parallel
or normal to the plane defined by the driving, respectively.
In either case, localized Majorana solutions are found at the
sample edges. The normal configuration is less affected by
the static SOC, presenting a highly symmetric state distribu-
tion in contrast to the parallel configuration. This is consistent
with the behavior of the mean energies (for cases IR‖ and IR⊥
in Fig.4) for extended solutions with small k.
In Fig.6(e) we present the results for IR driving with inho-
mogeneous chemical potential leading to position-dependent
critical frequencies. The chosen driving frequency is super-
critical on the left and subcritical on the right. Majorana states
are found at the edges of the left section. This is in full agree-
ment with what is expected by virtue of the mapping to the
static topological system of Ref. 10. In Fig.6(f) we show the
Floquet Majorana states for the case in which the left sec-
tion is subject to IR driving (Ω > Ωc) while the right part
is free of any SOC. We find two Majorana states, the one at
the interface is delocalized as it penetrates into the unexcited
section. This is expected, indeed, since the section with van-
ishing SOC maps (by applying the global time-dependent spin
rotation) into a static superconductor in which the Zeeman en-
ergy is larger than ∆0, leading to E = 0 solutions that are not
gapped because the SOC is zero.
In Fig. 6(g) we have investigated a situation in which the
sample is subject to inhomogeneous IR-driving frequencies:
Ωr on the right section and Ωl = 2Ωr on the left one. In this
way Floquet theorem can be applied as we avoid dealing with
incommensurable frequencies. We choose a supercritical Ωl =
1.15Ωc such that Ωr is subcritical. The results are similar to
the case of Fig. 6(f), with a localized Majorana solution on the
left and a delocalized state penetrating into the right section.
Finally, we obtained the Floquet solutions for counterrotat-
ing IR drivings: Clockwise rotation on the left section and
counterclockwise on the right one, see Fig. 6(h). The situa-
tion results interesting since both sides satisfy the supercritical
condition Ω > Ωc. As in all other cases, we have chosen the
position of the left/right interface away from the geometrical
center of the sample to avoid solutions influenced by symme-
try. We find two pairs of states satisfying the Majorana con-
dition. The finite-size offsets to Eq.(53), ±δε and ±δE, are
different for the two pairs. For each pair we find a localized
FMF at one edge and a delocalized solution over the opposite
side of the sample.
The results discussed along this section, obtained in the
presence of disorder, confirms the existence of bound Floquet
states at the edges systems subject to IR driving. They are Flo-
quet Majorana fermions arising in absence of magnetic fields
when the driving frequency larger than Ωc. When the samples
are enlarged, the local probability densities of the delocalized
FMF solutions decrease [see Figs. 6(b), 6(f), 6(g), and 6(h)]
whereas the localized solutions remain unaffected.
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IV. CONCLUSIONS
Starting from a well-known quantum system hosting MFs
for sufficiently large magnetic fields,10 we derived a non-
magnetic scheme sharing the same topological properties
thanks to a periodic driving. Our proposal disregards Zee-
man coupling: Its role is played by the driving frequency of
a rotating SOC axis. An effective breaking of TR symmetry
is induced by the definite rotation sense (either clockwise or
counterclockwise). Otherwise, double degeneracy (due to a
TR symmetry) would discourage the appearance of a single
Majorana solution at the sample’s edges. The experimental
realization of this theoretical model would require the ability
to control the SOC axis as a function of time. This can be envi-
sioned in quantum wires57 subject to orthogonal, lateral gates
modulating the symmetry of the potential confining a electron
system. Alternatively, in cold-atom quantum wires the Rashba
coupling could be engineered to change its axis with time.9,58
The proposal opens the possibility of non-magnetic platforms
for MFs in the field of Floquet topological matter.9,20,23,26–28,30
We show that in the case of ideal rotating (IR) driving,
the effective Hamiltonian over one period of evolution, Hˆeff ,
is—apart from a global quasienergy shift—the Hamiltonian
of the static system of Ref. 10 which has Zeeman interac-
tion, an s-wave superconducting pairing and SOC. For super-
critical driving frequency Ω > Ωc, (i.e., within the Floquet
TSP), unpaired Floquet Majorana fermions are found at the
edges of finite samples. While in static systems MFs appear
at zero energy, the FMFs in this platform have quasienergy
~Ω (n + 1/2); the existence of FMFs with this quasienergy
value was reported in Ref. 9 (in a magnetic Floquet system).
We notice that these FMFs solutions have zero mean energy as
a consequence of the linear dependence of FMF-quasienergies
on Ω. This fact can be important in the light of Ref. 41, where
Arimondo et al. suggest (with experimental and theoretical
support) that the mean energy might determine the occupancy
of Floquet states once the memory on the initial condition is
lost.42 As in the BdG equation the chemical potential lies at
zero energy, the reported FMFs could be the zero temperature
highest mean-energy occupied Floquet states.
We studied a variety of possible drivings based on time-
dependent SOC. Rotating SOC drivings are needed for TR-
symmetry breaking. For non-ideal SOC rotations, our numer-
ical results show that higher harmonics can degrade the forma-
tion of FMFs. Similar degradation is found in the case of an
IR driving coexisting with a static SOC component within the
driving plane. We demonstrate the great deal of possibilities
for FMFs at edges and interfaces by exploring only a handful
of examples.
For finite samples, our numerical simulations show that the
FMFs appear even in the presence of disorder. This is re-
markable, considering that quasienergy bands do not appear
to be protected by a quasienergy gap: At larger values of k the
gap closes. However, the underlying energy “gap” protecting
the Floquet Majorana solutions can be extracted from Hˆeff by
studying the topology of its gapped phases.20 As mentioned
above, in the case of IR driving this can be done analytically:
One finds that the gap protecting the FMFs is the same as the
one for the quantum wire platforms of Ref. 10 after replacing
the Zeeman energy in those models by ~Ω/2.59
Finally, we expect that tunneling probing (with a normal
lead) of one edge of a long sample in the Floquet TSP shall
lead to peaks in the differential conductance dI/dV at bias
voltages V± = ±~Ω/2. The peaks heights are determined by
the ratio between ~Ω/2 (i.e., the effective Zeeman energy) and
the spin-orbit coupling strength. The peaks are not present in
the topologically trivial phase (subcritical Ω < Ωc), though a
background with some structure is visible in both phases (in-
cluding pumping effects,60–62 as a finite current for zero bias
due to the rotating-SOC). These qualitative conclusions are
justified within a picture that makes use of the rotating frame
transformation (where the driven part of the sample is mapped
to the static topological phase, having an unpaired MF at its
edge at E = 0), introducing a spin-dependent shift ±~Ω/2 in
the Fermi energy of normal probes.63 These shifts are intro-
duced to conserve the number of electrons in the static lead
before and after the transformation (notice that the effective
magnetic field splits the up and down bands) as the ultimate
goal is to study the transport from the normal lead to the driven
system.64
As a pending issue, it stands out an extensive study on the
appropriate observables for detecting the Floquet TSP. Re-
sults beyond the IR case would require a Floquet-Keldysh
approach.23,65,66 Another line includes developing schemes
to manipulate localized FMFs (the ones reported here or
those reported in Ref.9) for quantum information purposes:
Quantum memory, braiding, etc. In all cases, an under-
standing of the Floquet-state occupancy, a problem that falls
within the complex subject of statistical mechanics for driven
systems,67,68 appears to be crucial, as does studying the role of
time-dependent noise and noise mitigation schemes. Here, we
have pointed out that interesting physical properties can be ex-
pected by developing the ability to manipulate the SOC axis
as a function of time. This motivates the search for alterna-
tive platforms achieving this ability (e.g., new sample designs
using known materials), including situations where supercon-
ducting pairing is absent.
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Appendix A: Solving the Floquet problem
Floquet theorem is the equivalent to the Bloch theorem for
periodic driving instead of spatial periodic potentials, where
the quasienergies of Floquet states play the role of momenta
of Bloch states. The equivalence of solutions belonging to
different Brillouin zones in momentum is one of the main sig-
natures of Bloch systems. Similar properties are shared by
Floquet systems in the quasienergy axis. This can be seen
from Eq. 16, after noticing that the physical states |φa(t)〉 re-
main unchanged by the substitution
εa → εa + n~Ω ,
∣∣∣φTa (t)〉→ ∣∣∣φT,n−shifta (t)〉 ≡ einΩt ∣∣∣φTa (t)〉 .
(A1)
Namely, the Floquet state
∣∣∣φT,n−shifta (t)〉 has shifted Fourier
components, therefore, for each physical state there
are infinite Floquet QESs that are nonorthogonal, with〈
φTa (t)|φT,n−shifta (t)
〉
= einΩt. However, orthogonality is recov-
ered by defining the inner product of Floquet QESs as the stan-
dard inner product averaged over one driving period,
〈〈
φTa (t)|φTb (t)
〉〉
≡ 1
T
∫ T
0
〈
φTa (t
′)|φTb (t′)
〉
dt′ = δa,b. (A2)
To retain only one QES for each physical state it is sufficient to choose any range of quasienergies of length ~Ω— such as
[ε, ε+~Ω)— and discard all the QESs outside this region.
The time-dependent Eq. (17) for the Floquet states still needs to be solved. One possibility is to compute the evolution operator
and solve Eq. (18). We do this for the case of a finite piece of wire. Alternatively, we can switch to Fourier representation by
rewriting the Hamiltonian and the Floquet states as
Hˆ(t) =
∞∑
n=−∞
e−iΩntHˆ(n) ,
∣∣∣φTa (t)〉 = ∞∑
n=−∞
e−iΩnt
∣∣∣φ(n)a 〉 . (A3)
By direct substitution in Eq. (17) we find
∑
m
(
Hˆ(m) − n~Ωδ0,m
) ∣∣∣φ(n−m)a 〉 = εa ∣∣∣φ(n)a 〉, which in matrix representation reads
. . .
...
...
... . .
.
· · ·
(
Hˆ(0) + ~Ω
)
Hˆ(−1) Hˆ(−2) · · ·
· · · Hˆ(1) Hˆ(0) Hˆ(−1) · · ·
· · · Hˆ(2) Hˆ(1)
(
Hˆ(0) − ~Ω
)
· · ·
. . .
...
...
...
. . .


...∣∣∣φ(−1)a 〉∣∣∣φ(0)a 〉∣∣∣φ(1)a 〉
...

= εa

...∣∣∣φ(−1)a 〉∣∣∣φ(0)a 〉∣∣∣φ(1)a 〉
...

. (A4)
This configures a time-independent infinite dimensional
eigenvalue problem where εa and
∣∣∣φ(n)a 〉 are unknown. When-
ever possible, we solve this analytically provided some ap-
proximations are introduced, by comparing ~Ω with other
energy scales appearing in the Fourier components Hˆ(n) of
Eq. (A4). For dealing with general situations we resort to ex-
act numerical approaches.
For the infinite systems of Sec. III A, we extend the numeri-
cal method for the calculation of dispersion relations in spatial
lattices given by Ando in Ref. 69. This is performed by dis-
cretizing time along one driving period. For each temporal
“site” i located at ti = iδt the local Hamiltonian Hˆk(ti) (see
Eq.(21)) acts on the Nambu spinor ϕk(ti). The discretized ver-
sion of the term −i~ ddt in Eq.(21) provides a hopping term be-
tween first-neighbor sites. The discretized HkF can be thought
as an effective spatial (in the “sites” ti) periodic lattice Hamil-
tonian in Nambu space. The momentum associated with the
motion on the lattice ti is the Floquet quasienergy, ε. There-
fore, the Bloch solutions in this effective lattice are the Flo-
quet ones in the time-dependent system: By imposing Eq.(21)
one obtains ε as the variable that would be the momentum in
a spatially periodic lattice. The technical details of the ex-
tended Ando method for Floquet systems will be presented
elsewhere. The results are equivalent to those found by com-
puting the evolution operator over one period of the driving
frequency and then solving the eigenvalue problem of Eq.(18).
In the case of finite size samples we compute the evolution
operator within a tight-binding model. We divide the period
T in 120 time slices during which the driving is assumed to
be constant. Due to the finite sample size, the system must be
treated in real space: We use the customary finite-differences
passage from the continuos to a tight-binding model with N
sites.70 The wavefunction at each site is represented by a
Nambu spinor and the pairing potential enters as an on-site
coupling between the electron and hole sectors. The evolution
operator becomes a 4N×4N matrix, UˆT (t). The lattice spacing
a0 is chosen sufficiently small to turn the kinetic term [second
order spatial derivative, now a hopping th = ~2/(2m∗a20) be-
tween neighbor lattice sites] into the largest energy scale in the
system. The SOC [proportional to first-order spatial deriva-
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tives] leads to nontrivial spin-hopping terms with amplitudes
given by the components of the vector
(
Λ(t) + Λ(0)
)
/(2a0). As
usual, the tight-binding model has the flexibility to deal with
any site-dependent perturbation as local disorder or inhomo-
geneous driving, both discussed in Figs. 5 and 6.
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