











































In  this  work,  we  have  reviewed  the  important  concepts  and 
tested  them carrying out numerical simulations via Matlab.   The 
main techniques  investigated are pulse compression using CHIRP 
pulses, mismatched  filtering  and pulse  compression using other 
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experimented  a  lot  of  changes.  The  performances  of  radars  have  been  improved  by  using 
signal processing techniques. Due to the fact that the digital systems are increasing, they offers 
many possibilities in order to solve the issues which can arise for radar systems. 
































′ sin ′ ′ ( 1.‐2 ) 
 








Primary.  In  this case  the  target  is passive,  in other words,  the  target  reflects 
only the energy transmitted by the radar transponder. 
Secondary. The  target possesses a  receiver and  transmitter  system, which  is 
able  to  answer  to  the  request  of  the  radar.  This  type  of  radars  need  less 































































Where    is  the  time  period  in  which  the  system  is  transmitting.  The  pulse  is  repeatedly 
transmitted, thereby ( 1.‐4 ) is rewritten as  
 































































































































































Then,  the  second wave  front,  ,  is  transmitted. When  this wave  front  strikes  the 
target, the new position of the target is 
 





































































We  start  from  a  real  signal  and  continue  to  other  signal  representation  forms  and  their 
relationships  with  the  real  signal  [Peyton  Z.  Peebles  Jr,  1998].  Then,  we  will  study  the 









Where    is  an  arbitrary  amplitude modulation  function  and    is  an  arbitrary  phase 
modulation function. Now, we apply the following trigonometric identity to ( 2.‐1 )  
 














































































































































































If    is  larger than bandwidth of   and  it  is bandlimited, zero energy occurs  in the  0 










































































The imaginary part,  ̂ , is known as the Hilbert transform of  . 
 
2.3.2 Hilbert transform 




























































If    0	 or    0    for    0,  the  complex  signal,  ,  is equal  to  the analytic 


































































































In  radar  systems,  the  duration  and  bandwidth  of  the  signals  are  often  defined 


































0, 1, 2, 3, … 		















































































































































































| | | |
  ( 2.‐60 ) 
 












































	 ∗ ̂ ∗ ∗ ̂ ∗   ( 2.‐63 ) 
 
The  first  term  is known as  it  is  ( 2.‐61  ). Now we are  interested  in  the  second  term, which  is 
expressed as 
































































































































































































The next step  is maximize  ( 3.‐5  ). We will use the Schwarz´s  inequality for this purpose, since 
the task is more straightforward. Remembering the Schwarz´s inequality  
 
	 | | | |   ( 3.‐6 ) 
 







































































































In  this  section  we  will  particularize  the  preceding  Matched  filter  for  white  noise 










































































































Starting  from  Fig  3.‐2.1  and  Fig  3.‐2.3,  we  will  try  to  reach  conclusions.  By  convolution 


























































2 ∗ ξ ξ






















































0,0 ∗ 	 | |   ( 3.‐38 ) 
 
 Folding about   and   
, ∗   ( 3.‐39 ) 
 
By the change of variables  	 → 	 	 
, ∗ ∗ ,   ( 3.‐40 ) 
 
  It  indicates  that  ,   is  symmetric  in  first  and  third  quadrants  of  the  complex 
plane. 
 















, 0 ∗   ( 3.‐42 ) 
   

















| , | ∗




Where  ,  and   are  the energies of  the analytic  signal, complex envelope and 









































































Note  that  the  integral  term  seems a Fourier  transform between  the variables   and  . To 
understand  the behavior of  the  term  , a graphical analysis  is carried out. 



























































































The cut | 0, | is the autocorrelation function for a   function; it describes the behavior 
of  the matched  filter  facing moving  targets. Note  that  the output  signal  fluctuates,  this  fact 
























Where   is the step function. Note that when  0 the frequency is  , and when 








In  the  same manner  as  (  3.‐52  ),  the  integral  term  seems  a  Fourier  transform,  and  also,  it 
possesses a square function whose width and its central point depend on  . However, it takes 


























  When  a  wave  propagates  through  a  channel,  undesired  effects  affect  to  the 







the  transmitted  pulse  masks  nearby  targets;  thus  the  performances  of  the  radar  are 
decreased. Another way to get a good   may be emitting a high peak of energy during a short 
time  instant.  This  method  requires  to  produce  a  high  stable  peak  of  power  during  the 





In  the beginning of  this chapter, we study  the basic concept of pulse compression; next, we 































As Fig 4.‐2 depicts,	  and 	  are splitted by the band pass filters, then   is delayed   respect 
. This delay provokes the energy in   transmission period is added to the energy signal in   
transmission period. 



































































Now we  focus on  the  term  , ,  it  is  the uncertain  function  (section 3.3).By  taking  
 
 









Equation  (  4.‐9  )  seems  a  Fourier  transform.  The  function  into  the  integral, 


































































































As ( 4.‐11 ) equation describes, the function   depends on  ,  , and  . The    dependency 
provokes  a  slope  variation  in  (  4.‐11  )  contour. Therefore,    is  an  important design  variable. 
Note that the maximum of  ,   is accomplished  in  0 and  0, and this situation 
corresponds with  a  full matched  case. Also  the  , 0   cut  shows  that  the maximum  value 
produced by the matched filter is situated in  0	 → 	 , as it was explained in 
section 3.2. If we account for the Doppler effect, a maximum value deviation and attenuation 

























 Upper limit:  ∆ 1
∆
 

































































There are  two  important  terms  in equation    (  4.‐22  ). The  first one  is a quadratic  shift phase 
term,  , and the other one is the complex term inside the brackets. This term (inside the 
brackets) depends on the values   and  , which are the upper and  lower  limits, and these 
variables depend on  as much  to  the  variable    as  to  the product ∆ . Thereby when ∆  
increases,  the  complex  term approaches  its asymptotic  value. According  to  the  fig 4.‐7,  the 






























































































The  pulse  compression  sidelobes  problem  in  time  domain  is  analogous  to  the  antennas 
sidelobes issue in the spatial or angular domain [Peyton Z. Peebles Jr, 1998]. Thus equivalent 
methods can be used in sidelobes reduction. The Dolph‐Tchebycheff filter implements an ideal 



























































































































































Next, making the variable change  	→ 	  
 Upper limit:   
 Lower limit:   










































Where   is evaluated in the vicinity of    	and the terms higher than the 


































































































This  technique  starts  specifying  two of  the  following  functions:  , ,  and  ; 
and the preceding results are used to find the other functions. A couple of related options are 
not  interesting  to be  selected.  For  example,    and  ;  since  they  are directly  related 












, 0   ( 4.‐56 ) 
 





































































| | 2   ( 4.‐67 ) 
 






































Therefore, we  obtain  the  quadratic  functions      and	 .  According  to  the  preceding 
results,  they  agree with  the  CHIRP  pulse.  For  fulfil  the  conditions  (  4.‐49  )  and  (  4.‐50  ),  it  is 










































































do not meet  this principle  can be used  too. Any  FM modulation may be used  to  compress 




















































  Several authors have  studied compression  techniques based on adaptive algorithms. 
They consist of a filter coefficients adjustment. These algorithms are used to evaluate the filter 






Square  (RLS),  besides,  other  iterative  approaches  exist,  such  as  Iterative  Reweighted  Least 














































Where    is  the weigthing  factor,    is  the  input vector, which consists of    samples of  the 































The algorithm need to initialize the vector  , the matrix  , and the threshold value  . Note 
that  we  perform  a  new  iteration  to  compute  the  correction  coefficients  when  the  error 
exceeds or  is equal to    in a time  instant. This method attempts to minimize the maximum 












  Varying  frequency  discretely  through  the waveform  is  known  as  frequency  hopping 
[Peyton Z. Peebles Jr, 1998]. It is possible to compress a pulse built by discrete frequencies.  
Let us  suppose a  total waveform duration,  , and    fractions of   with  the  same duration. 
Therefore   
 










































Several ways exist  to decide what  frequency  is  transmitted  in a given  time  instant, but,  the 
most  important  is  the  Costas  FM  method.  This  method  generates  frequency  hopping 
sequences known as Costas sequences. 
The Costas FM pulses produce sidelobes down from the main lobe by   for all regions of delay‐
Doppler  plane.  In  other  words,  the  main  peak  decreases  rapidly  in  the  | 0, |   and 
| , 0 |   ambiguity  function  cuts.  This  fact  is  desired  in  applications where  small Doppler 
shifts are expected.  
If    increases, the sidelobes and the compressed pulse width decrease. However, the Costas 
sequences  ()  also  decrease,  since  the  Costas  sequences must meet  the  following  rule:  one 
frequency per time slot (columns) and one time slot per frequency (rows) [Peyton Z. Peebles 
Jr, 1998]. 



















is  , where    is  the  total  pulse  duration  [Peyton  Z.  Peebles  Jr,  1998].  Each  subpulse 
maintains the same carrier frequency, but the phase changes between subpulses.  It results a 































































































































































sin | | /2




Note that the replicas of   are centered in  ‐delays for  1, 2, … , 1 , with 
amplitudes  | |. Finally  
 
| , | | | | , |
sin | | /2










 accomplishes  it maximum  in    (where    is an 




The  criterion  used  to  fix  the  Doppler  sign  varies  between  authors. We  assumed  that  the 






















  The  first  set of  results were  carried out  for understanding  the  compression process. 
For this purpose we simulated the compression of a CHIRP pulse  in different situations. First, 
we started from varying the pulse parameters in the presence of nonmoving target to observe 
the  spectrum  and  the  compressed  pulse  behavior.  Next,  we  simulated  the  CHIRP  pulse 
compression for moving targets and calculated the ambiguity functions. Finally, we simulated a 















We performed a ∆  variable sweep  for values  included between 100  and 1  with a 
50  step. The figures included in this section are the most important ones.  











fact  by  observing  Fig  5.‐5,  Fig  5.‐6  (for  ∆ 300	 );  Fig  5.‐7,  Fig  5.‐8  (for  ∆
600	 ) ; and Fig 5.‐9, Fig 5.‐10 (for ∆ 900	 ). Note that the wider the spectrum of 
the CHIRP pulse,  the narrower  the  compressed pulse and  the  lower  the  level of  the  second 








































































Doppler Effect:  15, 5, 0, 5 and 15 . The compressed pulses are shown in Fig 5.‐12. 
Note that the maximum of the compressed pulse appears in different time instants despite the 













and  Fig  5.‐16  illustrate  the more  representative  ambiguity  functions  obtained  for  different 
values of ∆  (100, 300, 500 and 1000	  respectively).  
By observing from Fig 5.‐13 to Fig 5.‐16, we note that the maximum values of the filter output 
are shifted along the time axis, if the Doppler frequency varies. This fact produces an error in 
the  range measurement when a  target  is moving. The  straight  lines obtained by  connecting 
two  maximums  have  different  slopes  in  the  different  cases.  This  slope  depends  on  the 
modulation  index   (see Fig 4.‐3  in section 4.2). If    increases, the slope tends to the vertical 
axis.  In  a  full  matching  case  (ideal  case)  the  slope  is  ∞.  Furthermore,  the  filter  output 
























By  analyzing  the maximum  positions  in  the  preceding  results, we  notice  that  the  distance 
between  maximums  do  not  differ  for  different  values  of  ∆ ;  the  separation  between 
maximums  depends  directly  on  the  transmission  instant,  in which  the  transmitted  pulse  is 
active. In the preceding simulations the duty cycle was  0.5. Thus for a lesser value of 




The  Chapter  6  provides  information  about  a  novel method  to  solve  the  issues  commented 

















































  This  section  provides  information  about  the  sidelobes  suppression  by  using 







the  filter  parameters  to  assess  how  to  they  affect  to  the  sidelobes  suppression.  Also  we 




















































In  this  section  the goal  is  to assess  the  influence of  the   parameter over  the  final  filtered 











We have performed a   variable sweeping from  2 to  15. The most important results 
obtained  in  this set of simulation are depicted  in Fig 5.‐23, Fig 5.‐24, Fig 5.‐25 and Fig 5.‐26. 
And Fig 5.‐27 summarizes all results obtained.  
 
By  observing  Fig  5.‐27,  we  conclude  that:  the minimum  value  for  secondary  lobe  level  is 
accomplished  for  4,  and  for  some  values of    the  signal deteriorates,  therefore,  some 
performance  loss  is obtained. Also  the pulse width  tends  to  increase  (with oscillations),  if   













































Notice  that  the parameter   affects  to  the  filter  transfer  function amplitude, due  to  the   
dependency in the expression ( 5.‐7 ). Also, by observing Fig 5.‐31, we notice that the minimum 
value of  3  secondary lobe level is accomplished for a value close to  0.5 value. Also, 























































the  same  experiment,  but  including  a  mismatched  filter.  The  purpose  is  to  verify  how  a 









































values  the  final  filtered  signal  deteriorates.  Furthermore,  the  larger  the  ∆ ‐product,  the 
narrower  the  pulse. We  concluded  that  the  Taylor  Filter  performances  are  better  than  its 
























varies;  namely,  the  larger  the  variable  ,  the  narrower  the  transfer  function  of  the  Taylor 
Filter. According  to Fig 5.‐38,  the  second  lobe  level  tends  to decrease  slowly,  if    increases. 






















To continue  the Taylor Filter study, we performed an   parameter sweep,  from  22	
50	  with  3	  step size. This parameters represents the desired secondary  lobe  level 





















































obtained  by  using  the  truncated  Taylor´s  Filter  (Fig  5.‐27).  Furthermore,  the  maximums 
deviation due to Doppler shift is the same as the preceding simulations, Fig 5.‐27 and Fig 5.‐12. 
Also  the  separation  between maximums  is  the  same.  This  fact  confirms  that  the  distance 











































Firstly, we evaluated  the performances of  the  compressed pulse  for  several  values of ∆ ‐










The  ∆   sweep was  set  from  100	 	1000	 .  Since  for  the most  of  these  compressed 
waveforms  it  is  quite  difficult  to  measure  their  secondary  lobe  level,  we  changed  the 
measuring  criterion.  To  measure  the  performance,  in  terms  of  sidelobes  suppression,  we 







Where    is  the normalized compressed signal  in  logarithmic scale, and    is the  length of 
the summation operator (number of samples that fulfill  3 ).  
The figures Fig 5.‐45, Fig 5.‐46, Fig 5.‐47, Fig 5.‐48 and Fig 5.‐49 illustrate the results obtained 



































According  to  Fig  5.‐50,  which  shows  the  secondary  lobe  level  at  3   and  pulse  width 
evolution,  the  Odd  vee  FM  law  presents,  in  terms  of  suppression  of  sidelobes,  the  best 
performances  for all considered values of ∆ ‐product. Additionally,  it also presents a good 
pulse width.  The  Even  vee  FM  law  is  the best option  in  terms of pulse width  if ∆ 50, 
however it presents a same behavior, in terms of suppression sidelobes, as the Odd quadratic 
FM  law  (worse than Odd vee). Odd quadratic FM  law has very similar pulse width evolution 









































slope  (formed by  connecting maximums of  the Ambiguity Function)  is  larger  than  the  slope 
obtained  by  using  CHIRP  pulses.  This  fact means  that  the  Even  quadratic  FM  law  presents 
lower sensitivity to Doppler shift. However, for large Doppler Effect (| | 5	 ) the pulse 
is wider. In this situation, the pulse is duplicated, and the sidelobes are not totally suppressed. 
According to Fig 5.‐52  (Odd quadratic  law), we can notice that the slope  is also stepper than 
the slope presented in Fig 5.‐16 (CHIRP pulse). Furthermore, its behavior is similar to the Even 
quadratic FM  law,  in terms of sensitivity to Doppler. Also,  it can be noticed that  its sidelobes 
fluctuates more than in the preceding case.  
By observing Fig 5.‐53  (Even vee  law), we conclude  that  the ambiguity  function slope  is  less 
step  than  the preceding ambiguity  functions. Therefore,  its  sensitivity  to Doppler  is greater. 
Also,  it  presents  the  duplicity  problem  for  large  Doppler  shifts.  However,  its  sidelobes 
suppression is more effective.  
In the case of Fig 5.‐54 (Odd vee law), we notice that it presents a worse sensitivity to Doppler 
Effect  than  the  preceding  FM  laws  (slope  fewer).  Additionally,  the  signal  level  fluctuates  if 
Doppler  shift  varies, but  it does not present  the duplicity  issue.  Finally, we observe  a  good 
sidelobes suppression, but it presents peaks in other time instants.  
To finish this study, we present Fig. 5.‐55 with the results obtained for the Stepped linear FM 
law. Note  that  the  ambiguity  function  slope  is  similar  to  the  slope  achieved  by using pulse 
CHIRP. Therefore, this FM  law presents the highest sensitivity to Doppler shift of all FM  laws 






























































 The Spectrum purity of a CHIRP pulse  improves  if the ∆ ‐product  increases (section 
5.2.1).  This  fact  influences  the width of  the  compressed pulse:  the  larger  the ∆ ‐
product  the  narrower  the  compressed  pulse.  Also  if  ∆   increases  over  50,  the 
sidelobes reduce smoothly (see Fig 5.‐11). 
 When  the  target  is moving  (section 5.2.2),  the  compressed  signal  suffers undesired 
effects:  compressed  signal  attenuation  and  the  compressed  signal  shifted  in  time 
(wrong range measurements). We confirmed  that  if  ∆ ⁄   increases, the second 
undesired effect decreases, but it is never mitigated.  








(Truncated  Taylor  Filter  in  section  5.3.1;  and  Taylor  Filter  5.3.2).  Also,  both  filters 
achieve the goal of decreasing the sidelobes level. 
 Comparing  the  Taylor  Filter  and  the  Truncated  Taylor  Filter,  the  first  one  achieves 
compressed pulses narrower than the second one.  
 The optimal parameters,  in  terms of  sidelobes  suppression, of  the Truncated Taylor 





 The undesired effects due  to a moving  target are  found  in  the  two  types of  filters 
(Truncated Taylor Filter and Taylor Filter). 











Moreover,  the  Even  vee  FM  law  is  the  best  option  in  terms  of  the  width  of 
compressed pulse if ∆ 50. 
 We conclude that the Linear Stepped FM law offers the worst performances.  
 In  general,  the undesired  effects due  to moving  target  are  found  in  the  ambiguity 
















presents  two  undesired  effects  when  the  Doppler  Effect  is  nonzero:  the  filtered  signal 
amplitude  fluctuates  and  the maximum  peak  of  the  output  signal  is  shifted  in  timer with 
respect  to  its  desired  position.  Note  also  that  the  use  of  some  FM  Laws  mitigates  the 
maximums  deviation  (section  5.4.2),  but  only  for  small  range  of  Doppler  frequencies. 
Therefore very fast targets could be undetectable or provoke wrong range measurements.   
Below we  study a  solution  for  these  issues. We  look,  firstly, at  the basic concept which  this 











Note that the matched filter  is connected to a Shift Doppler  Identification System  in parallel. 































In  order  to  detect  the  center  frequency  of  a  symmetric  spectrum, we  could  use  the  block 
diagram shown in Fig 6.‐2. 
As Fig 6.‐2 depicts,  the system consists of a bank of  two  tunable bandpass  filters, which are 
used  for  sweeping  the  received  spectrum  in  the  frequency domain.  Thus,  by observing  the 


















 the spectrum of the first filter starts at   and ends at  ∆ ; whereas the spectrum of the 


















through  the bandwidth of  the  first  filter  ( )  is much  larger  than  the energy  that 











2. Filters are centered in  . In this situation the energy that goes through  	 is 











3. Filters  are  centered  in  . This  case  is  the opposite  to  the  situation described 






















  To  evaluate  the  performance  of  the  Doppler  Compensation  System,  we  have 
performed  various  simulations,  in which  the  influence  of  some  parameters  are  tested. We 
have focused on the ambiguity functions resulted and on the error function of the estimation 

















50	  and  100	 . After simulating these situations we obtained the graph 
shown in Fig 6.‐6. 
Notice  that,  in Fig 6.‐6,  the  zero energy point occurs  in different values of  . This point  is 














In  this  set  of  simulations we  have  evaluated  the  performance  of  the  purposed  system  by 



















to  infinite  (it  tends  to  the  vertical  axis).  Also  the  output  signal  fluctuations  have  been 
decreased,  thus,  targets  that  were  undetectable  in  the  preceding  Chapter  (section  5.2.2) 
become visible  to  the  radar  system. This  fact  is easy  to observe by analyzing  the Ambiguity 
























































Fig 6.‐18: Simulation 18, Cut of non‐compensated Ambiguity Function  , for ∆ 	 . 
 
Note  that  the  output  signal  depicted  by  Fig  6.‐17  never  reaches  zero  value  (specifically  it 
oscillates between 0.55 and 0.95), whereas  the output signal  illustrated  in Fig 6.‐18  reaches 
null values  for  several values of  . The output  signal  fluctuates because of  the error  in  the 










calculated  by  the  proposed  mismatching  compensation  system.  These  simulations  were 
carried out by using the parameters shown in Table 6.‐4. The results are depicted from Fig 6.‐
19  to Fig 6.‐28. These errors  could be due  to numerical  limitations of  the  simulations. Note 





sampling. Notice  also  that  the  error  function  for ∆ 700	   (Fig  6.‐25)  has  a  strange 
behavior when  0	 . No explication have been found to understand this fact at this 
























































This  section  provides  the  results  obtained  by  including  a  white  Gaussian  noise  source  in 











We observed different situations with various values of noise power,  40, 30, 20, 10	and 
0	 .  The  transmitted  power  is  0.25	 ,  which  corresponds  with  6	 .  The 
Ambiguity  Functions  resulted  are  depicted  from  Fig  6.‐29  to  Fig  6.‐33. Note  that when  the 






























show  the  function  error when  the  power  of  noise  is  40,  30,  20,  10  and  0	  
respectively.  Note  that  if  the  power  of  noise  increases  the  error  also  increases,  since  the 
random power of noise, which enters in the tunable filters, affects to the estimation. This fact 


































 The novel approach  is valid for  identifying and compensating the Doppler Shift due 
to a moving target. 
 This  technique  achieves  the  goal  of  mitigating  the  maximum  deviations  and 



















In  this work we have  studied  several  techniques of pulse  compression. We  started  studying 




numerical  simulations  using Matlab. We  started  from  applying  compression  CHIRP  pulses, 
observing their limitations and best trade‐off for the different parameters of the system. One 
of  the  drawbacks  of  this  technique  is  that  compressed  pulses  exhibit  rather  large  sidelobe 
levels.  In  order  to  improve  the  situation,  I  reviewed  techniques  to  reduce  sidelobe  levels. 
These  techniques  included  the  use  of  mismatched  filters  and  also  the  introduction  of 
alternative FM modulation signals different from the CHIRP signal. 
With respect to the use of mismatched filters it was found that the sidelobes were significantly 



























 The  analysis  could  be  extended,  including  and  comparing  other  pulse  compression 










 We  could  extend  the  study  of  the  proposed  novel  approach  via  replacing  the  ideal 
function transfer of the tunable band pass filters to real filters, such as those found in 
FIR filter architecture. 
 The  analysis  of  the  error  functions  could  be  extended  to  understand  better  their 
behavior.  
 We could also test more complex combinations of filters (for example, try using three 
filters)  and  introduce  other  changes  in  the  compensation  algorithm  (for  example, 
establishing stop criteria for the frequency sweep). 

















































Parameters.  We  will  use  the  default  parameters  for  this  first  simulation,  therefore,  push 















































































Note that the received signal shown  in Fig A.‐10  is very hazy, since  it  is very difficult to differ 
the  pair  of  targets.  But  once  the  pulse  is  compressed,  we  can  distinguish  the  two  target 








A.3.  Example  3:  Pulse  Compression  by  using Mismatching  Filtering  in 
presence of Slowly Changing Clutter 
 
  In  this  example  we  demonstrate  how  to  simulate  the  pulse  compression  by  using 
























Note  that  low  frequency  information appears  in Fig A.‐14. However,  in Fig A.‐15,  the clutter 






























































  This appendix provides  information about the  implemented functions to perform the 





















































































































































 This  function  contains  the  gui  window 
components. 
config.m 
This  function  contains  the  config  window 
components.
AF_calB.m 
This  function  contains  the  AF_calc  window 
components. 
load_par.m 
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