In 1964, Kautz and Singleton (IEEE Trans. Inform. Theory 10 (1964), 363-377) introduced the superimposed code concept. A binary superimposed code of strength s is identified by the incidence matrix of a family of finite sets in which no set is covered by the union of s others (J. Combin. Theory Ser. A 33 (1982), 158-166 and Israel J. Math. 51 (1985), 75-89). In the present paper, we consider a generalization called a binary superimposed ðs; 'Þ-code which is identified by the incidence matrix of a family defined in the title. We discuss the constructions based on MDS-codes (The Theory of Error-correcting Codes, North-Holland, Amsterdam, The Netherlands, 1983) and derive upper and lower bounds on the rate of these codes. # 2002 Elsevier Science (USA)
NOTATIONS, DEFINITIONS OF SUPERIMPOSED CODES AND DESIGNS, THEIR PROPERTIES AND APPLICATIONS
In what follows, the symbol ¼ 4 denotes definitional equalities. For any positive integer n put ½n ¼ 4 f1; 2; . . . ; ng: Let N and t be positive integers. Consider an arbitrary family X ¼ 4 wð1Þ; wð2Þ; . . . ; wðtÞ f g ; wð jÞ ½N ; j ¼ 1; 2; . . . ; t:
Along with a family X; we consider the corresponding incidence matrix, i. 
i.e., the conjunction V j2L xð jÞ is not covered by the disjunction W j 0 2S xð j 0 Þ:
Evidently, Definitions 1.1 and 1.2 are equivalent, i.e., a family X is an ðs; 'Þ-cover-free family if and only if the corresponding incidence matrix X is a superimposed ðs; 'Þ-code.
For the case ' ¼ 1; cover-free families were discussed in [10] [11] [12] 18] . Superimposed ðs; 1Þ-codes were introduced in [14] and were studied in [2] [3] [4] 17] . See also the book [1] and the recent paper [5] . Several results which are considered in this paper were published in [21] .
Superimposed ðs; 'Þ-Designs
Let s; '; and t be positive integers such that s þ '4t: Denote by Pðs; '; tÞ the following collection of supersets p, where each superset is composed of not more than s subsets P & ½t; jP j4': Pðs; '; tÞ ¼ 4 p ¼ fP 1 ; . . . ; P k g: 14k4s;
P i & ½t; jP i j4';
For a superset p 2 Pðs; '; tÞ and a family X (1), define the set r ¼ rðp; XÞ ¼ xð jÞ: ð7Þ Definition 1.3. A binary N Â t matrix X is called a superimposed ðs; 'Þ-design if rðp 0 ; X Þ=rðp 00 ; X Þ for any p 0 ; p 00 2 Pðs; '; tÞ; p 0 =p 00 :
Applications of Superimposed Codes and Designs
We will single out two applications of superimposed codes and designs.
Boolean Search Model for Supersets
Let us first remind the well-known application of superimposed ðs; 1Þ-designs which is called the boolean search model for sets [1, 6] . Suppose a set FINITE SETS FAMILIES of t samples is given. We identify it with the set ½t: Suppose we know that some of them are positive. The number of positive samples is bounded above by the given integer s: Our aim is to detect the whole set of positive samples which is referred to as positive set P & ½t: We are allowed to use group tests, i.e., take a subset (group) G & ½t and check whether G contains at least one positive sample (i.e., G \ P =|) or not.
Now consider a generalization of this model which is called the boolean search model for supersets [7, 8] and arise from the needs of molecular biology. Assume that a positive superset p 2 Pðs; '; tÞ is fixed instead of positive set. Our aim is to detect it using a number of group tests, where each test checks whether a testing group G contains at least one set P 2 p or not.
One can see that for ' ¼ 1; each set P 2 p is composed of exactly one sample and the model coincides with the boolean search model for sets.
In the present paper, we deal with the nonadaptive search model in which we are not allowed to use the results of the previous tests to form the future ones. Such situation usually occurs in molecular biology when all tests are performed simultaneously. Now assume that we use N tests. They can be encoded by a family X (1) or the corresponding incidence matrix X ¼ jjx i ð jÞj: A column (codeword) xð jÞ corresponds to the jth sample; a row x i corresponds to the ith test. We put x i ð jÞ ¼ 4 1 iff the jth sample is included into the ith testing group; otherwise we put x i ð jÞ ¼ 4 0: One can easily understand that the results of all N tests form the binary vector rðp; X Þ (7), where p 2 Pðs; '; tÞ is the (unknown) positive superset. Thus, the code X should be designed in such a way that we should be able to detect a superset p given the vector rðp; X Þ: Obviously, it is possible if and only if X is a superimposed ðs; 'Þ-design, see Definition 1.3.
One can easily understand the necessity of the additional condition in (4): no set P & ½t which is an element of a superset p 2 Pðs; '; tÞ; can be included into another set P 0 2 p: Indeed, if this holds, then we can consider another superset # p p 2 Pðs; '; tÞ having the form # p p ¼ p=fP 0 g: Obviously, for any binary N Â t matrix X ; the testing results rðp; X Þ and rð # p p; X Þ are identical. Thus, we cannot distinguish these supersets.
In the next subsection, we will prove that any superimposed ðs; 'Þ-code is a superimposed ðs; 'Þ-design. For ðs; 'Þ-codes, there exists a decoding algorithm for an unknown superset p having less complexity than the trivial algorithm for the general case of ðs; 'Þ-designs. Most results of the present paper describe only superimposed ðs; 'Þ-codes.
Key Distribution Patterns
Consider a network with t users. Our aim is to provide a protected method of communication for groups of users, where the size of each group is bounded by a given integer ': For this purpose, we take N keys which are distributed within the users. This distribution is described by the incidence matrix X ¼ jjx i ð jÞjj; where x i ð jÞ ¼ 1 if an ith key is known to an jth user, and x i ð jÞ ¼ 0 otherwise. The matrix X is known by all users.
Consider a group of users L & ½t; jLj4': When they decide to communicate, each of them takes all the keys which are known to all users from the group L: It is possible because all users know the distribution matrix X : Then these keys are used to generate a common key for the whole group.
We wish to construct this scheme is such a way that no coalition S & ½t such that jSj4s and S \ L ¼ | could generate the same key using the union of all keys known to the members of the coalition. This means that there should exist at least one key known to all users from L and unknown to all users from S: One can see that this condition coincides with definition of a superimposed ðs; 'Þ-code X :
The same model may take place in many other situations when we deal with the distribution of a limited number of resource within great number of users.
Relations Between Superimposed Codes and Designs
Here and below we will sometimes omit the term superimposed from the notations for the brevity. (2) .
For the second part of statement (2), consider an arbitrary ðs; 'Þ-design X and assume that X is not an ðs; ' À 1Þ-code. This means that there exist two One can easily prove that if X is an ðs; 'Þ-code, then any superset p 2 Pðs; '; tÞ is composed of all minimal acceptable sets for the vector rðp; X Þ: This means that one can uniquely decode p ðunÞ on the base of known vector r ðknÞ ¼ rðp ðunÞ ; X Þ; and the decoding complexity is proportional to ð
Þ; which does not depend on s: When t ! 1 and ' is fixed, then this complexity $ t ' ='!: Compare this result with the trivial decoding algorithm for the general case of ðs; 'Þ-design. In this case we test all possible supersets p 2 Pðs; '; tÞ; i.e., calculate the vector r ¼ rðp; X Þ for all possible supersets p and compare this vector with the known result r ðknÞ : If s and ' are fixed and t ! 1; then the number of operations is proportional to
Thus, ðs; 'Þ-codes form a class of ðs; 'Þ-designs for which the known decoding algorithm is strongly better than the trivial one.
Parameters of the Optimal Superimposed Codes
Denote by N ðt; s; 'Þ the minimum possible length of ðs; 'Þ-code. Denote by tðN ; s; 'Þ the maximum possible size of ðs; 'Þ-code. Let N 0 ðt; s; 'Þ and t 0 ðN ; s; 'Þ be the similar parameters for ðs; 'Þ-designs. Proposition 1.1 yields the inequalities
which allow us to estimate the optimal parameters of ðs; 'Þ-designs by the optimal parameters of ðs; 'Þ-codes. Propositions 1.2 and 1.3 can be easily proved using Definition 1.2.
Proposition 1.2 (Trivial ðs; 'Þ-code). The following statements hold:
* Let s; '; t and w be positive integers such that '4w4t À s; and let X be an ð t w Þ Â t binary matrix whose ð t w Þ rows x i are all possible binary vectors of length t and weight w: Then X is a superimposed ðs; 'Þ-code and, therefore,
Then an N Â t binary matrix X is a superimposed ðs; 'Þ-code if and only if the set of rows fx i g; i 2 ½N ; contains all binary vectors of weight ': Hence, In what follows, taking into account the symmetry over the parameters s and '; we discuss the case s5'51: Proposition 1.4. For any positive integers s; ' and t5s þ '; the minimal length
Proof. Let X be an ðs; 1Þ-code having size t and the minimal length N ¼ N ðt; s; 1Þ: Consider the binary N 0 Â t matrix X 0 whose rows correspond to nonempty subsets t & ½N ; jtj4'; and have the form
To establish the first part of (11), we prove that X 0 is an ðs; 'Þ-code. Take arbitrary sets S; L & ½t such that jSj ¼ s; In Section 2, we consider a concatenated construction of ðs; 'Þ-codes which is based on MDS-codes [16] . In Section 3, we study the logarithmic asymptotics ðN ! 1Þ of the maximum possible size tðN ; s; 'Þ:
CONSTRUCTIONS OF SUPERIMPOSED CODES
The trivial superimposed ðs; 'Þ-code of size t and length N ¼ ð t minfs;'g Þ was obtained in Proposition 1.2. The simple construction of ðs; 'Þ-codes based on the existing ðs; 1Þ-codes was obtained in Proposition 1.4.
The concatenated constructions of superimposed ðs; 1Þ-codes based on MDS-codes [16] were developed in [14, 5] . They can be generalized for ðs; 'Þ-codes as follows. Binary separating codes were studied in many papers. We refer to [19] , where a number of relevant results are considered. The following proposition is similar to the corresponding result for binary separating codes [19] . Proof. For t ¼ s þ ' ¼ 4 the optimal ðs; 'Þ-code is trivial, see (9) . For t ¼ 5; 6 we found an optimal ðs; 'Þ-code by computer exhaustive search. For t ¼ 5 the optimal ð2; 2Þ-code is trivial, and for t ¼ 6 the optimal code has length N ¼ 14; see below. Note that the trivial code has length N ¼ ð Note that a similar table can be found in [19, 21] . It can be also improved by some other methods; for instance, one can prove that N ð16; 2; 2Þ428: Some latest results will be published in [15] . For instance, it is proved in [15] that N ð9; 2; 2Þ ¼ 18:
BOUNDS ON THE RATE OF SUPERIMPOSED CODES
For fixed 14'4s; we define the rate function (or, simply, the rate) of superimposed ðs; 'Þ-codes as
Proposition 1.3 yields the symmetry property of the rate: Rðs; 'Þ ¼ Rð'; sÞ:
In this section we study bounds on the length N ðt; s; 'Þ and corresponding bounds on the rate function Rðs; 'Þ: We consider only general bounds which hold for different values of s and ': For some special pairs of parameters these bounds can be improved by special methods. For example, the paper [19] contains the best-known bounds for the case s ¼ ' ¼ 2; which were obtained with the help of relations between superimposed codes and separating systems.
Our upper bounds for the rate function are based on the recurrent inequalities. In Section 3.1 we formulate the statement that gives the basis for our method. In Section 3.2 we consider lower bounds on the length N ðt; s; 'Þ and in Section 3.3 we consider the corresponding upper bounds on the rate. For ' ¼ 1 we use the bounds which were obtained before [2] . But due to the fact that the English version of these results may be not available, we include the short proof of them.
We also pay special attention to the asymptotic forms of the bounds for s ! 1; ' ¼ const:
In Section 3.4 we refer to some upper bounds on the rate function which are obtained by combinatorial methods. For some values ' % s; s58; these results improve our bounds.
Finally, in Section 3.5 we consider lower bounds on the rate Rðs; 'Þ which are obtained by the random coding method.
Recurrent Inequalities
Proposition 3.1. Let X ¼ jjx i ð jÞjj be a superimposed ðs; 'Þ-code of length N and size t and let wð jÞ be the weight of codeword xð jÞ: Then for 
where for ' ¼ 1 or s ¼ 1 we put N ðt À 1; s; 0Þ ¼ N ðt À 1; 0; 'Þ ¼ 0:
For ' ¼ 1; the right-hand side of (14) was proved by L. A. Bassalygo in 1975. It gives the basis for the best known results for the case ' ¼ 1 which was obtained in [2] . We will formulate this result below.
Proof. (1) Remove the codeword xð jÞ from X together with those N À wð jÞ rows x i for which x i ð jÞ ¼ 0: The remaining matrix X 0 has t À 1 columns and wð jÞ rows. One can easily prove (by contradiction) that X 0 is a superimposed ðs; ' À 1Þ-code. This proves the first inequality in (14) . (2) Remove the codeword xð jÞ from X together with those wð jÞ rows x i for which x i ð jÞ ¼ 1: One can check (by contradiction) that the remaining matrix X 00 is a superimposed ðs À 1; 'Þ-code of length N À wð jÞ and size t À 1: This proves the second inequality in (14) . ]
Corollary 3.1 (Recurrent Inequalities for N ðt; s; 'Þ).
For any values s5'52 and t5s þ '; the following inequalities hold:
Inequality (15) was also proved and used in [20] .
Proof. Bound (15) follows from (14) (take an optimal code X for which N ¼ N ðt; s; 'Þ). Inequality (16) can be easily proved applying (15) s À ' þ 1 times, and using the symmetry property (10) . ]
Lower Bounds on N ðt; s; 'Þ
Evidently, inequality (16) allows to calculate the recurrent lower bound on N ðt; s; 'Þ for any ' > 1 based on a lower bound on the values N ðt; s; 1Þ: Such result was obtained in [2] . It has the following form.
Let d a e be the least integer 5a; and b a c be the largest integer 4a: 
Proof. Let X be an optimal superimposed ðs; 1Þ-code of size t and length N ¼ N ðt; s; 1Þ: From the definition of superimposed code, it follows that the number of all possible output vectors rðp; X Þ (which is bounded above by the value 2 N ) cannot be less than the number of subsets p & ½t; jpj4s; which is equal to 1 þ ð
This yields the inequality N ðt; s; 1Þ 5m 1 ðt; sÞ [14] .
Denote by tðwÞ the number of codewords of weight w in the code X : One can see [14] that if the weight of a codeword xð jÞ is not greater than s; then there exists a row i in which only this codeword has 1 and all other codewords have 0. Otherwise, we can easily prove that X is not a superimposed ðs; 1Þ-code. This yields that the total number of codewords of weight 4s is not greater than N : We also have an upper bound on the weight of an arbitrary codeword (14) . 
We wish to obtain an upper bound on tðwÞ: For this purpose, introduce a concept of characteristic sets. Remind that a codeword xð jÞ can be also considered as a subset wð jÞ & ½N : A set w & ½N is called a characteristic set for a codeword xð jÞ if w wð jÞ and wJwð j 0 Þ for any j 0 =j: From the definition of superimposed codes one can easily deduce that if a set wð jÞ is a union of s sets w 1 ð jÞ; . . . ; w s ð jÞ (not necessarily mutually disjoint), then at least one of them is a characteristic set for xð jÞ:
Consider the set ½w ¼ f1; . . . Let w ¼ ks þ r; 05r4s; and construct a bound on Dðw; s; k þ 1Þ: To do this, consider a family of Dðks; s; kÞ partitions of the set ½ks and then for any partition distribute the remaining r elements among the subsets to obtain the partition of the set ½w: Obviously, all new partitions are also mutually nonintersecting. This leads to the inequality Dðw; s; k þ 1Þ5Dðks; s; kÞ:
Finally, we obtain the bound
For any codeword xð jÞ having weight w ¼ ks þ r there exist Dðw; s; k þ 1Þ nonintersecting partitions of the corresponding set wð jÞ: Any partition contains a characteristic set for this codeword and all these Dðw; s; k þ 1Þ sets are different. Taking into account the definition of a characteristic set and the lower bound (18), we obtain the following inequality:
where the right-hand part is the number of all subsets of the set ½N having size k þ 1: Inequalities (17) and (19) lead to the bound 
It means that we can replace s 2 in the previous statement by s: This improves the bound for N but does not affect the corresponding bound on the rate function.
Upper Bounds on the Rate Function
In this section, we obtain upper bounds on the rate function Rðs; 'Þ based on the previous lower bounds on the length N ðt; s; 'Þ:
Consider the following functions [2, 3] : 
The numerical values of the upper bound % R Rðs; 'Þ for 14'4s46 are given in Table 2 .
Proof. We use induction over ': The step of induction (24) follows immediately from (16) . We need to prove the base of induction, i.e., the case ' ¼ 1:
Here we use induction over s: The base of this induction is given by the fact that can be easily proved that Rð1; 1Þ ¼ 1:
Consider inequality (20) for N ¼ N ðt; s; 1Þ:
This leads to the following asymptotic inequality as t ! 1: 
À5
Using the well-known asymptotic properties of binomial coefficients we can write the previous inequality in the following form: 
One can see that when x increases from 0 to dðs À 1; 1Þ; the right-hand part of (25) If we prove that for all s53; the following inequality is true:
then we prove inequality (27) for these s and obtain statement (23). Consider the following simple inequalities: e x 51 þ x;
x À1 ðx À 1Þ log 2 e4log 2 x4ðx À 1Þ log 2 e; ð29Þ
x log 2 ðe=xÞ À x 2 log 2 e4hðxÞ4x log 2 ðe=xÞ: 
Obviously,
Finally, we obtain that inequality (33) holds for the values sðs; 'Þ which are defined recurrently as follows: Using induction over ' one can easily prove that for any fixed ' the value sðs; 'Þ ! 1 as s ! 1: This yields the asymptotic inequality
Together with (32) this proves the statement. ]
Some Other Upper Bounds
For the general case '51 some bounds were obtained in [9, 20] . From [20] we know the following result that was stated and proved in [9] . Proposition 3.6 (Engel [9] ). For any positive integers s and ' and any number e > 0; the following inequality holds for all values t > tðe; s; 'Þ: Proposition 3.7 (Stinson et al. [20] ). Let s51; '51; and the constant c is defined above.
1.
For any t5maxfs þ '; 2g, the following inequality holds:
2. There exists a function tðs; 'Þ such that for any t5tðs; 'Þ:
The corresponding upper bounds on the rate Rðs; 'Þ has the form
The asymptotic forms of these bounds where ' ¼ const and s ! 1 have the form 
The numerical values of the lower bound % Rðs; 'Þ for 14'4s46 are given in Table 2 .
Proof. Let N and t be fixed positive integers and X ¼ jjx i ð jÞjj be an arbitrary code of length N and size t: We say that a codeword xð jÞ is ðs; 'Þ-bad in X if there exists a pair of sets S; L & ½t; jSj ¼ s; jLj ¼ '; S \ L ¼ | and j 2 L; for which condition (3) is not true for any row x i : Otherwise, the codeword xð jÞ is called ðs; 'Þ-good.
Let p be a fixed number, 05p51: Consider the standard random ensemble [13] of codes X ¼ jjx i ð jÞjj; where the binary elements x i ð jÞ are independent identically distributed random variables,
Using the additive upper bound on the probability of a union of events, we derive that for any j 2 ½t; the ensemble probability Prfxð jÞ is ðs; 'Þ-badg4 t À 1
If we assign 
The optimal choice p ¼ 4 '=ðs þ 'Þ in (37) gives Rðs; 'Þ5E 1 ðs; 'Þ=ðs þ ' À 1Þ: To complete the proof, we introduce the ensemble [17] of binary constantweight codes X defined as follows. Let q; n and t be fixed positive integers and Y be the random q-ary n Â t matrix, all elements of which are independent identically distributed random variables having the uniform distribution on the set ½q: Consider the binary ðnqÞ Â t matrix X ¼ X ðY Þ obtained by the standard replacement [16] of each q-ary symbol y in Y ; 14y4q; by the binary column of length q and weight 1 containing the unique symbol 1 at the yth position. Further, applying arguments (35)-(37) to this ensemble, we have Rðs; 'Þ5E 2 ðs; 'Þ=ðs þ ' À 1Þ: The comparison of the given lower bound with the previous one yields statement (34) . ]
Remark. We deem that the random coding bound of Proposition 3.8 can be improved by using the random coding method based on the constantweight code ensemble with independent codewords. For the particular case ' ¼ 1; the given ensemble was applied in [4] . The numerical values of the corresponding random coding bound on Rðs; 1Þ are given in [5] .
One can easily prove the following asymptotics result. 
