We present the pedagogic method of tridiagonal representation approach algebraic method for the solution of Schrodinger equation in nonrelativistic quantum mechanics for conventional potential functions. However, we solved a new three parameters potential function (100) recently encountered and using it as an example.
Introduction
Exactly solvable potentials have been the focus of research since the beginning of nonrelativistic quantum mechanics. The essences of these are based on the benefits derived from getting the associated properties of the underlying physical systems such as: eigenvalues, eigenfunctions, scattering phase shift etc. Also these potentials constitute good effective models for physical system or approximations thereof. Efforts to classify exactly solvable systems have been carried out by different scientists. For instance, Infeld and Hull [2] have succeeded in classifying most of the solvable Hamiltonians based on the Darboux factorization method [1] . Further researches were done by Natanzon, Gendenstein and others [3] [4] As a result, solvable potentials have been classified into exactly solvable, conditionally exactly solvable or quasi exactly solvable. In those developments, the main aim is to find the solutions of the energy eigenvalues wave equation HE   , where H is the Hamiltonian and E is the energy which is either discrete (for bound states) or continuous (for scattering states). In most of these studies, the matrix representation of the Hamiltonian is written in the bound states of the associated potential resulting in a diagonal structure exhibiting the eigenvalues or the energy spectrum.
Here, we present the Tridiagonal Representation Approach (TRA). The Hamiltonian operator (wave operator) diagonal matrix representation restriction is relaxed but required to be tridiagonal and symmetric. This will therefore require expanding the solution space of the wave operator in a basis set that does not have to be an element of the eigen states of the Hamiltonian but must be complete and square integrable with respect to an appropriate configuration space measure. Applying the TRA, we have been able to get new solvable potential functions (but are not solvable or known in conventional quantum mechanics using classical methods) including the well-known ones.
Having used the TRA for some time now with remarkable success [6] [7] [8] ; we deem it necessary to introduce this algebraic approach to students of physics, mathematics, chemistry and engineering. Here, we restrict the treatment to nonrelativistic quantum mechanics. We present the TRA using a Pedagogical approach suitable for the classroom. Section 2, contains introduction to the TRA -theoretical formulation. In section 3, the idea of space transformation and basis set will be presented. In section 4, we introduce the classical orthogonal polynomials and their properties. In section 5, we show how to apply the TRA in the solution of a given problem.
Theoretical formulation of the TRA
The conventional theory of quantum mechanics of a close system deals essentially with following time-independent eigenvalue problem:
where Ĥ is the Hamiltonian of the system. This equation is general and does not depend on any coordinate system or representation. 
The completeness of the basis is given as 
Equation (6) is an Nth order equation in E; its solutions will yield the energy spectrum of the quantum system: 1 2 3 , , ,...,
N E E E
E . With these values, one can easily get the corresponding set of eigenvectors 12 , ,..., N    . Since our basis system is a set of discrete, complete, and orthonormal elements using (2); equation (6) 
This is a diagonalization of the Hamiltonian matrixn m n m HH   , of the quantum system which will yield the energy spectrum as well as the state vectors. From linear algebra knowledge, one can easily say equation (1) can be theoretically written as (after the Hamiltonian operator has acted on the basis element) ~ 3 ~ 
the Es: 1 2 3 , , ,...,
E in equation (8) are the eigenvalues of the Hamiltonian matrix nm H which give the energy spectrum of the quantum system and which is why a quantum system is easily defined in the form of equation (1) .
Now, the question is what made it possible for the Hamiltonian matrix to become diagonalized? The answer to is the basis elements (basis set).The
Hamiltonian matrix becomes diagonal due to the discrete, completeness, and orthonormalization of the basis set. These properties make this basis set a countable infinite element of the Hilbert space. So, the basis set determines it all.
However, in the TRA, we tend to choose a basis set with element that will make the Hamiltonian operator Ĥ and/or the Wave operator
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(matrix elements) become a tridiagonal and symmetric matrix. That is for equation (7) 
for easy display, we rewritten equation (9) (10) In the TRA, the basis sets that will make the wave operator (Hamiltonian operator) matrix representation become tridiagonal and symmetric are the special functions (classical orthogonal polynomials): Hermite, Legendre, Jacobi, Laguerre and so on. These functions have interesting properties that will result in the tridiagonal -symmetric form of the wave operator (Hamiltonian operator). Such properties include: weight function, nature of generating function, orthogonality, distribution and density of the polynomial zeros, recursion relation, asymptotics, and differential or difference equation. Also, they are infinite discrete square -integrable functions and hence belong to the Hilbert space.
As a result of these, in the TRA, our basis set   polynomials. Achieving (9) in the TRA, will enlarge the solution space of the wave operator (Hamiltonian operator) of quantum system to incorporate new exactly solvable potentials. In fact, in the TRA, we can return back to the diagonal restriction place on wave operator (Hamiltonian operator) which made it possible to get conventional exactly solvable potentials. All these features will be shown later. In quantum mechanics class, we are introduced to the one dimensional time-independent Schrodinger equation for a microscopic particle of mass m in the field of a one dimensional time -independent potential function  
Vx.
This equation is given as
where E is the particle's energy and   
where
is a set of square integrable discrete basis with element  0 n n    written in term of orthogonal polynomials.x is the configuration space coordinate. The basis element is compatible with the domain of the Hamiltonian and satisfy the boundary conditions of the problem (usually, the vanishing of the wavefunction at the boundaries for bound states, whereas a sinusoidal behaviour at infinite boundaries for scattering states). Also, the expansion coefficients   n fE are energy orthogonal polynomials which we will end up determining by comparism. The details of all these will be shown carefully later.
Equation (11) 
where the real coefficients   0 , nn n ab   are functions of the physical parameters of the problem. Equation (14) is a tridiagonal-symmetric matrix as compared to equation (7) . For instance, suppose we want to create matrix of order 55  starting with row and column named 0,1,2,3, and 4 ( ). Using (2), we start from the first row 0 n  and move across the column (subsequently repeating the procedure until we finally get to 4 n  ); then we will have the wave operator matrix representation as Table 1 contains well-known exactly solvable potential functions in conventional quantum mechanics. The quantum system described by each of these potential functions has explicit analytical expression for their energy spectrum,wavefunction, scattering phase shift and so on. In conventional quantum mechanics, these properties are obtained by solving the Schrodinger equation (11) , after inserting the potential function   Vx, using separation of variables of the partial differential equation to distinct ordinary differential equations. Another method of finding the analytic solution of Schrodinger equation with solvable potential function is by reducing it to a given hypergeometric equation [11] whose solutions can be mapped, most of the time, to a classical orthogonal polynomials. Others method includes: supersymmetric quantum mechanics [12] , potential algebra [13] , path integration [14] , and point canonical transformations [15] .
The point canonical transformations provide an excellent mapping/grouping of the exact solvable potential functions in two classes. Potential functions in class I are the Coulomb and Morse which can be mapped into threedimensional harmonic oscillator and their eigenfunctions correspond to the confluent hypergeometric functions which ~ 6 ~ can be written as Laguerre polynomials. Also potential functions in class II are the Rosen -Morse (hyperbolic and trigonometric), Eckart, Poschl -Teller (I and II) which can be mapped into the generalized Scarf potential and their eigenfunctions correspond to the hypergeometric functions which can be written as associated Legendre functions.
The idea of PCT Implies that each potential function in a particular class can be mapped to the generalized potential function (here we assumed that the energy spectrum and wavefunction are known) of that class using a specific coordinate transformation through which we get the energy spectrum and wavefunction of the former potential functions. 
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s n a s n a s n a s n a n y y P y So the associated properties (energy spectrum and wavefunction) of potential functions 2 and 3 can be gotten from the generalized potential function 1 using a specific transformation whereas the associated properties of the potential functions (5-11)can be gotten from the generalized potential function 4. However, these potential functions are also solvable using the TRA without inserting them in the Schrodinger equation. This is possible because in the TRA, every exactly solvable potential function has a specific space transformation and basis element that will recover them with their physical properties: energy spectrum, wavefunction, scattering phase shift and so on. So here comes the question; how do we know the specific space transformation compatible that will result into a specific potential function? The answer is based on experience.
Later in section 4, we will give a table that will show each space transformation that corresponds to each potential function. As earlier said, we will assumed that readers of this paper are familiar with conventional quantum mechanics, and have the knowledge of solving the Schrödinger equation when the potential function is inserted particularly for exactly solvable potential functions
Basis element and Space transformation
Considering the domain of each solvable potential functions (with nonconventional ones)with respect to the Schrodinger equation; we basically use two basis elements: Jacobi basis and Laguerre basis. Each of these basis elements (with the right space transformation) takes (11) 
, in choosing n A sometime insight is required based on the derivatives of the configuration space transformation coordinate. ,0
is the Jacobi Polynomial that satisfies the following properties (which will use later):
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A look at the orthogonality relation of the Jacobi polynomial shows that the polynomial is defined on the interval
 . So to use the Jacobi basis, we must transform the (11) to new space coordinate. Suppose we intend to solve (11) . Now we use (12) or invariably say we operate the wave operator
 
J H E on the basis element (left and right hand side), and then we have
from this it can be seen that the wave operator matrix elements is
The use of the differential, recursion, and orthogonality properties of the Jacobi polynomial in this equation will result in ,
Comparism with well-known recursion relation of classical orthogonal polynomial will give the expansion coefficient   n f  of the wavefunction. Evaluation of (30) and the requirement of it to be tridiagonal and symmetric matrix is the major pivot of the TRA. Also from (29), without inserting the transformed ~ 9 ~ potential function   Vy; and using the Jacobi basis, we can proceed to get wavefunction and other associated properties of the quantum systems. Interestingly, we will recover   Vy (hence   Vx) and others well -known (unknown) solvable potential functions that are defined on   0,  . This is awesome power of the TRA. So, from (29) we proceed until we achieved (14-18) and we finally use (12) . Detailed steps will be shown later. Most time when using the Jacobi basis element (or Laguerre basis), we usually write (27) in a convenient form so as to be able to use the properties (21-26) of the Jacobi orthogonal polynomials. For instance using our previous space transformation 12 x ye    , (27) could be written as
and we further get
where we have used
. However, this does not affect the correctness of (27) and (29). In fact equation (27) will always be our starting point later. For clarity sake in our later computation we will only be writing 
And the wave operator matrix element is ; 
Now to use the Laguerre basis, we must transform the (11) to new space coordinate. Suppose we intend to solve (11) with a potential function   
Similar inference like the Jacobi basis can be made for the Laguerre basis. In conclusion, all solvable potential functions in quantum mechanics can be recovered (with new ones) in the TRA. Each of the potential functions has specific space transformation (compatible with Jacobi basis or Laguerre basis) that can be used in transforming the Schrödinger equation and we proceed from either (31) or (45) without inserting the transformed potential function
Vy which we will later recover with associated properties. So as students of quantum mechanics require to solve the Schrodinger equation with a solvable potential function, in order to use the TRA, you are only require to know the right space transformation that will produce this potential function and its associated properties. As an exercise, we advise readers to look at some space transformation that are compatible with either the Jacobi basis or Laguerre basis considering the potential functions in table 1.
Classical orthogonal polynomial
A lot of literatures exist on orthogonal polynomials. For quick reference, we advise readers to look at [16] where various types of orthogonal polynomials and their properties are well defined. In [16] 
is the normalized weight function. The three term recursive relation for this polynomial
In [17] , it was shown that the asymptotics of this polynomial is 
and phase shift is
The discrete infinite spectrum occurs if The asymptotics   n  of this polynomial is
The scattering amplitude in (65) 
The normalized discrete weight function is
In the Jacobi bases, the matrix wave equation leads to three -term recursion relations for the expansion coefficients of the continuum wavefunction. However, these recursion relations and their associated orthogonal polynomials are not treated in the mathematics literature and their analytic properties (weight function, generating, orthogonality, differential property, spectrum formula, asymptotics, etc) are yet to be derived. The special cases of these polynomials are already encountered in physics [39] . The solvable potential functions (quantum systems) when we use this bases are Poschl -Teller, Scarf, Eckart, Rosen -Morse, etc) as well as new potentials or generalization of the conventional potential functions. Now, we define these polynomials by their three -term recursion relations and also obtain the spectrum formula for special cases of these polynomials using the exact (finite/infinite) energy spectrum of the associated exactly solvable physical problems that belong to the conventional class. We denote the first polynomial as ; , 2 cos sin
which is obtained from (71) (54) hence the physical features (phase shift and energy spectrum) of the corresponding quantum mechanical system could be obtained analytically. However, when we use the Jacobi base with a specific space transformation we often get the recursion relation (71) with the corresponding specific potential function and numerically the eigenvalues hence the plot of the wavefunction using (16) and (12) . Also, this polynomial has two discrete versions -one with infinite discrete spectrum and the other with finite spectrum. Putting 
The second kind satisfies (73) with  . As before, the asymptotics of this polynomial is not known like (54) hence the physical features (phase shift and energy spectrum) of the corresponding quantum mechanical system could be obtained analytically. However, when we use the Jacobi base with a specific space transformation we often get the recursion relation (74) with the corresponding specific potential function and numerically the eigenvalues hence the plot of the wavefunction using (16) and (12) . However, the conventional energy spectrum of the potentials associated with this polynomial gives the energy spectrum in (76) as 
and suggesting that scattering amplitude is proportional to
With these, it implies that the continuous weight function for this polynomial takes the following form
Finally, for negative  the orthogonality relation takes the form and  is some proper function of N. Concluding this section, we have given the orthogonal polynomials we usually encountered when using the Laguerre and Jacobi bases. For the Laguerre bases, the orthogonal polynomials are conventional ones. While using the Jacobi bases, we get new orthogonal polynomials not known in mathematics literature to the best of our knowledge and we encourage researchers in this field to look into getting the properties of these polynomials. However, using TRA, we show how (71) or (74) are gotten (with their discrete forms as the case maybe) when using the Jacobi bases.
Application of TRA to conventional and new quantum system
Now Table 2 contains some of the conventional potential functions solvable in TRA. Also we give the coordinate space transformation that can be used in TRA to get each potential function. We advise readers to follow each of the examples below to get similar results and also provide the coordinate space transformation for Rosen-Morse I and Rosen-Morse II.
The first illustration is the Spherical oscillator where we use the Laguerre basis element. Conventionally, this is three dimensional quantum systems. First, we use the radial time independent Schrodinger wave equation for structureless particle in a spherically symmetric potential   
where is the angular momentum quantum number and r is the radial coordinate in three dimensions. In TRA, there is no need to substitute for   Vrin (82). We therefore use the space coordinate transformation   2 yr   . Now using (27), then (82) becomes 
where we have used (50). However, there will be no need for (88) in (87) since we had already transformed (82). So using (50) in (87), we have 
Now we take a critical look at the orthogonality relation (43) and the tridiagonal requirement, this limits the possibilities to either one of the following two: V  ; then we easily get (101). Detailed study of these potentials; show that they can be used practically as an appropriate model for the interaction of an electron with extended molecules whose electron cloud is congregated near the centre of the molecules. Also, there is a resemblance between these potentials and attractive Coulomb potential for nonzero angular momentum at short distances hence we expect them to finite bound states. However, we are more interested in the generalized potential given in (100) where none of the potential parameters is zero in order to obtain the energy spectrum and wavefunction. Now we make the coordinate transformation ( ) 1 
where the prime stands for the derivative with respect to x and we adopted the atomic units 1 m  . With [ 1, 1] y    , we can choose the following square integrable functions in the new configuration space with coordinate y as basis elements for the expansion of the wavefunction 
We applied the wave operator on the basis element to get    22  2  0  1  2  2  2  2  2   1  2 1  2  24  1  1  0  21 11
where we had used   
Now, the boundary conditions and square integrability (with respect to the integral measure dx) dictate that the matrix wave operator becomes 
Since the matrix representation of the wave operator is required to be tridiagonal and symmetric, in line with the recursion relation of the Jacobi polynomial and its orthogonality; we eliminate the two non -linear terms in (111). Hence the basis parameters must be chosen as follows: Table 3 is a list of the energy spectrum for a given set of values of the potential parameters and for basis size of 20 N  .We show only significant decimal digits that do not change with any substantial increase in the basis size (e.g. from size 10 to 50).Also, variation (increase) in N ; we observed a rapid convergence of these values with the size of the basis size
In Figure 2 , we plot the bound state wavefunctions corresponding to the physical configuration and energy spectrum of Table 1 . We calculate the m th bound state using the sum N is some large enough integer. An energy resonance (scattering phase shift) phenomenon is observed with this potential function, which will observed when plotting the wavefunction using some of the eigenvalues in table 1. 
Conclusion
In this paper, we introduced a pedagogical approach to TRA suitable for classroom teaching. The essence is to enable students of quantum mechanics class know how to use this algebraic method. This method (algebraic in nature) is encompassing then the conventional methods in solving the Schrödinger equation and allows for more realization of unknown potential functions which are yet to be associated with any physical systems. It has been shown that this approach has contributed greatly to the class of solvable quantum mechanical systems [8] 
