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Premie`re partie
Introduction ge´ne´rale

La premie`re partie consacre´e a` l’introduction ge´ne´rale constitue les deux pre-
miers chapitres du me´moire. Dans le premier chapitre (Chapitre I), on replace le
contexte industriel et scientifique de la the`se. Le second chapitre (Chapitre II)
pre´cise la proble´matique lie´e aux e´lastome`res charge´s en noir de carbone. Il s’at-
tache a` de´crire leurs proprie´te´s macroscopiques et les relations e´ventuelles avec leurs
microstructures. Pour cela, on s’appuie sur des essais me´caniques pour une se´rie
d’e´chantillons choisis en accord avec la socie´te´ Michelin. En re´sume´, cette partie
pre´sente les diffe´rents points qui devront eˆtre aborde´s pour l’e´tude d’un e´lastome`re
charge´ : de sa nanostructure a` son macro-comportement.

Chapitre -I-
Introduction
Contexte industriel
Les pneumatiques sont des structures composites constitue´es d’encheveˆtrements de fibres
textiles et me´talliques enrobe´es dans une gomme caoutchoutique. Cette dernie`re est issue
du me´lange d’e´lastome`re et de renforts de noir de carbone et de silice, auxquels ont ajoute´s
divers adjuvants.
Le processus de fabrication de cette gomme influe sur ses proprie´te´s me´caniques. En par-
ticulier, la quantite´ de renforts ; la dure´e et la vitesse de me´langeage ont un roˆle pre´ponde´rant
dans la conception et le dimensionnement du me´lange.
Dans la re´alisation d’un pneumatique, on de´finit un processus de fabrication de gomme
selon les proprie´te´s me´caniques vise´es. Cette de´marche est actuellement principalement em-
pirique. Mieux comprendre les phe´nome`nes physiques mis en jeu, permettrait d’obtenir de
nouvelles me´thodes de conception. Les milieux industriel et scientifique s’accordent majori-
tairement a` penser que l’e´tude de la microstructure des me´langes est une voie a` explorer.
Cette ide´e est largement motive´e par la dynamique actuelle en Sciences des Mate´riaux, qui
consiste a` conside´rer le mate´riau comme une structure multi-e´chelles.
La socie´te´ Michelin s’inte´resse de pre`s a` cette approche et a de´ja` mene´ une e´tude sur
l’impact des conditions de me´langeage sur la microstructure, dans le cadre de la the`se de
G. Pe´castaing [Pe´castaings, 2005]. Il en a re´sulte´ une caracte´risation morphologique tridi-
mensionnelle de la microstructure, qui a permis de quantifier les effets des conditions de
me´langeage.
Dans la pre´sente the`se, il s’agit d’exprimer les effets de la microstructure de ce nano-
composite sur ses proprie´te´s macroscopiques en petite de´formation pour un comportement
e´lastique line´aire de l’e´lastome`re. Cette the`se, finance´e par la socie´te´ Michelin dans le cadre
d’un contrat CIFRE1, a e´te´ mene´e conjointement au Centre de Morphologie de Mathe´matique
et au Centre des Mate´riaux Pierre-Marie Fourt, deux laboratoires de Mines ParisTech.
1Convention Industrielle de Formation par la REcherche
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De´marche scientifique
Pour s’attaquer a` cette e´tude, on choisit de simplifier le proble`me en e´tudiant un
e´lastome`re charge´ en noir de carbone uniquement. La de´marche scientifique adopte´e se veut
assez ge´ne´rale pour pouvoir eˆtre utilise´e pour une large gamme de mate´riaux. Elle se base
sur une approche nume´rique de la me´canique multi-e´chelles des mate´riaux he´te´roge`nes qui
est le calcul d’homoge´ne´isation de microstructures. On retient ici deux e´tapes :
Mode´lisation de la microstructure
On souhaite e´tablir un mode`le mathe´matique de repre´sentation de la morphologie de la
microstructure. Pour mode´liser le plus fide`lement la microstructure, on identifiera le mode`le
a` partir de l’analyse d’images de microscopie a` transmission de l’e´lastome`re charge´. Le but
est d’eˆtre capable de simuler des microstructures re´alistes du point de vue morphologique.
Calculs de microstructures par e´le´ments finis
La me´thode de re´solution retenue est celle des e´le´ments finis avec des conditions aux limites
spe´cifiques aux techniques d’homoge´ne´isation. On cherchera plus pre´cise´ment a` de´terminer
les proprie´te´s effectives, macroscopiques de la gomme. Pour cela, on doit chercher une taille
repre´sentative de la microstructure simule´e, pour la proprie´te´ estime´e par le calcul par
e´le´ments finis. On parle de Volume Ele´mentaire Repre´sentatif (VER).
Organisation du me´moire
On a choisi d’organiser le me´moire en trois parties distinctes structure´es en cha-
pitres. Une premie`re partie, Introduction ge´ne´rale a l’ambition, entre autres, d’introduire
la proble´matique autour de laquelle on a de´cide´ d’axer les travaux (chapitre II ). La seconde
partie,Mode´lisation de la microstructure pre´sente la me´thode retenue pour mode´liser et simu-
ler la morphologie re´elle de la microstructure des e´lastome`res charge´s. La troisie`me et dernie`re
partie, Calculs de microstructures s’inte´resse au calcul par e´le´ments finis de microstructures
d’e´lastome`res charge´s.
Chapitre -II-
Comportement me´canique et
microstructure
Le but de ce chapitre est de de´crire le mieux possible la proble´matique multi-e´chelle des
e´lastome`res charge´s en s’inte´ressant aux deux principaux acteurs : la microstructure et le
macro-comportement.
Apre`s une introduction sur les mate´riaux he´te´roge`nes et la notion d’e´chelles, on pre´sente
dans ce chapitre le comportement me´canique des e´lastome`res charge´s en soulignant plus
pre´cise´ment l’influence du taux de charges de noir de carbone et de sa dispersion sur la
re´ponse macroscopique du mate´riau (II.2). On propose ensuite de mieux comprendre l’ori-
gine de ces phe´nome`nes macroscopiques en e´tudiant le mate´riau a` une e´chelle plus fine et
plus exactement a` l’e´chelle de la charge. Pour ce faire, on propose de de´crire chacun des
constituants mis en jeu ainsi que les phe´nome`nes physiques d’interaction entre ces e´le´ments
(II.3).
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II.1 Les mate´riaux he´te´roge`nes
II.1.1 Notion d’e´chelles
La figure II.1 pre´sente quelques e´chelles caracte´ristiques associe´es a` des objets porte´es sur
un axe de´marrant de l’e´chelle de l’atome qu’est l’Angstro¨m (0.1nm).
En se de´plac¸ant sur cet axe, on est d’abord amene´ a` rencontrer les objets nanome´triques
jusqu’a` une taille de l’ordre du microme`tre (103nm) tels que les structures de carbone sous
formes diverses (nanotubes, particules...) ou encore les pre´cipite´s dans les aciers, ici cisaille´s
par le passage d’une ligne de dislocation1.
A une e´chelle supe´rieure de l’ordre de la dizaine de microme`tres on fait la connaissance
des cellules vivantes qui se trouvent eˆtre a` la meˆme e´chelle que les grains des polycristaux2.
Un bond de plusieurs centaines de nanome`tres porte le lecteur dans le milieu des composites
dans lequel on parle de fibres ou encore de couches, avec ici un exemple de mate´riau biphase´
tisse´3.
Enfin, le voyage s’arreˆte a` l’e´chelle de la structure, repre´sente´e ici par un pneumatique
ou encore une poutre en acier. Meˆmes si les e´chelles encore bien supe´rieures ne sont pas ici
de´crites, on ne manquera pas de citer les e´le´ments tels que la crouˆte terreste ou encore la
Terre elle-meˆme a` l’e´chelle de l’Univers.
A˚
Mole´cule
ADN
Chaˆıne de polyme`re
10nm
Precipite´
Particule de
carbone
100nm
Cell. de dislocation
Nanotubes de carbone
1000nm
Ligne de glissement
10 µm
Grain
Cellules humaines
1mm
Mousses
10mm
100mm
Composites
Fibres
1m
Pneu
Poutre en acier
Fig. II.1 – Quelques e´chelles caracte´ristiques.
1Source : A. Pineau (Centre des Mate´riaux - ENSMP ParisTech).
2Source : C. Ge´rard (Centre des Mate´riaux - ENSMP ParisTech).
3Source : B. Piezel (Centre des Mate´riaux - ENSMP ParisTech).
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La Science des Mate´riaux se situe entre le nanome`tre et le me`tre, en dec¸a` on trouve la
physique mole´culaire et au dela` la me´canique des structures. On admet que les mate´riaux
sont par de´finition des structures multi-e´chelles. Ecrit autrement, meˆme s’ils sont conside´re´s
comme homoge`nes a` une certaine e´chelle ; ils pre´sentent, pour la plupart, des sous-structures
he´te´roge`nes souvent a` l’e´chelle de la microstructure.
II.1.2 La me´canique multi-e´chelles
On admettra qu’il existe deux manie`res de conceptualiser la me´canique des solides, « le
reˆve de Laplace et la phe´nome´nologie de Green »4.
Pierre Simon Laplace (1749-1827) e´nonce l’ide´e selon laquelle la connaissance des forces
entre mole´cules pourrait expliquer n’importe quel phe´nome`ne de la nature quelle que soit
l’e´chelle. Cette grande ide´e a d’ailleurs pousse´ Claude Navier (1785-1836) et Augustin-Louis
Cauchy (1789-1857) a` e´crire les e´quations d’e´quilibre des milieux e´lastiques selon la philoso-
phie de Laplace.
A contrario, a` la meˆme e´poque, Georges Green (1793-1841) proposa un second concept
purement phe´nome´nologique pour e´tablir le comportement d’objets e´lastiques. Selon cette
the´orie, on ne voit le proble`me qu’a` une seule e´chelle qui est celle de l’objet macroscopique
e´tudie´, dans laquelle on va chercher a` relier les efforts et les de´placements.
Ces deux approches se justifient dans de nombreux cas, on voit clairement les limites de
la vision de Laplace. En calcul nume´rique, on ne peut actuellement pas imaginer calculer un
pneumatique, une aube de turbine ou encore une poutre en be´ton arme´ a` partir d’un calcul
mole´culaire seul. L’approche de Green est certes plus re´aliste ou re´alisable mais ne´anmoins
sans le savoir Laplace e´voqua, a` travers sa the´orie, les pre´mices de la me´canique multi-e´chelles.
Sans chercher a` descendre a` l’e´chelle de la mole´cule, on imagine tout a` fait profiter du ca-
racte`re multi-e´chelles des sous-structures d’un mate´riau pour mieux de´crire le comportement
de structures a` des e´chelles supe´rieures. L’ide´e est de relier ces e´chelles entre elles, on parle
d’homoge´ne´isation lorsque l’on passe d’une e´chelle a` une autre, dans le cas ou` les e´chelles
sont clairement se´parables. C’est ainsi que depuis le milieu du XXeme sie`cle, avec l’e´volution
des moyens d’observations microstructurales, la Science des Mate´riaux prend toute son im-
portance.
On va a` pre´sent s’inte´resser au comportement me´canique des e´lastome`res charge´s en
s’appuyant sur des essais re´alise´s au Centre de Technologie de Ladoux. L’e´tude de la micro-
structure des e´lastome`res charge´s permettra e´galement de souligner fortement le caracte`re
multi-e´chelles de ces mate´riaux et les conse´quences sur le comportement macroscopique.
4Cours de Me´canique des Milieux Continus : www.mms2.ensmp.fr
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II.2 Comportement me´canique des e´lastome`res charge´s
II.2.1 Ge´ne´ralite´s
Les e´lastome`res constituent un re´seau tridimensionnel forme´ de longues chaˆınes plus ou
moins encheveˆtre´es et ponte´es. Ce re´seau va re´pondre a` une sollicitation en de´formant ses
chaˆınes avant de retrouver sa forme initiale par l’apparition des forces mole´culaires de rappel.
On parle d’e´lasticite´ entropique, la mole´cule tend a` retrouver son de´sordre lie´ au second
principe de la thermodynamique (« L’entropie de l’univers ne cesse d’augmenter »). L’ajout
de charges de noir de carbone modifie ce comportement en limitant la de´formation des chaˆınes.
Le comportement d’un e´lastome`re charge´ peut eˆtre repre´sente´ de manie`re sche´matique (figure
II.2). A` de´formation mode´re´e (ε < 100%) la courbe de comportement contrainte/de´formation
se compose de deux parties, une partie line´aire (I) et une partie non line´aire (II) pour laquelle
le module e´lastique de´pend de la de´formation. Aux plus grandes de´formations (ε > 100%) on
observe un redressement de la courbe et donc du module et e´ventuellement un effet dit de
Mullins dans le cas de charge-de´charge. Ce dernier effet ne sera pas traite´ ici.
ε
σ
de´formations mode´re´es
0.2
(I)
1.0
(II)
grandes
de´formations
Fig. II.2 – Comportement sche´matique contrainte/de´formation d’un e´lastome`re charge´.
a) Domaine line´aire (I)
Dans le domaine line´aire aux tre`s petites de´formations, le module est inde´pendant de la
de´formation. Comme pour l’e´lastome`re seul, l’e´volution du module e´lastique d’un e´lastome`re
charge´ pre´sente trois zones de comportement en fonction de la tempe´rature ; la zone vitreuse,
la zone de transition et le plateau caoutchoutique (figure II.3). Lors de la zone de transition,
l’e´lastome`re pre´sente a` une tempe´rature pre´cise une relaxation qui se traduit par une chute
du module e´lastique. Dans ce domaine l’e´lastome`re voit son module e´lastique augmenter avec
le taux de charges de noir de carbone V vNC (figure II.4).
b) Domaine non line´aire (II)
Dans le domaine non line´aire, le module e´lastique chute avec la de´formation accompagne´
d’une dissipation d’e´nergie maximale traduisant la viscoe´lasticite´ du mate´riau (figure II.5).
On parle d’effet Payne [Payne, 1962]. L’effet Payne est accentue´ par la pre´sence de charges
de noir de carbone (figure II.5) et est ne´gligeable dans le cas d’un e´lastome`re seul. L’ef-
fet Payne trouverait son origine dans les phe´nome`nes d’interaction des charges avec la ma-
trice e´lastome`re a` l’e´chelle microscopique. L’augmentation du taux de charges intensifie le
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T
log(G)
zone
vitreuse
TG
plateau
caoutchoutique
transition vitreuse
Fig. II.3 – Evolution du module d’e´lasticite´ G avec la tempe´rature T .
V vNC
G
(M
P
a)
0.280.260.240.220.20.180.160.140.120.10.08
8
7
6
5
4
3
2
1
Fig. II.4 – Evolution du module e´lastique avec le taux de noir de carbone - (Donne´es
expe´rimentales des me´langes de la se´rie A, paragraphe II.2.2).
phe´nome`ne par l’augmentation de la surface de contact matrice/charges et le degre´ de disper-
sion des charges [Medalia, 1971]. De plus l’e´lastome`re, compactant les renforts, acquiert des
proprie´te´s me´caniques particulie`res selon sa position par rapport a` la charge. On verra dans le
paragraphe II.3.4 l’importance de distinguer plusieurs zones de la matrice pour comprendre
les relations entre la microstructure et le comportement macroscopique de la gomme. Les
figures II.5 et II.6, issues de re´sultats d’essais au viscoanalyseur pre´sente´s dans le paragraphe
suivant (II.2.2), illustrent la de´pendance du module e´lastique a` la de´formation respectivement
selon le taux de charges (figure II.5) et selon le temps de me´langeage pour un taux constant
(figure II.6). La non-line´arite´ augmente avec la fraction volumique de charges et diminue sur
des temps croissants de me´langeage, en ame´liorant le degre´ de dispersion des charges dans la
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matrice.
L’ensemble de ces remarques laisse a` penser que l’e´tude de la microstructure est ne´cessaire
pour comprendre les phe´nome`nes physiques macroscopiques dans les e´lastome`res charge´s.
V vNC
ε(%)
G
′
(M
P
a)
1001010.1
8
7
6
5
4
3
2
1
0
Fig. II.5 – Accentuation de l’effet Payne avec le taux de noir de carbone V vNC , e´volution
du module e´lastique avec la de´formation.
II.2.2 Essais au viscoanalyseur
a) Notions ge´ne´rales
L’une des conse´quences du caracte`re viscoe´lastique des e´lastome`res charge´s, de´crit
pre´ce´demment, re´side entre autres dans le retard d’apparition des de´formations lors de solli-
citations. En particulier, soumis a` une de´formation sinuso¨ıdale, la re´ponse en contrainte du
mate´riau est e´galement sinuso¨ıdale mais de´phase´e. La re´ponse complexe du mate´riau peut se
de´composer en une partie e´lastique en « phase » et une partie visqueuse en « quadrature ».
On re´cupe`re ces donne´es via des essais dynamiques effectue´s au viscoanalyseur.
b) Principe
Lors d’un essai dynamique, l’e´chantillon est sollicite´ par un champ de de´formation si-
nuso¨ıdale associe´ a` une contrainte sinuso¨ıdale de´phase´e d’un angle δ plus ou moins important
selon le comportement du mate´riau. En pratique, le viscoanalyseur permet d’appliquer a` un
e´chantillon un de´placement d(ω) a` l’extre´mite´ supe´rieure et de mesurer la force transmise
F (ω). F (ω), d(ω), δ, f sont des grandeurs accessibles a` l’aide de capteurs et d’un post traite-
ment des signaux selon une transforme´e de Fourier. L’annexe pre´sente le sche´ma de montage
d’un viscoanalyseur.
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t
ε(%)
G
′
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P
a)
1001010.1
4.5
4
3.5
3
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1
Fig. II.6 – Influence du temps de me´langeage t sur l’effet Payne, e´volution du module
e´lastique avec la de´formation.
c) Les modules
Parmi l’ensemble des modules accessibles par des essais dynamiques au viscoanalyseur,
on distingue les modules complexe, e´lastique et de perte (tableau II.1). Le module complexe
G∗ s’e´crit comme le rapport de la contrainte dynamique sur la de´formation dynamique. De ce
module complexe on extrait deux autres modules comme e´tant les parties re´elle et imaginaire
que sont le module e´lastique G′ (ou de conservation) qui caracte´rise la rigidite´ du mate´riau
dans la partie line´aire et le module de perte G′′ qui de´crit la dissipation d’e´nergie et donc le
caracte`re visqueux du mate´riau. On exploite e´galement tre`s souvent le facteur dit de perte
qui est la tangente de l’angle de de´phasage δ et qui exprime la capacite´ d’un mate´riau a`
dissiper de l’e´nergie me´canique en chaleur.
Loi de comportement De´formation dynamique Contrainte dynamique
σ(t) = G∗²(t) ²(t) = ²Bexp(i2pift− δ) σ(t) = σAexp(i2pift)
Module complexe Module e´lastique/de perte facteur de perte
G∗ = G′ + iG′′ G′/G′′ tan(δ) = G
”
G′
Tab. II.1 – Grandeurs caracte´ristiques d’essais dynamiques.
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d) Les essais
Plusieurs me´langes sont ici e´tudie´s. On classe ces me´langes selon quatre se´ries A, B, C et E
qui se distinguent par leur processus de fabrication (temps de me´langeage et e´ventuellement
introduction d’adjuvants au me´lange). Pour chacune de ces se´ries on fait varier la fraction
volumique de noir de carbone du me´lange. L’ensemble des neuf me´langes (tableau II.2) a e´te´
e´labore´ dans sa totalite´ au Centre de Technologie de Ladoux (Michelin).
Se´ries A B C E
0.08
V vNC 0.14 0.14 0.14 0.14
0.20 0.20 0.20 0.20
Temps de
me´langeage (mn) 5 10 accru 5 + modification
Tab. II.2 – Pre´sentation des me´langes de l’e´tude
Les me´langes des quatre se´ries de l’e´tude (A, B, C et E) ont fait l’objet d’essais dynamiques
a` une tempe´rature constante de 20oC a` une fre´quence de 10Hz qui se sont de´roule´s au Centre
de Technologie de Ladoux. Pour la se´rie A, des me´langes supple´mentaires ont e´te´ retenus,
en tout dix-neuf me´langes ont e´te´ teste´s (tableau II.3). Les e´chantillons sont des cylindres
de 200mm de hauteur et 10mm de diame`tre ; trois a` quatre e´chantillons ont e´te´ pre´vus par
me´lange.
Se´ries V vNC
A 0.08, 0.10, 0.11, 0.125, 0.14, 0.156
0.17, 0.186, 0.20, 0.22, 0.241, 0.26
B 0.14, 0.20
C 0.14, 0.20
E 0.14, 0.20
Tab. II.3 – Fractions volumiques de noir de carbone retenues pour les essais.
Pour chacune des se´ries (A, B, C et E) on trace l’e´volution des modules e´lastique G′, de
perte G” et le facteur de perte en fonction de la de´formation (figures II.7(a), II.7(b), II.8(a),
II.8(b), II.9(a) et II.9(b)). A partir de ces courbes, on met en e´vidence l’influence du taux de
charges (V vNC) ainsi que le processus de me´langeage (se´ries) sur la non-line´arite´ du mate´riau
(ou effet Payne) directement relie´e a` la microstructure.
La courbe II.7(a) de´crit l’e´volution du module e´lastique en fonction de la de´formation pour
plusieurs me´langes de la se´rie A se distinguant par leur fraction volumique de charges de noir
de carbone (de 8% a` 26%). Le module initial avant de´formation croˆıt tout naturellement avec
le taux de charges (passant de 1MPa a` 8% a` 7.8MPa a` 26%) puis chute avec la de´formation
proportionnellement a` la dissipation d’e´nergie associe´e. La courbe II.7(b) de´crivant le module
de perte H en fonction de la de´formation pre´sente un pic de dissipation d’e´nergie propre a` la
perte de module e´lastique. On met en e´vidence l’ampleur de la non-line´arite´ avec la fraction
volumique, a` temps de me´langeage e´quivalent, en soulignant l’intensite´ de la chute de mo-
dule e´lastique avec la de´formation (figure II.7(a)) (Le me´lange charge´ a` 26% voit son module
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chuter de manie`re significative entre 0.1% et 45% de de´formation contrairement au me´lange
charge´ a` 8%).
De plus, cet effet d’amplification de la non line´arite´ avec la fraction volumique est lar-
gement influence´ pour des fractions volumiques de´passant une certaine valeur appele´e seuil
de percolation qui sera plus pre´cise´ment aborde´e dans le paragraphe II.3.3. En effet sur la
courbe II.7(a) on note une quasi inde´pendance du module e´lastique avec la de´formation pour
des me´langes dont la fraction volumique de noir de carbone est infe´rieure a` 14%. De meˆme,
la courbe II.8(a) de´crivant l’e´volution du facteur de perte avec la de´formation pour la se´rie
A, pre´sente deux groupes de courbes de part et d’autre du seuil de percolation se distinguant
par leur capacite´ respective a` dissiper plus (V vNC > V v
perco
NC ) ou moins (V vNC < V v
perco
NC )
d’e´nergie sous sollicitation.
L’effet Payne est donc largement influence´ par la fraction volumique qui, en augmentant,
croˆıt les surfaces de contact charges/polyme`re dans le mate´riau a` l’origine probable de ce
phe´nome`ne, mais e´galement par la morphologie du re´seau de charges au sein de la matrice
polyme`re a` travers la notion de percolation (paragraphe II.3.3).
En comple´ment de la percolation, on a e´galement la dispersion des charges qui de´crit la
morphologie de la microstructure et qui joue un roˆle non ne´gligeable sur le comportement
me´canique. On relie la dispersion des charges au temps de me´langeage et au taux de charges.
A iso-fraction volumique (14% et 20%), le module e´lastique initial diminue avec l’ho-
moge´ne´isation de la microstructure (temps de me´langeage croissant). En effet, pour une frac-
tion volumique de 20% (figure II.10) le me´lange de la se´rie A, correspondant a` un temps de
me´langeage court (cinq minutes), est plus rigide (4.4MPa) que le me´lange de la se´rie B, cor-
respondant a` un temps de me´langeage deux fois plus long et donc plus homoge`ne (3.6MPa).
Cet effet s’amplifie avec la fraction volumique de charges.
Les effets de la fraction volumique de charges et du processus de me´langeage sont associe´s
a` de fortes dissipations d’e´nergie (figures II.8(a) et II.9(b))
Une dernie`re remarque concerne les me´langes de la se´rie E (14 et 20%) correspondant a`
une modification de l’interaction charges/polyme`re. Le comportement de cette se´rie semble
se rapprocher de celui de la se´rie B dans le cas d’un taux de charges de 20% et au contraire,
dans le cas d’une fraction de charges de 14%, se rapprocher de celui de la se´rie C, associe´e
a` la microstructure la plus homoge`ne. La modification de l’interaction charge/polyme`re par
une technique propre a` la se´rie E semble ne plus fonctionner pour des fractions volumiques
supe´rieures au seuil de percolation.
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(a) Module e´lastique - se´rie A.
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Fig. II.7 – Modules obtenus par des essais dynamiques (viscoanalyseur) en fonction de la
de´formation pour plusieurs fractions volumiques de noir de carbone.
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Fig. II.8 – Modules obtenus par des essais dynamiques (viscoanalyseur) en fonction de la
de´formation pour plusieurs fractions volumiques de noir de carbone.
II.2. COMPORTEMENT ME´CANIQUE DES E´LASTOME`RES CHARGE´S 19
E 0.14
C 0.14
B 0.14
C 0.20
E 0.20
B 0.20
ε(%)
G
′
′
(M
P
a)
1001010.1
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
(a) Module de perte - se´ries B, C et E.
E 0.14
C 0.14
B 0.14
C 0.20
E 0.20
B 0.20
ε(%)
H
1010.1
0.42
0.4
0.38
0.36
0.34
0.32
0.3
0.28
0.26
0.24
(b) Facteur de perte - se´ries B, C et E.
Fig. II.9 – Modules obtenus par des essais dynamiques (viscoanalyseur) en fonction de la
de´formation pour plusieurs fractions volumiques de noir de carbone.
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Fig. II.10 – Influence de la fraction volumique de charges et du processus de me´langeage
sur la non-line´arite´ - e´volution du module e´lastique initial en fonction de la de´formation.
II.2.3 Mesures de re´sistivite´
Une large campagne d’essais a e´te´ mene´e dans le cadre de la the`se de G. Pe´castaings
[Pe´castaings, 2005] qui s’inte´ressait a` la caracte´risation microstructurale des e´lastome`res
charge´s en noir de carbone dans l’ide´e d’apporter les pre´mices de la compre´hension des ori-
gines microscopiques au macro-comportement. Il a en effet mis en e´vidence les effets des
conditions de me´langeage sur la microstructure.
Des mesures de re´sistivite´ globale d’e´chantillons macroscopiques s’accompagnent de me-
sures de re´sistivite´ locales sur des lames minces. Les mesures macroscopiques permettent
d’identifier les me´langes percolant e´lectriquement par une chute de re´sistivite´ a` la fraction
volumique de percolation. On distingue les me´langes isolants et conducteurs posse´dant res-
pectivement un taux de charges en de´c¸a` et au dela` de la fraction volumique de percolation. Les
mesures de resistivite´ locales sur lames minces d’e´paisseurs croissantes (80 < e < 1000nm),
quant a` elles, permettent entre autre, de mettre en e´vidence la fraction de surface connecte´e
dans le me´lange en fonction de l’e´paisseur et donc des longueurs de corre´lation du re´seau de
charge dans les me´langes.
L’ensemble des re´sultats de tous ces essais permettra la validation du mode`le de micro-
structure en terme de percolations locale et globale. Quelques essais de re´sistivite´ ont e´te´
reproduits sur les me´langes de l’e´tude. Les re´sultats sont syste´matiquement confronte´s aux
essais dynamiques pour mieux comprendre la microstructure.
La courbe II.11 de´crit l’e´volution de la re´sistivite´, en fonction de la fraction volumique de
noir de carbone. La se´rie A pre´sente, contrairement aux autres se´ries, une chute significative
de sa re´sistivite´ avec la fraction volumique de charges. Cette chute marque la transition iso-
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Fig. II.11 – Mesures de re´sistivite´ effectue´es sur les me´langes de l’e´tude (Se´ries A,B,C et
E).
lant/conducteur du me´lange a` la fraction volumique de percolation qui est ici de l’ordre de
14%. La se´rie A est donc l’unique se´rie posse´dant un re´seau continu de ses charges au-dela`
de cette fraction volumique de percolation. En relation avec les re´sultats des essais dyna-
miques, on constate que les parame`tres de percolation et de dispersion des renforts ont des
effets inverses sur l’effet Payne. En dispersant davantage les charges, le re´seau aura moins
tendance a` cre´er des chemins percolants a` grande e´chelle. Les me´langes percolants de la se´rie
A, associe´s a` une dure´e de me´lange courte (5mn) et donc a` une mauvaise homoge´ne´isation
de la microstructure, pre´sentent la non-line´arite´ la plus marque´e.
Concernant les trois autres se´ries B, C et E ; les re´sistivite´s sont identiques a` 14% de
charges et se diffe´rencient a` 20%. En effet, les me´langes des se´ries B et E ont une resis-
tivite´ qui diminue contrairement a` la se´rie C qui conserve la meˆme valeur. Cette absence
de connexion du re´seau de charges avec la fraction volumique pour la se´rie C est a` relier
au processus de me´langeage particulier de cette se´rie (me´langeage accru) qui tend a` ho-
moge´neiser fortement la microstructure. En rapport aux re´sultats d’essais dynamiques, cette
se´rie pre´sente e´galement le module initial le moins sensible a` la fraction volumique (figure
II.10) et la non line´arite´ la moins marque´e.
La microstructure reste un e´le´ment qu’il ne faut en aucun cas e´carter afin de mieux
cerner les phe´nome`nes macroscopiques observe´s sur les essais dynamiques et les mesures de
re´sistivite´. On propose, dans les paragraphes qui suivent de de´finir chacun des constituants
de la microstructure des e´lastome`res charge´s ainsi que les phe´nome`nes d’interaction entre
constituants.
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II.3 Les e´lastome`res charge´s
II.3.1 Les polyme`res
a) De´finition
Les polyme`res se pre´sentent sous la forme de chaˆınes macromole´culaires de diffe´rentes
longueurs, chacune e´tant replie´e sur elle-meˆme au repos sous forme de pelote statistique.
La chaˆıne macromole´culaire est constitue´e d’un e´le´ment de base structurel appele´ monome`re
re´pe´te´ plusieurs fois selon le degre´ de polyme´risation. On distingue trois grandes familles de
polyme`res ; les thermodurcissables, les thermoplastiques et les e´lastome`res. Les e´lastome`res
constituent le mate´riau principal de la gomme des pneumatiques. Dans le cas pre´sent,
l’e´lastome`re de la matrice enrobant les renforts de noir de carbone est un SBR (Styre`ne-
Butadie`ne) qui est un copolyme`re de synthe`se dont les proprie´te´s me´caniques et e´lectrique
sont re´pertorie´es dans le tableau II.4.
proprie´te´s notations valeurs
conductivite´ e´lectrique λ (ohm.cm−1) 10−14
module d’Young E (MPa) ' 3.0
coefficient de Poisson ν 0.49983
module de compressibilite´ K (MPa) 3000
module de cisaillement G (MPa) 1
Tab. II.4 – Caracte´ristiques de l’e´lastome`re de l’e´tude.
b) Les e´lastome`res
L’e´lastome`re constitue en moyenne 40 a` 50% des e´lastome`res charge´s, en masse. Lors de
sollicitations, pour pouvoir de´ployer comple`tement ses chaˆınes sans les faire glisser ni suppri-
mer leur flexibilite´ l’e´lastome`re doit eˆtre vulcanise´. On ajoute alors au me´lange des particules
de soufre qui vont s’introduire entre les chaˆınes cre´ant des ponts rigidifiant la structure d’en-
semble. Le comportement des e´lastome`res est largement influence´ par la tempe´rature et la
fre´quence de sollicitation.
A partir de la courbe de´crivant l’e´volution du module e´lastique avec la tempe´rature, on
de´finit trois zones de comportement lie´s a` la structure de l’e´lastome`re (figure II.3). Dans les
premie`res gammes de tempe´rature, on a la zone vitreuse pour laquelle la mobilite´ des chaˆınes
est tre`s limite´e. En effet l’agitation thermique est trop faible pour surmonter les forces d’in-
teraction entre les chaˆınes. On obtient un re´seau rigide, ce qui conduit a` un module e´lastique
e´leve´ et a` une faible dissipation d’e´nergie.
Puis vient la zone dite de transition vitreuse (ou zone viscoe´lastique) qui constitue l’un
des trois phe´nome`nes thermiques principaux avec la cristallisation et la fusion. Cette zone
de´finie par la tempe´rature TG est caracte´rise´e par une chute de module e´lastique et une
augmentation de la dissipation d’e´nergie, qui se traduit par une augmentation de la mobilite´
des chaˆınes. La tempe´rature de transition vitreuse TG est le point maximum d’amortissement.
Enfin apparaˆıt la zone caoutchoutique pour laquelle la valeur du module e´lastique de´pend
e´troitement du taux de re´ticulation. En effet, dans cette zone, les encheveˆtrements entre
chaˆınes augmentent, cre´ant des points de pontage ou points de re´ticulation. La dissipation
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d’e´nergie dans cette zone est minimale.
Pour augmenter les proprie´te´s me´caniques des e´lastome`res, on introduit des renforts de
diffe´rentes sortes (fibres, particules, nanotubes ...) et de diffe´rentes natures (textiles, verres,
me´talliques ...). On obtient alors un composite. Dans le mate´riau d’e´tude, des particules de
noir de carbone renforcent la matrice e´lastome`re qui les maintient dans une forme compacte.
De ces interactions avec la matrice de´pendent fortement les performances du me´lange.
II.3.2 Les charges de noir de carbone
Le noir de carbone se pre´sente sous diffe´rentes formes (figure II.12), on s’inte´resse ici aux
particules de carbone qui renforcent classiquement la matrice e´lastome`re des pneumatiques,
le terme charge sera re´gulie`rement e´voque´ dans ce rapport.
Fig. II.12 – Quelques formes de noir de carbone (de gauche a` droite) : diamant, graphite,
fulle´re`ne, nanotube (source :http ://www.seed.slb.com/fr/scictr/watch/fullerenes/index.htm.)
La charge est un terme ge´ne´rique et sa signification e´volue selon l’interlocuteur. Plus
ge´neralement, on peut parler de charge pour de´finir a` la fois la particule, l’agre´gat ou encore
l’agglome´rat. Plus pre´cise´ment, on choisit ici de de´finir l’agre´gat comme la charge de noir de
carbone.
a) La particule de noir de carbone
La particule de noir de carbone, assimile´e a` une sphe`re, se pre´sente sous forme d’un
ensemble de plans graphitiques de´sordonne´s qui lui confe`rent un e´tat hors e´quilibre, a` l’oppose´
de la mole´cule de graphite qui est l’e´tat naturel du carbone. La figure II.13(b) pre´sente le
mode`le ge´ome´trique d’une particule de noir de carbone [?]. Ces plans graphitiques posse`dent
des structures aromatiques excepte´ aux bords ou` les atomes pre´sentent une certaine re´activite´
permettant l’association de plusieurs particules. L’e´tat hors e´quilibre de la particule de noir
de carbone lui impose d’interagir avec une autre particule pour former la plus petite entite´
structurante qu’est l’agre´gat. La taille d’une particule de carbone peut varier entre 10 et
45nm de rayon.
b) L’agre´gat de noir de carbone
L’agre´gat de noir de carbone est compose´ en moyenne de plusieurs dizaines de particules
quasiment sphe´riques (figure II.14), ce nombre variant selon le type d’agre´gat. Le proce´de´
de fabrication conditionne l’interaction entre particules au sein de l’agre´gat. En effet, les
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(a) Structure turbostratique. (b) Sche´ma simplifie´.
Fig. II.13 – Morphologie de la particule de noir de carbone.
particules sont en simple contact ou fusionnent selon la nature de la liaison, de Van der Waals
ou covalente dans le cas de l’interpe´ne´tration. Les agre´gats des mate´riaux caoutchoutiques
actuels pre´sentent cette dernie`re configuration. L’enveloppe sphe´rique de l’agre´gat a un rayon
compris entre 100 et 900nm selon le type d’agre´gat. On parle e´galement d’agglome´rat a` une
e´chelle supe´rieure pour de´finir un amas d’agre´gats. L’agglome´rat ne sera pas traite´ ici. A une
e´chelle encore supe´rieure, on trouve la pellets de noir de carbone, contenant en moyenne une
centaine d’agglome´rats, utilise´e par les carbonniers. Cette pre´sentation compacte facilite le
transport et la manipulation du carbone qui n’est alors pas pulve´rulent. Les pellets ne se
retrouvent pas dans la microstructure finale, elles sont casse´es lors du me´langeage.
30nm
Fig. II.14 – Agre´gat de noir de carbone (particule en rouge).
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II.3.3 La percolation
La percolation rend compte de la connexion d’objets e´le´mentaires se re´percutant sur
la morphologie d’une microstructure sur plusieurs e´chelles. La percolation joue un roˆle en
ge´ne´ral important dans les proprie´te´s physiques des mate´riaux he´te´roge`nes. On diffe´rencie la
percolation me´canique de la percolation e´lectrique.
Dans le cas de la percolation e´lectrique, la fraction volumique de percolation obte-
nue par les essais de re´sistivite´, via la de´tection d’un seuil de conduction, n’implique pas
syste´matiquement le contact entre objets. La conduction e´lectrique se fait principalement
par effet tunnel, les e´lectrons sautent d’une particule a` une autre sur des distances de l’ordre
de l’Angstro¨m (0.1nm).
Concernant la percolation me´canique, il est plus difficile de de´finir un seuil. On ne com-
prend pas exactement tous les phe´nome`nes mis en jeu a` l’e´chelle locale (e´chelle de la charge).
On sait pour autant que les diffe´rents types d’e´lastome`res, lie´ et occlus, jouent un roˆle
pre´ponde´rant dans cette percolation.
II.3.4 Interaction Elastome`re/Charge
En ajoutant des charges de noir de carbone a` l’e´lastome`re, on observe l’apparition de zones
comple´mentaires entre les deux composants principaux. Ces zones microscopiques ont une in-
fluence sur le comportement me´canique macroscopique du mate´riau. On distingue l’e´lastome`re
occlus et l’e´lastome`re lie´ (figure II.15).
e´lastome`re lie´
e´lastome`re occlus
inter-agre´gats
e´lastome`re occlus
intra-agre´gats
Fig. II.15 – Structure d’un e´lastome`re charge´ - interaction e´lastome`re/charge.
a) L’e´lastome`re occlus
L’e´lastome`re occlus est l’e´lastome`re conside´re´ comme « bloque´ » entre les charges
empeˆchant alors son de´placement. Cet e´lastome`re contribue tre`s peu a` la de´formation ma-
croscopique du syste`me. On distingue deux sortes d’e´lastome`re occlus (figure II.15) : l’ intra-
agre´gat, occlus entre deux branches d’un meˆme agre´gat et l’inter-agre´gats, occlus entre deux
branches de deux agre´gats connecte´s. Dans le cas de faibles fractions volumiques de charges
de noir de carbone avec une bonne dispersion, apparaˆıt principalement de l’e´lastome`re occlus
intra-agre´gat. Pour des fractions volumiques de noir plus grandes, apparaˆıt en comple´ment,
de l’e´lastome`re occlus inter-agre´gats. La teneur en e´lastome`re occlus varie selon les condi-
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tions de me´langeage et la structure de charge de noir de carbone (surface spe´cifique) qui aura
tendance a` augmenter la fraction volumique effective de charges [Medalia, 1970].
b) L’e´lastome`re lie´
L’e´lastome`re lie´ constitue une re´elle zone de transition entre la charge et la matrice
e´lastome`re (figure II.15). On mesure sa teneur expe´rimentalement en mettant l’e´lastome`re
charge´ en pre´sence d’un solvant qui va dissoudre l’e´lastome`re non lie´ de la structure
[Leblanc, 1997]. L’e´lastome`re lie´ n’est e´videmment pas dissous par le solvant en raison des
interactions physiques fortes entre l’e´lastome`re et la charge dans cette zone. La teneur en
e´lastome`re lie´ varie selon les conditions de me´langeage, la fraction volumique de noir de
carbone ou encore la structure de la charge.
Conclusion
Ce chapitre a permis de mettre en avant la proble´matique de la the`se. On a cherche´ ici a`
mieux comprendre les phe´nome`nes physiques macroscopiques, mis en e´vidence a` travers les
essais dynamiques et les mesures de resistivite´, en se penchant sur la microstructure. On a
plus pre´cise´ment e´tudie´ les constituants (e´lastome`re, charges de noir de carbone), leur inter-
action (gomme lie´e, occluse...) et leur agencement, c’est-a`-dire la dispersion des charges dans
la matrice e´lastome`re fonction du processus de me´langeage.
Deuxie`me partie
Mode´lisation de la
microstructure

La deuxie`me partie, consacre´e a` la mode´lisation de la microstructure, comporte
trois chapitres. Dans le premier chapitre (Chapitre III), on observe les microstruc-
tures en utilisant un microscope a` transmission puis on les caracte´rise morpholo-
giquement par les mesures de moments statistiques. On pre´sente dans le deuxie`me
chapitre (Chapitre IV) le mode`le de morphologie mathe´matique, retenu en premie`re
approximation, pour repre´senter la morphologie des phases de ce genre de micro-
structure multi-e´chelles. On propose e´galement une me´thode d’identification des
parame`tres de ce mode`le sur les images de microscopie a` transmission. Enfin, dans
le dernier chapitre (Chapitre V), on cherche a` ame´liorer ce dernier mode`le afin d’ob-
tenir une microstructure simule´e la plus repre´sentative possible du point de vue
morphologique.

Chapitre -III-
Observation et caracte´risation
de la microstructure
On pre´sente ici les e´tapes pre´liminaires a` l’identification du mode`le morphologique pre´sente´
dans le chapitre IV. On souhaite ici caracte´riser mathe´matiquement la morphologie des mi-
crostructures propose´es, a` partir d’observations au microscope e´lectronique a` transmission.
L’accent sera mis sur l’importance des traitements apporte´s aux images (segmentation) pour
faciliter la caracte´risation en minimisant les erreurs associe´es aux mesures morphologiques.
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III.1 Observation et identification de la microstructure
III.1.1 Observations MET
Un nombre suffisant d’e´chantillons est pre´vu afin d’obtenir une caracte´risation
repre´sentative de la morphologie (tableau III.1).
Se´ries A B C E
0.08 40
0.14 18 45 45 40
0.20 12 45 45 40
Tab. III.1 – Nombre d’e´chantillons par me´lange.
L’ensemble des observations, incluant la pre´paration des lamelles, a e´te´ effectue´ au
Centre de Technologie de Ladoux (Michelin). Les lamelles d’observation ont une e´paisseur
moyenne de 40nm de´coupe´es au microtome, e´quipe´ d’un couteau en diamant, sous conditions
cryoge´niques. Les conditions cryoge´niques permettent d’ame´liorer la pre´cision et d’acce´le´rer
la de´coupe. Les cliche´s obtenus au microscope a` transmission (MET) sont des images en
nuances de gris (16 bits) de 512pixels × 512 pixels avec une re´solution de 3.2nm par pixel.
(a) V vNC = 0.08. (b) V vNC = 0.20.
Fig. III.1 – Cliche´s de la se´rie A.
Les figures III.1(a) et III.1(b) sont des exemples de cliche´s obtenus respectivement pour
les se´ries A8% et A20%. La qualite´ des images diffe`re de manie`re significative d’un me´lange a`
l’autre selon le taux de noir de carbone. Pour des me´langes a` fort taux de charges, la de´coupe
au microtome pre´sente plus de difficulte´s et engendre en surface des irre´gularite´s qui rendra
le traitement de segmentation, a posteriori, plus complexe. Des diffe´rences de contraste entre
des images d’un meˆme me´lange peuvent s’expliquer par des re´glages diffe´rents du microscope
entre deux prises. On note e´galement pour la majorite´ des me´langes, la pre´sence de taˆches
blanches sur les cliche´s qui caracte´rise le noir de carbone arrache´ lors de la de´coupe. Les
cliche´s obtenus sont de toute e´vidence de bonne qualite´ par rapport a` la difficulte´ de la
manipulation. Il est ne´anmoins ne´cessaire d’appre´cier justement la qualite´ des images afin
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de de´finir le traitement de segmentation le plus approprie´ pour minimiser les erreurs sur la
caracte´risation morphologique (paragraphe III.3).
III.1.2 Ele´ments de la microstructure
On identifie sur les images MET les trois e´le´ments principaux de la microstructure (figure
III.2). La particule, quasiment sphe´rique, qui est la plus petite entite´ physique ; l’agre´gat
qui se de´finit comme l’association d’au moins deux particules et qui repre´sente le plus petit
e´le´ment structurant de la microstructure et la matrice polyme`re enrobant les agre´gats de
noir de carbone. Pour caracte´riser la morphologie, telle que la dispersion des charges dans la
matrice, on de´cide dans un premier temps de binariser les images MET selon un algorithme
de segmentation de´crit dans le paragraphe suivant.
particule
agre´gat
matrice
Fig. III.2 – Zones de la microstructure - cliche´ Se´rie A (V vNC = 0.2)
III.2 Segmentation des images MET
La segmentation transforme ici une image de´crite en nuances de gris (16 bits) en image bi-
naire (8 bits) en vue de l’analyser. L’algorithme de segmentation doit prendre en conside´ration
la qualite´ des images et chercher a` minimiser la perte d’informations sur la microstructure
engendre´e par la simplification de l’image due a` la transformation.
III.2.1 Notions ge´ne´rales
a) Filtrage
L’ope´ration de filtrage dans une image s’applique en ge´ne´ral dans deux cas de figures :
pour e´liminer le bruit d’une image afin d’en ame´liorer le contraste ou encore lorsqu’on de´sire
extraire un objet de cette image. En effet dans une image en nuances de gris on peut choisir
de faire ressortir les objets de niveaux de gris clairs ou au contraire de niveaux fonce´s. Dans
ces deux cas on choisira d’appliquer un chapeau haut de forme [Serra, 1982]. Le filtre chapeau
haut de forme et plus pre´cise´ment le chapeau haut de forme noir (black top hat) qui permet
d’extraire les zones sombres de l’image sera aborde´ dans le paragraphe III.2.2.
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b) Seuillage
Une image peut eˆtre de couleur ou en nuances de gris. Dans les deux cas, chaque couleur
ou niveau de gris est associe´ a` un label de´fini par un nombre entier. Une image peut eˆtre
repre´sente´e par un histogramme sur lequel on peut lire le nombre de pixels par label. Dans
le cas d’images en niveaux de gris, de format 16 bits, les labels sont compris entre 0 (noir) et
255 (blanc).
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(a) Histogramme de l’image de la figure III.3(b).
(b) Image. (c) Image binaire.
Fig. III.3 – Exemple de seuillage.
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Le seuillage est l’ope´ration qui consiste au choix du niveau de gris, et donc d’un label, sur
l’histogramme de l’image qui caracte´rise la partie de l’image qu’on de´sire selectionner. Par ce
traitement, on obtient une image binaire en format 8 bits avec les seuls labels 0 (noir) et 1
(blanc). Dans le cas de l’exemple (Figure III.3(b)), on choisit de seuiller l’image a` un label de
150 choisi sur l’histogramme qui lui est associe´ (figure III.3(a)). L’image obtenue est telle que
toutes les parties de l’image posse´dant un label infe´rieur a` 150 sont noires et celles affecte´es
d’un label supe´rieur a` 150 sont blanches (Figure III.3(c)).
III.2.2 Mise en œuvre
On de´crit l’algorithme de segmentation finalement retenu en illustrant chaque e´tape par
les images interme´diaires obtenues sur le me´lange de la se´rie A charge´ a` 20%. Le traitement
a e´te´ applique´ sur l’ensemble des cliche´s pour chacun des me´langes par un processus semi-
automatique utilisant le logiciel de traitement et d’analyse d’images c©Micromorph de´veloppe´
au Centre de Morphologie Mathe´matique de l’E´cole des Mines de Paris - PariTech.
IMAGEfiltre me´dian
seuillage I
agre´gats arrache´s
S1
BTH
seuillage III
charges
S3
seuillage II
matrice
S2
union
marqueurs
watershed sur
gradient image
reconstruction IMAGEBINAIRE
Fig. III.4 – Algorithme de segmentation des images MET.
Dans un premier temps on de´bruite l’image par l’application d’un filtre me´dian qui va
chercher a` moyenner les labels environnant des pixels de l’image (figure III.5(b)). Concer-
nant la pre´sence de taches blanches sur les cliche´s, le choix ici a e´te´ d’assimiler ces taches
a` du noir de carbone afin de prendre en compte tous les agre´gats dans l’e´paisseur de la lamelle.
Un premier traitement vise a` extraire les charges de noir de carbone non arrache´es. On
applique sur l’image de´bruite´e un chapeau haut de forme par fermeture par un disque de
rayon 12 pixels qui permet de de´tecter les zones les plus sombres de l’image (figure III.5(c)).
On effectue un premier seuillage de l’image traite´e par un chapeau haut de forme de manie`re
a` extraire les charges de noir de carbone (figure III.5(d)). Le seuil est fixe´ a` 50, pour extraire
les pixels de niveau de gris supe´rieur a` 50. On effectue un second seuillage a` un niveau de
seuil e´gal a` 30 (figure III.5(e)), pour extraire les pixels de niveau de gris compris entre 0 et
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30. On e´rode ensuite l’image par un hexagone de coˆte´ 3 pixels.
Apre`s une union (figure III.5(f)) des deux images binaires pre´ce´dentes (figures III.5(d)
e´rode´e et III.5(e)), on de´termine la ligne de partage des eaux (« watershed ») du gradient
de l’image filtre´e (figure III.6(a)), en utilisant comme marqueurs l’image III.5(f). Par cette
ope´ration, on re´cupe`re la forme exacte des amas de noir de carbone. On reconstruit ensuite
l’image des bassins versants (inverse de la figure III.6(a)), en prenant comme marqueurs
l’image seuille´e, puis on dilate le re´sultat par un hexagone de coˆte´ de longueur 1 pixel (figure
III.6(b)).
Un deuxie`me traitement afin d’extraire les charges de noir de carbone, arrache´es lors de la
de´coupe au microtome, est propose´. On seuille l’image, pre´ce´demment de´bruite´e par un filtre
me´dian (figure III.5(b)), par un seuil de 185 afin de re´cupe´rer l’ensemble des taˆches claires
de l’image caracte´ristiques des agre´gats arrache´s (figure III.6(c)).
Le traitement final consiste a` re´unir les deux images seuille´es caracte´risant respectivement
les agre´gats arrache´s et ceux encore pre´sents dans la lamelle d’observation apre`s la de´coupe
au microtome (figure III.6(d)).
Les neuf me´langes de l’e´tude ont e´te´ segmente´s selon la meˆme proce´dure en changeant
e´ventuellement certaines valeurs de seuils (S1 ou S2) selon la qualite´s des images (luminosite´
et contraste). L’annexe B propose les images segmente´es correspondant aux images MET de
la meˆme annexe pour l’ensemble des me´langes de l’e´tude.
Pour une majorite´ d’images, on a une le´ge`re sur-de´tection du noir de carbone qui se tra-
duit par un manque de pre´cision de la forme des particules au sein d’un agre´gat.
De toute e´vidence la segmentation des cliche´s MET reste une e´tape sensible. Le choix
de l’algorithme de segmentation, entraˆınant des images binaires peu diffe´rentes en premie`re
observation, peut engendrer des diffe´rences importantes sur l’analyse morphologique et donc
sur la caracte´risation de la microstructure. Dans le paragraphe suivant on pre´sente l’analyse
morphologique des images MET binarise´es.
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(a) (b)
(c) (d)
(e) (f)
Fig. III.5 – Segmentation d’un cliche´ de la se´rie A20%. (a) : image initiale - (b) : application
d’un filtre me´dian de taille 3×3 - (c) : application d’un chapeau haut de forme par fermeture
de rayon 12 pixels - (d) : seuillage de l’image traite´e par un chapeau haut de forme - S = 30
- (e) : seuillage de l’image traite´e par un chapeau haut de forme - S = 50 - (f) : Union des
images binaires (d) et (e).
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(a) (b)
(c) (d)
Fig. III.6 – Segmentation d’un cliche´ de la se´rie A20% (suite). (a) : application d’un
watershed sur le gradient de l’image III.5(f) - (b) : image des particules sombres de noir de
carbone - (c) : extraction des agre´gats arrache´s par seuillage - S = 185 - (d) : re´sultat de la
segmentation.
III.3 Caracte´risation morphologique
Pour de´crire mathe´matiquement la morphologie on utilise les outils d’ope´rations ensem-
blistes de la morphologie mathe´matique [Matheron, 1967] [Matheron, 1975] [Serra, 1982]. En
effet, le principe de la morphologie mathe´matique est de comparer les objets a` de´crire a`
d’autres objets que sont les e´le´ments structurants. De cette comparaison re´sulte une image
modifie´e contenant une partie de l’information ne´cessaire a` la caracte´risation morphologique.
III.3.1 Notions ge´ne´rales
a) La capacite´ de Choquet
Pour caracte´riser un ensemble A (inclusions) dans un espace E (matrice et inclusions,
E = A ∪ Ac) on teste les positions mutuelles d’un ensemble K, appele´ e´le´ment structurant,
et de A en re´pondant principalement a` deux questions (figure III.7).
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E
A
K
K est disjoint de A, (K ∩A = ∅) ?
K rencontre A, (K ∩A 6= ∅) ?
Fig. III.7 – Capacite´ de Choquet.
Cette caracte´risation passe par l’e´tude de la capacite´ de Choquet note´e T (K)
[Matheron, 1975] d’un ensemble A (e´quation III.1). La capacite´ de Choquet peut e´galement
eˆtre obtenue comme la fraction volumique de l’ensemble A dilate´ par le compact K (e´quation
III.2)
T (K) = P{K ∩A 6= ∅}
= 1− P{K ∈ Ac}
= 1−Q(K) (III.1)
T (K) = V v(A⊕ K˘) (III.2)
b) La covariance (ou moment d’ordre deux)
Si l’ensemble K est un bi-point distant de h, alors la capacite´ de Choquet s’exprime en
fonction de la covariance (e´quation III.3).
T (K) = T ({x, x+ h}) = P{x ∈ A ∪A−h}
= 1− P{x ∈ Ac ∩ (Ac)−h}
= 1−Q(x, x+ h) (III.3)
Q(x, x+h) est la covariance du comple´mentaire de l’ensemble A a` savoir Ac. Elle de´pend
de la valeur de h et de sa direction dans l’espace E. En pratique, la covariance correspond
a` la fraction surfacique du biphase´ dans l’intersection de l’image avec son translate´. Par la
suite, on choisit de manipuler la covariance de l’ensemble comple´mentaire dont on connaˆıt
les expressions analytiques pour les mode`les de repre´sentation de microstructures e´tudie´s
(Chapitre 4). Lorsque K est un tri-point (par exemple un triangle isoce`le ou e´quilate´ral),
on parlera de moment d’ordre trois. La covariance s’exprime en fonction du covariogramme
ge´ome´trique des grains primaires dans le cas d’un sche´ma boole´en.
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c) Le covariogramme ge´ome´trique
Le covariogramme ge´ome´trique d’un ensemble de grains A est la mesure de Lebesgue
µd dans Rd de l’e´rode´ de l’ensemble A (e´quation III.4). La mesure de Lebesgue est ho-
moge`ne a` une surface pour d = 2 et a` un volume pour d = 3. En pratique le covariogramme
ge´ome´trique correspond a` l’aire de l’intersection d’un grain avec son translate´ (figure III.8).
Plus ge´ne´ralement on travaille avec le covariogramme normalise´ (e´quation III.5). Le covario-
gramme normalise´ caracte´rise le grain.
K(h) = µd(A ∩A−h)
= µd(A−h) (III.4)
r(h) =
K(h)
K(0)
=
µd(A ∩A−h)
µd(A)
(III.5)
h
K(h)
K(0) = Aire(A ∩X−0)
K(0) = Aire(A)
Fig. III.8 – Principe du covariogramme ge´ome´trique.
III.3.2 Mise en œuvre
On mesure la covariance et le moment d’ordre trois de chacune des images MET
segmente´es de chacun des me´langes sous Matlab en utilisant les outils du pack Image-
Proceeding1. La covariance et le moment d’ordre trois re´sultants sont, pour chacun des
me´langes, la moyenne des covariances et moment d’ordre trois individuels des images conte-
nues dans l’e´chantillon. L’e´chantillon d’images doit eˆtre suffisant en terme de nombre et de
taille d’images pour eˆtre conside´re´ comme repre´sentatif. La notion de repre´sentativite´ est une
notion importante dans l’e´tape de caracte´risation [Matheron, 1965].
a) Covariance
La figure III.9 pre´sente le fuseau de covariances des images du me´lange B20% et la
moyenne re´sultante avec les barres d’erreur associe´es. Sur la courbe de covariance moyenne,
on peut lire la longueur caracte´ristique ou porte´e. La longueur caracte´ristique est la longueur
1MathsWorks c©
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h pour laquelle la courbe de covariance atteint son palier C(h) = C(0)2. Dans le cas d’un
mate´riau a` plusieurs e´chelles, cette longueur de´finit la plus grande longueur caracte´ristique
du mate´riau.
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Fig. III.9 – Fuseau des covariances des cliche´s du me´lange B20%.
b) Moment d’ordre trois
La figure III.10 pre´sente le fuseau des courbes de moment d’ordre trois des images du
me´lange B20% et la moyenne re´sultante avec les barres d’erreur associe´es. Sur la courbe de
moment d’ordre trois moyenne, on peut lire la longueur caracte´ristique ou porte´e. La longueur
caracte´ristique est la longueur h pour laquelle la courbe de moment d’ordre trois atteint son
palier M(h) =M(0)3.
En the´orie, dans le cas d’une structure isotrope, les porte´es mesure´es sur la courbe de
covariance et sur le moment d’ordre trois sont identiques. Il est cependant inte´ressant dans le
cas contraire d’analyser de plus pre`s les porte´es mesure´es. Pour cela on fait appel aux bornes
des porte´es afin de ve´rifier le recouvrement des bornes pour la covariance et le moment
d’ordre trois. A` partir des barres d’erreur, on encadre la porte´e de la covariance par ses
bornes supe´rieure et infe´rieure. On mesure les porte´es supe´rieure et infe´rieure en tracant les
courbes de covariances borne´es et les paliers associe´s. En annexe (Annexe C) se trouvent les
re´sultats des courbes de covariance et de moment d’ordre trois de l’ensemble des me´langes
de l’e´tude.
Les bornes supe´rieure et infe´rieure de la porte´e ainsi que la moyenne sur l’ensemble des
images ont e´te´ mesure´es pour l’ensemble des me´langes sur les courbes de covariance et de
moment d’ordre trois. La porte´e finalement retenue re´sulte de la moyenne des porte´es entre
la covariance et le moment d’ordre trois. Pour l’ensemble des me´langes, on a un recouvrement
des porte´es, ce qui rend pertinentes les mesures de covariance et de moment d’ordre trois des
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Fig. III.10 – Fuseau des moments d’ordre trois des cliche´s du me´lange B20%.
images MET segmente´es.
On peut tracer l’e´volution de la porte´e en fonction du temps de me´langeage pour deux
fractions volumiques 14% et 20% (Figures III.12(a) et III.12(b)) et en fonction de la fraction
volumique pour un temps de me´langeage donne´ (figures III.13).
La porte´e de´croˆıt avec le temps de me´langeage pour les me´langes charge´s a` 14% (figure
III.12(a)) et augmente pour les me´langes charge´s a` 20% (figure III.12(b)). La porte´e de´croˆıt
e´galement avec la fraction volumique pour les me´langes de la se´rie A (figure III.13). On
sait que la dispersion des charges dans le me´lange est, en plus du temps de me´langeage,
e´galement due aux forces de cisaillement entre charges qui tend a` homoge´ne´iser le me´lange.
Plus on met de charges, plus les forces de cisaillement sont importantes. Cette de´croissance de
la porte´e s’atte´nue ne´anmoins pour des taux compris entre 14 et 20%. En effet, l’ame´lioration
de l’homoge´ne´isation du me´lange avec la fraction volumique voit son effet diminuer pour de
plus forts taux, duˆ a` une geˆne des charges entre elles.
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(b) Moment d’ordre trois.
Fig. III.11 – Principe de la de´termination des bornes de la porte´e.
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(b) V vNC = 0.20.
Fig. III.12 – Evolution de la porte´e en fonction du temps de me´langeage a` fraction volumique
de charges donne´e.
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Fig. III.13 – Evolution de la porte´e en fonction de la fraction volumique pour la se´rie A.
Conclusion
On a caracte´rise´ mathe´matiquement certains aspects de la morphologie de la micro-
structure en analysant les images obtenues au microscope e´lectronique a` transmission
pre´alablement segmente´es. La segmentation reste un point sensible que l’on pourrait e´carter
en imaginant analyser directement des images en nuances de gris. L’ensemble des donne´es
vont eˆtre utilise´es dans le chapitre suivant pour mode´liser la microstructure et plus exactement
identifier les parame`tres du mode`le.
Chapitre -IV-
Mode´lisation de la
microstructure et me´thode
d’identification des parame`tres
Apre`s avoir observe´ et caracte´rise´ la microstructure par l’analyse des images MET binarise´es ;
l’objectif, a` pre´sent, est de pouvoir simuler cette microstructure en la mode´lisant par des outils
de la morphologie mathe´matique. Ce chapitre se fixe comme objectif de pre´senter le mode`le
multi-e´chelles de base de ce type de microstructure ainsi que la me´thode adopte´e pour identifier
les parame`tres.
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IV.1 Mode´lisation de la microstructure
IV.1.1 Processus ponctuel de Poisson
On utilise un mode`le probabiliste obtenu par implantation de grains primaires sur des
germes ponctuels ale´atoires (points). Les processus ponctuels sont a` la base de la plupart des
mode`les d’ensembles ale´atoires. L’un des mode`les les plus connus est le processus d’implan-
tation de points selon une loi de Poisson. On introduit la probabilite´ P (N) qui correspond
a` la probabilite´ que N points Poissonniens soient implante´s dans un volume V (e´quation
IV.1). La loi de Poisson est de parame`tre θV et les espe´rance et variance sont confondues.
Les coordonne´es de chaque point sont tire´s ale´atoirement selon une loi uniforme. Le processus
de Poisson est bien adapte´ aux structures ale´atoires et isotropes, il est a` la base de la plu-
part des mode`les probabilistes [Serra, 1982], [Stoyan et al., 1995]. L’utilisation du processus
de Poisson pour la ge´ne´ration de polygones de Voronoi selon une triangulation de Delaunay
est suˆrement la plus connue.
P (N) = exp(−θV )(−θV )
N
N !
(IV.1)
IV.1.2 Sche´ma boole´en
Un sche´ma boole´en est l’union des grains implante´s aux points poissonniens. Le
sche´ma boole´en introduit par G.Matheron [Matheron, 1967] [Matheron, 1975] [Serra, 1982]
[Jeulin, 1991], mode`le de base de la morphologie mathe´matique, est bien adapte´ a` la des-
cription d’ensemble biphase´s de morphologies diverses. Le sche´ma boole´en est surtout utilise´
quand l’une des phases se de´tache nettement sur un fond uniforme sans qu’apparaissent de
regroupements en amas. Le sche´ma boole´en se construit en deux e´tapes :
– implantation de points suivant un processus de Poisson de densite´ θ,
– en chaque point du processus de Poisson, germination d’un grain primaire ale´atoire
dont la forme est connue (polye`dre, sphe`re, etc...)
Fig. IV.1 – Simulation d’un sche´ma boole´en de sphe`res - Micromorph c©.
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Dans le sche´ma boole´en ge´ne´ral, les grains primaires A′ sont quelconques, par exemple
une population de sphe`res de rayons ale´atoires suivant une loi exponentielle. Dans le mode`le
boole´en il peut y avoir inter-pe´ne´tration des grains entre eux, a` la diffe´rence d’un sche´ma de
boules dures pour lequel lors de l’implantation des points de Poisson une distance de re´pulsion
entre deux points distincts est impose´e. Le sche´ma boole´en de sphe`res est choisi dans le cadre
de l’e´tude (figure IV.1). Pour un volume V le nombre moyen de sphe`res implante´es est
N = θV . On relie la fraction volumique des sphe`res V v a` la densite´ de points de Poisson θ
via le volume moyen d’une sphe`re VS (e´quation IV.2).
1− V v = exp(−θVS) (IV.2)
A partir de la relation IV.3 exprime´e en fonction de la capacite´ de Choquet analytique
T (K) d’un sche´ma boole´en de grains primaires A′, on obtient la covariance d’un sche´ma
boole´en dans le cas ou` l’e´le´ment structurant K est un bipoint de longueur h (e´quation IV.4).
1− T (K) = (1− V v)
µ(A′⊕K)
µ(A′) (IV.3)
Q(h) = (1− V v)2−r(h) (IV.4)
avec r(h) le covariogramme ge´ome´trique normalise´ caracte´ristique du grain (III.2.3), qui
s’e´crit en fonction du covariogramme ge´ome´trique K(h) qui a comme expression dans le
cas d’une population de sphe`res ale´atoires de rayon R suivant une loi de probabilite´ f(x)
[Jeulin, 1991] (e´quation IV.5).
K(h) =
pi
6
(
∫ ∞
h
x3f(x)dx− 3h
2
∫ ∞
h
x2f(x)dx+
h3
2
∫ ∞
h
f(x)dx) (IV.5)
On exprime alors le covariogramme ge´ome´trique normalise´ r(h) (e´quation IV.6), dans le
cas de sphe`res de rayon constant R (e´quation IV.7) avec K(0) =
4
3
piR3.
r(h) =
K(h)
K(0)
(IV.6)
 r(h) = 1− 3h4R + 116 h
3
R3
si h 6= 2R
0 sinon
(IV.7)
IV.1.3 Mode`le a` trois e´chelles
Pour de nombreux mate´riaux il est assez fre´quent de devoir utiliser une combinaison de
plusieurs ensembles ale´atoires pour les mode´liser [Jeulin and Le Coe¨nt, 1995] ; c’est le cas
des e´lastome`res charge´s qui pre´sentent plusieurs e´chelles identifie´es sur des images MET
dans le chapitre III. Le mode`le ici pre´sente´ [Savary, 1998] [Savary et al., 1999] [Delarue, 2001]
[Moreaud and Jeulin, 2005] est un mode`le qui re´sulte de la combinaison de plusieurs sche´mas
boole´ens. Les trois zones identifie´es au MET sont chacune repre´sente´es par un sche´ma boole´en
de sphe`res de rayon constant.
Un premier sche´ma boole´en de´finit l’e´chelle d’exclusion repre´sentant la matrice e´lastome`re
et qui, comme son nom l’indique, exclue toute pre´sence de charges (figure IV.2(a)). Un second
sche´ma boole´en de´finit l’e´chelle d’inclusion de´crivant les zones d’agre´gats de noir de carbone
(figure IV.2(b)). Enfin un troisie`me sche´ma boole´en repre´sente l’e´chelle des particules (figure
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IV.2(c)).
On implante les trois sche´mas boole´ens de sphe`res dans le volume d’e´tude V avec pour
chaque sche´ma un couple de parame`tres (θ,R) (tableau IV.1). Ce couple de parame`tres four-
nit la densite´ de Poisson du processus d’implantation des centres des sphe`res et leur rayon
qui est une donne´e ne´cessaire pour le processus de germination.
Exclusions Inclusions Particules
θe , Re θi , Ri θe , Rp
Tab. IV.1 – Parame`tres des sche´mas boole´ens de sphe`res pour chacune des e´chelles de la
microstructure.
(a) Exclusions. (b) Inclusions. (c) Particules.
Fig. IV.2 – Sche´mas boole´ens associe´s a` chaque e´chelle.
Deux choix sont propose´s pour de´finir le mode`le de combinaison des trois sche´mas
boole´ens ; le mode`le d’intersection des trois sche´mas (paragraphe a)) et le mode`le de Cox
(paragraphe b)) . Dans un souci de compre´hension on choisit ici de pre´senter le cas bidimen-
sionnel (figure IV.3).
(a) Exclusions. (b) Inclusions. (c) Particules.
Fig. IV.3 – Sche´mas boole´ens associe´s a` chaque e´chelle - cas 2D.
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a) Intersection des trois sche´mas boole´ens
Le mode`le multi-e´chelle de´fini pre´ce´demment peut eˆtre le re´sultat de l’intersection des
ensembles ge´ne´re´s par ces trois sche´mas (e´quation IV.8). Soient Ap, Ai, Ae respectivement
les ensembles, de particules, d’inclusions et d’exclusions. Les charges de noir de carbone
finalement re´cupe´re´es dans la microstructure re´sultante sont de´crites par l’ensemble ANC
(figure IV.4).
ANC = Ap ∩Ai ∩ (Ae)c (IV.8)
(a) Implantation des trois sche´mas. (b) Microstructure finale.
Fig. IV.4 – Mode`le d’intersection de trois sche´mas boole´ens.
Pour ce mode`le on exprime la fraction volumique finale comme e´tant le produit des trois
autres fractions (e´quation IV.9).
V vNC = V vp × V vi × (1− V ve) (IV.9)
L’utilisation de ce mode`le pre´sente l’avantage de connaˆıtre l’expression analytique de sa
covariance (e´quation IV.10). La covariance re´sultant de cette intersection est le produit des
trois covariances de chacun des sche´mas boole´ens (e´quation IV.11).
C(h) = Cp(h)× Ci(h)×Qe(h) (IV.10)

Cp(h) = Qp(h) + 1− 2× (1− V vp)
Ci(h) = Qi(h) + 1− 2× (1− V vi)
Qe(h) = (1− V ve)2−re(h)
(IV.11)
avec : {
Qp(h) = (1− V vp)2−rp(h)
Qi(h) = (1− V vi)2−ri(h) (IV.12)
Ce mode`le pre´sente l’inconve´nient de ne pas conserver la forme sphe´rique des particules
de carbone. Un autre mode`le est sugge´re´ afin de de´crire de manie`re plus re´aliste la forme des
particules. On parle de sche´ma boole´en construit sur un processus ponctuel de Cox.
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b) Mode`le de Cox
On implante les trois sche´mas boole´ens de sphe`res de´crivant chaque e´chelle et on ne
conserve finalement que les particules dont les centres sont place´s dans les zones de´crites
par l’intersection des ensembles d’inclusions et du comple´mentaire d’exclusions (Ai ∩ (Ae)c)
(figure IV.5).
(a) Implantation des trois sche´mas. (b) Microstructure finale.
Fig. IV.5 – Mode`le de Cox.
Ce mode`le pre´sentant l’avantage de conserver la forme sphe´rique des particules de noir
de carbone, il est tout naturellement retenu pour de´crire la morphologie de la microstructure
multi-e´chelles des e´lastome`res charge´s. Ce mode`le a e´te´ imple´mente´ dans Ze´BuLoN1 sous
forme de plugin en s’inspirant largement de l’algorithme de´crit par M. Moreaud et D. Jeu-
lin ([Moreaud, 2006]). Cette imple´mentation s’est faite en collaboration avec F. Nguyen de
l’e´quipe AMI2 qui centralise tous les de´veloppements en traitement d’images et repre´sentation
de microstructures au Centre des Mate´riaux. L’expression analytique de la covariance du
mode`le de Cox est difficilement exploitable. On choisit d’approximer cette dernie`re en pre-
nant l’expression de la covariance du mode`le issu de l’intersection des trois sche´mas.
Les parame`tres du mode`le de Cox vont eˆtre identifie´s selon une me´thode pre´cise a` partir
des images obtenues au microscope a` transmission. Les e´quations analytiques de la covariance
du mode`le d’intersection de sche´mas boole´ens vont cependant eˆtre corrige´es de manie`re a`
prendre en compte l’effet d’e´paisseur des cliche´s a` transmission. En effet, l’hypothe`se de
lame mince (50−75nm) pour un microscopiste, ne´cessite d’apporter une correction lorsqu’on
cherche a` mode´liser la microstructure. La particule ayant un diame`tre moyen de l’ordre de
30nm, on observe jusqu’a` deux particules dans l’e´paisseur de la lamelle.
IV.1.4 Correction d’e´paisseur
Sur les cliche´s MET on observe non pas un agencement bidimensionnel de particules mais
plutoˆt une vue en projection du mate´riau e´tudie´. Il est ne´cessaire de trouver les parame`tres
d’une lame infiniment mince. Il faut donc une correction d’e´paisseur, en conside´rant l’effet
1ENSMP, ONERA, NW-Numerics
2Analyse Microscopie Images
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de la dilatation par l’e´paisseur de la lame sur les particules sphe´riques [Savary et al., 1999].
La correction d’e´paisseur s’applique sur la fraction volumique et l’e´quation analytique de la
covariance.
a) Correction d’e´paisseur pour la fraction volumique
On conside`re le cas d’un mode`le a` une e´chelle et donc d’un sche´ma boole´en de densite´ θ et
de rayon constant R pour les sphe`res (les sphe`res sont note´es A′). Soient p et q respectivement
les fractions volumiques des charges de noir de carbone et de la matrice e´lastome`re qui ve´rifient
donc la relation p = 1 − q, q s’exprimant en fonction de la densite´ de Poisson θ (e´quation
IV.13).
q = exp(−θµ3(A′)) (IV.13)
Sur les cliche´s MET on mesure une fraction surfacique apparente p∗ = 1− q∗ qui corres-
pond a` la fraction volumique d’un sche´ma boole´en de sphe`res note´es A′⊕e de rayon constant
R dilate´es d’une longueur e e´quivalente a` l’e´paisseur de la lame, mais ayant la meˆme densite´
de Poisson θ que le sche´ma boole´en de sphe`res du mode`le.
On e´crit alors q∗ a` partir de la mesure non pas de la sphe`re du sche´ma boole´en mais de
la sphe`re dilate´e par un segment de longueur e :
q∗ = exp(−θµ3(A′ ⊕ e)) (IV.14)
En s’appuyant sur les e´quations IV.13 et IV.14 on obtient la relation IV.15. A partir de
l’expression de µ3(A′) (e´quation IV.16) on obtient finalement la relation de correction de la
fraction volumique q en fonction de l’e´paisseur e et du rayon des sphe`res R (e´quation IV.17).
q∗ = q
µ3(A
′⊕e)
µ3(A
′) (IV.15)
{
µ3(A′) = 43piR
3
µ3(A′ ⊕ e) = 43piR3 + epiR2
(IV.16)
q = (q∗)
1
1+ 3e
4R (IV.17)
b) Correction d’e´paisseur pour la covariance
Soit ANC ⊕e l’ensemble des charges de noir de carbone dilate´ d’une e´paisseur e (e´quation
IV.18). En faisant l’hypothe`se que les rayons des sphe`res des sche´mas boole´ens d’inclusions et
d’exclusions, ge´ne´rant les ensembles Ai et (Ae)c, sont tre`s grands devant la distance e, on ne
conside`re que la dilatation des particules dans l’e´paisseur (e´quation IV.19). On obtient donc
une nouvelle expression pour la covariance analytique du noir de carbone (e´quation IV.20).{
ANC ⊕ e = (Ap ∩Ai ∩ (Ae)c)⊕ e
ANC ⊕ e ⊂ (Ap ⊕ e) ∩ (Ai ⊕ e) ∩ ((Ae)c ⊕ e) (IV.18)
(Ap ∩Ai ∩ (Ae)c)⊕ e ' (Ap ⊕ e) ∩Ai ∩ (Ae)c (IV.19)
CNC⊕e(h) = Cp⊕e(h)× Ci(h)×Qe(h) (IV.20)
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On e´crit la covariance Cp⊕e(h) (e´quation IV.21) en fonction de Qp⊕e(h) (e´quation IV.22)
. {
Cp⊕e(h) = Qp⊕e(h) + 1− 2×Qp⊕e(0)
Cp⊕e(h) = Qp⊕e(h) + 1− 2× q∗ (IV.21)
Qp⊕e(h) = (q∗)
2−rA′p⊕e (h) (IV.22)
avec :  rA′p⊕e(h) =
KA′p⊕e
(h)
KA′p⊕e
(0)
KA′p⊕e(h) = KS(h) + e×KD(h)
(IV.23)
KS(h) est le covariogramme de sphe`res de rayon constant R et KD(h) celui de disques de
rayon constant R. {
KS(h) = 43piR
3 × (1− 3h4R + h
3
16R3
) pour h ≤ 2R
0 sinon.
(IV.24)
A partir de la de´finition du covariogramme ge´ome´trique normalise´ on obtient :
rA′p⊕e(h) =
KS(h) + e×KD(h)
KS(0) + e×KD(0) (IV.25)
A chaque e´chelle sont associe´s deux parame`tres ; le rayon des sphe`res R et la fraction
volumique V v. On a donc en tout, sans faire d’hypothe`se sur la microstructure, six parame`tres
contenus dans le mode`le et qui doivent eˆtre identifie´s.
IV.2 Me´thode d’identification des parame`tres du mode`le
IV.2.1 Algorithme d’identification
On diffe´rencie les parame`tres connus de ceux que l’on doit identifier (tableau IV.2). L’iden-
tification des parame`tres s’articule autour de deux e´tapes. Une premie`re consiste a` estimer
un jeu de parame`tres initial en ajustant la courbe de covariance analytique d’un mode`le d’in-
tersection de sche´mas boole´ens avec la courbe de covariance expe´rimentale moyenne.
Une seconde e´tape consiste, a` optimiser le jeu de parame`tres initial par rapport a` la cova-
riance et au moment d’ordre trois. Cette me´thode d’identification trouve son originalite´ dans
la seconde e´tape qui consiste a` optimiser sur des simulations de microstructures.
En effet, on compare les courbes de covariance et de moment d’ordre trois de coupes
e´paisses simule´es par le mode`le boole´en de Cox (MET nume´rique) aux courbes de covariance
et de moment d’ordre trois expe´rimentales moyennes. On choisit le me´lange de la se´rie B
charge´ a` 20% pour illustrer la de´marche.
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Parame`tres connus Parame`tres inconnus
e V vp, V ve
V vNC Ri, Re , V vi
Tab. IV.2 – Parame`tres a` identifier.
(I) (II)
ajustement des parame`tres
sur la covariance analytique
optimisation des parame`tres
sur la covariance et
le moment d’ordre 3
jeu de
parame`tres
ajuste´s
jeu de
parame`tres
initialisation
jeu de
parame`tres
identifie´s
Fig. IV.6 – Algorithme d’identification des parame`tres du mode`le de Cox.
IV.2.2 Ajustement analytique (I)
Dans cette e´tape on estime les parame`tres initiaux du mode`le (avant optimisation) en
ajustant les parame`tres de la covariance analytique du mode`le d’intersection de sche´mas
boole´ens sur la covariance expe´rimentale moyenne.
Me´lange B20%
V vp⊕e = 92.77% , Rp = 12.8nm
V vi = 47.09% , Ri = 47.55nm
V ve = 10.07% , Re = 87.71nm
Tab. IV.3 – Jeu de parame`tres ajuste´s sur la covariance analytique pour le me´lange B20%
En corrigeant la fraction volumique de particule V vp⊕e vis-a`-vis de l’e´paisseur (e´quation
IV.17) on obtient V vp = 48%. On obtient alors une fraction volumique de charges de noir de
carbone de 19.7% (e´quation IV.9), avec une erreur sur 1.5% sur celle du me´lange. Ce jeu de
parame`tres doit a` pre´sent eˆtre optimise´ sur les simulations de microstructures base´es sur le
mode`le de Cox.
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(b) Courbe d’erreur fonction du nombre d’ite´rations du calcul.
Fig. IV.7 – Re´sultat de l’ajustement de la covariance analytique sur la covariance
expe´rimentale pour le me´lange B20%.
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IV.2.3 Optimisation nume´rique (II)
On effectue une optimisation des parame`tres du mode`le sur les simulations de microstruc-
tures afin de soulever les approximations faites sur la covariance analytique. Les parame`tres
a` optimiser sont de´crits dans le tableau IV.8.
Parame`tres a` optimiser
V vp, V vi, V ve
Ri, Re, Rp
Fig. IV.8 – Parame`tres a` optimiser.
On effectue une comparaison entre la courbe de covariance moyenne d’une cinquantaine de
simulations et celle issue de l’expe´rience. L’optimisation s’effectue a` l’aide des outils d’optimi-
sation pre´sents dans Ze´BuLoN. Un fichier input Ze´BuLoN permet d’automatiser le processus
faisant appel a` c©Matlab pour les mesures de moments.
On simule des coupes e´paisses de 40nm d’e´paisseur que l’on projette ensuite dans le plan
qu’on de´cide d’appeler image MET nume´rique (figure IV.9).
En fonction de l’e´cart existant (erreur) entre les courbes de moments simule´es et
expe´rimentales, les valeurs des parame´tres sont (ou pas) incre´mente´s d’un pas de´fini selon
l’algorithme par la me´thode du gradient. On fixe l’erreur crite`re pour laquelle les parame`tres
sont optimise´s a` 10−5. Les figures IV.11 et IV.12(a) pre´sentent les re´sultats de covariance
et de moment d’ordre trois optimise´s. La figure IV.12(b) pre´sente l’e´volution de l’erreur du
calcul d’optimisation en fonction du nombre d’ite´rations.
Cette e´tape d’optimisation permet de lever les deux principales approximations faites sur
le mode`le. D’une part, on utilise la covariance analytique du mode`le d’intersection de trois
sche´mas boole´ens pour le mode`le de Cox ; d’autre part, on fait le choix de ne´gliger la taille
des sphe`res d’inclusion et d’exclusion par rapport a` l’e´paisseur de la lamelle d’observation
MET.
Pour permettre la validation du mode`le morphologique identifie´, on mesure en post-
processing les courbes d’ouverture et de fermeture expe´rimentales et issues des simulations
avec le jeu de parame`tres finalement optimise´ (figures IV.13(a) et IV.13(b)).
L’ouverture (ou la fermeture) correspond a` une e´rosion (ou une dilatation) par un e´le´ment
structurant de forme et de taille de´finies suivie d’une dilatation (ou d’une e´rosion) par ce meˆme
e´le´ment. Dans le cas de l’ouverture, tous les objets de tailles infe´rieures a` la taille de l’e´le´ment
structurant se voient alors disparaˆıtre. On obtient ces courbes en ouvrant (ou fermant) les
images par un disque de diame`tre croissant dont la valeur est de´finie en abscisse. L’ordonne´e
correspond alors a` la fraction surfacique de l’image apre`s ouverture (ou fermeture).
L’ide´e est donc de confronter ces courbes expe´rimentales et issues de la simulation pour
chacune des ope´rations (ouverture et fermeture) afin de valider l’identification. La confron-
tation passe notamment par la mesure de l’e´cart relatif entre les donne´es expe´rimentales et
issues de la simulation des courbes normalise´es d’ouverture (e´quation IV.26) et de fermeture
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(e´quation IV.27) :
P{x ∈ A} − P{x ∈ AKλ}
P{x ∈ A} (IV.26)
P{x ∈ AKλ} − P{x ∈ A}
1− P{x ∈ A} (IV.27)
On mesure e´galement les me´dianes sur les courbes d’ouverture et de fermeture normalise´es
qui correspondent a` la valeur de ces courbes a` 50%. L’ensemble des donne´es de validation
(erreurs et me´dianes) est de´fini dans le tableau IV.14.
Les re´sultats d’identification des parame`res pour l’ensemble des me´langes de l’e´tude sont
pre´sente´s dans l’annexe D.
(a) Volume de coˆte´ 1600nm. (b) Extraction d’une lamelle.
(c) Projection dans le plan.
Fig. IV.9 – Elaboration d’un cliche´ MET nume´rique.
IV.2. ME´THODE D’IDENTIFICATION DES PARAME`TRES DU MODE`LE 59
(a) Expe´rimental. (b) Nume´rique
Fig. IV.10 – Cliche´s du me´lange B20% optimise´ sur le mode`le de Cox.
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Fig. IV.11 – Courbe de covariance optimise´e - B20%.
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(b) Courbe d’erreur en fonction du nombre d’ite´rations.
Fig. IV.12 – Optimisation du me´lange B20% sur le mode`le de Cox.
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(b) Courbe de fermeture simule´e.
Fig. IV.13 – Validation de l’optimisation du me´lange B20% sur le mode`le de Cox.
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erreurs me´dianes expe´rimentales me´dianes simulations
ouverture 0.01 19.32p (61.82nm) 15.65p (50.08nm)
fermeture 0.005 28.85p (90.40nm) 36.13p (115.62nm)
Fig. IV.14 – Mesures d’erreurs et de me´dianes pour la validation du mode`le morphologique
identifie´.
Conclusion
A partir d’une combinaison de trois sche´mas boole´ens, la microstructure d’un e´lastome`re
charge´ en noir de carbone a e´te´ mode´lise´e, simule´e et confronte´e a` des images MET. Cette
combinaison est ne´cessaire pour mettre en e´vidence le caracte`re multi-e´chelle de la micro-
structure. On a propose´ une me´thode d’identification des parame`tres du mode`le qui trouve
son originalite´ dans l’e´tape d’optimisation sur les simulation de cliche´s MET nume´riques.
De toute e´vidence, on peut espe´rer ame´liorer le mode`le et/ou la me´thode d’identification pour
minimiser les erreurs sur les courbes morphologiques d’ouverture et de fermeture obtenues
dans le cadre d’une premie`re validation du mode`le.
Chapitre -V-
Ame´lioration et validation du
mode`le morphologique
On souhaite dans ce chapitre enrichir la description des e´chelles du mode`le morphologique
en minimisant l’erreur sur les courbes d’ouverture et de fermeture dans la comparaison des
cliche´s MET expe´rimentaux et nume´riques. La courbe d’ouverture de´crit prinicpalement les
charges de noir de carbone et donc les e´chelles de particules et d’inclusion du mode`le tandis
que la courbe de fermeture de´crit la matrice e´lastome`re et par conse´quent l’e´chelle d’exclu-
sion. On va donc chercher a` affiner la description morphologique de la microstructure en
ame´liorant la description des e´chelles du mode`le, mais e´galement en introduisant des crite`res
supple´mentaires dans l’e´tape d’optimisation. On validera enfin le mode`le, finalement identifie´,
sur le crite`re de percolation, notion qui a e´te´ aborde´e dans la premie`re partie du me´moire.
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V.1 Ame´lioration du mode`le morphologique
On illustre chaque e´tape de l’ame´lioration du mode`le morphologique avec le me´lange de
la se´rie B charge´ a` 20%. Dans un souci de compre´hension, on de´cide de nommer diffe´remment
les mode`les morphologiques ame´liore´s. On nomme M0 le mode`le initial dans lequel chaque
e´chelle est de´crite par des sphe`res de rayon constant.
V.1.1 Diminution de l’erreur sur la courbe d’ouverture
a) Introduction d’une loi de distribution du rayon des sphe`res de particules
Dans le mode`le initial M0 , on mode´lise les particules par des sphe`res de rayon constant.
Les re´sultats d’identification pour l’ensemble des me´langes (Annexe D) pre´sentent des rayons
de particules diffe´rents selon le mate´riau. Ce constat contredit l’ide´e selon laquelle le noir de
carbone est identique d’un me´lange a` l’autre. On propose d’introduire au mode`le morpholo-
gique une loi de distribution des rayons de particules sphe´riques, on nomme ce mode`le M1.
Aucune donne´e expe´rimentale ne fournit a` priori d’information sur le type de loi caracte´risant
la dispersion de taille des particules. On de´cide ne´anmoins d’introduire une loi de type gaus-
sienne de parame`tres pertinents vis-a`-vis du mate´riau. Ces parame`tres sont l’e´cart type σ
et la moyenne m (e´quation V.2) de´finis dans la fonction de densite´ de probabilite´ associe´e
(e´quation V.1).
f(x) =
1
σ
√
2pi
exp(−1
2
(
x−m
σ
)2) (V.1)

m = Rsup−Rinf2 , σ =
Rsup−m
3
Rsup = 30nm
Rinf = 10nm
R = 20nm
(V.2)
Le nombre de parame`tres finalement a` optimiser se re´duit, passant de six a` cinq pa-
rame`tres :
Parame`tres a` optimiser
V vp, V vi, V ve
Ri , Re
Tab. V.1 – Parame`tres a` optimiser pour le mode`le M1.
Les tableaux V.2, V.3 et V.4 pre´sentent les re´sultats d’optimisation du me´lange de la
se´rie B charge´e a` 20% ainsi que les re´sultats de post-traitement (erreurs et me´dianes) sur
les courbes d’ouverture et de fermeture (figures V.3(a) et V.3(b)). Les figures V.2(a), V.2(b)
et V.1(b) pre´sentent les courbes de moments optimise´es ainsi qu’un exemple de cliche´ MET
nume´rique re´sultant en comparaison a` un des cliche´s segmente´s du me´lange B20%.
L’introduction d’une loi de distribution de type gaussienne tend a` faire diminuer l’erreur
sur la courbe d’ouverture. En effet, l’erreur entre les donne´es expe´rimentales et simule´es
associe´ a` la courbe d’ouverture dans le cas du mode`leM1 avec des particules de rayon suivant
une loi gaussienne (erreur = 0.0051) est infe´rieure a` celle obtenue dans le cas du mode`le avec
des particules de rayon constant (erreur = 0.01). La loi de distribution de type triangle a
e´galement e´te´ teste´e et n’apporte aucune valeur ajoute´e sur la diminution de l’erreur.
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Particule Inclusion Exclusion
V v(%) 66.3 32.7 7.4
R
- 16.23p 51.57p
- 51.94nm 165.02nm
Tab. V.2 – Jeu de parame`tres pour le me´lange B20% optimise´ sur le mode`le M1 -
V vNC = 20.08% (erreur= 0.4%).
Ouverture Fermeture Moments
(covariance, moment d’ordre 3)
M0 0.01 0.005 (0.038, 0.017)
M1 0.0051 0.033 (0.038, 0.017)
Tab. V.3 – Mesures des e´carts moyens entre les courbes expe´rimentales et simule´es pour la
fermeture, l’ouverture et les moments statistiques.
Ouverture Fermeture
expe´rience simulation expe´rience simulation
M0 19.32p 15.65p 28.85p 36.13p
61.824nm 35.33nm 90.40nm 115.62m
M1 16.00p 39.63p
51.20nm 126.82nm
Tab. V.4 – Mesures des me´dianes sur les courbes d’ouverture et de fermeture expe´rimentales
et simule´es.
(a) Expe´rimental. (b) Nume´rique.
Fig. V.1 – Cliche´s du me´lange B20% optimise´ sur le mode`le M1.
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(b) Courbe de moment d’ordre trois optimise´e.
Fig. V.2 – Optimisation du me´lange B20% sur le mode`le M1.
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Fig. V.3 – Validation de l’optimisation du me´lange B20% sur le mode`le M1.
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b) Introduction d’une loi de distribution de la taille et e´tude de la forme
des inclusions
Dans le mode`le initialM0 on mode´lise les inclusions par des sphe`res de rayon constant. En
comparant le rayon des sphe`res du mode`le (' 50nm) au rayon de la sphe`re enveloppante d’un
agre´gat (200nm), on conclue sur le fait que le mode`le de´crit plus justement la morphologie
de l’agre´gat par l’union de sphe`res que par une sphe`re unique. Ce qui laisse a` penser que le
choix d’une sphe`re pour de´crire l’agre´gat est trop re´ducteur.
On se penche dans un premier temps sur l’e´tude de la forme et de la distribution des tailles
des inclusions a` partir de donne´es expe´rimentales fournies par la socie´te´ Michelin. Cette e´tude
interne a porte´ sur la mesure des parame`tres morphologiques de l’enveloppe convexe de 5000
agre´gats observe´s au microscope a` transmission. Les images obtenues ont permis, par post-
traitement, a` l’aide d’outils du traitement d’image, de mesurer des donne´es morphologiques
de chacun des agre´gats telles que l’aire (figure V.4(a)) ou encore le pe´rime`tre (figure V.4(b))
de l’enveloppe convexe. Les mesures sont, a` l’e´vidence, effectue´es sur des images d’agre´gats
projete´es dans un plan.
On obtient en moyenne une aire de 26452.58nm2 et un pe´rime`tre de 549.88nm. A partir
des re´sultats expe´rimentaux d’aire et de pe´rime`tre pour les 5000 agre´gats e´tudie´s, on calcule
le Facteur de Forme FF sur l’enveloppe convexe (figure V.5(a)) a partir de l’e´quation V.3
qui prend comme valeur 1 dans le cas de sphe`res :
FF =
4pi ×Aprojetee
P 2
(V.3)
Le facteur de forme moyen, e´gal a` 0.8, est infe´rieur a` 1, ce qui laisse supposer que les
enveloppes des agre´gats sont plus proches d’ellipses que de cercles. En l’absence d’informa-
tions tridimensionnelles, on approche la forme de l’enveloppe des agre´gats par des sphe´ro¨ıdes
(ellipso¨ıde avec deux axes identiques).
Les grandeurs ge´ome´triques des sphe´ro¨ıdes sont R1 et R2 (Figure V.5(b)). On recherche
ici les couples {R1, R2} de l’enveloppe convexe projete´e des agre´gats, calcule´s a` partir des
donne´es expe´rimentales de l’e´tude des 5000 agre´gats. On pre´sente les re´sultats des couples
{R1, R2} pour chacun des 5000 agre´gats e´tudie´s (figure V.6) ainsi que la de´marche pour
acce´der a` ces couples de parame`tres a` partir des mesures (aire projete´e et pe´rime`tre de
l’enveloppe convexe) : {
A = piR1R2
P ' 2pi
√
1
2(R
2
1 +R
2
2)
(V.4)
On a :
R21 =
1
2
(
P
pi
)2 −R22 (V.5)
a` partir du carre´ de l’e´quation V.4 :
R42 −
1
2
(
P
pi
)2 ×R22 + (
A
pi
)2 = 0 (V.6)
V.1. AME´LIORATION DU MODE`LE MORPHOLOGIQUE 69
Aconvexe
×
10
0(
%
)
140000120000100000800006000040000200000
0.1
0.09
0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01
0
(a) Aire de l’enveloppe convexe.
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(b) Pe´rime`tre de l’enveloppe convexe.
Fig. V.4 – Etude morphologique de 5000 agre´gats (Etude Michelin).
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Fig. V.5 – Etude morphologique de 5000 agre´gats (Etude Michelin).
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par un changement de variable (R22 = X), en re´solvant l’e´quation du second degre´ associe´e,
on re´cupe`re un couple de solution {R1R2} : R21 =
1
2(
1
2(
P
pi )
2) + 12
√
(12(
P
pi )
2)2 − 4(Api )2
R22 =
1
2(
1
2(
P
pi )
2)− 12
√
(12(
P
pi )
2)2 − 4(Api )2
(V.7)
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Fig. V.6 – Couples de parame`tres (R1, R2) calcule´s sur 5000 agre´gats.
On associe a` chaque rayon une fonction de re´partition a` partir des donne´es morphologiques
expe´rimentales (figures V.7(a) et V.7(b)). Les rayons R1 et R2 suivent une loi lognormale dont
les parame`tres sont facilement identifiables sur les lois gaussiennes associe´es aux logarithmes
(log(R1) et log(R2)) (figures V.7(a) et V.7(b)).
On introduit cette ame´lioration de l’e´chelle d’inclusions au mode`le morphologique que
l’on nomme M2 mais conservant la description de´terministe de l’e´chelle des particules du
mode`le M0. Dans le mode`le M2 on simule chaque sphe´ro¨ıde par un tirage du rayon R1, le
second rayon R2 e´tant obtenu par relation d’affinite´ (Figure V.8).
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Fig. V.7 – Histogrammes des grandeurs ge´ome´triques de´crivant les agre´gats.
V.1. AME´LIORATION DU MODE`LE MORPHOLOGIQUE 73
experimental data
R2 = f(R1)
R1(nm)
R
2
(n
m
)
350300250200150100500
900
800
700
600
500
400
300
200
100
0
Fig. V.8 – Re´gression line´aire du nuage de points R1 = f(R2).
On optimise un jeu de parame`tre du me´lange B20% avec cette modification de l’e´chelle
des inclusions. Comme pre´ce´dement, il y a cinq parame`tres a` optimiser :
Parame`tres a` optimiser
V vp, V vi, V ve
Rp, Re
Tab. V.5 – Parame`tres a` optimiser pour le mode`le M2.
Les re´sultats d’optimisation ainsi que les re´sultats de post-traitement (erreurs et
me´dianes) sur les courbes d’ouverture et de fermeture sont regroupe´s dans les tableaux V.6,
V.7 et V.8. Les figures V.10(a), V.10(b) et V.9(b) pre´sentent les courbes de moments op-
timise´s ainsi qu’un exemple de cliche´s MET nume´rique re´sultant en comparaison a` un des
cliche´s du me´lange B20%. Les figures V.11(a) et V.11(b) pre´sentent les courbes d’ouverture
et de fermeture.
Particule Inclusion Exclusion
V v(%) 61.0 38.0 10.0
R
5.0p - 18.39p
16.0nm - 58.85nm
Tab. V.6 – Jeu de parame`tres pour le me´lange B20% optimise´ sur le mode`le M2 -
V vNC = 20.86% (erreur= 4.3%).
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Ouverture Fermeture Moments
(covariance, moment d’ordre 3)
M0 0.01 0.005 (0.038, 0.017)
M2 0.036 0.007 (0.038, 0.017)
Tab. V.7 – Mesures des e´carts moyens entre les courbes expe´rimentales et simule´es pour la
fermeture, l’ouverture et les moments statistiques.
Ouverture Fermeture
expe´rience simulation expe´rience simulation
M0 19.32p 15.65p 28.85p 36.13p
61.824nm 35.33nm 90.40nm 115.62m
M2 12.47p 33.57p
39.904nm 107.424nm
Tab. V.8 – Mesures des me´dianes sur les courbes d’ouverture et de fermeture expe´rimentales
et simule´es.
(a) Expe´rimental. (b) Nume´rique.
Fig. V.9 – Cliche´s du me´lange B20% optimise´ sur le mode`le M2.
Les re´sultats en terme d’erreur sur les courbes d’ouverture encouragent l’utilisation d’in-
clusions sphe´ro¨ıdales. Le constat est identique en comparant les valeurs obtenues pour les
me´dianes. En comparant les cliche´s MET expe´rimentaux et nume´riques (figures V.9(a) et
V.9(b)) on constate que, malgre´ une assez bonne description de l’enveloppe des agre´gats, on
obtient des particules bien trop petites (Rp = 16.0nm). La morphologie des particules est mal
de´crite dans le mode`le M2 contrairement au mode`le M1. On va donc a` pre´sent associer les
deux mode`les M1 et M2 pour justifier l’apport d’une double ame´lioration des e´chelles d’in-
clusions et de particules sur l’erreur sur la courbe d’ouverture des microstructures simule´es
sur les cliche´s MET expe´rimentaux.
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(a) Courbe de covariance optimise´e.
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(b) Courbe de moment d’ordre trois optimise´e.
Fig. V.10 – Optimisation du me´lange B20% sur le mode`le M2.
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(a) Courbe d’ouverture simule´e.
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(b) Courbe de fermeture simule´e.
Fig. V.11 – Validation de l’optimisation du me´lange B20% sur le mode`le M2.
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c) Couplage
On appelle donc M3 le mode`le associant les inclusions sphe´ro¨ıdales, de grandeurs
ge´ome´triques suivant une loi log-normale, aux particules sphe´riques de rayons selon une loi
gaussienne. Le nombre de parame`tres a` optimiser se re´duit davantage en comparaison aux
mode`les pre´alablement propose´s (tableau V.9), on a en effet quatre parame`tres a` optimiser.
Les re´sultats d’optimisation ainsi que les re´sultats de post-traitement (erreurs et
me´dianes) sur les courbes d’ouverture et de fermeture sont regroupe´s dans les tableaux V.10,
V.11 et V.12. Les figures V.13(a), V.13(b) et V.12(b) pre´sentent les courbes de moments
optimise´es ainsi qu’un exemple de cliche´ MET nume´rique re´sultant en comparaison a` un des
cliche´s du me´lange B20%. Les figures V.14(a) et V.14(b) pre´sentent les courbes d’ouverture
et de fermeture.
Parame`tres a` optimiser
V vp, V vi, V ve
Re
Tab. V.9 – Parame`tres a` optimiser pour le mode`le M3.
Particule Inclusion Exclusion
V v(%) 67.0 45.0 33.0
R
- - 20.34p
- - 65.09nm
Tab. V.10 – Jeu de parame`tres pour le me´lange B20% optimise´ sur le mode`le M3 -
V vNC = 20.21% (erreur= 1.05%).
Ouverture Fermeture Moments
(covariance, moment d’ordre 3)
M0 0.01 0.005 (0.038, 0.017)
M3 0.0015 0.019 (0.039, 0.017)
Tab. V.11 – Mesures des e´carts moyens entre les courbes expe´rimentales et simule´es pour
la fermeture, l’ouverture et les moments statistiques.
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Ouverture Fermeture
expe´rience simulation expe´rience simulation
M0 19.32p 15.65p 28.85p 36.13p
61.824nm 35.33nm 90.40nm 115.62m
M3 19.84p 36.96p
63.488nm 118.272nm
Tab. V.12 – Mesures des me´dianes sur les courbes d’ouverture et de fermeture
expe´rimentales et simule´es.
(a) Expe´rimental. (b) Nume´rique.
Fig. V.12 – Cliche´s du me´lange B20% optimise´ sur le mode`le M3.
Ce mode`le (M3) convient parfaitement pour de´crire les agre´gats de la microstructure. En
effet, ce mode`le re´duit notablement l’e´cart entre la courbe d’ouverture expe´rimentale et celle
issue de la simulation sans affecter de manie`re significative l’erreur sur les courbes optimise´es
de moments statistiques.
Il convient ne´anmoins de chercher, en comple´ment d’une meilleure description des
charges, d’ame´liorer le mode`le en affinant la description morphologique des zones de ma-
trice e´lastome`re situe´es entre les agre´gats de noir de carbone.
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(a) Courbe de covariance optimise´e.
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(b) Courbe de moment d’ordre trois optimise´e.
Fig. V.13 – Optimisation du me´lange B20% sur le mode`le M3.
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(a) Courbe d’ouverture simule´e.
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Fig. V.14 – Validation de l’optimisation du me´lange B20% sur le mode`le M3.
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V.1.2 Diminution de l’erreur sur la courbe de fermeture
Pour affiner la description morphologique des zones de matrice e´lastome`re, il est a priori
e´vident de vouloir modifier la description ge´ome´trique des grains associe´s a` l’e´chelle d’exclu-
sion. L’abscence de donne´es expe´rimentales empeˆche une telle de´marche. On rappelle qu’on
cherche a` minimiser l’e´cart entre la courbe de fermeture expe´rimentale et celle issue de la si-
mulation, on propose donc d’introduire la courbe de fermeture comme crite`re d’optimisation
supple´mentaire dans l’algorithme. On a finalement trois crite`res d’optimisation qui inter-
viennent dans la fonction couˆt a` minimiser. On appelle cette version d’identification M3bis
n’ame´liorant pas le mode`le morphologique a` proprement parler mais davantage l’algorithme
d’optimisation. Le nombre de parame`tres a` optimiser reste donc identique au mode`leM3. Les
tableaux V.13, V.14 etV.14 regroupent les re´sultats de cette optimisation. Le figures V.15(a)
et V.17(a) et V.17(b) pre´sentent les coubes optimise´es et la figure V.1.2 pre´sente la courbe
d’ouverture.
Particule Inclusion Exclusion
V v(%) 49.0 93.0 57.0
R
- - 17p
- - 54.40nm
Tab. V.13 – Jeu de parame`tres pour le me´lange B20% optimise´ sur le mode`le M3bis -
V vNC = 19.60% (erreur= 2.0%).
Ouverture Fermeture Moments
(covariance, moment d’ordre 3)
M0 0.01 0.005 (0.038, 0.017)
M3bis 0.0012 0.0008 (0.040, 0.017)
Tab. V.14 – Mesures des e´carts moyens entre les courbes expe´rimentales et simule´es pour
la fermeture, l’ouverture et les moments statistiques.
Ouverture Fermeture
expe´rience simulation expe´rience simulation
M0 19.32p 15.65p 28.85p 36.13p
61.824nm 35.33nm 90.40nm 115.62m
M3bis 18.40p
58.88nm
Tab. V.15 – Mesures des me´dianes sur les courbes d’ouverture et de fermeture
expe´rimentales et simule´es.
82 CHAPITRE V. AME´LIORATION ET VALIDATION
(a) Expe´rimental. (b) Nume´rique.
Fig. V.15 – Cliche´s du me´lange B20% optimise´ sur le mode`le M3bis.
L’erreur sur la courbe d’ouverture augmente un peu, ne´anmoins on a ici trouve´ un bon
compromis de description des trois e´chelles de la microstructure comme le montre l’image
MET nume´rique de la figure V.15(b). On choisit, en de´finitive, d’utiliser ce dernier mode`le
M3bis pour mode´liser le plus justement possible la morphologie de la microstructure multi-
e´chelles des e´lastome`res charge´s. Pour conclure sur la validation du mode`le morphologique,
on s’inte´resse dans le prochain paragraphe a` la percolation du re´seau de charges.
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Fig. V.16 – Optimisation du me´lange B20% sur le mode`le M3bis - courbe de covariance.
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(a) Courbe de moment d’ordre trois optimise´e.
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(b) Courbe de fermeture optimise´e.
Fig. V.17 – Optimisation du me´lange B20% sur le mode`le M3bis.
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Fig. V.18 – Validation de l’optimisation du me´lange B20% sur le mode`le M3bis - courbe
d’ouverture.
V.2 Validation du mode`le morphologique
On propose a` pre´sent de chercher un moyen de valider de´finitivement le mode`le morpholo-
gique finalement retenu et identifie´ sur le dernier algorithme (M3bis). Dans le second chapitre
de la premie`re partie du me´moire, la notion de percolation a e´te´ aborde´e en la pre´sentant
comme un des crite`res pre´dominants de description de la morphologie du re´seau de charges
et donc de la microstructure [Moreaud and Jeulin, 2006]. On va chercher ici, en s’appuyant
sur les donne´es expe´rimentales de re´sistivite´ macroscopiques (Chapitre II) ainsi que sur les
re´sultats de fraction de surface connecte´e de G.Pe´castaings, a` valider le mode`le morphologique
sur le crite`re de percolation.
V.2.1 Mesures de fractions de surface connecte´es (percolation lo-
cale)
a) Re´sultats expe´rimentaux (G. Pe´castaings)
G. Pe´castaing, dans sa the`se, a chercher a` caracte´riser la microstructure en s’attachant
entre autres a` de´crire le re´seau de charges de noir de carbone a` l’e´chelle nanoscopique. Il a
pour cela re´aliser des essais au re´siscope sur des lames minces d’e´paisseur variable. L’ide´e
d’une telle manipulation est d’imposer un courant sur l’une des faces d’une lame mince et de
visualiser le noir de carbone conducteur sur la face oppose´e. Ce noir de carbone conducteur
se voit donc lie´ a` la face sur laquelle on applique le courant par un chemin continu local. On
estime alors la capacite´ d’une lamelle a` conduire le courant en mesurant la fraction de surface
connecte´e de noir de carbone sur la face oppose´e.
Les figures V.19, V.20 et V.21 pre´sentent les re´sultats de fraction de surface connecte´e, ob-
tenus par G. Pe´castaings [Pe´castaings, 2005], pour les se´ries A, B et C pour des me´langes dont
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Fig. V.19 – Mesures expe´rimentales des fractions de surfaces connecte´es - Se´rie A.
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Fig. V.20 – Mesures expe´rimentales des fractions de surfaces connecte´es - Se´rie B.
la fraction volumique varie entre 8 et 25% en moyenne. Chaque courbe exprime l’e´volution
de la fraction de surface connecte´e en fonction de l’e´paisseur de la lamelle. On remarque
que l’ensemble des me´langes pre´sente une de´connexion quasi-totale du re´seau de charges,
avec une fraction de surface connecte´e infe´rieure a` 1%, pour les plus grandes e´paisseurs
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Fig. V.21 – Mesures expe´rimentales des fractions de surfaces connecte´es - Se´rie C.
(> 200 − 500nm). Ce constat est discutable en vue des re´sultats de re´sistivite´ gobale qui
soulignent le caracte`re conducteur de certains me´langes (se´rie A) posse´dant un taux de noir
de carbone de´passant le seuil de percolation e´lectrique identifie´ a` 14%.
On compare la fraction de surface connecte´e aux petites e´paisseurs (e < 200nm) pour les
me´langes charge´s a` 14% de noir de carbone pour les trois se´ries. On remarque que le me´lange
de la se´rie A, e´tant le moins homoge`ne (5mn de me´langeage, temps court), connecte beaucoup
plus (V vconnex = 7%) que les deux autres me´langes B14% et C14%. De plus le me´lange de la
se´rie C e´tant, de part le processus de me´langeage particulier, le plus homoge`ne, est le moins
connecte´ (V vconnex = 1.5%). Ce phe´nome`ne est tout a` fait cohe´rent et a e´te´ largement e´voque´
dans le chapitre II ; en me´langeant plus longtemps, on repartit de facon plus homoge`ne les
charges au sein du me´lange diminuant alors les connexions.
b) Re´sultats de microstructures simule´es
On reproduit, par traitement et analyse d’images, les essais re´alise´s au re´sicope. Sur un
volume simule´ de meˆme dimension en x et en y que les lamelles expe´rimentales, on recherche
sur une e´paisseur z = e les chemins percolants au sein de la microstructure par une technique
de labe´lisation des objets inde´pendants (agre´gats). Cette technique permet d’identifier le noir
de carbone percolant sur une e´paisseur z = e si son label se retrouve simultane´ment sur les
faces de cotes z = e et z = 0. On mesure alors la fraction surfacique de ce noir sur la face de
cote z = e e´quivalent a` la fraction de surface connecte´e mesure´es dans les essais au re´siscope.
La figure V.22 pre´sente les re´sultats issus de la simulation pour les se´ries identifie´es sur
le mode`le final M3bis (A14%, A20%, B14% et B20%). Pour chaque courbe, les mesures de
fractions de surfaces connecte´es sont moyenne´es sur une dizaine de simulations de microstruc-
tures.
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Fig. V.22 – Mesures des fractions de surfaces connecte´es des simulations des se´ries A et B.
On compare ces mesures avec les donne´es expe´rimentales de G. Pe´castaings. On remarque que
les simulations, ont tendance a` surestimer la connexion des particules dans la microstructure.
Cette surestimation est davantage marque´e pour les me´langes charge´s a` 20% au dela` de la
fraction volumique de percolation.
On ne peut pas, a priori, atteindre syste´matiquement la fraction de surface connecte´e
expe´rimentale avec la structure du mode`le de ge´ne´ration de microstructure actuellement uti-
lise´.
Pour atteindre cette grandeur, on propose de ne pas modifier le mode`le mophologique mais
de post-traiter les simulations de microstructures en cherchant a` de´connecter localement les
agre´gats. On s’impose e´galement de ne pas modifier radicalement les donne´es morphologiques
que sont les moments statistiques ou la fraction volumique de noir de carbone de la simulation.
c) De´connexion des agre´gats au sein de la microstructure simule´e
On cherche ici un moyen de de´connecter les agre´gats au sein de la microstructure par une
proce´dure automatique utilise´e en post-traitement de la ge´ne´ration de la simulation. L’ide´e,
in fine, est d’extraire des particules de la simulation afin d’obtenir la bonne fraction de surface
connecte´e.
On peut choisir d’e´liminer certaines particules parmi l’ensemble des particules de la micro-
structure ou parmi l’ensemble des particules appartenant a` certaines inclusions. Le choix de
ces particules et/ou inclusions re´side dans un crite`re d’e´limination s’appuyant sur le contact
entre objets (particules ou inclusions).
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De´connexion sur un crite`re de contact des particules
La courbe de la figure V.23 de´crit la probabilite´ P{x = N} (en ordonne´e) qu’une parti-
cule rencontre N voisins (en abscisse) dans le cas du me´lange B20%. A partir de la courbe
de la figure V.23, on de´finit le nombre crite`re de voisins en contact nomme´ N pour lequel
les particules, posse´dant un nombre infe´rieur de particules en contact, seront e´limine´es. Ce
nombre ne de´passera pas la moyenne qui est ici de 8 voisins en contact.
La figure V.24(a) pre´sente les re´sultats de mesures de fraction de surface connecte´e apre`s
la de´connexion. Les figures V.24(b) et V.25 pre´sentent respectivement les mesures de fraction
volumique et de moments statistiques apre`s de´connexion.
En augmentant le nombre crite`re de voisins visant l’e´limination des particules on atteint
la bonne fraction de surface connecte´e (figure V.24(a)), mais a` quel prix... la fraction vo-
lumique de noir de carbone dans la simulation chute trop fortement (figures V.24(b)). On
propose de rajouter une condition supple´mentaire a` l’e´limination des particules qui portera
sur l’appartenance a` certaines inclusions.
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Fig. V.23 – Probabilite´ qu’une particule rencontre N autres particules.
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(a) Fractions de surfaces connecte´es des simulations de la se´rie B apre`s de´connexion.
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(b) Calcul de la fraction volumique de charges apre`s de´connexion.
Fig. V.24 – De´connexion sur un crite`re de contact des particules.
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(a) Mesure de la covariance moyenne apre`s de´connexion.
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(b) Mesure du moment d’ordre trois moyen apre`s de´connexion.
Fig. V.25 – De´connexion sur un crite`re de contact des particules.
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De´connexion sur un crite`re de contact des inclusions
On propose une me´thode de de´connexion qui s’appuie sur l’e´limination des particules
appartenant a` des inclusions posse´dant M voisins. La courbe de la figure V.26 de´crit la
probabilite´ P{x = M} (en ordonne´e) qu’une inclusion rencontre M voisins (en abscisse)
dans le cas du me´lange B20%. Les inclusions sont en contact avec deux autres inclusions au
maximum. On de´cide d’e´liminer toutes les particules appartenant aux inclusions posse´dant
respectivement 0 et 1 voisin en contact.
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Fig. V.26 – Probabilite´ qu’une inclusion rencontre M autres inclusions.
Cette me´thode impliquant une de´connexion trop forte (N = 0) ou trop faible (N = 1)
(figures V.27(a) et V.27(b)) ne convient pas ne´cessairement. Une alternative serait d’e´liminer
les particules avec le meˆme crite`re mais selon une probabilite´ que l’on incre´menterait jusqu’a`
obtenir la bonne fraction de surface connecte´e. La` encore, les donne´es morphologiques (mo-
ments statistiques et fraction volumique) sont trop affecte´es par la de´connexion. Vouloir a`
tout prix rectifier la fraction de surface connecte´e aux faibles e´paisseurs n’est peut-eˆtre pas
des plus judicieux.
En effet, la de´coupe des lamelles destine´es au re´siscope engendre des modifications de
la conductivite´ de la lamelle dues a` des de´placements du re´seau de charges en surface et
ce phe´nome`ne est amplifie´ pour des e´paisseurs faibles et des taux de charges e´leve´s. Cela
expliquerait l’incohe´rence qui porte sur les me´langes des se´ries A et B. On de´cide donc, pour
la validation du mode`le morphologique, de se pencher sur les donne´es de percolation globale
a` partir des donne´es expe´rimentales de re´sistivite´ macroscopique.
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(a) Mesures des fractions de surfaces connecte´es des simulations de la se´rie B apre`s de´connexion.
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(b) Mesures de la fraction volumique de charges apre`s de´connexion.
Fig. V.27 – De´connexion sur un crite`re de contact des inclusions.
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V.2.2 Mesures de proportion d’e´chantillons percolants (percolation
globale)
A partir des re´sultats d’essais de re´sistivite´ macroscopiques, on peut de´finir les me´langes
les plus percolants e´lectriquement. Dans le cas des microstructures simule´es, la re´solution des
images (1p= 3.2nm) est telle qu’on ne peut de´crire l’e´chelle physique associe´e a` l’effet tunnel.
La distance se´parant deux particules et permettant la conduction par effet tunnel, par saut
d’e´lectrons, est en effet de l’ordre de l’Angstro¨m (0.1nm). Dans l’exploitation des re´sultats
d’essais de percolation globale on ne prend pas en compte cet effet de ge´ome´trie ; seule la
conduction ge´ome´trique peut eˆtre mise en e´vidence dans les calculs de percolation sur des
microstructures simule´es.
On mesure dans un premier temps la proportion de re´alisations percolantes sur les mi-
crostructures simule´es des se´ries A et B charge´es a` 14 et 20% sur une dizaine de re´alisations
(figure V.28). On de´cide si un me´lange est percolant (ou non) si sa proportion de re´alisations
percolantes, sur un e´chantillon donne´, est supe´rieure (ou infe´rieure) a` 50%. Dans ce cas pre´cis,
la se´rie A percole pour des fractions volumiques de noir de carbone de 14 et 20% en accord
avec les donne´es expe´rimentales. La se´rie B charge´e a` 14 et 20% est percolante pour des
simulations de 1500nm de coˆte´. Cette meˆme se´rie, pour des simulations de 3000nm de coˆte´,
est, pour un taux de charges de 14%, non percolante a` 47% (tre`s proche de la condition de
percolation (50%)). Les donne´es des essais de re´sistivite´ montrent que la se´rie B ne percole
pas pour 14 et 20% de charges de noir de carbone.
On propose de diminuer la percolation macroscopique des simulations en manipulant plus
judicieusement les parame`tres a` optimiser. On propose pour cela d’effectuer deux optimisa-
tions qu’on nomme OPT2 et OPT3 sur le mode`le et l’algorithme finalement retenus et pour
lesquelles certains parame`tres sont fixe´s (tableau V.16). On nomme OPT1 l’optimisation
ge´ne´rale (Chapitre IV) pour laquelle tous les parame`tres sont optimise´s. On applique l’e´tude
de l’influence du choix des parame`tres sur le me´lange de la se´rie B charge´ a` 14% cense´ eˆtre
le me´lange le moins percolant des quatre se´ries A14%, A20%, B14% et B20%.
On pre´sente les jeux de parame`tres optimise´s pour les trois optimisations dans le tableau
V.17, ainsi qu’un exemple de cliche´ MET simule´ (figures V.29(b), V.29(c) et V.29(d)). On
calcule finalement la proportion de re´alisations percolantes sur un e´chantillon d’une dizaines
de simulations de microstructures (figure V.30).
OPT1 V vp, V vi, V ve, Re
OPT2 V vp = 0.5, V vi = 0.5, V ve, Re
OPT3 V vp = 0.25, V vi = 0.5, V ve, Re
Tab. V.16 – Optimisations de la se´rie B14% sur le mode`le M3bis.
L’optimisation OPT3 fournit les e´chantillons de simulations de microstructure les moins
percolants avec 0% de re´alisation percolante pour des tailles de simulations supe´rieures a`
3000nm. Cela s’explique par la trop faible fraction volumique de particules au sein de l’agre´gat
(25%) qui est en dessous de la fraction volumique de percolation d’un sche´ma boole´en de
sphe`res (30%). En effet sur le cliche´ MET nume´rique de la figure V.29(d) on observe des
agre´gats peu compacts, le re´seau de particules percolant faiblement au sein meˆme de l’agre´gat.
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Fig. V.28 – Proportions de re´alisations percolantes pour les se´ries A et B optimise´es sur le
mode`le M3bis.
V vp V vi V ve Re V vNC V vi(1− V ve)
OPT1 53 36 27 17.84p (57.1nm) 13.92 26.28
OPT2 - - 46 17.54p (56.13nm) 13.50 27
OPT3 - 86 37 21.20p (67.84nm) 13.60 54.18
Tab. V.17 – Jeux de parame`tres du me´lange B14% optimise´ sur le mode`le M3bis selon trois
optimisations.
A contrario, l’optimisation OPT2 semble fournir de bien meilleurs re´sultats de morpho-
logie de microstructure sur le cliche´ MET nume´rique de la figure V.29(c). On obtient 20%
de re´alisation percolante (figure V.30), on est donc en dessous du seuil de percolation. En
effet la plus forte fraction volumique de particule (V vp = 50%) permet d’obtenir des agre´gats
structure´s. De meˆme, la zone d’implantation (Ai ∩ Ace) des particules finalement re´cupe´re´es
dans le mode`le de Cox, est associe´e a` une fraction volumique le´ge`rement infe´rieure a` la frac-
tion volumique de percolation permettant de de´connecter a` plus grande e´chelle le re´seau de
charges comme l’indique la courbe de la figure V.30.
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(a) Expe´rimental. (b) Nume´rique OPT1.
(c) Nume´rique OPT2. (d) Nume´rique OPT3.
Fig. V.29 – Cliche´s du me´lange B14% optimise´ sur le mode`leM3bis selon trois optimisations.
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Fig. V.30 – Proportions de re´alisations percolantes pour la se´rie B14 en fonction de la
longueur L du coˆte´ du cube simule´, selon diffe´rentes optimisations.
Conclusion
Le mode`le morphologique a e´te´ ame´liore´ par e´tapes en cherchant a` se rapprocher au
mieux des donne´es morphologiques de ve´rification (courbes d’ouverture et de fermeture). On a
e´galement valide´ le mode`le finalement retenu selon des crite`res de percolation. Chacun s’accor-
dera, a` l’issu de ce chapitre, a` reconnaˆıtre l’inte´reˆt e´norme d’un dialogue entre identification
et validation.
Troisie`me partie
Calculs de microstructures par
e´le´ments finis

La troisie`me partie, consacre´e aux calculs de microstructures par e´le´ments finis,
constitue les cinq derniers chapitres du me´moire. Le chapitre VI pre´sente les re´sultats
de calculs d’homoge´ne´isation pe´riodique dans le but d’estimer les proprie´te´s « mi-
nimales » (bornes infe´rieures) du comportement des e´lastome`res charge´s. Pour cela,
on simplifie le mode`le morphologique de la microstructure de l’e´lastome`re charge´ en
conside´rant un agencement pe´riodique des charges de noir de carbone dans la ma-
trice e´lastome`re. Les trois chapitres suivants (VII, VIII et IX) pre´sentent les calculs
par e´le´ments finis de microstructures repre´sentatives. En faisant le choix de distin-
guer trois chapitres, on souhaite souligner la me´thodologie retenue du point de vue
du maillage (Chapitre VII), du calcul paralle`le (Chapitre VIII) et enfin de l’e´tude
du VER (Chapitre IX). Le dernier chapitre (Chapitre X) est de´die´ a` la discussion
des re´sultats obtenus par le calcul par e´le´ments finis.

Chapitre -VI-
Homoge´ne´isation
On pre´sente, dans une premie`re partie, les diffe´rentes techniques d’homoge´ne´isation, analy-
tiques et nume´riques, pour les mate´riaux he´te´roge`nes.
Dans une seconde partie, on de´termine, par homoge´ne´isation pe´riodique, les proprie´te´s
effectives e´lastiques et e´lectrique d’un e´lastome`re charge´ posse´dant un agencement pe´riodique
de ses renforts. Les proprie´te´s obtenues sont celles du mate´riau le plus souple que l’on
puisse obtenir, pour lequel aucune percolation locale ou macroscopique du re´seau de charges
n’est possible. On choisit de placer syste´matiquement les re´sultats par rapport aux bornes et
estimations qui sont pre´alablement rappele´es.
Dans une dernie`re partie, on confronte les re´sultats obtenus par calculs e´le´ments finis a`
l’estimation de Christensen qui relie le module d’Young effectif d’un composite e´lastome`re
charge´ au module d’Young de la matrice via des parame`tres ge´ome´triques. Cette relation
met en e´vidence le phe´nome`ne d’amplification du module d’Young. On concluera ce chapitre
par l’e´tude de l’influence du motif morphologique sur les proprie´te´s effectives du composite
pe´riodique, en introduisant la notion de gomme occluse.
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VI.1 Techniques d’homoge´ne´isation
On choisit de classer les techniques d’homoge´ne´isation en deux grandes familles, les
me´thodes analytiques et les me´thodes nume´riques.
VI.1.1 Les me´thodes analytiques
Parmi les nombreuses me´thodes analytiques, on peut citer les premie`res the´ories
mathe´matiques de l’homoge´ne´isation qui utilisent des de´veloppements asymptotiques
des grandeurs me´caniques telles que la contrainte et la de´formation [Beran, 1968]
[Sanchez-Palencia, 1974] [Bensoussan et al., 1978]. Il existe e´galement un ensemble de bornes
et estimations largement utilise´es des me´caniciens et physiciens.
Les bornes (supe´rieure et infe´rieure) encadrent les proprie´te´s d’un mate´riau he´te´roge`ne. Il
existe plusieurs types de bornes qui se diffe´rencient par la finesse de description des e´chelles.
En effet, les bornes infe´rieure et supe´rieure sont d’autant plus resserre´es que la connaissance
de la microstructure est fine. Dans le cas d’un biphase´, on distingue trois types de bornes.
Les bornes du premier ordre ne prennent en ge´ne´ral en compte que les fractions volumiques
de chacune des phases. Ce sont les bornes de Voigt et de Reuss [Reuss, 1929], [Voigt, 1889].
A un ordre au dessus, on a les bornes du second ordre [Hashin and Shtrikman, 1963],
[Hill, 1963], [Kro¨ner, 1977], [Willis, 1981]. Ces bornes prennent en compte, en plus des frac-
tions volumiques de chacune des phases, des conditions sur le comportement du mate´riau,
comme l’isotropie locale et globale dans le cas des bornes d’Hashin-Shtrikman.
Enfin les bornes du troisie`me ordre posse`dent, en comple´ment des apports d’informa-
tions lie´s aux bornes du premier et du second ordre, des informations sur la ge´ome´trie des
phases [Torquato, 1998]. Certaines de ces bornes du troisie`me ordre prennent en compte
des mode`les morphologiques pour de´crire la ge´ome´trie des phases et donc la microstructure
[Jeulin and Ostoja-Starzewski, 2001].
Enfin les estimations permettent, sous certaines hypothe`ses spe´cifiques, d’estimer les pro-
prie´te´s effectives d’un mate´riau he´te´roge`ne. Elles pre´sentent l’avantage d’approcher avec
plus de pre´cision le comportement du mate´riau he´te´roge`ne contrairement aux bornes qui
fournissent un encadrement. On peut e´crire une estimation a` partir d’une approche mi-
crome´canique comme dans le cas du mode`le auto-cohe´rent [Berveiller and Zaoui, 1979], ou a`
partir de principes variationnels [Ponte Castaneda, 1989]. Une approche microme´canique uti-
lisant un mode`le auto-cohe´rent a` trois phases a permis de de´crire le comportement me´canique
d’e´lastome`res charge´s [Omnes et al., 2008].
On pre´sente dans le paragraphe VI.2, quelques bornes et estimations ainsi que les hy-
pothe`ses sur la microstructure qui leur sont associe´es.
VI.1.2 Les me´thodes nume´riques
Parmi les me´thodes nume´riques, on distingue les me´thodes se´quence´es et les me´thodes
inte´gre´es.
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a) Les me´thodes inte´gre´es
Les me´thodes inte´gre´es consistent a` prendre en compte simultane´ment les deux e´chelles,
microscopique et macroscopique, dans le calcul par e´le´ments finis. On peut citer la
me´thode FE2 [Feyel and Chaboche, 2000] ou encore la me´thode Arlequin [Bendhia, 1998],
qui pre´sentent plusieurs niveaux de calculs par e´le´ments finis qui caracte´risent les diffe´rentes
e´chelles physiques.
b) Les me´thodes se´quence´es
Pour les me´thodes se´quence´es, on cherche a` estimer les proprie´te´s macroscopiques d’un
mate´riau en effectuant un ou plusieurs calculs d’une description pertinente de la micro-
structure correspondante. On peut repre´senter la microstructure par une cellule e´le´mentaire
pe´riodique. La plupart des travaux ont e´te´ mene´s sur des cas bidimensionnels avec par exemple
le cas de fibres de carbone dans une matrice polyme`re [Zeman and Sejnoha, 2001].
On peut e´galement chercher a` s’approcher avec plus de pre´cision de la morphologie re´elle
de la microstructure. De nombreux mode`les tridimensionnels existent dans le domaine des
polycristaux avec l’utilisation de polygones de Vorono¨ı. Ces mode`les ont e´te´ enrichis du point
de vue morphologique, en de´crivant les joints de grains [Diard, 2001], les paquets de bainite
dans les grains auste´nitiques [Osipov, 2007] ou encore les grains non convexes [Ge´rard, 2008].
De nombreux mode`les existent pour la mode´lisation des mousses [Dillard, 2004] ou encore
des mate´riaux cimentaires poreux [Hain and Wriggers, 2001], [Wriggers and Moftah, 2006].
Pour de nombreux autres mate´riaux, il est parfois difficile de mode´liser la microstructure.
On utilise alors des images tridimensionnelles obtenues au microtomographe comme base
d’un mode`le e´le´ments finis [Madi et al., 2007], [Burteau et al., 2007].
Dans tous les cas, la description de la microstructure doit eˆtre suffisamment riche et
re´aliste pour estimer correctement les proprie´te´s macroscopiques. Pour cela, on cherche la
taille et la description ge´ome´trique suffisantes de la microstructure pour la proprie´te´ que l’on
souhaite estimer. On parle encore de Volume Ele´mentaire Repre´sentatif (ou VER).
On de´termine les proprie´te´s effectives d’un mate´riau he´te´roge`ne en moyennant les champs
locaux sur un volume de taille supe´rieure ou e´gale a` celle du VER minimal. Dans le cas
d’une repre´sentation pe´riodique de la morphologie de la microstructure, le VER est la cellule
e´le´mentaire pe´riodique. Quand on s’inte´resse a` repre´senter la morphologie re´elle de la micro-
structure, la taille du VER n’est a priori pas connu.
On de´termine la taille du VER par une me´thode statistique [Kanit et al., 2003]. En
quelques mots, cette me´thode consiste a` calculer les proprie´te´s apparentes de microstruc-
tures de tailles croissantes avec plusieurs re´alisations de la microstructure a` taille donne´e, et
a` caracte´riser la repre´sentativite´ statistique de la grandeur mesure´e vis-a`-vis de la taille et du
nombre de re´alisations. Pour le calcul par e´le´ments finis de microstructures, on impose des
conditions aux limites qui sont propres a` l’homoge´ne´isation.
On pre´sente dans le paragraphe VI.3 les diffe´rentes conditions aux limites qui seront
utilise´es dans les chapitres suivants pour le calcul par e´le´ments finis de microstructures.
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VI.2 Bornes et estimations des proprie´te´s e´lastiques et
e´lectriques
On rappelle les proprie´te´s me´caniques et e´lectriques des composants de l’e´lastome`re charge´
dans le tableau VI.1 :
(E(MPa),ν) (K(MPa),G(MPa)) λ ((ohm.cm)−1)
Noir de carbone (NC) (80000,0.3) (66667, 30769) 10−04
Matrice e´lastome`re (M) (3,0.49983) (3000,1) 10−14
Tab. VI.1 – Proprie´te´s me´caniques et e´lectriques de l’e´lastome`re charge´.
On ajoute a` ces proprie´te´s les fractions volumiques de chacune des phases V vNC et V vM
respectivement pour le noir de carbone et pour la matrice e´lastome`re. L’ensemble des courbes
des bornes et estimations des diffe´rentes proprie´te´s sont rassemble´es sur les graphes VI.1(a),
VI.1(b), VI.2(a) et VI.2.5.
VI.2.1 Estimations des proprie´te´s e´lastiques
On pre´sente quelques estimations des proprie´te´s me´caniques dans le cas d’un mate´riau
particulaire (tridimensionnel). Ces estimations sont valides pour des fractions volumiques de
noir de carbone infe´rieures a` 0.3.
a) Einstein (1906-1911)
La premie`re et la plus simple des estimations e´voque´es ici est celle d’Einstein
[Einstein, 1906] et [Einstein, 1911] qui estima les proprie´te´s d’un fluide visqueux de type
plasma contenant des particules sphe´riques incompressibles et isole´es en suspension :
µEinstein = µM (1 + 2.5V vNC) (VI.1)
b) Smallwood (1944)
Smallwood [Smallwood, 1944] utilisa la meˆme approche qu’Einstein pour de´crire le module
d’Young en petites de´formations d’un mate´riau solide renforce´ par des particules sphe´riques
rigides (e´quation VI.2). Cette estimation ne reste valable que pour de faibles fractions volu-
miques de particules.
ESmallwood = EM (1 + 2.5V vNC) (VI.2)
c) Guth-Gold (1938, 1945)
Guth et Gold propose`rent [Guth and Gold, 1938], contrairement aux estimations de Ein-
stein et de Smallwood, de prendre en compte les phe´nome`nes d’interaction entre particules
et pour de plus fortes fractions volumiques en ajoutant un terme quadratique :
EGuth−Gold = EM (1 + 2.5V vNC + 14.1V v2.NC) (VI.3)
Guth [Guth, 1945] proposa e´galement une seconde estimation moins restrictive sur la
forme des renforts en prenant en compte leur morphologie.
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d) Budiansky (1965)
Une estimation auto-cohe´rente du module d’Young de´veloppe´e par Budiansky
[Budiansky, 1965] s’applique dans le cas de particules rigides dans une matrice incompressible
(νM proche de 0.5) :
EBudiansky =
EM
1− 2.5V vNC (VI.4)
e) Mori-Tanaka (1973)
L’estimation de Mori-Tanaka [Mori and Tanaka, 1973] s’applique dans le cas de particules
sphe´riques disperse´es de facon isotrope dans une matrice e´lastique. Cette estimation porte
sur les modules de compressibilite´ et de cisaillement (e´quation VI.5). Dans le cas de parti-
cules infiniment rigides, les estimations de Mori-Tanaka co¨ıncident avec les bornes infe´rieures
d’Hashin-Shtrikman.

KMori−Tanaka = KM +
V vNC(KNC −KM )KM
(1− V vNC)(KNC −KM )3KM
3KM + 4GM
+KM
GMori−Tanaka = GM +
V vNC(GNC −GM )GM
(1− V vNC)(GNC −GM ) 6(KM + 2GM )5(3KM + 4GM ) +GM
(VI.5)
VI.2.2 Bornes du premier ordre : Voigt et Reuss
Ces bornes, associe´es a` des lois de me´langes, sont des bornes du premier ordre. Elles
ne supposent aucune information concernant la microstructure en dehors des fractions volu-
miques de chacun des constituants.
a) Borne supe´rieure de Voigt (1889)
La borne de Voigt [Voigt, 1889] correspond au mode`le en paralle`le du composite pour
lequel on conside`re les de´formations uniformes dans le mate´riau. On obtient les relations
suivantes reliant les fractions volumiques et les modules d’e´lasticite´ de chacune des phases :{
GV oigt = V vMGM + V vNCGNC
KV oigt = V vMKM + V vNCKNC
(VI.6)
b) Borne infe´rieure de Reuss (1929)
La borne de Reuss [Reuss, 1929] correspond au mode`le en se´rie du composite pour lequel
on conside`re les contraintes uniformes dans le mate´riau. on obtient les relations suivantes
reliant les fractions volumiques et les modules d’e´lasticite´ de chacune des phases :
1
GReuss
= V vM
1
GM
+ V vNC
1
GNC
1
KReuss
= V vM
1
KM
+ V vNC
1
KNC
(VI.7)
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VI.2.3 Bornes du second ordre : Hashin-Shtrikman (1963)
Dans le cas ou` la re´partition des phases est suppose´e isotrope au sein du mate´riau, il existe
des bornes plus resserre´es que les bornes de Voigt et Reuss. Il s’agit des bornes d’Hashin-
Shtrikman [Hashin and Shtrikman, 1963]. On exprime les bornes tridimensionnelles des mo-
dules de compressibilite´, de cisaillement.
GHS−3D = GM +
V vNC
1
GNC−GM +
2(KM + 2GM )(1− V vNC)
5GM (KM + 4/3GM )
(VI.8)
GHS+3D = GNC +
1− V vNC
1
GM−GNC +
2(KNC + 2GNC)V vNC
5GNC(KNC + 4/3GNC)
(VI.9)
KHS−3D =
1
V vNC
KNC + 4/3GNC
+
1− V vNC
KM + 4/3GNC
− 4/3GNC (VI.10)
KHS+3D =
1
V vNC
KNC + 4/3( 1GNC )
+
1− V vNC
KM + 4/3( 1GNC )
− 4/3( 1
GNC
) (VI.11)
On obtient un l’encadrement suivant pour les modules de compressibilite´ et de cisaille-
ment :
GHS−3D ≤ Geff3D ≤ GHS+3D , KHS−3D ≤ Keff3D ≤ KHS+3D (VI.12)
En utilisant les expressions pre´ce´dentes, on peut calculer les modules d’Young infe´rieur et
supe´rieur (e´quations VI.13 et VI.14) avec l’encadrement du module d’Young effectif (e´quation
VI.15). Il ne s’agit pas ici de bornes optimales.
EHS−3D = EM
3EM + 2ENC + 3V vNC(ENC − EM )
3EM + 2ENC − 2V vNC(ENC − EM ) (VI.13)
EHS+3D = ENC
5EM + 3V vNC(ENC − EM )
5EM − 2V vNC(ENC − EM ) (VI.14)
EHS−3D ≤ Eeff3D ≤ EHS+3D (VI.15)
On e´tudie e´galement l’influence du contraste entre phases et plus pre´cise´ment la valeur du
module d’Young du noir de carbone sur la borne infe´rieure d’Hashin-Shtrikman du module
de cisaillement (figure VI.2(b)). On remarque une saturation de la borne du module de
cisaillement pour les forts contrastes de module d’Young.
VI.2.4 Bornes du troisie`me ordre
Il existe e´galement des bornes du troisie`me ordre qui ne´cessitent plus d’informations
concernant la microstructure. Ces bornes s’appliquent pour des mate´riaux a` microstructure
ale´atoire a` ge´ome´trie isotrope avec pour chacune des phases un comportement e´lastique
isotrope. On de´crit cette microstructure ale´atoire a` l’aide de mode`les morphologiques
[Jeulin and Ostoja-Starzewski, 2001].
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(b) Module de compressibilite´.
Fig. VI.1 – Bornes et estimations des modules d’e´lasticite´.
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(b) Evolution de la borne infe´rieure d’Hashin-Shtrikman en fonction du module d’Young des charges de
noir de carbone (ENC en MPa).
Fig. VI.2 – Bornes et estimations des modules d’e´lasticite´.
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VI.2.5 Bornes de la conductivite´ e´lectrique
On exprime les bornes de la conductivite´ e´lectrique en fonction de la conductivite´ et de
la fraction volumique de chacune des phases :
λHS− = λNC +
V vM
1
λM − λNC +
V vNC
3λNC
(VI.16)
λHS+ = λM +
V vNC
1
λNC − λM +
V vM
3λM
(VI.17)
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Fig. VI.3 – Bornes de la conductivite´ e´lectrique.
VI.2.6 Donne´es expe´rimentales
Pour chaque se´rie e´tudie´e, on place les donne´es expe´rimentales d’essais dynamiques et de
re´sistivite´, pre´sente´s dans le chapitre II, par rapport aux bornes et estimations pre´ce´demment
cite´es (figures VI.2.6 et VI.2.6). Il ne s’agit pas ici de faire l’analyse de ces re´sultats, qui a
e´te´ traite´e dans le chapitre II, mais d’avantage de commenter la proximite´ par rapport a`
la borne infe´rieure d’Hashin-Shtrikman (me´canique et e´lectrique). Concernant les modules
de cisaillement expe´rimentaux, la borne infe´rieure d’Hashin-Shtrikman est une assez bonne
approximation du module pour les faibles taux de charges (V vNC < 10%). Pour les taux
plus e´leve´s, cette borne n’exprime pas les phe´nome`nes d’interaction amplifie´s dus a` un plus
grand rapprochement des charges dans ces gammes de fractions volumiques. Concernant les
conductivite´s e´lectriques expe´rimentales, les conductivite´s e´lectriques de chacune des se´ries
saturent a` 10−11(ohm.cm−1)−1 car le syste`me de mesure ne peut pas tendre vers des gammes
de conductivite´ plus basses.
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Fig. VI.4 – Re´sultats d’essais dynamiques au viscoanalyseur.
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Fig. VI.5 – Re´sultats de mesures de re´sistivite´.
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VI.3 Les conditions aux limites en calcul d’homoge´ne´isation
de microstructures
On conside`re une microstructure de volume Ω. Pour de´terminer les proprie´te´s de ce vo-
lume, on impose des conditions aux limites sur sa frontie`re note´e ∂Ω. On pre´sente dans ce
paragraphe les diffe´rentes conditions aux limites que l’on va eˆtre amene´ a` utiliser pour les
calculs par e´le´ments finis de microstructures. On pre´sente le cas du calcul d’e´lasticite´ line´aire
et le cas du calcul e´lectrique. On aborde plus pre´cise´ment les notions de proprie´te´s apparentes
et effectives.
VI.3.1 Calcul d’e´lasticite´ line´aire
En e´lasticite´ line´aire, on relie le tenseur des de´formations E∼ au tenseur des contraintes Σ∼
par l’interme´diaire du tenseur d’e´lasticite´ C∼∼
qui est d’ordre 4, de´fini, positif et syme´trique :
Σ∼ = C∼∼
: E∼ (VI.18)

Σ11
Σ22
Σ33
Σ12
Σ23
Σ31
 =

C11 C12 C13 C14 C15 C16
− C22 C23 C24 C25 C26
− − C33 C34 C35 C36
− − − C44 C45 C46
− − − − C55 C56
− − − − − C66


E11
E22
E33
2E12
2E23
2E31

On distingue ici trois types de conditions aux limites : les conditions homoge`nes au contour
de type cine´matique ou statique et les conditions aux limites pe´riodiques. Pour chacune de
ces conditions aux limites, on impose toutes les composantes du tenseur des de´formations ou
du tenseur des contraintes selon le type de conditions. On re´cupe`re ainsi les composantes du
tenseur d’e´lasticite´. On note ε∼(x ) et σ∼(x ) les tenseurs de de´formation et de contrainte locaux.
– Dans le cas des conditions KUBC (Kinematic Uniform Boundary Condition) on ap-
plique sur tous les nœuds de la surface exte´rieure ∂Ω du volume Ω un de´placement u
qui s’e´crit a` partir du tenseur des de´formations homoge´ne´ise´es E∼ qui correspond a` la
moyenne des de´formations locales dans le volume : u = E∼ .x ∀x ∈ ∂ΩE∼ = 1Ω
∫
Ω
ε∼(x )dΩ
(VI.19)
Le tenseur des contraintes macroscopiques est alors obtenu par la moyenne des
contraintes locales dans tout le volume Ω :
Σ∼ = < σ∼ > (VI.20)
=
1
Ω
∫
Ω
σ∼(x )dΩ (VI.21)
– Dans le cas des conditions SUBC (Static Uniform Boundary Condition) on applique
sur la surface exte´rieure ∂Ω du volume Ω un effort surfacique σ∼ .n qui s’e´crit a` partir du
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tenseur des contraintes homoge´ne´ise´es Σ∼ qui correspond a` la moyenne des contraintes
locales dans le volume :  σ∼ .n = Σ∼ .n ∀x ∈ ∂ΩΣ∼ = 1Ω
∫
Ω
σ∼(x )dΩ
(VI.22)
Le tenseur des de´formations macroscopiques est alors obtenu par la moyenne des
de´formations locales dans tout le volume Ω :
E∼ = < ε∼ > (VI.23)
=
1
Ω
∫
Ω
ε∼(x )dΩ (VI.24)
– Dans le cas des conditions pe´riodiques on applique sur tous les nœuds de la surface
exte´rieure ∂Ω du volume Ω un de´placement u qui s’e´crit a` partir du tenseur des
de´formations homoge´ne´ise´es E∼ et d’une fluctuation pe´riodique v : u = E∼ .x + v ∀x ∈ ∂ΩE∼ = 1Ω
∫
Ω
ε∼(x)dΩ
(VI.25)
La fluctuation pe´riodique v est pe´riodique car elle prend la meˆme valeur en deux points
homologues de faces oppose´es. De meˆme, les efforts σ∼ .n en deux points homologues
sont oppose´s.
En e´lasticite´ line´aire, chaque proble`me KUBC, SUBC ou pe´riodique posse`de une unique
solution a` un mouvement de corps rigide pre`s dans le cas SUBC et a` une translation pre`s
dans le cas des conditions pe´riodiques. Il existe des tenseurs de concentration d’ordre 4 qui
permettent de relier les grandeurs locales (ε∼, σ∼) aux grandeurs globales (E∼ , Σ∼ ), on les note
A∼∼
et B∼∼
: {
ε∼(x ) = A∼∼
(x ) : E∼ ∀x ∈ Ω et ∀E∼
σ∼(x ) = B∼∼
(x ) : Σ∼ ∀x ∈ Ω et ∀Σ∼
(VI.26)
Soient c∼∼
(x ) et s∼∼
(x ) les tenseurs d’ordre 4 d’e´lasticite´ et de souplesse dans le volume Ω :{
σ∼(x ) = c∼∼
(x ) : ε∼(x )
ε∼(x ) = s∼∼
(x ) : σ∼(x ) ∀x ∈ Ω
(VI.27)
Pour le proble`me KUBC on e´crit :
Σ∼ = < σ∼ > (VI.28a)
= < c∼∼
: A∼∼
: E∼ > (VI.28b)
= < c∼∼
: A∼∼
>: E∼ (VI.28c)
= C∼∼
app
E : E∼ (VI.28d)
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Pour le proble`me SUBC on e´crit :
E∼ = < ε∼ > (VI.29a)
= < s∼∼
: B∼∼
: Σ∼ > (VI.29b)
= < s∼∼
: B∼∼
>: Σ∼ (VI.29c)
= S∼∼
app
Σ : Σ∼ (VI.29d)
C∼∼
app
E et S∼∼
app
Σ sont respectivement les tenseurs apparents d’e´lasticite´ et de souplesse pour
un volume Ω. Pour des volumes Ω judicieusement choisis, on peut encadrer les proprie´te´s
effectives du volume par les proprie´te´s apparentes obtenues pour les deux types de conditions
aux limites homoge`nes au contour, KUBC et SUBC [Huet, 1991] :
S∼∼
app−1
Σ ≤ C∼∼
eff ≤ C∼∼
app
E (VI.30)
Dans le cas des conditions aux limites pe´riodiques, on a pre´sente´ le cas des conditions en
de´placement. Il existe e´galement des conditions aux limites pe´riodiques en effort. Les re´sultats
de la litte´rature montrent, qu’en ge´ne´ral, on a l’encadrement suivant :
S∼∼
app−1
Σ ≤ S∼∼
app−1
Σperiodic ≤ C∼∼
eff ≤ CappEperiodic ≤ C∼∼
app
E (VI.31)
Lorsque le volume Ω est suffisamment grand, les proprie´te´s apparentes du mate´riau
he´te´roge`nes ne de´pendent pas du type de conditions aux limites et co¨ıncident avec les pro-
prie´te´s effectives [Sab, 1992].
VI.3.2 Calcul e´lectrique
Dans un proble`me e´lectrique, on relie le vecteur flux e´lectrique J au gradient de potentiel
∇Φ par l’interme´diaire du tenseur d’ordre 2 de conductivite´ e´lectrique qui est syme´trique et
de´fini positif :
J = Λ∼ elec.∇Φ (VI.32)

J1
J2
J3
 =
 (Λelec)11 (Λelec)12 (Λelec)13− (Λelec)22 (Λelec)23
− − (Λelec)33

∇Φ1
∇Φ2
∇Φ3
 (VI.33)
On distingue trois types de conditions aux limites. Les conditions homoge`nes au contour
de type cine´matique ou statique et les conditions aux limites pe´riodiques. Pour chacune de
ces conditions aux limites, on impose toutes les composantes du vecteur du flux e´lectrique ou
du vecteur de gradient de potentiel e´lectrique selon le type de conditions. On re´cupe`re ainsi
les composantes du tenseurs de conductivite´ e´lectrique. On note j et ∇φ les vecteurs de flux
e´lectrique et de gradient de potentiel, locaux.
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– Dans le cas des conditions UEP (Uniform Electric Potential) on applique sur la surface
exte´rieure ∂Ω du volume Ω un gradient de potentiel ∇Φ qui correspond a` la moyenne
des gradients locaux dans le volume : φ = G .x ∀x ∈ ∂ΩG = 1
Ω
∫
Ω
∇φdΩ (VI.34)
Le vecteur flux e´lectrique macroscopique est alors obtenu par la moyenne des flux locaux
dans tout le volume Ω :
J = < j > (VI.35)
=
1
Ω
∫
Ω
j dΩ (VI.36)
– Dans le cas des conditions UEF (Uniform Electric Flux ) on applique sur la surface
exte´rieure ∂Ω du volume Ω un flux J qui correspond a` la moyenne des flux locaux
dans le volume :  j .n = J .n ∀x ∈ ∂ΩJ = 1
Ω
∫
Ω
j dΩ (VI.37)
Le vecteur gradient de potentiel e´lectrique macroscopique est alors obtenu par la
moyenne des gradients locaux :
G = <∇φ > (VI.38)
=
1
Ω
∫
Ω
∇φdΩ (VI.39)
– Dans le cas des conditions pe´riodiques on applique sur tous les nœuds de la surface
exte´rieure ∂Ω du volume Ω un potentiel e´lectrique Φ qui s’e´crit de la manie`re suivante :
φ = G .x + φ′ ∀x ∈ Ω (VI.40)
Avec φ′ qui est la fluctuation pe´riodique homologue.
La` encore, sur un volume he´te´roge`ne Ω, en faisant un calcul pour chaque condition aux
limites e´lectriques pre´sente´es ici, on peut encadrer la conductivite´ e´lectrique effective par les
conductivite´s apparentes associe´es a` chaque condition aux limites. Les conductivite´s appa-
rentes sont e´gales a` la conductivite´ effective lorsque le volume Ω est assez grand.
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VI.4 Homoge´ne´isation pe´riodique
VI.4.1 Ge´ne´ralite´s - rappel
En homoge´ne´isation pe´riodique, on cherche a` de´terminer, par exemple via le calcul par
e´le´ments finis, les proprie´te´s effectives de mate´riaux he´te´roge`nes pre´sentant un agencement
pe´riodique de leurs he´te´roge´ne´ite´s. On s’inte´resse pour cela a` une cellule de base (ou cellule
e´le´mentaire) qui permet de reconstituer par translation le long de trois vecteurs, appele´s vec-
teurs de pe´riodicite´, le mate´riau a` l’infini. Les proprie´te´s effectives du composite sont alors
de´termine´es par un calcul pe´riodique sur cette cellule.
Le champ de de´formation local ε∼(u (x )) se de´compose en deux champs, un premier E∼ qui
serait le champ de de´formation si le mate´riau e´tait homoge`ne et un second ε∼
′
(x ) repre´sentant
la fluctuation due a` la pre´sence des he´te´roge´ne´ite´s et de´rivant d’un champ de de´placement
pe´riodique que l’on note u
′
. Le champ E∼ caracte´rise la de´formation du re´seau alors que
le champ fluctuant ε∼
′
(x ) est de moyenne nulle. Pour re´sumer, on obtient la de´composition
suivante (e´quations VI.41 et VI.42) :
u (x ) = E∼x + u
′
(VI.41)
ε∼(x ) = E∼ + ε∼
′
(x ) (VI.42)
On entend par champ de de´placement pe´riodique u
′
un champ tel que tous les points au
bord de la cellule de base, se correspondant par translation le long des vecteurs de pe´riodicite´,
prennent les meˆmes valeurs. On parle de champ de de´placement homologue. On demande que
les vecteurs de contrainte en deux points homologues de la cellule de base soient oppose´s pour
permettre l’e´quilibre de la cellule.
On a e´tudie´ le cas de cellules pe´riodiques bidimensionnelles et tridimensionnelles
(quasi)isotropes repre´sentant respectivement un mate´riau fibreux et particulaire. Seul le cas
du calcul pe´riodique sur une cellule tridimensionnelle sera aborde´ dans ce chapitre.
VI.4.2 Description de la cellule
On de´termine ici les proprie´te´s effectives d’un mate´riau a` matrice e´lastome`re avec un
agencement isotrope pe´riodique des charges de noir de carbone. Pour le calcul pe´riodique on
doit de´finir une cellule e´le´mentaire tridimensionnelle contenant une particule sphe´rique en
son centre. Cette cellule doit conduire a` une re´ponse isotrope, ce qui sugge`re que son ordre
de syme´trie soit supe´rieur a` l’ordre du tenseur que l’on cherche a` obtenir.
Les tenseurs de conductivite´ e´lectrique et d’e´lasticite´ sont respectivement d’ordre 2 et 4 ; en
toute rigueur une cellule d’ordre 5 serait ne´cessaire. Il n’existe pas de cellule tridimension-
nelle d’ordre 5 minimum pouvant paver (sans trou ni chevauchement) l’espace. On choisit
ne´anmoins de se´lectionner la cellule te´traka¨ıde´cae´drique avec une particule sphe´rique en son
centre et qui posse`de une syme´trie d’ordre 4.
Le te´traka¨ıde´cae`dre (ou octae`dre tronque´) fait parti de la famille des polye`dres semi-
re´guliers appele´ e´galement cellule de Wigner Seitz [Weaire, 2008]. Il est consitue´ de vingt-
quatre sommets, trente-six areˆtes et sa surface est de´crite par huit hexagones et six carre´s
(figure VI.6).
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(a) Pavage de l’espace avec des cellules
te´traka¨ıde´cae´driques.
(b) Coupe d’une cellule e´le´mentaire de
Wigner Seitz (te´traka¨ıde´cae`dre) avec une
particule sphe´rique en son centre.
(c) Maille e´le´mentaire d’un re´seau a` structure cubique centre´e de renforts.
(d) Groupes d’areˆtes homologues. (e) Groupes de sommets homo-
logues
Fig. VI.6 – Description de la cellule te´traka¨ıde´cae´drique.
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Fig. VI.7 – Diffe´rentes vues de la cellule te´traka¨ıde´cae´drique.
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L’agencement des particules de noir de carbone obtenu confe`re au re´seau une structure
cubique centre´e (figure VI.6(c)). Le te´traka¨ıde´cae`dre posse`de six groupes de quatre sommets
homologues et douze groupes de trois areˆtes homologues (figures VI.6(d) et VI.6(e)).
Chaque cellule est maille´e selon une me´thode illustre´e sur le sche´ma VI.8 permettant
d’obtenir au final des cellules avec un maillage pe´riodique en surface, ne´cessaire au calcul.
La surface du te´traka¨ıde´cae`dre avec la particule est d’abord maille´e a` l’aide du logiciel GMSH1
avec des e´le´ments triangles line´aires (ou s3d3 dans le language de Ze´BuLoN). Ce maillage de
l’interface, qui n’a aucune raison a priori d’eˆtre pe´riodique, est ensuite post-traite´ de manie`re
a` le rendre pe´riodique.
Cette e´tape de pe´riodisation des faces s’effectue a` l’aide d’un « mesher » utilisant les
classes de Ze´BuLoN. Elle consiste, pour chaque couple de faces, a` e´liminer une des faces et a`
projeter la seconde, le couple de faces posse`de alors le meˆme maillage et est donc pe´riodique
(tableau VI.2).
Cette me´thode de pe´riodisation des faces suppose qu’on ait le meˆme nombre de nœuds sur
chaque areˆte du volume afin de maˆıtriser correctement la connexite´ du maillage. Par cette
me´thode on assure non seulement l’exactitude de la condition de pe´riodicite´ entre les nœuds
homologues mais e´galement au niveau des e´le´ments, ce qui revient a` avoir une connexite´
identique des e´le´ments de deux faces homologues. Le sche´ma VI.9 indique en effet deux
maillages posse´dant les meˆmes emplacements de nœuds mais des e´le´ments diffe´rents et donc
des connexite´s diffe´rentes. On verra quelques lignes plus loin que ce point est important dans
la conservation de la pe´riodicite´ lors du passage d’e´le´ments line´aires en e´le´ments quadratiques.
Le maillage surfacique pe´riodique de la cellule est finalement rempli a` l’aide de l’outil
GHS3D2 de remplissage de´voppe´ par l’INRIA et l’ONERA par l’execution d’un programme en
z7p (language interpre´te´ dans Ze´BuLoN). La pe´riodicite´ de chaque maillage est teste´e a` l’aide
d’un programme en language Python qui ve´rifie la correspondance des nœuds constituants
les NSETS homologues de´finis dans le fichier maillage « .geof » de Ze´BuLoN. Les e´le´ments
finalement obtenus sont des te´trae`dres line´aires (ou c3d4 dans le language de ZeBuLoN).
3D object 3D object.geo
GMSH
surf.msh
GMSH
surf.geof
convert.py
surf period.geof
periodic.inp
mesher.cpp
vol period.geof
ghs3d.z7p
GHS3D
CAO
Meshing
Fig. VI.8 – Principe de maillage pe´riodique de cellules te´traka¨ıde´cae´driques avec une par-
ticule au centre.
1http ://www.geuz.org/gmsh/
2GHS3D/TeTMesh INRIA/Distene.
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****mesher
Soit Ni le ieme nœud de la face FACE22 : ***mesh PERIOD.geof
**open INI.geof
Ni = (Xi, Yi, Zi) **periodic duplicate
*elset1 FACE22
on reconstruit son homologue N+i ∈ FACE14 *elset2 FACE14
selon le vecteur de translation V = (Vx, Vy, Vz) *vect period 4.0 -4.0 4.0
**periodic duplicate
Vx = vect period[0], Vy = vect period[1], Vz = vect period[2] *elset1 FACE28
*elset2 FACE26
N+i = (Xi + Vx, Yi + Vy, Zi + Vz) *vect period 4.0 4.0 -4.0
(...)
(...) ****return
Tab. VI.2 – Mesher periodic.inp qui periodise les faces homoge`nes d’un maillage surfa-
cique.
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Fig. VI.9 – Exemple de deux e´le´ments avec des positions de nœuds (nœuds clairs) identiques
mais des connexite´s diffe´rentes, impact sur la perte de pe´riodicite´ en passant a` des e´le´ments
quadratiques (nœuds noirs).
En transformant les e´le´ments line´aires du maillage initial pe´riodise´ en e´le´ments quadra-
tiques, on ne risque pas, a priori, de perdre la pe´riodicite´ des faces de la cellule. En effet, Les
nœuds nouvellement cre´e´s sur les faces de la cellule trouveront leur homologue. Ne´anmoins la
cre´ation de ces nouveaux nœuds se fait a` une erreur pre`s de positionnement qui peut alte´rer
la pre´cision du calcul pe´riodique. La courbe VI.10 de´crit la proportion de nœuds de la sur-
face (ordonne´e) posse´dant une certaine erreur (abscisse) apre`s la transformation des e´le´ments
line´aires du maillage en e´le´ments quadratiques ; l’erreur initiale, sur le maillage line´aire e´tant
nulle.
L’erreur calcule´e est la diffe´rence entre la norme du vecteur reliant deux nœuds homologues
et la norme du vecteur de pe´riodicite´. Les erreurs obtenues sont comprises entre 10−5 et 10−2.
On de´cide de corriger le positionnement des nœuds ne satisfaisant pas le crite`re de l’erreur
nulle. Le de´placement des nœuds ne satisfaisant pas les conditions de pe´riodicite´ e´tant faible,
on ne risque pas de remettre en cause la validite´ ge´ome´trique du maillage en cre´ant, par
exemple, des intersections d’e´le´ments.
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0.01
0.005
0
Fig. VI.10 – Courbe d’erreur.
VI.4.3 Proprie´te´s e´lastiques
Dans le cas ge´ne´ral de la structure cubique le tenseur d’e´lasticite´ C∼∼
reliant le tenseur des
de´formations macroscopiques E∼ au tenseur des contraintes macroscopiques Σ∼ , s’exprime a`
partir de trois coefficients inde´pendants que sont C11, C12 et C44 dans le repe`re orthonorme´
(1 ,2 ,3 ) ou (x ,y ,z )(e´quation VI.43).
Σ11
Σ22
Σ33
Σ12
Σ23
Σ31

=

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44


E11
E22
E33
2E12
2E23
2E31

Les coefficients sont de´termine´s en faisant deux calculs pe´riodiques qui se diffe´rencient par
le choix des composantes non nulles du tenseur des de´formations macroscopiques E∼ a` imposer
sur la cellule. Le premier calcul permet de re´cupe´rer les valeurs de C11 et C12 en faisant un
essai d’extension en imposant la composante E11 du tenseur des de´formations homoge´ne´ise´
dans l’expression de u . Le second calcul permet de de´terminer le coefficient C44 par un essai
de cisaillement simple en imposant la composante E12 du tenseur des de´formations.
On de´finit le coefficient d’anisotropie a` partir des composantes du tenseur d’e´lasticite´
(e´quation VI.43).
α =
2C44
C11 − C12 (VI.43)
Ce coefficient vaut 1 dans le cas des mate´riaux isotropes. On souhaite dans un premier
temps calculer le coefficient d’anisotropie pour la cellule te´traka¨ıde´cae´drique en fonction de
la fraction volumique de noir de carbone et du contraste me´canique entre phases ENC/EM
122 CHAPITRE VI. HOMOGE´NE´ISATION
(figure VI.11). On effectue un calcul e´lastique isotrope dans le cas de comportements peu
compressible (νM = 0.49) et quasi-incompressible (νM = 0.49983) de la matrice e´lastome`re.
On atteint une anisotropie asymptotique au-dela` d’un constraste de 100 en moyenne. De plus,
l’anisotropie est amplifie´e avec la fraction volumique de la particule dans la cellule. On atteint
jusqu’a` 22% d’anisotropie pour de fortes fractions volumiques. Le mate´riau tend a` eˆtre moins
anisotrope quand la matrice devient incompressible.
νM = 0.49983, V vNC = 0.30
νM = 0.49983, V vNC = 0.20
νM = 0.49983, V vNC = 0.10
νM = 0.49, V vNC = 0.30
νM = 0.49, V vNC = 0.20
νM = 0.49, V vNC = 0.10
ENC/EM
α
1e+071e+06100000100001000100101
1.25
1.2
1.15
1.1
1.05
1
0.95
Fig. VI.11 – Evolution du coefficient d’anisotropie en fonction du contraste me´canique
(ENC/EM ) et de la fraction volumique de charge pour deux compressibilite´s de la matrice
(νM = 0.49 et νM = 0.49983).
Par le calcul pe´riodique, on souhaite estimer les modules d’e´lasticite´ effectifs du mate´riau
Geff , Keff et Eeff . Les modules de compressibilite´ et de cisaillement s’expriment en fonction
des composantes du tenseur d’e´lasticite´ (e´quation VI.44). En raison de l’anisotropie de la
cellule, on de´finit deux modules de cisaillement G+eff et G
−
eff (e´quation VI.44).
G+eff = C44, G
−
eff = (C12 − C11)/2, Keff = (2C12 + C11)/3 (VI.44)
On choisit de de´finir deux modules E+eff et E
−
eff (e´quation VI.45) qui co¨ıncident lorsque
le coefficient d’anisotropie α vaut 1.
E+eff =
9KeffG+eff
3Keff +G+eff
, E−eff =
9KeffG−eff
3Keff +G−eff
(VI.45)
Les proprie´te´s me´caniques de chacune des phases sont de´finies dans le tableau VI.1.
On souhaite e´galement de´terminer la re´ponse du composite pour diffe´rentes formulations
e´le´ments finis et dans le cas d’un comportement peu compressible de la matrice e´lastome`re
(νM = 0.49). On cherche a` mettre en e´vidence les phe´nome`nes de blocage des e´le´ments du
maillage constituant la matrice e´lastome`re qui tend a` rigidifier le syste`me {matrice + parti-
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cule}.
Les e´le´ments finis utilise´s sont de´finis dans le tableau VI.3. La notation P1 + P1 ca-
racte´rise les e´le´ments bulles qui correspondent a` des e´le´ments dont on a enrichi la cine´matique
[Taylor, 2000] permettant d’inte´grer se´pare´ment les parties de´viatorique et sphe´rique du ten-
seur des contraintes. L’inte´gration se´pare´e de la partie sphe´rique fournit une mesure de
la pression au sein de l’e´lement que l’on va conside´rer constante et calcule´e en un nœud
supple´mentaire situe´ au centre de ce meˆme e´le´ment. Le terme « bulle » fait re´fe´rence au fait
que la fonction de forme associe´e a` l’enrichissement cine´matique prend une valeur nulle au
bord de l’e´le´ment. Les indices i et j dans la notation Pi + Pj des e´le´ments a` cine´matique
enrichie indique le degre´ d’interpolation des champs de de´placement et de pression.
νM Formulations e´le´ments finis
0.49983 P1, P2, (P1 + P1)
0.49 P1, P2
Tab. VI.3 – Ele´ments finis utilise´s sur la cellule te´trataka¨ıde´cae´drique en calcul pe´riodique
pour deux coefficients de Poisson de la matrice e´lastome`re.
On trace pour chaque type d’e´le´ment utilise´, l’e´volution des diffe´rents modules d’e´lasticite´
en fonction de la fraction volumique de noir de carbone et ce, pour les deux comportements
conside´re´s pour la matrice e´lastome`re. Ces re´sultats sont syste´matiquement situe´s par rap-
port aux bornes de Reuss et d’Hashin-Shtrikman 3D infe´rieure (figures VI.12(a), VI.12(b),
VI.13(b), VI.13(a) et VI.14(a)).
Dans le cas d’un comportement quasi-incompressible (νM = 0.49983), on remarque que,
duˆ au phe´nome`ne de verrouillage des e´le´ments du maillage constituant la matrice, seuls les
e´le´ments quadratiques ou de type bulle conviennent. Pour les deux types de comportement
de la matrice e´lastome`re, la borne d’Hashin-Shtrikman infe´rieure est un bon estimateur du
module de cisaillement effectif infe´rieur G−eff .
On de´crit e´galement l’e´volution de l’amplification moyenne et maximale des de´formations
dans la matrice en fonction de la fraction volumique de charges et dans le cas d’un essai
de cisaillement simple dans la direction 12 (figure VI.14(b)). Les amplifications moyenne et
maximale sont respectivement le rapport de la de´formation moyenne < ε12 >M ou maximale
dans la matrice sur la de´formation moyenne totale qui est celle que l’on impose (ε12 = 0.5).
L’amplification moyenne augmente quasi-line´airement avec la fraction volumique alors que
l’amplification maximale, augmente plus fortement pour des fractions volumiques e´leve´es
(V vNC > 30%). La de´formation maximale est localise´e entre les seconds voisins du re´seau,
qui se situent dans l’axe perpendiculaire aux faces carre´es du te´trakaide´cae`dre. La figure
VI.16(a) pre´sente cette localisation dans le plan (z ,y ).
En tracant e´galement la pression maximale (Pmax = 1/3tr(σ)max) dans la matrice en fonc-
tion de la fraction volumique de charges (figure VI.15(a)) on met en e´vidence les phe´nome`nes
de confinement d’e´lastome`re, localise´ principalement entre les premiers voisins (situe´s dans
l’axe perpendiculaire aux faces hexagonales de la cellule) (figure VI.16(b)), caracte´rise´ par
des pressions e´leve´es, entre charges pour des distance inter-charges tre`s proches et donc des
fractions volumiques e´leve´es (V vNC > 30%).
Pour une de´formation macroscopique donne´e, le confinement de la matrice a` certains endroits
s’accompagne d’une amplification maximale plus forte dans d’autres zones.
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(a) Module de cisaillement.
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(b) Module de compressibilite´ dans le cas νM = 0.49.
Fig. VI.12 – Re´sultats de calculs pe´riodiques sur cellules te´traka¨ıde´cae´driques contenant une
particule sphe´rique - Evolution des modules d’e´lasticite´ en fonction de la fraction volumique
de charges de noir de carbone.
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(a) Module d’Young pour un coefficient de Poisson νM = 0.49.
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(b) Module de compressibilite´ pour un coefficient de Poisson νM = 0.49983.
Fig. VI.13 – Re´sultats de calculs pe´riodiques sur cellules te´traka¨ıde´cae´driques contenant une
particule sphe´rique - Evolution des modules d’e´lasticite´ en fonction de la fraction volumique
de charges de noir de carbone.
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(a) Module d’Young pour un coefficient de Poisson νM = 0.49983.
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(b) Amplification des de´formations moyenne (< (ε12)M > / < ε12 >) et maximale ((ε12)M−max/ < ε12 >)
dans la matrice e´lastome`re - calcul de cisaillement simple (ε12 = 0.5).
Fig. VI.14 – Re´sultats de calculs pe´riodiques sur cellules te´traka¨ıde´cae´driques contenant
une particule sphe´rique.
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(a) Pression maximale dans la matrice e´lastome`re.
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(b) Champ de de´fomation ε12 - cellule te´trakaide´cae´drique.
Fig. VI.15 – Re´sultats de calculs pe´riodiques sur cellules te´traka¨ıde´cae´driques contenant
une particule sphe´rique - calcul de cisaillement simple (ε12 = 0.5).
128 CHAPITRE VI. HOMOGE´NE´ISATION
z
y
ε12
-0.0554
0.285
0.625
0.965
1.31
(a) Champ de de´fomation ε12 dans le plan (z , y ) de coˆte x = xmax/2 (le plan (z , y ) de´coupant la cellule
en son centre).
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(b) Pression.
Fig. VI.16 – Cartes d’isovaleurs des calculs pe´riodiques sur cellule te´trakaide´cae´drique avec
inclusion sphe´rique - calcul de cisaillement simple (ε12 = 0.5).
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VI.4.4 Proprie´te´s e´lectriques
Dans le cas de la syme´trie cubique, le tenseur de conductivite´ est diagonal et s’exprime
a` partir d’une composante que l’on nomme Λelec (e´quation VI.46). L’anisotropie de la cellule
n’affecte pas l’isotropie du tenseur dans la mesure ou` l’ordre du tenseur de conductivite´ (2)
est infe´rieur a` l’ordre de syme´trie de la cellule (4).

J1
J2
J3
 =
 Λelec 0 00 Λelec 0
0 0 Λelec

∇Φ1
∇Φ2
∇Φ3
 (VI.46)
La condition de pe´riodicite´ sur les nœuds porte sur le potentiel e´lectrique Φ :
φ = G .x + φ
′
(VI.47)
Avec φ
′
qui est la fluctuation pe´riodique et G le vecteur gradient du potentiel e´lectrique
homoge´ne´ise´ :
< ∇φ >= 1
V
∫
∇φdV = G (VI.48)
On trace l’e´volution de la conductivite´ e´lectrique en fonction de la fraction volumique de
noir de carbone dans la cellule te´traka¨ıde´cae´drique contenant une particule sphe´rique (figure
VI.17). La borne infe´rieure d’Hashin Shtrikman estime correctement la conductivite´ e´lectrique
d’un mate´riau posse´sant un re´seau cubique centre´ de ses renforts.
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Fig. VI.17 – Conductivite´ e´lectrique.
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VI.5 Facteur d’amplification
VI.5.1 Formule de Christensen
a) De´finition
Dans la continuite´ des bornes et des estimations pre´sente´es au de´but de ce chapitre, on
propose ici de travailler sur une estimation mettant en e´vidence l’amplification du module
d’Young de la matrice e´lastome`re par l’ajout de charges de noir de carbone via les donne´es
ge´ome´triques telles que la proximite´ des charges et de la fraction volumique. Le facteur
d’amplification note´ FA caracte´rise le rapport entre le module d’Young effectif d’un me´lange
(Eeff ) et le module d’Young de l’e´lastome`re constituant la matrice EM . Une estimation du
FA a e´te´ propose´e par Christensen ([Christensen, 1979]) en s’appuyant sur un composite
constitue´ d’un mate´riau mou place´ entre deux plans infiniment rigides et en ge´ne´ralisant le
re´sultat a` deux sphe`res de rayon R distantes de d, la distance d correspondant a` la distance
entre les plans tangents des sphe`res.
FA =
Eeff
EM
(VI.49)
FAChristensen = 1 + 2
R
d
(VI.50)
Le facteur d’amplification de Christensen tend vers l’infini pour des ratio d/R tendant vers
la valeur nulle, ce qui correspond a` des charges extreˆmement proches dans la microstructure.
Ce facteur tend e´galement vers un pour des ratio tendant vers l’infini ce qui correspond a`
une microstructure sans charges et donc a` un module d’Young effectif e´gal au module de la
matrice.
b) Calculs
On cherche a` exprimer l’amplification du module d’Young effectif a` partir de la distance
inter-charges d dans le cas de la cellule tridimensionnelle te´traka¨ıde´cae´drique. La distance
inter-charges correspond a` la distance entre une charge et ses premiers voisins. On identifie
cette distance d1er sur la figure VI.18 comme e´tant la distance entre la charge au centre et ses
premiers voisins qui sont les charges situe´es autour et qui sont ici au nombre de quatre. La
distance entre les seconds voisins d2nd est e´galement de´finie sur la figure VI.18 qui correspond
a` la distance entre deux premiers voisins de la charge centrale. L’axe des premiers voisins
de la structure cubique centre´e correspond dans la cellule te´trakaide´cae`drique a` l’axe normal
aux faces hexagonales de la cellule (faces dessine´es en rouges sur la figure VI.19).
On veut obtenir l’e´volution du facteur d’amplification en fonction de la distance inter-
charges via le rapport d/R dans l’expression VI.50. On doit pour cela, associer a` chaque
fraction volumique e´tudie´e, un rapport d/R. On exprime donc la fraction volumique de noir
de carbone au sein de la cellule te´traka¨ıde´cae´drique en fonction de d/R en cherchant a` relier
la distance caracte´ristique du te´trakaide´cae`dre a en fonction de d et de R :
V vNC−3D =
V vsphere
V vtetrakaidecaedre
=
(4/3pi)R3
8
√
(2)a3
(VI.51)
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d2nd
d1er
Fig. VI.18 – Mise en e´vidence des premiers et seconds voisins au sein d’une structure
cubique centre´e.
2R + d
a
x
yz
Fig. VI.19 – Mise en e´vidence de la longueur caracte´ristique a de la cellule
te´trakaide´cae´drique et de la distance se´parant les faces hexagonales (axes des premiers voisins)
qui est e´gale a` 2R+ d.
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On obtient, par un calcul non de´taille´ ici, la relation suivante :
V vNC−3D =
√
3pi(
1
2 + dR
)3 (VI.52)
En tracant l’e´volution de la fraction volumique en fonction du rapport d/R (figure VI.20),
on retrouve la fraction volumique de compacite´ pour un rapport d/R nul, dans le cas d’un
agencement en re´seau cubique centre´ de sphe`res, qui est de 68%.
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Fig. VI.20 – Evolution de la fraction volumique en fonction du rapport d/R dans le cas
d’un re´seau de sphe`res selon une syme´trie cubique centre´e.
Apre`s ces calculs pre´liminaires, on peut tracer l’e´volution du facteur d’amplification FA,
via le rapport du module d’Young effectif Eeff sur le module d’Young de la matrice EM ,
en fonction du rapport d/R pour chaque cellule e´tudie´e correspondant a` chacune a` une frac-
tion volumique (figure VI.21). Plus pre´cise´ment, on obtient deux courbes d’amplification
caracte´ristiques des deux modules d’Young obtenus (E+eff et E
−
eff ). On trace e´galement la
borne d’Hashin-Shtrikman infe´rieure 3D fonction de d/R, qui est e´quivalente, a` la valeur du
module d’Young E−eff . On compare ces re´sultats au facteur d’amplification analytique obtenu
par Christensen (e´quation VI.50).
L’amplification de´crite par Christensen est syste´matiquement supe´rieure et tend plus len-
tement vers la valeur asymptotique unite´ que pour une microstructure avec une structure
cubique centre´e de ses renforts. La formule de Christensen de´crit l’amplification entre deux
plans. Il est naturel que l’amplification entre deux plans soit plus importante qu’entre deux
sphe`res. La borne d’Hashin Shtrikman infe´rieure 3D atteint une amplification maximum de
6.5 lorsque les charges sont extreˆmement proches, lorsque d/R tend vers la valeur nulle.
VI.5. FACTEUR D’AMPLIFICATION 133
E -
E +
HS- 3D
Formule de Christensen
d/R
E
e
f
f
/E
M
1.81.61.41.210.80.60.40.20
20
15
10
5
0
Fig. VI.21 – Evolution du facteur d’amplification avec la distance inter-charges d/R.
VI.5.2 Motif morphologique
On e´tudie dans ce paragraphe l’influence de la forme de la particule et de la prise en
compte de la gomme occluse sur les modules e´lastiques et sur le facteur d’amplification.
a) Comparaison particule sphe´rique/te´traka¨ıde´cae´drique
On travaille ici sur une cellule te´traka¨ıde´cae´drique avec une particule de meˆme forme en
son centre (figure VI.22(a)). On parle de te´traka¨ıde´cae`dres concentriques. Le choix pre´ce´dent
d’une particule sphe´rique est une assez bonne approximation vis-a`-vis des observations mi-
croscopiques (chapitre III). Il est cependant inte´ressant de voir les effets de la forme de la
particule dans la cellule te´traka¨ıde´cae´drique sur la re´ponse e´lastique locale et globale du
mate´riau composite. Le processus de maillage et de pe´riodisation reste identique, le maillage
final e´tant constitue´ d’e´le´ments bulles mais les e´le´ments quadratiques peuvent e´galement eˆtre
utilise´s.
Dans un premier temps, on calcule le coefficient d’anisotropie de la cellule en fonction de
la fraction volumique de charge et du contraste me´canique entre phases (ENC/EM ). On effec-
tue un calcul e´lastique isotrope avec un comportement quasi-incompressible pour la matrice
(νM = 0.49983). On compare les re´sultats a` ceux obtenus dans le cas d’une particule sphe´rique
(figure VI.22(b)), pour plus de clarte´ sur les courbes qui suivent, on diffe´rencie la cellule avec
une particule sphe´rique de celle avec une particule te´traka¨ıde´cae´drique par les mots (Sph) et
(TKD) respectivement. La cellule contenant une particule te´traka¨ıde´cae´drique donne lieu a`
un comportement e´lastique plus anisotrope, avec une augmentation de l’anisotropie de 15%
pour de fortes fractions volumiques, que celle posse´dant une particule sphe´rique.
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(a) Coupe d’une cellule te´traka¨ıde´cae´drique avec
particule te´traka¨ıde´cae´drique
(Sph), V vNC = 0.30
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(b) Evolution du coefficient d’anisotropie α avec la fraction volumique de noir de carbone et le contraste
me´canique entre phases (ENC/EM ) pour deux formes d’inclusion : sphe´rique (Sph) et te´trakaide´cae´drique
(TKD).
Fig. VI.22 – Calculs pe´riodiques sur cellules te´traka¨ıde´cae´drique contenant une particule
te´traka¨ıde´cae´drique.
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On trace l’e´volution des modules e´lastiques Geff , Keff , E+eff et E
−
eff obtenus en fonction
de la fraction volumique de Noir de Carbone (TKD) qui sont compare´s a` ceux obtenus dans
le cas de la particule sphe´rique (Sph) (figures a), VI.24(a) et VI.24(b)). On obtient le meˆme
comportement en terme de module de compressibilite´ ainsi que les modules minimum d’Young
et de cisaillement.
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Fig. VI.23 – Re´sultats de calculs pe´riodiques sur cellules te´traka¨ıde´cae´driques contenant
une particule te´traka¨ıde´cae´drique pour un comportement quasi-incompressible (ν = 0.49983)
de la matrice - Evolution du module de cisaillement en fonction de la fraction volumique de
noir de carbone.
On trace e´galement l’e´volution des amplifications moyenne et maximale des de´formations
dans la matrice, pour un essai de cisaillement simple (ε12 = 0.5), en fonction de la fraction
volumique de charges en la comparant a` celle obtenue pour le te´trakaide´cae`dre avec inclusion
sphe´rique (figure VI.25(a)). L’amplification moyenne reste identique a` celle obtenue dans le
cas d’une particule te´trakaide´cae´drique dans la mesure ou` la fraction volumique reste la meˆme
quelle que soit la forme de la particule. Par contre, on atteint localement une amplification
maximale supe´rieure a` celle obtenue pour la particule sphe´rique.
La pression maximale dans la matrice est, quant a` elle, syste´matiquement supe´rieure dans
le cas d’un agencement de particules te´trakaide´cae´driques. Cela s’explique par le fait que le
confinement de l’e´lastome`re est tout naturellement plus intense entre deux plans qu’entre
deux sphe`res. Ne´anmoins pour des taux de charges e´leve´s, la pression maximale entre deux
particules sphe´riques s’assimile a` la pression maximale entre deux plans hexagonaux de par-
ticules te´trakaide´cae´driques.
La` encore, la cellule comple`te devant se de´former de 50% macroscopiquement, l’augmen-
tation du confinement de l’e´lastome`re associe´ a` la particule te´trakaide´cae´drique s’accompagne
localement, a` des endroits diffe´rents de la matrice, d’amplification maximale grandissante.
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(a) Evolution du module de compressibilite´ en fonction de la fraction volumique de noir de carbone.
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(b) Evolution du module d’Young en fonction de la fraction volumique de noir de carbone.
Fig. VI.24 – Re´sultats de calculs pe´riodiques sur cellules te´traka¨ıde´cae´driques contenant
une particule te´traka¨ıde´cae´drique pour un comportement quasi-incompressible (ν = 0.49983)
de la matrice.
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(a) Amplification des de´formations moyenne (< (ε12)M > / < ε12 >) et maximale ((ε12)M−max/ < ε12 >).
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(b) Pression.
Fig. VI.25 – Re´sultats de calculs pe´riodiques sur cellules te´traka¨ıde´cae´driques. Calcul de
cisaillement simple (ε12 = 0.5). Comparaison particule sphe´rique (I) /te´traka¨ıde´cae´drique
(II).
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On e´tudie a` pre´sent l’e´volution du facteur d’amplification FA, via le rapport du module
d’Young effectif Eeff sur le module d’Young de la matrice EM , en fonction du rapport d/R.
On compare les re´sultats obtenus par le calcul pe´riodique sur les cellules te´traka¨ıde´cae´driques
avec une particule sphe´rique et te´traka¨ıde´cae´drique.
On trace l’e´volution de la fraction volumique de noir de carbone en fonction de la dis-
tance inter-charges d (figure VI.26). On remarque que l’on retrouve la fraction volumique
de compacite´ de 100% dans le cas de la cellule te´traka¨ıde´cae´drique contenant une particule
te´traka¨ıde´cae´drique pour une distance inter-charges nulle.
On de´finit un rayon e´quivalent Req dans le cas de la particule te´traka¨ıde´cae´drique afin
de comparer le module d’Young effectif obtenu par la formule de Christensen. Ce rayon
e´quivalent est la moyenne des rayons de la sphe`re inscrite et de la sphe`re cirsconscrite.
Le rayon de la sphe`re inscrite Rinsc est e´gal a` la moitie´ de la distance se´parant deux plans
hexagonaux d’une meˆme paire homologue de la particule, ce rayon est de
√
3
2ai avec ai la
longueur des areˆtes de la particule te´traka¨ıde´cae´drique.
Le rayon de la sphe`re circonscrite Rcirc est calcule´ a` partir de l’e´quation d’une sphe`re
R2circ = x
2 + y2 + z2 centre´e en O et des coordonne´es de l’un des sommets S de la par-
ticule te´traka¨ıde´cae´drique appartenant donc a` la sphe`re circonscrite.
On obtient finalement, pour chaque fraction volumique de charge, le rayon e´quivalent Req
(e´quation VI.54) ainsi que la distance inter-charges deq et la fraction volumique de charge
e´quivalente V veq (tableau VI.4). Le calcul de V veq permet de ve´rifier qu’on ne s’e´loigne pas
trop de la fraction volumique initiale.
Req =
Rinsc +Rcirc
2
(VI.53)
=
√
3
2ai +
√
x2S + y
2
S + z
2
S
2
(VI.54)
V vNC ai Rinsc Rcirc Req deq V veq
0.10 1.3128 1.6078 2.0757 1.8417 3.2448 0.0977
0.20 1.654 2.0258 2.6153 2.3205 2.2871 0.2043
0.30 1.8934 2.3190 2.9940 2.6565 1.6152 0.3065
0.40 2.0840 2.5524 3.2951 2.9237 1.0808 0.4087
Tab. VI.4 – Re´sultats du calcul du rayon e´quivalent Req pour la particule
te´traka¨ıde´cae´drique pour diffe´rentes fractions volumiques
Sur la courbe de la figure VI.27 de´crivant l’e´volution du facteur d’amplification en fonction
du rapport d/R, ce dernier est un rapport e´quivalent pour le te´traka¨ıde´cae`dre contenant une
particule te´traka¨ıde´cae´drique (tableau VI.4) que l’on calcule a` partir du rayon e´quivalent Req
avec la relation 2Req + d =
√
6a. On note une amplification du module d’Young le´ge`rement
supe´rieure dans le cas de la particule te´traka¨ıde´cae´drique.
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Fig. VI.26 – Evolution de la fraction volumique de noir de carbone en fonction de la distance
inter-charges.
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Fig. VI.27 – Evolution du module d’Young normalise´ (Eeff/EM ) en fonction du rapport
d/R.
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b) Prise en compte de la gomme occluse
On propose a` pre´sent de modifier la cellule e´le´mentaire en conside´rant toujours une cellule
te´traka¨ıde´cae`drique avec une sphe`re en son centre repre´sentant cette fois-ci un agre´gat de noir
de carbone. Cet agre´gat est mode´lise´ par une sphe`re creuse dont l’espace libre est occupe´ par
de l’e´lastome`re occlus. Cette gomme « occluse » posse`de les meˆmes proprie´te´s que la gomme
inter-charges mais va voir ses de´formations diminue´es a` cause du noir de carbone l’entourant
rigidifiant alors le composite. Cette partie de l’e´lastome`re intervient peu dans la de´formation
macroscopique du syste`me. On e´tudie la re´ponse e´lastique de cellules te´traka¨ıde´cae´driques a`
fraction volumique constante de charge tout en augmentant la quantite´ de gomme occluse,
pour diminuer la distance inter-charges.
On travaille sur des cellules te´traka¨ıde´cae´driques de coˆte´ de longueur a (figure VI.28(b)).
Les cellules ont une fraction volumique de noir de carbone de 20% et se diffe´rencient par le
rapport de la moitie´ de la distance inter-charges d sur la longueur du coˆte´ du te´traka¨ıde´cae`dre
a (tableau VI.5 et figure VI.28(b)). Pour chaque cellule, on calcule e´galement la fraction volu-
mique de gomme occluse V vGO et de l’ensemble gomme occluse et noir de carbone V vGO+NC .
d/2a 0.05 0.10 0.25 0.40
V vGO+NC 0.60 0.53 0.34 0.21
V vGO 0.40 0.33 0.14 0.01
Tab. VI.5 – Caracte´ristiques ge´ome´triques des cellules te´traka¨ıde´cae´driques avec gomme
occluse - rapports d/2a et fractions volumique de l’ensemble gomme occluse + noir de carbone
(V vNC+GO)
On trace l’e´volution de l’amplification du module d’Young effectif (Eeff/EM ) en fonction
du rapport d/2a dans le cas de l’inclusion charge´e a` 20% avec de la gomme occluse (GO)
(figure VI.29). On trace e´galement, sur la meˆme courbe, le facteur d’amplification de Chris-
tensen en fonction de d/2a a` partir de l’expression de la fraction volumique de noir de carbone
dans la cellule te´traka¨ıde´cae´drique (e´quations VI.55 et VI.56). On trace, en comple´ment, la
valeur obtenue dans le cas d’une cellule charge´e a` 20% avec une inclusion sphe´rique.
Pour de grands rapports d/2a on tend, tout naturellement, vers la valeur obtenue dans le
cas de la cellule charge´e a` 20% avec une inclusion sphe´rique. On remarque que l’expression de
l’amplification de Christensen sur-estime les effets de gomme occluse dans la microstructure
avec ce mode`le pe´riodique simple. Ne´anmoins l’introduction de gomme occluse permet de se
rapprocher davantage de cette amplification analytique.
2Rsup + d = a
√
6 ,
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=
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a
√
6
d
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a
√
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d
(VI.56)
On de´cide a` partir de la courbe de´crivant l’e´volution des modules de cisaillement avec le
rapport d/2a (figure VI.30) d’estimer le pourcentage de gomme occluse dans les me´langes
e´tudie´s a` partir des donne´es expe´rimentales (chapitre II). On met en e´vidence le rapport
d/2a pour lequel la courbe correspondant au motif avec gomme occluse intersecte la valeur
expe´rimentale. Ce rapport d/2a correspondant a` une fraction volumique pre´cise de gomme
occluse.
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(a) Coupe de la cellule avec inclusion sphe´rique et gomme occluse.
d/2
a
(b) Donne´es ge´ome´triques.
Fig. VI.28 – Cellule te´traka¨ıde´cae´drique charge´e a` 20% avec introduction de gomme occluse
tel que d/2a = 0.10.
142 CHAPITRE VI. HOMOGE´NE´ISATION
Un encadrement des fractions volumiques de gomme occluse obtenues pour les quatre
me´langes charge´s a` 20% sont re´pertorie´es dans le tableau VI.6. On compare les fractions
volumiques obtenues a` la valeur estime´e par la formule de Me´dalia VI.57 [Medalia, 1971].
Cette formule estime la fraction volumique apparente V vGO+NC de charges en fonction de la
fraction volumique re´elle V vNC et a` partir des mesures d’adsorption de DBP (Di(n)-diButyl
Phtalate)). Avec la valeur de mesure de DBP fournie par Michelin, on obtient ici une fraction
volumique de gomme occluse de 28.89%.
V vGO+NC = V vNC
(1 + 0.0214DBP )
1.46
× 0.5 (VI.57)
se´ries A B C E
V vGO 19.82− 34.07 16.65− 28.55 8.325− 16.21 16.10− 25.94
Tab. VI.6 – Estimation de la fraction volumique de gomme occluse dans un me´lange charge´
a` 20% de noir de carbone pour chacune des se´ries e´tudie´es A, B, C et E.
(Sph) V vNC = 0.20 - E-
(Sph) V vNC = 0.20 - E+
GO - E-
GO - E+
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Fig. VI.29 – E´volution du facteur d’amplification en fonction de d/2a.
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Fig. VI.30 – E´volution du module de cisaillement en fonction de d/2a et comparaison aux
donne´es expe´rimentales.
Conclusion
Les calculs pe´riodiques sur cellules e´le´mentaires te´trakaide´cae´driques permettent d’obtenir
des re´sultats pre´liminaires aux calculs de microstructures repre´sentatives qui seront aborde´s
dans les prochains chapitres. On a obtenu ici les modules e´lastiques du mate´riau le plus
souple. On a mis en e´vidence les phe´nome`nes d’amplification des de´formations ainsi que les
phe´nome`nes de confinement au sein de la cellule. Ce qu’il y a de plus inte´ressant encore, est la
manie`re dont la morphologie de la cellule agit sur le comportement effectif du composite. On
s’est penche´ sur la forme de la particule mais aussi et surtout sur l’effet de l’introduction de
gomme occluse dans la cellule e´le´mentaire. Ces derniers calculs permettent d’estimer la frac-
tion de gomme occluse au sein d’un me´lange en comparant le module e´lastique expe´rimental
a` celui obtenu par le calcul pe´riodique. On peut imaginer envisager cette me´thode comme une
alternative aux mesures de DBP.

Chapitre -VII-
Maillages de microstructures
repre´sentatives
Ce chapitre est consacre´ aux me´thodes de ge´ne´ration de maillages de microstructures
he´te´roge`nes applique´es aux microstructures d’e´lastome`res charge´s simule´es de´crites dans
la deuxie`me partie du me´moire. Le but ici n’est en aucun cas de faire un e´tat de l’art de
l’ensemble de ces techniques mais davantage de pre´senter la me´thodologie retenue dans la
the`se, motive´e par les difficulte´s rencontre´es lie´es a` la complexite´ de la morphologie a` mailler.
La proce´dure de maillage mise en place peut s’appliquer dans un cas tre`s ge´ne´ral, i.e pour
des microstructures a` N phases avec des morphologies varie´es. Les maillages obtenus seront
utilise´s dans les chapitres suivants pour le calcul des proprie´te´s apparentes et effectives de
l’e´lastome`re charge´. On utilisera pour cela le calcul paralle`le qui ne´cessite, pour son bon
de´roulement, une tre`s bonne qualite´ du maillage.
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VII.1 Me´thodes de ge´ne´ration de maillages
La de´marche standard de maillage s’articule principalement autour de trois e´tapes.
Une premie`re e´tape consiste a` repre´senter la ge´ome´trie en construisant l’interface qui
contient ici toute l’information ne´cessaire a` la description de la microstructure. Dans le
cas pre´sent l’interface est la surface commune a` la charge et la matrice (figure VII.1(b))
et e´galement la surface commune entre la microstructure comple`te (charges et matrice)
et l’exte´rieur (figures VII.1(a) et VII.2), ce qui correspond aux faces du cube. On peut
repre´senter cette interface a` partir d’une description mathe´matique en utilisant des outils
de CAO1. On peut e´galement chercher a` reconstruire cette interface a` partir de son image
tridimensionnelle selon un algorithme dit des Marching-Cubes [Lorensen and Cline, 1987].
Une seconde e´tape consiste a` ge´ne´rer un maillage surfacique de cette interface avec des
techniques diffe´rentes selon la me´thode de repre´sentation pre´ce´demment choisie.
Enfin dans une troisie`me et dernie`re e´tape, on remplit ce maillage de surface en privile´giant
les mailleurs libres volumiques oppose´s au mailleurs re´gle´s carte´siens, bien adapte´s pour les
ge´ome´tries complexes comme le cas de la morphologie de la microstructure e´tudie´e.
(a) Interface entre l’ensemble charges +
matrice avec l’exte´rieur.
(b) Interface entre les charges et la ma-
trice.
Fig. VII.1 – De´finition de l’interface dans une microstructure.
VII.1.1 Repre´sentation de l’interface
a) CAO
Lorsque la description mathe´matique de la ge´ome´trie de l’interface est disponible, la
me´thode la plus intuitive est de cre´er un objet CAO a` partir d’outils de´die´s. Par cette
me´thode, on obtient, avec une erreur minimum d’approximation, une repre´sentation de l’in-
terface interpole´e dans la base des splines.
1Conception Assisite´e par Ordinateur.
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(a) Interface entre les charges et l’exte´rieur. (b) Interface entre la matrice et l’exte´rieur.
Fig. VII.2 – De´composition de l’interface entre l’ensemble charges + matrice et l’exte´rieur.
On peut ensuite chercher a` mailler, selon une triangulation de Delaunay
[Georges and Borouchaki, 1997], cette interpolation de l’interface. On peut e´galement inte´grer
l’information ge´ome´trique au sein d’e´le´ments multiphasiques non contraints a` suivre l’in-
terface. La technique des e´le´ments multiphasiques repose sur l’enrichissement de la base
d’interpolation e´le´ments finis par des me´thodes XFEM (eXtended Finite Element Method)
[Ionescu et al., 2007], enrichissement global, ou encore par des me´thodes EFEM (Embedded
Finite Element Method) [Ortiz et al., 1987], enrichissement local.
Dans le cas des microstructures d’e´lastome`res charge´s simule´es, on connaˆıt la ge´ome´trie
donne´e par les coordonne´es du centre et le rayon de chacune des sphe`res de la simulation. La
technique de CAO se preˆte, a priori, donc bien a` ce cas d’e´tude. Ne´anmoins, la complexite´
des ope´rations d’union des sphe`res met en de´faut la robustesse de la taˆche de reconstruction
de l’interface par cette me´thode au dela` d’une dizaine de sphe`res s’interpe´ne´trant.
b) La me´thode des Marching-Cubes
Le terme Marching-Cubes de´signe un algorithme de reconstruction tridimensionnelle
en imagerie. Il permet de ge´ne´rer un objet polygonal a` partir du champ scalaire
de´crivant l’emplacement des phases en trois dimensions. La me´thode des Marching-Cubes
[Lorensen and Cline, 1987] est une alternative a` la me´thode CAO pour repre´senter une in-
terface.
Cette technique est classiquement utilise´e dans deux cas. La ge´ome´trie de l’interface peut
par exemple eˆtre une inconnue du proble`me, c’est le cas en l’occurence des morphologies de
microstructures re´elles obtenues par microtomographie sur lesquelles on souhaite extraire cer-
taines proprie´te´s par le traitement d’images ou le calcul par e´le´ments finis [Madi et al., 2007],
[Burteau et al., 2007]. Un autre cas d’application est la limitation de l’outil CAO expose´e au
paragraphe pre´ce´dent malgre´ la connaissance exacte de la microstructure a` mailler.
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La me´thode des Marching-Cubes permet donc, a` partir d’un ensemble d’images bidi-
mensionnelles de l’interface tridimensionnelle a` de´crire, de reconstruire l’isosurface du champ
scalaire correspondant. Elle s’effectue par la construction de polygones entre les voxels de
l’image de la manie`re suivante : on place une grille virtuelle sur l’image tridimensionnelle,
chaque sommet situe´ au centre de chaque voxel, est teste´ afin de connaˆıtre son positionnement
par rapport a` la premie`re (1) ou la seconde phase (0). Un cube ayant par de´finition 8 som-
mets, chaque cube de la grille posse`de donc 28 = 256 configurations de polygones possibles.
Les conditions de syme´trie au sein du cube re´duisent ce nombre de configurations a` 15 (figure
VII.3).
Fig. VII.3 – Les quinze configurations possibles de polygones pour la reconstruction de
l’isosurface au sein d’un voxel (source : wikipedia).
On obtient finalement une repre´sentation polygonale de l’interface dont le degre´ d’ap-
proximation de´pend fortement de la re´solution de l’image d’entre´e. Les figures VII.4(a) et
VII.4(b) sont respectivement les images bidimensionnelles et la repre´sentation de l’interface
par l’algorithme des Marching-Cubes d’une simulation de microstructure d’e´lastome`re com-
prenant une dizaine de charges sphe´riques.
Les figures VII.5(a) et VII.5(b) pre´sentent les re´sultats de reconstruction de l’inter-
face de la meˆme simulation de microstructure (meˆme nombre de sphe`res) en divisant
syste´matiquement par deux la longueur, en pixels, du cube simule´ ce qui revient a` dimi-
nuer la re´solution de l’image. On note qu’on a tendance a` modifier significativement la forme
des agre´gats en surestimant la fraction volumique ce qui peut e´ventuellement cre´er des che-
mins percolants qui ne sont pas pre´sents initialement dans la simulation. On estime donc une
re´solution minimum de 1pixel pour 3 a` 4nm pour que la forme ainsi que la fraction volumique
finale des charges soient peu affecte´es. L’outil ici utilise´ est le logiciel Avizo2 qui est avant
tout un outil de traitement et d’analyse d’images.
2MERCURY Computer Systems - http ://www.mc.com/.
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(a) Ensemble de coupes de 50 pixels de
coˆte´, (50 coupes).
(b) Reconstruction de l’interface.
Fig. VII.4 – Reconstruction de l’isosurface de´crivant l’interface de la microstructure.
(a) Taille image= 25p. (b) Taille image= 12p.
Fig. VII.5 – Influence de la re´solution de l’image sur la reconstruction de l’interface de la
microstructure.
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VII.1.2 Maillage de l’interface
a) Obtention du maillage
On fait correspondre la discre´tisation polygonale de l’interface, obtenue dans l’e´tape
pre´ce´dente a` un maillage surfacique compose´ de triangles sous forme d’e´le´ments coques. Les
figures VII.6(a) et VII.6(b) pre´sentent respectivement une partie de l’interface de´crite par
l’algorithme des Marching-Cubes et le maillage par e´le´ments finis associe´.
(a) Interface. (b) Maillage.
Fig. VII.6 – Cre´ation du maillage e´le´ments finis associe´ a` la description re´ale´e par l’algo-
rithme des Marching-Cubes.
Pour une meˆme re´solution d’image, on augmente la taille de la simulation ; on passe d’un
cube de 50pixels a` 200pixels de coˆte´. On trace le nombre de nœuds et d’e´le´ments, associe´s a`
la description de l’interface par l’algorithme des Marching-Cubes, en fonction du nombre de
voxels contenu dans le cube (figure VII.7(a)). On l’effectue pour deux re´alisations diffe´rentes
c’est-a`-dire pour deux simulations de microstructures distinctes. L’augmentation line´aire du
nombre de triangles avec la taille de la simulation et le peu de fluctuation avec les re´alisations
sont remarquables et confirment la robustesse de la technique. (figure VII.7(a)).
A` pre´sent, pour une taille de simulation donne´e correspondant a` une longueur de cube,
en nanome`tres, fixe´e, on diminue la re´solution de l’image en diminuant la longueur du coˆte´
du cube en pixels. On trace toujours le nombre de nœuds et d’e´le´ments cre´e´s en fonction du
nombre de voxels contenus dans le cube (figure VII.7(b)). On note que le nombre de nœuds
et d’e´le´ments tend a` diminuer lorsqu’on diminue la re´solution, c’est a` dire, quand le nombre
de voxels contenu dans le cube diminue. On peut associer cela a` une perte d’information
sur l’interface lie´e a` une modification trop forte de la forme et de la fraction volumique des
sphe`res.
On obtient, avec une re´solution e´leve´e de l’image, un maillage de densite´ constante pre´sentant
en ge´ne´ral beaucoup trop d’e´le´ments (figure VII.8(a)). Avant d’entrer dans l’e´tape de valida-
tion du maillage, on propose de de´raffiner sous Avizo le maillage en diminuant le nombre de
faces contenues dans l’interface maille´e sans pour autant alte´rer la description de l’interface
(figure VII.8(b)).
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(a) Nombre de nœuds et d’e´le´ments en fonction de la taille de la simulation pour une re´solution donne´e
(p/nm).
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(b) Nombre de nœuds et d’e´le´ments en fonction de la re´solution de l’image (p/nm) pour une taille de
simulation donne´e (nm).
Fig. VII.7 – E´tude du maillage par e´le´ments finis associe´ a` la description re´alise´e par
l’algorithme des Marching-Cubes.
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(a) Maillage brut.
(b) Maillage de´raffine´.
Fig. VII.8 – Ge´ne´ration du maillage de l’interface.
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b) Validation du maillage
On valide ensuite la ge´ome´trie du maillage de´raffine´ obtenu selon plusieurs crite`res ren-
cense´s dans le logiciel Avizo. On parle e´galement de mesures de qualite´ des e´le´ments d’un
maillage [Frey and Georges, 1999]. Chaque crite`re est valide´ selon la valeur prise par la qua-
lite´ du plus mauvais e´le´ment du maillage. Le cas e´che´ant, on doit modifier manuellement et
individuellement la ge´ome´trie et/ou la topologie des e´le´ments de´faillants, quand les correc-
teurs automatiques ne re´ussissent pas. En modifiant la ge´ome´trie, on conserve les positions
des sommets mais en agissant sur leur connexite´, contrairement aux modifications topolo-
giques pour lesquelles on modifie les positions des sommets tout en conservant la connexite´
initiale.
La valeur seuil de chaque qualite´ peut e´voluer selon le degre´ d’exigence sur la pertinence
ge´ome´trique du maillage. On choisit de conside´rer les valeurs seuils propose´es par de´faut
dans le logiciel. On doit, avant de mesurer la qualite´ des e´le´ments, corriger les e´le´ments qui
pre´sentent des intersections et des proble`mes d’orientation. Les crite`res a` valider ensuite sont
les suivants :
Qualite´ de l’angle die´dral
L’angle die´dral θAB entre deux triangles A et B appartenant a` l’interface maille´e et posse´dant
une areˆte commune est l’angle mesure´ suivant leur ligne d’intersection, plus pre´cisement entre
leurs vecteurs normaux nA et nB (cos(θAB) = nA.nB). Le maillage est valide´ selon ce crite`re
lorsque la qualite´ du plus mauvais e´le´ment est infe´rieur a` 10. Ce crite`re permet de se pre´munir
lors de la phase de remplissage, contre la cre´ation de te´trae`dres avec des angles trop aigus.
Qualite´ du rapport de forme bidimensionnel
On mesure ici pour chaque triangle constituant le maillage de l’interface le rapport entre le
rayon du cercle circonscrit et le rayon du cercle inscrit. On peut exprimer le rapport de ces
deux rayons en fonction des donne´es ge´ome´triques du triangle que sont la longueur des coˆte´s
(a, b, c) les angles (A, B, C), le pe´rime`tre (P ) et la surface (S) (figure VII.9 et e´quation VII.1) :
Rinsc
Rcirc
a
b
c
A
B
C
Fig. VII.9 – Mesure du rapport de forme dans un triangle.
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
Rcirc =
a
2sin(A)
=
b
2sin(B)
=
c
2sin(C)
Rinsc =
S
P
Rcirc
Rinsc
=
aP
2sin(A)S
(VII.1)
Un triangle posse`de un fort rapport de forme bidimensionnel quand il posse`de une petite
surface pour un grand pe´rime`tre et des angles petits, cela peut correspondre a` des triangles
assez plats. La qualite´ correspondant au rapport Rcirc/Rinsc le plus pe´nalisant du maillage
ne doit pas de´passer 20 (un triangle e´quilate´ral pre´sente par exemple un rapport de 2).
Un rapport de 20 correspond de´ja` a` un e´le´ment tre`s plat, on ne cherchera pas a` diminuer
davantage le ratio dans la mesure ou` la forme des e´le´ments est ensuite significativement
ame´liore´e dans la phase d’optimisation. On souhaite seulement e´viter la formation d’e´le´ments
de surface quasi-nulle.
Qualite´ du rapport de forme tridimensionnel
On e´tend le crite`re pre´ce´dent aux te´trae`dres potentiellement forme´s par les triangles appar-
tenant au maillage d’interface et posse´dant une areˆte commune. Cette mesure correspond au
rapport entre le rayon de la boule circonscrite sur le rayon de la boule inscrite (figure VII.10).
la qualite´ du rapport de forme tridimensionnel ne doit pas de´passer 50. La` encore le ratio
admissible est assez e´leve´ dans la mesure ou` avant d’eˆtre rempli, le maillage sera optimise´
dans l’e´tape suivante.
(a)
Rinsc
Rcirc (b)
Fig. VII.10 – (a) : deux triangles de l’interface posse´dant une areˆte commune - (b) : mesure
du rapport de forme tridimensionnel pour le te´trae`dre potentiellement forme´ a` partir des deux
triangles.
Cette e´tape de validation reste fondamentale, quelle que soit la me´thodologie de maillage,
car elle permet d’assurer au mailleur volumique la bonne compatibilite´ du maillage de surface
qu’il doit remplir en e´vitant les intersections d’e´le´ments mais e´galement l’existence d’e´le´ments
trop plats lorsque le maillage est directement envoye´ vers un module de remplissage sans eˆtre
optimise´. Le paragraphe suivant, consacre´ a` l’optimisation du maillage de l’interface, reprend
les crite`res qui ont e´te´ ici pre´sente´s.
VII.1. ME´THODES DE GE´NE´RATION DE MAILLAGES 155
c) Optimisation du maillage surfacique
Le maillage surfacique dont on a valide´ la ge´ome´trie dans le paragraphe pre´ce´dent, pour-
rait eˆtre directement rempli dans la troisie`me e´tape de la me´thodologie de maillage classique.
Ne´anmoins, on sait que la qualite´ ge´ne´rale d’un maillage peut avoir une influence sur la
pre´cision du calcul nume´rique voire d’en alte´rer fortement les valeurs locales dans certaines
zones qui ne seraient pas suffisamment maille´es ou qui pre´senteraient des e´le´ments de qualite´
moyenne.
On souhaite donc ici optimiser la qualite´ du maillage, a` travers les crite`res de qualite´
de´finis pre´ce´demment. On va chercher a` minimiser/maximiser ces crite`res en agissant sur les
meˆmes modifications ge´ome´triques/topologiques que lors de la validation mais de manie`re
automatique. On utilise pour cela l’outil Yams de´veloppe´ a` l’Inria3 dans le cadre du projet
Gamma4 et interface´ dans Ze´BuLoN par un « mesher » qui aura pre´alablement converti le
maillage en format lu par Ze´BuLoN.
Les trois ope´rations de base utilise´es par l’outil Yams sont le de´placement et/ou la supres-
sion de sommet et la supression d’areˆte. De nombreuses techniques existent se diffe´renciant
par leur crite`re de raffinement/de´raffinement.
On peut par exemple fournir a` l’entre´e de la proce´dure une carte de densite´ d’e´le´ments
que l’optimiseur devra effectuer en priorite´. On choisit une autre me´thode qui consiste, sans
l’existence de carte de densite´, a` raffiner/de´raffiner en respectant les contraintes ge´ome´triques
(courbures et angles) du domaine a` mailler, ce qui revient a` privile´gier la description
ge´ome´trique de l’interface.
On peut e´ventuellement fixer des bornes de tailles d’e´le´ments triangles, mais il ne faut
pas eˆtre trop contraignant dans la taille des e´le´ments comme par exemple en fixant une taille
minimale d’e´le´ment trop grande. En effet la figure VII.11(a) pre´sente un maillage de surface
mal optimise´, la borne infe´rieure de taille d’e´le´ment e´tant trop grande pour avoir une des-
cription pre´cise de l’interface entre les charges et la matrice ; a contrario la figure VII.11(b)
repre´sente le maillage optimise´ correctement.
Les figures VII.12(a) et VII.12(b) pre´sentent le maillage avant et apre`s optimisation. Le
maillage optimise´ n’est pas uniforme, il est raffine´ dans la zone situe´e entre les charges et la
matrice et de´raffine´ dans la matrice mais e´galement dans les charges.
3Inria : Institut National de Recherches Informatiques et Automatisme - http ://www.inria.fr/
4Gamma : Ge´ne´ration automatique de maillages et me´thodes d’adaptation
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(a) Mauvaise optimisation.
(b) Bonne optimisation.
Fig. VII.11 – Optimisation du maillage de l’interface.
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(a) Maillage initial.
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y
z
(b) Maillage optimise´.
Fig. VII.12 – Optimisation du maillage de l’interface.
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VII.1.3 Maillage volumique
La troisie`me et dernie`re e´tape consiste a` remplir le maillage valide´ et optimise´ de l’inter-
face. Deux me´thodes sont couramment utilise´es, les me´thodes de triangulation de Delaunay
[Georges and Borouchaki, 1997] et les me´thodes dites de front [Lohner, 1996] qui pre´sentent
toutes les deux l’avantage, en tant que mailleurs libres, de mailler des formes ge´ome´triques
extreˆmement complexes par des te´trae`dres.
La technique dite de front remplit un maillage de surface en disposant les te´trae`dres les
uns derrie`re les autres selon l’avance´e d’un front jusqu’a` remplissage complet du domaine a`
mailler de´limite´ par l’interface. La ge´ne´ration de te´trae`dres selon une triangulation de Delau-
nay s’organise autour d’une implantation de points de Poisson dans l’espace a` mailler.
Le module de remplissage choisi et interface´ dans Ze´BuLoN est le logiciel GHS3D (ou
TeTMesh dans sa version commerciale5) de´veloppe´ a` l’Inria dans le cadre du projet Gamma
et qui utilise la me´thode de triangulation de Delaunay.
Les me´thodes de triangulation ont e´te´ e´tudie´es depuis longtemps dans le cadre de la
ge´ome´trie algorithmique. Sans chercher a` e´crire l’histoire « passionnante » de la triangula-
tion, on citera ne´anmoins les noms de Dirichlet, Vorono¨ı et enfin Delaunay.
Dirichlet proposa en 1850 une me´thode de partitionnement en cellules convexes d’un es-
pace bidimensionnel a` partir d’un nuage de points selon des crite`res de proximite´.
Vorono¨ı, a` la fin du 19eme sie`cle, e´tendit les re´sultats de Dirichlet en trois dimensions avec la
notion de diagramme de Vorono¨ı traduisant l’ensemble des cellules (ou polye`dres de Vorono¨ı)
ge´ne´re´es a` partir d’un nuage de points dans un espace tridimensionnel.
Delaunay, au 20eme sie`cle, e´tablit deux me´thodes duales de la me´thode de Vorono¨ı. La
premie`re consiste a` de´crire l’enveloppe convexe d’un nuage de points a` partir de polye`dres
convexes en reliant les points du nuages selon un crite`re de promixite´ ; on parle de me´thode de
recouvrement de Delaunay (figure VII.14(b)(I)). La seconde est plus restrictive sur la forme
des polye`dres convexes imposant la seule existence de triangles (ou te´trae`dre dans un espace
tridimensionnel), on parle de triangulation de Delaunay (figure VII.14(b)(II)). Les te´trae`dres
cre´e´s par cette me´thode pre´sentent de bons rapports de forme et sont donc de bonne qualite´.
Le maillage volumique finalement obtenu (figure VII.13) est compose´ d’e´le´ments
te´trae´driques line´aires (ou c3d4 dans le language Ze´BuLoN). Le mailleur volumique ge´ne`re
a priori un maillage uniforme mais va force´ment cre´er une progression de taille d’e´le´ments
comme dans le cas du maillage de la figure VII.13 pour lequel le mailleur volumique doit rem-
plir une zone de´limite´e par deux surfaces (charges et matrice) dont l’une est plus finement
maille´e (les charges).
5Distene - Inria
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Fig. VII.13 – Maillage volumique.
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(a) Diagramme de Vorono¨ı.
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(II)
(b) Recouvrement (I) et triangulation (II) de Delaunay.
Fig. VII.14 – Me´thodes de triangulation.
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VII.2 Exemple - simulation de 5000 particules
On choisit une simulation de microstructure de 1000nm de coˆte´ du me´lange de la se´rie B
charge´e a` 14%. Elle contient 5000 particules et entre 300 et 400 agre´gats.
Fig. VII.15 – Simulation du me´lange B14% - volume de 1000nm de coˆte´.
On maille cette microstructure selon la proce´dure de´finie pre´ce´dement. Il faut approxi-
mativement 5 heures pour obtenir un maillage volumique dont le maillage de l’interface aura
e´te´ pre´alablement optimise´, en partant de la simulation de la microstructure a` mailler. L’en-
semble de la proce´dure s’est de´roule´ sur une machine posse´dant 65 Gigas de RAM de me´moire
partage´e sur 8 processeurs. Un seul processeur est utilise´ et consomme jusqu’a` 16 Gigas de
RAM lors de la phase de cre´ation du maillage volumique qui s’ave`re eˆtre la plus gourmande.
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Fig. VII.16 – Maillage de la simulation du me´lange B14% - volume de 1000nm de coˆte´.
Le maillage obtenu posse`de 2.000.000 de nœuds et 13.000.000 d’e´´lements. En transformant
les e´le´ments du maillages, qui sont initialement line´aires, en e´le´ments quadratiques, on obtient
un maillage contenant plus de 15.000.000 de noeuds. La taille des maillages finalement obtenus
impose l’utilisation du calcul paralle`le pour de´terminer, par le calculs par e´le´ments finis, les
proprie´te´s physiques apparentes de la simulation.
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Conclusion
Pour re´sumer, on a mis en place une proce´dure de maillage de microstructures qui
pre´sente de nombreux avantages :
– Il n’y a aucune restriction sur la complexite´ de la morphologie de la microstructure a`
mailler.
– On obtient des maillages de bonne qualite´ ce qui permettra d’une part d’ame´liorer la
pre´cision des champs locaux mais e´galement d’ame´liorer la convergence des calculs pa-
ralle`les (chapitre VIII)
A` ces points forts s’accompagnent ne´anmoins certains inconve´nients :
– La me´moire ne´cessaire a` certaines ope´rations de maillages doit eˆtre prise en compte et
peut eˆtre un inconve´nient lorsqu’on ne dispose pas de machines assez puissantes associe´
au de´sir de faire des maillages conse´quents.
– Le temps estime´ pour ge´ne´rer un maillage de 2.000.000 de nœuds, qui est de´ja` impor-
tant (5 heures), reste un temps moyen. En effet il peut rapidement augmenter lorsque
le maillage de l’interface, associe´ a` la surface polygonale cre´e´e par la technique des
Marching-Cubes, pre´sentent beaucoup d’intersections et d’e´le´ments mal oriente´s qui ne
peuvent actuellement pas eˆtre corrige´s de manie`re automatique.
Chapitre -VIII-
Calculs paralle`les pour les
mate´riaux he´te´roge`nes a` fort
contraste
La taille des maillages pre´ce´demment obtenus ne´cessite l’utilisation du calcul paralle`le pour
de´terminer les proprie´te´s apparentes/effectives des microstructures simule´es par le calcul par
e´le´ments finis. Ce chapitre est consacre´ au the`me ge´ne´ral du calcul paralle`le applique´ aux
microstructures he´te´roge`nes posse´dant un fort contraste sur les proprie´te´s physiques entre les
phases. On cherchera plus pre´cise´ment a` de´crire les proble`mes rencontre´s pour les e´lastome`res
charge´s de l’e´tude. Deux effets sont remarquables, d’une part l’effet du contraste me´canique
et e´lectrique entre la matrice e´lastome`re (EM = 3MPa, λM = 10−14(Ohm.cm−1)−1) et les
charges de noir de carbone (EM = 80000MPa, λM = 104(Ohm.cm−1)−1) et d’autre part
l’effet de la forte complexite´ de la forme du re´seau de charges dans la matrice.
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VIII.1 Introduction
Les proble`mes de grandes tailles imposent tre`s souvent l’utilisation des me´thodes de
re´solution qui de´composent le proble`me initial en sous-proble`mes. Ces sous-proble`mes sont
individuellement associe´s a` une solution locale et communiquent entre eux a` travers une in-
terface commune qui, par la re´solution d’un proble`me dit d’interface, aboutit a` la solution
globale du proble`me initial. On parle de me´thodes de re´solution par de´composition de do-
maines.
Cette approche ; initialement utilise´e pour la re´solution d’e´quations aux de´rive´es par-
tielles que l’on nomme proble`me de Schwartz du nom de son cre´ateur Hermann Schwartz,
est e´galement utilise´e dans le cas de proble`mes discre´tise´s de type e´le´ments finis, (on
parle de proble`me de Schur [Le Tallec and Vidrascu, 1993]). Les me´thodes de re´solution par
de´composition de domaines sont utilise´es de facon croissante depuis ces dix dernie`res anne´es
graˆce a` l’augmentation significative de la puissance des machines et du nombre de processeurs
et de cœurs permettant la paralle´lisation massive.
Dans une premie`re partie on pre´sente l’ide´e ge´ne´rale de ces me´thodes. On choisit dans
la seconde partie de pre´senter des re´sultats de calculs paralle`les par e´le´ments finis d’une
microstructure d’e´lastome`re charge´ contenant une centaine de particules pour laquelle on
e´tudie les effets combine´s du fort contraste entre les phases et de la complexite´ de la ge´ome´trie
des phases.
VIII.2 Les me´thodes de de´composition de domaines
Dans les me´thodes de de´composition de domaines, on distingue les me´thodes de
de´composition avec et sans recouvrement [Gosselet and Rey, 2007]. Les me´thodes avec re-
couvrement sont celles pour lesquelles les sous domaines se recouvrent ge´ome´triquement. Les
techniques de re´solution de ce type de proble`me sont alors particulie`res et ne seront pas
aborde´es ici. On va dans ce cas pre´cis s’inte´resser exclusivement aux me´thodes de re´solution
sans recouvrement pour lesquelles l’interface est ge´ome´triquement bien de´finie.
Parmi l’ensemble des me´thodes sans recouvrement qui (co)existent, on choisit de pre´senter
le cas des me´thodes primale et duale. Pour chacune d’elles, on va chercher a` resoudre le
proble`me d’interface dont les inconnues sont les de´placements pour la me´thode primale ou
les efforts pour la me´thode duale. Pour pre´senter ces me´thodes, on choisit ici de conside´rer
un proble`me qu’on de´compose en deux sous-domaines, mais qu’on peut e´tendre a` N sous-
domaines.
VIII.2.1 Le proble`me me´canique
Le proble`me me´canique de re´fe´rence (figure VIII.1) ici choisi est un domaine Ω sur lequel
on impose des conditions aux limites mixtes. Un effort volumique f
vol
est impose´ sur le
volume, un champ de de´placement u ext est impose´ sur le bord ∂uΩ et un effort surfacique
f
surf
applique´ sur le bord ∂fΩ ; ∂uΩ et ∂fΩ appartenant a` ∂Ω de´crivant la surface de Ω.
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Ω
f
vol
f
surf
∂fΩ
u ext
∂uΩ
Fig. VIII.1 – Proble`me me´canique
On veut re´soudre le syste`me suivant :
∇.σ∼ + f vol = 0 dans Ω
σ∼ = C∼∼
: ε∼(u )
σ∼ .n = f surf sur ∂fΩ
u = u ext sur ∂uΩ
(VIII.1)
VIII.2.2 Le proble`me de´compose´ et discre´tise´
On de´compose le proble`me pre´ce´dent en deux sous-domaines Ω(1) et Ω(2) tels que Ω(1) ∩
Ω(2) = Γ, avec Γ l’interface entre les sous-domaines (figure VIII.2) :
Ω(1) Ω(1)
Γ
Fig. VIII.2 – Proble`me me´canique de´compose´ en deux sous-domaines.
On e´crit le proble`me me´canique associe´ a` chaque sous-domaine :
s = (1, 2)

∇.σ∼ (s) + f (s)vol = 0 dans Ω(s)
σ∼
(s) = C∼∼
(s) : ε∼(u
(s))
σ∼
(s).n (s) = f (s)surf sur ∂fΩ
(s)
u (s) = u (s)ext sur ∂uΩ
(s)
(VIII.2)
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Deux restrictions concernent l’interface, l’une porte sur la continuite´ des de´placements
(e´quation VIII.3), l’autre sur l’e´quilibre des efforts (e´quation VIII.4). On parle e´galement de
conditions de re´gularite´ a` l’interface.
u (1) = u (2) sur Γ (VIII.3)
σ∼
(1).n (1) + σ∼
(2).n (2) = 0 sur Γ (VIII.4)
On discre´tise le proble`me continu par la me´thode des e´le´ments finis :
Ω
(a)
f
vol
f
surf
∂fΩ
u ext
∂uΩ
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Ω(1) Ω(2)
(b)
Γ
Fig. VIII.3 – Proble`me me´canique discre´tise´ (a) et de´compose´ (b).
On obtient le syste`me line´aire n× n suivant a` re´soudre :
K∼ .u = f (VIII.5)
Avec K∼ qui est la matrice de rigidite´ assemble´e a` inverser pour trouver le champ de
de´placement inconnu u pour un effort impose´ f . Pour de´composer le proble`me discre´tise´
en sous-domaines, on peut utiliser des mailleurs de´ja` imple´mente´s dans Ze´BuLoN que sont
Splitmesh1 et Metis-Split. On a pu remarquer que Metis-Split avait tendance a` cre´er des sous-
domaines de forme plus re´gulie`re que Splitmesh. Dans la suite on travaillera exclusivement
avec Metis-Split.
On va a` pre´sent e´crire la de´marche de re´solution pour ce syste`me line´aire dans le cas
des deux me´thodes de de´composition de domaines qu’on a choisies de pre´senter, a` savoir les
me´thodes primale et duale.
VIII.2.3 La me´thode primale
La me´thode primale, encore appele´e me´thode du comple´ment de Schur ou Balancing Do-
main Decomposition (BDD) [Mandel, 1993], consiste a` rechercher le champ de de´placements
de l’interface Γ note´ u Γ. Le syste`me line´aire global s’e´crit de la manie`re suivante : K∼ 11 0 K∼ 1Γ0 K∼ 22 K∼ 2Γ
K∼ 1Γ K∼ 2Γ K∼ ΓΓ

u (1)
u (2)
u Γ
 =

f (1)
f (2)
f
Γ
 (VIII.6)
1Mailleur de´veloppe´ a` l’ONERA (Office National d’Etudes et de Recherches Ae´rospatiales).
168 CHAPITRE VIII. CALCUL PARALLE`LE
On e´crit les champs de de´placement solution u (1) et u (2) de chacun des sous-domaines Ω(1)
et Ω(2) en fonction des inconnues d’interface (e´quation VIII.7). On re´sout donc les proble`mes
d’e´quilibres locaux, i.e sur chaque sous-domaine, en inversant les matrices K11 et K22 pour
lesquels l’interface est soumise a` des conditions de Dirichlet ou` u Γ est impose´.{
u (1) =K∼
−1
11
(f (1) −K∼ 1Γu Γ)
u (2) =K∼
−1
22
(f (2) −K∼ 2Γu Γ)
(VIII.7)
En introduisant les expressions des solutions u (1) et u (2) (e´quation VIII.7) dans la
troisie`me ligne du syste`me line´aire VIII.6, on obtient le syste`me suivant :
(K∼ ΓΓ −K∼ Γ1K∼ −111K∼ 1Γ −K∼ Γ2K∼ −122K∼ 2Γ)u Γ = f Γ −K∼ Γ1K∼ −111 f (1) −K∼ Γ2K∼ −122 f (2) (VIII.8)
On e´crit finalement le proble`me condense´ a` l’interface a` partir de la matrice S∼ qu’on appelle
matrice du comple´ment de Schur et d’un vecteur f ∗ proportionnel a` un effort :
S∼u Γ = b ∗ (VIII.9)
S∼ = K∼ ΓΓ −
2∑
s=1
K∼ ΓsK∼
−1
ss
K∼ sΓ (VIII.10)
=
2∑
s=1
(K∼
(s)
ΓΓ −K∼ ΓsK∼ −1ss K∼ sΓ) (VIII.11)
=
2∑
s=1
S∼
(s) (VIII.12)
f ∗ = f
Γ
−
2∑
s=1
K∼ ΓsK∼
−1
ss
f (s) (VIII.13)
=
2∑
s=1
(f (s)
Γ
−K∼ ΓsK∼ −1ss f (s)) (VIII.14)
=
2∑
s=1
f ∗(s) (VIII.15)
Le syste`me associe´ au proble`me condense´ a` l’interface est re´solu par une me´thode ite´rative
en utilisant a` chaque ite´ration les solutions locales en de´placement (e´quation VIII.7) i.e sur
chaque sous-domaine. Dans le calcul du syste`me VIII.9 le produit S∼u Γ correspond a` l’as-
semblage des produits locaux a` partir des matrices locales S∼
(s) (e´quation VIII.12). Ecrit
autrement, chaque sous-domaine apporte sa contribution a` l’ope´rateur a` inverser. A` chaque
ite´ration, on connaˆıt le vecteur d’interface w Γ et on calcule le produit S∼
(s)w Γ. Ce calcul
s’effectue en deux e´tapes. On re´sout dans une premie`re e´tape le proble`me de Diriclet local
sur chacun des sous-domaines selon un solveur direct :(
K∼ ss K∼ sΓ
K∼ Γs K∼ ΓΓ
)
.
{
w (s)
w Γ
}
=
{
0
0
}
(VIII.16)
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La premie`re ligne du syte`me permet d’e´crire :
K∼ ssw
(s) +K∼ sΓw Γ = 0 (VIII.17)
ce qui revient a` e´crire la solution en de´placement, en fonction du de´placement a` l’interface
seulement : {
w s
w Γ
}
=
{ −K∼ −1ss K∼ sΓw Γ
w Γ
}
(VIII.18)
Dans une seconde e´tape, on re´sout le proble`me d’e´quilibre restreint a` l’interface Γ a` partir
de la solution en de´placement du proble`me de Dirichlet obtenue a` l’e´tape pre´ce´dente :
(
K∼ ss K∼ sΓ
K∼ Γs K∼ ΓΓ
)
.
{
w (s)
w Γ
}
=
(
K∼ ss K∼ sΓ
K∼ Γs K∼ ΓΓ
)
.
{ −K∼ −1ss K∼ sΓw Γ
w Γ
}
=
{
0
S∼
(s).w Γ
}
(VIII.19)
on exprime donc S∼
(s).w Γ en fonction des matrices locales de rigidite´ et du de´placement
a` l’interface qui est l’inconnue du proble`me et il suffit d’assembler toutes les contributions
locales afin de calculer S∼ .w Γ pour pouvoir re´soudre le syste`me final.
S∼
(s).w Γ =K∼
(s)
ΓΓ.w Γ −K∼ ΓsK∼ −1ss K∼ Γsw Γ (VIII.20)
VIII.2.4 La me´thode duale
La me´thode duale, qu’on appelle encore la me´thode FETI (Finite Element Tearing and
Interconnecting), est la me´thode du comple´ment de Schur duale [Farhat and Roux, 1991].
Elle consiste a` trouver les efforts entre les sous-domaines et donc a` l’interface tels que les
sous-domaines soient individuellement en e´quilibre sans avoir d’effet les uns sur les autres, et
que la structure globale, a` travers l’interface soient e´galement a` l’e´quilibre.
On conside`re toujours un domaine Ω de´compose´ en deux sous-domaines Ω(1) et Ω(2). Le
syste`me a` re´soudre est le suivant :(
K∼ 1 0
0 K∼ 2
)
.
{
u (1)
u (2)
}
=
{
f (1) +B∼
t
1
λ
f (2) +B∼
t
2
λ
}
(VIII.21)
L’autoe´quilibre de chacun des sous-domaines se fait par l’interme´diaire des efforts trans-
mis a` l’interface que l’on note respectivement B∼
t
1
λ et B∼
t
2
λ pour les sous-domaines Ω(1) et
Ω(2). L’ope´rateur B∼ est un ope´rateur de trace qu’on ne de´taillera pas ici mais qui joue un
roˆle primordial dans la restriction des efforts et des de´placements sur l’interface. On e´crit
e´galement l’e´quation de continuite´ a` l’interface qui assure l’e´quilibre global de la structure :
B∼ 1u
(1) +B∼ 2u
(2) = 0 (VIII.22)
En e´crivant u (1) et u (2) a` partir de l’e´quation VIII.21 que l’on introduit ensuite dans
l’e´quation de continuite´ (e´quation VIII.22), on obtient le proble`me condense´ a` l’interface a`
re´soudre :
(
2∑
s=1
BsK∼
−1
s
B∼
t
s
)λ = −
2∑
s=1
B∼ sK∼
−1
s
f (s) (VIII.23)
Avec D∼ =
∑2
s=1BsK∼
−1
s
Bts qu’on appelle la matrice du comple´ment de Schur duale dont
on va calculer l’inverse par la somme des inverses locaux comme dans la me´thode primale, pour
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de´terminer cette fois-ci l’inconnue λ . Au cours du calcul FETI, on va chercher a` minimiser
un re´sidu qui est proportionnel a` un saut de de´placement qui prend la forme suivante pour
l’ite´ration k du calcul :
D∼ λ
k +
2∑
s=1
B∼ sK∼
−1
s
f (s) =
2∑
s=1
B∼ s(u
(s))k (VIII.24)
Ce meˆme re´sidu se calcule a` partir des solutions des proble`mes locaux de Neumann (u s)k
sur chacun des sous-domaines :(
K∼ 1 0
0 K∼ 2
)
.
{
(u (1))k
(u (2))k
}
=
{
f (1) +B∼
t
1
λ k
f (2) +B∼
t
2
λ k
}
(VIII.25)
On a donc finalement deux e´tapes dans le calcul FETI. A chaque ite´ration, on cherche
les solutions des proble`mes locaux de Neumann a` l’aide d’une me´thode directe pour calculer
le nouveau re´sidu/saut de de´placement, que l’on injecte dans le proble`me a` l’interface qui
se re´sout a` l’aide d’une me´thode ite´rative de type gradient conjugue´ pre´sente dans le code
Ze´BuLoN. D’autres me´thodes ite´ratives peuvent eˆtre utilise´es telles que les solveurs acce´le´re´s
de type Krylov [Rey, 1996].
Il existe de nombreuses autres me´thodes de de´composition de domaines sans recouvrement
qu’on ne traite pas ici. Il existe une me´thode en particulier qui combine les deux approches
pre´sente´es dans ce paragraphe, primale et duale, que l’on appelle la me´thode primale-duale
(ou FETI-DP) [Farhat et al., 2001] qu permet, entre autres, d’utiliser des degre´s de liberte´
diffe´rents des efforts et des de´placements comme la pression par exemple. La me´thode utilise´e
dans la suite des calculs, imple´mente´e dans ZeBuLoN, est la me´thode FETI.
On va a` pre´sent s’inte´resser a` l’utilisation de cette me´thode de de´composition de domaines
dans le cas des e´lastome`res charge´s qui pre´sentent d’une part une morphologie complexe mais
e´galement un fort contraste sur les proprie´te´s e´lectriques et e´lastiques entre les phases.
VIII.3 Pre´sence d’he´te´roge´ne´ite´s avec un fort contraste
La me´thode FETI fait l’objet de nombreux travaux concernant l’e´tude de son champ
d’application et des difficulte´s a` surmonter dans le cas de mate´riaux he´te´roge`nes fortement
contraste´s [Bhardwaj et al., 1998], [Gosselet et al., 2003a], [Klawonn and Rheinbach, 2006].
On va bien e´videmment s’inte´resser ici au cas des e´lastome`res charge´s. On distingue ici
deux paragraphes en relation avec les deux e´tapes du calcul FETI que sont la re´solution
des proble`mes de Neumann locaux sur chaque sous-domaines et la re´solution du proble`me
condense´ a` l’interface. Dans une premie`re partie on va s’inte´resser au conditionnement de la
matrice du comple´ment de Schur duale dans le cadre du proble`me a` l’interface. La seconde
partie est consacre´e a` la de´tection des modes rigides dans les proble`mes locaux de Neumann
qui sont, par de´finition, mal pose´s car ils peuvent ne pre´senter aucune ou pas suffisamment
de conditions de Dirichlet.
VIII.3.1 Conditionnement de la matrice du comple´ment de Schur duale
Le conditionnement d’une matrice A∼ est le rapport de sa valeur propre maximale a` sa
valeur propre minimale. Il de´crit la sensibilite´ du syste`me line´aire A∼X = Y vis-a`-vis d’une
perturbation de Y . Un mauvais conditionnement a une forte influence lorsque, pour inverser
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la matrice, on utilise une me´thode de re´solution ite´rative. Cette me´thode va, par de´finition,
accumuler les erreurs d’approximations au fur et a` mesure des ite´rations, contrairement a`
un solveur direct qui inversera brutalement, en une fois, la matrice A∼ du syste`me line´aire a`
re´soudre A∼X = Y et qui pre´sente par conse´quent un couˆt non ne´gligeable. L’utilisation d’un
solveur direct ne remettra pas en cause la convergence du calcul mais peut e´ventuellement
alte´rer la pre´cision du calcul dans le cas d’un tre`s mauvais conditionnement.
Dans la re´solution du proble`me condense´ a` l’interface, on doit inverser la matrice du
comple´ment de Shur duale D∼ en inversant les matrices locales sur chacun des sous-domaines
(e´quation VIII.23). Les contributions locales s’expriment en fonction des matrices de rigidite´
locales de chacun des sous-domaines qu’on nommeK∼ s. Le proble`me condense´ a` l’interface est
re´solu par une me´thode ite´rative de type gradient conjugue´. Sa convergence est par conse´quent
fortement influence´e par le conditionnement de la matrice a` inverser. Le bon conditionnement
de la matrice D∼ impose le bon conditionnement des matrices locales K∼ s.
Si on regarde un sous-domaine en particulier, sa matrice de rigidite´ associe´e peut pre´senter
un mauvais conditionnement pour plusieurs raisons :
Elancement des sous-domaines
Le sous-domaine peut pre´senter une structure e´lance´e qui va, certes faire diminuer la
largeur de bande de la matrice a` inverser et donc le couˆt d’inversion, mais pe´naliser le condi-
tionnement. On doit donc se pre´munir, dans la phase de de´coupage en sous-domaines du
maillage, de sous-domaines trop allonge´s ou aplatis. L’obtention d’un maillage en e´vitant la
pre´sence d’e´le´ments trop gros, vis-a`-vis d’e´le´ments de petites tailles, peut permettre d’opti-
miser le facteur de forme des sous-domaines que l’on souhaite faire tendre vers un. Les figures
VIII.4(a) et VIII.4(b) pre´sentent respectivement un zoom sur une partie d’un maillage de
bonne et mauvaise qualite´ vis-a`-vis du de´coupage. En effet dans le second cas, le de´coupeur
qui va devoir suivre les frontie`res des e´le´ments, verra son choix de parcours de la surface de
de´coupe restreint du fait de la pre´sence de gros e´le´ments.
Qualite´ du maillage
La pre´sence d’e´le´ments finis de qualite´ moyenne au sein du maillage peut de´grader le
conditionnement d’une matrice. C’est ici que la me´thodologie de maillage de microstructures
expose´e au chapitre pre´ce´dent prend tout son sens pour assurer le bon de´roulement du calcul
FETI.
Contraste des proprie´te´s physiques
Enfin un fort contraste des proprie´te´s physiques entre les phases du mate´riau he´te´roge`ne
peut diminuer fortement le conditionnement de la matrice. Il a e´te´ montre´ que, dans le cas des
structures he´te´roge`nes, la morphologie des he´te´roge´ne´ite´s ainsi que la manie`re de de´couper en
sous-domaines influencaient fortement le de´roulement du calcul FETI [Gosselet et al., 2003a]
[Klawonn and Rheinbach, 2006]. L’article [Gosselet et al., 2003a] pre´sente l’exemple d’un
cube he´te´roge`ne avec un contraste de 105 sur les modules d’Young. On fait un calcul e´lastique
sur deux maillages se distinguant par l’emplacement des he´te´roge´ne´ite´s au sein du cube, pour
une structure en e´chiquier et en sandwich. Il est remarquable que le calcul FETI a tendance
a` converger en plus d’ite´rations (lorsqu’il converge) dans le cas d’une structure en sandwich
qu’en e´chiquier. Le cas des e´lastome`res charge´s est donc, vue la complexite´ de la morphologie
des he´te´roge´ne´ite´s, un cas pathologique dans le calcul paralle`le des structures he´te´roge`nes
avec de surcroˆıt un fort contraste entre les phases.
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(a) Maillage a` privile´gier. (b) Maillage a` e´viter.
Fig. VIII.4 – De´coupage d’une microstructure selon la qualite´ du maillage.
On a pu constater que le cas ide´al pour un mate´riau he´te´roge`ne, e´tait de de´couper le
maillage en sous-domaines mate´riellement homoge`nes. Dans le cas des microstructures si-
mule´es d’e´lastome`res charge´s, on a de´veloppe´ un mailleur utilisant l’option *split by elset
de Metis-Split qui permet de cre´er des sous-domaines homoge`nes a` partir des ensembles non
connexes que sont les agre´gats et la matrice et qui rede´coupe e´ventuellement ces ensembles
lorsque le nombre d’e´le´ments est supe´rieur a` un certain seuil que l’on se fixe en fonction des
machines a` disposition et du calcul que l’on de´sire faire passer. Dans le cas pre´sent, pour un
calcul e´lastique line´aire, pour des machines a` bi-processeurs a` 8 Gigas de RAM partage´e, on
se fixe une limite de 200.000 e´le´ments par processeur.
La figure VIII.5(a) pre´sente le cas d’une microstructure d’e´lastome`re charge´ contenant huit
agre´gats dont un significativement plus gros qui percole entre deux faces (figure VIII.5(b)). On
de´coupe le maillage associe´ selon des sous-domaines homoge`nes de´crits par les agre´gats de´ja`
pre´sents au sein de la microstructure et de la matrice. On obtient au minimum neuf sous-
domaines (8 agre´gats + 1 matrice). On a e´te´ oblige´ de rede´couper la matrice et l’agre´gat
percolant dans la mesure ou` ils pre´sentaient trop d’e´le´ments et donc trop de degre´s de li-
berte´ a` ge´rer pour le calcul. Cette approche de de´coupage a permis de faire passer un calcul
e´lastique avec un contraste de 105 sur les modules d’Young malgre´ la forte complexite´ du
biphase´ et le facteur de forme des sous-domaines qu’on ne maˆıtrise pas ici.
Cette approche pre´sente ne´anmoins certains inconve´nients :
– On ne minimise pas la taille du proble`me a` l’interface par cette me´thode de de´coupage,
en terme de nombre de nœuds contenus dans l’interface, contrairement au de´coupeur
Metis-Split. Ce qui aura un effet non ne´gligeable sur les temps de calcul.
– La` encore, contrairement aux de´coupeurs de type Metis-Split ou Splitmesh, les sous-
domaines cre´e´s peuvent contenir plus ou moins d’e´le´ments avec parfois de fortes
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(a) De´coupage de la microstructure comple`te (charges et ma-
trice).
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(b) De´coupage du re´seau de charges.
Fig. VIII.5 – De´coupage d’une microstructure avec des sous-domaines homoge`nes.
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diffe´rences. Cela ge´ne`re au final un nombre de sous-domaines bien souvent plus impor-
tant que dans le cas de Metis-Split. Cela tend a` allonger le temps de calcul par la mise
en attente dans la communication a` l’interface des solutions de certains sous-domaines
par rapport a` d’autres. On parle de perte d’extensibilite´ de la me´thode de de´coupage
vis-a`-vis du calcul paralle`le. La courbe VIII.6 pre´sente un histogramme des proportions
de sous-domaines (ordonne´e) contenant un certain nombre d’e´le´ments (abscisse) dans
le cas du de´coupage par sous-domaines homoge`nes et dans le cas du de´coupage issu de
Metis-Split avec onze sous-domaines. Les sous-domaines cre´e´s par Metis-Split posse`dent
un nombre constant d’e´le´ments. En toute rigueur, trois sous-domaines auraient e´te´ suf-
fisant pour la taille du maillage (732586 e´le´ments).
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Fig. VIII.6 – Courbe de proportions de sous-domaines posse´dant un nombre d’e´le´ments
(abscisse) pour deux de´coupages.
Ce qui a empeˆche´ l’utilisation de cette me´thode dans le cas pre´sent a e´te´ le nombre trop
important d’agre´gats dans la microstructure, qui constitue le nombre minimum de sous-
domaines dans le de´coupage re´sultant. On atteint tre`s rapidement un nombre d’agre´gats trop
important, avec plus de 400 agre´gats pour les simulations de 1000nm de coˆte´.
VIII.3.2 De´tection des modes rigides
On s’inte´resse a` pre´sent aux proble`mes locaux de Neumann sur chaque sous-domaine.
Chaque proble`me de Neumann est re´solu par une me´thode directe ; auquel cas, le condition-
nement de la matrice a` inverser dans ce proble`me aura donc peu d’effet sur la convergence du
calcul. Ne´anmoins, un autre proble`me, et non des moindres, concerne la position du proble`me.
Un proble`me de Neumann est par de´finition, mal pose´, car il n’y a aucune conditions de Diri-
chlet impose´es sur le contour ce qui revient a` dire que le noyau de la matrice a` inverser contient
d’autres vecteurs que le vecteur nul. Ce constat est vrai aussi pour les sous-domaines qui ne
sont pas attache´s aux bords lorsqu’on applique des conditions en de´placement aux bords de
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la structure globale.
Pour que le noyau de la matrice ne contienne que le vecteur nul, il faut fixer suffisamment
de degre´s de liberte´ sur certains nœuds. Dans l’e´tape d’initialisation, il y a une e´tape dans le
calcul FETI qui consiste a` de´tecter les mouvements de corps rigides e´ventuels de chacun des
sous-domaines et de fixer les degre´s de liberte´s associe´s pour poser correctement le proble`me.
Dans le code Ze´BuLoN, le solveur « sparse direct » permet une de´tection automatique des
modes rigides. Cette e´tape peut eˆtre rendue difficile dans le cas de mate´riaux he´te´roge`nes
a` fort contraste et dans le cas de sous-domaines fortement allonge´s. La` encore on confirme
l’effort qui a e´te´ fait d’obtenir des maillages de qualite´ dans le chapitre pre´ce´dent.
IL existe des pre´conditionneurs pour permettre de mieux conditionner le proble`me
condense´ a` l’interface ou encore de permettre une meilleure initialisation du calcul FETI
[Gosselet et al., 2003b]. On citera, entre autres, les pre´conditionneurs de type Dirichlet qui
permettent de de´tecter plus facilement les modes rigides en prendant le proble`me de manie`re
inverse. On a choisi ici d’utiliser le pre´conditionneur « lumped », qui est un pre´conditionneur
alle´ge´, n’ayant pas re´ussi a` faire fonctionner correctement le pre´conditionneur de Dirichlet
sur les microstructures simule´es d’e´lastome`res charge´s.
VIII.4 Application aux microstructures d’e´lastome`res
charge´s
On va a` pre´sent e´tudier plus pre´cise´ment les effets du contraste des proprie´te´s e´lastiques
et e´lectriques sur le bon de´roulement du calcul paralle`le FETI dans le cas des microstruc-
tures simule´es d’e´lastome`res charge´s. Pour cela, on choisit de travailler sur une microstructure
contenant une centaine de particules (figures VIII.7(a) et VIII.7(b)).
Le maillage obtenu de cette microstructure suit la proce´dure mise en place dans le cha-
pitre VII afin d’avoir un maillage de bonne qualite´ en vue de se pre´munir au maximum des
proble`mes expose´s au paragraphe pre´ce´dent vis a` vis du calcul FETI. On lui applique les
quatre conditions aux limites homoge`nes aux bords de type me´canique (KUBC et SUBC) et
e´lectrique (UEP et UEF). Ces conditions aux limites ont e´te´ introduites au de´but du chapitre
VI.
On e´tudie ici les effets de ces quatres conditions aux limites couple´s aux forts contrastes
me´canique et e´lectrique entre phases sur le calcul FETI. Pour le mate´riau e´tudie´ on a un
contraste re´el de l’ordre de 105 pour le module d’Young et 10−18 sur la conductivite´ e´lectrique.
Pour cette e´tude, on choisit de de´composer le proble`me en quatre sous-domaines (figure
VIII.4) ; tous les sous-domaines sont alors attache´s aux bords de la structure.
VIII.4.1 Influence des conditions aux limites et du contraste sur l’er-
reur du calcul FETI
On met ici en e´vidence l’influence des conditions aux limites et du contraste me´canique
(ENC/EM ) sur la convergence du calcul FETI. On regarde plus pre´cise´ment la valeur prise
par le re´sidu au cours du calcul et ce, pour chaque condition aux limites me´canique (KUBC et
SUBC). On choisit de solliciter la microstructure selon un chargement de cisaillement. Pour
la condition cine´matique (respectivement statique) toutes les composantes du tenseur des
de´formations (respectivement du tenseur des contraintes) sont nulles excepte´ la composante
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(a) Maillage de la microstructure.
(b) Mise en e´vidence du re´seau de charges.
Fig. VIII.7 – Microstructure choisie pour l’e´tude de l’influence du contraste et des conditions
limites sur la convergence du calcul FETI - simulations d’une centaine de particules.
VIII.4. APPLICATION AUX MICROSTRUCTURES D’E´LASTOME`RES CHARGE´S 177
x
y
z
Fig. VIII.8 – Microstructure choisie pour l’e´tude de l’influence du contraste et des conditions
aux limites sur la convergence du calcul FETI - simulations d’une centaine de particules.
E12 qui vaut 0.05 (respectivement Σ12 qui vaut 0.01).
On trace l’e´volution de l’erreur FETI (ou re´sidu), correspondant au saut de de´placement
∆u entre les sous-domaines, norme´ par le saut initial, en fonction du nombre d’ite´rations du
calcul paralle`le (figures VIII.9(a) et VIII.9(b)).
On note d’une manie`re ge´ne´rale que, quel que soit le type de conditions aux limites, plus le
contraste entre les charges et la matrice est important plus le nombre d’ite´rations augmente.
Pour de faibles contrastes, le calcul en condition cine´matique tend a` converger plus rapide-
ment que celui en condition statique. Ne´anmoins pour de plus grands contrastes la tendance
s’inverse, le calcul statique converge plus rapidement. L’initialisation FETI tend a` mieux se
comporter dans le cas du calcul cine´matique dans la mesure ou` tous les proble`mes locaux
associe´s aux sous-domaines sont correctement pose´s du fait des conditions en de´placement
sur les nœuds de la surface.
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(a) Condition cine´matique (KUBC).
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(b) Condition statique (SUBC).
Fig. VIII.9 – E´tude de l’influence des conditions aux limites et du contraste des proprie´te´s
e´lastiques sur la convergence du calcul FETI.
VIII.4. APPLICATION AUX MICROSTRUCTURES D’E´LASTOME`RES CHARGE´S 179
VIII.4.2 Influence des conditions aux limites et du contraste sur les
proprie´te´s apparentes
On cherche ici a` mettre en e´vidence l’influence des conditions aux limites me´canique et
e´lectrique et du contraste des proprie´te´s physiques entre les phases sur la solution apparente
obtenue par le calcul FETI. Pour le calcul me´canique on sollicite la microstructure comme
pre´ce´dement afin de re´cupe´rer la composante C44 qui vaut 2Gapp avec Gapp qui correspond
au module de cisaillement apparent de la microstructure simule´e ici e´tudie´e.
La figure VIII.10(a) pre´sente l’e´volution du module apparent en fonction du contraste sur
le module d’Young et ce pour les deux conditions aux limites. La valeur prise par le calcul
cine´matique tend a` augmenter line´airement avec le contraste. En effet le volume est surcon-
traint aux bords car on force tous les nœuds des faces a` se de´placer de la meˆme quantite´. Le
rapport surface sur volume de la simulation e´tant plus significatif pour les petits volumes,
sous-entendu pour des volumes de taille infe´rieure au Volume E´le´mentaire Repre´sentatif, les
effets de bords sont plus remarquables. Si on regarde plus pre´cise´ment l’e´volution du module
apparent obtenu pour les conditions statiques, en zoomant sur la courbe (figure VIII.10(b))
on remarque un palier atteint pour un contraste de 5000 sur les modules d’Young entre les
charges et la matrice.
Cette dernie`re remarque est forte inte´ressante car on sait que les proble`mes rencontre´s lie´s
au fort contraste, entre autres la de´tection des modes rigides, seront plus proble´matiques dans
le cas des conditions statiques pour lesquelles tous les sous-domaines seront me´caniquement
mal pose´s (proble`me de Neumann). On de´cide donc dans la suite des calculs de conside´rer
un contraste entre phases suffisant de 5000 pour les conditions statiques.
Concernant les calculs d’e´lectricite´, pour la condition en potentiel impose´ (respectivement
en flux impose´) toutes les composantes du vecteur gradient de potentiel (respectivement du
vecteur flux) sont nulles excepte´ la composante ∇Φ 1 qui vaut 1.0 (respectivement J 1 qui
vaut 1.0). On re´cupe`re ainsi la conductivite´ e´lectrique apparente (λelec)11. Le contraste entre
les conductivite´s e´lectriques, qui est de 10−18, n’a, de toute e´vidence, aucun sens dans la me-
sure ou` on est en dessous de la pre´cision machine qui est de l’ordre de 10−16. Il faut chercher
un contraste cohe´rent sur lequel s’appuyer pour la suite des calculs de microstructures.
On de´cide de diminuer la conductivite´ du noir de carbone dans la mesure ou`,
expe´rimentalement, on a pu remarquer dans la premie`re partie du me´moire, dans le cha-
pitre II, que la conductivite´ e´lectrique effective du mate´riau tendait vers celle de la matrice.
La figure VIII.11(a) pre´sente l’e´volution de la conductivite´ e´lectrique apparente en fonction
de la conductivite´ du noir de carbone constituant les charges. La valeur associe´e au calcul en
potentiel impose´ ne cesse de diminuer quand la conductivite´ du noir de carbone diminue. En
effet, la` encore, on surcontraint le syste`me aux bords avec ce genre de conditions aux limites.
La valeur prise dans le cas du calcul a` flux impose´ montre un palier sur la figure VIII.11(b)
au-dela` d’une conductivite´ e´lectrique des charges de 10−5,10−6. On de´cide de choisir une
conductivite´ e´lectrique de 10−5 pour la suite des calculs de microstructures par e´le´ments
finis.
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(a) Conditions cine´matique (KUBC) et statique (SUBC).
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(b) Condition statique (SUBC).
Fig. VIII.10 – E´tude de l’influence des conditions aux limites et du contraste des proprie´te´s
e´lastiques sur le module de cisailement apparent obtenu par le calcul FETI.
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Fig. VIII.11 – E´tude de l’influence des conditions aux limites et du contraste des proprie´te´s
e´lectriques sur la conductivite´ e´lectrique apparente obtenue par le calcul FETI.
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Conclusion
Ce chapitre a permis de poser les briques du calcul paralle`le pour les mate´riaux he´te`roge`nes
fortement contraste´s. Sans avoir l’ambition de de´crire dans les de´tails les fondements du cal-
cul paralle`le, on a cherche´ davantage a` comprendre les relations de cause a` effet du contraste
et de la ge´ome´trie des phases, a` travers le maillage, dans le but de faire converger des calculs
de microstructures d’e´lastome`res charge´s.
Ce chapitre ainsi que le pre´ce´dent sur le maillage de microstructures constituent une base
solide pour affronter le chapitre suivant dans lequel on va chercher a` estimer les proprie´te´s
apparentes et effectives d’un des e´lastome`res charge´s de l’e´tude par une approche statistique
[Matheron, 1971], [Matheron, 1975] [Kanit et al., 2003]. On va pour cela faire croˆıtre la taille
des simulations afin de mettre en e´vidence la dispersion des re´sultats et estimer une taille de
Volume Ele´mentaire Repre´sentatif.
Chapitre -IX-
Calcul des proprie´te´s apparentes
et effectives d’un e´lastome`re
charge´
Dans ce chapitre, on va chercher a` estimer, par des calculs par e´le´ments finis, les proprie´te´s
physiques et me´caniques d’un des e´lastome`res charge´s de l’e´tude. On va pour cela s’appuyer
fortement sur les deux chapitres pre´ce´dents traitant du maillage et du calcul paralle`le de
microstructures. On cherche plus pre´cise´ment a` de´terminer une taille du Volume Ele´mentaire
Repre´sentatif par une me´thode statistique et nume´rique qui a e´te´ e´voque´e et mise en œuvre
dans de nombreux travaux [Kanit et al., 2003].
On axe l’e´tude de de´termination de Volume Ele´mentaire Repre´sentatif sur la conductivite´
e´lectrique et le module de cisaillement. On applique cette e´tude au me´lange de la se´rie B
(10mn de me´langeage) charge´ a` 14% de noir de carbone. On jugera de la pertinence des
re´sultats en confrontant les proprie´te´s obtenues aux donne´es expe´rimentales (Chapitre II).
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IX.1 Estimation des proprie´te´s effectives
IX.1.1 Volume Elementaire Repre´sentatif
a) De´finition
Un Volume Ele´mentaire Repre´sentatif, encore appele´ VER, est un volume qui, comme
son nom l’indique, est repre´sentatif c’est-a`-dire qu’il permet de de´terminer une grandeur
ge´ome´trique, me´canique ou physique macroscopique. Par exemple un volume peut eˆtre
repre´sentatif du point de vue morphologique pour la fraction volumique mais pas du point de
vue me´canique pour le module d’Young. On de´finit donc toujours un VER pour une grandeur
spe´cifique.
On de´termine les proprie´te´s effectives d’un mate´riau he´te´roge`ne en moyennant les champs
locaux sur un volume de taille supe´rieure ou e´gale a` celle du VER minimal. On calcule en fait
les proprie´te´s du mate´riau homoge`ne e´quivalent qui prend en compte les interactions entre
les phases ainsi que les contributions de chacune d’elles au sein du mate´riau he´te´roge`ne. Le
Volume Ele´mentaire Repre´sentatif doit satisfaire principalement trois crite`res :
– Les proprie´te´s du VER doivent eˆtre inde´pendantes de l’endroit du mate´riau pre´leve´
(homoge´ne´ite´ statistique suppose´e).
– La taille du VER doit eˆtre suffisamment grande pour de´crire le comportement macro-
scopique.
– En pratique, un tel volume sera pris de dimension minimale de facon a` re´duire l’effort
nume´rique ne´cessaire a` la de´termination des proprie´te´s macroscopiques.
b) Estimation des proprie´te´s effectives par une approche statistique
Quand on ne connaˆıt pas la taille de ce volume pour la grandeur Z dont on cherche a`
obtenir la valeur effective, on peut eˆtre amene´ a` utiliser une approche de type Monte-Carlo
[Terada et al., 1998], [Kanit et al., 2003], [Lachihab, 2004]. Cette approche consiste a` estimer
la moyenne empirique, ou espe´rance E(ZN ) (e´quation IX.1) d’une grandeur mesure´e sur N
re´alisations inde´pendantes qui constituent un e´chantillon. Les grandeurs mesure´es sur les
re´alisations sont des re´ponses apparentes. C’est en calculant la moyenne empirique sur un
e´chantillon suffisamment grand et des volumes pas trop petits qu’on peut espe´rer estimer la
valeur effective de la grandeur Z. En augmentant le nombre de re´alisations de l’e´chantillon,
on fait diminuer l’e´cart type σZN de la grandeur moyenne estime´e. On calcule l’e´cart type en
utilisant l’expression de la variance :
E(ZN ) = ZN =
1
N
N∑
i=1
Zi (IX.1)
σ2ZN = E[(Z − E(ZN ))2] (IX.2)
=
1
N
N∑
i=1
(Zi − ZN )2 (IX.3)
En augmentant la taille des volumes conside´re´s, on espe`re diminuer l’e´cart-type ou la
variance de la moyenne jusqu’a` atteindre une valeur quasi-nulle pour des volumes de tailles
supe´rieures au VER minimal et pour lesquels une seule re´alisation doit the´oriquement suf-
fire. A partir de cette me´thode, [Kanit et al., 2003] ont propose´ d’utiliser la porte´e inte´grale
[Matheron, 1975] (paragraphe IX.2) pour estimer la variance de l’e´cart type de la valeur
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moyenne estime´e et d’en de´duire le nombre de re´alisations inde´pendantes ne´cessaires pour
estimer la valeur effective a` une erreur pre`s ²r :
²r = 1.96
σZN
ZN
√
N
(IX.4)
En effet quand N , le nombre de re´alisations, tend vers l’infini, la moyenne E(ZN ) appar-
tient a` l’intervalle [ZN (1− ²r), ZN (1 + ²r)].
Dans le cas pre´sent, on va appliquer cette me´thode statistique aux microstructures si-
mule´es de l’e´lastome`re de la se´rie B charge´e a` 14%.
IX.1.2 Strate´gie de calcul
Le maillage et le calcul paralle`le de microstructures sont des ope´rations couˆteuses en
temps. Par conse´quent on a fait le choix de ne pas chercher a` tout prix, comme la me´thode
Monte-Carlo l’exige, a` estimer la moyenne empirique des proprie´te´s en faisant un grand
nombre de re´alisations. Pour des raisons pratiques, le nombre de re´alisations sera limite´ a`
deux ou trois re´alisations.
De plus on de´cide de se pencher sur trois tailles de re´alisations de microstructures, avec des
cubes de 600, 800 et enfin 1000nm de longueur d’areˆte. On rappelle que les images MET
pre´sente´es dans les deux premie`res parties du me´moire et sur lesquelles on a identifie´ le
mode`le morphologique du me´lange B14%, sont des images de 1500nm de coˆte´.
Pour re´sumer, l’e´tude statistique porte sur trois tailles de microstructures du me´lange B14
avec pour chacune d’elles deux re´alisations inde´pendantes. On a donc finalement au total six
re´alisations et donc six maillages de microstructures.
a) Calculs a` effectuer
La figure IX.1 pre´sente de manie`re sche´matique le plan de calculs adopte´ pour cette e´tude
de VER, pour chaque re´alisation de microstructure. Ce sche´ma indique plus pre´cise´ment le
nombre de calculs a` effectuer par re´alisation. Chaque brique repre´sente un calcul a` effectuer.
L’axe de´fini en bleu indique les quatre conditions aux limites homoge`nes au contour envi-
sage´es et de´finies dans le chapitre VI. On a les conditions me´caniques en conditions statiques
(SUBC) et cine´matiques (KUBC) et les conditions e´lectriques en flux (UEF) et potentiel
impose´ (UEP).
L’axe en gris indique les trois directions de sollicitation pre´vues pour chaque condition aux
limites. Pour les conditions me´caniques, on sollicite la microstructure en cisaillement simple
dans les directions xy, xz et yz successivement. Pour les conditions e´lectriques, on impose
un flux ou un gradient de potentiel dans les directions x, y et z successivement. On fera la
moyenne des valeurs trouve´es dans les trois directions afin de mettre en e´vidence un e´ventuel
effet d’anisotropie de chaque re´alisation.
Enfin, le troisie`me axe en rouge indique la valeur du module d’Young du noir de carbone
constituant les charges. On souhaite ainsi e´tudier l’effet du contraste me´canique. Pour cela
on calculera par e´le´ments finis le module de cisaillement apparent de chaque re´alisation avec
le module d’Young fourni par la socie´te´ Michelin qui vaut 80000MPa et un module plus petit
qu’on fixe a` 3000MPa.
Concernant les conditions aux limites envisage´es ici, il a e´te´ montre´ que les conditions aux
limites pe´riodiques permettaient d’atteindre plus rapidement, c’est-a`-dire pour des volumes
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Fig. IX.1 – Sche´ma des calculs a` effectuer pour chaque re´alisation de microstructure.
de plus petites tailles, les proprie´te´s effectives de mate´riaux he´te´roge`nes a` structure ale´atoire
[Kanit et al., 2003], [Lachihab, 2004].
Ce genre de calcul impose, comme on a pu le souligner dans le chapitre VI, la pe´riodicite´
de la microstructure en surface, mais surtout la pe´riodicite´ du maillage. La me´thode de
pe´riodisation de maillage de surface mise en place dans le chapitre VI pour la cellule
e´le´mentaire pe´riodique, ne peut pas eˆtre utilise´e telle quelle, dans le cas pre´sent. Il a e´te´
impossible de re´aliser des maillages pe´riodiques sur ces microstructures ale´atoires.
b) Comportement me´canique de la matrice
La question de l’incompressibilite´ de la matrice n’a pas encore e´te´ aborde´e. En effet, la
matrice posse`de un coefficient de Poisson de 0.49883 ce qui correspond a` un module de
compressibilite´ de 3000MPa. Le chapitre VI, sur le calcul de microstructures sur cellule
e´le´mentaire pe´riodique, a montre´ qu’un tel comportement devait sugge´rer fortement l’uti-
lisation d’e´le´ments finis adapte´s. Sans un minimum de pre´caution, on a tendance a` rigidifier
la microstructure en cre´ant des phe´nome`nes de verrouillage ou` certains de´placements sont
bloque´s.
On avait conclu dans le chapitre VI que seuls les e´le´ments quadratiques ou a` formulation
cine´matique enrichie, par l’utilisation de fonctions bulles, pouvaient permettre de palier a`
ce proble`me. Les e´le´ments quadratiques ne peuvent pas eˆtre utilise´s ici dans la mesure ou`
les maillages sont de tailles rapidement trop conse´quentes. On pourrait imaginer utiliser des
fonctions bulles, mais il faut pour cela revoir la me´thode de de´composition de domaines. En
effet, l’utilisation d’une me´thode FETI a` deux champs [Farhat et al., 2000] ou d’une me´thode
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hybride [Gosselet et al., 2002] est ne´cessaire pour permettre d’ajouter, en plus des efforts et
des de´placements, la pression comme degre´ de liberte´ sur l’interface.
On rappelle qu’on cherche a` estimer le module de cisaillement effectif des microstructures
simule´es du me´lange B14% afin de le comparer a` la valeur obtenue expe´rimentalement dans
la premie`re partie du me´moire (Chapitre II). On reprend la microstructure utilise´e dans le
chapitre pre´ce´dent (Chapitre VIII) et contenant une centaine de particules. On calcule le
module de cisaillement apparent de cette microstructure en faisant varier le coefficient de
Poisson de la matrice e´lastome`re de 0.49 a` 0.49999. On conserve les e´le´ments te´trae´driques
line´aires obtenus a` l’issue de la proce´dure de maillage (Chapitre VII).
Fig. IX.2 – Microstructure choisie pour l’e´tude de l’influence du coefficient de Poisson sur
le module de cisaillement apparent - simulation d’une centaine de particules.
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Fig. IX.3 – E´volution du module de cisaillement apparent en fonction du coefficient de
Poisson de la matrice e´lastome`re.
La figure IX.3 pre´sente l’e´volution du module de cisaillement apparent en fonction du
coefficient de Poisson. On note que le module apparent reste approximativement constant
dans cette gamme de coefficients de Poisson, ce qui est d’ailleurs en accord avec la valeur de
la borne d’Hashin-Shtrikman infe´rieure qui, elle non plus, ne varie pas significativement avec
la compressibilite´ de la matrice dans ces gammes de valeurs.
Le module de cisaillement apparent augmente pour des valeurs supe´rieures a` 0.498 en raison
des phe´nome`nes de verrouillage locaux dans le maillage.
On peut donc, sans trop d’erreur sur l’estimation du module de cisaillement effectif,
simplifier le proble`me de me´canique en choisissant un coefficient de Poisson e´gale a` 0.49 pour
la suite des calculs. Il n’en va pas de meˆme pour le calcul du module de compressibilite´ effectif,
bien e´videmment.
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IX.1.3 Re´sultats du module de cisaillement et de la conductivite´
e´lectrique
a) Caracte´ristiques des simulations
Pour chaque taille de simulation, on de´finit, pour chaque re´alisation de microstructure,
la fraction volumique de charges de noir de carbone dans la simulation, le nombre d’agre´gats
ainsi que le nombre de particules (tableaux IX.1, IX.2 et IX.3). La fraction volumique de
charges se calcule sur le maillage e´le´ments finis a` l’aide d’un post-processing dans Ze´BuLoN.
On ajoute dans chaque tableau, pour chaque re´alisation une indication sur la percolation du
re´seau de charges. La re´alisation percole lorsqu’une partie du re´seau de charges est continu
entre deux faces, formant alors un agre´gat, selon l’axe x, y ou z.
On fournit e´galement, pour chaque re´alisation, le nombre de nœuds contenus dans le maillage
ainsi que le nombre de sous-domaines ge´ne´re´s pour la re´solution du calcul paralle`le.
L = 600nm V vNC (%) Nagregats Nparticules PERCOLATION Nnœuds Nssd
Re´alisation 1 0.16 139 1364 NON 835786 21
Re´alisation 2 0.21 107 1311 OUI 740452 19
Tab. IX.1 – Caracte´ristiques des re´alisations de microstructures pour des simulations de
600nm de coˆte´.
L = 800nm V vNC (%) Nagregats Nparticules PERCOLATION Nnœuds Nssd
Re´alisation 1 0.147 255 2203 NON 1046040 22
Re´alisation 2 0.153 257 2241 NON 1214042 25
Tab. IX.2 – Caracte´ristiques des re´alisations de microstructures pour des simulations de
800nm de coˆte´.
L = 1000nm V vNC (%) Nagregats Nparticules PERCOLATION Nnœuds Nssd
Re´alisation 1 0.13 443 3951 NON 1493004 30
Re´alisation 2 0.149 309 4061 NON 1412997 29
Tab. IX.3 – Caracte´ristiques des re´alisations de microstructures pour des simulations de
1000nm de coˆte´.
Pour chaque taille de simulation, on propose un exemple de re´alisation avec la simulation
et le maillage associe´ (figures IX.4, IX.5 et IX.6)
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(a) Simulation.
(b) Maillage.
Fig. IX.4 – Exemple de re´alisation d’une microstructure de 600nm de coˆte´.
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(a) Simulation.
(b) Maillage.
Fig. IX.5 – Exemple de re´alisation d’une microstructure de 800nm de coˆte´.
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(a) Simulation.
(b) Maillage.
Fig. IX.6 – Exemple de re´alisation d’une microstructure de 1000nm de coˆte´.
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b) Module de cisaillement apparent
On trace l’e´volution du module de cisaillement en fonction de la taille de la microstructure
simule´e. La taille de la microstructure est choisie comme la longueur en nanome`tres du cube
simule´ (L). Le module de cisaillement obtenu est la moyenne sur les deux re´alisations et dans
les trois directions de sollicitation. On indique e´galement les barres d’erreur associe´es.
La courbe IX.8(a) pre´sente le cas avec un module d’Young pour le noir de carbone de
3000MPa. La courbe IX.8(b) pre´sente le cas avec un module d’Young pour le noir de carbone
de 80000MPa.
L’ensemble des re´sultats interme´diaires pour l’obtention des modules moyens (par
re´alisation et par direction de sollicitation) est rassemble´ dans les tableaux IX.4 et IX.5
respectivement pour un module d’Young pour le noir de carbone de 3000MPa et 80000MPa.
L = 600nm Re´alisation 1 Re´alisation 2
GKUBC (MPa)
xy 20.36 32.59
yz 19.40 28.32
xz 18.06 28.66
GSUBC (MPa)
xy 2.45 3.00
yz 2.51 2.99
xz 2.32 3.01
L = 800nm Re´alisation 1 Re´alisation 2
GKUBC (MPa)
xy 13.72 16.51
yz 15.91 14.81
xz 14.53 15.47
GSUBC (MPa)
xy 2.33 2.63
yz 2.58 2.36
xz 2.45 2.60
L = 1000nm Re´alisation 1 Re´alisation 2
GKUBC (MPa)
xy 11.52 12.18
yz 12.31 11.84
xz 12.43 12.1
GSUBC (MPa)
xy 2.39 2.5
yz 2.6 2.38
xz 2.71 2.44
Tab. IX.4 – Modules de cisaillement apparents obtenus pour chaque re´alisation et chaque
condition aux limites dans les trois directions de sollicitation - ENC = 3000MPa.
On constate, sur les figures IX.8(a) et IX.8(b), un e´cart important entre les bornes KUBC
et SUBC et ce pour les deux modules d’Young du noir de carbone (ENC = 3000MPa et
ENC = 80000MPa). En ge´ne´ral la borne KUBC diminue avec la taille du volume et la borne
SUBC augmente. Ici, la borne SUBC a tendance a` de´croitre, ce qui peut s’expliquer par un
manque de re´alisations dans le calcul de la moyenne.
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L = 600nm Re´alisation 1 Re´alisation 2
GKUBC (MPa)
xy 438.82 722.84
yz 417.50 635.02
xz 385.05 622.92
GSUBC (MPa)
xy 2.97 3.50
yz 2.98 3.49
xz 3.00 3.67
L = 800nm Re´alisation 1 Re´alisation 2
GKUBC (MPa)
xy 264.37 325.0
yz 329.07 282.1
xz 293.48 292.0
GSUBC (MPa)
xy 2.64 2.80
yz 2.72 2.52
xz 2.69 2.61
L = 1000nm Re´alisation 1 Re´alisation 2
GKUBC (MPa)
xy 186.4 192.3
yz 174.68 167.75
xz 191.3 180.1
GSUBC (MPa)
xy 2.52 2.72
yz 2.78 2.62
xz 2.81 2.68
Tab. IX.5 – Modules de cisaillement apparents obtenus pour chaque re´alisation et chaque
condition aux limites dans les trois directions de sollicitation - ENC = 80000MPa.
On constate e´galement une de´croissance de la valeur obtenue a` partir des calculs par
e´le´ments finis avec des conditions KUBC. En effet si on regarde la chute du module de ci-
saillement pour le calcul KUBC entre les volumes de longueur 600nm et 1000nm, on note
une chute de 38% pour un module d’Young des charges e´gal a` 3000MPa et une chute de 56%
pour un module d’Young e´gal a` 80000MPa.
La valeur associe´e aux conditions aux limites SUBC varie peu avec la taille du volume
simule´. On peut supposer que la borne SUBC a converge´ vers la valeur effective qui est
ici de 2.7MPa pour un module d’Young de noir de carbone de 80000MPa. Cette valeur est
peu diffe´rente de celle obtenue pour un module d’Young de noir de carbone de 3000MPa
(2.45MPa).
Pour les microstructures de 600nm de coˆte´, une des deux re´alisations percole avec un
taux de percolation de 12% constitue´ de deux agre´gats percolants (figure IX.7). Les figures
IX.7(a) et IX.7(b) pre´sentent respectivement la simulation avec une labe´lisation des agre´gats
et les deux agre´gats percolants dans la microstructure. On remarque que le phe´nome`ne de
percolation a peu d’effet sur le module apparent calcule´ en condition SUBC ce qui est en
accord avec les re´sultats expe´rimentaux. En effet, on a pu constater dans la premie`re partie
du me´moire, dans le chapitre II que pour une fraction volumique de 14% de charges, il y
avait peu d’effet des conditions de me´langeage (dispersion, percolation...) sur le module de
cisaillement initial. Les effets sont plus marque´s expe´rimentalement sur les me´langes charge´s
a` 20%.
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x
y
z
(a) Simulation de la microstructure avec labe´lisation des agre´gats.
(b) Agre´gats percolants de la microstructure.
Fig. IX.7 – Mise en e´vidence des agre´gats percolants dans la microstructure de 600nm de
coˆte´.
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(a) ENC = 3000MPa.
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(b) ENC = 80000MPa.
Fig. IX.8 – Modules de cisaillement apparents avec des conditions aux limites homoge`nes
aux bords en de´placement (KUBC) et en effort (SUBC) en fonction de la taille des re´alisations,
pour deux modules d’Young du noir de carbone (ENC = 3000MPa et ENC = 80000MPa).
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On trace a` pre´sent sur un meˆme graphe la borne SUBC du module de cisaillement obtenue
par le calcul par e´le´ments finis, la valeur expe´rimentale obtenue par les essais au viscoanalyseur
(Chapitre II) et la valeur de la borne d’Hashin-Shtrikman infe´rieure. Le module de cisaillement
obtenu expe´rimentalement pour le me´lange B14% vaut 1.80MPa. Pour une fraction volumique
de charges de 14%, la borne d’Hashin-Shtrikman infe´rieure vaut 1.41MPa.
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Fig. IX.9 – Module de cisaillement apparent en fonction de la taille des simulations de
microstructures situe´ par rapport a` la borne d’Hashin-Shtrikman infe´rieure et a` la valeur
expe´rimentale.
Pour les deux modules d’Young de noir de carbone, la valeur du module de cisaillement ap-
parent est au dessus de la valeur expe´rimentale et de la borne d’Hashin-Shtrikman infe´rieure.
Pour le module d’Young re´el du noir de carbone (ENC = 80000MPa), on constate que le
module de cisaillement apparent, qui est de l’ordre de 2.7MPa, posse`de un e´cart sur la valeur
expe´rimentale estime´ a` 50%.
De plus il semble que le module de cisaillement obtenu avec la borne d’Hashin-Shtrikman
infe´rieure soit plus proche de la valeur expe´rimentale que le module obtenu par le calcul par
e´le´ments finis. On rappelle ici que la borne d’Hashin-Shtrikman ne prend en compte que
l’isotropie du mate´riau et ne conside`re pas la morphologie exacte des phases contrairement
aux simulations de microstructures sur lesquelles sont faits les calculs par e´le´ments finis. Une
discussion plus pre´cise concernant ces diffe´rentes remarques sera faite dans le chapitre suivant
(Chapitre X).
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c) Conductivite´ e´lectrique apparente
Le tableau IX.6 rassemble l’ensemble des re´sultats interme´diaires des calculs e´lectriques
par e´le´ments finis sur chaque re´alisation, pour chaque taille de microstructure simule´e.
La figure IX.10 pre´sente les re´sultats obtenus pour la conductivite´ e´lectrique apparente.
On constate la` encore un e´cart important entre les conductivite´s obtenues par le calcul en
gradient de potentiel impose´ et celles obtenues par le calcul en flux impose´.
Les valeurs de modules associe´es aux calculs en gradient de potentiel et flux impose´s
varient peu avec la taille de la microstructure simule´e. On note surtout que la re´alisation per-
colante de l’e´chantillon de volume de 600nm de coˆte´ posse`de la meˆme conductivite´ e´lectrique
que les re´alisations non percolantes, et ce, pour les deux conditions aux limites (UEP et UEF).
En effet, le me´lange B14% est un me´lange qui ne doit pas percoler macroscopiquement se-
lon les essais de re´sistivite´ (Chapitre II). La valeur obtenue pour la condition aux limites
UEF, en flux impose´, est de l’ordre de la conductivite´ e´lectrique attendue expe´rimentalement
c’est-a`-dire celle de la matrice. Les valeurs de conductivite´ e´lectrique obtenues sont situe´es au
dessus de la valeur de la borne d’Hashin-Shtrikman infe´rieure qui vaut 1.5e-14(Ohm.cm−1)−1.
On rappelle ici que les mesures de re´sistivite´ e´lectrique des e´chantillons de l’ensemble
des me´langes (Chapitre II) avaient pre´sente´ une saturation des mesures a` 1011Ohm.cm−1
(1011(Ohm.cm−1)−1 pour la conductivite´ e´lectrique) due a` une saturation de la machine de
mesure.
L = 600nm Re´alisation 1 Re´alisation 2
(λelec)UEP (Ohm.cm−1)−1
x 3.0e-6 2.38e-6
y 2.99e-6 2.19e-6
z 2.85e-6 2.07e-6
(λelec)UEF (Ohm.cm−1)−1
x 2.02e-14 5.06e-14
y 1.83e-14 5.26e-14
z 1.92e-14 4.18e-14
L = 800nm Re´alisation 1 Re´alisation 2
(λelec)UEP (Ohm.cm−1)−1
x 2.02e-6 2.49e-6
y 2.14e-6 2.35e-6
z 2.17e-6 2.12e-6
(λelec)UEF (Ohm.cm−1)−1
x 2.99e-14 4.83e-14
y 3.97e-14 3.03e-14
z 3.36e-14 2.12e-14
L = 1000nm Re´alisation 1 Re´alisation 2
(λelec)UEP (Ohm.cm−1)−1
x 2.2e-6 2.12e-6
y 2.4e-6 1.83e-6
z 2.34e-6 1.74e-6
(λelec)UEF (Ohm.cm−1)−1
x 3.3e-14 3.21e-14
y 3.61e-14 3.18e-14
z 3.72e-14 3.20e-14
Tab. IX.6 – Conductivite´s e´lectriques apparentes obtenues pour chaque re´alisation et chaque
condition aux limites dans les trois directions de sollicitation.
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Fig. IX.10 – Conductivite´ e´lectrique apparente avec des conditions aux limites homoge`nes
aux bords en potentiel (UEP) et en flux (UEF) impose´s en fonction de la taille des re´alisations.
Pour le module de cisaillement et la conductivite´ e´lectrique, les bornes obtenues pour les
deux types de conditions aux limites sont loin de converger vers une meˆme valeur asympto-
tique qui est la valeur effective. On ne peut donc pas encore conclure sur la taille du Volume
Ele´mentaire Repre´sentatif.
Ne´anmoins, les valeurs obtenues en conditions en effort et en flux e´lectrique sont stabilise´es
et proches des valeurs expe´rimentales. On choisit donc d’utiliser ces re´sultats de calcul (SUBC
et UEF) pour estimer une taille de VER en de´terminant la porte´e inte´grale. Pour cela on
e´tudie la fluctuation des champs au sein de la simulation la plus conse´quente a` savoir les
simulations de 1000nm de coˆte´.
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IX.2 Estimation de la porte´e inte´grale et taille de VER
IX.2.1 Principe
Pour de´terminer une taille de VER vis-a`-vis d’une grandeur Z, on utilise la porte´e inte´grale
[Matheron, 1975], [Lantue´joul, 1991], [Cailletaud et al., 1994], [Jeulin, 2001]. Homoge`ne a` un
volume, elle fournit une indication sur la taille minimale du volume sur lequel on peut affirmer
qu’on a une bonne repre´sentativite´ de la grandeur mesure´e. Dans un espace de dimension
trois, on e´crit la porte´e inte´grale de la manie`re suivante :
A3 =
1
C(X, 0)− C(X, 0)2
∫
(C(X,h)− C(X, 0)2)dh (IX.5)
La porte´e inte´grale s’e´crit en fonction de la covariance C(X,h) qui permet de de´finir la
variabilite´ d’une grandeur en deux points de l’espace distant de h. En prenant une grandeur
Z(X) de´finie sur un volume V , on peut e´crire la variance ponctuelle de cette grandeur :
D2Z = E((Z(X)− E(Z(X))2) (IX.6)
= E(Z(X)2)− E(Z(X))2 (IX.7)
=
1
V
∫
V
Z(X)2dX − ( 1
V
∫
V
Z(X)dX)2 (IX.8)
Si a` pre´sent on de´compose le volume V en N sous-cubes de meˆme volume v (figure IX.11),
on peut mesurer, sur chaque sous-cube vi un champ moyen Zvi :
Z(vi) =
1
v
∫
vi
Z(X)dX (IX.9)
La moyenne de cette valeur sur le volume V est e´gale a` la moyenne de Z(X) sur ce meˆme
volume V :
< Z(v) >V =
1
N
N∑
i=1
Z(vi) (IX.10)
=
1
N
N∑
i=1
1
v
∫
vi
Z(X)dX) (IX.11)
=
1
V
∫
V
Z(X)dX (IX.12)
Enfin, on e´crit la variance de la valeur moyenne Zv sur tout le volume V :
D2Z(v) = E((Z(v)− E(Z(v))2) (IX.13)
= E(Z(v)2)− E(Z(v))2 (IX.14)
= E(Z(v)2)− < Z(v) >2V (IX.15)
= E(Z(v)2)− ( 1
V
∫
V
Z(X)dX)2 (IX.16)
Lorsque v est suffisamment grand (v >> A3), on a la relation asymptotique suivante
[Matheron, 1975] :
D2Z(v) = D
2
Z
A3
v
(IX.17)
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v
V = Nv
Fig. IX.11 – Exemple de de´coupage du volume V en N = 27 sous-volumes de volume v.
Avec A3 qui est la porte´e inte´grale. En pratique pour de´terminer la porte´e inte´grale, on
de´compose une simulation de volume V en sous-cubes de volume v et on cherche a` tracer la
courbe log(D2Z(v)/D
2
Z) = −log(A3)log(v) pour des volumes v de´croissants et donc un nombre
de sous-cubes N croissant. On peut ainsi, par le calcul de la pente, obtenir la porte´e inte´grale
A3.
On note que la variance ponctuelle D2Z (e´quation IX.8) est e´gale a` la variance D
2
Z(v) si
et seulement si les grandeurs E(Z(X)2) et E(Z(v)2) sont identiques. Pour cela, N le nombre
de sous-cubes doit tendre vers le nombre de points de calcul contenus dans le volume V sur
lesquels est mesure´e la grandeur Z(X), le volume du sous-cube v tendant alors vers la valeur
nulle.
On va a` pre´sent chercher a` estimer la porte´ inte´grale A3 du me´lange B14% pour le module
de cisaillement et la conductivite´ e´lectrique.
IX.2.2 Estimation de la porte´e inte´grale
On cherche a` e´valuer le rapport de la variance D2Z(v) sur la variance ponctuelle D
2
Z pour
des sous-cubes de volume v = V/N avec N qu’on de´cide de faire varier entre 2 et 1000 (figure
IX.12). On prend Z = σ13 pour le calcul de me´canique de cisaillement en effort impose´ dans
la direction xz et Z = j1 pour le calcul d’e´lectricite´ en flux impose´ dans la direction x.
L’estimation de la porte´e inte´grale s’effectue sur une des re´alisations de 1000nm de coˆte´.
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Fig. IX.12 – Simulation de 1000nm de coˆte´ comprenant 1000 sous-cubes de volume v =
1.0e+6nm3.
a) Calcul me´canique
La figure IX.13 pre´sente l’e´volution du rapport de la variance D2σ13(v) a` la variance ponc-
tuelle D2σ13 en fonction du volume du sous-cube v. On obtient la meˆme porte´e inte´grale pour
les deux contrastes me´caniques (ENC = 3000MPa et ENC = 80000MPa). On a en effet une
porte´e inte´grale AMECA3 de 3.2e+10nm
3 ce qui correspond a` un volume de 998nm de coˆte´.
Dans la mesure ou` la porte´e inte´grale est tre`s proche du volume e´tudie´ (1000nm) on doit eˆtre
prudent sur la validite´ de la taille du VER obtenu.
b) Calcul e´lectrique
La figure IX.14 pre´sente l’e´volution du rapport de la variance D2q1(v) a` la variance ponc-
tuelle D2q1 en fonction du volume du sous-cube v.On obtient une porte´e inte´grale A
ELEC
3 de
6.8e+7nm3 ce qui correspond a` un volume de 408nm de coˆte´. La porte´e inte´grale obtenue est
2.5 fois plus petite que le volume e´tudie´. On peut donc conclure que le volume de 408nm de
coˆte´ est un VER pour la conductivite´ e´lectrique.
On constate que la taille du Volume Ele´mentaire Repre´sentatif pour la conductivite´
e´lectrique est infe´rieure a` celle pour le module de cisaillement.
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Fig. IX.13 – Evolution du rapport de la variance D2σ13(v) a` la variance ponctuelle D
2
σ13 en
fonction du volume du sous-cube v.
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Fig. IX.14 – Evolution du rapport de la variance D2q1(v) a` la variance ponctuelle D
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q1 en
fonction du volume du sous-cube v.
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IX.3 Analyse des champs locaux
On s’inte´resse a` pre´sent a` analyser les champs locaux au sein de la microstructure de
1000nm de coˆte´ (figure IX.15). On e´tudie le cas du calcul de me´canique avec une sollicitation
de cisaillement dans la direction (1 ,3 ) ou (x ,z ).
Fig. IX.15 – Coupe de la microstructure simule´e et maille´e du me´lange B14% (1000nm de
coˆte´).
On choisit de regarder localement le champ de pression a` partir du calcul de la trace du
tenseur des contraintes. Les figures IX.16(b) et IX.16(a) pre´sentent respectivement la carto-
graphie de la trace du tenseur au sein de la microstructure et l’histogramme de proportions
de points de Gauss posse´dant une certaine pression. On observe e´galement, localement, le
champ de de´formation e´quivalente (εeq =
√
εij : εij) (figure IX.17(b)). La figure IX.17(a)
pre´sente un histogramme des valeurs des de´formations e´quivalentes dans la matrice. En-
fin, les figures IX.18(b) et IX.18(a) pre´sentent respectivement la cartographie du champ de
contrainte e´quivalente (σmises) et l’histogramme des contraintes e´quivalentes dans la matrice.
On remarque ge´ne´ralement, que la pression est relativement forte autour des agre´gats de
noir de carbone. En effet on observe e´galement qu’il existe des zones dans la matrice ou` la
de´formation est quasi-nulle. Ces zones entourent un ou plusieurs agre´gats en fonction de la
distance se´parant ces agre´gats. On a, au contraire, des de´formations plus importantes que la
moyenne dans les zones ou` les agre´gats sont plus e´loigne´s les uns des autres.
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(b) Champ de la trace du tenseur des contraintes.
Fig. IX.16 – Analyse du champ local de pression - essai de cisaillement σ13 = 0.1MPa.
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Fig. IX.17 – Analyse du champ local de la de´formation e´quivalente - essai de cisaillement
σ13 = 0.1MPa.
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Fig. IX.18 – Analyse du champ local de la contrainte e´quivalente - essai de cisaillement
σ13 = 0.1MPa.
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Conclusion
On a de´termine´ les proprie´te´s effectives, pour le module de cisaillement et la conductivite´
e´lectrique, du me´lange de la se´rie B charge´e a` 14% de noir de carbone. On a pu remarque´
une surestimation des proprie´te´s effectives vis-a`-vis des donne´es expe´rimentales. Le chapitre
suivant est consacre´ a` une discussion plus approfondie autour de cette surestimation.
On a ne´anmoins de´terminer une taille de Volume Ele´mentaire Repre´sentatif avec les
valeurs obtenues en caracte´risant la porte´e inte´grale sur le volume de 1000nm de coˆte´. On
obtient un volume de 998nm de coˆte´ pour le module de cisaillement et de 403nm pour la
conductivite´ e´lectrique. En observant les champs locaux, on a pu, comme dans le cas de la
cellule te´trakaide´cae´drique, montrer l’existence de confinement de la matrice dans les zones
ou` les agre´gats sont les plus proches et au contraire une amplification des de´formations dans
les zones ou` les agre´gats sont plus e´loigne´s.
Chapitre -X-
Discussion
On de´cide de consacrer un chapitre a` la discussion des re´sultats obtenus dans la de´termination
des proprie´te´s apparentes et effectives du me´lange B14% (Chapitre IX).
Le chemin a e´te´ long pour obtenir les proprie´te´s du mate´riau par le calcul par e´le´ments finis.
Partant d’images de microscopie a` transmission, on a construit un mode`le mathe´matique de la
morphologie de la microstructure en mettant en place une me´thode d’identification du mode`le
sur ces images. On a ensuite propose´ une me´thode de maillage pour enfin aborder de front le
calcul paralle`le de microstructures et l’e´tude de Volume Elementaire Repre´sentatif. Chacun
de ces points me´ritent d’intervenir dans cette discussion afin de souligner les e´ventuelles
ame´liorations a` envisager pour la suite.
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X.1 Pre´diction des proprie´te´s effectives
X.1.1 Sur-estimation des proprie´te´s
A l’issue du pre´ce´dent chapitre, on a conclu sur le fait qu’on surestimait syste´matiquement
les proprie´te´s effectives du me´lange B14% par le calcul par e´le´ments finis de microstructures
simule´es.
On se penche ici sur les re´sultats obtenus pour le module de cisaillement pour lequel on
a la valeur expe´rimentale exacte (Gexp = 1.81MPa). On constate que la borne d’Hashin-
Shtrikman infe´rieure est tout simplement un meilleur estimateur du module de cisaillement
effectif du me´lange B14% par rapport au calcul par e´le´ments finis de microstructures si-
mule´es. Ecrit autrement, les calculs sur cellule e´le´mentaire te´traka¨ıde´cae´drique pe´riodique
(Chapitre VI) permettraient de mieux approximer le comportement effectif du mate´riau en
e´lasticite´ line´aire. On rappelle ici que la borne infe´rieure d’Hashin-Shtrikman s’applique au
mate´riaux compose´s d’inclusions sphe´riques disperse´es dans la matrice de facon a` induire un
comportement isotrope. Toutefois la borne d’Hashin-Shtrikman ne permet pas de prendre en
compte des microstructures re´alistes.
On peut trouver plusieurs raisons pour expliquer la pre´sence de cet e´cart du module de
cisaillement par rapport a` la valeur expe´rimentale.
X.1.2 Origines possibles
On choisit d’examiner deux origines possibles de l’e´cart entre les modules expe´rimentaux
et ceux obtenus par le calcul par e´le´ments finis. On s’inte´resse a` la construction du mode`le
morphologique mais e´galement aux hypothe`ses faites sur le comportement me´canique localise´
a` l’interface entre les charges et la matrice.
a) Mode`le morphologique
On pourrait dans un premier temps imaginer que les agre´gats simule´s soient trop gros,
ce qui pourrait avoir tendance a` rigidifier la microstructure. Toutefois, les agre´gats ge´ne´re´s
par le mode`le morphologique posse`dent en moyenne une dizaine de particules ce qui est en
accord avec la structure du noir de carbone utilise´ dans les me´langes de l’e´tude.
Cependant, le mode`le morphologique peut, par sa construction, ge´ne´rer des agre´gats plus
compacts que dans la re´alite´. En effet a` l’issue de l’identification du mode`le morphologique
pour le me´lange B14%, on avait obtenu une fraction volumique de particules V vp au sein
des agre´gats de 50%. Cette fraction volumique doit, de toute e´vidence, eˆtre supe´rieure a` la
fraction volumique de percolation d’un sche´ma Boole´en qui vaut 30%, sans quoi on ne peut
pas obtenir d’agre´gats. Ne´anmoins, on peut vouloir diminuer cette fraction volumique de par-
ticules actuellement a` 50% dans l’espoir de diminuer la compacite´ des agre´gats en diminuant
localement la percolation localement au sein de la microstructure.
La compacite´ de l’agre´gat peut s’exprimer comme la fraction volumique de recouvrement
V vR entre les particules au sein de l’agre´gat. On exprime la fraction volumique de recouvre-
ment de la manie`re suivante :
V vR =
NpVp − VNC
VNC
(X.1)
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Avec NpVp qui est le volume de l’ensemble des particules sans recouvrement (Np e´tant le
nombre de particules et Vp le volume moyen d’une particule) et VNC est le volume de noir de
carbone et donc de l’ensemble des particules avec recouvrement. Pour les deux simulations de
1000nm de coˆte´, on a 16% et 10% de recouvrement. A fraction volumique de noir de carbone
constante au sein de la simulation, on fait baisser le taux de recouvrement en diminuant
le nombre de sphe`res de la simulation. Ce qui revient a` diminuer la fraction volumique de
particules du mode`le V vp mais aussi a` augmenter la fraction volumique d’inclusions afin de
conserver la fraction volumique de noir de carbone du me´lange. On peut ainsi imaginer di-
minuer la rigidite´ du mate´riau en manipulant la structure de l’agre´gat.
Concernant le comportement e´lectrique du mate´riau, il est assez difficile de discuter dans
la mesure ou` on ne connaˆıt pas la valeur expe´rimentale exacte de la conductivite´ e´lectrique
du me´lange B14% a` cause de la saturation du dispositif expe´rimental de mesure. Ne´anmoins,
en raison de l’effet tunnel, identifie´ expe´rimentalement [Pe´castaings, 2005], qui permet au
courant e´lectrique de traverser de fines couches d’e´lastome`re entre deux particules ou agre´gats
de noir de carbone, on peut tout a` fait concevoir que la percolation locale ait une influence
moins significative sur le comportement effectif e´lectrique du mate´riau.
b) Comportement a` l’interface
On s’inte´resse a` pre´sent au comportement me´canique a` l’interface entre la charge et la ma-
trice. Malgre´ la richesse de la description des e´chelles de la microstructure qu’on a introduite
dans le mode`le, on a finalement un mode`le simple vis-a`-vis des interactions entre les charges
et la matrice. En effet, on conside`re ici un contact parfait entre les charges et la matrice ce
qui revient a` avoir une transmission totale des efforts et des de´placements dans cette zone.
Les interactions entre les charges et la matrice sont d’origine chimique par l’existence de
liaisons covalentes et physiques par les liaisons faibles de type van der Waals et hydroge`ne.
L’interface n’a aucune raison a priori d’eˆtre re´ellement parfaite, on peut imaginer la pre´sence
de glissement entre les deux phases ou encore l’apparition de de´collement. Lorsque le mate´riau
est sollicite´, les particules de noir de carbone emmagasinent de l’e´nergie jusqu’a` faire naˆıtre
une fissure qui se situera au niveau de l’interface.
De nombreux travaux [Leblanc, 2002] [Donnet, 2003] insistent sur le fait que le renfor-
cement des e´lastome`res charge´s trouverait ses origines dans les diffe´rentes interactions entre
les charges et la matrice. La manie`re de repre´senter me´caniquement cette interface peut,
par conse´quent, reveˆtir une grande importance vis-a`-vis de la de´termination des proprie´te´s
effectives du mate´riau. On peut imaginer diminuer la rigidite´ de la microstructure simule´e
en de´finissant partiellement, c’est-a`-dire sur des parties d’interface, des discontinuite´s de
de´placement. Un mode`le en deux dimensions permet de rendre compte de l’existence d’inter-
faces qui ne seraient pas parfaites [Benveniste and Miloh, 2001].
On pre´sente dans le paragraphe suivant une approche, diffe´rente de la me´thode des
e´le´ments finis, pour de´terminer les proprie´te´s effectives de microstructures simule´es. On parle
de calcul de champs par transforme´e de Fourier. Le but premier est de comparer les re´sultats
du me´lange B14% obtenus par cette me´thode et par celle des e´le´ments finis du chapitre IX.
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X.2 Calcul des proprie´te´s effectives par FFT
X.2.1 Les conditions aux limites pe´riodiques
Dans le chapitre VI consacre´ aux techniques d’homoge´ne´isation et a` l’homoge´ne´isation
pe´riodique, on a pre´sente´ les quatre grandes familles de conditions aux limites. Ce sont
les conditions homoge`nes et pe´riodiques chacune en de´placement (potentiel e´lectrique) et
en effort (flux e´lectrique). Il a e´te´ montre´ dans de nombreux travaux [Kanit et al., 2003]
[Lachihab, 2004] que les calculs pe´riodiques sur microstructures ale´atoires permettaient d’at-
teindre plus rapidement, c’est-a`-dire pour des volumes de plus petites tailles, les proprie´te´s
effectives d’une microstructure ale´atoire en comparaison aux conditions homoge`nes. Au cours
du chapitre pre´ce´dent, dans l’estimation des proprie´te´s apparentes et effectives du me´lange
B14% seules les conditions homoge`nes aux bords ont e´te´ envisage´es et ce, pour des raisons
pratiques.
En effet, l’utilisation des conditions aux limites pe´riodiques est simple lorsque l’on a un
maillage pe´riodique d’une microstructure pe´riodique. On obtient sans difficulte´ une micro-
structure pe´riodique en surface, il suffit d’identifier les sphe`res intersectant les faces du cube
et d’ajouter pour chacune d’elles leur sphe`re homologue respective sur la face homologue.
Quand on pe´riodise en post-traitement de la simulation, une correction de la fraction volu-
mique est souvent ne´cessaire afin de ne pas trop modifier le taux de charges. L’obtention du
maillage pe´riodique associe´ n’est pas aussi e´vident. Quand on pe´riodise lors de la simulation,
il suffit de re´actualiser la densite´ de Poisson θ des sche´mas Boole´ens apre`s chaque implanta-
tion de sphe`re homologue.
La proce´dure de pe´riodisation de maillage, mise en place dans le chapitre VI pour la
cellule e´le´mentaire te´trakaide´cae´drique, s’appuie sur une projection des faces maille´es de la
cellule avant remplissage du maillage de surface. Dans le cas pre´sent, les microstructures
d’e´lastome`res charge´s simule´es posse`dent, contrairement a` la cellule e´le´mentaire, des charges
qui intersectent les faces du cube. La pre´sence de ces charges empeˆche de projeter simplement
la face maille´e pour cre´er son homologue. En effet, on ne peut pas garantir que les e´le´ments
de la premie`re face maille´e intersecte´e par une sphe`re puissent se reconnecter a` la seconde
sphe`re homologue qui va accueillir la projection de la premie`re face. Il faut revoir la me´thode
de pe´riodisation pour s’adapter au cas tre`s ge´ne´ral des microstructures ale´atoires.
Ne´anmoins, il existe une me´thode qui permet de s’affranchir de cette difficulte´, c’est la
me´thode de calcul de champ par la transforme´e de Fourier.
X.2.2 Les calculs de champs par transforme´e de Fourier
a) Principe
Une collaboration avec F. Willot et D. Jeulin [Willot and Jeulin, 2008] a permis d’ob-
tenir les valeurs des modules de cisaillement apparents et effectifs pour des conditions
aux limites pe´riodiques par le calcul de champs par transforme´e de Fourier. On parlera
plus pre´cise´ment de la technique de calcul de champ par transforme´e de Fourier rapide
(FFT-Fast Fourier Transform). Cette technique introduite par Suquet et Moulinec en 1994
[Moulinec and Suquet, 1994] permet dans le cas d’un calcul de me´canique de calculer les
champs locaux de contrainte et de de´formation a` partir de l’utilisation d’images de micro-
structures pe´riodiques.
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Cette technique permet entre autres, de s’affranchir de la construction du maillage par
e´le´ments finis qui est ici remplace´ par une discre´tisation en voxels dans le cas tridimension-
nel. Par analogie avec la technologie des e´le´ments finis, on associe la densite´ de maillage
ne´cessaire pour le calcul par e´le´ments finis a` la re´solution de l’image pour le calcul de champs
par transforme´e de Fourier. Par conse´quent la taille des images a` manipuler peut, comme
dans le cas de la taille des maillages, eˆtre un obstacle vis-a`-vis de la puissance des machines
et des techniques de paralle´lisation.
Le fort contraste me´canique entre les phases est correctement ge´re´ graˆce a` une approche
par lagrangien augmente´ [Michel et al., 2001]. Les proble`mes de blocage des de´placements
en cours de calcul au sein du maillage, dus entre autres a` des proble`mes de quasi-
incompressibilite´, n’existent pas dans le calcul de champ par transforme´e de Fourier. La seule
restriction vis-a`-vis de l’utilisation de la technique de la transforme´e de Fourier porte sur la
pe´riodisation des images exploite´es pour le calcul de champ en pe´riodisant la microstructure.
La structure discre´tise´e de l’image en voxels est naturellement pe´riodique contrairement au
maillage par e´le´ments finis libre.
b) Re´sultats pour le me´lange B14%
Des calculs en conditions pe´riodiques en de´placement par FFT ont e´te´ mene´s au Centre
de Morphologie Mathe´matique sur les simulations du me´lange B14% de 600 et 1100nm de
coˆte´. La pe´riodisation des images, effectue´e en post-traitement des simulations, surestime
le´ge`rement la fraction volumique (V vNC = 0.15). Pour ces calculs, on utilise l’incompressibi-
lite´ re´elle de la matrice en utilisant un coefficent de Poisson de 0.49983. On utilise e´galement
le contraste re´el du module d’Young, on a en effet un module d’Young pour le noir de carbone
de 80000MPa. On a a priori beaucoup moins de difficulte´s a` ge´rer, lie´es au fort contraste
entre les phases du mate´riau.
La figure X.1 pre´sente l’e´volution, en fonction de la taille en nanome`tres du volume simule´,
du module de cisaillement obtenu dans le cas du calcul par e´le´ments finis en conditions
homoge`nes statique et dans le cas du calcul pe´riodique par la technique de transforme´e
de Fourier. La valeur obtenue pour le module de cisaillement en conditions cine´matiques
homoge`nes au bord est bien supe´rieure, au dela` de 100MPa. On place e´galement les valeurs
du module de cisaillement corrige´es par interpolation line´aire pour atteindre 14% en volume
de charges et le module obtenu expe´rimentalement et donne´ par la borne d’Hashin-Shtrikman
infe´rieure.
Comme la the´orie l’annonce, la re´ponse obtenue par le calcul pe´riodique est borne´e par
les re´ponses en conditions homoge`nes au bord en de´placement et en effort [Huet, 1991]. On
rappelle ici que les re´ponses obtenues par les calculs pe´riodiques en de´placement et en effort
convergent vers une meˆme valeur et ce, pour des tailles de volumes simule´s relativement petits.
La figure X.2 pre´sente l’e´volution du rapport de la variance D2σ13(v) sur la variance ponc-
tuelle D2σ13 pour un essai de cisaillement en fonction de la taille des sous-cubes de volume v
et ce, pour le calcul par e´le´ments finis et par la transforme´e de Fourier.
On constate que la pente obtenue par le calcul par e´le´ments finis est le´ge`rement plus
forte que celle obtenue par le calcul par transforme´e de Fourier. La pente de´finie comme la
porte´e inte´grale A3 vaut 3.0e+7 pixels3 et 1.06e+7 pixels3 respectivement pour la me´thode
des e´le´ments finis et la me´thode par transforme´e de Fourier. En effet le Volume Ele´mentaire
Repre´sentatif minimal est the´oriquement plus petit dans le cas des conditions aux limites
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pe´riodiques que dans le cas des conditions homoge`nes aux bords. Plus pre´cise´ment dans le
cas pre´sent, par la racine cubique de la porte´e inte´grale et en convertissant la valeur obtenue
en nanome`tres, on obtient un VER de 998 et 704nm de coˆte´ pour le module de cisaillement,
respectivement pour les conditions homoge`nes statiques et pe´riodiques. Les re´sultats obtenus
pour des conditions pe´riodiques, par la me´thode de transforme´e de Fourier, confirment la sur-
estimation des proprie´te´s effectives des microstructures simule´es du me´lange B14% vis-a`-vis
des donne´es expe´rimentales.
En cherchant a` de´terminer les proprie´te´s effectives du me´lange B14% et en les confrontant
aux donne´es expe´rimentales, on a e´carte´ un effet ne´anmoins fort inte´ressant qu’est l’influence
des conditions de me´langeage sur la re´ponse e´lastique du mate´riau. En effet, l’ironie du sort
a montre´ que le calcul d’une cellule e´le´mentaire te´traka¨ıde´cae´drique pe´riodique induisait, au
meˆme titre que la borne d’Hashin-Shtrikman infe´rieure, une erreur moins importante sur la
re´ponse expe´rimentale que le calcul sur microstructures repre´sentatives. Ne´anmoins la borne
d’Hashin-Shtrikman ne peut pas traduire les effets de me´langeage et donc des effets de dis-
persions des charges dans la matrice. Pour la cellule e´le´mentaire pe´riodique, le seul effet de
me´langeage conside´re´ se traduit par l’introduction de gomme occluse. Cependant ce calcul
ne permet pas de pre´dire le comportement me´canique mais plutoˆt de de´finir une quantite´ de
gomme occluse dans un me´lange en fonction de sa re´ponse e´lastique expe´rimentale.
C’est en rebondissant sur ce point que le calcul de microstructures repre´sentatives prend
tout son sens. Le prochain paragraphe est consacre´ au caracte`re pre´dictif, vis-a`-vis des effets
de me´langeage, des calculs de microstructure simule´es, mode´lise´es a` partir d’images de micro-
scopie a` transmission. Ce caracte`re pre´dictif est relatif dans la mesure ou` on espe`re obtenir
une hie´rarchisation des proprie´te´s vis-a`-vis des effets de me´langeage, et non les proprie´te´s
absolues.
X.3 Pre´diction des effets de microstructures sur les pro-
prie´te´s effectives
X.3.1 Rappel des effets de microstructures
Les neuf me´langes de l’e´tude se diffe´rencient par la fraction volumique de charges de noir de
carbone mais aussi par le proce´de´ de me´langeage. Comme il a e´te´ de´crit dans le chapitre II de
la premie`re partie du me´moire, la fraction volumique de charges et le proce´de´ de me´langeage
ont des effets sur la dispersion des charges dans la matrice et donc sur la microstructure. On
a vu e´galement que les effets de microstructures influencent la conductivite´ e´lectrique ainsi
que le module e´lastique. Plus on me´lange longtemps, plus le mate´riau s’homoge´ne´ise et donc
son module de cisaillement et sa conductivite´ e´lectrique ont tendance a` diminuer.
A ce constat s’ajoutent les effets de l’augmentation du taux de charges qui auront tendance,
jusqu’a` un certain taux, a` intensifier les forces de viscosite´ permettant de mieux disperser les
charges dans la matrice lors du me´langeage.
X.3.2 Effet du temps de me´langeage
On s’inte´resse ici a` l’effet de me´langeage en e´tudiant les deux me´langes A14% et B14%.
On reprendra les re´sultats du chapitre IX du me´lange B14% pour la comparaison. Le mode`le
morphologique du me´lange A14% a e´te´ identifie´, comme pour le me´lange B14%, selon la
dernie`re me´thode de´finie a` l’issue du chapitre V utilisant entre autres des crite`res de per-
colation macroscopique. On rappelle que les se´ries A et B sont respectivement associe´es a`
216 CHAPITRE X. DISCUSSION
des temps court (5mn) et long (10mn) de me´langeage. On e´tudie donc ici l’effet du temps
de me´langeage pour une fraction volumique de charges de 14%. La comparaison se fait sur
des microstructures simule´es de 1000nm de coˆte´. Les figures X.3(a) et X.3(b) pre´sentent
respectivement la microstructure simule´e pour le me´lange A14% et le maillage associe´. On
pre´sente les caracte´ristiques de cette simulation dans le tableau X.1, que sont la fraction vo-
lumique V vNC , le nombre d’agre´gats Nagregats, le nombre de particules Nparticules, le nombre
de noeuds du maillage ge´ne´re´ Nnœuds, le nombre de sous-domaines pour le calcul paralle`le
Nssd et le fait que la simulation percole ou pas.
On de´termine ici, par le calcul par e´le´ments finis, la conductivite´ e´lectrique et le module
de cisaillement en faisant la moyenne des valeurs obtenues dans les trois directions de solli-
citation et ce, pour les conditions en de´placement et en effort pour le calcul de me´canique
et les conditions en potentiel et flux pour le calcul e´lectrique. On rassemble l’ensemble des
re´sultats pour le me´lange A14% dans le tableau X.2, les re´sultats associe´s au me´lange B14%
sont rappele´s dans ce meˆme tableau.
A14% V vNC (%) Nagregats Nparticules PERCOLATION Nnœuds Nssd
L = 1000nm 18 199 6180 OUI 1512000 31
Tab. X.1 – Caracte´ristiques de la microstructure simule´e du me´lange A14% de 1000nm de
coˆte´.
A14% B14%
GKUBC (MPa) 244 180
GSUBC (MPa) 2.95 2.68
(λelec)UEP ((Ohm.cm−1)−1) 4.40e-06 1.89e-06
(λelec)UEF ((Ohm.cm−1)−1) 1.18e-13 2.13e-14
Tab. X.2 – Modules de cisaillement apparents et conductivite´s e´lectriques apparentes ob-
tenus pour chaque me´lange avec chaque condition aux limites.
En comparaison au me´lange B14%, le module de cisaillement du me´lange A14% est 1.3
fois plus fort pour le calcul en conditions homoge`nes cine´matiques et 1.10 fois plus fort pour
le calcul en conditions homoge`nes statiques. De meˆme, la conductivite´ e´lectrique du me´lange
A14% est 2.33 fois plus forte pour le calcul en gradient impose´ et 5.6 fois plus forte pour
le calcul en flux impose´. En effet la figure X.4 met en e´vidence la pre´sence d’un agre´gat
percolant dans toutes les directions et de taille assez conse´quente, on a en effet 71% de taux
de percolation pour cette microstructure. Cette mauvaise dispersion des charges au sein de la
microstructure n’est pas e´tonnante pour ce me´lange de la se´rie A qui pre´sente un temps court
de me´langeage (5mn). Le me´lange A14%, en comparaison avec le me´lange B14%, pre´sente
expe´rimentalement une conductivite´ e´lectrique et un module de cisaillement plus importants.
De plus, on a par le calcul de me´canique un e´cart de 10.6% entre les modules des me´langes
A14% et B14%, on obtient expe´rimentalement un e´cart de 11%. Il y a de toute e´vidence
un inte´reˆt certain a` utiliser les simulations de microstructures posse´dant une morphologie
re´aliste pour le calcul par e´le´ments finis des proprie´te´s effectives. On peut, contrairement a` la
borne d’Hashin-Shtrikman et au calcul sur cellule e´le´mentaire te´traka¨ıde´cae´drique pe´riodique,
pre´dire les effets des conditions de me´langeage sur les proprie´te´s e´lectriques, en mettant en
e´vidence la hie´rarchisation des proprie´te´s observe´e expe´rimentalement.
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(a) Simulation.
(b) Maillage.
Fig. X.3 – Microstructure du me´lange A14% de 1000nm de coˆte´.
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(a) Simulation de la microstructure avec labe´lisation des
agre´gats.
(b) Agre´gat percolant pre´dominant de la microstructure.
Fig. X.4 – Mise en e´vidence des agre´gats percolants dans la microstructure du me´lange
A14% de 1000nm de coˆte´.
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X.3.3 Calculs a` envisager
Toujours concernant la valeur ajoute´e de l’ensemble de ce travail de the`se, un deuxie`me
effet aurait e´te´ inte´ressant a` mettre en e´vidence par le calcul par e´le´ments finis des micro-
structures simule´es et mode´lise´es a` partir des images de microscopie a` transmission. Cet effet
est le re´sultat du couplage de l’effet du temps de me´langeage avec la fraction volumique. En
effet, au cours du chapitre II dans la pre´sentation des re´sultats expe´rimentaux du module de
cisaillement, on a pu constater que les effets du temps de me´langeage e´taient amplifie´s avec la
fraction volumique. L’e´cart sur le module de cisaillement entre les me´langes A20% et B20%
est bien supe´rieur a` l’e´cart entre les me´langes A14% et B14%. Il faudrait bien e´videmment
au pre´alable identifier ces me´langes sur le mode`le mathe´matique finalement retenu selon la
dernie`re me´thode d’identification comme dans le cas des me´langes A14% et B14%.
Conclusion
Dans cette discussion on a cherche´ a` mieux cerner les raisons e´ventuelles de la surestima-
tion syste´matique des proprie´te´s effectives du me´lange B14% par le calcul par e´le´ments finis.
On a propose´ deux voies a` explorer pour s’affrancir de cette surestimation, la modification du
mode`le morphologique et/ou la modification du comportement me´canique a` l’interface entre
les charges et la matrice. L’utilisation de la me´thode de calcul de champs par transforme´e de
Fourier a permis de comple´ter l’e´tude de VER par l’introduction des conditions aux limites
pe´riodiques. Les re´sulats obtenus par cette me´thode ont confirme´ la surestimation des pro-
prie´te´s du me´lange B14%.
Sans avoir pu atteindre les valeurs expe´rimentales du module de cisaillement et de la
conductivite´ e´lectrique, on a ne´anmoins de´montre´ l’utilite´ de vouloir mode´liser la morphologie
re´elle des microstructures. On a en effet pu souligner le caracte`re pre´dictif des calculs par
e´le´ments finis vis-a`-vis des conditions de me´langeage en e´tudiant deux me´langes de deux se´ries
diffe´rentes. En effet, on retrouve, par le calcul par e´le´ments finis, l’e´cart en pourcentage sur
les modules de cisaillement entre les me´langes A14% et B14% obtenu expe´rimentalement.

Conclusions
Cette the`se avait pour objectif de de´terminer les proprie´te´s macroscopiques effectives
d’un e´lastome`re charge´ a` partir de la connaissance de sa microstructure. On a de´veloppe´ une
me´thode qu’on a choisie suffisamment ge´ne´rale pour pouvoir eˆtre utilise´e pour de nombreux
autres mate´riaux.
Dans un premier temps, on a mode´lise´ la morphologie de la microstructure en utilisant
des mode`les d’ensembles ale´atoires de type sche´mas Boole´ens multi-e´chelles. Le mode`le est
constitue´ de trois sche´mas Boole´ens pour repre´senter chaque e´chelle de la microstructure. Ces
e´chelles, observables sur des images de microscopie a` transmission sont la particule, l’agre´gat
et la matrice. On a mis en place une me´thode d’identification des parame`tres du mode`le qui
trouve son originalite´ dans la technique d’optimisation sur des simulations de microstruc-
tures par rapport aux moments statistiques. On a ensuite ame´liore´ le mode`le en enrichissant
la description morphologique des e´chelles en s’appuyant sur des donne´es expe´rimentales de
mesure de forme, faites sur 5000 agre´gats. On a enfin valide´ le mode`le vis-a`-vis des crite`res
de percolation globale.
Dans un second temps, on s’est consacre´ au calcul d’homoge´ne´isation de microstruc-
tures par e´le´ments finis. Dans une premie`re e´tape, on a re´alise´ des calculs d’homoge´ne´isation
pe´riodique dans le but d’estimer les proprie´te´s d’un e´lastome`re charge´ posse´dant un agence-
ment pe´riodique de ses renforts.
Dans une seconde e´tape, on a re´alise´ des calculs de microstructures « re´alistes » simule´es
pour de´terminer les proprie´te´s effectives d’un des e´lastome`res charge´s de l’e´tude, qui est le
me´lange B14%. On a, en particulier, de´termine´ une taille de volume repre´sentatif pour le
module de cisaillement et pour la conductivite´ e´lectrique et ce, par une me´thode statistique
et nume´rique. De nombreux outils ont e´te´ explore´s pour mener a` bien ce travail, comme le
maillage de microstructure ou encore le calcul paralle`le applique´ aux mate´riaux fortement
contraste´s et posse´dant des morphologies de microstructure complexes.
Dans les deux cas, on a e´galement analyse´ les champs locaux de de´formation et de contrainte
en cherchant a` mettre en e´vidence les phe´nome`nes de confinement et d’amplification des
de´formations de la matrice e´lastome`re entre les charges de noir de carbone.
Une collaboration avec le Centre de Morphologie Mathe´matique (F. Willot et D. Jeulin)
a permis de comple´ter l’e´tude de de´termination des proprie´te´s effectives a` partir de calculs
par transforme´e de Fourier pour les conditions aux limites pe´riodiques. On rappelle que ces
conditions aux limites n’ont pas pu eˆtre utilise´es dans les calculs par e´le´ments finis pour des
difficulte´s lie´es a` la pe´riodisation du maillage.
L’ensemble des re´sultats a e´te´ largement discute´ dans le chapitre X. Pour re´sumer, on a pu
constater une surestimation des proprie´te´s effectives vis-a`-vis des grandeurs expe´rimentales.
On a envisage´ d’explorer deux voies : l’une porte sur l’ame´lioration du mode`le morphologique
en travaillant sur la structure de l’agre´gat. L’autre concerne les hypothe`ses faites actuellement
sur le comportement a` l’interface, qui ne prendraient pas en compte certains phe´nome`nes
locaux entre les charges et la matrice. Malgre´ cette surestimation, on a pu de´montrer l’inte´reˆt
de chercher a` mode´liser la morphologie re´elle de la microstructure pour pre´dire les effets de
conditions de me´langeage par le calcul par e´le´ments finis. On a pour cela e´tudie´ un second
me´lange de la se´rie A charge´ a` 14%. Les re´sultats ont montre´ qu’on e´tait capable de pre´dire
les e´carts de module de cisaillement entre deux me´langes posse´dant des temps de me´langeage
diffe´rents.
Perspectives
Dans ce me´moire, on a e´tudie´ le comportement des e´lastome`res charge´s, en lien avec
la microstructure, dans le cas d’un comportement e´lastique line´aire isotrope de la matrice
e´lastome`re.
On peut envisager d’introduire de la viscoe´lasticite´ line´aire pour chercher a` mettre en
e´vidence des e´ventuels effets sur le comportement macroscopique du mate´riau dus a` l’introduc-
tion de charges dans la matrice e´lastome`re. On caracte´rise la viscosite´ du mate´riau en re´alisant
des essais de relaxation pour lesquels on mesure un taux de relaxation des contraintes.
Il a e´te´ observe´ [Omne`s, 2007] qu’en augmentant la fraction volumique de charges dans
l’e´lastome`re, on augmentait le taux de relaxation des contraintes. Une e´tude est en cours au
Centre des Mate´riaux de Mines-ParisTech, avec la soumission d’un article1 pour l’ECCMR-
2009 (European Conference on Constitutive Model of Rubber), sur l’e´tude de l’influence du
taux de charges sur les phe´nome`nes de relaxation en conside´rant pour la matrice un compor-
tement viscoe´lastique line´aire. On souhaite, dans une premie`re e´tape, comprendre les origines
de ce phe´nome`ne avec les calculs pe´riodiques sur les cellules te´trakaide´cae´driques. On pourra
ensuite imaginer e´tendre ces calculs aux cas de microstructures plus complexes comme celles
pre´sente´es dans ce me´moire.
On peut e´galement envisager de conside´rer un comportement non line´aire de la matrice
e´lastome`re c’est-a`-dire lorsque le module de rigidite´ e´volue avec la de´formation. Il existe
deux phe´nome`nes caracte´ristiques : l’effet Payne et la rigidification pour des plus grandes
de´formations.
On a constate´, a` l’issu des essais dynamiques (Chapitre II), que la dispersion des charges
dans la matrice avait un effet remarquable sur l’effet Payne. Les me´langes les moins bien dis-
perse´s pre´sentaient un effet Payne fortement marque´ qui se traduit par une chute de module
de rigidite´ avec la de´formation. On a constate´ que l’e´cart entre les rigidite´s des diffe´rents
me´langes a` 100% de de´formation, e´tait beaucoup moins important qu’a` 0%. Lorsque la ma-
trice se de´forme on suppose qu’un re´arrangement des charges ope`re et donc une nouvelle
dispersion qui apparaˆıt.
On peut imaginer que, quelle que soit la dispersion initiale des charges dans la matrice
selon le me´lange, la microstructure e´volue avec la de´formation jusqu’a` tendre vers une mi-
crostructure peu diffe´rente d’un me´lange a` l’autre et qui pre´sente une certaine rigidite´. C’est
ainsi qu’on pourrait, entre autres, interpre´ter la diminution des e´carts entre les modules de
rigidite´s des diffe´rents me´langes pour des grandes de´formations. Il serait inte´ressant, par des
essais in situ d’observer l’e´volution de la microstructure avec la de´formation. On pourrait
ainsi imaginer reproduire par le calcul par e´le´ments finis de microstructure, et peut-eˆtre
mieux cerner, l’influence de la dispersion des charges sur cette non-line´arite´.
1Auteurs : L. Laiarinandrasana, A. Jean, S. Forest, D. Jeulin
Pour des plus grandes de´formations, on observe un redressement de la courbe de com-
portement d’un e´lastome`re charge´ qui se traduit par une augmentation de la rigidite´ du
mate´riau. Cela est principalement duˆ a` une re´organisation des chaˆınes macromole´culaires de
l’e´lastome`re qui vont s’ordonner dans la direction de sollicitation jusqu’a` atteindre leur limite
d’extensibilite´. En se re´alignant, les chaˆınes modifient ine´vitablement la dispersion des charges
dans la matrice, en tendant vers une microstructure fortement anisotrope. Il serait possible
de reproduire ces effets par le calcul par e´le´ments finis de microstructures, en utilisant des
mode`les entropiques hypere´lastiques de la matrice e´lastome`re [Arruda and Boyce, 1993].
Dans ces deux derniers cas, ces phe´nome`nes apparaissent pour des de´formations relati-
vement importantes, surtout pour la rigidification. Dans le cas du calcul paralle`le il serait
alors ne´cessaire d’envisager l’introduction de techniques de remaillage afin de ne pas alte´rer
la forme des sous-domaines et des e´le´ments a` cause des fortes de´formations que subit le
mate´riau.
Dans la comparaison des tailles de Volume Ele´mentaire Repre´sentatif obtenus pour le
module de cisaillement par le calcul par e´le´ments finis et par la technique de transforme´e
de Fourier, on a pu confirmer que la taille du VER obtenu pour un calcul avec des condi-
tions homoge`nes statiques e´tait plus importante que celle obtenue dans le cas de conditions
pe´riodiques. On s’inte´resse actuellement a` trouver une me´thode qui permettrait de pe´riodiser
un maillage libre d’une microstructure ale´atoire. On pre´sente les premiers re´sultats dans
l’annexe E.
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Annexes

Annexe -A-
Le viscoanalyseur
Le viscoanalyseur est de´die´ a` l’e´tude et a` la caracte´risation des proprie´te´s me´caniques des
mate´riaux ge´ne´ralement viscoe´lastiques. Il permet avant tout de mesurer la TG, tempe´rature
de transition vitreuse mais il permet e´galement de mesurer des modules e´lastiques complexes.
La figure A.1 pre´sente un sche´ma d’un viscoanalyseur. On place l’e´chantillon cylindrique, dans
l’enceinte thermique.
capteur de force
e´chantillon
enceinte thermique
pot vibrant
capteur de
de´placement
Fig. A.1 – Sche´ma d’un viscoanalyseur
L’essai peut se faire pour diffe´rentes gammes de tempe´rature, de fre´quence ou d’amplitude
des de´formations. Ne´anmoins, il existe des abaques qui de´finissent les gammes d’amplitude du
signal de de´formation possibles en fonction de la fre´quence choisie. En pratique, on applique
un de´placement a` l’extremite´ supe´rieure a` l’aide du pot vibrant et on mesure la force transmise
a` l’extre´mite´ infe´rieure qui est fixe. A partir des mesures de de´placement et d’effort, on calcule
la contrainte, la de´formation et le de´phasage par un traitement utilisant la transforme´e de
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Fourier.
Annexe -B-
Images MET et Segmentation
On pre´sente ici quelques cliche´s de microscopie e´lectronique a` transmission et les images
segmente´es associe´es pour l’ensemble des me´langes de l’e´tude. Les images pre´sente´es sont des
cliche´s de 1500nm de coˆte´.
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Annexe -C-
Moments statistiques
On pre´sente ici les courbes de moments d’ordre deux et trois de l’ensemble des me´langes
de l’e´tude.
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Fig. C.1 – Moments statistiques de la se´rie A8%.
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Fig. C.2 – Moments statistiques de la se´rie A14%.
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(b) Moment d’ordre trois.
Fig. C.3 – Moments statistiques de la se´rie A20%.
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Fig. C.4 – Moments statistiques de la se´rie B14%.
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(b) Moment d’ordre trois.
Fig. C.5 – Moments statistiques de la se´rie B20%.
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(b) Moment d’ordre trois.
Fig. C.6 – Moments statistiques de la se´rie C14%.
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(a) Covariance.
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(b) Moment d’ordre trois.
Fig. C.7 – Moments statistiques de la se´rie C20%.
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Fig. C.8 – Moments statistiques de la se´rie E14%.
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(b) Moment d’ordre trois.
Fig. C.9 – Moments statistiques de la se´rie E20%.
Annexe -D-
Re´sultats d’identification
A8% A14% A20% B14% B20% C14% C20% E14% E20%
Inclusions
Ri 21.34p 28.13 18.75p 16.25p 14.86p 13.87p 14.54p 13.43p 16.21p
68.29nm 90nm 60nm 52.00nm 47.55nm 44.38nm 46.53nm 42.98nm 51.87nm
V vi 0.3540 0.5192 0.5864 0.6633 0.4709 0.3966 0.4722 0.4638 0.5349
Exclusions
Re 34.74p 19.38p 13.39p 18.79p 27.41p 25.80p 5.0p 22.07p 7.595p
218.5nm 62nm 42.84nm 60.13nm 87.71nm 82.56nm 16.0nm 70.62nm 24.30nm
V ve 0.5131 0.2164 0.1992 0.5444 0.1007 0.2437 0.5816 0.3585 0.1983
Particules
Rp 3.0p 5p 4p 3.0p 3.22p 3.0p 3.52p 3.0p 3.0p
9.6nm 16nm 12.8nm 9.6nm 10.30nm 9.6nm 11.26nm 9.6nm 9.6nm
V vp⊕e 0.9330 0.72 0.8436 0.9311 0.9277 0.9339 0.8993 0.9364 0.9341
V vp 0.48 0.35 0.4351 0.4772 0.48 0.48 0.4632 0.48 0.48
V vNC 0.0827 0.1434 0.1997 0.1442 0.2030 0.1427 0.2060 0.1428 20.58
Fig. D.1 – Re´sultats d’ajustement analytique des parame`tres de l’ensemble des me´langes
de l’e´tude
A8% A14% A20% B14% B20% C14% C20% E14% E20%
particules
Rp 4p 9p 4p 7p 7p 4p 6p 5p 6p
12.8nm 27nm 21.00nm 12.8nm 22.4nm 12.8nm 19.2 16.00nm 19.2nm
V vp 0.68 0.58 0.75 0.69 0.6480 0.61 0.60 0.57 0.65
inclusions
Ri 18.36p 20p 9.4p 15.62p 16.41p 14.48p 18.07 15.12p 18.38p
58.752nm 64nm 30nm 49.984nm 52.51nm 46.34nm 57.824nm 48.38nm 58.82nm
V vi 0.28 0.35 0.65 0.53 0.34 0.33 0.45 0.48 0.66
exclusions
Re 35.12p 17.82p 18.75p 21.94p 50p 23.70p 5.27p 22.34p 14.89p
112.384nm 57nm 60nm 70.208nm 160nm 75.83nm 16.87nm 71.50nm 47.65nm
V ve 0.60 0.2702 0.60 0.63 0.0728 0.30 0.28 0.50 0.53
V vNC 0.0762 0.1469 0.1956 0.1353 0.2043 0.1409 0.1944 0.1368 0.2016
erreurs 0.004 0.017 0.009 0.014 0.038 0.014 0.041 0.013 0.004
covariance
erreurs 0.002 0.008 0.004 0.006 0.016 0.005 0.016 0.006 0.002
3rd moment
Tab. D.1 – Re´sultats d’optimisation des parame`tres de l’ensemble des me´langes de l’e´tude
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Annexe -E-
Me´thode de pe´riodisation d’un
maillage d’une microstructure
ale´atoire
On propose de voir le proble`me de pe´riodicite´ diffe´remment en ne cherchant pas a` tout prix
a` conserver des faces du domaine de la simulation planes mais plutoˆt a` de´crire entie`rement
les sphe`res qui intersectent les faces du cube. On retrouve alors l’empreinte de la sphe`re sur
la face homologue. Avec cette solution, on peut tout a` fait utiliser la technique de translation
des faces maille´es, utilise´e dans le chapitre VI pour la cellule e´le´mentaire te´trakaide´cae´drique,
sans risquer d’alte´rer la connexite´ des e´le´ments sur la face.
On choisit d’illustrer la me´thode en deux dimensions pour plus de clarte´. On implante
un sche´ma boole´en de sphe`res de rayon constant Rp dans un carre´ dessine´ en pointille´s sur
la figure E.1(a) et de longueur L− 4Rp. La simulation re´sultante se construit en e´largissant
le domaine a` un carre´ de longueur L− 2Rp dessine´ en bleu sur la figure E.1(a). Cette e´tape
d’e´largissement n’affecte que peu la morphologie de la microstructure quand le volume simule´
est assez grand.
Apre`s avoir maille´ l’interface de cette microstructure, on pe´riodise le maillage par la
me´thode de translation selon les vecteurs de pe´riodicite´ ici V1 et V2 (figure E.1(b)). En
proce´dant ainsi, on s’affranchit des proble`mes de connexite´ du maillage lie´ a` l’intersection
des faces maille´es translate´es avec les sphe`res de la simulation. Ne´anmoins on ne peut mal-
heureusement pas, avec cette me´thode, ge´rer les phe´nome`nes de percolation.
Les figures E.2(a), E.2(b) et E.2(c) pre´sentent le cas d’un volume contenant six sphe`res.
Cette technique est actuellement en cours de validation.
2Rp
Rp
L
(a) Simulation du sche´ma Boole´en.
V 1
V 2
(b) Pe´riodisation du maillage.
Fig. E.1 – Me´thode de pe´riodisation pour le sche´ma Boole´en.
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(a) Maillage initial.
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(b) Maillage initial (vue en coupe).
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(c) Translation de l’une des face du cube.
Fig. E.2 – Me´thode de pe´riodisation de maillage.
On ve´rifie la pe´riodicite´ du maillage, comme dans le cas de la cellule te´traka¨ıde´cae´drique,
par la mesure d’une erreur qui doit prendre la valeur nulle. L’erreur calcule´e est la diffe´rence
entre la norme du vecteur reliant deux nœuds homologues et la norme du vecteur de
pe´riodicite´. En comple´ment pour ve´rifier la pe´riodicite´ du maillage, on peut effectuer un
calcul pe´rodique en cisaillement simple (ε13 = 0.5) pour lequel les champs sont uniformes
dans le cas ou` les charges et la matrice sont constitue´es du meˆme mate´riau. Le champ de
de´formation doit alors eˆtre homoge`ne.
La figure E.3(a) pre´sente les nœuds sur lesquels les conditions de pe´riodicite´ sont ap-
plique´es, on note qu’il faut prendre en compte tous les nœuds des faces comprenant les
nœuds des empreintes des sphe`res. La figure E.3(b) pre´sente le champ de de´formation ε13 qui
est ici homoge`ne confirmant la pe´riodicite du maillage.
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(b) De´formation ε13 et maillage initial.
Fig. E.3 – Calcul me´canique de ve´rification de la pe´riodicite´ du maillage.
