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1. INTRODUCTION 
The standard jackknife method is commonly used as a nonparametric method 
for estimating bias and standard error of a statistical estimate T. An 
associated confidence limit method is then determined by use of a normal 
approximation for T, often justified by appeal to asymptotic theory for 
large sample size. Somewhat curiously, there seems to be little discussion 
of improvements to the normal approximation in this context, although such 
improvements are familiar in connection with the sample average, Student's 
t statistic, linear rank statistics, etc. Standard techniques used in 
these latter cases are those associated with Edgeworth expansions. The 
present paper discusses how such expansions can be implemented in the jackknife 
context, and a simple example is discussed. 
We consider the followi~g situation: x1, •.. ,Xn are independent homo-
geneous variables with common c.d.f. F, one characteristic of which is the 
single parameter e = t(F); for example, the mean is µ = m(F) = JxdF(x). 
We wish to obtain confidence limits fore based on the nonparametric m.1 .e. 
"' "' Tn = t(Fn), where Fn is the sample c.d.f. 
,,... _ 1 n # xk ~ x 
(1 .1) Fn(x) = n E ~(x-Xk) = 
k=l n 
here ~(z) = O or 1 according as z < O or z > O. Specific confidence 
limit methods are based on Studentized quantities of the form (Tn - 0)/SEn, 
where the standard error SEn is computed by a jackknife technique. 
There are several forms of jackknife, but here we consider only two: the 
standard (Quenouille-Tukey} jackknife and the infinitesimal (Jaeckel) jackknife. 
These can be described briefly as follows 
2 
Standard jackknife. First compute the quantities 
..., A A 
(1.2) Ij = (n-l)(Tn-Tn/j) = (n-l){t(Fn) - t(Fn/j)} , j=l , ... ,n , 
where subscript n/j denotes computation fr~m the sample without X.1' i.e. 
{Xk : l ~ k F j ~ n}. Next calculate 
- - -1 - .... l - ~ 2 B = -I = -n I:I . , V = - 1 I:( I.-1 ) n • J n n- J • ( l . 3) 
as estimates of bias Bn = E(Tn) - e and V0 = nVar(Tn), r~spectively. 
Then the Studentizing quantity SEn is taken to be / 1.,, vn- Vn , and either 
- - -ln(Tn-8)/IVn or ln(T0 -Bn-8)/1Vn is taken to be approximately standard normal. 
Thus, for example, approximate 95% confidence limits for e would be 
( 1 . 4) or 
Infinitesimal jackknife. First compute the quantities 
( l . 5) j=l, ... ,n 
where It(x,F) is the influence function oft(•) at {x,F); see Section 2. 
Next, calculate 
"' to estimate Vn = nVar(Tn), and take ln(Tn-8)/v'Vn to be approximately standard 
norma 1 . 
We should note that in the latter method a bias estimate can be calculated 
(see Section 2). However, the bias is of smaller order than the standard error, 
so that its inclusion in a first-order method such as (1 .4) gives false 
security: other terms of comparable magnitude, such as skewness, should also 
be taken into account if the first-order theory provides an inadequate 
3 
approximation. In what follows, bias and skewness of Tn and variation of standard 
error are all seen to contribute to second-order approximations. This is more 
. 
complicated than the situation for the simple statistic ./n{X-µ), but standard 
Edgeworth expansion techniques still apply. 
The main focus of the paper is on the infinitesimal jackknife, because 
A A 
the estimate Vn in {1 .6) is a simple explicit functional of Fn, whereas 
Vn in {1.3) is not. Section 2 describes Edgeworth expansions for 
(1. 7) 
A 
and establishes a first-order correction a to the standard normal p-quantile p 
kN such that p 
Pr(Zn < kN +;) = p + O(n-1) 
- p p 
It turns out (Section 3) that this last result applies also to the standard 
jackknife. Section 4 evaluates the usefulness of the results in the context 
of ratio estimation, and compares jackknife methods to bootstrap methods. 
2. EDGEWORTH EXPANSIONS FOR INFINITESIMAL JACKKNIFE 
2.1 Von Mises Expansion of Studentized Statistic 
As described in Section 1, the infinitesimal jackknife is based on the 
A 
empirical influence function It(x,Fn), specifically on the variance estimate 
(2 .1) 
A formal definition of It is 
(2.2) 
4 
where F (y) = (1-E)F(y) + E~(y-x). Note that in practice (2.2) can be 
E,X 
A A 
approximated by a numerical difference for small E. Thus I.= It(X.,F) could J J. n 
be approximated by 
A 
1 A A 
E- {t(Fn,E,X.) - t(Fn)} 
J 
t(Fn X) corresponds to Tn but calculated for a sample with relative fre-
,E, j 
quencies (1-E)/n at Xk(krj) and E + (1-E)/n at Xj. One might choose 
E = 10-6 , certainly E « n-1 ; the standard jackknife is equivalent to the 
choice E = -{n-1)-1. 
The Studentized form of Tn is 
A 
(2.3) 
A ln(Tn-e) ln{t(Fn)-t(F)} 
z = --- = ----- = 
n ~ 
I vn 
A 
I v(Fn) 
A 
In w ( F n, F) 
say, where v{•) is defined in {2.1). The large-sample standard normal approxima-
A A 
tion for Zn is justified by weak convergence of v(Fn) to v{F) and a 
A 
central limit theorem for a linear approximation to t(Fn)-t(F). Our interest 
A 
is in going further, which will involve a series expansion for w(Fn,F). It is 
A 
useful to begin with t(Fn)-t{F). 
The von Mises expansion oft(•) is 
2.4) r k 1 k t(G) = t(F) + E f ... f D t{x1, ... ,xk,F} - 1 . II d(G-F)(xj) + Pr , k=l k. 1=1 
where pr= O(I IG-FI Ir) with, e.g., I jG-fl I = sup IG(x)-F(x)I. The term 
Dkt in (2.4} is the k-th functional derivative oft, and is assumed symmetric 
in the xj's. For our purposes it is convenient to make the derivatives unique 
by requiring that all full and partial expectations of Dkt(x1 , ... ,Xk,F) !!! 
zero for independent X;'s each having c.d.f. F. Then we can re-express (2.4) 
as follows, now for the particular case r=3, 
-
~ 
5 
(2.5) • 1 t(G) = t(F) + Jit(x1 ,F)dG(x1) + 2 ff Qt(x1 ,x 2 ,F)dG(x1)dG(x 2) 
1 
+ 6 fff Ct(x1 ,x 2 ,x3 ,F)dG(x1 }dG(x2}dG(x3} , 
with the following specific definitions: It as in (2.1}, then sequentially 
A A 
Substitution of G = Fn in (2.5) gives an expansion of t(Fn)-t(F) with 
error Op(n-312 ) , since sup I Fn(x}-F(x) I = OP(n-112). 
A 
Returning now to the statistic of interest, In w ( Fn,F) as defined in 
(2.3), we have cu(G,F) = {t(G}-t(F)}/lv(GT. The second argument, F, of 
w is fixed. Thus we apply (2.5) directly for w(G,F) = w(G,F) -w(F,F) , and 
A 
substitute G = Fn to obtain 
The required derivatives of ware obtained from those fort, using the inter-
mediate results 
(2.8) 
-6 
see Appendix. In particular, we find 
l
00
(x1 ,F) = v-
112 It(x1,F) 
(2.9) Q
00
(x1 ,x2,F) = v-
112Qt(x1,x2,F) - ½ v- 312 Sym{It(x1,F)Iv(x2,F)} 
C
00
(x1,x2,x3,F) = v-
112ct(x1,x2,x3,F)-½ v-
312[Sym{It(x1,F)Qv(x2,x3,F)} 
., + Sym{Iv(x1 F)Qt(x 2,x3,F) }] 
3 -5/2 
+ 4 V S ym {I t ( x l , F) Iv ( X 2, F )Iv ( x J , F)} 
where Sym stand for symmetrized sum, eg. Sym{a(x1)b(x2)} = a(x1)b(x2)+ a(x2)b{x1). 
2.2 Edgeworth Expansion and.Confidence Limits 
Given the approximation (2.7), we now appeal to a general form of Edgeworth 
expansion described by Withers (1983); for theoretical details see also Reeds 
(1976, Chapter 5), Bhattacharya and Ghosh (1978). Specifically, we have the 
form 
( 2 .10) Pr{/nw(Fn,F) 2 z} = ~(z) - ~(z) ~ n-r/2A (z) + O(n-1) 
r=l r 
where ~ and ~ are the standard normal p.d.f. and c.d.f., respectively. 
The terms A1 ,A2 are derived from the cumulants·of the three term approximation 
. A 
~ in (2.7) as follows: Write the a-th cumulant of w3(Fn,F) as 
3 -b 
I: aab n 
b=a-1 
a < 4 ; 
A 
note that a10 = 0, a21 = 1 because w(Fn,F) is standardized. Then 
(2.11) 1 2 A1(z) = a11 + 6 a32 (z -1) 
{2.12) 1 2 1 3 A2(z) = ¥a11 +a22)z + 24(4 a11 a32+a43 )(z -3z) 
1 2 5 3 
+ 7 2 Ct3 2 ( z -1 0 z + 9 z) 
7 
Straightforward calculation shows the required coefficients aab to be 
(2.13) 
for Al , and then, for A2, 
+ E{I (X,F)C (X,Y,Y,F)} 
w w 
(2.14) 
a43 = E I
4(X,F) - 3 + 12 E{I (X,F)I 2(Y,F)Q (X,Y,F)} 
w w w w 
+ 12 E{I (X,F)I (Y,F)Q (X,Z,F)Q (Y,Z,F)} 
w w w w 
+ 4 E{I (X,F)I (Y,F)I (Z,F)C (X,Y,Z,F)} . 
w w w w 
(In these expressions X,Y,Z are independent each'with distribution F.) 
The terms a11 and a22 correspond respectively to the (standardized) first-
" order biases of Tn and Vn, while a32 and a43 include skewness and kurtosis measures 
the linear approximation n-1rit(Xj,F) for Tn-6. When this linear approximation 
is exact, i.e. Qt= 0, the formulae simp~ify considerably and reproduce the 
known result for Student's t statistic; see, e.g., Hall ()983). 
Now consider the problem of calculating confidence limits fore. To 
obtain corrections to the normal approximation limits described in Section 1, 
i . e., 
(2.15) N T - z1 n -p 
N ~ T - z ./ Vn_J/nn 
n P 
we need to invert the Edgeworth expansion (2.10) and use estimates for 
coefficients aab· This is straightforward for a first-order correction, 
8 
"' "' ignoring the n-1 term in (2.10). For then, with aab = aab(Fn), we have 
Consequently, defining 
(2.16) "' N -1 /2 "' 1 "' N 2 z P = z P + n [ a11 + 6 a3 2 {( z P) - 1 } ] 
we have Pr{lnw(Fn,F) <;} = p + O(n-1). 
- p 
(2.15) are therefore, by (2.3), 
(2.17) 
"' "' by symmetry -z1 -P = z P. 
The first-order adjustments to limits 
One point to note is that the n-112 adjustment on the right of (2.16) is 
an even function, so that the symmetric normal limits {2.15} cover a with 
probability l-2p+O(n-1), as do the limits (2.17). However the latter limits 
are preferable in principle, because lower and upper error rates are then both 
p+O(n-1). It remains to see if real numerical improvement is made with 
(2.17); see Section 4. 
Further adjustment of z~ to account for the n-1 term in (2.10} is non-
"' trivial, since some of the deviations aab-aab must be accounted for: 
Pr{lnw(Fn,F) ~ ;P} F p+n-l A2(z) + o(n-1). In principle·one can parallel the 
development of Hall (1981), but we have not done this. 
The preceding results are illustrated in Section 4 in the context of ratio 
estimation. The next section briefly discusses the standard jackknife and 
the bootstrap. 
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3. STANDARD JACKKNIFE AND BOOTSTRAP METHODS 
3.1 Standard Jackknife Expansion 
The analysis of Section 2 applies also to the standard jackknife as far 
as the first-order (n-112) correction is concerned. We can then define a 
simple analog of the corrected percentiles (2.16) which may be calculated by 
standard jackknife methods. 
The first step is to observe that the quantities I. defined in (1 .2) 
J 
- A -1" -1 
may be expressed as (Hinkley, 1982) I.= I. - ~n Q •• + o (n ) , where 
J J JJ p 
A A 
Qjj = Qt(xj ,Xj'F 0 ). From this relationship we see that the two variance 
,.. 
estimates V
0 
and Vn defined in (1 .3) and (1 .6) satisfy 
n-1 ... " -1 (" ) ( - 1) 
- 0- V n = V n - n u F n + op n , 
with u(F) = E{It(X,F)Qt(X,X,F)}. Therefore, writing.r(F) =u(F)/v(F) and then 
A 
noting that r(Fn) =r(F) +op(l), we find that 
In ( T n - e ) ,.. 1 1 1 
Zn= _ =Zn[l-\n- {r{F)-1}]- +op(n- ). 
/Vn 
Thus the Edgeworth expansion (2.10) applies also to Zn, except for the obvious 
modification in the n·1 term because of the constant factor in square brackets 
above. In particular, then-~ correction term is unchanged and we have 
By analogy with the discussion in Section 2, corrections to the normal 
percentile approximations for Zn can be defined by constructing consistent 
estimates for a11 and a32 from components of the standard jackknife 
procedure. A straightforward analog of (2.16) is 
(3.2) 
10 
where 
(3.3) nBn 1 -1 n -3 -2 - - -a1 1 = ~ - ~ 312 ( n E I. + 2n H I. I kQ . k) v'Vn 2Vn j=l J jrk J J 
(3.4) - 1 -1 -3 -2 - - -et32 = -J/2 (-2n I:!. - 3n EE I.IkQJ.k) , 
V J j;=k J 
n 
.with I. as defined in (1 .2), Bn = - I , and J • 
-Qjk = n{n Tn - (n-l)(Tn/j + Tn/k) + (n-2)Tn/(j,k)} , jrk , 
estimating Qt(Xj,Xk,F) for j1k . 
In (3.3) we have used the special relationship (Efron, 1982; Hinkley, 
1982) 
B n = - I. = ( 2n) -1 E Qt ( X, X; F) + OP ( n -1 ) 
It is clear that (3.2) with the first term of a11 removed applies to 
- -ln(Tn - 6 - Bn)/v'Vn, so that the resulting first-order correction to normal 
percentiles is the same whether or not Tn has the bias adjustment subtracted 
in the Studentized form. If we write 
~ ~ ~ ~* 
a11 = nB n / vV n + a.11 . , 
then (3.2) gives corrected equi-tailed l-2p confidence limits 
-
(3.5) v'Vn N -1/2 -* l - N 2 Tn - Bn .:!:. 7il (zl-p + n [all + 6 o.3z{(z,_P) -1 }]) 
11 
The correction (3.2) is theoretically justified if Pr(Zn ~ z) = p +O(n-1), 
which follows from (3.1) if ;,, = cx11 + Op(n-112) and ~32 = a32 +op(n-
112 ). 
- " -1 The latter can be proved quite easily because Ij = Ij + Op(n ), 
Qjk = Qt(Xj,Xk,Fn) + Op(n-l ) , and aab(Fn) = aab(F) + Op(n-112). We omit 
the details. 
3.2 Bootstrap Method 
In Sections 2 and 3.1 we have discussed jackknife methods of approximating 
distributions, by correcting normal approximations. The closely related non-
parametric bootstrap methods of Efron (1982) may be used to approximate the· 
same distributions directly. Recent theoretical work by Beran (1981-i)h) 
suggests that the bootstrap results will be comparable to those obtained by 
Edgeworth expansion methods, so that the bootstrap should provide a competitive 
method of non-parametric calculation of confidence limits. (Beran's detailed 
" -
results do not cover the Studentized forms Zn and Zn directly.) 
Suppose that we are estimating the distribution of 
" 
e.g. Qn = Zn or simply Qn = ln(T0 - e). The basic bootstrap method works 
* as follows. Construct M independent bootstrap samples {Xij : j=l, .•• ,n}, 
i=l, ... ,M, by sampling with replacement from the data (X1, ... ,Xn). For the 
"* i-th sample denote the sample c.d.f. by Fn(i), the estimate of e by 
* "* T n ( i ) = t( F n ( i ) ) , and 
i=l, ... ,M 
Then the true distribution 
G(z) = Pr(Qn ~ z) 
12 
is estimated by 
(3.6) G(z) = k (# times Q~(i) ~ z, i = 1, ... ,M) . 
" The accuracy of G will depend on M, and on the degree to which Qn 
is pivotal (Chapman, 1983). For example, the Studentized form 
" " Zn = ln(Tn - 8)/v'Vn should have a more stable distribution than ln(Tn - 8) , 
" 
with respect to variations in F, so that the bootstrap estimate G will tend 
to be better for the Studentized statistic. 
"' Suppose, then, that the estimate (3.6) is applied with Qn = Zn , and 
let the estimated percentiles be denoted by 
k~OOT = G-1(p) = [MpJ th largest value of Q~(i). 
Then approximate equi-tailed l-2p confidence limits for e are 
,. 
(3. 7) T - kBOOT l(V /n) · T - kBOOT l(V /n) . 
n 1-p n ' n p n 
(Note that these differ from limits obtained via Qn = ln(Tn - 0) .) 
The bootstrap method is compared with the earlier jackknife methods in 
the example of the next section. 
4. AN EXAMPLE: RATIO ESTIMATION 
To illustrate the preceding discussion we look at the relatively simple 
example of ratio estimation, where X = (X1,x2) and the ratio of averages 
Tn = x1;x2 estimates the ratio of means 0 = E(X1)/E(X2). We begin by 
summarizing the theoretical calculations relevant to expansion (2.10} for this 
problem. Then we discuss numerical illustrations in the context of a 
particular finite population. 
With X,Tn and e as just described, define a= E(X2) and 
• 
• 
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e:{x) = x1 -ex2 . 
Then the first three derivatives of t(F) = Jx1dF{x1,x2)/Jx2dF(x1,x2) are 
It(x,F) = e-1e:(x), Qt(x,y,F) = - e-2 {{y2-e)e:(x} + (x 2-a}e:{y)} 
Ct(x,y,z•,F) = 2B-3{(yrf3Hz2-B)e:{x) + (z2-e}(x2-B)e:(y) + (x2-e)(y2-B)e:(z)}. 
The variance function defined in {2.1) is therefore 
v( F) = 8-2 cr2 e: ' with o! = Ee:2{X} 
Some straightforward but lengthy calculations, using (2.8), (2.9), (2.13) and 
{2.14), yield the cumulant coefficients 
{ 4 .1) - - 1 -3 - - -3 cx11 ;: E{X2e:(X)}- 2 Ee: (X),. cx32 = 6E {X2e:{X)}-2Ee: {X), 
.... 7 -3 2 - -2 
a.2 2 = 3 - 3 Var ( X 2) + 4{ E e: { X ) } + 6 E {( X 2-1 ) e: ( X ) } 
- - -3 .... ... 2 
- 9E {X2e:(X)}Ee: (X) +5[E{X2£(X)}] 
and 
- -3 2 -4 
a.43 = 12 - 12 Var (X2) + 12{Ee: (X)} - 2Ee: (X) 
- 60E {X2;, X) }E?( X} .+ 24 E {( X2-1) ?, X)} + 60[E {X2;, X)} J2 , 
- -
where x2 = X2/s and e:(X) = e:(X)/oe:. 
A A 
The estimates a.ab= a.ab{Fn) in (2.16) would be obtained by substituting sample 
A 
moments in the above formulae, with e:(Xj} = x1j - Tnx2j in place of e:(Xj). 
In a typical application the variance of e:(X) conditional on x2 
would not be constant, so that E{(X2-s)e:
2(X)} would not be zero; nor would 
be Ee:4(X}. Typical models would predict E{X2e:(X)} = Ee:
3(X} = 0, making 
a11 = a32 = 0, but in many real populations (including the one below) this is 
not the case. 
14 
Our example population is a set of 307 pairs, x1 = distance of bus trip 
and x2 = ticket revenue. The data are graphed in Figure l. Calculation 
reveals that e = 0.081694, a= 153.5, Var(X2) = 19900 
2 2 3 4 cr = Ee: (X) = 20.01 , Ee: (X) = -113.5, Ee (X) = 4217, 
e: 
E {X 2d X) } = -81 . 65 , E{(X2-S)e:
2(X)} = 6015. 
Given these, equation (4.1) produces the values 
all 
CX22 
= 0. 51 5 
= 13.66 
CX32 
0.43 
= l .822 
= 38.66 
for the coefficients in {2.10)-(2.12). 
An initial series of computations was carried out to compare the "exact" 
"' distributions of Zn and Z0 with expansion (2.10); recall that only the 
first correction term is valid theoretically for Zn. "Exact" distributions 
are based on 10,000 pseudo-random samples of size n from the population. 
Figure 2a graphs these exact distributions for n=SO on the probit scale, 
together with one- and two-term corrections to the standard normal approxima-
A 
tion. Figure 2b compares the exact distribution of Z
0 
with the average of 
A 
bootstrap estimate G(z) defined in (3.6), this average obtained from 1000 
data samples with M=lOOO bootstrap subsamples per data sample. We conclude 
A 
from these numerical results that: (i) the normal approximation for Z
0 
is inadequate at n=SO; (ii) the one-term Edgeworth correction does not 
give satisfactory improvement, whereas the two-term Edgeworth correction 
does; (iii) the bootstrap produces an excellent approximation on average. 
The emphasis in the last remark is necessary because bootstrap estimates 
A 
G(z) vary from sample to sample, as would sample estimates of Edgeworth ex-
pansions. As an illustration of this, again for n=SO, Table 1 gives the 
• 
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A 
averages and standard deviations of G(z) and of one- and two-term Edgeworth 
A 
corrections using aab = aab(Fn) to estimate aab. 
TABLE 1 . Means and standard deviations of bootstrae and Edgeworth 
A 
expansion estimates of Pr(Z < z) for n=SO. 
n- (Obtained 
from 1000 pseudo-random samples.) 
z= -3 -2 -1.5 -1 0 1 1.5 2 
true probabi 1 i ty .002 .028 .07 .160 .49 .82 .90 .95 
bootstrap rmean .004 .030 .07 .16 .49 .82 . 91 .95 
' .003 .009 LSt. dev. .01 .02 .02 .02 .02 .02 
one-term rean .001 .018 .06 .15 .49 .83 .93 .97 
Edgeworth st. dev. .001 .007 . 01 .01 .01 .01 .01 .01 
two-term Gean .001 .025 .08. .18 .49 .80 . 91 .96 
Edgeworth t. dev. .004 .009 . 01 .02 .01 .04 .02 .01 
The final numerical results are empirical evaluations of the several 
confidence limit methods described in Sections 2, 3 and 4. Still with n=50, 
Table 2 shows (estimated) left and righterror rates for nominal equi-tailed 
90% and 95% confidence intervals on the ratio e. ~ left er~or occurs When e 
3 
.99 
.99 
. 01 
1.00 
.001 
1.00 
.004 
is to the left of the confidence interval, with right error analogously defined.) 
As earlier numerical results might suggest, one-term Edgeworth corrections to 
percentiles do not improve confidence limits very much in this particular 
A 
problem. The simpler bootstrap method based on Zn works better. 
18 
TABLE 2. Error rates of jackknife confidence limit methods 
A N based on fn and Zn when n=SO. Nominal eguitailed error 
rates 10% and 5%. 
Method 
infinitesimal jackknife 
with normal percentiles 
infinitesimal jackknife 
with percentiles (2.16) 
standard jackknife 
with percentiles (3.2) 
.bootstrap percentiles 
for Z (M= 999) 
nominal left and 
right error rates 
% 
5 
2% 
5 
2% 
5 
2% 
5 
2% 
*empirical error rates 
1 eft right 
8% 
5 
8 
5 
1% 
5 
5 
3% 
5 
2% 
5 
2% 
4 
1% 
* based on 10,000 pseudo-random samples except for bootstrap 
method, which is based on 1,000 pseudo-random samples. 
5. DISCUSSION 
Edgeworth expansions present a natural way of correcting inaccuracies 
in normal approximations. We have shown how to do this when estimates are 
Studentized using jackknife techniques. The resulting corrections are, in 
general, complicated and seem to be equalled by direct bootstrap estimates 
of distributions. 
One-term corrections to percentiles will not IE satisfactory if fourth-
moment effects are large, as in our example. Two-term corrections to per-
centiles are, in principle, obtainable, but their complexity would be such 
as to make the bootstrap a more appealing method of calculating percentiles 
for the Studentized estimate. For more complete discussions of bootstrap 
confidence limit methods see Efron (1982), Hinkley (1982) and Chapman (1983). 
; 
4 
.. 
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APPENDIX: Summary of Calculus Operations for Functionals 
We record here several of the operational results concerning von Mises 
derivatives. These are proved directly by applying the definition (2.1). For 
simplicity we write ax for the von Mises derivative of a(F) at (x,F). 
if t(F) = I:citi(F) , then tx(F) = I:citix(F) 
if t(F) = t 1(F)t2(F) , then ix(F) = t 1t2x + i1xt2 
. ( -1 • 1 • 
1 f t ( F) = {t1 F)} , then tx = - J t 1 x 
1 
. ) • ah • 
1 f t( F) = h( t 1 ( F), •.. , tk( F ) , then tx = Eat. • tjx 
J 
if t(F) = la(u,H)dF{u) where His a c.d.f. not depending on F, 
then ix= a(x,H)-t 
if t(F) = /a(u,F)dF(u) , then ix = !ax(u,F)dF(u) +a(x,F) - t . 
Results for second and higher derivatives are obtained by using the above in 
conjunction with definitions such as (2.6). 
Example if v(F) = JI~(u,F)dF(u) , then 
Iv(x,F) = vx = l~It(u,F){It(u,F)}x dF(u) + I~(x,F) - v 
= 2/It(u,F){Qt(u,x)F) - It(x,F)}dF(u) + I~(x,F) - v 
2 
= 2E{It(U,F)Qt(U,x,F)} + It(x,F) - v . 
) 
• 
; 
.,. 
.. 
• 
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