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Abstract
We construct a class of exact ground states of three-dimensional periodic Anderson models
(PAMs) — including the conventional PAM — on regular Bravais lattices at and above 3/4 filling,
and discuss their physical properties. In general, the f electrons can have a (weak) dispersion, and
the hopping and the non-local hybridization of the d and f electrons extend over the unit cell. The
construction is performed in two steps. First the Hamiltonian is cast into positive semi-definite
form using composite operators in combination with coupled non-linear matching conditions. This
may be achieved in several ways, thus leading to solutions in different regions of the phase diagram.
In a second step, a non-local product wave function in position space is constructed which allows
one to identify various stability regions corresponding to insulating and conducting states. The
compressibility of the insulating state is shown to diverge at the boundary of its stability regime.
The metallic phase is a non-Fermi liquid with one dispersing and one flat band. This state is also
an exact ground state of the conventional PAM and has the following properties: (i) it is non-
magnetic with spin-spin correlations disappearing in the thermodynamic limit, (ii) density-density
correlations are short-ranged, and (iii) the momentum distributions of the interacting electrons
are analytic functions, i.e., have no discontinuities even in their derivatives. The stability regions
of the ground states extend through a large region of parameter space, e.g., from weak to strong
on-site interaction U . Exact itinerant, ferromagnetic ground states are found at and below 1/4
filling.
PACS numbers: PACS No. 71.10.Hf, 05.30.Fk, 67.40.Db, 71.10.Pm, 71.55.Jv
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I. INTRODUCTION
The periodic Anderson model (PAM) is the basic microscopic model for the investiga-
tion of compounds with heavy-fermion or intermediate valence properties such as cerium
or uranium1. The model describes f electrons which interact via a strong on-site Coulomb
repulsion U and hybridize with noninteracting d electrons. In the simplest case the f elec-
trons are assumed dispersionless, the hybridization purely local, and the d electron hopping
nonzero only between nearest neighbor sites. However, for real systems this is an oversim-
plification since there is experimental evidence for (i) a weak, but finite dispersion of the f
electrons, especially in uranium compounds2,3,4, (ii) nonlocal contributions to the hybridiza-
tion, and (iii) hopping of the d electrons beyond nearest neighbors5.
Recently the PAM was employed to study the dramatic volume collapse at the α → γ
transition in cerium compounds.6,7,8 These investigations called attention to the possibility
of a Mott metal-insulator transition in the PAM. In fact, a remarkable similarity between
the Hubbard model with nearest-neighbor hopping9 and the PAM with nearest neighbor
hybridization and d hopping9,10,11,12 was found. These results show that the range of the
hopping and hybridization in the PAM are quite important but still poorly understood.
In this situation exact results on the existence of insulating and metallic phases in the
PAM and their dependence on the hopping, hybridization, and interaction parameters are
particularly desirable – especially in three dimensions. So far exact results for the PAM
were mostly limited to special regions of parameter space, namely, for infinite repulsion of
the f electrons13,14,15, and for finite repulsion in low dimensions D = 1, 216,17,18,19
In this paper we not only present details of the construction and the physical properties
of a class of exact ground states of three-dimensional (D = 3) periodic Anderson models
reported in Ref.20, but extend the range of applicability of our approach substantially. In
particular, we (i) demonstrate the uniqueness of the metallic and insulating solutions discov-
ered at 3/4 filling20, (ii) explicitly present and analyze the non–linear matching conditions
connecting the starting Hamiltonian to the transformed Hamiltonian, (iii) deduce the cur-
rent operator and the sum rule for the charge conductivity, (iv) derive several local and
global expectation values such as the magnetization of the system, (v) calculate correlation
functions, (vi) extend the solutions to the conventional PAM case, and (vii) show that, by
employing different procedures to cast the Hamiltonian into positive semi-definite form, one
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arrives at exact ground states in different regions of the parameter space.
The paper is structured as follows. In Section II we present the Hamiltonian, discuss
its transformation into positive semi-definite form, and construct a class of exact ground
states. Section III describes the localized solution, and Section IV characterizes the metallic
non-Fermi liquid state. In Section V the approach is generalized, leading to solutions in
other regions of parameter space, and in Section VI the results are summarized. Technical
details are discussed in Appendices A - E.
II. TRANSFORMATION OF THE HAMILTONIAN AND CONSTRUCTION OF
EXACT GROUND STATES
A. General form of the periodic Anderson model
We consider a general form of the periodic Anderson model (PAM) describing non-
interacting d electrons which hybridize with interacting f electrons. In contrast to the
conventional PAM we do not assume the f electrons to be localized, i.e., the Hamiltonian
is given by
Hˆ = Hˆ0 + HˆU , (1.a)
Hˆ0 =
∑
k,σ
[(ǫdknˆ
d
kσ + ǫ
f
knˆ
f
kσ) + (Vkdˆ
†
kσfˆkσ + V
∗
k fˆ
†
kσdˆkσ)], (1.b)
HˆU = U
∑
i
nˆfi,↑nˆ
f
i,↓. (1.c)
We denote the two types of electrons by b = d, f , i.e., bˆ†kσ creates a b(= d, f) electron with
momentum k and spin σ. The corresponding particle number operators are nˆbkσ = bˆ
†
kσ bˆkσ,
and the dispersion relations of the b-electrons are given by ǫbk. Furthermore, the hybridization
amplitude and the local (Hubbard) interaction are denoted by Vk and U , respectively.
In real space the model is defined on a general Bravais lattice in D = 3 dimensions, with
a unit cell I defined by the primitive vectors {xτ}, τ = 1, 2, 3. The non-interacting part of
the Hamiltonian, Hˆ0, reads
Hˆ0 =
∑
i,σ
{∑
r
[(tdrdˆ
†
i,σdˆi+r,σ + t
f
r fˆ
†
i,σfˆi+r,σ) + (V
d,f
r dˆ
†
i,σfˆi+r,σ + V
f,d
r fˆ
†
i,σdˆi+r,σ) +H.c.]
+ (V0dˆ
†
i,σfˆi,σ +H.c.) + Ef nˆ
f
i,σ}, (2)
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where tbr characterizes the hopping of b electrons between sites i and i + r, V
b,b′
r is the
hybridization of b and b′ electrons at sites i and i + r, V0 is the on-site hybridization, and
Ef is the local on-site f -electron energy. The separation between a site i and its neighbors
in the unit cell is denoted by r, with r 6= 0. While the amplitudes tbr are real, V0, V b,b′r
can, in principle, be complex (whether V b,b
′
r is real, imaginary or complex, depends on
the linear combination of the corresponding electronic orbitals and hence on the lattice
symmetry9,18,21,22,23) and obey the relations
ǫbk = Efδb,f +
∑
r
(tbre
−ikr + tbr
∗
e+ikr), Vk = V0 +
∑
r
(V d,fr e
−ikr + V f,dr
∗
e+ikr). (3)
In particular, for tfr = 0, the f -electrons are localized, and the model reduces to the
conventional PAM.
B. Transformation of the Hamiltonian.
1. Representation of sites in a unit cell
The separation from a site i in (2) is indicated by the vector r which corresponds to
neighboring sites located in different coordination spheres. In our investigation rmay extend
over a unit cell I of a general Bravais lattice in D = 3. This implies 26 different inter-site
hopping and non-local hybridization amplitudes. To avoid multiple counting of contributions
by the H.c. term in (2) the vector r must be properly defined. To this end the sites within
Ii, the unit cell defined at site i, are denoted by rIi = i+ rαβγ , with rαβγ = αx1+βx2+ γx3;
α, β, γ = 0, 1. As shown in Fig. 1 the eight sites rIi can be numbered by the indices
n(α, β, γ) = 1 + α + 3β + 4γ − 2αβ without reference to Ii. Then r = rα′β′γ′ − rαβγ, with
n(α′, β′, γ′) > n(α, β, γ), connects any two sites within a unit cell. It corresponds to half of
the 26 possibilities, i.e., to the 13 possibilities x1,x2,x3,x2±x1,x3±x1,x3±x2,x3±x2±x1.
The remaining (negative) values of r are taken into account in (2) by the H.c. contributions.
2. Transformation of Hˆ into positive semi-definite form
To construct exact ground states the Hamiltonian Hˆ needs to be rewritten in terms of
positive semi-definite operators. This is made possible24 by the construction of two new
operators – one for the transformation of Hˆ0 and one for HˆU .
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The first of these operators is the ”unit cell operator” Aˆ†Ii,σ which represents a superpo-
sition of fermionic operators creating d or f electrons with spin σ inside every unit cell Ii
as
Aˆ†Ii,σ =
8∑
n(α,β,γ)=1
[a∗n,ddˆ
†
i+rα,β,γ,σ
+ a∗n,f fˆ
†
i+rα,β,γ,σ
]
= (a∗1,ddˆ
†
i,σ + a
∗
2,ddˆ
†
i+x1,σ
+ a∗3,ddˆ
†
i+x1+x2,σ
+ a∗4,ddˆ
†
i+x2,σ
+ .... + a∗8,ddˆ
†
i+x2+x3,σ
)
+(a∗1,f fˆ
†
i,σ + a
∗
2,f fˆ
†
i+x1,σ
+ a∗3,f fˆ
†
i+x1+x2,σ
+ a∗4,f fˆ
†
i+x2,σ
+ .... + a∗8,f fˆ
†
i+x2+x3,σ
). (4)
Because of the translational symmetry of the lattice, the numerical prefactors a∗n,b, n =
n(α, β, γ) are the same in every unit cell. The composite operators Aˆ†Ii,σ do not obey
canonical anticommutation rules, since {AˆI,σ, Aˆ†I′,σ′} 6= 0 for all I 6= I ′. This is because
Aˆ†Ii,σ creates electrons also at the boundaries of the unit cell Ii with neighboring unit cells.
It should be stressed that for this reason Aˆ†Ii,σ has a genuine dependence on the lattice
structure and thereby on the spatial dimension. Furthermore the relations {Aˆ†I,σ, Aˆ†I′,σ′} =
{AˆI,σ, AˆI′,σ′} = 0 and {AˆI,σ, Aˆ†I,σ} = Kd +Kf , Kb =
∑8
n=1 |an,b|2 imply
(Aˆ†I,σ)
2 = 0, (5.a)
−Aˆ†I,σAˆI,σ = AˆI,σAˆ†I,σ − (Kd +Kf). (5.b)
The second operator, Pˆ , originates from the relation
∑
i nˆ
f
i,↑nˆ
f
i,↓ = Pˆ +
∑
i,σ nˆ
f
i,σ − NΛ,
where
Pˆ =
∑
i
Pˆi, Pˆi = nˆ
f
i,↑nˆ
f
i,↓ − (nˆfi,↑ + nˆfi,↓) + 1, (6)
and NΛ is the number of lattice sites. The local operators Pˆi are positive semi-definite and
assume their lowest eigenvalue (=0) whenever there is at least one f electron on site i. By
contrast, the interaction operator HˆU itself, which is also positive semi-definite for U > 0,
assumes the eigenvalue 0 only if the double occupancy is exactly zero. For this reason Pˆ is
more useful for our investigation than HˆU .
Taking into account periodic boundary conditions and allowing r to take only the values
discussed above, (1.a, 2) may be written as
Hˆ = PˆA + UPˆ + Eg, (7)
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where PˆA =
∑
i,σ AˆIi,σAˆ
†
Ii,σ
, Eg = KdN +UNΛ− 2NΛ(2Kd−Ef ), and N is the total number
of particles which is assumed to be fixed.
For (7) to reproduce (1.a) the prefactors a∗n,b in Aˆ
†
Iiσ
must be expressed in terms of the
microscopic parameters tdr, t
f
r , Vr, V
∗
r , V0, V
∗
0 , Ef , U , for all r ∈ Ii, taking into account
periodic boundary conditions. This leads to 55 coupled, non-linear matching conditions
which can be written in compact notation as20
1∑
β1,β2,β3=−1
(
3∏
i=1
Dβi,αi)a
∗
n+,ban−,b′ = T
b,b′
r¯,ν .
These matching conditions have the explicit form
J b,b
′
x1
= a∗1,ba2,b′ + a
∗
4,ba3,b′ + a
∗
5,ba6,b′ + a
∗
8,ba7,b′ , J
b,b′
x2+x1 = a
∗
1,ba3,b′ + a
∗
5,ba7,b′ ,
J b,b
′
x2
= a∗1,ba4,b′ + a
∗
2,ba3,b′ + a
∗
6,ba7,b′ + a
∗
5,ba8,b′ , J
b,b′
x3+x1 = a
∗
1,ba6,b′ + a
∗
4,ba7,b′ ,
J b,b
′
x3
= a∗1,ba5,b′ + a
∗
2,ba6,b′ + a
∗
3,ba7,b′ + a
∗
4,ba8,b′ , J
b,b′
x3+x2 = a
∗
1,ba8,b′ + a
∗
2,ba7,b′ ,
J b,b
′
x2−x1 = a
∗
2,ba4,b′ + a
∗
6,ba8,b′, J
b,b′
x3−x1 = a
∗
2,ba5,b′ + a
∗
3,ba8,b′ , J
b,b′
x3−x2 = a
∗
4,ba5,b′ + a
∗
3,ba6,b′ ,
J b,b
′
x3+x2+x1 = a
∗
1,ba7,b′ , J
b,b′
x3+x2−x1 = a
∗
2,ba8,b′ , J
b,b′
x3−x2+x1 = a
∗
4,ba6,b′ ,
J b,b
′
x3−x2−x1 = a
∗
3,ba5,b′ , V0 = −
8∑
n=1
a∗n,dan,f , U + Ef = Kd −Kf , (8)
where J b,b
′
r = −[δb,b′tbr + (1− δb,b′)V b,b′r ], b, b′ = d, f .
Details of this transformation are presented in Appendix A.
C. Construction of exact ground states
Apart from the constant term Eg in (7) Hˆ is a positive semi-definite operator. A state
|Ψg〉 which fulfills the conditions
Pˆi|Ψg〉 = 0, (9.a)
Aˆ†Ii,σ|Ψg〉 = 0 (9.b)
for all i, and which contains all linearly independent states with properties (9.a,9.b), will
then be the exact ground state of Hˆ with energy Eg. Since the kernel of an arbitrary operator
Oˆ, ker(Oˆ), is defined by the linearly independent states |φ〉 satisfying Oˆ|φ〉 = 0, the relations
(9.a) and (9.b) define the kernel of the operators Pˆ and PˆA, respectively. Consequently, |Ψg〉
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spans the common part of ker(Pˆ ) and ker(PˆA) denoted by the Hilbert space
Hg = ker(PˆA) ∩ ker(Pˆ ). (10)
Using this definition it is ensured that |Ψg〉 is the complete ground state, and that supple-
mentary degeneracies of Eg do not occur.
Using (6) and (9.a) it follows that ker(Pˆ ) is defined by states Fˆ †|0〉 = ∏NΛi=1 Fˆ †i |0〉, where
Fˆ †i = (µi,↑fˆ
†
i,↑ + µi,↓fˆ
†
i,↓) and µi,σ are arbitrary coefficients. Obviously Fˆ
† creates one f
electron on every site i. Furthermore, (5.a) and(9.b) imply that ker(PˆA) is defined by states
Gˆ†|0〉, where Gˆ† = ∏NΛi=1(Aˆ†Ii,↑Aˆ†Ii,↓) creates at most two (d or f) electrons on i. Since Gˆ† also
creates contributions without f electrons, (10) implies the (unnormalized) ground state
|Ψg〉 = Gˆ†F †|0〉 =
NΛ∏
i=1
[Aˆ†Ii,↑Aˆ
†
Ii,↓
Fˆ †i ]|0〉 (11)
at N = 3NΛ, e.g., 3/4 filling. Clearly, |Ψg〉 has the desired property Hˆ|Ψg〉 = Eg|Ψg〉 and
spans Hg at 3/4 filling. Thus it is the exact ground state of Hˆ with energy Eg.
Since the operator Fˆ † was introduced into |Ψg〉 to take into account the operator Pˆ in
(7), i.e., the Hubbard interaction U , |Ψg〉 can only be a ground state for U > 0.
Eq. (11) implies that (i) the linearly independent basis vectors of Hg have the form
|Ψg{σi}〉 = Gˆ†Fˆ †{σi}|0〉, where Fˆ
†
{σi}
=
∏NΛ
i=1 fˆ
†
i,σi
, and (ii) Gˆ† does not contribute to the total
spin of the ground state. The overall degeneracy and total spin S ∈ [0, NΛ/2] of |Ψg〉 are then
determined only by the (arbitrary) set of coefficients µi,σ (see also Sect. III.A.2., Sect.IV.E.,
and footnote [25]). Consequently, the degeneracy of Eg is determined by the (high) spin
degeneracy of |Ψg〉. Since in |Ψg〉 all possible values S and orientations S occur the ground
state is globally non-magnetic26.
Exact ground states can also be constructed away from 3/4 filling. For example, the
operator Vˆ †M =
∏M
j=1[
∑NΛ
i=1
∑
b=d,f,σ a
b
i,j,σbˆ
†
i,σ] with numerical coefficients a
b
i,j,σ creates M < NΛ
additional particles into the system such that
|Ψg〉 =
NΛ∏
i=1
[Aˆ†Ii,↑Aˆ
†
Ii,↓
Fˆ †i ]Vˆ
†
M |0〉 (12)
is a ground state for U > 0 and N > 3NΛ.
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III. EXACT LOCALIZED GROUND STATE
The physical properties of |Ψg〉 depend on the values of the coefficients an,b in (4) which
are solutions of (8) for given microscopic parameters. We now identify different solutions
for nonlocal hybridization amplitudes with V dfr = V
fd
r = Vr and discuss their physical
properties. We start with a localized ground state at 3/4 filling.
A. Derivation of the localized ground state
From (4) it follows that if a∗n,d and a
∗
n,f are proportional, i.e., a
∗
n,d = pa
∗
n,f for all n, the
operators Aˆ†Ii,σ take the form
Aˆ†Ii,σ =
8∑
n(α,β,γ)=1
a∗n(α,β,γ),fE
†
i+rα,β,γ ,σ
, (13)
where Eˆ†i,σ = (pdˆ
†
i,σ + fˆ
†
i,σ). The ground state |Ψg〉, (11), then transforms into |Ψloc〉 =∏NΛ
i=1(Eˆ
†
i,↑Eˆ
†
i,↓Fˆ
†
i )|0〉. Evaluating the product Eˆ†i,↑Eˆ†i,↓Fˆ †i , one finds
|Ψloc〉 =
NΛ∏
i=1
[
∑
σ
µi,σ(pdˆ
†
i,↓dˆ
†
i,↑fˆ
†
i,σ + fˆ
†
i,↑fˆ
†
i,↓dˆ
†
i,σ)]|0〉. (14)
Since 〈Ψloc|Ψloc〉 = (1 + |p|2)NΛ ∏NΛi=1(|µi,↑|2 + |µi,↓|2) 6= 0 the ground state is well-defined.
1. The insulating nature of the ground state
The state |Ψloc〉 has exactly three particles on each site, corresponding to a uniform
electron distribution in the system. Indeed, for nˆi =
∑
b=d,f
∑
σ nˆ
b
i,σ one finds nˆi|Ψloc〉 =
3|Ψloc〉. Denoting ground state expectation values in terms of |Ψloc〉 by 〈....〉, one obtains
〈dˆ†i,σdˆj,σ′〉 = 0, 〈dˆ†i,σfˆj,σ′〉 = 0, 〈fˆ †i,σdˆj,σ′〉 = 0, 〈fˆ †i,σfˆj,σ′〉 = 0, (15)
for all σ, σ′ and all i 6= j. Hence hopping or non-local hybridization does not occur.
By separating the Hamiltonian Hˆ into an itinerant part Hˆitin =
∑
r Hˆitin(r) and a com-
plementary localized part Hˆloc = Hˆ − Hˆitin (see Appendix B), and using (15), one finds
〈Hˆitin(r)〉 = 0 for all r, and 〈Hˆloc〉 = Eg. This clearly demonstrates the localized nature
of the ground state. Furthermore, from (B3), the sum rule for the charge conductivity
is obtained as
∫∞
0 dωReστ,τ (ω) = 0. Since Reστ,τ (ω) is non-negative this relation implies
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Reστ,τ (ω) = 0. In particular, Reστ,τ (0) = 0, the DC-conductivity, is also zero. The ground
state (14) is therefore insulating27,28. It should be noted that the nature of this state is quite
nontrivial, since the localization of the electrons is due to a subtle quantum mechanical
interference between states with two d and one f electron (d†i,↑d
†
i,↓f
†
i,σ) and two f and one d
electron (f †i,↑f
†
i,↓d
†
i,σ) on every site i.
A state with Reστ,τ (ω) = 0 for all ω appears to be rather unphysical since it implies that
not only the DC-conductivity but even the dynamic conductivity vanishes for all excitation
energies. It should be stressed, however, that the relation Reστ,τ (ω) = 0 was derived in
the framework of the Kubo formula for the charge conductivity, i.e., within linear response
theory. Consequently, this result is not valid at high excitation energies ω.
2. Global magnetic properties
The expectation value of the spin29 in terms of the ground state (14) in Cartesian coor-
dinates is found as
〈Sˆ〉 = x
NΛ∑
i=1
µi,↓µ
∗
i,↑ + µi,↑µ
∗
i,↓
2(|µi,↑|2 + |µi,↓|2) + y
NΛ∑
i=1
(−i)(µi,↓µ∗i,↑ − µi,↑µ∗i,↓)
2(|µi,↑|2 + |µi,↓|2) + z
NΛ∑
i=1
|µi,↑|2 − |µi,↓|2
2(|µi,↑|2 + |µi,↓|2) , (16)
where |x| = |y| = |z| = 1. The total spin is seen to depend on the arbitrary coefficients
{µi,σ}. Here the site dependence of the µi,σ coefficients should be stressed. Namely, by
choosing µi,σ = µσ one obtains
〈Sˆ2〉 = NΛ
2
(
NΛ
2
+ 1), 〈Sˆz〉 = NΛ
2
(|µ↑|2 − |µ↓|2)
(|µ↑|2 + |µ↓|2) , (17)
which represents a ferromagnetic state with maximal total spin S/NΛ = 1/2, leading to√
〈Sˆ2〉/NΛ = 1/2 in the thermodynamic limit; µσ is seen to influence only the orientation of
S.
The minimal total spin can be found by considering two distinct subsystems of arbitrary
shape, both containing the same number of lattice sites NΛ/2. Taking µi,σ = µσ, µi,−σ = 0
in each subsystem one finds√
〈Sˆ2〉
NΛ
=
1√
2NΛ
, 〈Sˆx〉 = 〈Sˆy〉 = 〈Sˆz〉 = 0, (18)
which implies zero total spin (i.e., a global singlet state) in the thermodynamic limit. De-
pending on the choice of the parameters {µi,σ} all values of S between these two extreme
values for S, and all orientations of S, can be constructed (see Sec.II.C).
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3. Local magnetic properties
Analyzing the local magnetic properties of the ground state one observes that the expec-
tation value of the double occupancy per site for both b = d, f electrons is smaller than unity
since 〈nˆbi,↑nˆbi,↓〉 = (δb,f + |p|2δb,d)/(1 + |p|2). Consequently, each site carries a local moment.
Indeed, irrespective of the values of µi,σ and p one has 〈Sˆ2i 〉 = 3/4 on each site i; this is the
result of a quantum mechanical superposition of the corresponding contributions of d and f
electrons. The f and d moments do not compensate each other locally since
(〈Sˆi,f〉+ 〈Sˆi,d〉)(
∑
σ
|µi,σ|2) = xRe(µi,↓µ∗i,↑) + yIm(µi,↓µ∗i,↑) + z
|µi,↑|2 − |µi,↓|2
2
, (19)
where 〈Sˆi,d〉 = |p|2〈Sˆi,f〉 holds. Furthermore, taking into account fixed (but arbitrary) µi,σ
the spin-spin correlation function for i 6= j is found as
〈Sˆzi Sˆzj 〉 =
1
4
|µi,↑|2 − |µi,↓|2
|µi,↑|2 + |µi,↓|2
|µj,↑|2 − |µj,↓|2
|µj,↑|2 + |µj,↓|2 , 〈Sˆ
+
i Sˆ
−
j 〉 =
µi,↓µ
∗
i,↑
|µi,↑|2 + |µi,↓|2
µj,↑µ
∗
j,↓
|µj,↑|2 + |µj,↓|2 . (20)
An average over all possible values of µi,σ, µj,σ therefore implies 〈SiSj〉 = 0. Therefore,
in spite of the existence of local moments the system is globally non-magnetic; this is a
consequence of the large spin degeneracy of the ground state.
B. Solutions of the matching conditions
The matching conditions (8) for the nonlocal hybridization amplitudes along the space
diagonals of the unit cell read
−Vx3+x2+x1 = a∗1,da7,f = a∗1,fa7,d, −Vx3+x2−x1 = a∗2,da8,f = a∗2,fa8,d,
−Vx3−x2+x1 = a∗4,da6,f = a∗4,fa6,d, −Vx3−x2−x1 = a∗3,da5,f = a∗3,fa5,d. (21)
They hold for all {xτ}, τ = 1, 2, 3 and hence imply a∗n,d/a∗n,f = an′,d/an′,f = p = p∗. Since
for real p, (8) leads to the relations
tfr =
tdr
p2
, Vr =
tdr
p
,
U + Ef
V0
=
1− p2
p
, (22)
real p are seen to imply real hybridization amplitudes. In addition to (22), (8) yields the
following system of 14 coupled nonlinear equations
−tdx1 = a∗1,da2,d + a∗8,da7,d + a∗4,da3,d + a∗5,da6,d,
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−tdx2 = a∗1,da4,d + a∗6,da7,d + a∗2,da3,d + a∗5,da8,d,
−tdx3 = a∗1,da5,d + a∗3,da7,d + a∗2,da6,d + a∗4,da8,d,
−tdx2+x1 = a∗1,da3,d + a∗5,da7,d, −tdx2−x1 = a∗2,da4,d + a∗6,da8,d,
−tdx3+x1 = a∗1,da6,d + a∗4,da7,d, −tdx3−x1 = a∗2,da5,d + a∗3,da8,d,
−tdx3+x2 = a∗1,da8,d + a∗2,da7,d, −tdx3−x2 = a∗4,da5,d + a∗3,da6,d,
−tdx3+x2+x1 = a∗1,da7,d, −tdx3+x2−x1 = a∗2,da8,d, −tdx3−x2+x1 = a∗4,da6,d,
−tdx3−x2−x1 = a∗3,da5,d, pV0 = −
8∑
n=1
|an,d|2. (23)
They determine the unknown complex coefficients an,d (i.e., 16 unknown real values) from
the input parameters tdr. A study of the possible solutions shows that for |p| > 1 the
relative sizes of the hopping and hybridization amplitudes are physically very reasonable,
e.g., |tfx1| < |tdx1 |, |tdx1+x2 | < |tdx1 |, |tfx1+x2 | < |tfx1|. That is, they decrease with distance,
and the magnitude of the amplitudes of the d electrons is larger than those of the almost
localized f electrons.
Based on (7), the corresponding ground state energy becomes Eg/NΛ = −U + (1 −
2/p2)
∑8
n=1 |an,d|2. Depending on the solution, Eg has a nontrivial structure which will be
analyzed below.
1. Solution for a cubic lattice
For a simple cubic lattice one has tdx1 = t
d
x2
= tdx3 = t
d
1, t
d
x2±x1
= tdx3±x1 = t
d
x3±x2
= td2,
tdx3±x2±x1 = t
d
3. Then (23) has a solution
a1,d = a1, a2,d = a4,d = a5,d = ua1, a3,d = a6,d = a8,d = u
2a1, a7,d = u
3a1, (24)
where a1 is an arbitrary, real quantity which is fixed by the energy unit. Furthermore, u
is real and is determined by the parameters entering in Hˆ through (23,24). Due to the
almost localized nature of the f electrons their nearest-neighbor hopping amplitude can be
expected to be much smaller than that of the d electrons. Indeed, for z ≡ |tf1/td1| < 1/2 the
ground state energy is given by
Eg
UNΛ
= −1 + (1− 2 |t
f
1 |
|td1|
)(1 +
(1−√1− 4y2)2
4y2
)3, (25)
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where u = (1 −√1− 4y2)/(2y), and y = |td2/td1| ∈ (0, 1/2] holds. We see that |Ψloc〉 ceases
to be the ground state for y = |td2/td1| > 1/2 = yc. This corresponds to rather strong
next-nearest neighbor hopping of d electrons. Apparently, at yc = 1/2 a different — most
probably itinerant — phase becomes stable. At yc the ground state energy Eg(y) has a
finite value, but its derivative diverges due to ∂u/∂y = +∞ (see Fig.2). Since the size of the
hopping element may be tuned by pressure, the infinite slope of Eg at y = yc is expected
to correspond to an anomaly in the volume, or the compressibility, at a critical pressure Pc.
Such a feature is indeed observed in some heavy-fermion materials30.
2. Solutions for non-cubic lattices
Similar results may be deduced for other lattice structures. In the most general case,
i.e., when all hopping amplitudes tdr are different, the ground state energy for the localized
solution becomes Eg/NΛ = −U + (1 − 2|tfx1|/|tdx1|)
∑8
n=1 |an,d|2. When at least one of the
terms |an,d|2 (see (C2) in Appendix C) is mathematically no longer defined the localized
solution becomes unstable. Except for accidental cancellations in the ground state energy
an infinite slope of Eg as a function of the hopping amplitudes is also found in this more
general case (see Appendix C).
IV. EXACT ITINERANT GROUND STATES
The localized ground state discussed above has exactly three electrons per site. In general,
however, the inter-site hopping and hybridization will lead to a variable number of electrons
on each site. In that case the ground state |Ψg〉, (11), becomes conducting. We will now
describe solutions of this kind.
A. Solution for an,b 6= 0 for all n, b.
To solve the matching conditions (8) for the case where an,b 6= 0 for all n, b, we define
pn =
a∗n,d
a∗n,f
, n = 1, 2, 3, 4, (26.a)
pn′ =
an′,d
an′,f
, n′ = 5, 6, 7, 8, (26.b)
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and consider again V d,fr = V
f,d
r = Vr. Eq.(26.b) is seen to contain coefficients an,b instead
of a∗n,b since (21) holds as well. An itinerant solution is obtained by choosing pn = p = −p∗,
i.e., imaginary p. For this choice (8) leads to
tfr1 =
tdr1
|p|2 , t
f
r2
= − t
d
r2
|p|2 , Vr2 = pt
f
r2
, Vr1 = 0, (27)
where r1 = x1,x2,x2 ± x1, r2 = x3,x3 ± x2,x3 ± x1,x3 ± x2 ± x1, and Vr1 = 0 follows from
Vr1 = −Vr1 . As discussed earlier, imaginary p imply imaginary Vr. The local parameters U
and V0 become
U + Ef =
|p|2 − 1
|p|2
8∑
n=1
|an,d|2, p∗V0 =
8∑
n=5
|an,d|2 −
4∑
n=1
|an,d|2. (28)
The remaining relations following from (8) are
−tdx1 = a∗1,da2,d + a∗8,da7,d + a∗4,da3,d + a∗5,da6,d,
−tdx2 = a∗1,da4,d + a∗6,da7,d + a∗2,da3,d + a∗5,da8,d,
−tdx3 = a∗1,da5,d + a∗3,da7,d + a∗2,da6,d + a∗4,da8,d,
−tdx2+x1 = a∗1,da3,d + a∗5,da7,d, −tdx2−x1 = a∗2,da4,d + a∗6,da8,d,
−tdx3+x1 = a∗1,da6,d + a∗4,da7,d, −tdx3−x1 = a∗2,da5,d + a∗3,da8,d,
−tdx3+x2 = a∗1,da8,d + a∗2,da7,d, −tdx3−x2 = a∗4,da5,d + a∗3,da6,d,
−tdx3+x2+x1 = a∗1,da7,d, −tdx3+x2−x1 = a∗2,da8,d,
−tdx3−x2+x1 = a∗4,da6,d, −tdx3−x2−x1 = a∗3,da5,d. (29)
Furthermore, Vr1 = 0 implies
a∗1,da2,d + a
∗
4,da3,d = a
∗
5,da6,d + a
∗
8,da7,d, a
∗
1,da3,d = a
∗
5,da7,d,
a∗1,da4,d + a
∗
2,da3,d = a
∗
6,da7,d + a
∗
5,da8,d, a
∗
2,da4,d = a
∗
6,da8,d. (30)
From (29, 30) it follows that
a∗1,d = a
∗
1, a
∗
2,d = ua
∗
1, a
∗
3,d = u
2a∗1, a
∗
4,d = ua
∗
1,
a∗5,d = ua
∗
1, a
∗
6,d = u
2a∗1, a7,d = ua1, a8,d = a1, (31)
where u is real, |u| 6= 1, V0 = 0, and ∑8n=1 |an,d|2 = 2|a1|2(1 + u2)2. These relations can
only be fulfilled for anisotropic hopping and hybridization amplitudes, e.g., for vanishing
hybridization in the basal (x, y) plane. Namely, (29-31) yield |u| =
√
|tdx3−x2/tdx3+x2| and
|tbxτ | = |tbxτ ′ |. The anisotropy in the hopping amplitudes is seen to start at the level of
next-nearest neighbors. The stability region of this phase is presented in Fig.3.
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B. Exact itinerant ground state of the conventional PAM.
The solutions obtained sofar, namely (21-25), and (27-31), require the f electrons to be
itinerant, i.e., tfr 6= 0. We will now show that exact itinerant ground states can even be con-
structed for the conventional PAM, i.e., for tfr = 0. This requires nonzero d-electron hopping
up to next-nearest neighbors together with local and nearest-neighbor hybridizations.
Such a solution can be constructed, for example, for nonzero coefficients
a1,f , a1,d, a2,d, a4,d, a5,d, with the remaining coefficients an,b = 0. This is realized in a tilted
unit cell (see Fig.4) where the distances between lattice sites with indices (n = 1, n =
3), (n = 1, n = 6), (n = 1, n = 8) and corresponding hopping elements (tdx2+x1, t
d
x3+x1
, tdx3+x2)
are considerably larger than the distances between lattice sites with indices (n = 2, n =
4), (n = 2, n = 5), (n = 4, n = 5) and hopping elements (tdx2−x1 , t
d
x3−x1 , t
d
x3−x2). For this
reason the former hopping elements are neglected (i.e., put to zero). In this case (8) reduces
to the following eleven equations
tdx1 = −a∗1,da2,d, tdx2 = −a∗1,da4,d, tdx3 = −a∗1,da5,d,
tdx2−x1 = −a∗2,da4,d, tdx3−x1 = −a∗2,da5,d, tdx3−x2 = −a∗4,da5,d,
V f,dx1 = −a∗1,fa2,d, V f,dx2 = −a∗1,fa4,d, V f,dx3 = −a∗1,fa5,d,
V0 = −a∗1,da1,f , U + Ef = Kd − |a1,f |2, (32)
where Kd = |a1,d|2 + |a2,d|2 + |a4,d|2 + |a5,d|2, and all other amplitudes are identically zero.
Considering only the simplest case, i.e., td1 = t
d
xτ
, V1 = V
f,d
xτ
, τ = 1, 2, 3, and td2 = t
d
xτ−xτ ′
,
τ > τ ′, with real hopping amplitudes31, the corresponding stability region corresponds to
the surface in parameter space (see Fig.5) described by
U + Ef
|td1|
= x+
1
x
(1− y2), (33)
where x = |td2|/|td1| and y = |V1|/|td1|. Further properties of the solution are discussed in
footnotes [31,32]. The fact that a∗n,d = pa
∗
n,f with p = p
∗ does not hold for all n = 1, 2, .., 8,
implies a variable number of electrons at each site, i.e., an itinerant ground state.
C. Diagonalization of the Hamiltonian
To describe properties of the itinerant state, a k-representation is more suitable. This
can be introduced without restriction on the an,b coefficients. Therefore the two conducting
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solutions presented in Sections IV.A. and IV.B. can be treated simultaneously.
Denoting the Fourier transforms of Aˆ†Ii,σ by Aˆ
†
kσ =
∑
b=d,f a
∗
k,bbˆ
†
kσ, with
a∗k,b = a
∗
1,b + a
∗
2,be
ikx1 + a∗3,be
ik(x1+x2) + a∗4,be
ikx2 + a∗5,be
ikx3
+ a∗6,be
ik(x1+x3) + a∗7,be
ik(x1+x2+x3) + a∗8,be
ik(x2+x3), (34)
one may define new canonical Fermi operators describing composite fermions Cˆδ,kσ, δ = 1, 2,
{Cˆδ,kσ, Cˆ†δ′,k′σ′} = δδ,δ′δk,k′δσ,σ′ , {Cˆδ,kσ, Cˆδ′,k′σ′} = 0. Here32,33
Cˆ1,kσ =
√
RkAˆkσ =
√
Rk(ak,ddˆkσ + ak,f fˆkσ), Cˆ2,kσ =
√
Rk(a
∗
k,f dˆkσ − a∗k,dfˆkσ), (35)
where R−1k =
∑
b=d,f |ak,b|2. Then the Hamiltonian becomes34
Hˆ = Hˆg + UPˆ − UNΛ, Hˆg =
∑
k,σ
[(Kd − R−1k )Cˆ†1,kσCˆ1,kσ +KdCˆ†2,kσCˆ2,kσ]. (36)
In the ground state where Pˆ |Ψg〉 = 0 the Hamiltonian Hˆ reduces to Hˆg. Hence the composite
fermion operators introduced above indeed diagonalize Hˆ . There are two bands, the lower
one having a dispersion ξ1,k = Kd − R−1k , while the upper one is dispersionless, i.e., flat,
since ξ2,k = Kd =const. The lower (upper) diagonalized band contains fermions created by
Cˆ†1,kσ (Cˆ
†
2,kσ), respectively. Since the total band filling is 3/4 the lower band is completely
filled, while the upper band is half filled. Thus the Fermi energy is given by EF = Kd.
Band structures containing a partially filled flat band around EF have indeed been observed
experimentally35,36,37.
D. Conductivity of the itinerant state
The ground state expectation value of Hˆitin, the itinerant part of Hˆ , is obtained as
〈Hˆitin〉 = −
∑
k
Kd|ak,d|2 +Kf |ak,f |2
|ak,d|2 + |ak,f |2 < 0. (37)
This is in contrast to the localized case where 〈Hˆitin〉 = 0.38
Since 〈Hˆitin(r)〉 6= 0 the charge sum rule (B3) implies
∫∞
0 dωReστ,τ (ω) 6= 0, i.e., the
(dynamic) conductivity is in general non-zero. However, the sum rule does not allow us to
draw conclusions about the DC-conductivity σ(0). This becomes possible if we calculate the
chemical potential of the system as a function of the particle number. To this end we observe
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that in the case of a variable number of particles per site the itinerant ground state is defined
at and above 3/4 filling, such that |Ψg〉 in (11) can be generalized to fillings beyond 3/4 via
(12). Using (7) this allows one to calculate the energy Eg for different particle numbers. In
particular, one finds µ+ = Eg(N + 2)− Eg(N + 1) = Kd, µ− = Eg(N + 1)− Eg(N) = Kd,
i.e., µ+ − µ− = 0. Therefore, the described itinerant solutions are indeed conducting39.
E. Magnetic properties.
Using k-space notation the unnormalized ground state, (11), can be written as40
|Ψg〉 = [
NΛ∏
k
Aˆ†k↑Aˆ
†
k↓]{
NΛ∏
i
[
NΛ∑
k
eiki(µi,↑fˆ
†
k↑ + µi,↓fˆ
†
k↓)]}|0〉, (38)
where the sum and product over k extend over the first Brillouin zone, and the set {µi,σ} is
arbitrary. Using (38) we will now calculate ground state expectation values of the spin for
different sets of {µi,σ}.29
1. Maximum total spin
As in the localized case µi,σ = µσ corresponds to maximum total spin. Defining Fˆ
†
k,b =
(µ↑bˆ
†
k↑+µ↓bˆ
†
k↓) and employing (Fˆ
†
k,b)
2 = 0 the product over sites i in (38) may be written as∏NΛ
i [
∑NΛ
k e
ikiFˆ †k,f ] = Z
∏NΛ
k Fˆ
†
k,f , where Z is defined in footnote (
40). Then the normalized
ground state becomes
|Ψg〉 =
NΛ∏
k
a∗k,ddˆ
†
k↑dˆ
†
k↓Fˆ
†
k,f + a
∗
k,f fˆ
†
k↓fˆ
†
k↑Fˆ
†
k,d√
(|µ↑|2 + |µ↓|2)(|ak,d|2 + |ak,f |2)
|0〉. (39)
The spin expectation value then follows as
2〈Sˆ〉
NΛ
= x
µ↓µ
∗
↑ + µ↑µ
∗
↓
|µ↑|2 + |µ↓|2 + y
i(µ↑µ
∗
↓ − µ↓µ∗↑)
|µ↑|2 + |µ↓|2 + z
|µ↑|2 − |µ↓|2
|µ↑|2 + |µ↓|2) , (40)
resulting in |〈Sˆ〉/NΛ|2 = 1/4, and 〈Sˆ2〉 = (NΛ/2)(NΛ/2+1). Thus we recover (17), the results
for the localized solution. The maximum total spin is again given by
√
〈Sˆ2〉/NΛ = 1/2 in
the thermodynamic limit25.
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2. Minimum total spin
To determine the minimum spin value we proceed as in the localized case, i.e., divide the
system in two sublattices D↑ and D↓ containing both NΛ/2 lattice sites, such that for all
in ∈ D↑ and jn ∈ D↓ we have jn = in + R, where R is a fixed Bravais vector41. Choosing
µi,σ = µσ, µi,−σ = 0 for Dσ in (38) the unnormalized ground state becomes
|Ψg〉 = [
NΛ∏
k
Aˆ†k↑Aˆ
†
k↓][
NΛ
2∏
i∈D1
(
NΛ∑
k
eikifˆ †k↑)][
NΛ
2∏
j∈D2
(
NΛ∑
k
eikjfˆ †k↓)]|0〉. (41)
Details of the calculation of ground state expectation values in terms of (41) are presented
in Appendix D. Based on (D3) one finds 〈Sˆ〉 = 0, and using (D4),
√
〈Sˆ2〉/NΛ <
√
3/(2
√
NΛ).
As a consequence, this itinerant ground state has zero total spin in the thermodynamic limit.
Between the two limiting cases of the total spin discussed above all values of S may exist,
depending on the choice of the set {µi,σ}. The statement regarding the degeneracy of the
ground state presented below (18) holds in the itinerant case as well.
F. Momentum distribution function
To calculate ground state expectation values of k-dependent operators involving Cˆδ,kσ
operators, (35), we need to express |Ψg〉, (38), in terms of Cˆ†δ,k,σ, too. For the unnormalized
ground state one finds
|Ψg〉 = [
NΛ∏
k
Cˆ†1,k↑Cˆ
†
1,k↓]{
NΛ∏
i
[
NΛ∑
k
Xke
iki(µi,↑Cˆ
†
2,k↑ + µi,↓Cˆ
†
2,k↓)]}|0〉, (42)
where {µi,σ} is arbitrary, and Xk = −ak,d
√
Rk; in the following we consider Xk 6= 0 for all
k42. From (42) it follows that
Cˆ†1,kσCˆ1,k′σ′ |Ψg〉 = δk,k′δσ,σ′ |Ψg〉 , Cˆ†1,kσCˆ2,k′σ′ |Ψg〉 = 0. (43)
Details of the calculation of ground state expectation values of Cˆ†2,kσCˆ2,kσ operators are
presented in Appendix E. Using (43,E8), one finds in particular
〈Cˆ†δ,kσCˆδ,kσ〉 = δ1,δ +
1
2
δ2,δ (44)
for all k. This expresses the fact that the lower band (δ = 1) is completely filled, while the
upper band (δ = 2) is flat and half filled.
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Employing (44) the momentum distribution of b = d, f electrons is then obtained as33
nbkσ = 〈bˆ†kσ bˆkσ〉 =
1
2
+
1
2
Rk|ak,b|2, (45)
which implies nkσ =
∑
b=d,f n
b
kσ = 3/2. Since the coefficients Rk|ak,b|2 = |ak,b|2/(|ak,d|2 +
|ak,f |2) are regular functions of k, this is also the case for nbk,σ and nk,σ (see Fig.6)43. Conse-
quently, the momentum distributions of the electrons in the interacting ground state have no
discontinuities. Since the ground state is nonmagnetic and metallic, the system is therefore
a non-Fermi liquid. This is a consequence of the macroscopic degeneracy of the electrons in
the upper band. Due to the flatness of the upper half-filled band all k states are equivalent.
Hence, even if a Fermi energy EF = Kd exists the Fermi surface, and the Fermi momen-
tum are not defined. Consequently, Luttinger’s theorem44 does not apply. Non-Fermi liquid
properties connected to a flat band have also been observed in other investigations45,46,47.
G. Correlation functions
To characterize the itinerant ground states further we now calculate correlation functions
of the interacting systems in D = 3. This is made possible by the explicit form of the exact
ground states.
1. Density-density correlation function
Using (43) the density-density correlation function
ρn,n(r) =
1
NΛ
∑
i
(〈nˆinˆi+r〉 − 〈nˆi〉〈nˆi+r〉), (46)
where nˆi =
∑
σ
∑
b=d,f nˆ
b
i,σ, may be written as
ρn,n(r) =
1
N2Λ
∑
σ,σ′
∑
k1,k2,k3
ei(k1−k2)r
√
Rk1Rk2Rk3Rk4 [(a
∗
k3,dak4,d + a
∗
k3,fak4,f)×
(a∗k1,dak2,d + a
∗
k1,f
ak2,f)(〈Cˆ†2,k3σ′Cˆ2,k4σ′Cˆ†2,k1σCˆ2,k2σ〉 − 〈Cˆ†2,k3σ′Cˆ2,k4σ′〉〈Cˆ†2,k1σCˆ2,k2σ〉) +
(ak3,dak4,f − ak3,fak4,d)(a∗k1,fa∗k2,d − a∗k1,da∗k2,f)〈Cˆ†1,k3σ′Cˆ2,k4σ′Cˆ†2,k1σCˆ1,k2σ〉], (47)
where k4 = k3 + k1 − k2. Employing (E6,E12) in the first term and (43,E6) in the second
term of (47) one finds
∑
σ,σ′
(〈Cˆ†2,k3σ′Cˆ2,k4σ′Cˆ†2,k1σCˆ2,k2σ〉 − 〈Cˆ†2,k3σ′Cˆ2,k4σ′〉〈Cˆ†2,k1σCˆ2,k2σ〉) = δk1,k4δk2,k3 −
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1NΛ
Xk4 6=k2
Xk3 6=k1
Xk2
Xk1
δk4,k3+k1−k2 ,
∑
σ,σ′
〈Cˆ†1,k3σ′Cˆ2,k4σ′Cˆ†2,k1σCˆ1,k2σ〉 = δk4,k1δk3,k2. (48)
Then the density-density correlation function becomes
ρn,n(r) = δr,0 − 1
N3Λ
∑
k1,k2,k3,k4
ei(k1−k2)r
ak4 6=k2,dak2,d
ak3 6=k1,dak1,d
×
(a∗k3,dak4,d + a
∗
k3,fak4,f)(a
∗
k1,dak2,d + a
∗
k1,fak2,f)
[|ak2,d|2 + |ak2,f |2][|ak4,d|2 + |ak4,f |2]
δk4,k3+k1−k2. (49)
In the thermodynamic limit the contributions from k4 = k2 and k3 = k1 in the second
term have zero measure. Hence all k sums can be calculated without restriction. ρn,n(r) is
seen to vanish for all r whenever the k–dependence of the ak,b coefficients is negligible (for
example in the case |td1/td2| >> 1 for the solution from Sec.IV.B.). It also vanishes in the
limit |r| → ∞, where the k→ 0 limit of the coefficients ak,b gives the dominant contribution
to (49); this behavior is indeed seen in Fig.7.
2. Spin-spin correlation function
Similarly, the spin-spin correlation function
ρS,S(r) =
1
NΛ
∑
i
(〈SˆiSˆi+r〉 − 〈Sˆi〉〈Sˆi+r〉) (50.a)
= ρSz ,Sz(r) + ρS⊥,S⊥(r), (50.b)
is given by
ρSz ,Sz(r) =
1
NΛ
∑
i
(〈Sˆzi Sˆzi+r〉 − 〈Sˆzi 〉〈Sˆzi+r〉) (51.a)
=
1
4N2Λ
∑
σ
∑
k1,···,k4
ei(k1−k2)r
√
Rk1Rk2Rk3Rk4
{
(a∗k3,dak4,d + a
∗
k3,fak4,f)×
(a∗k1,dak2,d + a
∗
k1,f
ak2,f)
[
(〈Cˆ†2,k3σCˆ2,k4σCˆ†2,k1σCˆ2,k2σ〉 − 〈Cˆ†2,k3σCˆ2,k4σ〉〈Cˆ†2,k1σCˆ2,k2σ〉)
−(〈Cˆ†2,k3σ Cˆ2,k4σ Cˆ†2,k1−σCˆ2,k2−σ〉 − 〈Cˆ†2,k3σCˆ2,k4σ〉〈Cˆ†2,k1−σCˆ2,k2−σ〉)
]
+ (51.b)
(ak3,dak4,f − ak3,fak4,d)(a∗k1,fa∗k2,d − a∗k1,da∗k2,f)〈Cˆ†1,k3σCˆ2,k4σCˆ†2,k1σCˆ1,k2σ〉
}
δk4,k1−k2+k3
ρS⊥,S⊥(r) =
1
NΛ
∑
i
[〈Sˆxi Sˆxi+r + Sˆyi Sˆyi+r〉 − (〈Sˆxi 〉〈Sˆxi+r〉+ 〈Sˆyi 〉〈Sˆyi+r〉)] (52.a)
=
1
2N2Λ
∑
σ
∑
k1,···,k4
ei(k1−k2)r
√
Rk1Rk2Rk3Rk4
{
(a∗k3,dak4,d + a
∗
k3,fak4,f)× (52.b)
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(a∗k1,dak2,d + a
∗
k1,f
ak2,f)(〈Cˆ†2,k3σCˆ2,k4−σCˆ†2,k1−σCˆ2,k2σ〉 − 〈Cˆ†2,k3σCˆ2,k4−σ〉〈Cˆ†2,k1−σCˆ2,k2σ〉) +
(ak3,dak4,f − ak3,fak4,d)(a∗k1,fa∗k2,d − a∗k1,da∗k2,f)〈Cˆ†1,k3σCˆ2,k4−σCˆ†2,k1−σCˆ1,k2σ〉
}
δk4,k1−k2+k3 .
Thus one finds ρSz ,Sz(r) = δr,0/4 and ρS⊥,S⊥(r) = δr,0/2 in the thermodynamic limit.
Consequently, the spins are uncorrelated at distances |r| 6= 0. This is a result of the
macroscopic spin degeneracy of the ground state.
V. ALTERNATIVE TRANSFORMATIONS OF THE HAMILTONIAN
A. Generalized cell operators
The transformation of the PAM Hamiltonian into positive semi-definite form in terms of
composite operators (the unit cell operators AˆIi,σ in Sect. II.B.2) is relatively independent of
the form of Aˆ. Instead of defining linear combinations of fermionic operators inside a unit cell
of the Bravais lattice one may also define this superposition on an arbitrary substructure of
the underlying lattice, e.g., a cell larger than a unit cell (for example, see Fig. 8). This leads
to more general cell operators which may then be employed to transform the Hamiltonian
into a form similar to (7). The corresponding matching conditions are similar to (8) but are
now fulfilled in a different region of parameter space. In this way it is possible to construct
and investigate various regions of parameter space.
Below we present a different transformation of the PAM Hamiltonian based on cell op-
erators with octahedral shape, as shown in Fig.8. Thereby it is possible to make direct
contact with the conventional PAM48. This clearly shows that a transformation of the PAM
Hamiltonian into positive semi-definite form is not linked to finite f -electron hopping am-
plitudes in the PAM as one might have suspected from the steps performed in Sect. II.B. It
also shows that the conventional PAM and the generalized version with extended hopping
and hybridization amplitudes can have ground states with quite similar properties. This
emphasizes the fact that the physical properties of an interacting electronic system need not
depend on the precise form of the non-interacting bands.
We consider an octahedral cell Bi at each lattice site i. The seven sites within Bi are
denoted by rBi = i + rα1,α2,α3 , where rα1,α2,α3 = α1(1 − |α2|)(1− |α3|)x1 + α2(1 − |α1|)(1−
|α3|)x2 + α3(1 − |α1|)(1 − |α2|)x3, ατ = −1, 0, 1. Here xτ are the primitive vectors of the
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unit cell of the lattice. As seen from Fig.8., the seven sites rBi can be numbered by the
indices nα1,α2,α3 = (1− |α2|)(1− |α3|)(α1|α1|+ 2) + (1− |α1|)(1− |α3|)(α2|α2|+ |α2|+ 2) +
(1 − |α1|)(1 − |α2|)(α3|α3| + 4|α3| + 2) without reference to Bi. The separation vector r
between a site i and its neighbors in the cell Bi can take 11 distinct values (xτ ,xτ ±xτ ′ , 2xτ ,
τ, τ ′ = 1, 2, 3, τ > τ ′) over which the summation in (2,3) must be performed. Instead of (4)
the cell operator is now defined as
Bˆ†Bi,σ = a
∗
6f fˆ
†
i,σ +
7∑
nα1,α2,α3=1
a∗n,ddˆ
†
i+rα1,α2,α3 ,σ
, (53)
where n = nα1,α2,α3, and the seven vectors rα1,α2,α3 ≡ rnα1,α2,α3 ≡ rn in the sum are, in
the increasing order of the index n, −x1,−x2,x1,x2,−x3, 0,x3, (see Fig.8.). We note that
an,f 6= 0 only on the central site (e.g., n = 6) of the cell Bi. Consequently the product
Bˆ†Bi,σBˆBiσ does not introduce f -electron hopping terms into the Hamiltonian, implying that
the decomposition discussed here directly applies to the conventional PAM. In addition,
the Hamiltonian contains only on-site and nearest-neighbor hybridization amplitudes, and
d-electron hopping occurs between nearest and next-nearest neighbor sites.
Instead of (7) the transformed Hamiltonian then becomes
Hˆ =
∑
i,σ
BˆBi,σBˆ
†
Bi,σ
+ UPˆ + Eg,b, (54)
where Eg,b = KNˆ −UNΛ − 2NΛ(|a6,f |2 +K), K = ∑7n=1 |an,d|2. Furthermore, the matching
conditions from (8) transform into the following non-linear system of 19 coupled complex
algebraic equations
−tdx1 = a∗6,da3,d + a∗1,da6,d, −tdx2 = a∗6,da4,d + a∗2,da6,d, −tdx3 = a∗6,da7,d + a∗5,da6,d,
−tdx2+x1 = a∗2,da3,d + a∗1,da4,d, −tdx2−x1 = a∗3,da4,d + a∗2,da1,d, −tdx3+x1 = a∗5,da3,d + a∗1,da7,d,
−tdx3−x1 = a∗3,da7,d + a∗5,da1,d, −tdx3+x2 = a∗2,da7,d + a∗5,da4,d, −tdx3−x2 = a∗4,da7,d + a∗5,da2,d,
−td2x1 = a∗1,da3,d, −td2x2 = a∗2,da4,d, −td2x3 = a∗5,da7,d, −V0 = a∗6,da6,f ,
−Vx1 = a∗1,da6,f = a∗6,fa3,d, −Vx2 = a∗2,da6,f = a∗6,fa4,d, −Vx3 = a∗5,da6,f = a∗6,fa7,d, (55)
where V f,dr = V
d,f
r = Vr, Ef = K − U − |a6,f |2, and an,f = 0 for n 6= 6. The ground state
wave function valid for N ≥ 3NΛ now has the form
|Ψg,b〉 =
NΛ∏
i=1
[Bˆ†Bi,↑Bˆ
†
Bi,↓
Fˆ †i ]Vˆ
†
M |0〉, (56)
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where, for N = 3NΛ, Vˆ
†
M = 1 holds. Since an,d/an,f cannot be constant for all n = 1, 2, ..7
(see Sec. III.) |Ψg,b〉 describes an itinerant ground state with properties similar to those
presented in Sec. IV. An isotropic solution is obtained for49
a1,d =
√
|td2|
2
eiφ, a6,d =
|V0|
V1
√
|td2|
2
ei(φ−φV0 ), a6,f = −V1
√
2
|td2|
eiφ. (57)
where φ is an arbitrary phase and φV0 is the phase
31 of the hybridization amplitude V0.
Introducing the notation t = |td2/td1|, v = |V1/td1|, this solution emerges in the parameter
region with
U + Ef
|td1|
= 3t− 2v
2
t
+
1
2t cos2 φV0
. (58)
Since V0 and thereby Im(V0) is in principle arbitrary, (58) defines an entire region in the
parameter space where the solution exists (see Fig.9.). For Im(V0) 6= 0, or real V0 at
|td1/td2| > 6, the properties presented in Sec.IV. remain valid.50
The results presented in this Section show that an itinerant non-Fermi liquid phase
emerges also for real hybridization — even in the conventional PAM.
B. Alternative decomposition using unit cell operators
To emphasize the flexibility of our method for constructing exact ground states of the
PAM we will now show that even if unit cell operators AˆIi,σ are used, alternative decompo-
sitions are possible which lead to qualitatively different ground states in other regions of the
parameter space. For example, instead of (7) the Hamiltonian Hˆ defined by (1.a,1.c,2) can
also be cast into the form
Hˆ =
∑
i,σ
Aˆ†Ii,σAˆIi,σ + U
∑
i
nˆi,↑nˆi,↓ + E
′
g. (59)
For periodic boundary conditions the matching conditions can then be obtained from (8)
by (i) replacing J b,b
′
r by J¯
b,b′
r = −J b,b′r , and (ii) replacing the last two equations (for V0 and
U + Ef) by V0 =
∑8
n=1 a
∗
n,dan,f and Ef = Kd −Kf , with E ′g/N = Kd.
Using the new solutions of the matching conditions for arbitrary U > 0 we will now
identify new ground states of (59) at and below quarter filling.
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1. Insulating ground state at quarter filling
There exist solutions of the form qn,d/qn,f = p for all n, with the additional constraint
p = p∗. In this case, the unit cell operator AˆIi,σ contains only contributions of the form
fˆi,σ + pdˆi,σ for all i and σ. Introducing Iˆ
†
i (µi) = [fˆ
†
i,↑ − (1/p)dˆ†i,↑] + µi[fˆ †i,↓ − (1/p)dˆ†i,↓], where
µi is an arbitrary site dependent constant, one observes that
{fˆj,σ + pdˆj,σ, Iˆ†j′(µj′)} = 0, ∀j, j′, µj′, σ. (60)
Since the operator Iˆ†i (µi) acts only on site i, the operator Iˆ
† =
∏NΛ
i=1 Iˆ
†
i (µi) does not introduce
f -electron double occupancies. Consequently,
∑
i,σ Aˆ
†
Ii,σ
AˆIi,σ Iˆ
†|0〉 = 0, U ∑i nˆfi,↑nˆfi,↓Iˆ†|0〉 = 0,
and the ground state becomes
|Ψg〉 =
NΛ∏
i=1
[(fˆ †i,↑ −
1
p
dˆ†i,↑) + µi(fˆ
†
i,↓ −
1
p
dˆ†i,↓)]|0〉. (61)
The ground state (61) has exactly one electron per site, and is degenerate, localized and
globally non-magnetic. One can directly show that Reστ,τ (0) = 0 (see Sec.III.A.1.), i.e., the
state is indeed insulating.
2. Conducting ferromagnetic ground state at quarter filling
If qn,d/qn,f depends on n, AˆIi,σ does not anticommute with Iˆ
†
i (µi); hence∑
i,σ Aˆ
†
Ii,σ
AˆIi,σIˆ
†|0〉 = 0 does not hold. In this case one may introduce a complementary
unit cell operator51
Qˆ†Ii,σ =
8∑
n(α,β,γ)=1
[q∗n,ddˆ
†
i+rα,β,γ,σ
+ q∗n,f fˆ
†
i+rα,β,γ ,σ
]
= (q∗1,ddˆ
†
i,σ + q
∗
2,ddˆ
†
i+x1,σ
+ q∗3,ddˆ
†
i+x1+x2,σ
+ q∗4,ddˆ
†
i+x2,σ
+ .... + q∗8,ddˆ
†
i+x2+x3,σ
)
+(q∗1,f fˆ
†
i,σ + q
∗
2,f fˆ
†
i+x1,σ
+ q∗3,f fˆ
†
i+x1+x2,σ
+ q∗4,f fˆ
†
i+x2,σ
+ .... + q∗8,f fˆ
†
i+x2+x3,σ
), (62)
with the property {AˆIi,σ, Qˆ†Ij,σ′} = 0 for all i, j and σ, σ′. The numerical coefficients are given
by the relations
q∗1,d = wa7,f , q
∗
2,d = wa8,f , q
∗
3,d = wa5,f , q
∗
4,d = wa6,f ,
q∗5,d = wa3,f , q
∗
6,d = wa4,f , q
∗
7,d = wa1,f , q
∗
8,d = wa2,f ,
q∗1,f = −wa7,d, q∗2,f = −wa8,d, q∗3,f = −wa5,d, q∗4,f = −wa6,d,
q∗5,f = −wa3,f , q∗6,f = −wa4,d, q∗7,f = −wa1,d, q∗8,f = −wa2,d, (63)
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where w is an arbitrary non-zero constant. Introducing Qˆ†σ1,σ2,...,σNΛ
=
∏NΛ
i=1 Qˆ
†
Ii,σi
one has∑
i,σ Aˆ
†
Ii,σ
AˆIi,σQˆ
†
σ1,σ2,...,σNΛ
|0〉 = 0 for arbitrary σi. If the sites i, i′ are adjacent the oper-
ator Qˆ†Ii,σiQˆ
†
Ii′ ,σi′
introduces two electrons on the common sites of Ii and Ii′. The state
Qˆ†σ1,σ2,...,σNΛ
|0〉 then provides the minimum possible eigenvalue (e.g., zero) in the presence of
the Hubbard term only when σi = σ for all i. Consequently, the ground state becomes
|Ψg〉 =
NΛ∏
i=1
Qˆ†iσ|0〉; σ =↑, ↓ . (64)
This corresponds to a fully saturated, non-degenerate ferromagnetic phase, which is metallic
since in (64) double occupancies (e.g., dˆ†i,↑fˆ
†
i,↑), empty sites, and single occupancies are
simultaneously present.54
Ferromagnetism in the PAM at and around quarter filling has been investigated rather
extensively in the past already. Following variational results for Kondo lattices by Fazekas
and Mu¨ller-Hartmann55 ferromagnetic phases in the PAM itself were found by Dorin and
Schlottmann56 in the limit U → ∞, and at finite U by Mo¨ller and Wo¨lfle57 within a slave-
boson approach. Subsequently, ferromagnetic solutions of the PAM at and near quarter
filling were obtained within various other approximation schemes58,59,60,61,62,63,64,65,66. Exact
results were derived in D = 1 for U =∞ by Yanagisawa67.
In the exact solution discussed here ferromagnetism emerges when the lower diagonalized
band of (2) becomes non-dispersive (flat). We note that this can happen even if the bare
bands of the Hamiltonian are dispersive.
3. Ground states below quarter filling
Exact ground states of the PAM can even be constructed for N < NΛ, i.e., below quarter
filling. For the two cases discussed in Sec.V.B.1-2. they have the same form as (64) and
(61). However, the upper limit of the products has to be replaced by N , and the additional
geometrical degeneracy of the electrons needs to be taken into account.
For n-dependent qn,d/qn,f , the ground state becomes
|Ψg〉 =
∑
DN
∑
{DN,m}
∑
{σm}
αDN ,{DN,m},{σm}
∏
m
(
∏
i∈DN,m
Qˆ†i,σm)|0〉 (65)
where DN denotes an arbitrary domain (a subset of lattice points) of the full lattice con-
taining N < NΛ lattice sites. A given domain DN consists of disjoint subdomains (clusters)
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denoted by DN,m where m enumerates the clusters in DN ; the maximum of m is denoted by
Nm. Clearly one has DN = DN,1 ∪DN,2 ∪ ... ∪DN,Nm, and DN,m1 ∩DN,m2 = 0 for m1 6= m2.
Furthermore, σm = ±1/2 represents a fixed, but arbitrary, spin-index in the sub-domain
DN,m, and αDN ,{DN,m},{σm} are arbitrary coefficients. From a physical point of view (65)
contains disjoint, fully saturated ferromagnetic, conducting clusters of arbitrary shape and
size, whose spin orientation is arbitrary.
For qn,d/qn,f = p = p
∗ the ground state becomes
|Ψg〉 =
∑
DN
∑
{DN,m}
αDN ,{DN,m}
∏
m
(
∏
i∈DN,m
[(fˆ †i,↑ −
1
p
dˆ†i,↑) + µi(fˆ
†
i,↓ −
1
p
dˆ†i,↓)])|0〉 (66)
containing again clusters of arbitrary shape and size. But now the clusters are insulating
and non-magnetic, containing strictly one particle per site with arbitrary spin.
The parameter region corresponding to the ground state solutions in Sec.V.B. can be
obtained from that derived from the matching conditions (8) by the replacements tbr → −tbr,
Vr → −Vr, U → 0. The results are valid for all U > 0.
VI. SUMMARY
We presented details of an analytic scheme which allows one to construct exact ground
states for a general class of three-dimensional periodic Anderson models (PAM), including
the conventional PAM, on regular Bravais lattices. First the Hamiltonian is cast into positive
semi-definite form with the help of composite fermionic operators in combination with a set of
coupled, non-linear matching conditions for the microscopic parameters of the Hamiltonian.
Then a non-local product state of these composite operators in position space, corresponding
to 3/4 filling is constructed which yields exact grounds in various parts of parameter space.
Depending on the choice of the composite operators and the geometry of the building
blocks of the lattice on which they are defined, the transformation of the Hamiltonian into
positive semi-definite form can be performed in several ways. Thereby it is possible to
construct exact ground states in different regions of the parameter space of the model.
For real d, f hybridization amplitudes we constructed an insulating, non-magnetic ground
state which is stable on several different lattice structures. Its ground state energy was shown
to diverge at the boundary of the stability region, implying a divergence of its compressibil-
ity. Such an anomaly is known to occur in several heavy-fermion materials. Furthermore,
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we identified an exact metallic non-Fermi liquid ground state, characterized by one dispers-
ing band and one upper flat band, which is stable in different regions of parameter space.
This state is non-magnetic and has vanishing non-local spin-spin correlations in the ther-
modynamic limit. Its density-density correlations are short ranged, and the momentum
distributions of the electrons in the interacting ground state have no discontinuities. The
stability regions of these ground states extend through a large region of the parameter space
– from weak to strong on-site interactions U .
Exact ground states with conducting and insulating properties, respectively, were also
constructed at and below quarter filling. In particular, a conducting, fully polarized ferro-
magnetic state was found to be the ground state at quarter filling. At lower fillings a ground
state characterized by ferromagnetic clusters of arbitrary shape was identified.
Our results show that ground states of the conventional PAM and of generalizations with
extended hopping and hybridization amplitudes can have quite similar properties.
The exact ground states discussed in this paper correspond to simple solutions of the
coupled matching conditions for the microscopic parameters of the Hamiltonian. In view of
their large number (e.g., 55 conditions in the case of the unit cell operators in Sec. II.B) and
their non-linearity it almost certain that other solutions exist which then lead to yet other
exact ground states of the three-dimensional PAM and its extensions. In view of the great
relevance of this model for our understanding of correlated electronic systems, both on the
level of models and real materials, more detailed investigations of the matching conditions
derived here will be worthwhile. Finally it should be stressed that the concept behind the
construction of exact ground states for the PAM in D = 3 presented here is quite general,
and is also applicable to other electronic correlation models.
Acknowledgments
This work was supported in part by the Hungarian Scientific Research Fund through
contract OTKA-T-037212, and by the Deutsche Forschungsgemeinschaft through SFB 484.
The numerical calculations were performed at the Supercomputing Laboratory of the Fac-
ulty of Natural Sciences, University of Debrecen, and supported by OTKA-M-041537. One
of us (ZG) acknowledges valuable discussions with Ferenc Kun regarding numerical multi-
dimensional integrations.
26
APPENDIX A: TRANSFORMATION OF THE THE PERIODIC ANDERSON
MODEL HAMILTONIAN
In this appendix we present details of the transformation of the PAM Hamiltonian in its
original form with d and f operators [see (1), (2), (6)]
Hˆ =
∑
i,σ
{∑
r
[(tdrdˆ
†
i,σdˆi+r,σ + t
f
r fˆ
†
i,σfˆi+r,σ) + (V
df
r dˆ
†
i,σfˆi+r,σ + V
fd
r fˆ
†
i,σdˆi+r,σ) +H.c.]
+ (V0dˆ
†
i,σfˆi,σ +H.c.) + (Ef + U)nˆ
f
i,σ}+ UPˆ − UNΛ, (A1)
into the form with unit cell operators, (7),
Hˆ = −∑
i,σ
Aˆ†Ii,σAˆIi,σ +KdNˆ + UPˆ − UNΛ, (A2)
and explain how the matching conditions (8) arise in this process.
One first calculates all terms in the sum −∑i,σ Aˆ†Ii,σAˆIi,σ from (A2). To identify the
contributions generated thereby with those defined by (A1) one needs altogether 55 matching
equations. This procedure will now be illustrated by four typical examples. Here we refer
to Fig.10 where four neighboring unit cells Ii1 , Ii2, Ij1, and Ij2 – each denoted according to
the notation introduced in Sec. II.B.1 – is depicted. Since the precise shape of the unit cells
is unimportance here we use orthorhombic cells for simplicity.
Nearest neighbor contributions: First we analyze a nearest neighbor amplitude, e.g.,
tdj2,j5, which appears in the kinetic energy of (A1) as t
d
j2,j5
dˆ†j2,σdˆj5,σ. This term acts along
the bond (j2, j5) represented by the horizontal, thick dashed line in Fig.10. In (A2) this
term originates from −∑i,σ Aˆ†Ii,σAˆIi,σ, but only for sites i = i1, i2, j1, j2 in ∑i. To calculate
−∑i=i1,i2,j1,j2 Aˆ†Ii,σAˆIi,σ one must write down the unit cell operators Aˆ†Ii , (4), corresponding
to the aforementioned four unit cells. For example one finds
Aˆ+Ii1 ,σ
=
∑
b=d,f
[a∗1,bbˆ
†
i1,σ
+ a∗2,bbˆ
†
i2,σ
+ a∗3,bbˆ
†
i5,σ
+ a∗4,bbˆ
†
i4,σ
+ a∗5,bbˆ
†
j1,σ
+ a∗6,bbˆ
†
j2,σ
+ a∗7,bbˆ
†
j5,σ
+ a∗8,bbˆ
†
j4,σ
],
Aˆ+Ii2 ,σ
=
∑
b=d,f
[a∗1,bbˆ
†
i2,σ
+ a∗2,bbˆ
†
i3,σ
+ a∗3,bbˆ
†
i6,σ
+ a∗4,bbˆ
†
i5,σ
+ a∗5,bbˆ
†
j2,σ
+ a∗6,bbˆ
†
j3,σ
+ a∗7,bbˆ
†
j6,σ
+ a∗8,bbˆ
†
j5,σ
].
Thereby one obtains contributions of the form −a∗6,da7,ddˆ†j2,σdˆj5,σ, −a∗5,da8,ddˆ†j2,σdˆj5,σ,
−a∗2,da3,ddˆ†j2,σdˆj5,σ, and −a∗1,da4,ddˆ†j2,σdˆj5,σ implying tdj2,j5 = −(a∗1,da4,d + a∗2,da3,d + a∗5,da8,d +
a∗6,da7,d). Since (i) t
d
j2,j5
is a specific example of the general hopping amplitude tdi,i+x2, (ii) all
amplitudes tdr amplitudes have the same form (i.e., t
d
x2
= tdi,i+x2), and (iii) this also holds for
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the f electrons, i.e., tfx2 = t
f
i,i+x2
, one finds −tbx2 = a∗1,ba4,b+a∗2,ba3,b+a∗5,ba8,b+a∗6,ba7,b, where
b = d, f .
The same analysis applies to the hybridization amplitudes. Hence, for the terms
V d,fx2 dˆ
†
i,σfˆi+x2,σ and V
f,d
x2
fˆ †i,σdˆi+x2,σ one finds −V b,b′x2 = a∗1,ba4,b′ + a∗2,ba3,b′ + a∗5,ba8,b′ + a∗6,ba7,b′ .
Thus we have derived the matching condition J b,b
′
x2
= −[δb,b′tbx2 +(1− δb,b′)V b,b
′
x2
] [the third
relation in (8)].
It should be noted that the sum −∑i,σ Aˆ†Ii,σAˆIi,σ also produces the Hermitian conjugates
of the terms represented by (A1). Therefore, in addition to the result for tdj2,j5 one also finds
tdj5,j2 = −(a∗4,da1,d + a∗3,da2,d + a∗8,da5,d + a∗7,da6,d), where tdj5,j2 = tdi,i−x2 = td−x2 = tdx2
∗
.
Second-nearest neighbor contributions: We now consider a plaquette-diagonal next-
nearest neighbor term, namely tdi2,j5, acting on the oblique thick dashed line in Fig.10.
Since the bond (i2, j5) appears only in the unit cells Ii1 and Ii2, only the contributions
from −∑i Aˆ†Iiα ,σAˆIiα ,σ in (A2) with i = i1, i2 give rise to tdi2,j5dˆ†i2,σdˆj5,σ in (A1). The sum
−∑i=i1,i2 Aˆ†Ii,σAˆIi,σ leads to the expressions −a∗2,da7,ddˆ†i2,σdˆj5,σ, and −a∗1,da8,ddˆ†i2,σdˆj5,σ, im-
plying tdi2,j5 = −(a∗1,da8,d + a∗2,da7,d). Since (i) tdi2,j5 is a specific example of the general
hopping amplitude tdi,i+x3+x2 , and (ii) all the amplitudes t
d
i,i+x3+x2 have the same form (i.e.,
tdi,i+x3+x2 = t
d
x3+x2
) one finds −tdx3+x2 = a∗1,da8,d + a∗2,da7,d. These relations also hold for the
f electrons. Therefore we arrive at the matching condition J b,b
′
x3+x2 = a
∗
1,ba8,b′ + a
∗
2,ba7,b′ [the
sixth relation in (8)].
Third-nearest neighbor contributions: The third neighbor contributions, located along
the space diagonals of the unit cell, are the same in every cell. For example, studying the
bond (j1, j5) of the cell Ii1, the product −Aˆ†Ii1 ,σAˆIi1 ,σ leads to the term −a
∗
1,da7,ddˆ
†
i1,σ
dˆj5,σ.
Hence one finds tdi1,j5 = t
d
i,i+x3+x2+x1
= tdx3+x2+x1 = −a∗1,da7,d and, consequently, J b,b
′
x3+x2+x1 =
a∗1,da7,d [the tenth relation in (8)].
Single-site contributions: Since any site is common to 8 unit cells, single site con-
tributions require the consideration of 8 neighboring unit cells. For example, the term
V0
∑
i,σ dˆ
†
i,σfˆiˆ,σ is obtained from −
∑
i,σ Aˆ
†
Ii,σ
AˆIi,σ as −(
∑8
n=1 a
∗
n,dan,f)
∑
i,σ dˆ
†
i,σfˆi,σ, implying
−V0 = ∑8n=1 a∗n,dan,f . In the same way we obtain the coefficient of −∑i,σ bˆ†i,σbˆi,σ as∑8
n=1 |an,b|2 = Kb. Therefore the terms −
∑
i,σ Aˆ
†
Ii,σ
AˆIi,σ + KdNˆ in (A2) yield −(KdNˆd +
KfNˆf ) +Kd(Nˆd+ Nˆf) = (Kd−Kf )Nˆf , where Nˆ = Nˆd + Nˆf . Taking into account the term
(U + Ef)Nˆf in (A1) one obtains U + Ef = Kd −Kf [last relation in (8)].
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APPENDIX B: THE CURRENT OPERATOR
In this appendix we derive the current operator as well as the charge conductivity sum
rule for a general form of the PAM.
The charge density operator at site i is given by ρˆ(i) = e
∑
σ(dˆ
†
i,σdˆi,σ + fˆ
†
i,σfˆi,σ), with e as
the electron charge. The current operator jˆ is defined as28 jˆ = −(i/h¯)[qˆ, Hˆ], where V is the
volume of the system, qˆ = (1/V )
∑
i iρˆ(i) is the charge polarization operator, and Hˆ is the
Hamiltonian. With Hˆ from (A1) the current operator of the PAM is found as
jˆ =
ie
h¯V
∑
i
∑
r
∑
σ
∑
b,b′=d,f
(J b,b
′
r
∗
bˆ′
†
i+r,σbˆi,σ − J b,b
′
r bˆ
†
i,σ bˆ
′
i+r,σ)r, (B1)
where J b,b
′
r is defined in (8), and r is restricted to the values presented in Sec.II.B.1. We
note that only the itinerant part of the Hamiltonian, i.e., Hˆitin =
∑
r Hˆitin(r) = Hˆ − HˆU −∑
i,σ[(V0dˆ
†
i,σfˆi,σ +H.c.) + Ef nˆ
f
i,σ], where
Hˆitin(r) =
∑
i,σ
[(tdrdˆ
†
i,σdˆi+r,σ + t
f
r fˆ
†
i,σfˆi+r,σ) + (V
df
r dˆ
†
i,σfˆi+r,σ + V
fd
r fˆ
†
i,σdˆi+r,σ) +H.c.] (B2)
contributes to (B1).
Starting from the current operator in (B1), the Kubo formula for the charge conductivity
at zero temperatures becomes στ,τ (ω) = iV
∫∞
0 dte
−iωt〈[qˆτ (t), jˆτ ]〉. The sum rule for the
charge conductivity then has the form28
∫∞
0 dωReστ,τ (ω) = − ipiV2 〈[qˆτ , jˆτ ]〉, where qˆτ = qˆ ·
xτ/|xτ | and jˆτ = jˆ ·xτ/|xτ | represent the τ components of qˆ and jˆ, respectively; here xτ are
the primitive vectors of the unit cell. For the Hamiltonian under investigation one finds
∫ ∞
0
dωReστ,τ(ω) = − πe2
2h¯V
∑
r
(r · xτ )2
|xτ |2 〈Hˆitin(r)〉. (B3)
APPENDIX C: LOCALIZED SOLUTION FOR THE NON-CUBIC CASE
In this appendix the matching conditions (23) from section III.B are solved for localized
ground states in the case of non-cubic systems. We start from the observation that the
coefficients an,d with n ≥ 5 can be expressed by the unit cell diagonal hopping amplitudes
and an,d with n < 5 as a5,d = −tdx3−x2−x1/a∗3,d, a6,d = −tdx3−x2+x1/a∗4,d, a7,d = −tdx3+x2+x1/a∗1,d,
a8,d = −tdx3+x2−x1/a∗2,d. With these relations and using the notations
τ1 ≡ 4t
d
x3+x2+x1
tdx3−x2−x1
tdx2+x1
2 , τ2 ≡
4tdx3+x2+x1t
d
x3+x2−x1
tdx3+x2
2 , τ3 ≡
4tdx3+x2+x1t
d
x3−x2+x1
tdx3+x1
2 ,
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τ4 ≡
4tdx3−x2−x1t
d
x3+x2−x1
tdx3−x1
2 , τ5 ≡
4tdx3−x2−x1t
d
x3−x2+x1
tdx3−x2
2 , τ6 ≡
4tdx3−x2+x1t
d
x3+x2−x1
tdx2−x1
2 ,(C1)
(23) leads to
|a1,d|2 = −
tdx2+x1t
d
x3+x2
2tdx3−x1τ4
F (τ1)F (τ2)F (τ4), |a2,d|2 = −
tdx2−x1t
d
x3+x2
τ2
2tdx3+x1
F (τ3)F (τ6)
τ3F (τ2)
,
|a3,d|2 = −t
d
x2+x1
tdx3−x1
2tdx3+x2
τ4F (τ1)
F (τ2)F (τ4)
, |a4,d|2 = −t
d
x2−x1
tdx3+x1τ3
2tdx3+x2
F (τ2)F (τ6)
τ2F (τ3)
, (C2)
where F (x) = 1±√1− x. The function required for the expression of Eg becomes
8∑
n=1
|an,d|2 = (|a1,d|2 +
td
2
x3+x2+x1
|a1,d|2 ) + (|a2,d|
2 +
td
2
x3+x2−x1
|a2,d|2 )
+ (|a3,d|2 +
td
2
x3−x2−x1
|a3,d|2 ) + (|a4,d|
2 +
td
2
x3−x2+x1
|a4,d|2 ). (C3)
For the localized solution to be stable the quantities |an,d|2 in (C2), and hence the function
F (τi), (C3), need to be real. When F (τi) becomes complex the localized solution becomes
unstable. At these points the derivative ∂F (x)/∂x diverges. Except for accidental cancella-
tions in (C3), this implies an infinite slope of Eg as a function of hopping amplitudes.
APPENDIX D: SECTOROF MINIMAL SPIN OF THE ITINERANT SOLUTION
Here we present details of the calculation of spin expectation values in the itinerant case
for minimum total spin (see Sec.IV.E.2).
In (41) the terms
[
NΛ/2∏
i∈Dσ
(
NΛ∑
k
eikifˆ †kσ)] =
∑
{ki}
β{ki},σFˆ
†
f,{ki},σ
, β{ki},σ =
∑
P{ki}
(−1)p¯ei(i1ki1+...+iNΛ/2kiNΛ/2 ), (D1)
appear where Fˆ †f,{ki},σ = (fˆ
†
ki1σ
fˆ †ki2σ
...fˆ †kiNΛ/2σ
). Here the sum over {ki} extends over all
sets of momentum with NΛ/2 elements chosen from the first Brillouin zone, the sum
∑
P{ki}
goes over all permutations P{ki} of the momenta in each set {ki} = (k1, ...,kNΛ/2), and
p¯ represents the parity of P{ki}. Since for in,σ ∈ Dσ we have in,↓ = in,↑ + R, one finds
β{ki},↓ = e
iφ{ki}β{ki},↑, where φ{ki} = R
∑
k∈{ki} k. Thus, (41) becomes
|Ψg〉 =
∑
{ki}
∑
{kj}
α{ki},{kj}|v{ki},{kj}〉 , |v{ki},{kj}〉 = [
NΛ∏
k
Aˆ†k,↑Aˆ
†
k,↓]Fˆ
†
f,{ki},↑
Fˆ †f,{ki},↓|0〉, (D2)
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where α{ki},{kj} = β{ki},↑β{ki},↓, |α{ki},{kj}| = |α{kj},{ki}|, and |v{ki},{kj}〉 are orthogonal
states. Using (D2) one finds29
〈Sˆx〉 = 〈∑
k
Sˆxk〉 = 0, 〈Sˆy〉 = 〈
∑
k
Sˆyk〉 = 0, 〈Sˆz〉 = 〈
NΛ∑
k
Sˆzk〉 = 0, 〈Sˆ〉 = 0. (D3)
To calculate expectation values of the square of the spin we use normalized wave functions
|w{kj},{ki}〉 = |v{kj},{ki}〉/(〈v{kj},{ki}|v{kj},{ki}〉)1/2, in terms of which the ground state can
be written as |Ψg〉 = ∑{ki}∑{kj} α′{ki},{kj}|w{ki},{kj}〉, where α′{ki},{kj} are new numerical
coefficients. Thereby one finds
〈(Sˆz)2〉 = 1
4
〈(Sˆ+Sˆ− + Sˆ−Sˆ+)〉 =
∑
{ki}
∑
{kj} |α′{ki},{kj}|2(NΛ − d{ki},{kj})
4
∑
{ki}
∑
{kj} |α′{ki},{kj}|2
<
NΛ
4
, (D4)
where d{ki},{kj} is the number of common elements of the sets {ki} and {kj}.
APPENDIX E: EXPECTATION VALUES FOR THE FLAT BAND
In this appendix we present details of the calculation of ground state expectation values
for the itinerant solution in Sec.IV. The ground state wave vector (42) is a superposition of
states
|Ψg,{σ}〉 = [
NΛ∏
k
Cˆ†1,k↑Cˆ
†
1,k↓][
NΛ∏
n=1
(
1√
NΛ
NΛ∑
kn
Xkne
ikninCˆ†2,knσin )]|0〉, (E1)
where {σ} = (σi1 , σi2, σi3 , ..., σiNΛ ). By modifying the {σ} sets in (E1) one obtains 2NΛ states,
which obey 〈Ψg,{σ}|Ψg,{σ′}〉 = Det[xi,j({X∗k}, {Xk}, σi, σ′j)], where xi,j({V ∗k }, {Wk}, σi, σ′j) =
δσi,σ′j(1/NΛ)
∑NΛ
k V
∗
kWke
ik(j−i). We see that for {σ′} 6= {σ} the states |Ψg,{σ}〉, and |Ψg,{σ′}〉
are not necessarily orthogonal.
1. The case Xk 6= 0
We first consider Xk 6= 0 for all k. Introducing the states
|Ψ{σ}g 〉 = [
NΛ∏
k
Cˆ†1,k↑Cˆ
†
1,k↓][
NΛ∏
n=1
(
1√
NΛ
NΛ∑
kn
1
X∗kn
eikninCˆ†2,knσin )]|0〉, (E2)
one finds 〈Ψ{σ}g |Ψg,{σ′}〉 = Det[zi,j(σi, σ′j)], where zi,j(σi, σ′j) = xi,j({1/Xk}, {Xk}, σi, σ′j) =
δσi,σ′iδi,j, such that Det[zi,j(σi, σ
′
j)] = δ{σ},{σ′}. This yields 〈Ψ{σ}g |Ψg,{σ′}〉 = δ{σ},{σ′}, i.e., the
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set {|Ψg,{σ}〉} is linearly independent and for N = 3NΛ provides a basis for Hg (see (10)).
An arbitrary state of the form of (42) can then be written as |Ψg〉 = ∑{σ} α{σ}|Ψg,{σ}〉, where
α{σ} are numerical coefficients
18. Furthermore, one finds
Cˆ†2,k1σ1Cˆ2,k2σ2 |Ψg,{σ′}〉 =
NΛ∑
n=1
|Ψ(k1σ1),(k2σ2)g,{σ′},n 〉, |Ψ(k1σ1),(k2σ2)g,{σ′},n 〉 = [
NΛ∏
k′
Cˆ†1,k′↑Cˆ
†
1,k′↓]×
[(
1√
NΛ
NΛ∑
k′
Xk′e
ik′i1Cˆ†2,k′σ′
i1
)....(
1√
NΛ
NΛ∑
k′
Xk′e
ik′in−1Cˆ†2,k′σ′
in−1
)(
1√
NΛ
Xk2e
ik2inCˆ†2,k1σ1δσ′in ,σ2
)
(
1√
NΛ
NΛ∑
k′
Xk′e
ik′in+1Cˆ†2,k′σ′
in+1
)....(
1√
NΛ
NΛ∑
k′
Xk′e
ik′iNΛ Cˆ†2,k′σ′
iNΛ
)]|0〉, (E3)
from which
〈Ψ{σ′′}g |Cˆ†2,k1σ1Cˆ2,k2σ2 |Ψg,{σ′}〉 =
NΛ∑
n=1
Det[z¯i,j(n, σ
′′
i , σ
′
j)] (E4)
follows. Here, the matrix z¯i,j(n, σ
′′
i , σ
′
j) is the same as zi,j(σ
′′
i , σ
′
j), except for the matrix ele-
ments in the n-th column which are given by z¯i,n = (1/NΛ)(Xk2/Xk1)e
i(k2in−k1i)δσ′′
i
,σ1δσ′in ,σ2.
From (E4) one finds that 〈Ψ{σ′′}g |Cˆ†2,k1σCˆ2,k2−σ|Ψg,{σ′}〉 vanishes in the thermodynamic limit
as 1/NΛ. In the case of σ1 = σ2 = σ, only {σ′′} = {σ′} components remain in (E4) yielding
〈Ψ{σ′′}g |Cˆ†2,k1σCˆ2,k2σ|Ψg,{σ′}〉 = δ{σ′′},{σ′}
Xk2
Xk1
1
NΛ
NΛ∑
n=1
δσ,σ′
in
ei(k2−k1)in , (E5)
where
∑NΛ
n=1 δσ,σ′in quantifies the number of σ spins from {σ′}. Since
∑
σ δσ,σ′in = 1 for
arbitrary σ′in, it follows that 〈Ψ{σ
′′}
g |
∑
σ Cˆ
†
2,k1σ
Cˆ2,k2σ|Ψg,{σ′}〉 = δk2,k1δ{σ′′},{σ′}. Using the
notation 〈...〉 = 〈Ψg|...|Ψg〉/〈Ψg|Ψg〉, one finally obtains
〈∑
σ
Cˆ†2,k1σCˆ2,k2σ〉 = δk2,k1 . (E6)
The spin dependent expectation value 〈Cˆ†2,kσCˆ2,kσ〉may be calculated, for example, by taking
the T → 0 limit of 〈Cˆ†2,kσCˆ2,kσ〉 as
〈Aˆ〉 = lim
T→0
Tr(Aˆe−βHˆ)
Tr(e−βHˆ)
= lim
T→0
Tr(Aˆe−βHˆg)
Tr(e−βHˆg)
=
∑
{σ}〈Ψ{σ}g |Aˆ|Ψg,{σ}〉∑
{σ}〈Ψ{σ}g |Ψg,{σ}〉
, (E7)
where Aˆ is an arbitrary operator and Hˆg is defined in (36). The second equality in (E7)
holds since for NΛ <∞ excited states of Hˆ are always separated by a finite energy from the
ground state and thus give only exponentially small corrections to the contribution of Hˆg.
Eq.(E7) therefore yields
〈Cˆ†2,k1σ1Cˆ2,k2σ2〉 =
1
2
δk2,k1δσ2,σ1 . (E8)
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2. The case Xk = 0
Here we consider the case ak∗,d = 0 for a given vector k = k
∗ which implies Xk∗ = 0
(we note that the Cˆδ,kσ operators are then still well-defined and R
−1
k∗ 6= 0), with Xk 6=k∗ 6= 0.
Such a situation arises, for example, in the case of the itinerant solution (see Sec.IV.B) for
large next-nearest neighbor hopping amplitude |td1/td2| ≤ 3. Except for k∗ (E6,E8) remain
valid the thermodynamic limit, and the ground state expectation values of the momentum
occupation becomes
〈Cˆ†1,kσCˆ1,kσ〉 = 1, 〈Cˆ†2,k∗σCˆ2,k∗σ〉 = 0, 〈Cˆ†2,k 6=k∗σCˆ2,k 6=k∗σ〉 =
1
2
. (E9)
We note that for one vector k∗ the maximum total spin decreases from NΛ/2 to NΛ/2 − 1
since in the sum over kn in (E1, E2) the term with k
∗ is missing.
3. Expectation values for correlation functions
A key problem in the calculation of correlation functions is the evaluation of expectation
values of products of four Cˆ2,kσ operators. Using (E3) one finds
Cˆ†2,k3σ3Cˆ2,k4σ4Cˆ
†
2,k1σ1
Cˆ2,k2σ2 |Ψg,{σ′}〉 = δk1,k4δσ1,σ4
NΛ∑
n=1
|Ψ(k3σ3),(k2σ2)g,{σ′},n 〉+
(1− δk1,k3δσ1,σ3)(1− δk2,k4δσ2,σ4)
NΛ∑
n=1
NΛ∑
m=1,m6=n
|Ψ[(k3σ3),(k4σ4)];[(k1σ1),(k2σ2)]g,{σ′},m,n 〉, (E10)
where k4 = k3 + k1 − k2. Here |Ψ(k3σ3),(k2σ2)g,{σ′},n 〉 is defined in (E3), and
|Ψ[(k3σ3),(k4σ4)];[(k1σ1),(k2σ2)]g,{σ′},m,n 〉 = [
NΛ∏
k′
Cˆ†1,k′↑Cˆ
†
1,k′↓] [(
1√
NΛ
NΛ∑
k′
Xk′e
ik′i1Cˆ†2,k′σ′
i1
)...
(
1√
NΛ
NΛ∑
k′
Xk′e
ik′im−1Cˆ†2,k′σ′
im−1
)(
1√
NΛ
Xk4e
ik4imCˆ†2,k3σ3δσ′im ,σ4)(
1√
NΛ
NΛ∑
k′
Xk′e
ik′im+1Cˆ†2,k′σ′
im+1
)...
(
1√
NΛ
NΛ∑
k′
Xk′e
ik′in−1Cˆ†2,k′σ′
in−1
)(
1√
NΛ
Xk2e
ik2inCˆ†2,k1σ1δσ′in ,σ2)(
1√
NΛ
NΛ∑
k′
Xk′e
ik′in+1Cˆ†2,k′σ′
in+1
)
....(
1√
NΛ
NΛ∑
k′
Xk′e
ik′iNΛ Cˆ†2,k′σ′
iNΛ
)]|0〉 (E11)
contains only contribution with n 6= m. The expectation value of the density–density cor-
relation function can be calculated from (E10), with σ1 = σ2 = σa, σ3 = σ4 = σb, where a
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summation
∑
σa
∑
σb has to be included. Introducing the notations Z¯
k4,k2
k3,k1
= Zk4 6=k2,k2k3 6=k1,k1 , where
Zk4,k2k3,k1 = Xk4Xk2/(Xk3Xk1NΛ), and using the procedure leading to (E6) one then finds
〈∑
σa,σb
Cˆ†2,k3σbCˆ2,k4σbCˆ
†
2,k1σa
Cˆ2,k2σa〉 = δk1,k4δk2,k3 + δk1,k2δk3,k4 − Z¯k4,k2k3,k1 δk4,k3+k1−k2. (E12)
The same expression is obtained if we calculate the expectation value in the T → 0 limit,
as described in connection with (E7 - E8).
In the case of the spin-spin correlation function for the Sz components one again has
σ1 = σ2 = σa and σ3 = σ4 = σb, but the sum over the spin indices must be separately
performed for σb = σa = σ and σb = −σa = σ. Using (E7-E8,E10), one finds in the T → 0
limit
〈∑
σ
Cˆ†2,k3σCˆ2,k4σCˆ
†
2,k1σ
Cˆ2,k2σ〉 = δk1,k4δk2,k3 +
1
2
δk1,k2δk3,k4 −
1
2
Z¯k4,k2k3,k1 δk4,k3+k1−k2 ,
〈∑
σ
Cˆ†2,k3σCˆ2,k4σCˆ
†
2,k1−σ
Cˆ2,k2−σ〉 =
1
2
δk1,k2δk3,k4 −
1
2
Zk4,k2k3,k1 δk4,k3+k1−k2 . (E13)
To calculate the spin-spin correlation functions for the Sx, Sy components, (E10) must
be evaluated for σ3 = σ2 = −σ1 = −σ4 = σ, and the summation ∑σ must be performed. In
the T → 0 limit one finds
〈∑
σ
Cˆ†2,k3σCˆ2,k4−σCˆ
†
2,k1−σ
Cˆ2,k2σ〉 = δk1,k4δk2,k3,
〈∑
σ
Cˆ†1,k3σCˆ2,k4−σCˆ
†
2,k1−σ
Cˆ1,k2σ〉δk4,k3+k1−k2 = δk2,k3δk1,k4. (E14)
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FIG. 1: A unit cell Ii connected to an arbitrary site i showing the primitive vectors xτ and indices
n of the sites in I. Arrows depict some of the hopping and hybridization amplitudes (J = t, V )
defined within Ii.
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FIG. 2: Ground state energy per lattice site,(25), in units of U as a function of y = |td2/td1| for
the localized solution in a simple cubic crystal for |tf1/td1| = 0.01. As seen from the plot, Eg/NΛ is
finite at yc = 1/2 but has infinite slope.
40
0 0.40.2
2
4
6
8
0.2
0.4
0
txtx +x
U+Ef
tx
txt x
1 2 1
1
1 1
f d
d
d d
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FIG. 4: Tilted unit cell located at site i discussed in Sec.IV.B. Numbers represent the intra-cell
numbering of lattice sites. Only those bonds are presented along which hopping of d electrons
occurs.
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FIG. 5: Surface in parameter space representing the stability region of the itinerant solution derived
in the case of the conventional PAM, (33). For |td2/td1| → 0, the surface asymptotically approaches
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FIG. 6: Momentum distribution functions ndk,σ, n
f
k,σ for the conducting solution discussed in
Section IV.B, for |td1|/|td2| = 5.0, |V1|/|td1| = 0.5, td1 > 0, and k2 = k3 = 0, where kτ = kxτ . The plot
presents the behavior in the first Brillouin zone for k1 ∈ [−pi, pi]. For other k directions a similar
behavior is found.
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FIG. 7: Density-density correlation function for |td1/td2| = 4, |V1/td1| = 0.25, td1 > 0 for the
itinerant case obtained from (49) in the thermodynamic limit. The nine-dimensional integration
was performed by a Monte Carlo method using 69 points. The distance r was taken in τ = 1
direction, and is expressed in units of the lattice constant a.
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FIG. 8: Octahedral cell defined at lattice site i as discussed in Section V.A. The τ = 1, 2, 3 axes are
represented by arrows with broken lines, xτ are indicated by thick full line arrows, and n represents
the cell independent notation of sites inside the octahedron.
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FIG. 9: Surfaces in parameter space above which the conducting phase discussed in Section V.A.
is stable. a) |V1|/|td1| < 0.5; (U + Ef )/|td1| is seen to diverge as |td2|/|td1| approaches zero. b)
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FIG. 10: Four neighboring unit cells in D = 3. Each cell (e.g., Ii) is denoted by one of the lattice
sites at which it is located (e.g.,i); see Sec. II.B.1. For simplicity, orthorhombic unit cells are used.
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