The paper presents two missing data filling methods which can be applied to time series forecasting. The basic idea of the proposed methods is that usually, the forecasted parameter (in this case PM 2.5 air pollutant concentration) is dependent on some related parameters that influence its value. When the parameter time series have missing data due to various reasons (e.g. faulty measurement instruments), the time series of other parameters (if available) can be used to fill in the missing values. One method is based on an artificial neural network that has as input the values of the other related parameters measured at time t and as output the value of the missing value of the forecasted parameter at time t. The other method is Holt-Winters which uses as inputs previous values of the forecasted parameter. These methods are proper for cases with larger gaps in the time series (more than several days). These filling methods are compared in terms of statistical indicators (e.g. RMSE). Also, a comparative study was performed for PM 2.5 forecasting accuracy analysis with two forecasting methods: a feed forward artificial neural network and Holt-Winters. KEY WORDS PM 2.5 forecasting, modelling missing data in PM 2.5 time series, artificial neural network, Holt-Winters method.
Introduction
Time series forecasting is a problem that can be tackled by various methods: statistical methods (e.g. linear regression, ARMA, ARIMA), artificial intelligence methods (e.g. artificial neural networks, adaptive neurofuzzy inference systems), and other methods (e.g. climatological methods). Several issues need to be solved during time series processing. One of these is the missing data filling [1] . Examples of methods for solving this issue (gap-fill missing data) are: linear extrapolation (e.g. by using past years, at least three year, time series; different indicators), spatial interpolation (e.g. conventional kriging), human expert estimations (e.g. fuzzy kriging [2] ), model results (e.g. the approach based on Holt's model with additive errors introduced in [3] ), multivariate and multiple imputation methods (e.g. [4] ), and other methods (e.g. some equivalent ones as dummy variable and skipping approaches as demonstrated in [5] ).
The development of a feed forward neural model for PM 10 forecasting in the city of Ploiesti (Romania) involved a data preprocessing phase in which the missing data were completed by interpolation of the existing measurements [6] . Also an interpolation method is used for filling the missing data, the obtained time series being the input for PM 2.5 concentration forecasting in Dalian, China with symbolic regression based on genetic programming [7] . For models that use aerosol optical depth (AOD) measurements of PM 2.5 concentration, a spatial smoothing method was used to fill missing data, which takes into account the latitude and longitude and also the meteorological variables and the average of PM 2.5 measurements available for the considered region [8] . If the missing AOD data had a non-random distribution, the data were corrected using the inverse probability weight method in which the meteorological parameters are a key factor [9] . Another methods of dealing with missing data use spatial or spatiotemporal models for the data. One of these methods, applicable, in principal, to any spatiotemporal model, takes into account the conditional distributions of missing observations by using the expectation-maximization algorithm to find maximum likelihood estimates of PM 2.5 concentration [10] .
The filling methods can be adapted to the forecasted parameter. Usually, this parameter is dependent on other related parameters that can be used (if available) to estimate the missing value. Based on this idea we propose an artificial neural network method for filling missing data in environmental time series. A comparative analysis was conducted for PM 2.5 forecasting by using time series with missing data filled by the proposed method, without it and with another filling method. The PM 2.5 forecasting accuracy was given by root mean squared error (RMSE). Our method is proper for environmental time series with larger gaps (more than several days). The case study was performed on PM 2.5 air pollutant which is particulate matter with the diameter less than 2.5m that can penetrate the lungs and thus, has a potential significant negative impact on human health, especially for sensitive people such as children. This study takes part of a larger project, ROKIDAIR (http://www.rokidair.ro), whose aim is to develop an intelligent system for monitoring, analysis and forecasting PM 2.5 concentration in order to inform the population about any exceeding of limits associated with this parameter.
Environmental time series needs a complex analysis depending on the geographic area with its particularities on pollution sources. For example, such a complex analysis of PM 10 and PM 2.5 time series is presented in [11] for a coastal site of New Zealand, which is based on artificial neural network modelling combined with kmeans clustering. The study revealed that particulate matter (PM) concentrations are sensitive to some meteorological variables: wind speed, wind direction, solar radiation, air temperature, apart from the contributions of different air pollution sources (e.g. traffic, industry, home heating etc.). This study showed a stronger correlation between some of these variables and PM concentration. Thus, according to our proposed method, a set of environmental variables that influence the PM level can be extracted and used for filling missing data in PM time series. Some imputation strategies for missing data in hourly environmental time series are discussed in [4] . A tentative multivariate and multiple imputation is analyzed. Some recent examples of statistical and other filling gaps methods applied to environmental data are discussed in [12] , for daily rainfall time series, and [13] , for hourly near-surface air temperature time series.
The paper is organized as follows. Section 2 describes the proposed neural network based missing data filling method in its general form and its particular form for the case of PM 2.5 time series forecasting, and also the general form of the Holt-Winters method used in this study. The experimental results obtained in the first phase of filling missing data, and also in the forecasting phase are discussed in section 3. The final section concludes the paper. 
The neural network and
and the x parameter is influenced by m related parameters: p 1 , p 2 , …, p m , for which complete time series are available. The missing value of x at time t can be filled with the value given by a function f model which has as input the values of the m related parameters at time t as shown by equation (2) .
In the general case, the f model function is nonlinear. We propose an artificial neural network (ANN) for modelling the nonlinear f model function. A feed forward ANN with m input nodes, one hidden layer (with r hidden nodes) and one output node (the value of x at time t) is used for missing value generation. Figure 1 shows the ANN model for missing data filling. The ANN training is performed on a training set that is extracted from the complete time series that are available for all m parameters and x. This applies also to the ANN validation and testing steps. We have to note that even if the x parameter is influenced by a larger set of related parameters, the missing data filling method uses only those parameters for which complete time series are available, in order to extract proper training, validation and testing sets. Finally, the trained ANN is used to generate missing values of the x parameter at time t as a function of the p related parameters, measured at the same time. This situation (of missing values in time series) is common in real time environmental monitoring networks due to problems with the measurement instruments (e.g. break down, calibration, or impossible detection of values under some limits).
The case of PM2.5 time series forecasting
In the case of PM 2.5 time series forecasting we propose three parameters (air pollutants) that influence the level of PM 2.5 : SO 2 , NO x , CO. The selection of these PM 2.5 related parameters is based on the results of several research work recently reported in the literature (see e.g. [14] , [15] ).
Equation (2) is particularized in the form of equation (3):
Thus, the missing value of PM 2.5 concentration level at time t is given by the feed forward ANN that has three input values: the concentrations of three air pollutants at time t, SO 2 , NO x and CO, one output node (the concentration value of PM 2.5 at time t). The ANN model (RNA-2) with the topology (3×r×1) is shown in Figure 2 . The number of hidden nodes (r) is determined by experiment.
Other parameters that influence PM 2.5 concentration level are meteorological variables: air temperature, wind speed, wind direction and solar radiation. Depending on the availability of complete time series at a specific air quality monitoring site, a selection from both types of PM 2.5 related parameters (i.e. air pollutants and meteorological parameters) can be done. 
The Holt-Winters forecasting method
Designing time series models is most often motivated by the intention of predicting a future value x(t+h) which is h samples ahead based on past and current values. Among linear time series models like AR, MA, ARMA, ARIMA based on calculus there are mainly empirical methods such as Exponential Smoothing and Holt-Winters, successfully applied in many domains [17] .
Holt-Winters method represents a refined and more complex prediction method as opposed to Exponential Smoothing [18] . In its most complex variant, it implies that the time series which is analyzed will be decomposed into two components: the tendency of the time series to increase or decrease or its trend (linear variation) and a seasonal component.
Supposing that our time series data have a seasonal component with period p, than the prediction is calculated by relation (4): In order to find the value of the seasonal component at time h n  , the smallest integer k has to be calculated, such that the condition
The components of the model (4) are given by recursive relations (5)- (7):
with the initial conditions:
and
The three components of the model (4) can be computed by solving (5)-(7) (using also (8)- (10)) for i=p+1, …, n [19] .
The forecasts depend on parameters α, β and γ, also called smoothing parameters. These parameters can be adjusted by trial and error in the interval 0…1 or computed based on a criteria that minimize the sum of squares of the one-step errors from relation (11):
applied to the already obtained data. The seasonal component can have an additive or multiplicative action in the prediction computation (the additive action keeps a constant amplitude seasonal variation while the multiplicative action varies its amplitude).
Proposed forecasting methodology
In this study we have applied the following methodology for PM 2.5 time series forecasting:
Step 1. Hourly time series data analysis for a specific monitoring site (i.e. time series for air pollutants: PM 2.5 , SO 2 , NO x , CO etc);
Step 2. Time series pre-processing (except missing data filling);
Step 3. Selecting the PM 2.5 related parameters that have complete time series available;
Step 4. Develop the RNA-2 model for PM 2.5 time series missing data generation by following the common steps of a feed forward ANN development: training, validation and testing;
Step 5. Generation of the missing data from the PM 2.5 time series with the RNA-2 model;
Step 6. Validation of the generated missing data (e.g. by human experts, by comparison with reference time series);
Step 7. Missing data filling in the PM 2.5 time series with the validated missing data generated by RNA-2 model and generate the PM 2.5 TS 1 time series;
Step 8. Generate the missing data from the PM 2.5 time series with another filling method, Holt-Winters, validate the generated missing data and fill in the PM 2.5 time series with the validated missing data, generating the PM 2.5 TS 2 time series;
Step 9. Forecast the next hour value of PM 2.5 with RNA-1 model at a specific monitoring site (S) by using PM 2.5 TS 1 and TS 2 (or a combination of TS 1 and TS 2 ) time series and compute some forecasting accuracy indicators (e.g. RMSE, IA);
Step 10. Forecast the next hour value of PM 2.5 with HoltWinters model at a specific monitoring site (S) by using PM 2.5 TS 1 and TS 2 (or a combination of TS 1 and TS 2 ) time series and compute some forecasting accuracy indicators (e.g. RMSE, IA);
Step 11. Compare the forecasting accuracy indicators of the two forecasting methods.
During methodology application, the RNA-2 model has to be developed by following the common steps of a feed forward ANN design and implementation: training, cross-validation and testing. This is done in step 4.
The methodology was adapted so that a comparative study of our proposed RNA-2 model with another missing value filling method, Holt-Winters, is performed, by analyzing the forecasting accuracy obtained by the RNA-1 model and Holt-Winters forecasting model on the two PM 2.5 time series (TS 1 and TS 2 or a combination of TS 1 and TS 2 ), generated after filling the missing data with the two experimented filling methods, RNA-2 and HoltWinters models.
Several experiments under different settings were run. The main experimental results are discussed in the next section.
Experimental results
The experimental results presented in this section are obtained in two situations. First, a PM 2.5 time series with empty spaces is filled using ANN and Holt-Winters filling missing data methods discussed in section 2. In the second case, the next hour PM 2.5 concentration forecasting is performed using ANN and Holt-Winters forecasting models. In both cases the results are compared in terms of statistical parameter root mean square error (RMSE).
Filling the missing data

The ANN method
The data sets used in this study comes from an air quality monitoring station from Ploiesti, Romania, and contains data of air pollutants concentrations and also meteorological parameters.
The first step of this study consisted in filling the empty spaces in the PM 2.5 time series using other pollutants concentrations and meteorological parameters, as it is supposed that there is a correlation between the variation of these parameters and the PM 2.5 concentration evolution. Thus, the model from Figure 4 is proposed. This model uses an artificial neural network with one input layer (with three neurons), one hidden layer and one output layer (with one neuron). The inputs of the RNA-2 Model 1 are the current values of nitrogen oxides, sulfur dioxide and carbon monoxide concentrations, the model output being the current value of the PM 2.5 concentration.
The ANN has the feed-forward back-propagation structure with Levenberg-Marquardt training algorithm. In this case, the hidden layer was simulated with 2, 3 or 4 neurons.
For this model, the root mean square error was calculated between testing data and the forecasted data, the results being presented in Table 1 . The best results in terms of RMSE values are obtained for the structure with 2 neurons in the hidden layer as the RMSE is the smallest.
As an attempt to improve these results, a second model is proposed with the structure from Figure 5 . The inputs of the model from Figure 5 are the current values of nitrogen oxides, sulfur dioxide and carbon monoxide concentrations and current values of temperature and relative humidity. As in the first case, the model output is the current value of the PM 2.5 concentration. The model uses a hidden layer with 4, 5 or 6 neurons. The other characteristics are similar to the ones from the first model. The results obtained in this case are presented in Table 2 . In this case, the best results are obtained for the artificial neural network architecture with 4 neurons in the hidden layer.
The Holt-Winters method
After analyzing the time series represented in graphic form (Figure 6 ), an additive action for the Holt-Winters method presented in section 2.2 seems to be better suited.
In order to evaluate how appropriate is Holt-Winters method do the problem of filling the missing data, a number of 150 values have been chosen to be predicted by this method, being part of the longest continuous segment of available data.
The model is computed by using the HoltWinters function available in R language packages. Also, the frequency chosen for the seasonal change is given by daily variations, so its value is 24 (hours). The variation can be observed from the graphical representation in Figure 6 . For our section of the time series, the model is described by the parameters from Table 3 . Also, the seasonal component is described by a range of 24 coefficients that correspond to the chosen frequency. The parameters a and b are used to initialize the two components for the trend: The predictions made by using the parameters described in Tables 3 and 4 
Comparative results
The first filling missing data method is based on artificial intelligence model which has as inputs the current values of air pollutants NO x , SO 2 and CO concentrations and also the current values of temperature and relative humidity. The output of the model is the current value of PM 2.5 concentration. The second solution for filling missing data is based on Holt-Winters method which uses previous values of PM 2.5 concentration to compute the missing values. Table 5 presents a comparison of the two filling missing data methods in terms of RMSE values. As it can be seen in Table 5 the RMSE values are quite small for both methods, which means that any of the methods is proper for filling missing data. Figure 7 illustrates a partial view of the comparison between the two filling missing data methods.
Taking into consideration the results from Table 5 and the comparison from Figure 7 it can be concluded that either method or a combination of them can be used for filling missing data. In this case, the missing data will be generated using RNA-2 Model when data for other pollutants and meteorological parameters (NO x , SO 2 , CO, Temperature, and Relative Humidity) are available and using Holt-Winters method if there are no available data for the mentioned parameters.
PM2.5 Forecasting
The forecasting of the PM 2.5 concentration refers to the next hour concentration based on previous hours values. This is done using two methods: neural networks and Holt-Winters.
ANN forecasting model
The proposed ANN forecasting model has the structure from Figure 8 . The model from Figure 8 has four inputs, namely the PM 2.5 concentrations from current hour (t), one hour ago (t-1), two hours ago (t-2) and three hours ago (t-3), and one output, the predicted value for the next hour (t+1) PM 2.5 concentration.
The ANN architecture consists of a feed-forward back-propagation structure having Levenberg-Marquardt as training algorithm. There is one hidden layer with 3 to 7 neurons. From Table 6 it can be observed that the smallest RMSE is obtained for the ANN architecture with 6 neurons in the hidden layer. Figure 9 . Comparison between tested data and forecasted data
In Figure 9 is presented a comparison between measured data and forecasted data which confirms the results from Table 6 .
Holt-Winters forecasting model
By using Holt-Winters method in order to calculate the prediction for the continuous time-series having missing data filled (a total number of 800 values), the model with the parameters from Table 7 has been obtained. 
Conclusion
The paper presented two methods for missing data filling in time series applied to PM 2.5 forecasting. First method is based on artificial neural networks and the second one is the Holt-Winters method. Also, a case study with two models (ANN and Holt-Winters) is presented. The ANN based models use as inputs the current concentrations of nitrogen oxides, sulfur dioxide and carbon monoxide, and also the values of some meteorological parameters (temperature and relative humidity), the output being the current value of PM 2.5 concentration. The Holt-Winters 
