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Abstract 
We explore the geometry linking the shape of a curved 
mirror surface to the distortions it produces on a scene it 
reflects. Our analysis is local and differential. We assume a 
simple calibrated scene composed of lines passing through 
a point. We demonstrate that local information about the 
geometry of the surface may be recovered up to the second 
order from either the orientation and curvature of the im-
ages of two intersecting lines, or from the orientation of the 
images of three or more intersecting lines. An explicit solu-
tion for calculating shape and position of spherical mirror 
surfaces is given. 
1. Introduction 
One of the main tasks of a visual systems is computing 
the shape of the objects [1]. A number of cues, notably 
stereoscopic disparity, texture gradient, motion parallax, 
contours and shading, have been shown to carry valuable 
information on surface shape, and have been studied ex-
tensively both computationally and psychophysically. The 
study of shading has been mostly restricted to the Lamber-
tian case. Specularities have been mostly ignored with the 
significant exception of the analysis of specular highlights. 
We are interested in exploring the possibility of recover-
ing information on the shape of a surface from the specular 
component of its reflectance function. Since we wish to ig-
nore the contributions of shading, we will study surfaces 
that are perfect mirrors. A curved mirror surface produces 
'distorted' images of the surrounding world (see Fig. 1 ). For 
example, the image of a straight line reflected by a curved 
mirror is, in general, a curve. It is clear that such distor-
tions are systematically related to the shape of the surface. 
Is it possible to invert this map, and recover the shape of the 
mirror from the images it reflects? 
The general 'inverse mirror' problem is clearly under-
constrained: by opportune manipulations of the surround-
ing world we may produce almost any image from any 
curved mirror surface as illustrated by the anamorphic im-
ages that were popular during the Renaissance. The pur-
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Figure 1. M.C. Escher (1935) 
pose of this paper is to begin an investigation of the con-
straints of the problem, in order to explore tlle conditions 
under which tlle reconstruction might be feasible, possibly 
in conjunction with other visual cues. To this effect, we as-
sume a calibrated world composed of the simplest primary 
structures: one point and one or more lines through it, and 
we study tlle relationship between the local geometry of th~: 
surface around the point of reflection, and the position, ori·· 
entation and curvature of the reflected images of such point 
and lines. 
Applications for our work include recovering the global 
shape of highly glossy surfaces. Two possible setup could 
be for istance: a) placing a suitable calibrated pattern of in-
tersecting lines near the specular surface and applying our 
analysis at the locus of the observed reflections of the pat-
tern intersections; b) placing a calibrated reference plam~ 
near the specular surface, projecting a suitable pattern with 
a calibrated LCD projector over the specular surface and ap-
plying our analysis at the locus of the intersections reflected 
by the surface over the reference plane and observed by the 
camera; such setup is appealing since it requires the same 
hardware used by common structured lighting techniques. 
Finally, due to increasing interest in omniview cameras with 
curved surfaces mirrors, our work may provide useful math-
ematical tools for the analysis and the calibration of such 
imaging systems. 
The main geometrical objects, constraints and notation 
are described in Sec. 2. The main geometrical techniques 
and results are obtained in Sec. 3 and Sec. 4. In Sec. 5 
we discuss our findings and propose a number of issues for 
further research. 
1.1. Previous Work 
Previous works have mainly used specularities (or high-
lights) as a cue to infer information about the geometry of 
a specular surface. Koenderink and van Doorn [11] qualita-
tively described how pattern of specularities change under 
viewer motion. This analysis was extended by Blake et al. 
and incorporated in a stereoscopic vision framework [3] [2]. 
Additionally, Zisserman et al. [14] investigated what geo-
metrical information can be obtained from tracked motion 
of specularities. Other approaches were based on math-
ematical models of specular reflections (e.g. reflectance 
maps) [9] or extention of photometric stereo models [10]. 
Oren and Nayar developed in [12] an analysis on classifica-
tion of real and virtual features and an algorithm recovering 
the 3D surface profiles traveled by virtual features. Zheng 
and Murata developed a system [ 13] where extended lights 
illuminate a rotating specular object whose surface is recon-
structed by analyzing the motion of the highlight stripes. 
Finally, in [8], Halsead et al. proposed a reconstruction al-
gorithm where a surface model is fitted to a set of normals 
by imaging a specularly reflective surface with a pattern of 
light. Their results were applied in the interactive visualiza-
tion of the cornea. 
2. The basic geometry 
The basic geometric setup is depicted in Fig. 2. A cali-
brated pattern is reflected by a curved mirror and the reflec-
tio-n is observed by a calibrated camera. The pattern may 
be formed by either one point or one point and one line, 
or 2 (or more) intersecting lines. Different kind of patterns, 
like circles or non planar patterns, might be also considered. 
Our analysis can easily be extended accordingly. 
2.1. Notation and Definitions 
A point (or a vector) in the 3D space is expressed by 
a column 3-vector and is denoted by a bold letter (e.g. 
x = (x y z)T). A vector whose norm is 1 is denoted by a 
bold letter with hat (e.g it). A coordinate reference system 
Tangent plane 
Reflected ~J;:--'' 
Normal vector 
\ Incident ray 
~ 
Camera reference system 
Figure 2. The basic setup. 
[XY Z] is chosen with origin Oc in the center of projection 
of the camera. See Fig. 3. The lines of the pattern intersect 
in Xp· Xi denotes the image of Xp reflected by the surface 
and Xm denotes the corresponding reflection point on the 
mirror surface. Since the camera and pattern are calibrated, 
Xp and Xi are known, whereas Xm is unknown. The normal 
to the surface in Xm is indicated by itm and is unknown as 
well. Let us call principal plane the plane defined by Xi, Xp 
and Oc and its normal vector is itp. Hence itp is a known 
quantity. 
The geometry of our setup satisfies 3 basic constraints. 
2.2. Specular reflection constraints 
Constraint 1. This is the perspective projection con-
straint: the point Xm must belong to the line defined by Oc 
and Xi, namely, 
(1) 
As a result, Xm is known up to a scalars. 
Constraint 2. This constraint accounts for the planar 
property of a specular reflection: the incident ray and the 
reflected ray must belong to the same plane, that is, the prin-
cipal plane. Hence the normal vector itm to the surface at 
Xm belongs to the principal plane. Namely, 
(2) 
Constraint 3. This constraint accounts for the reflection 
law: the angle between incident ray and normal to the point 
must be equal to angle between reflected ray and normal to 
point. Namely, 
n;, Xm n;, ( Xm - Xp) 
llxrnll = llxrn- Xpll 
(3) 
Such constraints can be combined in order to prove the fol-
lowing lemma: 
Lemma 2.1 The normal vector itm is completely deter-
mined bys. 
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Figure 3. The geometry. 
In fact, indicating 1~:::::::;11 in Eq. 3 by Xr and by using 
Eq. 1, Eq. 3 becomes: 
(4) 
By combining Eq. 4 with Eq. 2, ilm can be expressed as a 
function of s: 
(5) 
As a corollary, the reflection angle(} is parametrized by s as 
well: 
V2 
cosO=-
2 
2.3. The principal reference system 
(6) 
We introduce a different coordinate reference system 
[UVW] called the principal reference system. See Fig. 3. 
Such reference frame was introduced the first time by Blake 
in [2]. The principal reference system is centered in Xm; the 
w axis is coincident with ilm(8); the v axis is coincident 
with ilp; the u axis is given by u = v x w. Thus, a point 
x in the [XY Z] and the corresponding point x' in [UVW] 
are related by transformation x' = RT (x- T), where R(s) 
= [ilv x ilm(s) ilp ilm(s)] and T(s) = sxi. For instance, 
the center of the camera becomes - R( s) TT( s); Notice that 
the transformation is function of 8. From now on, we shall 
always omit s from the notation (unless we need to explic-
itly show such dependency) and assume that we work in the 
principal reference system. 
2.4. Discussion 
As stated by Lemma 2.1, as 8 varies, a family of reflected 
points Xm ( s) and corresponding normal vectors ilm ( 8) is 
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Figure 4. Family of normal vectors. 
described. See Fig. 4. Each pair of points and correspond-
ing normal is consistent with the observation Xi of the re-
flected point. As a result, in order to find the parameter 8 
corresponding to the actual mirror surface, we need to in-
troduce more constraints. 
If the mirror surface is a plane, the surface is completely 
defined by Xm ( 8) and ilm ( 8). Hence we obtain a family X 
of the planes, parametrized by s, and consistent with our ob-
servation. As further constraint, we can use the correspon-
dence between the orientation of one pattern line through 
Xp and the corresponding observed line reflected by the sur-
face. Only one mirror plane within the family X gives a re-
flected line which is consistent with the observation. Notice 
that such constraint does not carry meaningful information 
when either the pattern line belongs or is perpendicular to 
the principal plane. In fact, as we shall see qualitatively in 
Sec. 3.5, in both cases the corresponding reflected line is al-
ways consistent with the observation, no matter which plane 
within x is considered. 
If the surface is a sphere, we need to consider one more 
constraint. The tangent plane of the sphere in Xm ( s) is de-
fined by ilm(8) and therefore again fully described by 8. 
However the pattern line reflected by the sphere is now im-
aged as a curved line. We shall show in Sec. 3 that the 
tangent to the imaged curve in Xi is not only function of 
the tangent plane but also function of the curvature a of the 
sphere. Thus, the whole problem can be solved by jointly 
estimating both s and a. This can be done by introducing a 
further constraint: for instance by relating one more pattern 
line through Xp and the corresponding reflected curve in the 
image line. We shall see in Sec 3.5 that a first order local 
analysis suffices to estimate both 8 and a. 
If a generic surface is considered, we can locally approx-· 
imate the surface in Xm ( s) with a paraboloid, which is fully 
described by the two parameters of curvature a and b and a 
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third parameter c (tilt). Thus, we need to account for more 
constraints in order to solve for the new unknowns. 
3. First order local analysis 
In this section we examine what information can be re-
trieved from the image of the point and lines where up to 
first order information (point position and line tangents at 
the point) is considered. 
3.1. Parametric representation of the. pattern 
As described in the previous section, the pattern can be 
formed, for instance, by intersecting two lines. Since the 
pattern is calibrated, we know the intersecting point location 
.which can be redefined as Xpo· The orientation of the line 
in space is also known. As a result, we can describe the 
generic pattern line in parametric form as follows: 
Xp(t) = Xpo +tAp 
where Xpo and Ap are known quantities. 
3.2. Mirror surface approximation 
(7) 
In general, the mirror surface can be implicitly described 
by an equation g(x, y, z) = 0. Since we are interested in 
analyzing the surface locally, we can always consider the 
corresponding Monge representation of the surface; that is, 
the surface can be described by the graph z = G ( x, y). In 
the principal reference system, the normal of the surface 
at the origin is w and the tangent plane to the surface at 
the origin is the plane defined by u and v. Therefore the 
equation of the surface can be written in the special Monge 
form [7] as follows: 
1 
z = 1 (ax
2 + 2cxy + by2 ) 2. 
1 
+ 1(ex3 + 3fx2 y + 3gxy2 + hy3 ) + · · · 3. 
(8) 
For instance if the surface is locally a sphere of radius r, the 
graph is z = r - J r2 - x2 - y2 and the Monge form is: 
1 1 
z = -(x2 + y2) + -(x4 + 2x2y2 + y4) +... (9) 
2r 8r3 
The surface can always be locally approximated by a 
paraboloid, provided that third and higher terms are neg-
ligible. Notice that the parameters a, b and c of the Monge 
form are unknown. 
3.3. First order differential analysis 
In this section we introduce the main mathematical tool 
to study the differential behavior of a specular reflection 
around the reflection point. In the same fashion as de-
scribed by Chen and Arvo in [6] we define a path function 
f which maps a point Xp (within the pattern) into the corre-
sponding reflection point Xm in the mirror surface, given a 
fixed observer Oc. Since Xp is constrained to belong to the 
parametrized pattern line, the mapping can be expressed as 
follows: 
(10) 
In other words, Eq. 10 defines a parametrized space curve 
lying within the mirror surface which describes the position 
of the reflection point Xm, as t varies. 
We can use the Fermat Principle [4] of the shortest 
distance - the reflection point is a point that belongs to 
the mirror surface that locally minimizes the specular path 
length from the pattern to the observer - in order to solve 
f for Xm. In other words, Xm can be found by minimizing 
the path length d = llxm - Xp(t)ll + llxm - Ocll and by 
imposing that g(xm) = 0, where g(x) is the implicit func-
tion describing the mirror surface. At that end, by applying 
the Lagrange Multipliers Theorem, we obtain: 
{ 
_ (xm-Xp(t)~ -\Xm-Oc~ + AV'g(x) = O 
llxm-Xp{t) I I Xm Oc I 
g(x) = 0 
(11) 
which is a non linear system of 4 equations in 4 un-
knowns (xm and A). Such a system can be denoted 
by F(t, Xm, A) = 0, where each component of F = 
[F1 F2 F3 F4 ]T captures the left side of one of the equations 
in (11). 
Unfortunately, there does not exist a closed form solution 
forxm, even for simple g(x), like a sphere. However, if we 
call Xmo the solution for a given t 0 , we can study the differ-
ential behavior of f(t) around t 0 by exploiting the Implicit 
Function Theorem. The theorem states that if (to, Xmo, Ao) 
is a solution for F(t, Xm, A) = 0 and if the 4 x 4 Jacobian 
matrix 
J = 8F{t, Xm, A) 
8(xm, A) (12) 
is not singular at {t0 , Xmo, A0 ), then there exists an unique · 
explicit function¢> : t --+ (xm, .A) that satisfies F(t, ¢(t)) = 
0 in a neighborhood of (t0 , Xmo, A0 ). Unfortunately the the-
orem does not tell us how to compute ¢>. By differentiating 
F(t, ¢>(t)) in (t 0 , Xmo, A0 ), we achieve the following equa-
tion: 
B=-JM (13) 
where 
B= 8F(t,xm,A) (14) 
at 
M = ( it(t) v(t) w(t) 5.(t) ]T (15) 
The dot indicates the derivative of the component with re-
spect to t and ~ = [!t& !t& !t& Ml] fori = 1 · · · 4. 8lx,,A) 8u 8v 8w 8A ' ' 
Eq. 13 essentially relates the tangent vector of the curve 
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f(t) = [u(t) v(t) w(t)] at Xmo = f(t 0 ) with the pattern 
geometry and the local parameters of the mirror surface. 
In the principal reference system, Xm
0 
is located at the 
origin. Furthermore we assume that, without loss of gener-
ality, Xmo = f(t 0 ) = 0 when t 0 = 0. We use the special 
Monge representation (Eq. 8) to describe our mirror sur-
face. It is not difficult to see that, if we evaluate Eq. 13 at 
the reflection point Xmo• the 4th row vector of J becomes 
(0 0 1 0], the 4th column vector becomes [0 0 1 O]T and 
!J{f = 0. Furthermore the equation obtained by consider-
ing the 4th component ofEq. 13 implies that w(to) must be 
zero. We expect this result since the tangent of f(t) at Xm
0 
lies in the surface tangent plane, which is orthogonal to w. 
As a result, Eq. 13 can be expressed in a more compact 
form: 
[ 2ft l = - [ ¥;- ~ l [ ti(t) l (16) ~ ~ ~ v(t) 8t 8u 8v 
The entries of Eq. 16, valued at ( t 0 , Xm0 , .\0 ), can be written 
as follows: 
~ = \l~o \1 ( tl.pw cos() sin() - tl.pu cos2 ()) 
!ill.=-~ 8t IIPoll 
ill = cos2 (} sill Pol II - 2a cos(} 8u 8 Po 
~ = ~- 2bcos() 8v Blfp~ 
~ = ~ = -2ccos() 
where s is the distance between Oc and Xmo (see Eq. 1). 
Notice that the angle of reflection (} (see Eq. 6), IIPoll and 
Ap = [tl.Pu tl.pv tl.pwf depend upon s. 
The components of the tangent vector t = [u v w]T of 
the curve f(t) at to can be derived from Eq. 16: 
[ 
Uo ]- ~ [ Jv - 2b COS 0 2c COS 0 l [ Bu l 
Vo tl. 2c COS(} Ju - 2a COS() Bv 
(17) 
where tl. = (Ju- 2acos())(Jv- 2bcos())- (2ccos())2, 
Bu. and Bv indicate 2ft and ¥f respectively; finally Ju. 
and Jv capture the remaining quantities within ~ and ~ 
respectively. 
We remind here that such conclusion holds provided that 
mapping ¢ is unique in a neighborhood of (to, Xm
0
, A0 ), 
namely, that J 0 (i.e. J valued in (t 0 , Xmo, .\0 )), is non sin-
gular. It is not difficult to show that the determinant of J 0 
is - tl.. As a result, the condition tl. f. 0 is sufficient for the 
mapping ¢ to be unique. 
Proposition 3.1 If the mirror suiface is locally strictly con-
vex in an neighborhood ofxmo• then tl. is always f:. 0. 
PROOF. By hypothesis of locally strictly convex mirror in 
an neighborhood of Xmo and recalling how the surface is 
located in the principal reference system, the second order 
parameters (a, band c) of the expansion of Eq. 8 must sat-
isfy: 
{ a< 0; b < 0 c2 < ab 
Let us impose by contradiction that tl. = 0. Thus, 
(18) 
c2 =(~-a)(~- b) (19) 
2 cos(} 2 cos (} 
Since Ju, Jv > 0 and the reflection angle(} must be< 1r /2, 
Eq. 19 implies that at least one of the conditions in Eq. 18 
cannot be verified. 0 
From now on we shall always assume that tl. f. 0. 
3.4. Observation of the reflected pattern line 
As depicted in Fig. 2, the pattern line, reflected by the 
mirror surface, is imaged as a curve line in the image plane. 
We call such curve fi. fi is essentially the perspective pro-
jection of f(t) into the image plane. Let us call t 0 the tan-
gent vector off( t) at Xmo and tio the tangent vector of fi at 
Xio, which is the perspective projection of Xmo into the im-
age plane. It is not difficult to show that tio is parallel to the 
perspective projection of t 0 into the image plane. Further-
more tio and t 0 are linked by the following relationship: 
(20) 
In fact, since tio is parallel to the perspective projection of 
t 0 , the plane defined by Oc and tio contains t 0 • Thus, if we 
call flt the normal vector to such a plane, n'[ to = 0. Since 
n'!:, to= 0, to= llm X llt, which is Eq. 20. 
Additionally, we notice that all the terms in Eq. 17 do 
only depend upon the second order parameters (i.e. a, band 
c) of the expansion of Eq. 8, although no high order terms 
are assumed to be negligible in the Monge form describing 
the mirror surface. In other words, such result is valid no 
matter which surface is considered. 
As a result, the following fundamental proposition holds: 
Proposition 3.2 The tangent vector of the curve fi at Xio in 
the image plane only depends upon the geometry of the pat-
tern line, the position ofxmo and Oc and the second order 
parameters of the, Taylor expansion of the surface Mongt.· 
form. 
In Fig. 5 an example is shown. The curve fi is generated 
by a sphere with curvature a = -0.2. The tangent tspher<: 
of fi at Xio is depicted by the solid line. If the sphere is 
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Figure 5. The tangent of the observed curve 
at Xio is function of the surface curvature. 
replaced by a surface with zero curvature (namely, a plane 
coincident with the tangent plane of the sphere at Xmo ), the 
new observed curve is a dashed straight line tplane· Notice 
that tplane and tsphere have two different orientations. 
3.5. Surface recovery 
Let us consider Eq. 17. The unknowns ares (embedded 
in Ju. Jv. (), Bu,Bv, IIPoll and Ap) and the second order 
parameters of the surface (a, b and c). Let t.p denote the 
angle between t 0 and u. Thus, ito = lito II cost.p and Vo = 
II toll sin t.p. The angle <p can be estimated by using Eq. 20 
and by measuring tio in the image plane. Notice that lito II 
is unknown as well. 
By manipulating Eq. 17 we obtain: 
(Ju - 2a cos 8)Bv + 2cBu cos() 
tan<p = (21) ( lv - 2b COS 8)Bu + 2cBv COS() 
We want to study this equation for different kinds of sur-
faces. If the mirror surface is a plane, then a = b = c = 0. 
Thus, Eq. 21 becomes: 
Bv lu 
tan<p= --
Bu Jv 
(22) 
Since the only unknown is s, the constraint given by one 
pattern line is enough to solve the problem, as we have pre-
dicted in Sec. 2.4. If s0 is the solution of Eq. 22, Xm0 = 
SoXio and the orientation of the plane in the [XY Z] refer-
ence system is completely determined (see Eq. 5). 
If the mirror surface is locally a sphere, the correspond-
ing Monge form is expressed by Eq. 9. In this case a= b = 
1/(2r) and c = 0. Since we have one more unknown, we 
need to introduce one more constraint which can be given 
by a second pattern line. Let >.1 and >.2 be the 2 pattern 
lines. We obtain the following system of two equations: 
where the superscript 1 and 2 indicate the quantities at-
tached to >.1 and >.2 respectively. Thus 
"lll(s) = tan<p1 B~ B;- tant.p2 B~ B~ = 0 (23) 
B~ Ju - tan </)1 B~ Jv 
a= (24) 
2 cos 8(B~ - tan </)1 B~) 
We can solve Eq. 23 for s. Once sis known, we can com-
pute Xm 0 and ilmo in the [XY Z] reference system. The 
curvature of the sphere can be estimated by using Eq. 24. 
For more complex surfaces we have more unknowns (a, 
b and c are in general f: 0). We might think to constrain 
the problem with 3 pattern lines. For each line we can write 
a corresponding Eq 21. We can arrange such equations in 
order to obtain a linear system in 3 equations in 3 unknowns 
(a, b, c) parametrized by s. Numerical analysis shows that 
the rank attached to such linear system is < 3 for s = s0 
whereas, in general, for s f: s0 , is exactly 3 (where s0 in-
dicates the actual value of s ). As a result, we can exploit 
such property to estimate s0 • On the other hand, this means 
that the local second order geometry of the surface cannot 
be fully retrieved. Namely, a , b and c can be estimated up 
to a scalar factor. The details of this analysis will appear in 
a forthcoming paper. 
As anticipated in Sec. 2.4, we want to analyze two spe-
cial cases where the reconstruction is not feasible: 1) pattern 
line lying in the principal plane 7rp; 2) pattern line orthog-
onal to 1r,. Let us consider the first case. Since Llpv = 0, 
Bv = 0. Thus, tant.p = 2ccos8f(Jv- 2bcos8). Notice 
that the value of <p is the same no matter which line is con-
sidered within 7rp. Furthermore, if the mirror surface is a 
plane or a sphere, <p = 0, namely, the tangent vector al-
ways lies in 1rp for any s. The second case is similar. Since 
Llpu = Llpw = 0 , Bu = 0. If the mirror surface is a plane 
or a sphere, <p = 1r /2, namely, the tangent vector is always 
orthogonal to 1r P for any s. As a result, in both cases, the ob-
served tangent vectors do not carry any useful information 
as far as the s0 estimation is concerned. 
3.6. Numerical experiments 
In order to validate some of the theoretical results in-
troduced in the previous section we have implemented a 
program to simulate specular reflections. Given the pattern 
point, a known surface (defined as a graph) and the observer, 
the routine computes the corresponding specular point over 
the surface by using a least square optimization technique 
to solve the system in Eq. 11. Thus, given a pattern line, 
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Figure 6. Estimation of s and radius. 
the routine computes the reflected curve imaged by the ob-
server. Fig. 5 shows an example of curves imaged by the 
camera. 
As an example of shape recovery, we validated Eq. 23 
and Eq. 24 for the sphere. Given an image curve produced 
by the specular reflection simulator, the tangent lines at Xio 
are estimated. Since location and orientation of the pattern 
lines are known, Eq. 23 can be solved for s in the least 
square sense. Such value of s can be used to estimate the 
curvature of the sphere by using Eq. 24. In Fig. 6 an ex-
ample is shown. The sphere has radius r = -3 and the 
distance between observer and reflection point on the sur-
face is given by S 0 = 900. The plots in the top and middle 
panel represents 'lt and log(lwl) respectively as function of 
s. The value of s which minimizes log(l'ltl) is the solution 
of Eq. 23. The minimum is achieved for s = s 0 = 900. No-
tice that the zero is easily detectable numerically since it is 
attached to the change in the sign of 'lt. The plot in the bot-
tom panel represents the radius r of the sphere as function 
of s estimated by means of Eq. 24. As we can see, r = -3 
at s = 900. 
Future work is needed to investigate from the theoretical 
point of view whether 'lt ( s) has a unique solution or not, 
although as result of our simulations there is no evidence of 
multiple solutions .. 
4. Second order local analysis 
We now assume that we can measure the curvature k of 
the lines in the image, as well as point position and line 
orientation. The second order analysis attached to the map-
ping f(t) can be obtained by taking the second derivative of 
F(t, 1/>(t)) in (t0 , Xmo, A0 ). Thus, differentiating Eq 13, we 
obtain 
aB = _ aJ M _ J aM 
at at at (25) 
where 
aM = ( u(t) ii(t) w(t) X(t) f (26) 
at 
Eq.25 and Eq.26 relate the second derivative of the curve 
f(t) at Xmo to the pattern geometry and the local parame-
ters of the surface. It is not difficult to show that each en-
try of Eq.25 may depend on up to the third order terms of 
the Taylor expansion for the surface Monge form (Eq. 8). 
Hence, whenever we use a paraboloid to approximate the 
surface, it is necessary to verify that the third order terms 
are negligible. 
Let ko be the curvature of f ( t) at Xmo . The general ex-
pression of the curvature is (see [5]) 
k = lif(t~ X f(t)ll 
lif(t)ll3 
(27) 
Let it1 o be the principal normal of f ( t) at Xm0 • Notice that 
itfo is not necessarily coincident with the surface normal 
itmo. Let bmo be the normal to the osculating plane at Xm
0
• 
The curvature ko can be related to the curvature k;0 of the 
image curve f; 0 at Xm0 by means of (see [7]) 
(28) 
where Oc and tmo are function of s, kio can be estimated 
within the image plane1, bmo and k 0 are unknown. If a is 
the angle between it 1 o and itmo = w, then 
Lemma 4.1 itJo and bmo are completely determined by a 
andtmo• 
PROOF. Since bmo is orthogonal to itto and tmo• the vec-
tors it 1 o, bmo and w span a plane orthogonal to tmo. 0 
Finally, we introduce the following proposition: 
Proposition 4.1 The curvature of the curve f(t} atxmo can 
be expressed as a function of the observed curvature k;0 , s 
and the second order terms of the Taylor expansion of the 
surface Monge form (namely, a, band c). 
PROOF. By inspection, from the 4th row of the vector equa-
tion (25), we obtain: 
au~+ 2c u0 v0 + b v~ + w0 = 0 (29) 
where U0 = II toll cos cp and Vo = lito II sin cp. Furthermore, 
the second derivative of the curve f(t) at Xmo is 
00 oo ~A 0 2 A 
[ 
Uo ] • f(to) = ~: = f)t tmo + llf(to)ll ko llfo 
(30) 
1The formula has been derived for the image sphere. Such quantities 
can be easily related to the image plane. 
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The third component of Eq. 30 gives W0 = llf( t) 11 2 k0 w fo• 
where Wfo is thew component of ilia· Notice that Wfo = 
cos a. Thus, we can solve Eq. 29 for k0 , obtaining 
ko = acos2 'P + 2ccos~.pcos<p + bsin2 'P 
cos a 
(31) 
By combining Eq. 31 and Eq. 28 and by Lemma 4.1, arela-
tionship between k0 , kio• a, b, c and scan be written2.0 
4.1. Surface Recovery 
If the surface is locally symmetric about Xm
0
, the 
third order terms of the Taylor expansion of the surface 
Monge form are zero. Therefore Eq.25 allows us to relate 
[ii.o v0 woJT to a, b, c and s. By combining the curva-
ture measurements of 2 image curves at Xio• Eq.25, Eq.27, 
Eq.28 and Eq.31, we introduce two more constraints which 
can be used, along with the first order ones, to estimate the 
unknowns a, b, c and s. If the surface is not locally sym-
metric about Xm
0
, the third order terms are not necessarily 
zero. However if they are negligable in a neighborhood of 
Xm
0
, we can still estimate a, b, c and s as above. 
5. Summary and Conclusions 
We have proposed an analysis of the relationship be-
tween the image of a calibrated scene composed of lines 
through a point, and the geometry of a curved mirror sur-
face on which the scene is reflected. Our analysis relates 
the position of a point in the image, and the orientation and 
curvature of lines through that point, to the local structure 
of the mirror (up to the third order) around the point of re-
flection. 
Our main result is that it is possible to reconstruct the 
position and shape of the mirror surface up to the second 
order from the orientation and curvature of the images of 
two intersecting lines. Such reconstruction is local and is 
valid in a neighborhood where the third order terms may be 
neglected. Additionally, position and normal of the mirror 
surface may be obtained from the orientations of the im-
ages of three or more intersecting lines. A second order 
descrition of the surface can be retrieved up to a scale fac-
tor. The details of this analysis will appear in a forthcoming 
paper. An interesting result is that, even if only up to first or-
der information is sought (i.e. the position of the reflection 
point and the tangent plane to the surface at such point) one 
cannot ignore the second order information in the surfaces. 
Explicit solutions for fully calculating the shape and posi-
tion of planar and spherical mirror surfaces are given. The 
equations are validated by means of numerical simulations. 
2Notice that the quantity at the numerator of Eq. 31 is the principal 
curvature of the surface in the direction of tmo and that Eq. 31 itself is an 
expression of the Meusnier's Theorem. 
Future work is needed to study how sensitive the esti-
mated parameters are with respect to noise added to the tan-
gents and curvature estimates and validate our results with 
experiments with images of real specular surfaces. 
We view our results as a promising start in the quest of 
computing the global shape of specular surfaces under fairly 
general conditions. The more interesting case of an uncal-
ibrated world appears much more challenging and will re-
quire most certainly the integration of additional cues and 
some form of prior knowledge on the likely statistics of the 
scene geometry. 
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