Abstract. We prove that the T T -gauge-fixed linearised Einstein operator is non-degenerate for Riemannian Kottler ("Schwarzschild-anti de Sitter") metrics with dimension-and topology-dependent ranges of mass parameter. We provide evidence that this remains true for all such metrics except the spherical ones with a critical mass.
Introduction
There is currently considerable interest in the literature in spacetimes with a negative cosmological constant. In particular one is interested in existence of stationary black hole solutions of the Einstein equations with Λ < 0, with or without sources, and in properties thereof. Many such solutions have been constructed numerically, e.g. [6, 7, 22, 23, 26] .
In [1, 9] we showed how to construct infinite dimensional families of nonsingular stationary black hole spacetimes, solutions of the Einstein equations with a negative cosmological constant in vacuum or with various matter sources, assuming that a suitable linearised operator was an isomorphism. In [1, Proposition D.2] we proved the isomorphism property at Kottler solutions with negatively curved sections of conformal infinity for some dimension-dependent explicit ranges of the mass parameter (the whole range of masses in space-time dimension four, and the whole range of negative masses in all dimensions). However, the case of flat or positively curved conformal infinity has been open so far. The aim of this work is to prove the optimal result for all topologies in spacetime dimension four, and to provide partial answers to this problem in higher dimensions. This extends immediately the applicability of the existence theorems of [1, 9] to the topologies and dimensions covered here.
Indeed, we prove:
Theorem A. Let us denote by P L the linearisation, at Riemannian Kottler metrics (2.1) with negative cosmological constant, of the T T -gauge-fixed Einstein operator. Then:
(1) P L has no L 2 -kernel in spacetime dimension n + 2 = 4 except for spherical black holes with mass parameter (1.1) µ = n n + 1
(2) P L has no L 2 -kernel for toroidal and higher genus black holes for all mass parameters µ in dimension n = 2, as well as for open ranges of parameters µ ∈ (0, µ(n)) for n > 2 and K = 0, where µ(n) > 0 solves a polynomial equation; cf. Table 1 
in low dimensions.
Theorem A is a rewording of Theorem 5.1 below. In order to prove an equivalent of part (2) of Theorem A for black holes in higher-dimensions with K = −1 it remains to establish a higher-dimensional topology-independent linearised-Birkhoff-type theorem, which is likely to hold but which we did not attempt to prove.
We also propose a scheme, supported by numerical evidence, that could establish an equivalent of part (1) of Theorem A for all topologies and spacetime dimensions, except for the exceptional value (1.1) of the mass in the spherical case. We thus conjecture:
Conjecture B. P L has no L 2 -kernel except if K = 1 and µ is given by (1.1).
In order to establish the conjecture one would need to justify rigorously that our proposed scheme works, to prove the already alluded-to linearised Birkhoff theorem for K ∈ {±1} in dimensions n > 2, and to show the gauge character of l = 1 modes with K = 1 in dimensions n > 2.
We emphasise that point (1) of Theorem A holds regardless of the genus of the black hole. The proof in [1, Proposition D.2] of the higher-genus case K = −1 of (1) uses a completely different method, and leads to restricted ranges of masses in higher dimension. Our method here provides an alternative argument which, at the level of numerical tests, covers all masses. Now, the idea in [1, 9] is to show that the construction of stationary Lorentzian solutions near a known static d-dimensional metricg can be carried-out using the implicit function theorem near a Riemannian d dimensional partner metricg. Consider then the operator P L obtained by linearising the Einstein equations at the "Wick rotated" metricg associated tog and imposing the T T gauge. The construction of [1, 9] applies if P L has no L 2 -kernel; we then say that the Riemannian metricg is non-degenerate. We show here that non-degeneracy holds for Kottler metrics with spherical black hole horizons in four spacetime dimension, and for toroidal black hole horizons in all dimensions, for wide ranges of masses.
Some comments on the proof are in order. For this, let h be an element of the L 2 -kernel of the operator P L defined above. Our proof relies heavily on the remarkable construction of master functions of Ishibashi and Kodama [16] . Indeed, h can be decomposed into a sum of eigentensors of relevant operators, which we will refer to as modes. The modes split into two families, which we will refer to as exceptional modes and master modes. The master modes of h are controlled by the Ishibashi-Kodama master functions, which we show to be zero under the conditions above. We use the vanishing of the master modes to show existence of a vector field with controlled asymptotic behaviour which can be used to gauge-away the relevant part of h. Likewise we show that the special modes are pure gauge in the last, controlled, sense. Adding the associated vector fields and using the TTgauge condition, together with suitable Birkhoff-type linearised theorems, we establish that the kernel is trivial in the cases listed in Theorem A.
We note that a non-trivial kernel of P L implies existence of growing linear modes in the corresponding spacetime, except perhaps for variations in the direction of nearby stationary metrics. So proving that P L has no L 2 -kernel has implications for the dynamics of the associated Lorentzian solutions. However, non-degeneracy does not imply linear dynamical stability on the Lorentzian side, since non-degeneracy only excludes modes with a specific spectrum of frequencies.
Riemannian Kottler metrics
We start with a review of the Riemannian counterparts of the "generalized Kottler [19] metrics", also known as "Schwarzschild-anti de Sitter metrics", or "Birmingham metrics" [5] .
In what follows we will be making extensive use of [16] , in order to be consistent as much as possibly with their notations we set
where d is the dimension of spacetime. (The reader is warned that this does not coincide with our notations in [1, 9] , where n denotes space dimension d − 1.)
The metrics of interest read
where is a constant related to the cosmological constant Λ < 0 by the formula
µ is a real constant, and K ∈ {0, ±1}. Furthermore, h K is a metric on an n-dimensional Einstein manifold n N . The metricg is Einstein if the Ricci tensor of h K equals (n − 2)Kh K . This will be assumed in what follows. We require that f has positive zeros, we denote by r 0 > 0 the largest such zero, which we assume to be of first order (as will necessarily be the case if K ≥ 0 and µ > 0):
After introducing a new coordinateř by the formula
ds , one can rewrite the metric (2.1) as
where H is obtained by dividing g tt byř 2 . Elementary analysis, using the fact that r 0 is a simple zero of F , shows that
This implies that a periodic identification of t with period (2.5)
guarantees that dř 2 +ř 2 H(ř)dt 2 is a smooth metric on R 2 with a rotation axis atř = 0. As a result, (2.4) defines a smooth Riemannian metric on
The metric (2.1) can be smoothly conformally compactified by introducing, for large r, a coordinate ρ := 1/r and rescaling: (2.7)
Hence, the (n + 1)-dimensional conformal boundary ∂M := {ρ = 0} of M is diffeomorphic to S 1 × n N , with conformal metric
As already pointed out, it has been shown in [1, Appendix D] that all such solutions with n + 1 = 3 and K = −1 are non-degenerate. Furthermore, in that reference non-degenerate families of higher-dimensional such solutions have been described explicitly. We thus conjecture that the ranges of mass parameters there are not sharp, and that the arguments proposed here can be used to establish non-degeneracy for all values of µ when K ≤ 0.
In the analysis of the master equations below we assume that ( n N, h K ) is a maximally symmetric compact manifold. When K ≥ 0 the hypothesis that Λ < 0 and that of existence of a black hole with r 0 > 0 implies µ > 0 .
with the corresponding outermost-horizon radius r 0 = 1/
. The idea is to reduce the question of non-degeneracy to the Riemannian equivalent of the "master equations" of Ishibashi and Kodama [12, 16] as follows:
(1) rewrite the master equations in a Riemannian form; (2) work-out the asymptotic behaviour of the master fields corresponding to L 2 -elements of the kernel of the shifted Lichnerowicz operator P L defined below; (3) prove that all associated solutions of the master equations are trivial; (4) prove that elements of the L 2 -kernel with trivial master fields vanish identically. Point (1) above is straightforward once the impressive work in [16] has been carried out, but the remaining parts require some work. We note that point (4) captures the fact that the master equations contain the whole gauge-invariant information about the linearised gravitational field.
Consider, thus, an element h = h µν dx µ dx ν of the L 2 -kernel of
where ∆ L is the Lichnerowicz Laplacian, acting on symmetric two-tensor fields h µν as [4, § 1.143]
It follows from [20] that |h|g = O(ρ n+1 ), or in local coordinates near the conformal boundary,
Let us show, first, that h satisfies the linearised Einstein equations. For this, recall that the Hodge Laplacian acting on one-forms is defined as (2.13)
If the Ricci tensor is covariantly constant, then [21] div
This implies that L 2 -elements of the kernel of P L are divergence-free: Indeed, assume that h is in the L 2 -kernel of P L and let u = div h. We have
and u ≡ 0 follows. Note that there are no boundary terms in the integrationby-parts above by, e.g., [20] . Next, recall that we always have
The linearisation of the trace-shifted Ricci tensor reads
where (2.15)
and where Tr denotes the trace (note the geometers' convention to include a negative sign in the definition of divergence).
We have just seen that tensors in the kernel of P L are transverse and traceless. It follows from (2.14)-(2.15) that they are also in the kernel of the linearised vacuum Einstein operator. Now, it follows immediately from the analysis in [16] that, similarly to the Lorentzian case, the linearised Einstein operator for metrics (2.1) on manifolds as in (2.6) leaves invariant the subspaces of "scalar", "vector", and "tensor modes".
The modes l = 0, 1 require separate attention. A detailed analysis of this case, in Lorentzian signature, four spacetime dimensions, and spherical black-hole topology, can be found in [11] .
1 Indeed, it is shown there that the l = 0, 1 modes are, up to a gauge transformation, variations of the mass parameter of the Schwarzschild-anti de Sitter metrics (l = 0), or variations of the angular-momentum parameter when the Schwarzschild-anti de Sitter metric is viewed as a member of the Kerr-anti de Sitter family of metrics (l = 1). We show in Appendices F-H how to adapt the arguments of [11] to the cases of interest here.
As is well known, solutions of the linearised Einstein equations corresponding to variations of the mass parameter are not in L 2 , except if µ is given by (2.19) below, which is seen as follows: Replacing t in (2.1) by a 2π-periodic variable ϕ we find, in all spacetime dimensions d = n + 2,
It is then easily checked that dg/dµ ∈ L 2 if and only if
This has no solution with r 0 > 0 when K = 0 or K = −1, while if K = 1 this leads to
In Appendix J we review the Riemannian Kerr-anti de Sitter metrics, and we prove there that variations of angular momentum lead to linearised solutions of the vacuum Einstein equations which are not in L 2 either.
Master functions
The master functions of Ishibashi and Kodama, which we denote by Φ S,I , Φ V,I , and Φ T,I , where the index I runs over all eigenfunctions of ∆ h K on n N (i.e. l = l(I)), are solutions of a two-dimensional Schrödinger equation
with f = f (r) as in (2.1), while
Note that our potentials Φ i,I differ from those of [16] by a multiplicative positive factor f (r). For a sphere there are no master potentials for l = 0, 1; for a torus no master potentials Φ S,I and Φ V,I for k = 0 = k V ; and no master potentials for k = 0 (scalar potential) in the higher genus case. For K = 1 we have k 2 = l(l + n − 1) with l ≥ 0, k 2 V = l(l + n − 1) − 1 with l ≥ 1, and k 2 T = l(l + n − 1) − 2 with l ≥ 2. For K = 0 and a flat torus at infinity,
with each S 1 -coordinate of period 2π, and with h K=0 ≡ γ ij dx i dx j where
Equation (3.6) is an immediate consequence of decompositions into Fourier series. After a periodic identification of t with period T given by (3.2), the metric (3.2) becomes a smooth rotation-invariant conformally-compactifiable metric on R 2 , with a smooth center of rotation atř = 0 (equivalently, at r = r 0 ).
Chasing through the definitions of [16] we show in Appendices D.1, D.2, and K, using the notation there, that for linearised solutions which are in L 2
3.1. Vanishing via the maximum principle. We want to prove the vanishing of the master functions for L 2 -elements of the kernel. The simplest case occurs when the potentials in (3.3)-(3.6) are non-negative. Since all the Φ i,I 's tend to zero as r tends to infinity, the vanishing of the corresponding master potential follows from the maximum principle. This leads to rigorous statements for restricted dimensions and masses. For the purposes of the proof of Theorem A, the main conclusions of the analysis that follows in this section are:
(1) The associated tensor master functions vanish.
(2) The associated scalar master functions vanish if n = 2 and either K = 0 or K = 1 and l ≥ 2.
Remark 3.2. Note that the above concerns only the master modes, i.e. those which are controlled by the master functions Φ i,I . The scalar modes with k = 0 (in particular, the modes corresponding to the variation of mass), and the modes K = 1 and l = 1 (which include the variation of angular momentum) require separate attention.
Since we have already shown decay of the master functions, it remains to analyze positivity of the potentials occurring in the master equations. We have not attempted an exhaustive analysis of this, but we certainly have positivity under the following circumstances, keeping in mind that we are working in the region where f > 0:
• for V T,k T .
• When n = 2 the formula (3.3) for V S,k simplifies to (3.10)
So V S,k ≥ 0 if n = 2 and either K = 0, or K = −1 and µ ≥ 0, or K = 1 and l ≥ 1. Further, when K = 0 and n > 4 one also finds V S,k ≥ 0 when 0 < µ < µ(n) n−1 for a function µ(n) which solves a polynomial equation. Indeed, by inserting µ = 0 into (3.3), we see that for n > 4 the scalar potential is positive for small masses. As we also know that it is positive at large r, we find that the limiting value of µ is reached when V S,k has a minimum with value zero, i.e. when the resultant of the denominators of V S,k and ∂ r V S,k , after dividing each by a suitable power of r corresponding to the root r = 0, has a positive solution. This resultant is a polynomial in µ and k. Now, V S,k is positive for all r and sufficiently large k at any fixed value of µ, so the problem is solved by choosing the smallest zero of a finite number of polynomials in µ parameterised by k. Similarly when K = 1 and n ∈ {4, 5}. Note that
so that the dimensions n = 3, 4 (thus, spacetime dimensions five and six) require different considerations in any case.
l ≥ 2 and 0 < µ < , K = 1 and n = 2; l ≥ 2 and 0 < µ < 2 9
2 , K = 1 and n = 3;
for some functions k V,K (n) and µ K (k V , n) > 0, where µ min is given by (2.9).
3.2.
Vanishing using the bottom of the spectrum. In this section we will prove further vanishing theorems for the master potentials by studying the first L 2 -eigenvalue λ 1 , and more precisely the kernel, of Schrödinger operators ∇ * ∇ + V with a smooth potential V and an asymptotically hyperbolic metric 2g on R 2 ,
where, as before, (2.3). Recall that r −s is in L 2 if and only if s > 1/2. Using Theorem C of [20] we have the following: Lemma 3.3. Let V be a smooth potential on R 2 . We assume that −∆ + V has a non-trivial indicial interval with smallest characteristic index s − . If −∆ + V has no L 2 -kernel, then this last operator has no non trivial function of order o(r −s − ) at infinity in its kernel.
We would like to apply this lemma to (3.1). We note the following indicial exponents for the master equations, which turn-out to depend only on the type of the mode: in obvious notation,
Remark 3.4. Note that for n = 3 we have s S ± = 1 2 so we can not use directly Theorem C of [20] as in Lemma 3.3, but this weight 1/2 is the critical weight to be in L 2 so the conclusion of Lemma 3.3 remains true if the replace o(r −s − ) with O(r −s − −ε ) for some ε > 0, which is the case in our applications.
We now study the L 2 -spectrum of our Schrödinger operators.
loc . The first L 2 -eigenvalue of ∇ * ∇ + V acting on functions is bigger or equal than the almost-everywhereinfimum of
Proof. Let δ X ∈ R ∪ {−∞} be the a.e.-infimum ofṼ . For any function u smooth with compact support we have ∇ i (u 2 X i ) = 0, so
We thus obtain
In order to apply Lemma 3.5, we need to find a vector field X ∈ W
1,1 loc
such that we have, weakly,
withṼ positive on an open set. Indeed, if such a vector field X exists, and if u is in the L 2 -kernel of −∆ + V , then (see the last inequality in the proof above) u has to vanish on the open set whereṼ > 0, so by unique continuation u = 0 everywhere. We look for X of the form X = S∂ r where S is a function on R 2 , then
This should be compared with the Ishibashi-Kodama modified potential [12] Ṽ which coincides with ours up to a factor f (similarly to the potentials of the master equations). So whenever theirṼ is non negative with their choice of S, we obtain positivity of ourṼ by taking X = S∂ r . We can then apply Lemma 3.5 after verifying that X belongs to W 1,1 loc . This works very well for vector modes in any dimension, leading to:
trivial for all n ≥ 2 and K ∈ {−1, 0, 1}. We deduce that any function in the kernel which is of order o(r −s V − ) at infinity, where s V − is given by (3.14), is trivial.
Remark 3.7. Corollary 3.6 applies to K = 1 and l ≥ 2, since then we have k 
is transformed toṼ
Whence the triviality of the kernel, as claimed.
Let us turn our attention to the scalar potential. The following corollary of Lemma 3.5 gives an alternative proof of point (2) of Proposition 3.1, and extends that last proposition to the case K = −1 (cf., however, Remark 3.2):
We deduce that any function of order o(1) at infinity and in the kernel is trivial.
Proof. We use the function S chosen in [17, Equation (6.23) ], where here we have n = 2,
loc . Our scalar potential V S becomes (see [17, Equation (6.24)] with a factor f removed)
which is positive if k = 0 and m = k 2 − 2K > 0.
To continue, set
We have:
Corollary 3.9. The L 2 first eigenvalue of ∇ * ∇ acting on functions is bigger or equal than λ 2 /(4 2 ).
loc , where the positive constant c will be chosen later. It follows that |X| = c and div 2 is decreasing (recall that we have assumed (2.9) when K = −1) and tends to c 2 −2 , but for K = 1, this function has a positive infimum less than c 2 −2 , say λ 2 c 2 −2 . Thus
The right-hand side is maximized by
To apply Corollary 3.9, note that the L 2 -kernel of −∆ + V will be trivial if V + λ 2 /(4 2 ) ≥ 0 and is strictly positive somewhere. More generally, from the proof above with X = λ 2 √ f ∂ r , this kernel will be trivial if
and positive on an open set. This leads to (compare Proposition 3.1 and Remark 3.2):
Proposition 3.10. Let h be an element of the L 2 -kernel of the operator P L defined in (2.10). Let n ∈ {4, 5} if K = 1, and n ∈ N otherwise.
(1) Let K ∈ {0, 1}. There exists a function µ(K, n) > 0 such that for 0 < µ < µ(K, n) the corresponding scalar master functions vanish. (2) Let K = −1, and let λ 1 > 0 be the first non-zero eigenvalue of the scalar Laplacian of ( n N, h K ). There exists a function µ(λ 1 , n) > µ min and an ε(n) > 0 such that for λ 1 ≥ ε(n) and µ min < µ < µ(λ 1 , n) the corresponding scalar master functions vanish.
Remark 3.11. By a result of Schoen [24] we have, for the case K = −1, the lower bound λ 1 ≥ (n − 1) 2 /4 under the assumption that the volume of n N is sufficiently small, as described in detail there. We have checked in dimensions 2 ≤ n ≤ 10 that Schoen's estimate is sufficient to obtain µ(λ 1 , n) > 0, we give approximate values of an upper bound of the µ's allowed in Table 1 . Thus the result is not empty.
The actual values of ε(n) are lower than this estimate, we give approximate values for dimensions 2 ≤ n ≤ 10 in Table 2 .
Similarly to the discussion in the paragraph following (3.10), Equation (3.19) can be used to determine µ(K, n) as a root of a high order polynomial. These polynomials grow with dimension, being extremely long already in n = 4, so that they cannot be usefully displayed here.
As an illustration, we list approximate numerical values of µ(K, n) for dimensions n ≤ 10 in Table 1 and the corresponding values of r 0 in Table 3 .
Let us return to the definition (3.17) ofṼ . It is tempting to try to choose S so thatṼ ≥ 0 globally, thus solving the equation
for some given functionṼ (r) which is positive in an open set. For this, we numerically solved the ODE (3.17) for S using Mathematica, with V S set to zero, with initial value S(r 0 ) = 0. The integration was performed using the StiffnessSwitching method and a WorkingPrecision of 30-100 depending on the value of µ. If the resulting solutions have a zero at a point r S,0 such that the potential V S is positive for all r ≥ r S,0 , we extend S for r ≥ r S,0 by setting it to be equal to zero there, giving a non-negativeṼ S for all r > r 0 andṼ S > 0 for r ≥ r S,0 . This procedure works for all attempted mass parameters and dimensions n ≥ 5 for K = 0, 1, and all positive masses Table 1 . For n−1 µ between n−1 µ min (where µ min is the lowest value giving positive r 0 , i.e. µ min = 0 for K ∈ {0, 1} and µ min < 0 for K = −1, given by (2.9)) and the values shown here we obtain trivial L 2 kernel of −∆ + V S . For K = −1 we have used the fact that the first non-zero eigenvalue of the Laplacian on n N is ≥ (n − 1) 2 /4, which holds by [24] under the assumption that the volume of n N is sufficiently small, cf. [24] for details. For the cases marked "-" there is no µ > 0 such that the inequality (3.19) is satisfied for all relevant k (i.e. those not covered by the linearised Birkhoff theorem or the discussion of l = 1 modes in appendix G). Table 2 . This table shows approximate values of the function ε(n), appearing in Proposition 3.10, obtained from the inequality (3.19) . of r 0 , the largest zero of f , rather that the value of µ. Thus, for r 0 smaller than the values shown here we obtain a trivial L 2 kernel of −∆ + V S with = 1.
for K = −1. Indeed, we tested masses in all orders of magnitude between the limits in Table 1 and µ = 10 30 (with = 1) for dimensions n = 5, 6, 100, and at least 5 values of the mass parameter within this range for each dimension 5 ≤ n ≤ 100.
In dimension n = 4, for K = 1, this construction of S works for µ small enough, giving a larger mass range than that obtained from (3.19) (up to µ ≈ 1.5 for = 1). A typical result for S andṼ S is shown in Figure 1 . In dimensions n = 3 and 4 for all K, and for K = −1 with negative mass parameter in all dimensions, the numerical solution S obtained in this way does not have a zero (except for K = 1 with low mass) but appears to exist globally. Since we need positivity ofṼ somewhere to conclude, we instead numerically solved the ODE (3.17) withṼ = εr −2 for ε > 0 (for µ > 0 we can choose ε = 1, for µ < 0 the choice of ε depends on µ), with again initial value S(r 0 ) = 0. The resulting numerical solution S appears to grow asymptotically linearly for large r and we therefore cannot set it to zero at some r S,0 , as a negative jump in S would add a negative distributional component toṼ . Instead we just use the solution directly, without cutting off at finite distance. This works in fact for all masses, dimensions, and K = 0, 1, −1, but the results are less conclusive as one has then to rely on the behaviour of the solution up to r = ∞, while the numerical integration necessarily stops at some finite r. A typical result for S andṼ S for this approach is shown in Figure 2 .
In any case, our numerical experiments strongly hint at the following conjecture:
Conjecture 3.12. There are no non-trivial scalar master modes associated with the L 2 -kernel of the operator P L given by (2.10). Here n = 3, K = 1, l = 2, µ = 10, = 1.
Gauge vectors for vanishing master functions
In this section we study the consequences of the vanishing of the master functions. We consider perturbations of the (n + 2)-dimensional metric
where
and where γ is the metric of an n-dimensional manifold with constant sectional curvature K. The indices a, b take values t, r, while i, j are "angular" indices. We will denote by D the covariant derivative associated to g and by D that of γ. As emphasised in [16] , a general metric perturbation h can be split into "scalar", "vector", and "tensor" parts as
An analytic description of the splitting (4.1), without referring to a modedecomposition, is presented in Appendix C. We show in Appendix A below that the T T conditions are consistent with the splitting above.
The components in (4.1) can be expanded as [16, Sections 2.1, 5.1 and
where the following holds: for K = 0, the above are obvious decompositions in Fourier series, with coordinate-independent tensor components leading to zero eigenvalues. For K = 1 (see, e.g. [8] )
For K = −1 there is no example of compact quotient of H n with explicit values of the whole spectrum, but we have a countable set of increasing eigenvalues of finite multiplicity:
. . , where λ V,0 ≥ (n − 1) by non-negativity of the Hodge Laplacian (2.13). The first non zero eigenvalue λ 1 is greater or equal than a computable constant [24] that can be chosen to be (n − 1) 2 /4 for sufficiently small volumes.
Whatever the value of K ∈ {−1, 0, 1} one sets
We define the sets I S and I V of indices I corresponding to modes governed by the scalar and vector master equations:
and denote by I S and I V their complements.
Note that k V never vanishes when K ∈ {±1}, and that those vector fields V I j for which l(I) in (4.6) equals one, are Killing vector fields of γ ij (cf., e.g., the eigenvalue λ Let us define the vector field Y V as (4.14)
The convergence of the series is justified in Appendix K.
Let us denote by h V ij and h V ia tensors in which we have collected all those modes in h V ij and h V ia which are governed by the master equations, and by h V ij and h V ia whatever remains:
From (K.10) and (K.15), Appendix K, we obtain
Using (4.13), the mixed components h V ai take the form (4.21)
We continue with the scalar variations. We define Using (4.24), the angular part of the variation can be written as 
The convergence of all series above can be justified in a way very similar to that of Appendix K, and will be omitted. Using (4.26) and (4.8) the mixed part is given by
(4.29)
The r, t part of the variation is finally, using (4.25),
In conclusion, we have
Using the estimates in Appendix D.1 we obtain for the asymptotics of Y
|Y |
(4.33)
Triviality of the kernel
We are ready now to pass to the proof of non-degeneracy:
Theorem 5.1. Consider an (n+2)-dimensional Riemannian Kottler metric g as in (2.1), with µ > 0 and an axis of rotation at r = r 0 > 0, as descrbied in Section 2. Suppose that (1) K = 0, n ≥ 2, µ as in Proposition 3.10; or
) is non-degenerate in the sense described in the Introduction.
Proof. Let h ∈ L 2 be in the kernel of the operator P L . Consider the decomposition of h into master scalar, vectorial, and tensor modes, together with their non-master counterparts:
(note that all tensorial modes are controlled by master functions).
Suppose, first, that K = 0. We show in Appendix H below that all angleindependent modes h of h (in particular, all non-master modes) are pure gauge:
It follows from Proposition 3.10 together with the analysis in Section D.2 that, for n ≥ 2, all master modes are likewise pure gauge for a nontrivial range of mass parameters µ (for all µ > 0 when n = 2):
Now, h in (4.31) is in T T -gauge, and the operator obtained by composing the divergence and the trace-free part of the Lie derivative is precisely the operator L * L considered in [20, Proposition G] . Keeping in mind that our n is shifted by one as compared to the parameter n used in [20] , from [20, Proposition G] we find that the indicial radius of L * L is R = contains only decaying fields, we see that any element Y in the L 2 -kernel of L * L has to decay at infinity at a rate as close to the lower end of the indicial interval as desired. (In fact a more careful analysis shows that an element of the L 2 -kernel must decay as The argument for K = ±1 is very similar: when n = 2 there are no nonmaster tensor modes; the fact that non-master scalar modes are pure gauge is the contents of the linearised Birkhoff theorems of Appendices F and I, while the pure-gauge character of the l = 1, K = 1 modes is established in Appendix G.
Appendix A. Divergence of a symmetric two-tensor in coordinates
The object of this appendix is to show that the T T condition does not mix the scalar, vector, and tensor modes.
Let us consider a warped product metric of the following form (note that this allows for metrics more general than the metricg of the main body of the paper):
where the y a 's are local coordinates on a m-dimensional manifold and the x i 's are local coordinates in n-dimensions. The non trivial Christoffel symbols of G are:
The divergence of a 2-tensor is
or equivalently
where |G| = |g| |γ|r n .
We deduce
In particular
where D is the γ-connection and D is the g-connection. Similarly
A.1. Divergence of a scalar variation. Let us write, as in [16, Equation (2.4)],
Assume moreover that (see [16] , Equations (2.2) and (2.6))
We obtain
A.2. Divergence of a vector variation. If, we have
then from (A.1) and (A.2)
Assume moreover that (see [16] , Equations (5.7a), (5.7b) and (5.9))
A.3. Divergence of a tensor variation. If we assume that
Assume moreover that (see [16] equation (5.1a) and (5.1b))
The aim of this appendix is to derive some divergence identities, as implicitly used in Appendix C.
We start by calculating the divergence of S I jk . Assuming k = 0 it holds that
where we have used R ij = (n − 1)Kγ ij and
The double divergence of S I jk is then
For k = 0 this gives for the divergence and double divergence of δg S ij
and
Similarly, for V I m , assuming k V = 0,
where we have used
, and
Appendix C. The decomposition of h
In this appendix we wish to justify the decomposition (4.1) of h. Recall that we denote by x a the coordinates t and r, and by x i the coordinates on the compact boundaryless Riemannian manifold (N, γ). The metric functions h ab form obviously a family of t-and r-dependent scalar functions on N , similarly for the γ-trace γ ij h ij of h µν . Next, the fields h ai dx i form a family of t-and r-dependent covectors on N , while h ij dx i dx j forms a similar family of tensor fields on N . Removing the γ-trace of h ij dx i dx j , one obtains a family of trace-free tensor fields on N .
We have the standard two L 2 -orthogonal decompositions for vector or covector fields, and for trace-free symmetric two-tensor fields (see e.g. [3] ):
whereL is the conformal Killing operator,
This allows to write any covector field uniquely as
This decomposition can be applied to the fields h ai dx i . Next, any trace free symmetric tensor field u ij dx i dx j can be written in unique way as
We apply this last decomposition to the γ-trace-free part of h ij dx i dx j which, together with what been said above, results in (4.1). Note that (minus) the divergence of u is also decomposed as
and if the metric γ is Einstein, we have
More precisely, if Ric = K(n − 1) and u S =LdS then
Appendix D. The asymptotics of scalar modes
Whatever the value of k, for large r the potentials V S,k tend to
We find the characteristic exponents of the master equation by solving the equation
This has to be compared with the asymptotics
as obtained by directly translating the asymptotic behaviour of elements of the L 2 -kernel of the linearised Einstein operator into the asymptotic behaviour of the master fields. For n ≥ 4 the decay (D.1) corresponds to s + . For n = 3 there is only one index, implying logarithmic terms in an asymptotic expansion. For n = 2 the decay (D.1) corresponds to s − , which is zero, but we will improve this asymptotics below.
D.1. Estimate of Φ S,I
in any dimension n. From |h|g = O(ρ n+1 ) we obtain for the components in (t, r, z j ) coordinates (j = 2, . . . , n + 1)
Then we have for X a,I , defined in (4.26), assuming k = 0,
and [16, Equation (2.7)]
The rescaled quantities, defined as [16, (2.13)]
F I := r n−2 F I ,F ab,I := r n−2 F ab,I , 
andZ is of the same order as Z.
D.2.
Estimate of Φ S in dimension n = 2. We revisit the preceding equations when n = 2. From [16, (2.11),(2.13)] we see that
where ε > 0. From the estimates in Section D.1,
From F a a = 0 we see that h t = 0, so F and then X + Y decay faster. We deduce from the definitions of X and Y that there exists ε > 0 such that
This information inserted into [16, (2.24d)] gives
tends to zero at infinity.
Appendix E. The asymptotics of vector modes
In order to estimate the rate of decay of Φ V,I we start with [16, (5.10)]
From [16, (5.12)] we have
where ε ab = O(1). Therefore
and Ω = O(1). By [16, (5.13)] we have
Appendix F. The linearised Birkhoff theorem
In the case K = 1, n = 2, a gauge transformation h µν → h µν + L Ygµν , with gauge vector Y , takes the form
We consider an l = 0 linearised solution h µν of the Einstein equations, i.e.
(F.11)
We assume that h ∈ L 2 and is in the kernel of the operator P L . We set
Ygtr . An analysis of the components of L Yg , using (F.1)-(F.10), proves that
thus h µν is a solution of the linearised Einstein equations in L 2 with all components vanishing except possibly h tt and h rr . Now, a variation of the metric arising from a variation δµ of the mass in the coordinate system (2.1) takes the form
which suggests that it might be convenient to define new functionsh rr and h tt as (F.16)h rr := rf 2 h rr ,h tt := r( h tt + f 2 h rr ) .
Inserting (F.16) into the linearised Einstein tensor
thush rr depends at most upon r. One can now eliminate the second radial derivative ofh tt between the G tt and G rr equations, obtaining
for some function C depending only upon t. Inserting all this into the G ij = 0 equations gives ∂ rhrr = 0, and thush rr is a constant, say 2δµ.
The tensor field h µν is in L 2 if and only if δµ = 0 = C(t). Hence h µν ≡ 0, and so
If we denote by h S the l = 0-part of h, and denote by Y S the vector field defined above, we can rewrite (F.20) as
In this section we analyze the l = 1 modes when ( n N, γ ij ) is a twodimensional round unit sphere. We follow the treatment of the Lorentzian case in [11] , which requires only trivial modifications when adressing the Riemannian setting. We present the argument here because of the need of establishing estimates for the gauge vector fields.
As explained in [13, 
where h (l,m) a and k (l,m) are functions of t and r, ∇ is the covariant derivative on the sphere, ε ij = sin θ(δ θ i δ φ j − δ φ i δ θ j ) and S (l,m) are the scalar spherical harmonics.
Restricting to l = 1 modes, the ij components of h (−) µν vanish and the ai components take the form
where the J (m) 's form a basis of Killing vector fields on S 2 . Gauge transformations defined by a gauge vector Y of the form [11, (28) ]
for some function f Y , preserve the odd character of the perturbation and those with
stay within the l = 1 modes. The effect of such a gauge transformation on the perturbation is given by [11, (73) ]
with all other components unaffected.
ri vanish, leaving only h
ti . The norm of the gauge part is found to be
as before, and therefore L Y −g ∈ L 2 .
As the h
ti -components are of the form (G.2), we can set one of them to zero by a rotation, leaving h 
Integrating (G.5) twice, we obtain
where C 1 has to vanish because of the periodicity of the t coordinate. Inserting this into (G.4) leads to
where C 2 has to vanish to ensure h tϕ is in L 2 , while C 3 has to vanish because the tensors dtdx i are not smooth at the axis of rotation r = r 0 . Therefore h = 0, and if we denote by h 1− the odd part of the l = 1 modes, we obtain 
Under gauge transformations with gauge-vector Y of the form
αβ ) given by [11, Equation (122)
.
According to [11, Section IV.A.2] , it is convenient to define (X, Y a ) by solving the following system of equations:
With this choice, h (+) satisfies (G. 13) h
The homogeneous version of the equation (G.14) for X has no non-trivial solutions tending to zero at infinity by the maximum principle. The operator at the left-hand side of (G.14) has indicial exponents in {0, −3}, and therefore (G.14) has a unique solution X = O(r −3 ) which is a linear combination of l = 1 spherical harmonics. The conditions (G.13) do not fix the gauge uniquely: an additional gauge transformation satisfying
preserves the form of h (+) . By a rotation we set J = J (1) S (l=1,m=1) . We define new variables C a as (G.16)
and decompose them into modes
Eliminating C r between the m = 2, 3 components of
and therefore, by integration from the axis of rotation at r 0 , the C 
r .
Note that this defines Z r . Eliminating higher derivatives we finally obtain a third order equation
with a constant C which has to vanish for Z (1) r to be regular at r 0 . We now consider the remaining gauge freedom. We see from (G.15) that for any X satisfying
there exists an associated Y a giving a gauge transformation which preserves (G.13).
Inserting the definition of our new variables into (G.9) we find that Z
(1) r and J (1) transform as
r , (G. 25) where X and Y a have been split into l = 1 modes as for C a in (G.17).
As Z
(1) r satisfies (G.23) we can set it to a constant by a gauge transformation with ∂ r X (1) = −∂ r Z (1) r , which preserves (G.13).
As in (F.14) we define h µν as h µν − L Y g, thenh rr ,h tt are defined as in (F. 16 [h] givesh rr = 2δµ, for some constant δµ. As in the K = 1 case, the h rr and h tt terms are in L 2 if and only if δµ = 0 = C(t).
The remaining linearised Einstein equations turn out to be
Integrating (H.14) twice gives
where C 1 has to vanish because of the periodicity of the t coordinate. Inserting this into (H.13) leads to
where C 2 has to vanish to ensure h ti is in L 2 , while C 3 has to vanish because the tensors dtdx i are not smooth at the axis of rotation r = r 0 . Equation (H.15) gives h ij = 0 by the maximum principle, in view of
Thus h µν ≡ 0 and, if we denote by h the part of h from which all higher modes have been removed (in the notation of (4.2), and setting S 0 (x i ) ≡ 1 for simplicity, (H.16)
we obtain
Appendix I. A linearised Birkhoff-type theorem with K = −1
In the case K = −1 the gauge transformations take the form
where we use the form
We consider a k = 0 = k V = k T solution of the linearised Einstein equations in dimension n = 2, i.e. one that only depends on t and r, without splitting into scalar, vector, and tensor components:
We choose a gauge vector, denoted by Y , in the same way as for the K = 0 case: All components are chosen to be independent of the "angular" coordinates x i . We define (Y ) i by integrating (I.6) to obtain h ri = L Ygri :
As before, equations (I.1)-(I.6) show that
As in (F.14) we define h µν as h µν − L Y g, thenh rr ,h tt are defined as for K = 0 and 1,
and all this is inserted into the linearised Einstein tensor
h rr =h rr (r) ,h tt = C(t)rf , (I.11) as before. Inserting this into δ ij G ij [h] givesh rr = 2δµ, for some constant δµ. As in the K = 1 case, the h rr and h tt terms are in L 2 if and only if δµ = 0 = C(t).
In contrast to the K = 0 case, the G ij [h] equations depend on h ti , so we first consider only the G ai [h] equations. These turn out to be
Integrating (I.13) twice gives
where C 1 has to vanish because of the periodicity of the t coordinate. Inserting this into (I.12) leads to
where X is a function that vanishes at r = r 0 . Here C 2 has to vanish to ensure that h ti is in L 2 , while C 3 has to vanish because the tensors dtdx i are not smooth at the axis of rotation r = r 0 . Inserting this into the G ij [h] equations gives (I.14) ∆2g h ij + 2f r ∂ r h ij = 0 .
and therefore h ij = 0 by the maximum principle, in view of h ij = O(r −1 ). Thus h µν ≡ 0 and, if we denote again by h the part of h from which all higher modes have been removed, we obtain
Appendix J. The Riemannian Kerr anti-de Sitter metrics
The Riemannian Schwarzschild-anti de Sitter metrics belong to the family of the Riemannian Kerr anti-de Sitter metrics, parameterised with m and an "angular momentum parameter" a. The variations of those metrics with respect to the parameter a provide non-trivial solutions of the linearised Einstein equations at the Schwarzschild-anti de Sitter metric, which we need to analyse. For this is it is convenient to start with a discussion of the family of the Riemannian Kerr anti-de Sitter metrics with small parameter a. Our presentation follows [10] , where Kerr-Newman-de Sitter metrics were considered.
In Boyer-Lindquist coordinates, after the replacements a → ia and t → it the Kerr anti-de Sitter metric becomes
where, after setting λ = Λ/3, we have Σ = r 2 − a 2 cos 2 (θ) and
, and Ξ = 1 − λa 2 . Keeping in mind that we are interested in the metric for small a, we consider µ > 0 and we assume that the largest zero of ∆ r , which we denote by r 0 , is positive. For r ∈ [r 0 , ∞) we introduce a new coordinate ρ defined as
and with a function 1 1 which is smooth near the origin and satisfies 1 1 (0) = 1. Inverting, it follows that
with functions 1 2 , 1 3 which are smooth near the origin, with 1 2 (0) = 1 = 1 3 (0).
Smoothness at r = r 0 requires that t defines a 2πω-periodic coordinate, with (J. 5) ω := 2Ξ r 2 0 − a 2 ∆ r (r 0 )
In order to guarantee regularity near the intersection of the axis {sin θ = 0} with the axis {∆ r = 0}, near θ = 0 we use a coordinate system (ρ, τ, θ, φ), with t = ωτ and φ defined through the formula (J.6) dϕ := αdφ + a a 2 − r 2 0 dt ≡ αdφ + aω a 2 − r 2 0 dτ , for some constants α, ω ∈ R * which will be determined shortly by requiring 2π-periodicity of τ and φ. In this coordinate system the metric takes the form for some smooth functions 1 4 and F , with 1 4 (0, y) = 1. As is well known, when (ρ, τ ) are viewed as polar coordinates around ρ = 0, the one form ρ 2 dτ and the quadratic form dρ 2 + ρ 2 dτ 2 are smooth. Similarly when (θ, φ) are polar coordinates around θ = 0, the one form sin 2 (θ)dφ and the quadratic form dθ 2 + sin(θ) 2 dφ 2 are smooth. It is then easily inferred that the requirements of 2π-periodicity of τ and φ, together with (J.8) κ 2 ω 2 4Ξ 2 r 2 0 − a 2 2 = 1 , α 2 ∆ 2 θ a 2 − r 2 2 Ξ 2 (r 2 − a 2 cos 2 (θ)) 2 θ=0 ≡ α 2 = 1 , imply smoothness both of the sum of the diagonal terms of the metric g and of the off-diagonal term g τ φ dτ dφ on Ω := {(r, τ, θ, φ) ∈ [r 0 , ∞) × S 1 × [0, π) × S 1 } .
Here [r 0 , ∞) × S 1 is understood as R 2 with center of rotation at r 0 , similarly [0, π) × S 1 is understood as a disc D 2 of radius π.
The above calculations remain valid without changes near θ = π. When θ ∈ (0, π] we will denote by τ and φ the relevant angular coordinates, and ω, α the corresponding coefficients. Thus, for θ ∈ (0, π]: We obtain likewise a smooth metric on the set
Disregarding issues of orientations, without loss of generality we can choose the plus signs above. The manifold M , obtained by patching together Ω with Ω, using the obvious identifications resulting from the formulae Note that while dϕ is a well defined one-form on M , the function ϕ is a well defined coordinate-modulo-2π on M if and only if aω a 2 −r 2 0 ∈ Z * . We emphasise that it is not necessary to impose this last restriction to obtain a well defined smooth Riemannian metric on M , and we will not impose it.
Differentiating (J.1) with respect to a in the (ρ, τ, θ, φ) coordinates we obtain dg da a=0 = −2αω The object of this appendix is to justify the convergences of the modedecomposition series in the vector sector. We thus consider the vector projection h V of h, which we decompose into a complete (cf., e.g., [8] 
