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Distributed File System）作为主流的开源云计算系统 Hadoop 的基础构件之一，
由于其低成本、高度容错、支持大数据集等特点成为解决数据密集型应用的海量
数据存储问题的首选方案之一。在 HDFS 越来越被广大企业重视和采用的时候，
HDFS 存在的一些问题也逐渐显现。首先，因为 HDFS 采用 Master/Slaves 主从架




控维护简易性等角度对 HDFS 进行改进，提出了一个多角度的基于 HDFS 的云存储
系统构建方案。该方案的主要优点在于：（1）利用 DRBD 和 Heartbeat 实现了
Namenode 的双机备份，解决了 HDFS 的单点故障。（2）利用次备节点定期
Checkpoint，优化了 Namenode 重启过程，减少了 Namenode 重启和切换过程中的






















With the arrival of the era of data explosion, the problem of mass data storage has 
cropped up. Hadoop is a mainstream open source cloud computing system. HDFS 
(Hadoop Distributed File System) is one infrastructure of it. Due to its low cost, high 
degree of fault tolerance, support for large data sets and other features, HDFS has 
become one of the preferred solutions for mass data storage problems to solve 
data-intensive applications. As HDFS gradually accepted by more and more 
enterprises, some problems emerged. On the one hand, for HDFS’s Master/Slaves 
architecture, once the master node fails, the entire cluster is unable to provide services. 
In other words, HDFS has single point of failure. On the other hand, for access to the 
HDFS there are not very user-friendly tools in the current. So the threshold to use 
HDFS is high. 
On the basis of research on HDFS application status, we improved HDFS from 
three aspects: the availability of cluster, the convenience of access, as well as the ease 
of monitoring and maintenance and proposed a cloud storage system based on HDFS. 
The main advantages of the solution are as follows. (1) Used DRBD and Heartbeat to 
implement double Namenode backup and solved the single point of failure in HDFS. 
(2) Added a secondary Namenode to periodically checkpoint and optimized the restart 
process of Namenode by reducing the waiting time in the Namenode restart and 
switching process. (3) Improved WebHDFS and developed a Web-based file storage 
system, providing a convenient and intuitive way of access. (4) Chose Ganglia as the 
solution for cluster monitoring and improved the ease of cluster monitoring and 
maintenance. 
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 第一章 绪论 
1.1 研究背景和意义 
 随着数据爆炸时代的到来，海量数据存储的问题也随之而来。HDFS（Hadoop 






 在 HDFS 越来越被广大企业重视和采用的时候，HDFS 存在的一些问题也逐
渐显现。首先，因为 HDFS 采用 Master/Slaves 主从架构，一旦 Master 节点发生
故障，整个集群都无法提供服务，所以 HDFS 存在单点故障，这是在 HDFS 应
用中困扰企业的一个问题，也是企业在采用 HDFS 方案时需要考虑的重要因素。
其次，目前针对 HDFS 系统的访问还没有很友好的用户访问工具，使用起来门槛
较高。因此如何解决 HDFS 单点故障以及提供友好访问工具的成为 HDFS 应用
推广中急需解决的问题。 
1.2 国内外研究现状 
针对 HDFS 单点故障问题，当前主要的解决方案有以下几种： 
 （1）Hadoop 的元数据备份方案。该方案主要是将 Namenode 的元数据信息
保存到多个目录。通常的做法是选择一个本地目录和一个远程目录，通过 NFS
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（2）Hadoop 的 Secondary Namenode 方案。该方案启动一个 Secondary 
Namenode 节点，该节点定期从 Namenode 节点上下载元数据信息，包括元数据
镜像文件 Fsimage 和元数据库操作日志文件 Edits，然后将 Fsimage 和 Edits 进行
合并，生成新的Fsimage，接着在本地保存新的Fsimage，并将其推送到Namenode，
同时重置 Namenode 上的 Edits。该方案存在的主要问题是 Secondary Namenode
保存的只是 Checkpoint 时刻的元数据，因此，一旦 Namenode 上的元数据损坏，
通过 Checkpoint 恢复的元数据并不是 HDFS 此刻的 新数据，存在一致性问题。 
（3）Hadoop 的 Checkpoint Node 方案。该方案配置了一个 Checkpoint Node，
该节点会定期从 Primary Namenode 中下载 Fsimage 和 Edits，将 Edits 与 Fsimage
进行合并，在本地形成 新的 Checkpoint，并上传到 Primary Namenode 进行更
新。当 Namenode 发生故障时，可以在备用节点上启动一个 Namenode，读取
Checkpoint 信息，继续提供服务。该方案存在的问题和 Secondary Namenode 类
似，即保存的可能不是 新数据，存在一致性问题。 
（4）Hadoop 的 Backup Node 方案。该方案配置一个 Backup Node 节点，该
节点在内存和本地磁盘均保存了 HDFS 新的元数据信息。如果 Namenode 发生
故障，可用使用 Backup Node 中的信息。Backup Node 可以直接利用内存中的元
数据信息进行 Checkpoint，保存到本地，与从 Namenode 下载元数据进行
Checkpoint 的方式相比效率更高。该方案在 Hadoop0.21 及以上的版本才支持，
存在的主要问题是，Backup Node 无法直接替换 Namenode 节点，还是需要通过
重启恢复服务，无法实现热备，并且目前只支持一个 Backup Node 连接到
Namenode[2]。 
（5）利用 DRBD 机制进行元数据备份方案。该方案利用 DRBD 对元数据进
行多个备份，并保持 新状态，据当 Namenode 发生故障时，可以启动备用机器


















（6）Facebook 的 AvatarNode 方案[3]。该方案将 Active Node 作为 Primary 
Namenode 对外提供服务。Standby Node 处于 Safe Mode 模式，在内存中保存
Primary Namenode 新的元数据信息。Active Node 和 Standby Node 通过 NFS 共
享存储进行交互。Datanode 同时向 Active Node 和 Standby Node 发送 Block 
location 信息。当管理员确定 Primary Namenode 发生故障后，将 Standby Node




（7）中国移动研究院的 NNC 方案[4]。该方案在每个 Namenode 上设置同步
代理，将主 Namenode 上的元数据同步到从 Namenode 上，当发生故障时，从剩
下的 Namenode 中选举出一个 Leader 作为主 Namenode 接管整个集群，集群采用
Heartbeat 进行故障切换，利用 Zookeeper 保存主 Namenode 信息。该方案存在的
主要问题是元数据的修改操作会对同步代理造成很大的负担，导致性能相对下降
[5]。 
 针对 HDFS 访问问题，Hadoop 在 1.0 的版本中提出了 WebHDFS，它是 HDFS
的 HTTP REST API，支持以 HTTP 协议对 HDFS 集群进行访问，它的优势在于




控维护简易性等角度对 HDFS 进行改进，提出了一个多角度的基于 HDFS 的云
存储系统构建方案。（1）在集群可用性方面，利用 DRBD 和 Heartbeat 实现双机
备份，解决 Hadoop 单点故障并利用次备 Namenode 节点进行定期 Checkpoint，
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WebHDFS REST API[6]的基础上开发了文件管理系统，提供便捷的 HDFS 访问形
式；（3）在方便集群监控和维护方面，采用 Ganglia 技术进行集群监控，形成了















集群管理模块的具体实现，其中包括 DRBD、Heartbeat 和次备 Namenode 节点的
配置。然后对集群访问模块的架构和部分代码实现进行说明，并展示了部分实现
效果。 后对集群监控模块的实现进行说明，其中包括 Ganglia 的配置和部分实
现效果展示。 
 第六章系统测试，首先介绍了测试环境，包括硬件配置、软件配置和网络环
境配置，接着对集群管理模块进行测试，其中包括 DRBD 测试、Heartbeat 测试
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