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Abstract
In this paper, we investigate the class of Cayley partitionable graphs. This investigation is
motivated by the Strong Perfect Graph Conjecture. Cayley partitionable graphs are Cayley graphs
which are closely related to near-factorizations of (nite groups. We prove that near-factorizations
satisfy a strong structural property. We used it to speed up exhaustive computations, which
revealed a Cayley partitionable graph with 50 vertices, which is not generated by all constructions
of partitionable graphs known so far.
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1. Introduction
In 1960, Claude Berge introduced the notion of perfect graphs and conjectured that
perfect graphs are exactly the graphs with no induced odd hole and no induced com-
plement of an odd hole, or equivalently that minimal imperfect graphs are odd holes
and their complements. This well-known open conjecture is called the Strong Perfect
Graph Conjecture.
Padberg [11] proved that every minimal imperfect graph is partitionable. Thus, a
minimal imperfect graph contradicting the Strong Perfect Graph Conjecture would lie
in the class of partitionable graphs.
In 1979, Chv>atal et al. [8] introduced two constructions for making partitionable
graphs. Due to the initials of the names of these four authors, we call CGPW1-graphs
the graphs produced by the (rst method and CGPW2-graphs the graphs produced by
the second one.
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In 1984, Grinstead [10] proved that there is no counter-example to the Strong
Perfect Graph Conjecture in the class of normalized CGPW2-graphs. In 1998,
Bacs>o et al. [1] extended this result to all CGPW2-graphs. In 1996, Sebo˝ [14]
proved that no CGPW1-graph is a counter-example to the Strong Perfect Graph
Conjecture.
Boros et al. [3] described in 2002 a recursive generation of partitionable graphs
extending the (rst method of Chv>atal, Graham, Perold and Whitesides. We call BGH-
graphs the graphs generated by this new construction. It is unknown whether there is
a counter-example to the Strong Perfect Graph Conjecture in this wider class.
The primary motivation of this paper was to (nd out a generalization of the sec-
ond construction of Chv>atal, Graham, Perold and Whitesides. It was noticed that every
CGPW2-graph is a normalized Cayley partitionable graph of a cyclic group [1]. The
converse is not established but Bacs>o, Boros, Gurvich, MaFray and Preissmann con-
jectured that it holds:
Conjecture 1 (Bacs>o et al. [1]). Every circular normalized partitionable graph is a
CGPW2 graph.
We call it the circular partitionable graph conjecture. Bacs>o et al. [1] gave a positive
answer to this conjecture for graphs with size of maximum cliques less than 5 in 1998.
Since CGPW2 graphs are circular, one way to extend the class of CGPW2-graphs
would be to (nd counter-examples to the circular partitionable graph conjecture. This
seems to be quite diGcult.
We are taking here another approach, based on the relaxation of the class of groups
considered. The class of Cayley partitionable graphs of (nite groups is indeed a natural
extension of the class of Cayley partitionable graphs of cyclic groups.
If (A; B) is a near-factorization of a (nite group then the Cayley graph G(A; B) with
connection set (A−1 ∗ A) \ {e} is a normalized partitionable graph [12]. Conversely, if
 is any Cayley partitionable graph on a group G, then there exists a near-factorization
(A; B) of G such that G(A; B) is the normalized graph of  (Lemma 5).
This equivalence motivated this paper: we wanted to produce near-factorizations
of some (nite groups, so as giving rise to ‘new’ partitionable graphs. Beyond the
class of the cyclic groups, dihedral groups have near-factorizations. In this paper,
we give a basic result explaining the relationship between near-factorizations of the
cyclic groups and near-factorizations of the dihedral groups, for half of the dihedral
groups.
There does not seem to be very many other groups having near-factorizations. In
fact in the abelian case, it is known that such a group would be of order at least
92 [6]! Exhaustive computations to (nd the near-factorizations of a given group are
very expensive. We present a result (Theorem 1) stating a strong structural prop-
erty of all near-factorizations. It may be used to speed up computations. In the last
section, we present the smallest groups which are not cyclic and not dihedral, ad-
mitting near-factorizations. The partitionable graphs associated to the near-
factorizations of these groups do not belong to the three constructions mentioned
above.
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1.1. De6nitions
If v is any vertex of a graph , we denote by  \ {v} the induced subgraph of 
with vertex set V () \ {v} and edge set {{x; y} | {x; y}∈V (); x = v; y = v}.
Following the paper of Bland et al. [2], a graph  is said to be partitionable if there
exist two integers p and q (with p¿ 2 and q¿ 2) such that  has pq + 1 vertices
and for every vertex v of , the induced subgraph  \ {v} admits a partition into p
cliques of cardinality q and also admits a partition into q stable sets of cardinality p.
We denote by !() the maximum cardinality of a clique of  and () the max-
imum cardinality of a stable set of . We denote by V () the vertex set of  and
E() the edge set of . When any confusion is unlikely on the graph considered, we
write simply ! instead of !() and  instead of ().
A determined edge is an edge {i; j} such that there exists a maximum clique con-
taining both i and j. A normalized graph is a graph such that every of its edges is
a determined edge. The normalized graph of a graph  is the graph with vertex set
V () and edge set the set of determined edges of .
The graph  with vertex set V is isomorphic to the graph ′ with vertex set V ′ if
there exists a bijective map f from V onto V ′ such that {i; j} is an edge of  if and
only if {f(i); f(j)} is an edge of ′.
If e′ is an edge of  we denote by − e′ the subgraph of  with vertex set V ()
and edge set E() \ {e′}. An edge e of a graph  is said to be an -critical edge if
and only if ( − e)¿().
It is known that in a partitionable graph , a maximum clique intersects at least
2! − 2 other maximum cliques. Following [3], we call critical clique any maximum
clique which intersects exactly 2!− 2 other maximum cliques. Sebo˝ [14] proved that
a maximum clique Q of a partitionable graph is a critical clique if and only if the
critical edges in Q form a spanning tree of Q.
Let  be any partitionable graph with a critical clique Q and let T be the tree
made of the critical edges of Q. Boros et al. [3] noticed that for every edge e of T ,
there exist two maximum cliques Q′ and Q′′ such that Q ∩ Q′ is equal to one of the
two connected components of T − e and that Q ∩ Q′′ is equal to the other connected
component of T−e. Thus, if e is any edge containing a leaf of T , one of the maximum
clique Q′ and Q′′ shares !()− 1 vertices with Q. Furthermore, there exist obviously
two maximum stable sets of  sharing ()−1 vertices, as there is at least one critical
edge in .
Every BGH-graph has a critical clique [3].
A small transversal of a graph  is a set of vertices T such that |T |6 (T )+!(T )−1
and that T meets every maximum clique and every maximum stable set of . Chv>atal
[7] proved that no minimal imperfect graph contains a small transversal.
If z is a complex number, we denote its modulus by |z| and by Oz its conjugate.
Every matrix in this paper is a matrix with complex entries. If M is any such matrix,
we denote by tM the transposed matrix of M , and by OM the conjugate matrix of M .
A group is a non-empty set G with a closed associative binary operation ∗, an identity
element e, and an inverse a−1 for every element a∈G. The number of elements of
a (nite group G is called the order of G. To avoid a conPict of notations, we use
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the symbol × to denote the standard multiplication between two integers and also to
denote the direct product of two groups.
If X and Y are two subsets of G, we denote by X ∗Y the set {x ∗y; x∈X; y∈Y}.
With a slight abuse of notation, if g is an element of G and X is a subset of G, we
denote by gX the set {g}∗X and Xg the set X ∗{g}. Furthermore |X | is the cardinality of
X , i.e. the number of elements of X . The subset X is said to be symmetric if X =X−1,
where X−1 is the set {x−1; x∈X }.
If y is any element of G, we denote by 〈y〉 the subgroup of G generated by y.
The order of y is the smallest integer k such that yk = e and is denoted by o(y). An
involution of G is an element of G of order 2. The exponent of the group G is the
smallest positive integer k such that gk = e for every element g of G.
The cyclic group of order n is the group which is generated by an element x of
order n. This group is denoted by Zn.
The dihedral group D2n of even order 2 ∗ n (with n¿ 3) is the non-abelian group
generated by two elements r and s such that
• r is of order n,
• s is of order 2,
• s ∗ r = r−1 ∗ s.
Let H be any subgroup of G. A right coset of H is any subset Hx with x∈G.
The proof of Lagrange’s Theorem asserts that for any subgroup H of G, there exists
a unique partition of G in right cosets of H . A subgroup H of G is normal if for
every g of G, we have gH = Hg. When H is a normal subgroup, right cosets of H
are simply called cosets of H .
Let H be a normal subgroup of G. Let # be the set of the cosets of H . If H1 and
H2 are two elements of # then H1 ∗H2 is an element of #. With this operation, # is
a group called the quotient group of G by H , and is denoted by G=H .
A homomorphism from a group G with operation ∗G into a group G′ with operation
∗G′ is a map % from G into G′ such that for all elements x and y of G, we have
%(x ∗G y) = %(x) ∗G′ %(y). Two groups G and G′ are said to be isomorphic if there
exists a bijective homomorphism from G into G′. An automorphism of a group G is
a bijective homomorphism from G into itself. With the composition law as operation,
the set of automorphisms of a group G is a group denoted by AUT(G).
Let (G; ∗G) and (G′; ∗G′) be two groups and let &: h → &h be a homomorphism
from G′ into AUT(G). The semidirect product of G by G′ determined by & is the
group, denoted by (G×&G′; ∗G×&G′), whose elements are the elements of the cartesian
product G × G′, with operation ∗G×&G′ given by
∀(g; h)∈G × G′; ∀(g′; h′)∈G × G′;
(g; h) ∗G×&G′ (g′; h′) := (g ∗G &h(g′); h ∗G′ h′):
Let & : h → IdG be the trivial homomorphism from G′ into AUT(G), where IdG denotes
the identity element of AUT(G). The direct product of G and G′ is the semidirect
product of G by G′ determined by &.
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Two subsets A and B of cardinality at least 2 of a (nite group G of order n form
a near-factorization of G if and only if |G| = |A| × |B| + 1 and there is an element
u(A; B) of G such that A∗B=G\{u(A; B)}. The element u(A; B) is called the uncovered
element of the near-factorization. The condition about the cardinality of A and B is
required to avoid the trivial case A = G \ {u(A; B)} and B = {e}. Notice that every
element x of G distinct from u(A; B) may be written in a unique way as x = a ∗ b
with a∈A and b∈B. Hence, a near-factorization (A; B) may be seen as a tiling of
G \{u(A; B)} with tile A. Near-factorizations of cyclic groups were introduced as early
as 1956 by De Bruijn [5].
A near-factorization (A; B) is said to be a symmetric near-factorization if both A
and B are symmetric.
We have the following property:
Lemma 1 (De Caen et al. [6]). Let G be a 6nite group and A; B be two subsets of
G. Then (A; B) is a near-factorization of G with u(A; B) = e if and only if (B; A) is
a near-factorization of G with u(B; A) = e.
Let G be a (nite group with operation ∗. Let S be a symmetric subset of G which
does not contain the identity element e. The Cayley graph with connection set S is the
simple graph with vertex set G and edge set {{i; j}; i−1 ∗ j∈ S}. The graph G(A; B)
associated with a near-factorization (A; B) is the Cayley graph with connection set
(A−1 ∗ A) \ {e}.
Obviously, distinct near-factorizations of a given group may give rise to the same
graph. In particular, we may left-shift A and right-shift B without altering the associated
graph:
Lemma 2. Let x and y be two elements of G. Then (xA; By) is a near-factorization
of G such that u(xA; By) = x ∗ u(A; B) ∗ y and G(xA; By) is isomorphic to G(A; B).
Proof. The proof is straightforward.
Thus, due to Lemma 2, we may always assume that the uncovered element is e,
without altering the associated graph.
In the case of abelian groups, De Caen, Gregory, Hughes and Kreher gave a useful
property of near-factorizations:
Lemma 3 (De Caen et al. [6]). Let G be an abelian group and (A; B) be a near-facto-
rization of G. Then there exist two elements x and y of G such that xA is symmetric
and that By is symmetric.
The next lemma exhibits the relationship between Cayley partitionable graphs and
near-factorizations of groups.
Lemma 4. If (A; B) is a near-factorization of a 6nite group G such that A∗B=G\{e},
then the graph G(A; B) is a normalized partitionable graph ([8,6], or [12] for a direct
proof) with maximum cliques {xA; x∈G} and maximum stable sets {xB−1; x∈G}
[12].
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The converse statement is true: we have
Lemma 5. Let  be a Cayley partitionable graph for a group G. Then G has a
near-factorization (A; B) such that G(A; B) is the normalized graph of .
Proof. Let A be any maximum clique of . Since  is a Cayley graph, xA is a
maximum clique of  for every element x of G.
Let x and y be two elements of G such that xA = yA. Thus A = x−1yA. Let H
be the cyclic subgroup of G generated by x−1y. Then A is a union of right-cosets of
H . Therefore, |G| = |A|() + 1 = 1(mod |H |). Since |H | divides |G|, we must have
|H |=1. Hence x=y. The graph  is a partitionable graph, therefore,  has exactly |G|
maximum cliques. Thus, for every maximum clique Q of , there exists an element x
of G such that Q = xA.
Let A1; : : : ; A be a partition in maximum cliques of  \ {e}. Let b1; : : : ; b be the
elements of G such that A1=b1A; : : : ; A=bA. Let B={b1; : : : ; b}. Then (B; A) is obvi-
ously a near-factorization of G, such that u(B; A)=e. Hence, (A; B) is a near-factorization
of G such that u(A; B) = e (Lemma 1). As the maximum cliques of G(A; B) are the
maximum cliques of , G(A; B) is the normalized graph of .
Since the cardinality of a maximum clique of G(A; B) is equal to |A|, we denote by
! the value of |A|. Likewise, we denote by  the value of |B|.
A graph = (V; E) on !+ 1 vertices is called a web, if the maximum cardinality
of a clique of  is !, the maximum cardinality of a stable set of  is , and there is
a cyclical order of V so that every set of ! consecutive vertices in this cyclical order
is an !-clique. Equivalently, normalized webs with n vertices are graphs induced by
any near-factorization (A; B) of Zn such that A is an interval.
Let X be any subset of the group G. We set
INT(X ) = max
x∈G; y∈G; x =y
{|xX ∩ yX |}:
Notice that INT(A) denotes the maximum cardinality of the intersection between two
distinct !-cliques of G(A; B) and that INT(B−1) denotes the maximum cardinality of
the intersection between two distinct -stable sets.
It is easy to check that a graph G(A; B) has a -critical edge if and only if INT(B−1)=
− 1.
2. Carrying a symmetric near-factorization of the cyclic group Z2n to the dihedral
group D2n
Let G be any abelian group. Let & be the homomorphism from Z2 into the auto-
morphism group AUT(G) of G given by
& :Z2 → AUT(G);
0 → (id : x → x);
1 → (inv : x → x−1):
Then we have the following Lemma.
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Lemma 6. Let G be an abelian group. Let X and Y be two symmetric subsets of the
direct product of G by Z2, whose operation is denoted by ∗. Then X and Y are two
symmetric subsets of the semidirect product G×& Z2, of G by Z2 determined by &,
as de6ned above. Furthermore we have X ∗ Y = X ∗& Y .
Proof. We denote by ∗G the operation of G, by ∗Z2 the operation of Z2, by ∗ the
operation of G ×Z2 and by ∗& the operation of G ×& Z2. If x is an element of G or
Z2, we denote by x−1 its inverse with respect to ∗G or ∗Z2 .
We (rst prove that X ∗Y ⊆ X ∗& Y : let (x1; x2) be any element of X and let (y1; y2)
any element of Y . We have to prove that (x1; x2) ∗ (y1; y2) is an element of (X ∗& Y ),
i.e. (x1 ∗G y1; x2 ∗Z2 y2)∈ (X ∗& Y ).
If x2 = 0 then (x1 ∗G y1; x2 ∗Z2 y2) = (x1 ∗G id(y1); x2 ∗Z2 y2) = (x1; x2) ∗& (y1; y2),
thus (x1 ∗G y1; x2 ∗Z2 y2)∈ (X ∗& Y ).
If x2 =1 then (x1 ∗G y1; x2 ∗Z2 y2)=(x1 ∗G inv(y−11 ); x2 ∗Z2 y−12 ) (because y−12 =y2 in
the group Z2), thus (x1 ∗G y1; x2 ∗Z2 y2) = (x1; x2) ∗& (y−11 ; y−12 ). Since Y is symmetric
with respect to ∗, (y−11 ; y−12 ) is an element of Y . Thus (x1 ∗G y1; x2 ∗Z2 y2)∈ (X ∗& Y ).
Therefore we have X ∗ Y ⊆ X ∗& Y .
We now prove the converse inclusion: let (x1; x2) be any element of X and let
(y1; y2) be any element of Y .
If x2 = 0 then (x1; x2) ∗& (y1; y2) = (x1 ∗G y1; x2 ∗Z2 y2) = (x1; x2) ∗ (y1; y2)∈X ∗ Y .
If x2 =1 then (x1; x2)∗& (y1; y2)=(x1 ∗G y−11 ; x2 ∗Z2 y2)=(x1; x2)∗ (y−11 ; y−12 )∈X ∗Y
because y2 = y−12 and Y is symmetric with respect to ∗.
It remains to prove that X and Y are both symmetric with respect to ∗&. Let (x; y)
be any element of G×& Z2: its symmetric with respect to ∗& is (x−1; y) if y=0, and
is (x; y) if y=1. Let (x1; x2) be any element of X : if x2=0 then (x−11 ; 0) is an element
of X as X is symmetric with respect to ∗; if x2=1 then (x1; 1) is obviously an element
of X , thus X is symmetric with respect to ∗&. The set Y is likewise symmetric with
respect to ∗&.
Corollary 1. Let (A; B) be any symmetric near-factorization of the direct product
G×Z2 of the group G by the group Z2. Then (A; B) is a symmetric near-factorization
of the semidirect product G ×& Z2, of the group G by the group Z2 determined
by &.
Proof. This results from Lemma 6.
Thus, we have a process to carry a symmetric near-factorization of G × Z2 into
G ×& Z2. It remains to know if this alters the associated partitionable graph G(A; B).
This is not the case, as stated below.
Corollary 2. The graph  associated to the near-factorization (A; B) as being a sym-
metric near-factorization of G×Z2 is isomorphic to the graph ′ associated to (A; B)
as being a symmetric near-factorization of G ×& Z2.
Proof. If z is any element of G × Z2 then we denote by z−1 the inverse of z with
respect to ∗, and we denote by z−1& its inverse with respect to ∗&.
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Due to Lemma 6, we have (A ∗ A) \ {e}= (A ∗& A) \ {e}.
If x=(x1; x2) and y are two adjacent vertices of  then we have x−1∗y∈ (A∗A)\{e},
since A is symmetric with respect to ∗. If x2=0 then x−1 ∗y=x−1& ∗&y and, therefore,
the vertices x and y are two adjacent vertices of ′. If x2 =1 then x−1& ∗& y=y−1 ∗ x
because G is abelian. But y−1 ∗ x= (x−1 ∗ y)−1, thus x−1& ∗& y= y−1 ∗ x∈ ((A ∗ A) \
{e})−1 = (A ∗ A) \ {e}= (A ∗& A) \ {e}. Hence, the vertices x and y are two adjacent
vertices of ′.
If x and y are two adjacent vertices of ′ then x−1& ∗& y∈ (A ∗& A) \ {e}, since A
is symmetric with respect to ∗&. As x−1& ∗& y = x−1 ∗ y or x−1& ∗& y = y−1 ∗ x, we
have x−1 ∗y∈ (A ∗A) \ {e} or y−1 ∗ x∈ (A ∗A) \ {e}. Therefore, x−1 ∗y∈ (A ∗A) \ {e}
which means that x and y are two adjacent vertices of .
We may now give a relationship between near-factorizations of cyclic groups and
near-factorizations of dihedral groups. Before proceeding, we need to recall the de(ni-
tion of D2n as a semidirect product of Zn by Z2.
Let & be the homomorphism from Z2 into AUT(Zn) given by
& :Z2 → AUT(Zn);
0 → (id : x → x);
1 → (inv : x → −x):
Then the group Zn ×& Z2 is isomorphic to the dihedral group of order 2n.
It is easy to see that if n is odd then Z2n is isomorphic to the group Zn × Z2. Let
(A; B) be any near-factorization of Z2n. We may assume that this near-factorization
is symmetric without altering the associated partitionable graph by Lemma 3. Thus
by Corollary 1, (A; B) induces a symmetric near-factorization of D2n. In particular by
Corollary 2, all CGPW2-graphs of order 2n with n odd may be seen as graphs associated
to some near-factorizations of dihedral groups. If n is even, no near-factorization of
Zn × Z2 is known so far.
In fact, near-factorizations of the dihedral groups give rise to all CGPW2-graphs of
even order [12]. We do not know any near-factorization (A; B) of a dihedral group,
whose associated graph is not a CGPW2-graph.
3. A near-factorization splits ‘equally’ in some cosets
Let H be any subgroup of G and X be any subset of G. If Z is any right coset of
H , we denote by nZ(X ) the number of elements of X which lie in the right coset Z ,
i.e. nZ(X ) := |X ∩ Z |. We denote by XZ the set X ∩ Z .
Theorem 1. Let H be any normal subgroup of G such that the quotient group G=H
is abelian and of exponent at most 4. Let d denote the index of H . If (A; B) is a
near-factorization of G then for every coset Z of H , we have⌊ |A|
d
⌋
6 nZ(A)6
⌊ |A|
d
⌋
+ 1:
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Proof. Notice that if G=H is of exponent 1 then d= 1 and there is nothing to prove.
Thus, we shall assume that G=H is of exponent 2, 3 or 4.
As there is no hypothesis on B, we may assume without loss of generality that the
uncovered element is e, due to Lemma 2.
Let g1; : : : ; gd be an enumeration of the elements of the quotient group G=H , with
the convention that g1 = H , that is, g1 is the identity element of G=H .
Let M be the d× d-matrix de(ned by
M :=


ng1g−11 (B) ng1g−12 (B) · · · ng1g−1d (B)
ng2g−11 (B) ng2g−12 (B) · · · ng2g−1d (B)
· · · · · · · · · · · ·
ngdg−11 (B) ngdg−12 (B) · · · ngdg−1d (B)


:
Let x˜ be the d-dimensional column vector with xi := ngi(A) for every i between 1 and
d. Let n be the number of elements of G and s˜ be the d-dimensional column vector
with s1 := n=d− 1 and si := n=d for every i between 2 and d.
Claim 1. We have
Mx˜ = s˜:
Let i be an integer between 1 and d, we are going to show that
gi \ {e}=
⋃
16j; k6d; gjgk=gi
AgjBgk : (1)
Let z be any element of gi \ {e}. There exist a in A and b in B such that z = ab. Let
gj be the coset containing a and let gk be the coset containing b. Then z ∈ gjgk . Thus
gjgk = gi. Hence, z is an element of the right part of (1). Thus
gi \ {e} ⊆
⋃
16j; k6d; gjgk=gi
AgjBgk :
Let z be any element of the right part of (1): there exist j and k, a in Agj , b in Bgk
such that z = ab and gjgk = gi. Since a∈ gj and b∈ gk , we have z = ab∈ gjgk = gi.
Obviously, z is distinct from the uncovered element e. Hence, z is an element of the
left part of (1).
Therefore, we have
gi \ {e}=
⋃
16j; k6d; gjgk=gi
AgjBgk :
We now prove that the right part of (1) is a disjoint union: let i, j, k, l and m be
indices such that gjgk = glgm = gi. If AgjBgk ∩ AglBgm = ∅, then there exist aj ∈Agj ,
bk ∈Bgk , al ∈Agl and bm ∈Bgm such that aj ∗ bk = al ∗ bm. Thus aj = al and so j = l.
Similarly k = m.
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Hence, we have for every i between 1 and d
|gi \ {e}|=
∑
16j; k6d; gjgk=gi
|AgjBgk |
=
∑
16j; k6d; gjgk=gi
|Agj | × |Bgk |
=
∑
16j6d
ngj (A)× ng−1j gi(B)
=
∑
16j6d
ngj (A)× ngig−1j (B) (G=H is abelian):
Thus the proof of Claim 1 is over.
We need now some results from the theory of linear representations of (nite groups.
The scope of this theory is far beyond what we need, thus we simply recall some basic
facts. A detailed exposition is given in the book ‘Repr>esentations lin>eaires des groupes
(nis’ by Serre [15] or in the book ‘Groupes’ by Bouvier and Richard [4], for instance.
If W is any (nite abelian group, a character 2 of W is a homomorphism from W
into C∗, the multiplicative group of the non-zero complex numbers. Notice that for
every w of W , we have |2(w)|= 1 as 2(w)o(w) = 2(wo(w)) = 2(eW ) = 1. We denote by
ker(2) the kernel of 2, i.e. the set of elements of W that 2 maps onto the complex
number 1.
Since G=H is abelian, there exist d distinct characters 21; : : : ; 2d of G=H (Theorem
7 [15]) such that for every i and j between 1 and d,
1
d
∑
16k6d
2i(gk)2j(gk) =
{
1 if i = j
0 if i = j
(Theorem 3 [15]): (2)
For every k between 1 and d, let
5k =
∑
g∈G=H
2k(g−1)ng(B)
and let V˜k be the d-dimensional column vector ˜(2k(gj))16j6d.
Let P be the d× d-matrix whose column vectors are given by the V˜i, i.e.
P =


21(g1) · · · 2d(g1)
· · · · · · · · ·
21(gd) · · · 2d(gd)

 :
Claim 2. The matrix P is invertible and the elements of P−1 are of modulus 1=d.
Due to Eqs. (2), we have P−1 = (1=d)t OP (where OP is the conjugate matrix of P).
Since the elements of P are of modulus 1, the proof is over.
Claim 3. For every i between 1 and d, we have MV˜i=5iV˜i. In particular, the complex
numbers 51; : : : ; 5d are the eigenvalues of M .
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For every k between 1 and d, we have
(5iV˜i)k =

 ∑
g∈G=H
2i(g−1)ng(B)

 2i(gk)
=
∑
g∈G=H
2i(g−1gk)ng(B)
=
∑
g∈G=H
2i(g)ngkg−1 (B):
This means that (MV˜i)k = (5iV˜i)k .
Thus MV˜i = 5iV˜i.
Claim 4. The non-zero eigenvalues of M are of modulus at least 1.
Let 5k be a non-zero eigenvalue of M .
If G=H is of exponent 2 or 4 then 2k(g) is in the set {1;−1; i;−i} for every g
in G=H and so there exist two integers a and b such that 5k = a + bi. Thus, |5k | =√
a2 + b2¿max(|a|; |b|)¿ 1.
If G=H is of exponent 3 then 2k(g) is in the set {1; j; j2} for every g in G=H , where
j is the complex number e2i7=3, and so there exist three integers a,b and c such that
5k=a+bj+cj2. Thus, |5k |2 =(a+bj+cj2)(a+ bj + cj2)=a2 +b2 +c2−ab−ac−bc.
Hence |5k |= 0 or |5k |¿ 1. Since 5k = 0, this implies that |5k |¿ 1.
Claim 5. The complex eigenvalues of M are of modulus at least 1.
Due to Claim 4, we only have to prove that no eigenvalue of M is equal to 0.
Let 5k be some eigenvalue such that 5k = 0. Thus, we have∑
g∈G=H
2k(g−1)ng(B) = 0: (3)
Notice that we have∑
g∈G=H
1(g−1)ng(B) = ; (4)
where 1 is the trivial character which maps every element of G=H onto the complex
number 1.
If 2 is any character of G=H , we call order of 2 the smallest strictly positive integer
r such that 2r = 1, where 2r denotes the character of G=H , which maps every element
g onto 2(gr). Obviously, the order of a character 2 divides the exponent of G=H .
As G=H is of exponent at most four, every character of G=H is of order at most 4.
If 2k is of order 2 then G=H must be of exponent 2 or 4 and, therefore, n is even.
For every element g of G=H , we have 2k(g) = 1 or −1. Hence, we have∑
g∈G=H
1(g−1)ng(B) +
∑
g∈G=H
2k(g−1)ng(B) = 2
∑
g∈ker(2k )
ng(B):
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Thus + 0 = 2
∑
g∈ker(2k ) ng(B). Hence, n= × !+ 1 must be odd: contradiction.
If 2k is of order 3 then G=H must be of exponent 3 and, therefore, n is a multiple
of 3. For every element g of G=H , we have 2k(g) = 1, j or j2. Hence, we have
∑
g∈G=H
1(g−1)ng(B) = ;
∑
g∈G=H
2k(g−1)ng(B) = 0;
∑
g∈G=H
2k(g−1)ng(B) = 0 (by conjugacy):
Thus + 0 + 0 = 3
∑
g∈ker(2k ) ng(B). Hence n= × !+ 1 = 1 (mod 3): contradiction.
If 2k is of order 4 then G=H must be of exponent 4 and, therefore, n is a multiple
of 4. For every element g of G=H , we have 2k(g) = 1, i, −1 or −i. Hence, we have
∑
g∈G=H
1(g−1)ng(B) = ;
∑
g∈G=H
2k(g−1)ng(B) = 0:
Hence, we get
+ 0= 2
∑
g∈ker(2k )
ng(B) + (1 + i)
∑
g;2k (g−1)=i
ng(B)
+(1− i)×
∑
g;2k (g−1)=−i
ng(B):
Since  is real, we have
∑
g;2k (g−1)=i ng(B) =
∑
g;2k (g−1)=−i ng(B). Therefore, we get
= 2
∑
g∈ker(2k )
ng(B) + 2
∑
g;2k (g−1)=i
ng(B):
Thus  is even, which implies that n is odd, in contradiction with the fact that 4
divides n.
Hence the proof of Claim 5 is over.
Due to Claim 5, the equation MX˜ = s˜ has x˜ for unique solution.
If y˜ is any vector, we denote by ‖y˜‖∞ the maximum modulus of its elements.
A. Peˆcher /Discrete Mathematics 276 (2004) 295–311 307
Claim 6. Let 1˜ be the d-dimensional vector with all entries equal to 1. Then we have
x˜ =
n
× d 1˜ + c˜;
where c˜ is a d-dimensional vector such that ‖˜c‖∞6 1.
We have Mx˜ = s˜. Let z˜ be the unique solution of MY˜ = (n=d)˜1 and let c˜ be the
unique solution of MY˜ = s˜′ with s˜′ := s˜− (n=d)˜1 = (−1; 0; : : : ; 0). Obviously we have
x˜ = z˜ + c˜ and z˜ = (n= ∗ d)˜1.
We have the equation P−1MP =M ′, where M ′ is the diagonal matrix

51 0
: : :
0 5d


with the eigenvalues of M for diagonal entries.
We have c˜ = PM ′−1P−1s˜′. Notice that P−1s˜′ is minus the (rst column of P−1.
Let c˜′ = P−1s˜′ be that vector. We denote by c′1 the element of the (rst row; : : : ; c
′
d the
element of the last row. Since M ′−1 is the diagonal matrix of diagonal (1=51; : : : ; 1=5d),
we have the equation
M ′−1c′ =


c′1
51
· · ·
c′d
5d

 :
Since the elements of P are of modulus 1, we get
‖˜c‖∞6
( |c′1|
|51| + · · ·+
|c′d|
|5d|
)
:
By Claim 2, we have ‖c˜′‖∞6 1=d, hence
‖˜c‖∞6 1=d
(
1
|51| + · · ·+
1
|5d|
)
:
By Claim 5, we get ‖˜c‖∞6 1 as required.
Claim 7. Let g be any element of G=H . Then⌊!
d
⌋
6 ng(A)6
⌊!
d
⌋
+ 1:
We know that ng(A) must be one of the components of x˜. Thus ng(A)¿!=d+(1=∗
d)− 1¿ !=d+ (1= ∗ d)− 1¿ !=d − 1. Hence ng(A)¿ !=d.
Let k be the remainder of ! modulo d: we have !=d=!=d+k=d with 06 k6d−1.
Then ng(A)6!=d + (1= ∗ d) + 16 !=d + k=d + (1= ∗ d) + 16 !=d + (d −
1)=d+ (1= ∗ d) + 16 !=d+ 1 + ((1− )= ∗ d) + 1¡ !=d+ 2 as ¿ 2. Hence
ng(A)6 !=d+ 1.
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Corollary 3. Let H be any normal subgroup of G such that the quotient group G=H
is abelian and of exponent at most 4. Let d denote the index of H . If (A; B) is a
near-factorization of G then for every coset Z of H , we have⌊ |B|
d
⌋
6 nZ(B)6
⌊ |B|
d
⌋
+ 1:
Proof. As there is no hypothesis on A, we may assume without loss of generality that
the uncovered element is e, due to Lemma 2. Hence, we have A ∗ B=G \ {e}= B ∗ A
(Lemma 1). Then, Theorem 1 may be applied to the near-factorization (B; A).
3.1. Some applications
If k is any integer, we say that part(k) is odd if k =±3 (mod 8). Let G be a group
with a near-factorization (A; B). If G has a normal subgroup H of index 4, then G=H
is abelian and of exponent at most 4 as all groups of order 4 are abelian, hence we
know by Theorem 1 that there exists an integer q such that |A| = 4q ± 1. Then we
have that q is odd if and only if part(|A|) is odd.
Lemma 7. Let G′ be any 6nite group. Let p and q be any strictly positive integers.
The group G := Z2p×Z4q×G′ does not have any symmetric near-factorization (A; B)
such that part(|A|) is odd or part(|B|) is odd.
Proof. We have involution(G) = {0; p} × {0; 2q} × involutions(G′).
Let H be the subgroup (2Z2p)× (2Z4q)×G′ of G. H is a subgroup of G of index
4. Let H0, H1, H2, H3 be the four right-cosets with respect to H de(ned as: H0 := H ,
H1 := H (1; 0; eG′), H2 := H (0; 1; eG′), H3 := H (1; 1; eG′).
Notice that each of these right-cosets is symmetric and that involution(G) ⊆
(H0 ∪ H1).
Suppose G has a symmetric near-factorization (A; B) such that part(|A|) is odd.
Let A0 := H0 ∩ A, A1 := H1 ∩ A, A2 := H2 ∩ A and A3 := H3 ∩ A.
Let n0 := |A0|, n1 := |A1|, n2 := |A2| and n3 := |A3|. Since |A| is odd, three of these
four values are equal by Theorem 1.
Since part(|A|) is odd, they are equal to an odd number. Thus, at least one of n2 and
n3 is odd. If n2 is odd then, since A2 is symmetric as A and H2 are both symmetric,
there is at least one element a in A2 such that a = a−1. This is in contradiction with
involutions(G) ⊆ H0 ∪ H1. If n3 is odd, we get the same contradiction. Thus, there is
no symmetric near-factorization (A; B) such that part(|A|) is odd.
Due to Lemma 7 there is only one non-cyclic abelian group of order 16 which is
likely to have a near-factorization because part(3) is odd: this group is Z42. Likewise
there is only one non-cyclic abelian group of order 64 which is likely to have a
near-factorization (A; B) such that |A| = 3 and |B| = 21: this group is Z62. Lemma 7
does not give informations about the case |A| = 7 and |B| = 9 as part(7) and part(9)
are both even. Since Z42 and Z
6
2 are groups of exponent 2, they do not have any
near-factorizations [6].
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The group Z2×Z4×Z273 does not have any near-factorization as 2∗4∗273−1=37∗59,
37 and 59 are prime, and part(37) is odd.
Notice that Lemma 7 does not make full use of Theorem 1 as the proof involves
only one subgroup of G.
3.2. Using Theorem 1 as a 6lter
Theorem 1 may be used to decrease the number of cases to be investigated when
looking for a near-factorization for a given group with the help of a computer. From
the list of all subsets A of G of cardinality !, we may keep only those satisfying the
inequalities in Theorem 1 and then for every of these A, check if there exists a subset
B of cardinality  such that (A; B) is a near-factorization. We used GAP [9] to get the
list of all normal subgroups inducing a quotient group of exponent at most 4.
Our computations revealed that, besides the two groups of order 50 mentioned
in the next section of this paper, the only groups of order at most 64 admitting
near-factorizations are the cyclic groups and the dihedral groups. Theorem 1 turned
out to be a total (lter for more than one half of the 267 groups of order 64.
de Caen et al. [6] proved that all non-cyclic abelian groups of order at most 100
failed to have any near-factorization, except may be for the three following groups: Z2×
Z2×Z19, Z2×Z2×Z23 and Z2×Z2×Z25. With the help of Theorem 1, an exhaustive
check by computer established that these groups have no symmetric near-factorization,
hence the only abelian groups of order at most 100 having near-factorizations are the
cyclic groups.
4. A ‘new’ partitionable graph with 50 vertices
Exhaustive computations showed that the smallest group admitting a near-factorization
which is neither a cyclic group, nor a dihedral group, has order 50. In fact, there are
two such groups of order 50. The near-factorizations of these two groups give rise to
a unique partitionable graph (and its complement). This partitionable graph is neither
a CGPW2- nor a BGH-graph.
4.1. The group D10 × Z5
Since the associated graphs to the near-factorizations of this group turn out to be
isomorphic to a particular partitionable graph or to its complement, there is no need
to give several near-factorizations of this group: one is enough.
Let
A= {(e; 0); (s; 0); (e; 3); (s; 3); (r; 4); (sr; 4); (r2; 4)};
B= {(s; 1); (r; 1); (sr2; 1); (sr3; 3); (r4; 3); (sr3; 4); (r4; 4)}:
Then it is straightforward to check that (A; B) is indeed a near-factorization of D10×Z5.
We denote by 50 this graph G(A; B).
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We have INT(A) = 6 and INT(B−1) = 4.
Since != 7 is prime and != , we know that there is a unique CGPW2-graph of
order 50: the web with 50 vertices. Since INT(B−1)=4 = 6, the graph 50 is obviously
neither a CGPW2- nor a BGH-graph.
A computer-assisted calculation revealed that 50 has quite a nice property: the
critical edges of the complement of 50 form a perfect matching, i.e. they form a set
of disjoint vertices such that every vertex of the graph belongs to exactly one of these
edges (a proof is given in [12]). We believe this is the (rst-known partitionable graph
with this property.
At last, the graph 50 is not a counter-example to the Strong Perfect Graph Conjec-
ture as it has a small transversal (for instance {(e; 0); (s; 0); (r; 0); (r3; 0); (sr3; 0); (r; 2);
(s; 2); (sr4; 2); (e; 3); (r4; 3); (r; 4); (sr; 4); (r2; 4)}).
4.2. The group (Z5 × Z5)×& Z2
The group (Z5 × Z5)×& Z2 is the semidirect product of (Z5 × Z5) determined by
& as de(ned in the second section.
The graphs associated to the near-factorizations of this group turn out to be isomor-
phic to the graph 50 of the preceding section, or to its complement. Thus, we shall
only give one of these near-factorizations.
Let
A= {((0; 0); 0); ((0; 0); 1); ((1; 0); 0); ((0; 1); 0);
((4; 0); 1); ((0; 4); 1); ((2; 2); 0)};
B= {((2; 0); 1); ((0; 2); 1); ((3; 3); 1); ((4; 1); 0);
((1; 4); 0); ((2; 2); 1); ((4; 4); 0)}:
Then, it is straightforward to check that (A; B) is indeed a near-factorization of (Z5 ×
Z5)×& Z2.
4.3. A property shared by all partitionable graphs?
Every web and every BGH-graph has a critical clique. Thus, in any of these graphs,
there exist two distinct cliques sharing !− 1 vertices.
Every CGPW2-graph which is not a web, has no critical clique, though every
CGPW2-graphs has two distinct maximum cliques sharing at least one-half of their
vertices [13].
As both the graph 50 and its complement have two distinct maximum cliques
sharing at least one-half of their vertices, this leads to the following natural problem:
Question 1. Is it true that every partitionable graph has two distinct maximum cliques
sharing at least one-half of their vertices?
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If so, then to prove the Strong Perfect Graph Conjecture, it would be enough to
prove the following one.
Conjecture 2. Every partitionable graph, with two distinct maximum cliques sharing at
least one-half of their vertices, fails to invalidate the Strong Perfect Graph Conjecture.
Conjecture 2 is proved in [13] for the class of circular partitionable graphs, including
all CGPW2-graphs.
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