ABSTRACT. This paper addresses the different methods of estimation of the unknown parameters of a two-parameter unit-logistic distribution from the frequentist point of view. We briefly describe different approaches, namely, maximum likelihood estimators, percentile based estimators, least squares estimators, maximum product of spacings estimators, methods of minimum distances: Cramér-von Mises, AndersonDarling and four variants of Anderson-Darling. Monte Carlo simulations are performed to compare the performances of the proposed methods of estimation for both small and large samples. The performances of the estimators have been compared in terms of their relative bias, root mean squared error, average absolute difference between the theoretical and empirical estimate of the distribution functions and the maximum absolute difference between the theoretical and empirical distribution functions using simulated samples. Also, for each method of estimation, we consider the interval estimation using the Bootstrap confidence interval and calculate the coverage probability and the average width of the Bootstrap confidence intervals. Finally, two real data sets have been analyzed for illustrative purposes.
INTRODUCTION
Tadikamalla & Johnson [30] introduced a new probability distribution with support on (0, 1) and named the distribution as L B distribution by using transformations of logistic variables. They obtained the distribution as follows:
where Y is a standard Logistic distribution, g(·) is some suitable function and γ ∈ R, δ > 0 are parameters. The choice of g(·) determines the support of the distribution, hence from [30] , by taking:
we can obtain the L B distribution, hereafter we refer it as unit-Logistic distribution, with probability density function (PDF) given by:
In spite of its versatility, this distribution did not receive much attention in the literature. Nevertheless, recently, the basic properties and a regression analysis was studied by [5] . The authors introduced an alternative parametrization, where one parameter is the median. Following this parametrization, they defined the PDF as:
where 0 < μ < 1 is the median of X and β > 0 is the shape parameter. The corresponding cumulative distribution function and quantile function are written respectively as:
and
Note that when we set μ = 0.5 and β = 1 in (4), the PDF of the unit-logistic distribution simply becomes the PDF of the standard uniform distribution. As we can see in Figure 1 the unitLogistic density is uni-modal (or uni-antimodal), increasing, decreasing, or constant, depending on the values of the parameters.
The objective of this paper is to introduce different methods of estimation for the unknown parameters that index the unit-Logistic distribution and to study the behavior of these estimators for different sample sizes and for different parameter values. In particular, we compare the maximum likelihood estimators, maximum product of spacings estimators, estimators based on percentiles, least-squares estimators, weighted least-squares estimators, Cramér-von Mises estimators and Anderson-Darling estimators and four of its variants. Since, it is difficult to compare theoretically the performances of the different estimators, we perform extensive simulations to compare the performances of the different estimation methods based on relative bias, root mean squared error, average absolute difference between the theoretical and empirical estimate of the distribution functions, and maximum absolute difference between the theoretical and empirical distribution functions. Also, for each method of estimation, we consider the interval estimation using the Bootstrap confidence interval [12] and calculate the coverage probability and the average width of the confidence interval.
The uniqueness of this study comes from the fact that thus far, no attempt has been made to compare all these estimators for the two-parameter unit-logistic distribution. Comprehensive comparisons of estimation methods for other distributions have been performed in the literature: see [13] ANDRÉ FELIPE BERDUSCO MENEZES, JOSMAR MAZUCHELI and SANKU DEY 557 for generalized Exponential distribution, [17] for generalized Rayleigh distributions, [31] for Weibull distribution, [22] for weighted Lindley distribution, [10] for Marshall-Olkin extended Lindley distribution, [7] for weighted Exponential distribution, [21] for Marshall-Olkin extended Exponential distribution, [9] for the Kumaraswamy distribution, [8] for the Exponentiated Chen distribution, [27] for the Poisson-exponential distribution, [24] for the Alpha logarithmic transformed Weibull distribution and [23] for the power inverse Lindley distribution.
The final motivation of the paper is to show how different frequentist estimators of this distribution perform for different sample sizes and different parameter values and to develop a guideline for choosing the best estimation method for the unit-logistic distribution, which we think would be of interest to applied statisticians.
The paper is organized as follows. In Section 2 we discuss the eleven estimation methods considered in this paper. The performance of the proposed estimation procedures is studied through a Monte Carlo simulation and is presented in Section 3. In section 4, the methodology developed in this manuscript and the usefulness of the unit-Logistic distribution is illustrated by using two real data examples. Some concluding remarks are presented in Section 5.
METHODS OF ESTIMATION
In this section, we describe seven methods and four variants of AD test for estimating the parameters, μ and β, associated to the unit-Logistic distribution. For all methods, it is assumed that x = (x 1 , . . . , x n ) is a random sample of size n from the unit-Logistic distribution with PDF given by (4) and unknown parameters μ and β. Also, let x (1) < . . . < x (n) be the corresponding order sample statistics.
Method of Maximum Likelihood
Undoubtedly the method of maximum likelihood is the most popular method in statistical inference, mainly because of its many appealing properties. For instance, the maximum likelihood estimates are asymptotically unbiased, efficient, consistent, invariant under parameter transformation and asymptotically normally distributed (see, e.g., [18, 25, 28] ).
The log-likelihood function of unit-Logistic distribution based on the random sample x = (x 1 , . . . , x n ) can be written as:
The maximum likelihood estimates μ M L E and β M L E , of the parameters μ and β, respectively, can be obtained by maximizing (7), or equivalently solving the following normal equations: Confidence intervals can be obtained by using the large sample distribution of the MLEs, which is normally distributed with the covariance matrix given by the inverse of the Fisher information since regularity conditions are satisfied.
Method of Maximum Product of Spacings
The maximum product of spacings (MPS) method was introduced by [2, 3] as an alternative to MLE for estimating parameters of continuous univariate distributions. Ranneby [26] independently derived the same method as an approximation to the Kullback-Leibler measure of information.
The uniform spacings of a random sample from unit-Logistic distribution is defined as:
From [2, 3] , the MPSEs, μ M P S and β M P S , are the values of μ and β, which maximize the geometric mean of the spacings: (10) or, equivalently, by maximize its logarithm:
The estimators μ M P S and β M P S of the parameters α and β can also be obtained by solving the nonlinear equations:
It is noteworthy that the MPSE is as efficient as ML estimation and consistent under more general conditions than the ML estimators [3] .
Method of Percentiles
If the data come from a distribution function which has a closed form, then we can estimate the unknown parameters by fitting straight line to the theoretical points obtained from the distribution function and the sample percentile points. This method was developed by [15, 16] to estimate the parameters of the Weibull distribution.
Since the unit-Logistic distribution has an explicit cumulative distribution function, (5) , it is feasible to use the same concept to derive estimators for μ and β. If p i denotes some estimate of F x (i) | μ, β , then the percentiles estimators, μ PC E and β PC E , can be obtained by minimizing, with respect to μ and β, the nonlinear function:
where
is an unbiased estimator of F x (i) | μ, β . It is to be mentioned here that there are several possible choices for p i , interested readers may refer to [20] .
Methods of Least Squares
The least square methods were originally proposed by [29] to estimate the parameters of the Beta distributions. Suppose that F(X (i) ) denotes the distribution function of the order statistics from the random sample x = (x 1 , . . . , x n ). An important result from the probability shows that
. Therefore, we have:
for further details see [14] . Using the expectations and variances, we obtain two variants of the least squares methods.
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Ordinary Least Squares
In case of unit-Logistic distribution, the ordinary least square estimates μ O L S and β O L S of the parameters μ and β can be obtained by minimizing the function:
with respect to μ and β. Alternatively, these estimates can also be obtained by solving the following nonlinear equations:
where 1 (· | μ, β) and 2 (· | μ, β) are given by Equations (12) and 13, respectively.
Weighted Least Squares
For the unit-Logistic distribution, the weighted least square estimates of μ and β, say μ W L S and β W L S , respectively are obtained by minimizing the function:
with respect to μ and β. Equivalently, these estimates are the solution of the following nonlinear equations:
where 1 (· | μ, β) and 2 (· | μ, β) are defined in Equations (12) and 13, respectively.
Methods of Minimum Distances
Here, we will discuss some methods based on the test statistics of Cramér-von Mises, AndersonDarling and four variants of the Anderson-Darling test, whose acronyms are ADR, AD2R, AD2L and AD2. Mainly, these methods determine the values of parameters that minimize the distance between the theoretical and empirical cumulative distribution functions (see for further details e.g., [6, 19] ). The expressions for each method are presented in Table 1 .
For illustrative purposes, we have presented only the expressions used for the estimation of the parameters for the Cramér-von-Mises and Anderson-Darling methods. 
Acronyms Expressions
CvM
Method of Cramér-von Mises
In regard to unit-Logistic distribution, the Cramér-von-Mises estimates μ CvM and β CvM are obtained by minimizing with respect to μ and β the function:
The estimates can also be obtained by solving the following nonlinear equations:
where 1 (· | μ, β) and 2 (· | μ, β) are specified in Equations (12) and 13, respectively.
Method of Anderson-Darling
[1] developed a test, as an alternative to statistical tests for detecting sample distributions departure from normality. Using these test statistics, we can obtain the Anderson-Darling estimates, μ ADE and β ADE , by minimizing the function
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where 1 (· | α, β) and 2 (· | α, β) are given by (12) and (13), respectively.
SIMULATION RESULTS
In this section we conduct a Monte Carlo simulation study to compare the performance of the frequentist estimators discussed in the previous sections. The methods are compared for sample sizes n = {20, 50, 100, 200}. We generate M = 5.000 pseudo-random samples from unitLogistic distribution using the inverse transform method with parameters μ = {0.2, 0.4, 0.6, 0.8} and β = {0.5, 1.5, 2.0}.
All simulations are done in Ox version 7.10, (see [11] ), using the MaxBFGS subroutine for numerical optimizations. For each estimate, we calculate the relative bias, root mean-squared error (RMSE), the average absolute difference between the theoretical and empirical estimate of the distribution functions (D abs ), and the maximum absolute difference between the theoretical and empirical distribution functions (D max ). These measures are obtained using the following formulae:
where = (μ, β). Due to space constraint, we report the results only for μ = (0.2, 0.8) and β = (0.5, 2). The results for other combinations are summarized by their ranks in Tables 6 and  11 , however this can be obtained from the corresponding author on request.
In Tables 2-5 we report the empirical values of (20)- (23) . A superscript indicates the rank of each of the estimators among all the estimators for that metric. For example, Table 2 presents the bias of the MLE ( β) in the first row as 0.070 9 for n = 20. This indicates that the bias of β obtained using the method of maximum likelihood ranks 9 th among all other estimators.
The following observations can be drawn from Tables 2-5. 1. All the estimators reveal the property of consistency, i.e., the RMSE decreases when the sample size increases.
2. The bias of β decreases when n increases for all estimation methods.
3. The bias of μ decreases when n increases for all estimation methods.
4. The bias of μ generally decreases when β increases for any given β and n for all estimation methods.
5. The bias of β generally decreases when μ increases for any given μ and n for all estimation methods.
6. D abs is smaller than D max for all estimation techniques. Again, these statistics become smaller when n increases.
The overall ranks of the estimation methods are presented in Table 6 . For the parameter combinations considered in our study, Anderson-Darling estimator (AD) turns out to the best (overall score of 159) in the overall ranking closely followed by the method of weighted least square (WLS) (overall score of 178).
In the previous tables, we have obtained the point estimates of each method of estimation. However, it is also important to know the behaviour of interval estimation for each method of estimations. Therefore, we computed the parametric Bootstrap confidence interval [12] and evaluate their coverage probability and average length of the simulated confidence intervals. The results are presented in Tables 7-10 .
From the results reported in Tables 7-10 , it is observed that as sample sizes increases, the coverage probability increases for both the parameters as well as for the estimation methods, while the average width of the confidence intervals decreases as the sample sizes increases for both the parameters and estimation methods.
The overall positions of the interval estimates are presented in Table 11 . It is observed that WLS is the best method for interval estimation based on parametric Boostrap confidence intervals. The next best method is the AD, followed by MLE.
Thus, based on our study we may conclude that AD and WLS are the best methods for estimating the parameters of unit-Logistic distribution for both point and interval estimation. Therefore, we suggest to use AD and WLS methods of estimation for practical purposes. Table 7 -Simulations results of interval estimation for μ = 0.2 and β = 0.5. Table 9 -Simulations results of interval estimation for μ = 0.8 and β = 0.5. 
ILLUSTRATIVE EXAMPLES
In this section, the performance of the eleven estimation methods is compared through two real data applications.
The first data (data set I) is available in software R and corresponds to 48 observations of twelve core samples from petroleum reservoirs that were sampled by four cross-sections. The second data set (data set-II) can be found in [4] and represents the total milk production in the first birth of 107 cows from SINDI race.
The parameter estimates and their corresponding Bootstrap confidence intervals for all estimation methods considered are summarized in Tables 12 and 13 . We also present the results of formal goodness-of-fit tests, the Kolmogorov-Smirnov (KS) test, in order to show that the unit-Logistic distribution can be used to model these two data sets.
From Table 12 we can see that all estimates provide a good fit to the data set. It is also observed that the AD2L and MPS estimators give the shortest confidence intervals for μ and β, respectively. The results in Table 13 indicate that the CvM estimates do not provide a good fit to this data set as per KS statistic is concerned. It is also observed that MLE has the lowest value of KS. It is also noteworthy, that MLE and ADR have the shortest confidence intervals for μ and β.
CONCLUDING REMARKS
In this paper, we have performed an extensive simulation study to compare eleven aforementioned methods of estimation. We have compared estimators with respect to bias, root meansquared error, the average absolute difference between the theoretical and empirical estimate of the distribution functions, and the maximum absolute difference between the theoretical and empirical distribution functions. We have also calculated the coverage probability and the average width of the Bootstrap confidence intervals. We have also compared estimators by two real data applications. The simulation results show that AD estimators is the best performing estimator in terms of biases and RMSE. The next best performing estimators is the WLS estimators, followed by MLE. The real data applications show that the AD2L and MPS estimators give the shortest confidence intervals for μ and β, respectively for the data set I and MLE and ADR have the shortest confidence intervals for the data set II. Hence, we can argue that the AD estimators, weighted least squares estimators, AD2L, MPS, ADR and ML estimators are among the best performing estimators for unit-logistic distribution.
