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ABSTRACT
Spatial details and context correlations are two types of critical in-
formation for semantic segmentation. Generally, spatial details are
most likely existed in shallow layers, but context correlations are
most likely existed in deep layers. Aiming to use both of them, most
of current methods choose forward transmitting the spatial details
to deep layers. We find spatial details transmission is computation-
ally expensives, and substantially lowers the model’s execution
speed. To address this problem, we propose a new Bi-direction
Contexts Propagation Network (BCPNet), which performs sematic
segmentation in real-time. Different from the pervious methods,
our BCPNet effectively back propagate the context information to
the shallow layers, which is more computationally modesty. Ex-
tensive experiments validate that our BCPNet has achieved a good
balance between accuracy and speed. For accuracy, our BCPNet has
achieved 68.4 % mIoU on the Cityscapes test set and 67.8 % mIoU
on the CamVid test set. For speed, our BCPNet can achieve 585.9
FPS and 1.7 ms runtime per an image.
CCS CONCEPTS
• Computer systems organization→ Embedded systems; Re-
dundancy; Robotics; • Networks→ Network reliability.
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1 INTRODUCTION
Semantic segmentation is one of the most challenging tasks of
computer vision, which aims to partition an image into several non-
overlapping regions according to the category of each pixel. As its
unique role in visual processing, many real-world applications rely
on this technology such as self-driving vehicle [17, 18], medical
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Figure 1: Illustrations of the pervious spatial details trans-
mission and our context backpropagation mechanism.
image analysis [6, 7] and image editing [19]. Some of these appli-
cations not only require high segmentation accuracy but also fast
execution speed, which makes the task of semantic segmentation
more challenging. However, in recent years, the balance between
segmentation accuracy and speed is still far from satisfactory.
For a semantic segmentation algorithm, there are two key points:
1) spatial details maintaining and 2) context information aggregat-
ing. In general, spatial details are more likely existed in the shallow
layers, but context information is more likely existed in the deep
layers. Most of current methods realize the two key points by 1)
keeping high-resolution feature maps in the network pipeline to
maintain spatial details and 2) using the dilated convolution [22] to
aggregate context information, e.g., [3, 8, 11, 23, 25]. These methods
can be seen as a task of information transmission: spatial details are
transmitted from the shallow layers to the deep layers, as shown
in Fig.1 (a). A large number of works have validated that appropri-
ately cooperating low-level spatial details and high-level context
information can make semantic segmentation more accurate. How-
ever, keeping relative high-resolution feature maps in deep neural
networks tends to bring about high computational costs. Moreover,
this will substantially lower the model’s execution speed. To quan-
tify the influence of feature resolutions in the network pipeline, we
conduct an simple experiment on the famous ResNet [9] framework.
For a fair comparison, the last fully connected layer of ResNet is
removed. As shown in Fig.2, when feature resolutions enlarge, the
model’s FLOPs substantially increase, and, correspondingly, the
model’s execution speed gets much lower.
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Figure 2: Influence of feature resolutions maintained in the
network pipeline for FLOPS and speed. “maintaining rate”
represents the resolution rate between the final maintained
feature map and the input image. “res-50” represents the
ResNet-50 network. “res-101” represents theResNet-101 net-
work.
Considering the worse balance between accuracy and speed
achieved by maintaining spatial details, we propose a new Bi-
direction Contexts Propagation Network (BCPNet). Different from
the pervious methods, which transmits spatial details, our BCPNet
is designed to effectively back propagate the context information
within the network pipeline, as shown in Fig.1 (b). By back propa-
gating the context information, which is aggregated from the deep
layers, to the shallow layers, the shallow-layer features become
context-aware enough, as shown in Fig.4. Therefore, the shallow-
layer features can be directly used for the final prediction. The
changes of the transmitted information type and the transmission
direction eliminate the need for keeping high-resolution feature
maps in the network pipeline. This makes us can design a network
with less FLOPs and a faster execution speed, but at a relatively
high segmentation accuracy. Based on the proposed context back-
propagation mechanism, we propose a new Bi-direction Context
Propagation Network (BCPNet), which is shown in Fig.3. The key
component of our BCPNet is the Bi-direction Context Propagation
(BCP) module, as is shown in Fig.3 (b), which uses top-down and
bottom-up paths to back propagate the context information to shal-
low layers. Our BCPNet is light-weight, which just totally contains
about 0.61 M parameters. Extensive experiments validate that our
BCPNet has achieved a good balance between segmentation accu-
racy and execution speed. For example, as for execution speed, our
BCPNet can achieve 585.9 FPS on 360 × 640 input images. Even for
1024 × 2048 input input images, our BCPNet can achieve still 55
FPS. As for segmentation accuracy, our BCPNet has achieved 68.4 %
mIoU on the cityscapes [5] test set and 67.8 % mIoU on the CamVid
[2] test set.
The contributions of this paper can be summarized as following
aspects:
• First, compared to the pervious methods, which forward
transmit spatial details within the network pipeline, we in-
troduce a new context backpropagation mechanism. This
benefits for improving the balance between accuracy and
speed.
• Second, based on the proposed context backpropagation
mechanism, we propose a new BCPNet that realizes context
backpropagation effectively by using top-down and bottom-
up paths.
• Third, our BCPNet has achieved a state-of-the-art balance
for accuracy and speed.
The remainders of this paper are organized as follows. First, we
introduce the related work in section 2. then, we provide the details
of our method in section 3 followed by our experiments in section 4.
Finally, in section 5, we conclude the paper.
2 RELATEDWORK
In this section, we review the methods which are related to us. First,
we review the methods based on transmitting spatial details within
the network pipeline. Then, we review the methods focusing on
improving execution speed.
2.1 Spatial details transmission
DilatedNet [22] is a pioneering work based on spatial details trans-
mission. Aiming to forward transmit spatial details in the network
pipeline (Fig.1 (a)), [22] introduced the dilated convolution. The
dilated convolution enlarges the receptive field of convolutional
operations by inserting holes to convolution kernels. Therefore,
some of downsampling operations, like pooling, can be removed in
the network. this avoids the decrease of feature resolutions and the
loss of spatial details. Following [22], a large number of variants
have been proposed such as [3, 8, 23, 25]. In particular, most of
these methods pay their attention on further improving the con-
text representations of the last convolution layer. For example, [25]
introduced the Pyramid Pooling Module (PPM), in which multiple
parallel average pooling branches are applied to the last convolution
layer aiming to aggregate more context correlations. [3] extended
PPM to Atrous Spatial Pyramid Pooling (ASPP) module by further
introducing the dilated convolution [22]. By using the dictionary
learning to learn the global context embedding, [23] introduced
EncNet. Recently, He et al. [8] proposed Adaptive Pyramid Context
Network (APCNet), in which the Adaptive Context Module (ACM)
is used to aggregate pyramid context information.
Discussion. However, aiming to use both of spatial details and
context correlations, the above methods all choose transmitting
spatial details from the deep layers to the shallow layers, as shown
in Fig.1 (a). The spatial details transmission within the network
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Figure 3: Overview of our BCPNet. “w-sum” represents the weighted sum. “s-conv” represents the separable convolution.
pipeline is computationally expensive, and substantially lowers
the model’s execution speed (as shown in Fig.2). Although these
methods improve segmentation accuracy, the balance between ac-
curacy and speed is still far from satisfactory. Take DeepLab [3] as
an example. Based on an 512 × 1024 input image, it totally includes
457.8 G FLOPs. Its speed can only arrive at 0.25 FPS. This means,
for each image, it will cost 4000 ms runtime (Table.1 and Table.2).
2.2 Execution speed improvement
Some real-world applications, such as self-driving vehicle, do not
only require accurate segmentation but also fast execution speed.
Therefore, it is critical to achieve a better balance between accuracy
and speed. For example, [1] proposed SegNet by scaling the network
to a small one. SegNet contains 29.5 M parameters, and can achieve
14.7 FPS based on 640× 360 input images. Moreover, it has achieved
56.1 mIoU % on the Cityscapes test set. [14] proposed ENet by
employing a tight framework. ENet contains 0.4 M parameters,
and can achieve 135.4 FPS based on 360 × 640 images. Moreover,
ENet has achieved 58.3% mIoU on the Cityscapes test set. [24]
proposed ICNet by using the strategy of multi-scale inputs and
cascaded frameworks to construct a light-weight network. ICNet
contains 26.5 M parameters, and can achieve 30.3 FPS based on
1024×2048 input images. Moreover, ICNet has achieved 67.1 %mIoU
on the CamVid [2] test set. [21] proposed BiSeNet by independently
constructing a spatial path and a context path. The context path is
used to extract high-level context information, and the spatial path
is used to maintain low-level spatial details. BiSeNet has achieved
68.4% mIoU at 72.3 FPS on 768 × 1536 images of the Cityscapes
test set. Recently, [10] proposed DFANet based on the strategy of
feature reuse. DFANet has achieved 71.3 % mIoU at 100 FPS on
1024 × 1024 input images of the Cityscapes test set. By employing
an asymmetric convolution structure and dense connections, [12]
proposed EDANet, which only includes 0.68 M parameters. EDANet
can achieve 81.3 FPS based on 512 × 1024 input images. Moreover,
it still has achieved 68.4 % mIoU on the Cityscapes test set.
Discussion. The currentmethods for improving execution speed
usually ignore the significant role of context information. Most of
them is devoted in scaling the network to a small one, such as
[1, 10, 14, 24]. Although BiSeNet [21] constructs a spatial path
and a context path to learn spatial details and context correlations
respectively, this is still computationally expensive. For example,
BiSeNet-1 contains 4.8 M parameters and BiSeNet-2 contains 49 M
parameters. As for 768× 1536 input images, BiSeNet-1 involves 14.8
G FLOPs and BiSeNet-2 involves 55.3 G FLOPs. Different from these
methods, in this paper, we aim to use the proposed context propa-
gation mechanism to construct a real-time semantic segmentation
framework.
3 PROPOSED METHOD
In this section, we will introduce our method. First, we provide an
overview for our BCPNet. Then, we introduce the key component
the BCP module in details.
3.1 Architecture of BCPNet
As shown in Fig.3, our BCPNet is an variant of encoder-decoder
framework. As for the encoder, we choose the MobileNet [16] as
our backbone network. In the backbone network, we do not use any
dilated convolutions to keep the resolutions of the feature map. In-
stead, the feature map is fast downsampled to the 1/32 resolution of
the input image. This makes the network computationally modest.
Considering that a light-weight network cannot learn a complex
representation of context, we choose a simple context aggregation
approach liking [25]. But differently, first, we formulate the pro-
cess of context aggregation in a serial manner instead of a parallel
manner. Second, we choose max pooling to aggregate context infor-
mation instead of average pooling. As for our network, we find that
using max pooling to aggregate context yields a better performance
(Table.5). As Fig.3 describes, the output of the backbone network
is fed into two max pooling operations successively, in which the
kernel size is set as 3×3 and stride is set as 2. Therefore, the context
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map is further condensed into 1/128, which is more global. Then,
the proposed BCP module (Fig.3 (b)) is employed to back propa-
gate the aggregated context information to shallow layers, which
effectively makes the shallow-layer features context-aware enough.
In our experiments, we set Layer-3 as the last shallow layer in the
transmission. Finally, we directly use the features from Layer-3 to
output the final prediction.
Our BCPNet only contains 0.61 M parameters. This means it is
suitable even to be applied to mobile devices, such as mobile phone.
Based on the light-weight architecture, our BCPNet can achieve
585.9 FPS based on the 360× 640 input images. That means that, for
an image, it only costs 1.7 ms runtime. Although our BCPNet is light-
weight, it still has achieved a promising performance in accuracy.
For example, it has achieved 68.4 % mIoU on the Cityscapes test set
and 67.8 % mIoU on the CamVid test.
3.2 Details of BCP module
The key component of our BCPNet is the BCP module, which is
shown in Fig.3 (b). Our BCP module is composed of two top-down
paths and one bottom-up path. The top-down path is designed
to back propagate the context information to shallow layers. The
bottom-up path is designed to boast the fusion process between
spatial details and context information. In particular, as shown in
Fig.3 (b), we formulate the top-down path and the bottom-up path
in an alternate manner. For each layer of top-down and bottom-
up paths, it contains two components, i.e., the weighted sum and
the separable convolution [4]. As Eq.1 describes, the weighted sum
summarize the information of neighboring layers by using learnable
scaling factors.
F = Θl · Sl + σl+1 ·Cl+1 (1)
in which, Sl represents the features from the lth , which contains
relatively more spatial details, and Cl+1 represents features from
the l + 1th , which contains more context correlations. Θl and σl+1
are learnable factors for Sl and Cl+1, respectively.
Our BCP module is also light-weight, which only contains 0.18
M parameters. But the effectiveness of the BCP module is . We
visualize the feature maps before and after processed by the BCP
module, which are shown in Fig.4. We find the feature map (Fig.4
(b)), before the BCP module’s processing, contains a large number
details, such as contour and texture. But it cannot be used for the
final prediction. The reasons can be summarized as two aspects.
First, It includes too many noises, which seriously interfere the
inference of the final classifier. Second, lacking context information
make the classifier have a worse perception for semantic regions.
But, after the processing of the BCP module, the feature maps (Fig.4
(c)), are get more semantic-aware. For example, they pay more
attentions to some salient semantic regions, such as person, car,
and tree. Moreover, it obviously has less noises. The ablation in
Section.4.4 also validate the effectiveness of our BCP moudle.
4 EXPERIMENTS
In this section, we conduct entensive experiments to validate the
effectiveness of our method. First, we provide analysis based on
parameters and FLOPs, speed, and accuracy. Then, we provide an
ablation study to investady the influence of each component.
4.1 Parameters and FLOPs analysis
The number of parameters and FLOPs is an important evaluation
criterion for real-time semantic segmentation. Therefore, in this
section, we provide extensive parameters and FLOPs analysis for
our method, which is summarized in Table.1. For a better compari-
son, we classify the current related methods on four categories, i.e.,
large model, middle model, small model, and tiny model. 1) The
large model means the network’s parameters and FLOPs are more
than 200 M and 300 G, respectively . 2) The middle model means
the network’s FLOPs are between 100 G and 300 G. 3) The small
model means the network’s parameters are between 1 M and 100
M, or FLOPs are between 10 G and 100 G. 4) The tiny model means
the network’s parameters are less than 1 M and FLOPs are less than
10 G. Our BCPNet totally contains 0.61 M parameters. Even for the
1024 × 2048 input image, it only involves 4.5 G FLOPs. Therefore,
as shown in Table.1, we classify our BCPNet into the category of
tiny model.
Compared with small models, our BCPNet shows a consistent
better performance. For example, as for TwoColumn [20], it has
about 50 times FLOPs than us. As for BiSeNet [21], our BCPNet
only has about 1.2 % parameters and 4.5 % FLOPs of BiSeNet-2, and
has about 10 % parameters and 17 % FLOPs of BiSeNet-1. As for
ICNet [24], our BCPNet has reduced about 98 % parameters and 84
% FLOPs. As for the two versions of DFANet [10], our FLOPs are
comparable. But we have much less parameters, e.g., our BCPNet
just has about 13 % FLOPs of DFANet-B and 8 % FLOPs of DFANet-A.
Compared with other tiny models, our BCPNet still has a better
performance. As for ENet [14], although our BCPNet has more
parameters (approximately 0.2Mmore), it just has about 13 % FLOPs
of ENet. As for EDANet [12], our parameter number is comparable.
But our BCPNet just has about 13 % FLOPs of EDANet.
4.2 Speed analysis
In this section, we provide extensive speed analysis for our method,
which is summarized in Table.2. In particular, as for Table.2, all
speed results are calculated on a single GTX TITAN X GPU card.
Compared with small models, our BCPNet presents a consistent
faster execution speed. For example, as for TwoColumn [20], our
BCPNet has achieved about 235.7 FPS faster based on 512 × 104
input images. As for the two versions of BiSeNet [21], our BCPNet
is faster for all different input resolutions. For example, based on
360 × 640 input images, our BCPNet has achieved about 456.5 FPS
faster than BiSeNet-2 and 382.4 FPS faster than BiSeNet-1. Based
on 720 × 1280 input images, our BCPNet has achieved about 86.9
FPS faster than BiSeNet-2 and 52.5 FPS faster than BiSeNet-1. As
for ICNet [24], which has achieved 30.3 FPS based on 1024 × 2048
input images, our BCPNet is faster by about 25 FPS. As for two
versions of DFANet [10], our BCPNet has achieved about 60 FPS
faster than DFANet-A and 20 FPS faster than DFANet-B based on
720 × 960 input images. For 1024 × 1024 input images, the BCPNet
and DFANet-B are comparable, but it is faster than DFANet-A by
about 16 FPS.
Compared with tiny models, our method still yields a better
performance. For example, as for ENet, our BCPNet has achieved
about 450 FPS faster based on the 360× 630 input images and about
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Figure 4: Visualization of the feature maps of Layer-3 before and after processed by our BCP module. In particular, as for (b)
and (c), red (blue) color represents the pixel has a higher (lower) response.
Table 1: FLOPs analysis for our method.
Method Params 360 × 640 713 × 713 512 × 1024 768 × 1536 1024 × 1024 1024 × 2048
Large Model
(params > 200M and FLOPs > 300G )
DeepLab [3] 262.1 M - - 457.8 G - - -
PSPNet [25] 250.8 M - 412.2 G - - -
Middle Model
(100G < FLOPs < 300G )
SQ [18] - - - - - - 270 G
FRRN [15] - - - 235 G - - -
FCN-8S [13] - - - 136.2 G - - -
Small Model
(1M < params < 100M or 10G < FLOPs < 100G )
TwoColumn [20] - - - 57.2 G - -
BiSeNet-2 [21] 49 M - - - 55.3 G - -
SegNet [1] 29.5 M 286 G - - - - -
ICNet [24] 26.5 M - - - - - 28.3 G
DFANet-A [10] 7.8 M - - - - 3.4 G -
BiSeNet-1 [21] 5.8 M - - - 14.8 G - -
DFANet-B [10] 4.8 M - - - - 2.1 G -
Tiny Model
(params < 1M and FLOPs < 10G )
EDANet [12] 0.68 M - - 8.97 G - - -
ENet [14] 0.4M 3.8 G - - - - -
Our BCPNet 0.61 M 0.51 G 1.12 G 1.13 G 2.53 G 2.25 G 4.50 G
88 FPS faster based on 720 × 1280 input images. For EDANet, based
on 512 × 1024 input images, our BCPNet is faster by about 169 FPS.
4.3 Accuracy analysis
In this section, we provide an accuracy analysis for our method.
First, we introduce the implement details for our experiments. And
then, we compare our method’s accuracy with the current state-of-
the-art methods on the Cityscapes [5] and CamVid [2] datasets.
4.3.1 Implement details. We build our codes based on the pytorch
platform1. Following [3, 8], we use the “poly” learning rate strategy,
i.e., lr = init_lr × (1 − itertotal_iter )power . For all experiments, we
set the initial learning rate as 0.1 and the power as 0.9. Aiming to
reduce the risk of over-fitting, we adopt data augmentation in our
experiments. For example, we randomly flip and scale the input
image from 0.5 to 2. We choose the Stochastic Gradient Descent
1https://pytorch.org
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Table 2: Speed analysis for our BCPNet. In particular, all results of execution speed are calculated on a single TITAN X GPU
card.
Method Params 360 × 640 512 × 1024 720 × 960 720 × 1280 768 × 1536 1080 × 1920 1024 × 1024 1024 × 2048ms fps ms fps ms fps ms fps ms fps ms fps ms fps ms fps
Large Model
(params > 200M and FLOPs > 300G )
DeepLab [3] 262.1 M - - 4000 0.25 - - - - - - - - - - - -
Middle Model
(100G < FLOPs < 300G )
SQ [18] - - - - - - - - - - - - - - - 60 16.7
FCN-8S [13] - - - 500 2 - - - - - - - - - - - -
FRRN [15] - - - 469 2.1 - - - - - - - - - - - -
Small Model
(1M < params < 100M or 10G < FLOPs < 100G )
TwoColumn [20] - - - 68 14.7 - - - - - - - - - -
BiSeNet-2 [21] 49 M 8 129.4 - - - - 21 47.9 21 45.7 43 23 - - - -
SegNet [1] 29.5 M 69 14.6 - - - - 289 3.5 - - 637 1.6 - - - -
ICNet [24] 26.5 M - - - - 36 27.8 - - - - - - - - 33 30.3
DFANet-A [10] 7.8 M - - - - 8 120 - - - - - - 10 100 - -
BiSeNet-1 [21] 5.8 M 5 203.5 - - - - 12 82.3 13 72.3 24 41.4 - - - -
DFANet-B [10] 4.8 M - - - - 6 160 - - - - - - 8 120 - -
Tiny Model
(params < 1M and FLOPs < 10G )
EDANet [12] 0.68 M - - 12.3 81.3 - - - - - - - - - - - -
ENet [14] 0.4M 7 135.4 - - - - 21 46.8 - - 46 21.6 - - - -
our BCPNet [14] 0.61 M 1.7 585.9 4 250.4 5.5 181 7.4 134.8 9.8 102.6 18.2 55 8.6 116.2 18.2 55
(SGD) as our training optimizer, in which the momentum is set
as 0.9 and weight decay is set as 0.00001. For the CamVid dataset,
we set the crop size and mini-batch as 720 × 720 and 48. For the
Cityscapes dataset, we set the crop size as 1024 × 1024. However,
due to limited GPU resources, we set the mini-batch as 36. For all
experiments, the training process will end after 200 epochs.
4.3.2 Cityscapes. The Cityscapes [5] dataset is composed of 5000
fine-annotated images and 20000 coarse-annotated images. In our
experiments, only the fine-annotated subset is used. The dataset
totally includes 30 semantic classes. Following [25, 26], we only use
19 classes of them. The fine-annotated subset contains 2975 images
for training, 500 images for validation, and 1525 images for testing.
Performance. Compare with middle models, the accuracy of
ourmethod is slightly worse, but it is still good enough. For example,
as for SQ [18], which has 60 times FLOPs than us, the accuracy of
our BCPNet is still higher by about 8.6 %. As for FRRM [15], it has
achieved 3.4% accuracy higher than our BCPNet. But our BCPNet
just has about 0.5 % FLOPs of FRRN. Moreover, based on 512× 1024
input images, our BCPNet is faster than FRRN by about 248 FPS.
As for FCN-8s [13], which has about 120 times FLOPs than us, the
accuracy of BCPNet is still higher by about 5.3 %.
Compared with small models, the BCPNet has achieved compa-
rable accuracy with ICNet [24], DFANet-B [10], and BiSeNet-1 [21].
But our BCPNet has much less parameters. For example, ICNet has
about 43 times parameters than us, DFANet-B has about 7.8 times
parameters than us, and BiSeNet-1 has about 9.5 times parame-
ters than us. As for TwoColumn [20], whose FLOPs are about 50
times than us, our BCPNet has about 4.5 % accuracy lower. As for
BiSeNet-2 [21], whose parameters are about 80 times than us, our
BCPNet has about 6.3 % accuracy lower. But we find, our BCPNet
is much faster than TwoColumn and BiSeNet-2. For example, based
on 512 × 1024 input images, our method has achieved about 235
FPS faster than TwoColumn. Based on 360 × 640 input images, our
method has achieved about 456 FPS faster. However, we find our
method’s accuracy is still much higher than SegNet [1] (about 12.3
% higher) whose parameters and FLOPs are about 48 and 560 times
than us.
Compared with other tiny models, the BCPNet presents a con-
sistent better performance. For example, as for ENet [14], our
method’s accuracy is higher by about 10.1 %. As for EDANet [12],
our method’s accuracy is higher by about 1.1 %.
We visualize some segmentation results of our method on Fig.5.
4.3.3 CamVid. The CamVid dataset [2] is collected from high-
resolution video sequences of road senses. This dataset contains
367 images for training, 101 images for validation, and 233 images
for testing. The dataset totally includes 32 semantic classes. But
Following [10, 24], only 11 classes of them are used in our experi-
ments.
Performance. Although our BCPNet contains light-weight pa-
rameters and FLOPs, it’s accuracy is higher than most of the current
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Figure 5: Visualized segmentation results of our method on
the Cityscapes dataset.
Table 3: Results of our method on the Cityscapes test set.
Method Params mIoU
Middle:
SQ [18] - 59.8
FRRN [15] - 71.8
FCN-8S [13] - 63.1
Small:
TwoColumn [20] - 72.9
BiSeNet-2 [21] 49 M 74.7
SegNet [1] 29.5 M 56.1
ICNet [24] 26.5 M 69.5
DFANet-A [10] 7.8 M 71.3
BiSeNet-1 [21] 5.8 M 68.4
DFANet-B [10] 4.8 M 67.1
Tiny:
EDANet [12] 0.68 M 67.3
ENet [14] 0.4M 58.3
Our BCPNet 0.61 M 68.4
state-of-the-art methods. Compared with DeepLab [3], which pa-
rameters and FLOPs are about 429 and 408 times, the accuracy of
the BCPNet is still higher by about 6.2 %. Compared to SegNet [1],
whose parameters and FLOPs are about 48 and 560 times than us,
our BCPNet’s accuracy is still higher by about 12.3 %. Compared
with ICNet [24], whose parameters and FLOPs are about 43 and
6.2 times than us, our BCPNet’s accuracy is higher by about 0.7 %.
Compared with two versions of DFANet [10], our BCPNet presents
a consistent better performance. For example, as for DFANet-A,
whose parameters are about 12.7 times than us, our method’s accu-
racy is higehr by about 67.8 %. as for DFANet-B, whose parameters
are about 7.8 times than us, our method’ accuracy is higher by about
8.5 %. Compared with two tiny models, our method has achieved
about 1.1 % accuracy higher than EDANet [12], and about 10.1
Table 4: Results of our method on the CamVid test set.
Method Params mIoU
Large:
DeepLab [3] 262.1 M 61.6
Small:
BiSeNet-2 [21] 49 M 68.7
SegNet [1] 29.5 M 46.4
ICNet [24] 26.5 M 67.1
DFANet-A [10] 7.8 M 64.7
BiSeNet-1 [21] 5.8 M 65.6
DFANet-B [10] 4.8 M 59.3
Tiny:
EDANet [12] 0.68 M 66.4
ENet [14] 0.4M 51.3
Our BCPNet 0.61 M 67.8
Table 5: An ablation study of our method on the Cityscapes
validation set.
Backbone Crop size Pooling BPC Params mIoU
✓ 768 × 768 ✗ ✗ 0.43 M 58.891
✓ 768 × 768 3 × 3 max ✓ 0.61 M 67.842
✓ 768 × 768 3 × 3 avg ✓ 0.61 M 67.311
✓ 768 × 768 5 × 5 max ✓ 0.61 M 65.763
✓ 1024 × 1024 3 × 3 max ✓ 0.61 M 68.626
higher % than ENet [14]. Although our method’ accuracy is lower
about 6.3 % than BiSeNet-2 [21], our BCPNet just has about 1.2
% parameters of BiSeNet-1. Moreover, compared with BiSeNet-2,
whose parameters are about 9 times than us, the accuracy of our
BCPNet is higher by about 1.3 %.
4.4 Ablation study
In this section, we conduct an ablation study to investigate the
influence of the component of our method for final accuracy. As
shown in Table.5, we find without our context backpropagration
mechanismčň the backbone network, which contains 0.43 M param-
eters, can only achieve 58.891% mIoU on the Cityscapes validation
set. By applying our BCP module, the model’s accuracy is improved
to 67.842 % mIoU (about 9 % higher) with only 0.18 M parameters
increase. This demonstrates the effectiveness of our BCP module.
We further investigate the influence of different pooling operations
used in context aggregation. We find using 3× 3max pooling yields
a better performance. When we replace the 3 × 3 max pooling with
3 × 3 average pooling, the performance decreases to 67.311 % mIoU
(abot 0.5 % lower). When we replace the 3 × 3 max pooling with
5 × 5 max pooling, the performance decreases to 65.763 % mIoU
(about 2 % lower). We think this is caused by the mismatch between
the (relatively) large kernel size and the (relatively) small feature
resolution. Crop size plays an important role for the final accuracy,
which has been mentioned by [8]. We find using larger crop size
yields a better performance. When we adopt 1024 × 1024 crop size
during the training process, the performance improved to 68.626 %
mIoU.
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5 CONCLUSION
In this paper, we propose a new Bi-direction Contexts Propagation
Network (BCPNet) based on the proposed context backpropaga-
tion mechanism. We find back propagating context information
to shallow layers is more computationally modesty than the tradi-
tional spatial details transmission method. This makes our BCPNet
can perform semantic segmentation in real-time. Extensive experi-
ments validate that our BCPNet has achieved a new state-of-the-art
balance between accuracy and speed.
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