Animals, interacting with the environment, learn and exploit the consequences of their movements. Fundamental to this is the pairing of salient sensory input with recent motor output to form an action-outcome pair linking a performed movement with its outcome. Short-latency dopamine (DA) signalling in the basal ganglia has been proposed to support this crucial task. For visual stimuli, this DA signalling is triggered at short latency by input from the superior colliculus (SC). While some aspects of the visual signal (e.g. luminance), are relayed directly to the SC via the retinotectal projection, other information unavailable to this subcortical pathway must take a more circuitous route to the SC, irst submitting to early visual processing in cortex. By comparing action-outcome pairing when the visual stimulus denoting success was immediately available to the SC, via the retinotectal pathway, against that when cortical processing of the signal was required, the impact this additional sensory processing has on action-outcome learning can be established. We found that action acquisition was signiicantly impaired when the action was reinforced by a stimulus ineligible for the retinotectal pathway. Furthermore, we found that when the stimulus was eligible for the retinotectal pathway but evoked an increased latency, action acquisition was not impaired. These results suggest that the aferent sensory pathway via the SC is certainly primary and possibly instrumental to the DA neurons' role in the discovery of novel actions and that the diferences found are not due to simple sensory latency.
Introduction
From discovering and reining the 'knack' of opening a sticky lock to mastering a new piece of technology, the successful identiication of which recent motor behaviours caused a sensory outcome and the later exploitation of these action-outcome pairings is an essential part of interacting with our environment. Computationally, this skill demands the identiication of the component of behaviour responsible for producing the incoming sensory information from all the aspects of motor output recently performed. This is a fundamental problem faced by all animals, and one which the basal ganglia (BG) have been suggested to underpin [1] .
The BG are a group of sub-cortical nuclei that have aferent connections from and eferent connections to both sensory and motor areas. They are remarkably well conserved evolutionarily, and therefore the behavioural competencies in which they are thought to play a critical role must be of crucial and enduring importance [2] . Converging evidence suggests these include action selection [3] and reinforcement learning [4, 5] . We have proposed that short latency phasic activity of dopaminergic (DA) neurons within the BG acts to reinforce the coincidence of surprising sensory events and recent motor output [6] . Such encoding would allow the identiication of potential action-outcome associations, and subsequent trial and error repetition would identify the components of behavioural output responsible for causing the initially unpredicted outcomes. Once action-outcome associations have been acquired they could then be reined and stored for later deployment.
Any system is constrained by its inputs, and this is particularly relevant in the case of a system seeking to associate motor output with the input from a novel sensory consequence. The superior colliculus (SC) is a sub-cortical sensorimotor structure strongly associated with visual orienting and low-level sensory processing [7] [8] [9] . While the SC is a multisensory area, it also functions as an important source of short-latency visual input to all basal ganglia input nuclei, including DA neurones in the ventral midbrain [10, 11] . Visually responsive neurones in the intermediate and deep layers of the SC have direct projections to ventral midbrain DA neurones [6] and therefore are thought to play a critical role in the visual reinforcement of action-outcome learning [10] .
While the output of all three retinal photoreceptor cone classes in response to visual stimuli are relayed to the visual cortex via the retino-geniculo-cortical pathway, a subset of photoreceptor output is also directly passed to the SC via the retinotectal pathway. Speciically, the visual signal carried by the retinotectal pathway is almost entirely monochromatic and luminance based [12] , containing little or no input from the short-wave-sensitive cones [13] and also lacking colour opponency information. The direct tectonigral projection from the SC to the substantia nigra within the BG [14] means that this sensory signal is directly passed to the dopamine neurons in the BG, raising the implication that the function of these neurons may be constrained by the sensory priorities of the SC. While it would be tempting to make the further prediction that visual information not passed to the SC via the retinotectal pathway would remain unavailable to the DA neurons and the action-outcome learning circuits of the BG, recent work has shown that colour-based signals from the cerebral cortex do eventually reach the SC, arriving approximately 30ms after simple luminance based information [15, 16] . Therefore, these signals may also become available as BG input [10] , possibly using the same tectonigral pathway. Indeed, cortically based visual processing has been shown to activate DA reinforcement mechanisms [17] , but by slower, less direct route(s). Nevertheless, the division in visual signal processing provides the opportunity to investigate and quantify the relative eicacy of the two streams of visual sensory information.
The fact that the direct retinotectal pathway only processes a subset of the sensory information that is processed by the cortical pathway afords the use of psychophysical methods to investigate their relative eicacy in a behavioural task focussed on action-outcome learning and action acquisition [18] . Our strategy was to compare action acquisition using calibrated, colourbased, visual stimuli (available only to the indirect cortical pathway) as the reinforcing stimulus with action acquisition using luminance-based visual stimuli (available to the direct retinotectal pathway). This approach allows us to directly capture the impact any diference in eicacy between the two pathways at a behavioural level.
Visual stimuli calibrated to isolate the response of the short-wave-sensitive cones (S-cone stimuli), and so avoid the retinotectal pathway, have been used to investigate phenomena of low-level vision and the workings of the oculomotor system [19] [20] [21] [22] . However, here we use the lack of input from shortwave-sensitive cones to the SC in order to test whether visual reinforcement of action acquisition is supplied exclusively by the direct retinotectal projection to the SC [10] . Efective reinforcement based on isoluminant changes in stimulus chromaticity, isolating the response of the short wave-sensitive cones, would preclude this pathway and necessitate early cortical processing. Therefore colour based reinforcement should be less eicient than luminance-based reinforcement available to the direct tectonigral route [23] . In order to determine whether any impairment in performance should be attributed to the diferent sensory pathways taken by the reinforcing signals or simply due to the delayed arrival at the SC of the non-retinotectal signal, two experiments were conducted: The irst contrasted action outcome learning performance using S-cone stimuli as a the reinforcing signal against that found with a luminance based reinforcing signal, the second manipulated the latency of sensory signal at the SC along the same pathway by comparing performance with luminance based reinforcing signals of difering luminance intensity.
Changes in luminance have previously been demonstrated to alter response latencies in the SC itself [24] , and these in turn have been shown to be due to longer latencies in retinal processing for reduced luminance resulting in the delayed arrival of the sensory signal at the SC [25] . The efect of this on behaviour has been captured by Piéron's law, which relates reaction time to stimulus intensity [26] [27] [28] . In experiment 2, by measuring each participant's psychometric and chronometric functions for luminance stimuli we were able to create a pair of stimuli, one corresponding to the luminance stimulus in the previous experiment, and one calculated using Piéron's law to produce a 25ms faster reaction time. Using these two stimuli of diferent luminance intensities, which invoke diferent processing delays at the level of response latency [29] but share a common sensory pathway, we can determine whether the efect on action learning performance found in experiment 1 is due to signal latency or to the diferent sensory pathways taken by the reinforcing stimuli.
If our indings showed that a less intense luminance stimulus produced the same degraded learning as the similarly delayed S-cone stimulus (when compared to a baseline luminance signal) the diference in performance could be attributed to the time of arrival at the SC of the sensory information.
However, we ind that the diferent luminance stimuli were equally efective in reinforcing the acquisition of novel actions, despite their diferent arrival times at the SC, and so we must conclude that the sensory processing of the retinotectal pathway produces a superior learning signal compared to that available to the S-cone stimuli. 
Methods

Materials
All stimuli were created using Matlab to control a Cambridge Research Systems Visage graphics board which was in turn driving a calibrated Mitsubishi Diamond Pro 2070sb 22" monitor screen at 160Hz. This apparatus was used for stimulus calibration and presentation in the experimental tasks. A chin rest ensured the participants remained seated 57cm from the screen throughout.
All experiments were conducted in a darkened room with no light source other than the screen. All experimental control and data analysis programs were also conducted using Matlab. 5° eccentricity from this cross and the external radius was at 9.5° eccentricity.
Stimulus Display
The reinforcing signals comprised a change of either the mean luminance (which is available to the retinotectal pathway) or the chromaticity (which is not available to the retinotectal pathway) of the central 2° of the annulus for 12.5ms (2 frames). While there is some research suggesting that the inability of the retinotectal pathway to process the S-cone signal is not total, the lack of colour opponency in the retinotectal pathway means any S-cone signal can be efectively masked using luminance noise [30] . By presenting the signal for two frames, while luminance intensity luctuated each frame, the change in chromaticity was indeed masked in luminance noise. The luminance signal was presented by increasing the luminance of the constituent circles within the signal region by a value set to be above that of the rest of the annulus by the participant's calibration. This was done concurrently with the frame-by-frame luctuation of the luminance of all the circles of the annulus, so the circles making up the luminance signal still luctuated to the same extent as the rest of the annulus, but around a raised luminance value.
Procedure
Experiment 1 -S-cone Vs Luminance
Calibration procedure
Participants irst completed calibration and stimuli validation tasks before proceeding to the action-outcome learning task in a subsequent session. The calibration of chromaticity and luminance changes were calculated individually for each participant using techniques established previously [31] . As far as possible, the calibration tasks all used variations on the annulus display, and in each case the displays were arranged so that the measurements were taken using the same visual eccentricity as the presentation of the subsequent reinforcing signals. The calibration experiments used transient tritanopia to measure the participant's tritan line [31] . The minimum motion technique [32] was used to measure the point of equiluminance between the diferent chromatic values. Responses to the various calibration tasks were recorded with a dedicated response box (Cedrus RB-530). These procedures were then followed by a simple experiment to equate detectability between the two classes of stimuli. The annulus was split into four and the participant had to identify which quadrant of the annulus lashed during a presentation window of 1.8sec. Flashed stimuli lasted 12.5ms (2 frames) and the luminance of the circles making up the annulus jittered in each frame. An adaptive method to calculate psychometric performance was employed [33] where 80% thresholds were taken from the resulting functions for the S-cone and luminance stimuli using the 'psigniit toolbox' for Matlab [34] .
Stimuli Validation -Reaction time experiment
After completing the calibration procedures, the bespoke S-cone and luminance stimuli, matched for detectability for each individual, were validated using a simple manual reaction time task. Previous research [19] reports reliably slower manual response times to S-cone stimuli than luminance stimuli.
Reaction times were measured using the same annulus display with luminance and chromatic changes presented on either the left or right halves. Participants were required to respond using a button box (Cedrus RB-530) as to which half, left or right, of the annulus had changed. Changes lasted for 2 frames in duration (12.5ms) as in the reinforcing stimulus and occurred randomly within a 2 second window. The side of the annulus which changed was randomised, and the two stimulus types were presented in separate blocks. The reaction time experiment was repeated twice, for a total of 160 responses to each stimulus. The order of the stimuli blocks was counterbalanced for each participant across the two sessions. Participants were instructed to respond quickly and accurately to the task and received feedback on their accuracy.
Anticipatory responses given before stimulus presentation and slow responses greater than 1.8 seconds were discarded and the particular stimulus condition repeated. As in previous work [19] no further cleaning of the reaction time data was necessary as the median score proved robust to outliers. Participants demonstrated the characteristic slower response times to S-cone stimuli (t (19) = 2.3, p < 0.05). Median reaction times across participants were 292.3ms for Luminance stimuli and 312.6ms for S-cone stimuli, making a diference of 20.3ms.
Experiment 2 -Luminance Intensity
Calibration procedure & Learning task
Piéron's law relates stimulus intensity to response time [26] , and was used to generate a luminance stimulus that would produce a reaction time diference comparable to that found between the luminance and S-cone signals of experiment 1. Here we combined a measurement of the participant's psychometric function for luminance stimuli detection with a measurement of their chronometric response to the same stimulus. Because two functions were being measured, the adaptive procedure used in the calibration procedure for experiment 1 was replaced with a more extensive method of constants approach. Using a 2AFC design, participants were required to respond as quickly and accurately as they could to a half annulus presented at one of ive diferent levels of luminance. Participants had to press the button on the same side of the annulus which lashed. Psychometric and chronometric curves were then itted to the data. Once these two functions had been itted the 80% detection threshold was used to form the control stimulus, and, using the chronometric function of the participant, the increased intensity necessary produce a 25ms decrease in reaction time was calculated. An increase in intensity was used because; while decreasing intensity would also produce a change in reaction time it would have been accompanied by a dramatic change in detectability. Increasing luminance intensity, and therefore detectability, beyond threshold toward asymptote should produce a much smaller, if any, change in task performance.
Experiments 1 & 2 -Action Outcome Learning Task
The efect of stimulus type on action acquisition was tested using the joystick paradigm [18] . In this task participants moved a joystick (Logitech Extreme 3D
Pro joystick, P/N: 863225-1000) to discover the location of a randomly determined hidden target area ('hotspot'), entry to which evoked a visual stimulus (igure 1). The search space was deined as a square of 1000 by 1000 units, and, after piloting, the hotspot was deined as a circle with an area 1.5% of the total search area (in this case a circle with a radius of 70 units).
Participants started from the centre of the area, and searched for the hotspot by moving the joystick freely. The position of the joystick was monitored at 1000Hz. During their search, participants were instructed to maintain ixation on the centre of the screen. The location of the reinforced hotspot was randomly selected for each trial and was not allowed to overlap either the centre of the search area or any edge.
Neither the current location of the joystick nor the target locations were represented on screen during the trial, thereby precluding the use of direct visual feedback to identify the target location. The visual display was designed to reinforce movements that take the joystick into the target zone without providing any spatial cues as to the location of the target. However, the annulus of circles was constantly displayed, lickering in luminance at 160Hz as in the calibration tasks. Importantly, the participant received no feedback whatsoever until they encountered the target area at which point one of their A fundamental challenge for action learning is correctly assigning responsibility for sensory events to components of your own behaviour -the 'credit assignment problem' [35] . Delays between action and outcome exacerbate this problem by allowing contamination of the record of potentially causal motor outputs with irrelevant action components, which, because of their temporal proximity to the sensory event, are also reinforced [36, 37] . In line with this, behavioural evidence from action-outcome learning paradigms has shown that human and non-human animals sufer a decline in reinforcement eicacy with increasing intervals between action and reinforcement signal [18, 38, 39] . We therefore expected that performance should be vulnerable to the insertion of an additional external delay between successful actions and reinforcer presentation. Participants therefore completed trials where the visual reinforcer was presented either immediately upon target encounter, or after a predetermined delay. Six delay conditions were used: 0ms, 75ms, 150ms, 225ms, 300ms and 375ms with participants completing each condition 3 times giving a total of 18 trials per stimulus type. The order of the delay condition trials were randomised for each stimulus and the diferent stimuli trialsluminance and S-cone, or high and low luminance -were presented in separate blocks. The order of testing these blocks was counterbalanced between participants and a self-paced break was provided for the participants between blocks. Learning performance was recorded as the time taken between the initial encounter with the target, and maintenance of the joystick in the target location suiciently long to achieve the criterion rate of reinforcement (14 lashes in a second) -the 'homing period'. For each subject in experiment 1, the entire experiment, including calibration and RT experiment, lasted about two hrs, while experiment 2 lasted around an hour in total. Figure 3 shows that the participants were able to acquire novel actions when the reinforcing signal was unavailable to the retinotectal pathway, and that this learning was reliably impaired when compared against that based upon a luminance signal directly available to the SC. The time required by subjects to discover the target location was signiicantly longer when the task was reinforced by S-cone visual stimuli (F (1,19) = 8.27, p < 0.01). While we were not able to resolve this performance diference at each delay level, on average across delay levels it represented an approximately 2-3 second decrement in learning performance on the joystick task (Fig 3, inset) . It is unlikely, therefore, that an additional 20-30ms delay in the arrival of colour signals to the SC [15] would be suicient to account for the increases in homing period observed.
Results
Experiment 1
Participants required signiicantly more S-cone reinforcements than luminance (F (1,19) = 7.59, p < 0.05) to learn target location, despite the two being equated for detectability. While this could imply that luminance, compared with colour-stimuli, are more efective at attracting attention, previous research has shown that this is not the case. Sumner and colleagues [22] reported that Scone signals are equally efective in attracting attention. Therefore, we suggest that the S-cone signal provides a comparatively less efective input to the reinforcement learning mechanisms of the BG. the performance impairment can be explained in terms of a cumulative efect of additional sensory latencies, the size of this diference in absolute terms is not comparable to the delay required to produce such a diference. Although it may be the case that the additional sensory delay of the S-cone signal is analogous to an imposed external delay, it does not appear that this is of suicient extent to explain the diferences we report here.
Experiment 2
We found no diference between learning performance, as measured by homing period duration, between the two luminance stimuli (F (1,19) = 0.132, p > 0.05). Neither did we replicate the signiicant diference in number of signals required for success when two luminance signals of difering intensity were used (F (1,19) = 3.77, p > 0.05). Thus we ind no evidence to suggest that the impairment in learning performance found with S-cone stimuli in experiment 1 is due to the additional latency the non-retinotectal signal incurred in its progression to the SC, and so we suggest that the performance diference found in experiment 1 results from the S-cone stimuli's lack of direct access to the SC.
Discussion
Results from both studies are consistent with our underlying hypotheses that the BG is the neural locus of action acquisition [6] and the SC is the primary sensory input for this fundamental process [10] . Experiment 1 shows that for the task of action acquisition, sensory information available to the more direct pathway to the SC is a more efective reinforcing signal. Experiment 1 also replicates the well-established inding that temporal contiguity between action and outcome is important for reinforcement. When sensory latency within a single pathway was manipulated in experiment 2, we ind that it is the pathway travelled by the sensory signal, not the sensory latency that is responsible for the performance impairment found in experiment 1.
Until recently [17] , the latency of sensory-evoked phasic DA responses (70-100ms following stimulus onset in primates) seemed to preclude a contribution from cortical sensory processing [6] . This view was supported by a range of anatomical and physiological data implicating the SC as a supplier of aferent visual information to DA neurons at suiciently short latencies [23, 40] . The present study in humans was designed to test the relative eicacies of visual stimuli, processed cortically and sub-cortically, in reinforcing the acquisition of novel actions. Our results show that S-cone stimuli which can be processed only by cortical visual systems, and cannot access the direct, retinotectal, pathway to the SC, can still act as efective reinforcers. Thus, the previous suggestion that sub-cortical visual processing may be the exclusive source of short-latency visual input to DA action learning mechanisms [10, 23] , now needs to be expanded to include early visual processing by cerebral cortex.
However, those stimuli requiring cortical processing were inferior for reinforcing action acquisition when compared to luminance-based stimuli that access the SC directly via the retinotectal pathway. Current, as yet unpublished data from our laboratory, suggest that activation of DA neurones by visual cortex does so by accessing the evolutionary prior tectonigral projection. The present results therefore show that cortically processed visual signals relayed to DA neurones, possibly via the SC, are utilised less eiciently to support action acquisition than luminance information that can be processed directly by the SC. Experiment 2 demonstrates that increased sensory latency is not suicient to explain this performance decrement. It is therefore likely that the sensory pathway taken by aferent signals to the DA neurons is of importance to the validity of the reinforcing signal. One possibility is that the behavioural diference relects an attenuated dopamine signal within the BG in response to cortical visual input. Future studies are planned to explore this suggestion.
Conclusions
Our data demonstrate the behavioural consequences of the aferent sensory connections of the BG on one of its most critical functions: encoding the juxtaposition of motor output with incoming sensory information to establish contingency. Previous work has established the BG's, evolutionarily sensory input from the SC is well conserved, and here we exploited the sensory processing characteristics of the SC in order to probe BG function. We show that sensory information not readily available to the preferred input of the BG is less efective for action-outcome learning, and demonstrate that this diference cannot be explained by simple sensory latency alone. We conclude that signals ineligible for the retinotectal pathway produce impaired learning, not because they are slow to reach the SC, but because they present a degraded signal to the action-outcome learning mechanisms of the BG.
