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1. Introduction
During the continuous development of ion beam techniques, driven by semiconductor device
fabrication and by the emerging field of nanotechnology, a variety of ion-solid interaction
phenomena was intensively studied in the past decades. All efforts in this field address the
modification of electronic, magnetic, optical or mechanical material properties. In general, the
ion beam processing of solid materials can be divided into two fields: On the one hand, the
material modification relies on the incorporated species itself, which, in particular, covers the
wide field of doping, one cornerstone of nowadays semiconductor processing. On the other hand,
the significant energy deposition into the target and the displacements of target atoms by nuclear
collisions can induce drastic changes in the material properties. The induced radiation lead to
the ion induced phase transformation of materials like amorphization of crystalline solids by
ion bombardment. However, phase transformation is not restricted to a crystalline-amorphous
transition, which is simply the disordering by atomic collisions. In many cases, the aim of this
progress is rather to evolute a new phase with a different atomic arrangement and a certain
chemical ordering [1]. For instance, α-Ti converts into β-Ti during swift heavy ion irradiation [2]
and austenic stainless steel undergoes a γ−α′ transition upon the irradiation with noble gases [3].
The physical principle behind phase transformation is the energy loss of ions in the solid
material by nuclear and electronic ion stopping processes. In some cases, the deposited energy is
sufficient to overcome the energy barrier of a metastable system, which induces the conversion of
the target matrix to a thermodynamically more stable phase. Consequently, possible candidates
for this purpose are metastable materials, whether naturally or artificially grown, for example
crystalline diamond. Diamond is attractive for many research fields due to its outstanding
material properties, such as the highest known bulk modulus (442 Gpa [4]), a high atomic density
(1.77× 1023 cm−3 [5]) and the highest hardness of all natural materials (Mohns hardness of
10). The motivation for obtaining a phase transformation in diamond arises from the fact that
graphite reflects nearly opposite properties and furthermore, graphite is the thermodynamically
stable phase under normal ambient conditions (Pressure∼ 0.1 MPa, Temperature∼ 300 K) [6].
Thus, a diamond-graphite transition is interesting from the electronic point of view because it is
the transformation of a perfect insulator into a low-resistivity conductor. The graphitization of
diamond is also accompanied by drastic changes in properties like hardness, bulk modulus and
optical transparency. Diamond cannot be converted into graphite by thermal processes because
the energy barrier for the transition is higher than for the complete destruction of the diamond
lattice. However, the kinetic energy of impinging ions can be high enough to destroy the diamond
structure. The first fundamental work, which demonstrates the damage of the diamond lattice by
ion bombardment and the subsequent evolution of a graphite-like phase was published by Vavilov
in 1974 [7]. He observed an increase of the diamond film conductivity about several orders
of magnitude after the irradiation with 40 keV Ar+ ions and furthermore, he obtained small
graphitic crystallites for high ion fluences. Later in 1976, Hauser and Patel [8] reported hopping
conductivity in diamond after the amorphization by C+ ion irradiation at energies of 20–70 keV.
One of their previous works has shown that the current transport in sputtered amorphous carbon
films obeys the same mechanism and it was concluded that amorphous diamond consists of a
mixture of diamond-and graphite-like bonds. This result is important, because it reveals the ion
induced change in the hybridization state of the carbon atoms from sp3 to sp2. In this regard,
carbon is unique due its great variety of allotropes, which differ in terms of the hybridization
and the atomic structure. Thus, manipulating the hybridization state by ion irradiation provides
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an effective tool for the local and depth-resolved modification of the entire film properties.
Vavilov’s observation of the phase transformation in diamond triggered a series of investigations
on ion implanted diamond, concerning the physics behind this mechanism as well as technological
aspects. It shall be pointed out that these investigations have to be clearly separated from the
progress in diamond doping. In 1995, Uzan-Saguy et al. [9] reported the presence of a damage
threshold that has to be exceeded for an irreversible amorphization of the diamond lattice. After
annealing, the lattice is restored to pristine diamond if the vacancy density is below 1022 cm−3,
whereas a higher vacancy density leads to the graphitization of the damaged volume. Saada,
Adler and Kalish [10] further studied the annealing behavior of damaged diamond by molecular
dynamics simulations and confirmed the rearrangement of atoms into a threefold coordination in
a planar graphitic structure. In 2000, Orwa and coworkers [11] supported the previous findings
with Raman spectroscopy investigations. An intensive study on the evolution of the conductivity
in irradiated diamond, carried out by Prawer and Kalish [12], has provided a deeper insight
into dynamic annealing effects during the implantation and also into the dependence of the
conductivity on the ion fluence and the substrate temperature. Recently, Bosia et al. [13,14] used
finite element analysis and numerical simulations to model the surface swelling that accompanies
the density decrease during the graphitization of diamond by light MeV ions. Besides fundamental
investigations, the use of focused ion beam (FIB) irradiation on diamond films was considered as
prospective for possible applications in microelectronics. Stanishevsky [15] demonstrated the
effective micropatterning of a diamond surface by means of Ga+-FIB writing. A lot of further
work was done by Zaitsev and coworkers. They presented the fabrication of carbon nanowires [16]
and nanodots [17] on diamond surfaces by Ga+-FIB processing. With due consideration of these
investigations, they developed temperature and chemical sensors, which consist of arrays of
carbon nanowires [18,19]. Olivero et al. [20] demonstrated the fabrication of three-dimensional
buried conductive channels in diamond by ion microbeam graphitization and McKenzie et al. [21]
reported recent progress on FIB implanted diamond.
From the critical consideration of the work on ion induced graphitization of diamond, some
remarks can be made: The process is unique in terms of the insulator-conductor transition. By
means of converting a diamond crystal into a graphite-like material, the resistivity decreases from
∼ 1015 Ωcm down to ∼ 10−3 Ωcm. No other material is known to undergo such drastic changes in
the electrical properties, while treated by ion irradiation. The only process competing to diamond
graphitization is diamond doping, which is not discussed in this work. The graphitization
mechanism is promising for possible technological applications because ion implantation in lateral
confined regions on diamond substrates directly results in electrical active regions, embedded in
a high-resistivity matrix. Conventional steps within the process flow for this purpose are the
deposition of an insulator, etching of structures and subsequent metal deposition within the etch
pits. However, the remaining drawback is the diamond itself: Natural diamond is expensive,
usually only available as bulk material in small pieces of several mm2 and therefore not capable
for the monolithic integration into conventional silicon technology. Diamond films, grown by
chemical vapor deposition reflect an alternative, however the films are expensive as well.
In order to account for that, other materials have been considered to replace diamond. The
most promising candidate for this purpose is diamond-like carbon and, in particular, tetrahedral
amorphous carbon (ta-C). Ta-C is an amorphous mixture of sp3 and sp2 hybridized carbon
atoms and the properties of films with high sp3 contents are comparable to those of diamond.
Although ta-C is a more complicated raw material than diamond in terms of its electronic
properties, it is attractive due to the simple, cheap and nowadays well-controlled deposition
of ta-C thin films. Consequently, numerous activities were launched on diamond-like carbon
and ta-C substrates in parallel to the work on pure diamond. The majority of the activities in
this field can be found in the 80s and 90s and have mostly focused on the dependence of the
conductivity and microstructural transformations on the ion fluence. Prawer et al. [22] concluded
that the insulator-conductor transition in hydrogenated ta-C can be ascribed to nuclear collisions
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between ions and target atoms. Additionally, they observed macroscopic graphitization after
the irradiation of ta-C at elevated substrate temperatures. These results can be considered
as a proof of principle for the ion induced phase transformation from sp3-rich ta-C into a
graphite-like material. Later on, McCulloch [23] presented an extensive study on the electrical,
optical and structural properties of irradiated ta-C, which also includes a qualitative model
describing how the graphitization proceeds upon ion bombardment. They further investigated
the effect of the substrate temperature [24] and made some fundamental conclusions: 1) Ion
bombardment breaks σ bonds between sp3 hybridized atoms and the damaged region relaxes
into the thermodynamically more stable sp2 carbon phase. 2) The conversion mechanism was
related to the amount of atomic displacements caused by nuclear collisions, in particular, to
the vacancy creation. 3) The elevated substrate temperature during the irradiation causes the
clustering of sp2 sites.
However, the knowledge of the structural damage in ta-C under ion irradiation is still leaking.
Despite this fact, the conductivity enhancement was reasonably attributed to the conversion
of hybridization states, it was not revealed how ion irradiation can further increase the film
conductivity even if the sp3 to sp2 conversion saturates. Additionally, McCullloch et al. [24]
mentioned the conductivity to be independent of the degree of clustering in the sp2 phase, which
means that the electrical properties would not be related to the microstructure.
The presented work can be considered as a contribution to two aspects of the ion induced phase
transformation in ta-C films. First, the fundamental mechanisms responsible for the surface
swelling and, in particular, for the resistivity decrease of irradiated ta-C are investigated. This is
done by an extensive study, which covers the irradiation with several primary ion species. The
comparability between all results was maintained by using the same ion energy of 30 keV for
all implantation experiments. Deep inside is provided into the fundamental physical processes
behind the phase transformation mechanism. This was achieved by a careful evaluation of the
results from electrical and structural investigations on ta-C, implanted with different ion species.
The main findings were supported by experiments concerning the effect of thermal treatment on
the film resistivity and its microstructure. The second issue of this work is the combination of the
insulating-conductive transition with the benefits of focused ion beam (FIB) irradiation. Due to
the small beam spot size on the sample surface in the order of several nm, the FIB is an effective
tool for the fabrication of conducting nanostructures on ta-C layers. A mask-less FIB lithography
process is demonstrated and furthermore, all experiments on the electrical investigations were
carried out using FIB microstructures.
A short overview of the thesis contents will be given in order to facilitate the readers under-
standing: Chapter 2 provides the physical basics of ion-solid interactions, focused ion beams
and tetrahedral amorphous carbon. A brief description of the applied FIB machines and the
investigated samples is given in chapter 3. Chapter 4 treats the ion induced surface swelling of
Ga+-FIB irradiated ta-C. It will be shown that the swelling height model, developed for the
implantation of diamond with light MeV ions [14] can also be applied to low-energy heavy ion
irradiations. Chapter 5 presents an extensive study on the electrical resistivity of ion bombarded
ta-C. The results obtained from the implantation with Si+, Ga+, Ge+, Au+ and Bi+ ions at
30 keV energy are compared with each other and fundamental conclusions on the phase transfor-
mation mechanism are drawn. The chapter is subdivided into the investigations of as-implanted
ta-C, structures that were treated by annealing after the implantation and the irradiation at
elevated substrate temperatures. Certain influence factors that determine the resistivity decrease
are extracted by evaluating the fluence dependence of the electrical resistivity for these sample
treatments. Furthermore, effects that cause an additional resistivity lowering, besides the phase
transformation, are carefully considered. Chapter 6 compares the main findings from chapter
5 with structural investigations by Raman spectroscopy and transmission electron microscopy.
Significant correlations between the microstructure and the film resistivity are presented and the
resistivity decrease under ion irradiation is concluded to be caused by the ion induced structural
4 1. Introduction
graphitization of the carbon matrix. In this regard, it will be shown that the rehybridization of
carbon atoms is only one of two dominating mechanisms during the phase transformation, which
already saturates at low fluences. More pronounced than the sp3 to sp2 conversion is the clustering
of sp2 sites at high ion fluences and after thermal treatment, which is contrary to the conclusions
of McCulloch [24]. In chapter 7, the FIB is applied to fabricate conducting nanostructures and
the possibilities and limitations of Ga+-FIB lithography on ta-C are studied. This includes the
modeling of the FIB lithography resolution as well as investigations on the minimal achievable
feature size and the lateral distances between single structures. All the presented results are
finally concluded in chapter 8 and the main findings on the phase transformation in ta-C during
ion irradiation are summarized.
2. Fundamentals
2.1. Ion-solid interactions
The fundamental mechanism behind the interaction of energetic ions with a solid target is the
interplay between atomic potentials. All excitation processes within the material rely on the
energy transfer from incoming ions to atoms and electrons of the target matrix. The effectivity
of this energy transfer is determined by the incident ion (ion species and ion energy) and by
the target composition (target atom species, atomic density and atomic arrangement). The
interactions between impinging ions and target atoms influence the ion propagation trajectory.
This is a statistical process and the entity of many ion impacts shows a distribution of the ion
range. The target matrix, on the other hand, is subject to modifications upon the ion irradiation.
These target modifications can be negligible in case of light ion impacts, whereas the whole solid
composition undergoes drastic changes during the continuous bombardment with heavier ions.
The reasons for that are displacement and sputtering of target atoms, which can cause defect
creation, amorphization, sputter erosion or, in particular, a phase transformation in the solid.
The simplest fundamental ion-solid interaction is the binary collision between an incoming ion
with one target atom. This particle scattering was firstly observed and described by Rutherford
in 1911, who irradiated gold foils with α particles [25]. In principle, the Rutherford experiment
was the foundation from which the research field of ion beam physics arose in the early 20th
century. On the basis of his experimental results, Rutherford developed his well known atomic
model, which describes matter to consist of atoms with a small nucleus of positively charged
protons that carry nearly the complete mass, and of a surrounding cloud of negatively charged
electrons. Therefore, he disproved Thomsons assumption of homogeneous arranged positively
and negatively charged particles in matter. Nevertheless, Thomson gave a first approach for
a theoretical description of Rutherfords experimental results. He considered the ionization of
atoms by α- and β-rays [26] and building on his work, Bohr described the velocity decrease of
charged particles in matter. Bohr’s work on the development of the Bohr model of the atom,
which firstly gave the correct predictions for the structure of the hydrogen atom, and further
studies [27], lead to a full theoretical understanding of ion-solid interactions. On the basis of
Bohr’s theory, the particle scattering could be simulated by computer algorithms by Gibson [28]
and later by Eckstein [29].
An insight into the deceleration and deflection mechanisms of ions in mater, the depth
distribution of implanted ions and the modification of the target matrix upon continuous
irradiation, will be given in this section.
2.1.1. Scattering and stopping
If an ion with a certain kinetic energy penetrates the surface of a solid, its propagation is
accompanied by a continuous energy transfer to target atoms and electrons. Consequently, the
ion gets decelerated until it stops and the ion energy has reached the value of the thermal lattice
vibrations. The theory behind the ion-target interactions along the ion propagation is called
ion stopping and considers the ion energy loss per distance interval. In general, the decrease
of the ion energy during the propagation can be divided into nuclear stopping and electronic
stopping. Nuclear stopping is the energy loss by momentum transfer to target atoms during
elastic collisions. Nuclear collisions certainly change the ion propagation direction, which was the
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main finding of Rutherford’s experiment, and the succession of these single deflections defines the
full ion trajectory. The second stopping process is the inelastic scattering with target electrons.
Electronic stopping causes no significant deflection in most target systems and it simply slows
down the ion. The magnitude of nuclear and electronic stopping is given by the stopping power S,
which is defined as the energy loss dE per path length dx. The sum of the nuclear (Sn) and the
electronic (Se) components of S is the total stopping power Stot:
Stot =
(dE
dx
)
nuclear
+
(dE
dx
)
electronic
. (2.1)
In some cases, the stopping power is normalized by the target atomic density Nt, which yields
the stopping cross section Scs:
Scs =
1
Nt
· dEdx . (2.2)
The stopping cross section is commonly used in ion beam analytics instead of the stopping power.
Due to eq. (2.2), Scs will decrease with increasing target density and thus, it directly relates the
stopping power to the number of atoms per unit area for a certain depth interval in the solid. To
maintain consistency, all further discussions will exclusively refer to the stopping power and not
on the stopping cross section.
The amount of Sn and Se depends on the ion energy, which is shown in figure 2.1 for the
example of Ga+ impacts in carbon. The curves are obtained from calculations with the TRIM
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Figure 2.1.: Energy dependence of the stopping power for Ga+ impacts in carbon. The data are from
TRIM calculations.
code [30], which is described in more detail at the end of this section. To understand the
energy dependence of the nuclear stopping power requires the consideration of the pure coulomb
interaction between an ion and the nucleus of a target atom during the binary collision. If a
positively charged ion with a certain energy Eion approaches the atom core, it proceeds until the
distance to the nucleus reaches a minimum and the ion gets scattered by coulomb repulsion. To
ease discussions, the ion and the nucleus are treated as point charges and the influence of the
shell electrons on the scattering process (electronic stopping) is neglected. The nuclear stopping
power is directly related to the probability of scattering, which can be derived by considering
the number of ions that originate from a certain area and that are scattered into a certain solid
angle. To get a value for the scattering probability, the differential cross section dσ/dω, also
known as the Rutherford cross section, is introduced according to the geometric relationships
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Figure 2.2.: Schematic illustration of nuclear ion scattering.
given in figure 2.2. Ions that pass a ring area dσ are scattered by an angle of ϑ. The ions then
pass a larger ring area dA that is projected on a sphere with the radius R and with the nucleus
in its center. The larger ring area can be defined with the solid angle dω as follows:
dA = R · 2π · sin(ϑ) ·R dϑ
→ dω = dA · 1
R2
= 2π · sin(ϑ) dϑ.
(2.3)
The smaller ring dσ is defined by the so called impact parameter b, which is the distance between
the incident ion trajectory and the nucleus. For a given ion energy Eion and the interaction
potential V (r), b influences the scattering angle according to the classical trajectory integral:
ϑ = π − 2b ·
∫ 1
rmin
0
dr−1√
1− V (r)Eion −
b2
r2
. (2.4)
Eq. (2.4) is of importance, because it correlates the scattering angle with the ion energy. Note
that the above expression of the trajectory integral originates from the treatment of the ion-target
collision in the center of mass system (C.M.S.). The binary collision of the ion with the mass m1
and the target atom with the mass m2 is treated in C.M.S. by single particle kinematics with a
reduced mass µ = m1 ·m2/(m1 +m2). The energy that is available for the collision is then given
by EC = Eion · m2/(m1 +m2). Consequently, (2.4) is only valid if m2  m1 and otherwise, Eion
has to be replaced by EC. Nonetheless, the fundamental dependence of ϑ on Eion is in all cases
reflected by (2.4) because EC ∝ Eion. Against this background and to ease discussions, Eion is
used instead of EC in the following considerations.
For coulomb scattering with the charge numbers Q1 and Q2 for ion and nucleus respectively,
V (r) is given as the spherical potential
V (r) = Q1Q2e
2
4πε0r
, (2.5)
where e is the elementary charge and ε0 is the vacuum permittivity. Evaluating (2.4) with this
potential yields an expression for the collision parameter b as a function of ϑ:
b = Q1Q2e
2
8πε0Eion2
· cot ϑ2 . (2.6)
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The smaller ring dσ from which the ions originate can now be defined with the impact parameter:
dσ = 2πb db. (2.7)
It follows from the equations (2.3), (2.6) and (2.7) that the differential cross section is given
by [25]
dσ
dω =
b
sinϑ ·
db
dϑ =
1
16 ·
(
Q1Q2e
2
4πε0
)2
· 1
Eion
2 ·
1
sin4 ϑ2
. (2.8)
This is of great practical importance in scattering experiments because eq. (2.8) can be used to
derive dσ/dω for various ion-target systems by measuring ϑ. However, some remarks have to
be added concerning the conditions for the validity of eq. (2.8): For high impact parameters
b, the differential cross section dσ/dω approaches zero. This is not valid for a solid target that
consists of a certain volume density of scatterers. The target atomic density defines the mean
distance between the single nuclei and consequently, the maximum value of b is one half of
this distance. Additionally, the interaction between the ion and the electron cloud has to be
considered for high impact parameters. This electronic stopping component results in variations
between theoretical calculations of ϑ using (2.8) and the experimental values. To compensate
this, a screening function fS(r) is introduced that moderates the atomic potential V (r) to an
effective potential Vcorr(r):
Vcorr(r) = V (r) · fS(r). (2.9)
Precise scattering calculations rely on a well chosen screening function. Examples for fS(r) are
the Thomas-Fermi screening function or the Ziegler, Biersack, Littmark universal screening
function (ZBL) [30] and calculations using ZBL reproduce the experimental data with the highest
accuracy. The assumption of pure coulomb scattering also fails for very small values of b, if the
ion approaches very closely to the nucleus. The scattering process is then influenced by the
strong interaction, which superimposes the coulomb repulsion. Consequently, the differential
cross section, calculated by (2.8), differs from the experimental data once a certain distance
between the ion and the atom is reached. This was observed by Chadwick and Bieler in 1921 [31]
and later on, Rutherford successfully used this critical distance at which the calculation errors
become prominent to estimate the size of the nucleus.
Nonetheless, the energy dependence of dσ/dω gives an explanation for the high amount of
nuclear stopping at low ion energies, which was shown in figure 2.1. The differential cross section
describes the probability that an ion is scattered from dσ into dω. Low ion energies will result in
high differential cross sections and thus, the scattering probability with target atoms and the
nuclear stopping power are high. Increasing Eion will decrease dσ/dω and also the scattering
probability with 1/E2ion. This clearly illustrates that Sn is dependent on the ion velocity, which
results in a negligible energy loss and a very small deflection of fast ions even if the target atomic
density is high. To fully describe the energy dependence of Sn, the energy transfer ET from ions
to atoms during every elastic collision has to be taken into account. ET depends on the ion mass
(m1), the atom mass (m2), Eion and the scattering angle ϑ as follows:
ET =
4m1m2
(m1 +m2)2
· Eion · sin2
ϑ
2 . (2.10)
To derive the energy transfer rate per unit path length, ET has to be integrated from zero to its
maximum value ET,max and multiplied by the target atomic density Nt. The nuclear stopping
power is then
Sn = Nt ·
∫ ET,max
0
ET dσ. (2.11)
Sn is obviously proportional to Nt, because Nt simply defines the number of scatterers along
the ions pathway. Note that ET increases linear with Eion, which means that the energy loss by
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nuclear collisions gets more effective with increasing ion energy. This is compensated for the
overall nuclear stopping power by the 1/E2ion dependence of the scattering cross section and the
decreasing scattering probability dominates the behavior of Sn at high energies.
In contrast to the nuclear collisions, electronic stopping is an inelastic process. Energy
transferred from the incoming ion to the target electrons couples into the phononic system and
dissipates into thermal lattice vibrations. Electronic stopping is quite low for ion energies below
100 keV (see figure 2.1). The ion velocity vion is then well below the Bohr velocity vB [32] of the
atomic shell electrons and the ion keeps its electron cloud and tries to neutralize by capturing
electrons from the target. Elastic collisions are dominant in this energy range and SeSn due
to the low ion charge state. The electronic stopping becomes prominent with increasing ion
energy and is approximately proportional to vion in the range of 0.1 · vB < vion < Q2/31 · vB.
Higher ion velocities cause a loss of ion shell electrons and an increase of the charge state. The
incident ion can be totally stripped of all electrons if vion exceeds the mean orbital velocity of
the target atom shell electrons (vion ≥ vB · Q2/31 ). The ion can be treated as a positive point
charge in this case and the energy transfer to target atoms agrees Bohrs stopping power theory,
mentioned in the beginning of this section. Se decreases in the highest energy range according to
the shorter interaction time during the flyby with a higher vion and the electronic stopping is
then proportional to (Q1/vion)2 [33].
The main consequence of the discussions in this subsection is the influence of the primary ion
energy on the energy loss during the ion propagation in the solid. This strongly affects the ion
trajectories, like it is illustrated in figure 2.3. The graph shows TRIM calculations of 20 single
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Figure 2.3.: Trajectories of 20 single Ga+ ions in carbon obtained from TRIM calculations.
Ga+ impacts in carbon for two different energies. An ion energy of 50 keV corresponds to the
maximum of Sn, which results in a large scattering for the blue trajectories. The propagation
direction of impinging ions is changed significantly with respect to the original vector of incidence.
In contrast, the orange trajectories for 2 MeV ion energy are subject to a much lower deflection
over the same depth range. Note that the full trajectory range for the 2 MeV ions exceeds 1µm,
which is far outside of the graph scale. Nuclear stopping is negligible and Sn is dominant for the
2 MeV ions at the presented depth range (see figure 2.1). Additionally, figure 2.3 also emphasizes
the influence of the primary energy on the final ion range and on the statistical range distribution,
which will be discussed in the next subsection.
2.1.2. Ion range distribution
Nuclear and electronic stopping are causing a continuous energy loss of an ion that penetrates
a surface with an energy of Eion. Once Eion is in the order of the thermal vibration energy of
the solid, the ion propagation stops. The scattering with target atoms along the ions pathway
is a statistical processes and a certain deflection takes place for every single collision. As a
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consequence, each single ion forms a unique trajectory from the point of impact to the point of
rest, which is shown schematically in figure 2.4a. The ion range R is defined as the length of the
full pathway. Hence, the stopping power is the energy loss per unit length as a function of Eion,
R can be simply derived by integrating Stot:
R =
∫ Eion
0
Stot dE. (2.12)
In general, the projected range Rp is of more practical importance than of the full ion range R.
Rp
depth
ion trajectory
primary
secondary
depth
collisions
(a) (b)
Figure 2.4.: (a) Ion trajectory with projected range Rp and (b) collision cascade with primary and
secondary recoils.
Rp is the projection of R on the vector of incidence and it gives the final depth with respect to
the surface (see figure 2.4a). Even though Rp can be given for single ion, it is usually defined
as the mean value of the projected ranges of many trajectories. The statistical evaluation of a
sufficiently high number of ion impacts yields the probability distribution of Rp. Multiplying
the overall number of ions with this range distribution gives the amount of implanted ions in a
certain depth of the target, which is called the implantation profile. The ion range distribution
can be approximated by a Gaussian function in case of an amorphous target. This was described
by Lindhard and Scharff [34] and further summarized in the Lindhard, Scharff, Schiott theory
(LSS) [35]. LSS treats the ion-target interactions by classical mechanics as elastic collisions and
the electronic stopping is neglected. Concerning this fact, the energy range for a good agreement
with experimental data is expected to be in the order of keV up to several hundreds of keV (see
figure 2.1). The Gaussian implantation profile is given according to LSS by
N(x) = Nmax · exp
[
−(x−Rp)
2
2∆Rp2
]
, (2.13)
where N(x) is the ion concentration in the depth x, Nmax is the maximum concentration of the
profile and ∆Rp is the width of the distribution. The projected range Rp marks the center of
the Gaussian profile. In general, it has to be distinguished between Rp of a single trajectory and
the mean value of Rp for the whole depth distribution. To ease discussions, the term projected
range Rp refers in the following always to the mean value. Nmax is related to the number of
implanted ions per unit area, which is called the implantation fluence or ion fluence F . Hence,
F is the integral of the implantation profile from zero to +∞, Nmax can be simply derived from
the normalization of the Gaussian function:
Nmax =
F√
2π · ∆Rp
. (2.14)
The profile width ∆Rp is called the ion straggling and defines how strong the implantation profile
is smeared out in the depth. ∆Rp obviously arises from the statistical nature of the scattering
processes and thus, it is related to the total ion range R. Lindhard and Scharff evaluated the
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dependence of the stopping power and the energy transfer on the differential cross section and
they found the relationship between the straggling and the range to obey [34]:
∆Rp
R
=
√
2
3m1m2
m1 +m2
. (2.15)
By replacing R in (2.15) with R ∼= Rp · (1 +m2/3m1), the straggling can be estimated to
∆Rp ∼= Rp ·
√
2
3m1m2 ·
(
1 + m23m1
)
m1 +m2
(2.16)
and further simplification for the case of small angle scattering yields
∆Rp ∼= Rp ·
√
2
3m1m2
m1 +m2
, (2.17)
which is valid for m1 > m2. Note that the straggling derived from the differential cross section is
half the value that corresponds to isotropic scattering, which would be the case for hard-sphere
collisions. The main finding of the relationship in (2.17) is the proportionality between ∆Rp and
Rp. The implantation profile broadens for higher energies because Rp increases with the ion
energy, which is consistent with the increasing number of statistical scattering processes along
the ions pathway.
Most practical purposes rely on the accurate determination of the implantation profile for
a certain ion-target system. Owing the high experimental effort for the measurement of ion
concentration distributions in solid materials, precise calculations of Rp and ∆Rp are of great
importance. If the ion energy is in the keV range and nuclear stopping is dominant, only
approximate analytical solutions are convenient to derive Rp. Simplifying assumptions are often
necessary within these complicated calculations. The main drawback is the treatment of the
surface because the transport equations can only be solved, with a reasonable amount of effort,
in an infinite volume. In reality, the ions are implanted in a solid layer with a certain thickness
and consequently, all scenarios at which collision cascades reach the surface or interfaces cannot
be conveniently described by an analytical approach. Besides the obstacle of calculating the ion
trajectories, an evaluation of the target atomic displacements is in some cases of importance. If
the energy transferred to a target atom exceeds the lattice binging energy, it is displaced as a
primary recoil and the corresponding collision event is called the primary collision. These recoils
have their own propagation trajectories and they can produce secondary recoils by collisions with
other target atoms if the transferred energy is sufficient. Subsequent collisions can be summarized
as the collision cascade, which is depicted in figure 2.4b. The entirely of displaced target atoms
gives a depth distribution profile, which can be of tremendous importance because it describes
the ion induced target damage.
The above considerations emphasize that a complete analytical solution for the trajectories of
ions and recoil atoms is of high complexity. Such an approach would rely on many simplifications
that cause significant errors and deviations from the experimental data. In this regard, computer
simulations are the appropriate tool to avoid these problems and very precise calculations of
the implantation profile and the depth profile of displaced target atoms can be performed.
Most commonly used is the TRIM Monte Carlo code developed by Ziegler and Biersack [30]
for this purpose. TRIM stands for TRansport of Ions in Matter and uses the binary collision
approximation (BCA) for the simulation of single ion impacts. An ion trajectory is build up by
separate calculations for single collision events. Every moving ion is defined by a state according
to its energy and the propagation direction. From this state it can proceed its motion along a
free path length λ, which is defined in TRIM by the mean inter atomic distance, obtained from
the target density Nt (λ = N−1/3t ). According to the scattering situation given in figure 2.2, the
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deflection angle ϑ is obtained by solving the trajectory integral (see eq. (2.4)) and the impact
parameter b is chosen randomly between zero and a maximum value that corresponds to one
collision per atomic volume. In this regard, the term Monte Carlo simulation originates from the
random impact parameter [36]. Performing these calculations for every collision develops the
ion trajectory stepwise. A primary recoil is created if the energy transferred to a certain atom
overcomes a threshold value and the propagation of this atom is treated in the same way like the
ion trajectory. Figure 2.3 previously showed the calculation of 20 single particles by TRIM but
usually, several thousands of trajectories are simulated in order to get an appropriate statistical
certainty for the implantation profile.
Nowadays, the TRIM code is the method of choice for a fast calculation of implantation
profiles and target atom displacements for various ion-target systems in a wide energy range. The
Simulations can be performed with the SRIM (Stopping and Range of Ions in Matter) software
package [37], which is basically the framework for TRIM calculations. It has to be pointed out
that further discussions will rely on the term SRIM simulation because of the used software
package SRIM 2008.01. Besides the variety of pure elements that can be simulated, SRIM
is also capable to treat compound solids and different layer stacks. In most cases, the values
for Rp and ∆Rp obtained from SRIM are in excellent agreement with the experimental data.
Nonetheless, some remarks have to be added concerning the limitations of SRIM, which arise
from the fundamental principles behind the simulations: The target is treated as homogeneous
amorphous matrix and thus, the influence of the crystal structure on the ion trajectories is
neglected. One prominent phenomena, which can occur during the implantation in single crystals
is ion channeling. If the irradiation direction is parallel to a lattice plane, the impinging ions
see ordered pillars of target atoms and “open channels” in between. A certain amount of ions
is guided into these channels and the subsequent pathway is free of scatterers. Channeled ions
are reflected between the channel walls, which are formed by overlapping atomic potentials,
until the scattering angle is high enough to deflect them outside. The resulting implantation
profile is a Gaussian distribution that is asymmetrically broadened into a larger depth. Note that
channeling is only relevant below the amorphization threshold, which is the fluence at which the
crystal structure is permanently destroyed by ion bombardment (see subsection 2.1.3). However,
even channeling can be simulated by an extended TRIM code named Crystal-TRIM, which was
developed by Posselt [38].
Like it was mentioned, SRIM does not describe the amorphous solid as an ensemble of randomly
oriented atoms with defined positions. The amorphous composition is reflected by the isotropic
free path length λ for every ion. Single target atoms only exist after they are created as primary
or secondary recoils. Even though SRIM can describe atomic displacements, it cannot consider
any modifications of the solid and is thus independent of the ion fluence. Every single particle
interacts with the same homogeneous matrix and no changes in the target composition like
density variations or the incorporation of implanted ions are taken into account. The difference
between SRIM simulations and the experimental data will rise for very high fluences due to these
target modifications. An alternative to the family of TRIM BCA codes are molecular dynamics
(MD) simulations, which treat the solid as an arrangement of single atoms. In MD calculations,
the equations of motion for every single ion and moving atom have to be solved and thus, MD is
much more time consuming than SRIM. Nonetheless, this method has a higher accuracy for low
ion energies in the eV range compared to SRIM. MD calculations of many implantation profiles
were performed by Nordlund [39] who has developed a freely accessible computer code named
MD Range [40].
2.1.3. Target modifications
As already outlined, the irradiation of a solid with energetic ions can induce significant changes in
the target composition. This section is subjected to the nature of these composition changes as well
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as to the influence of implantation parameters on their development. In general, a discrimination
between the three processes implantation, amorphization and sputtering is reasonable, which
is illustrated in figure 2.5 for the bombardment of a crystalline target. It has to be pointed
out that the three depicted phenomena cannot be fully separated from each other and they
occur simultaneously upon the ion irradiation. However, the mechanisms are treated isolated in
the following and the subsequent discussions refer to different irradiation conditions at which
only one effect is decisive for the changes of the material properties. Fore a given solid target,
(a) (b) (c)
surface
ion
Figure 2.5.: Scheme of target modifications. (a) Ion implantation, (b) amorphization and (c) sputtering.
these irradiation conditions are determined by the ion species, the ion energy Eion and the ion
fluence F . In case of a defined ion species and a fixed Eion, the transition from implantation
(figure 2.5a) over amorphization (figure 2.5b) to significant sputtering (figure 2.5c) proceeds with
an increasing ion fluence.
Ion implantation refers to the incorporation of the ion species into the solid, which is an
omnipresent effect if the projected range of every ion is smaller than the target thickness. The
situation illustrated in figure 2.5a reflects the special case where the effects of amorphization
and sputtering are vanishingly small so that their influence on the material properties can be
neglected. This is the case for the implantation of light ions and with low fluences. Even though,
the microstructure of the target is not significantly harmed, defects are created in the lattice
structure by the displacement of single atoms. The incorporated ions as well as the displaced
target atoms are mostly located at interstitial sites after the implantation and the lattice consists
of vacancies. This can significantly affect the electrical properties of the solid due to the dynamics
of interstitials and vacancies (Frenkel pairs), for instance, the memristive effect in oxides is
believed to be caused by the diffusion of charged oxygen vacancies [41, 42]. Furthermore, the
incorporated ions can bond to target atoms and for certain ion-target systems, they can be
integrated into the lattice structure. In this case, the electronic structure of the material is
modified by the introduction of states below the conduction band edge or above the valence band
edge, which is called doping. Doping is of tremendous practical importance for the fabrication of
electrical active devices and can be achieved by annealing the implanted sample. This causes a
thermal activated recrystallization of the solid, which enforces the partial incorporation of the
implanted species into the restored lattice structure. Note that the production of Frenkel pairs
and doping even occur at low ion fluences but, however, both can cause significant changes of
the material properties for some ion-target systems.
If the ion induced damage overcomes a certain threshold, it causes a remarkable destruction of
the lattice and the target matrix is amorphized (see figure 2.5b). The reason for the existence
of this threshold can be understood by considering the interplay between ion induced damage
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and recrystallization, enforced by the heat dissipation after the ion impact. According to the
above made remarks, implantation takes place as well but in contrast to figure 2.5a, the target
crystallinity vanishes. The fluence dependence of the amorphization was investigated by Hecking
and coworkers [43] for the irradiation of single crystalline silicon with MeV Si+ ions. They
introduced a lattice damage parameter s that is defined as the ratio between the change of the
optical reflectivity after the irradiation and the reflectivity of amorphous silicon. Figure 2.6
shows the dependence of s on the Si+ fluence for two different substrate temperatures. The curve
corresponding to 400 K reveals four different amorphization regimes and the curve progression
can be understood as a characteristic amorphization trajectory for crystalline solids under ion
irradiation. In section I, the lattice damage s increases linearly with F . In general, the lattice
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Figure 2.6.: Lattice damage s in dependence on the ion fluence for 2 MeV Si+ irradiation of Si [43]. The
colored curves correspond to two different substrate temperatures.
can withstand fluences from 1× 1013 cm−2 up to 1× 1014 cm−2 before the amorphization causes
significant reflectivity changes. The linear increase of the lattice disorder with the fluence can be
addressed to the absence of overlapping ion impacts per unit area on the surface. This means
that every new ion impact interacts, on a statistical average, with a virgin target site and not
with an already damaged volume. Increasing F further weakens the amorphization efficiency to a
very slight increase in section II. The curve progression in this fluence range can be approximated
with a saturation plateau, which is followed by a further increase of s in section III to the value of
amorphous Si. Hecking et al. attributed the transition from III to IV to the stabilization of defect
clusters. The consideration of the blue curve in figure 2.6, which corresponds to a cooled target,
emphasizes the influence of the substrate temperature on the amorphization trajectory. Section
II is absent for 210 K and the increase of s is approximately proportional to the fluence for the
complete crystalline-amorphous transition. Hecking et. al concluded that the recombination of
defects due to a higher defect mobility at elevated temperatures is responsible for the constrain
of the amorphization in section II. The transition from the 400 K to the 210 K trajectory is
continuous and a decrease of the substrate temperature causes a consequent increase of the slope
in section II.
Even though figure 2.6 corresponds to the special case of 2 MeV Si+ implantation in Si, a
total amorphization of a crystalline material can be assumed for fluences in the range from
1× 1015 cm−2 to 1× 1016 cm−2. Further note that amorphization is prominent for covalent bonded
materials like silicon, germanium or diamond, whereas pure metals and alloys that form solid
solutions have shown to be totally resistant against the amorphization by ion bombardment [44].
Increasing the ion fluence after the full amorphization of the solid causes the continuous
enrichment of primary ions in the target matrix. This ion incorporation saturates at a certain
atomic concentration and afterwards, the target gets eroded by sputtering (see figure 2.6c). Like
it was mentioned before, ion-target collisions create primary recoils and if the momentum transfer
is high enough, primary recoils create secondary recoils and a collision cascade evolves. The
propagation direction of these recoil atoms is not restricted to the ion trajectory vector and
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backscattered target atoms can reach the surface. In this case, a recoil atom is sputtered if its
residual energy is high enough to overcome the surface binding energy so that it can leave the
solid and escapes into vacuum. In principle, sputtering has not to be accompanied by erosion
and the occurrence of layer erosion is determined by the sputtering yield Y . The sputtering yield
is defined as the ratio between the number of sputtered atoms Nsp and the number of incoming
ions Nion:
Y = Nsp
Nion
. (2.18)
Note that Nsp includes already implanted ions that are sputtered as well. Consider the irradiation
of a solid target with ions of the same element. In this case, effective layer erosion takes place if
Y > 1. In contrast, the mass and the volume of the target increase if Y < 1 and this leads to a
growth of the original layer thickness. To avoid any misunderstanding, the term sputtering of a
layer will always refer in the following to erosion and corresponds to an effective reduction of the
film thickness, whereas the sputtering of atoms simply describes the escape of single recoils into
vacuum.
In general, Y increases with increasing ion mass and furthermore, the sputtering yield has a
maximum at a certain ion energy. Both dependences are caused by the variation of the nuclear
stopping power as it will be explained in the following. At very low ion energies, the momentum
transfer from the ion to the collision cascade is insufficient to yield recoils that can overcome the
surface binding energy and Y equals zero. The corresponding ion energy at which Y starts to
increase is the sputtering threshold energy Esp. Bohdansky [45] modeled the behavior of Y for
ion energies above Esp with an universal relation for the sputtering upon the normal incidence
irradiation of materials. Proceeding from the sputtering yield equation from Sigmund, which can
be written as [46,47]
Y (Eion) =
0.042
U0
· α · Sn(Eion)
Nt
, (2.19)
Bohdansky derived, by including the total ion range R, the projected range Rp and the threshold
energy Esp, the universal formula
Y (Eion) =
0.042
U0
(
Rp
R
)
· α · Sn(Eion)
Nt
·
[
1−
(
Esp
Eion
)2/3]
·
(
1− Esp
Eion
)2
, (2.20)
which holds for light and heavy ion sputtering in a wide energy range. The parameter α in
(2.19) and (2.20) depends on the mass ratio between the target atom and the ion m2/m1 and
includes a correction factor for different energy ranges [46]. U0 is the surface binding energy and
Sn(Eion)/Nt is the energy depending nuclear stopping cross section, which was introduced as Scs
in the beginning of subsection 2.1.1. Calculations for Y according to eq. (2.20) are shown in
figure 2.7 for the irradiation of tungsten with deuterium (D+) and the nickel self-implantation [45].
The solid lines in the graphs are in a very good agreement with the experimental data, which is
not shown here. The main finding of eq. (2.20) is that Y ∝Sn. A high nuclear stopping power
means a strong deceleration of the ion and the overall ion energy is deposited in a small volume
below the surface. This yields a high number of energetic recoils that are created below the
surface and a high amount of secondary recoils can reach the surface and gets sputtered. In this
regard, the energy dependence as well as the mass dependence of Y can be explained with the
behavior of Sn, because Sn increases with the ion mass (see eq. (2.10) and eq. 2.11) and has a
maximum at a certain ion energy (see figure 2.1).
The important parameter that determines the evolution of target modifications in the solid
is the ion fluence. In case of a fixed ion mass and a certain ion energy, the transition from
implantation over amorphization to sputtering can be described by the fluence dependence of
these effects: Single ion impacts are well separated from each other in the low fluence range
and any target damage does not significantly affect the solids composition. Primary ions are
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Figure 2.7.: Energy dependence of the sputtering yield according to the universal sputtering yield relation
(eq. (2.20)) by Bohdansky [45]. (a) Deuterium irradiation of tungsten and (b) nickel self-implantation.
The dotted vertical lines indicate the sputtering threshold energy.
incorporated into the target with a maximum concentration of Nmax at the projected range Rp.
The sputtering of single atoms takes place and the sputtering yield is well below one. Ongoing
irradiation yields an increase of the total displaced target atoms and the damaged sites, created
by single ion impacts, begin to overlap. An amorphous layer is formed, which grows due to
the incorporation of ions (Y < 1). Nmax increases with the ion fluence F and approaches a
saturation concentration of implanted ions in the target matrix. This is accompanied by a drastic
increase of the sputtering yield with F and Y exceeds one. The amorphous layer gets eroded
and Y saturates at a certain fluence, which indicates the sputter equilibrium. At this point, the
sputtering yield of implanted ions equals one, which means that the saturation concentration
in the target Nmax,eq is reached. Any further irradiation has no effect on Nmax,eq and higher
fluences only erode the layer and the whole implantation profile is driven into a greater depth
with respect to the original surface.
The characteristic Gaussian implantation profile undergoes an asymmetric broadening in the
high fluence range. This is obvious, because of the mentioned dynamic target composition
changes and the sputtering of the layer, which shifts the original surface downwards. The ion
concentration at the surface rises and can even reach Nmax. This behavior was described by
Schulz and Wittmaack [48] with a modified Gaussian implantation profile, which is in a good
agreement with the experimental data. They introduced a fluence dependent concentration of
implanted ions n(x,F ) in a certain depth x:
n(x,F ) = Nt
Y
·
∫ Y (F )
0
p(x+ y) dy. (2.21)
Nt is the target atomic density and a constant value of Y is assumed for a corresponding fluence
F . The function p is the range distribution of the ions and y is given by
y = Y · F
Nt
− xs. (2.22)
Continuous sputtering shifts the surface along the positive x direction and the parameter xs is
the new surface position for a given fluence. Thus, y describes the surface propagation during
the erosion. The impurity concentration, normalized by the target atomic density is
c(x,F ) = n(x,F )
Nt
. (2.23)
According to the Gaussian implantation profile, given by (2.13), this concentration distribution
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reads
c(x,F ) = 1√
2π∆RpY
·
∫ Y (F )
0
exp
[
−(x− xp + y)
2
2∆Rp2
]
dy. (2.24)
The value xp defines the most probable ion range, which corresponds to Rp. By introducing the
error function
erf(z) = 2√
π
·
∫ z
0
exp(−η2) dη, (2.25)
Schulz and Wittmaack obtained a concentration depth profile, which depends on the sputtering
yield Y and the ion fluence F [48]:
c(x,F ) = 12Y ·
[
erf
(
x−Rp + Y · F/Nt√
2 ·∆Rp
)
− erf
(
x−Rp√
2 ·∆Rp
)]
. (2.26)
Rp and ∆Rp can be obtained from SRIM simulations and the only remaining uncertainty is the
sputtering yield Y . Figure 2.8 illustrates how continuous sputtering transforms the implantation
profile for 20 keV Ar+ irradiation of Si, according to eq. (2.26). The Gaussian shape of the
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Figure 2.8.: Concentration depth profiles according to eq. (2.26) for 20 keV Ar+ irradiation of Si. The
values for Rp and ∆Rp are from SRIM simulations and Y is from ref. [49].
implantation profile is maintained for 5× 1015 cm−2, but the concentration at the surface rises
for higher fluence and reaches Nmax,eq for 1× 1017 cm−2. Note that the point x = 0 corresponds
to the shifted surface for each curve and not to the original surface. The curve for 1× 1017 cm−2
in figure 2.8 reflects the sputter equilibrium state and the implantation profile is unaffected by
higher fluences. The corresponding saturation concentration Nmax,eq can reach tens of at-% and
depends on the ion-target system. Moreover, Nmax,eq is given by the limit of c(x,F ) (eq. (2.26))
for F →∞ at the point x = 0. Assuming that Rp/∆Rp & 2 yields:
Nmax,eq = Nt · lim
F→∞
c(0,F ) = Nt
Y
. (2.27)
Even though, the approach of Schulz and Wittmaack is capable to calculate implantation profiles
for high fluence irradiations, there is the uncertainty of the sputtering yield. Y has to be obtained
from the experimental data and is furthermore assumed to be constant in (2.26). Moreover, the
analytical description of the profile of displaced target atoms or of depth profiles in multi-layer
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systems at high fluences is almost impossible. For this reason, Möller and Eckstein [50, 51]
developed a modified TRIM code called TRIDYN, which stands for TRIM including DYNamic
composition changes. In contrast to the standard TRIM code, TRIDYN includes the incorporation
of primary ions in the target matrix and sputtering in the calculations of concentration depth
profiles. This is done by the relaxation of single depth intervals in the target to fixed atomic
volumes. After each projectile is implanted in the layer, the depth intervals expand or shrink
in dependence on the number of incorporated ions and sputtered atoms. In this regard, the
target is treated as a multi-component material that undergoes changes in the atomic density
upon ion irradiation. This accounts for the effects of layer growth, layer erosion and atomic
mixing at interfaces and high-fluence irradiations of several ion-target systems can be simulated
by TRIDYN in a good agreement with the experimental data.
The above considerations focused on the influence of the ion energy, the ion fluence and the ion
mass on the target modification processes. It has to be pointed out that the target composition
changes can also be significantly influenced by the ion angle, the substrate temperature and, in
some cases, the ion beam current density.
2.1.4. Thermal driven segregation
The previous subsection introduced the composition changes in a solid that is treated with
continuous ion bombardment. High fluences of ≥ 1× 1016 cm−2 can yield impurity concentrations
of several tens of at-%, which saturate at the sputter equilibrium. Hence, ion implantation is a
non-equilibrium process, Nmax can easily overcome the impurity solubility limit in the target.
If such a sample undergoes a subsequent thermal treatment, impurity atoms segregate as a
second phase from the supersaturation and form nanoclusters, which grow over the time. They
nucleate mostly at the position of Nmax of the implantation profile, which marks the highest
local supersaturation. The solubility of foreign atoms obviously changes with the annealing
temperature.
The solid solubility at a given temperature is of great importance in semiconductor industry
because it refers usually to the steady-state solubility of substitutional impurities (dopants) and
represents the atomic concentration at which all implanted atoms are placed on crystal lattice
cites. Examples for maximum impurity concentrations NS in silicon at the solid solubility limit
for 1000 ◦C are 1× 1020 cm−3 for boron, 4× 1020 cm−3 for phosphorous and 3× 1020 cm−3 for
arsenic [52]. Impurity atoms above NS will either remain as interstitials at off-lattice sites or
form precipitates. In this case, the implanted atoms are electrically inactive from the viewpoint
of doping but the formation of precipitates and clusters can significantly affect the electrical
properties of the material.
The effects of phase separation depend on numerous parameters such as the diffusion constant of
implanted atoms in the damaged (highly disordered) target, their reactivity with target atoms to
form chemical compounds or alloys and not at least the temperature and the annealing time. If the
ion-target system is able to form compounds, ion implantation together with subsequent thermal
treatment can be utilized to fabricate new solid phases, which is called ion beam synthesis
(IBS). One prominent application of IBS that has established in the field of semiconductor
industry, is the high-fluence implantation of O+ ions into silicon (F = 0.4− 1.8× 1018 cm−2,
Eion = 100− 200 keV). Annealing the substrate for some hours at ∼ 1300 ◦C causes the formation
of a buried SiO2 layer. This IBS technique is called separation of implanted oxygen (SIMOX) [53]
and is widely used in the fabrication of silicon-on-insulator (SOI) substrates. Another example
for IBS is the formation of CoSi2 nanowires by focused ion beam (FIB) implantation of Co+ in
Si and subsequent annealing [54,55]. Many experimental approaches are dealing with IBS of tiny
nanostructures like nanocrystals or nanowires of a controlled composition and in numerous host
matrices [56,57].
High impurity mobilities can even cause segregation during the ion irradiation due to collisional
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mixing [56]. The processes of phase separation are prominent in amorphous solids like SiO2 or
fused silica, if the implanted species forms no compounds with the target atoms. Most studies were
carried out for the implantation of Au+ ions [58,59] because of their chemical inertness and the
absence of oxide or, for the case of the implantation into Si, silicide formation. The driving force
behind the phase separation is the relaxation from the non-equilibrium state towards equilibrium.
This is realized by the minimization of the systems free energy and thus, the solid transforms into
a mixture of solid phases and precipitates of the implanted species evolve, embedded in the host
matrix. The evolution from as-implanted and solved impurity atoms to isolated nanocrystals
proceeds in time during annealing and is subject to phase separation, nucleation and ripening [60].
Figure 2.9a illustrates the implantation into a small volume by a FIB (see section 2.2 for more
details about focused ion beams). Originating from the implantation profile, the ion beam
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Figure 2.9.: (a) Nanocrystal evolution from a FIB implantation during annealing. The left image shows
the as-implanted impurity distribution and the right image the final nanocrystal. (b) Intermediate state
of nucleation and ripening with spinodal decomposition in the core (blue) and nucleation in the shell
region (orange). (c) Phase diagram of the ion-solid system with regions of nucleation (N) and spinodal
decomposition (SD). The x-axis shows the impurity concentration.
profile and the lateral ion straggling, the impurities show a three-dimensional Gaussian spatial
distribution after the implantation. Assuming a low diffusion coefficient for the implanted species
in the solid and a negligible heat injection during the implantation gives the initial state of
a locally supersaturated host matrix with impurities that exist as dissolved monomers. The
processes during annealing are diffusion controlled because the nanocrystal evolution depends on
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mass transport and consequently, the growth is expected to obey an exponential temperature
dependence and a linear time dependence. The ion-solid matrix decomposes during the annealing
and separates into two phases. With increasing annealing time, the impurity atoms nucleate
into precipitates and grow in size. Larger precipitates are gathering material from smaller ones,
which finally leads to the coalescence of all small particles into one large nanocrystal. The growth
of large nanocrystals on the expense of smaller ones, which finally dissolve, is called Ostwald
ripening [61].
Depending on the impurity concentration C imp, it has to be distinguished between nucleation
and spinodal decomposition during the phase separation. If C imp is slightly above the solid
solubility limit, the phase separation is realized by nucleation and small well isolated precipitates
are formed. Higher values of C imp that approach 0.5 yield a spinodal decomposition, characterized
by elongated and partially connected worm-like structures. Owing the concentration gradient in
the implanted volume, the inner core region is subject to spinodal decomposition, whereas the
impurity atoms in the outer shell are nucleating (see figure 2.9b). Besides C imp, both mechanisms
depend on the annealing temperature and are thus sharply separated by the spinodal curve in
the binary phase diagram, shown in figure 2.9c. The critical concentration at which nucleation
switches to spinodal decomposition is the percolation threshold. This value is of importance for
the ion implantation of high fluences, because it indicates the critical concentration at which the
incorporated material forms elongated connected structures during the segregation.
Due to the high complexity of the kinetics of precipitation from supersaturated solid solutions,
only a brief phenomenological introduction into the Ostwald ripening mechanism will be given
here. For more details, the reader is referred to the fundamental work of Lifshitz and Slyozov [62]
and to the review from Voorhees [63]. The solubility of a solid phase that is in contact with a
neighboring condensed phase scales exponentially with the temperature but is, however, also
affected by the boundary curvature. This behavior is described by the Gibbs-Thomson equation
for the equivalent case of a condensed phase in contact with its vapor. Let p(r) be the vapor
pressure as a function of the curvature radius r and p0 is the vapor pressure corresponding to a
planar surface, then the ln of the ratio between both values obeys
ln
(
p(r)
p0
)
= 2 · γ · Ω
r ·R · T
, (2.28)
where γ is the surface tension, Ω is the molar volume, R is the universal gas constant and T is
the absolute temperature. The main conclusion, which can be derived from the Gibbs-Thomson
equation (2.28) is a decreasing vapor pressure with an increasing curvature. Ostwald once
formulated this dependence in the demonstrative example of the higher solubility of fine powders
in a liquid compared to coarse powders. Moreover, he applied the Gibbs-Thomson equation to a
condensed spherical cluster in a solution and derived its equilibrium solid solubility c(r):
ln
(
c(r)
c0
)
= 2 · γ · Ω
r · kB · T
, (2.29)
where c0 is the solubility on the planar surface, kB is the Boltzmann constant and r corresponds
now to the cluster radius. The consequence of eq. (2.29) is a higher solubility of small clusters
with a strong curvature in comparison to large clusters with a weak curvature. Ostwald ripening
can now be defined as the mass flow from small precipitates to larger ones. This predicts the
exclusive evolution of large nanostructures for an infinite annealing time. Depending on the
implanted volume and the diffusion constant, all segregated material can accumulate in a single
nanocrystal.
The mechanisms of phase separation and segregation described above can also be strongly
influenced by the surface and interfaces between single layers. This is especially important for
implantations in thin layers or if the position of Nmax is located close to a interface. The affinity
of impurity atoms to diffuse to interfaces and the high defect density at interfaces and at the
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surface can lead to a preferential nucleation at these sites. As a result, an amount of nanocrystals
accumulates at interfaces or below the surface, which was observed for Sn, Sb and Ag clusters in
SiO2 [64, 65]. The diffusion of impurity atoms and precipitates to the surface during annealing is
the key mechanism, which was utilized for the fabrication of Ga nanoparticles on amorphous
carbon layers, shortly presented in the appendix.
2.2. Focused ion beams (FIBs)
The development of FIB systems in the 1970s can be considered, with good reason, as one of
the major achievements for the progression in the field of micro-and nanotechnology. Nowadays,
the FIB is an outstanding tool for material modification (ion implantation), material erosion
(ion milling), film deposition (FIB assisted chemical vapor deposition (FIB-CVD)) and material
investigation (ion beam analytics) on lateral dimensions down to several nm [66]. This widespread
in applications allows FIB systems to meet the demands of semiconductor industry as well as of
fundamental research challenges.
In general, ion beam systems can be separated into broad beam and focused beam machines,
which differ mainly in the provided ion beam spot size and in the current density but also in the
ion acceleration voltage and in the total beam current. Common values for broad beam and FIB
operation conditions are listed in table 2.1. The main advantage of FIBs in comparison with
Table 2.1.: Common broad beam and FIB operation parameters [66–68].
Broad beam FIB
Ion energy eV - MeV 5 keV - 50 keV
Beam current µA - mA 1 pA - 50 nA
Current density < 0.01 A/cm2 > 1 A/cm2
Spot diameter several mm nm - µm
broad beam systems is the small beam spot diameter on the surface. It allows the defined local
modification of substrates and nanostructured materials by means of ion irradiation. The high
spatial compression of ions in the dense beam is accompanied by a very high current density,
which is several orders of magnitude higher than for broad beams. Therefore, it is reasonable to
consider the ion flux, which is the number of impinging ions on the surface per unit area and
time, for FIB experiments. This is of importance if the statistical time between two ion impacts
at the same point is than the relaxation time of ion induced excitations in the target. This can
result in several undesired effects during FIB processing that are absent for low-flux irradiations
with broad beam systems. On the other hand, an innovative new field of research was opened up
by the FIB, where such effects are investigated in high-flux experiments [69,70].
The definition of a current density, or at least the ion flux, relies on the knowledge of the FIB
spot size. This finite area of impinging ions on the surface is not a sharply contoured region,
which is owed to the beam profile. The beam profile gives the intensity distribution of the ion
beam with respect to the distance from its center core or in other words, it reflects the radial
probability distribution of ion impacts on the surface. The FIB profile can be modeled in a good
approximation by the superposition of two Gaussians that reflect the sharp beam center with
a high intensity (peak) and a low intense surrounding halo (wings), respectively. Figure 2.10a
shows calculations for a common FIB profile with a normalized integral intensity of one. The
input values for the Gaussians are from ref. [71] for a common Ga+-based FIB system. Note that
the beam profile can also be modeled with a single Gaussian in some cases [72]. Approximately
70 % of the overall beam intensity is condensed within a radial distance from the beam center
that corresponds to the full width at half maximum (FWHM) of the beam profile. For that
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Figure 2.10.: (a) Double Gaussian FIB profile and (b) dependence of the current density and the spot
diameter on the beam current for a commercial Zeiss NVision 40.
reason, the FWHM commonly referes to the spot size.
The FIB spot size is a function of the beam current because coulomb repulsion between the
positively charged primary ions causes a spread of the beam. Additionally, the use of larger
apertures for high beam currents increases the spheric aberrations and consequently, the spot
size increases with the current. This directly affects the current density, which is demonstrated
in figure 2.10b. The data correspond to a commercial Zeta Ga+column, mounted in the Zeiss
NVision 40 CrossBeam R© system that is used in this work. At low currents, the current density
increases with the beam current and reaches a maximum. The coulomb repulsion becomes
dominant at higher currents and thus, the beam broadens and the flux decreases. This points
out that a high FIB resolution and the fast FIB processing of materials are mutually exclusive:
Low beam currents yield small spot sizes, capable for the precise nanomachining with a low
throughput and for FIB imaging as well. In contrast, high currents allow the fast and effective
implantation or material erosion, bought through a poorer FIB resolution. Furthermore, it has
to be pointed out that high-flux beams couple a high energy density into the solid, which can
cause segregation or the melting of material at the point of impact and at adjacent regions.
Although, the values listed in table 2.1 represent common operation conditions of FIB machines,
there exist a variety of unconventional systems that provide beam parameters outside this range.
Two corresponding examples are the helium ion microscope with a spot size below 0.5 nm [73]
and FIB systems with Xe plasma sources, which provide beam currents up to several µA [74,75].
Besides the limitations in the beam parameters, FIB systems are also restricted in terms of
the primary ion species. Most of the commercial machines operate with Ga+ ions, extracted
from a liquid metal ion source (LMIS). The principle of the ion extraction from a LMIS is field
evaporation and the local emission area at the source has to be very small in order to achieve an
effective focusing by the ion optics. Therefore, a sharpened needle is usually used as ionizer for
the extraction. The needle-ionizer consists of a tip, typically made of tungsten and of a material
reservoir, which is connected with the needle and provides metal ions for the emission. During
the ramp-up of the ion source, the metal reservoir is molten by a resistive heater and surface
tension forces ensure thereby a wetting of the needle by the liquid metal. If a negative voltage
(extraction voltage U ex) is applied at an extraction aperture close to the top of the ionizer, the
thin metal film covering the needle is affected by the established electric field. A critical field
strength of about 10 V nm−1 is reached if U ex gets in the range of several kV and the liquid
film forms a cone with a half angle of 49.31◦ [76]. This Taylor-cone [77] is the result of the
equilibrium state between electrostatic forces and the surface tension and thus, the critical voltage
for its formation is determined by the used metal and the emitter geometry. The extraction
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field forces the ionization of atoms and their evaporation from the apex of the cone. Owing
this, the extraction originates from a virtual spot size of ∼20 nm, which provides a beam with a
high brightness in the order of 106 A cm−2 sr−1. Further focusing by the ion optics yields a spot
diameter of a few nm on the sample surface.
A FIB column consists of several components for the beam guiding, the scanning and the
focusing (see figure 2.11a), which will be briefly explained: After the extraction of the ion beam
from the LMIS by the extractor, the ion current is in the order of several µA and this initial
current relies directly on U ex. The extraction voltage is kept constant during the operation but
the beam current is subject to fluctuations, caused by the LMIS itself. This requires maintenance
of the beam current, which is realized by an adjustable overlapping potential, generated by
the suppressor. Even though, the ion emission originates from the small apex of the LMIS
Taylor-cone, the extracted beam is quite broad and most of its intensity gets lost by passing
the spray aperture. The subsequent condenser lens either performs a first beam refinement
and parallelization (high resolution mode) or focuses the beam (crossover mode for high beam
currents) and the upper octopole corrects the beam astigmatism. In this regard, the beam current
is adjusted by the condenser lens and the variable beam defining aperture, which consists of a set
of different pinhole diaphragms. The aperture size coarsely defines the current and the focus of
the condenser yields a further refinement so that the desired ion current passes the pinhole. To
interrupt the beam, the blanking deflector and aperture are used and the beam scanning in x-and
y-direction is realized by the lower octopole. Finally, the objective lens focuses the ion beam onto
the sample.
coincidence point
sample
FIB column
SEM column
(b)(a)
extractor
condenser lens
upper octopole
lower octopole
multichannel plate
LMIS
suppressor
spray aperture
blanking aperture
objective lens
blanking deflector
variable aperture
Figure 2.11.: Schematic figures. (a) Composition of a FIB column and (b) crossbeam system.
A FIB system can be operated in different modes, as mentioned in the beginning. Ion imaging is
comparable to scanning electron microscope (SEM) imaging. Scanning the FIB over the surface
generates secondary electrons and secondary ions that are detected by the multichannel plate or
other detectors and an image of the surface is obtained. Ion implantation is the incorporation of
primary ions into the target material. Ion milling refers to the sputter erosion of the irradiated
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surface and the FIB is used as a highly precise cutting tool. This is always accompanied
by the redeposition and the implantation of material, which was described in more detail in
subsection 2.1. These three operation modes are separated by different FIB currents but note
that implantation and sputtering occur, in all cases, more or less during the FIB processing.
FIB systems equipped with a gas injection system (GIS) can be used for the local deposition
of thin films by FIB-CVD. The injection of a precursor gas by the GIS nozzle results in the
adsorption of precursor molecules on the sample surface. These molecules can be cracked by low
energetic (few tens of eV) target recoils and secondary electrons, created by the ion beam [78].
Any gaseous residuals simply desorb from the surface and the desired reaction products remain
attached as solid material. FIB-CVD is capable to grow films with defined lateral dimensions
and thicknesses by scanning the FIB over a certain area and adjusting the ion current and the
irradiation time. The film material is determined by the precursor, which contains of gaseous
chemical compounds of the desired elements. Common film materials are electrical conductors like
platinum (precursor: (CH3C5H4)(CH3)3Pt), tungsten (precursor: W(CO)6) or carbon (precursor:
C14H10) and insulators like SiO2 (precursor: C4H16Si4O4) [79]. Besides the film growth, FIB
assisted chemical etching of the substrate takes place if the precursor contains chemical etchants
for the target material. A common example of this application is FIB assisted etching of silicon
with XeF2. Recent developments are related to FIB-based material analysis. For instance, a
time of flight secondary ion mass spectrometer can be attached to the FIB vacuum chamber.
The ion beam can than be used to sputter target atoms, which are detected in the spectrometer
and the sample composition can be investigated with respect to the depth. All the mentioned
applications are well established for FIBs that operate with a Ga+-LMIS but, in principle, they
can be performed with other primary ions as well.
2.2.1. Commercial gallium FIB (Ga+ -FIB)
Commercially available Ga+-FIB machines are usually arranged as so called cross beam systems
(sometimes also mentioned as dual beam). Note that the term CrossBeam R© is a registered
trademark from the Carl Zeiss Nano Technology Systems Division and DualBeamTM is the
unregistered trademark of the FEI Company. The term cross beam is used in this work because
of its wide adoption and it refers to all systems that combine a SEM with a FIB column. The
general idea behind this design is in-situ SEM imaging during the FIB processing and this
requirement arises from the destructive character of the ion beam imaging. Even though, FIB
imaging can achieve acceptable resolutions, the investigated sample area is always more or less
affected by the ion irradiation (implantation, amorphization and sputter erosion). Some material
systems are very sensitive to slight contaminations with primary ions and they can degenerate
very quickly during FIB imaging. The precise FIB processing at a certain region of interest on
such samples is very hard for standalone FIB machines.
In a cross beam system, a SEM and a FIB column are arranged at usually 54◦ angle to each
other and a tiltable sample holder allows the accurate positioning of the specimen with respect
to the two beams. For instance, in-situ SEM imaging during FIB milling is done by placing the
sample surface at the coincidence point, the crossing point of the SEM and the FIB beam axis
(see figure 2.11b). The angle of incidence for the ion beam can be adjusted by tilting the sample.
If the ion irradiation is done e. g. at 0◦ with respect to the sample normal, the corresponding SEM
image will be recorded under an angle of 54◦. This distortion of the SEM image can be easily
corrected by rescaling the SEM picture to the right dimensions so that the SEM image matches
the FIB image. Adjusting the sample in the coincidence point allows the exact positioning of the
beam spot at the desired place on the surface by SEM imaging and without contaminating the
sample with ions.
Gallium is the material of choice for the most conventional FIB applications. The main
advantages of Ga are the low melting temperature Tm of 29.6 ◦C, the low vapor pressure at Tm of
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10−6 Pa and the special features of the Ga+-LMIS mass spectrum. The low Tm reduces the power
consumption during the source heating and the low vapor pressure suppresses the undesired
thermal emission of ions. A Ga+-LMIS emits approximately 99 % single charged monomer ions
that are splitted into the isotopes Ga69 (∼ 60 %) and Ga71 (∼ 40 %). This mass difference is
neglected during the beam guiding, because the deflection of ions in electric fields depends only
on the kinetic energy and thus, the electrostatic FIB optic is mass independent. This is of great
pratical importance because the ion column of a Ga+-FIB system can be adjusted to the fixed
operation conditions with the Ga+1 species. No mass filter is needed to speparate the emission
spectrum and the whole ion column design gets simplified and can be optimized for the Ga+
guidence [76].
The main application for a Ga+-FIB cross beam system in thin film technology is the investi-
gation of cross sections. Fully equipped cross beam systems can perform complicated preparation
procedures that involve FIB-CVD, FIB milling and in-situ SEM imaging. Thin lamellae of film
stacks can be prepared by the FIB as specimens for transmission electron microscopy (TEM).
Furthermore, the film deposition by FIB-CVD is used e. g. for the renovation of errors in
lithographic masks. Commercial Ga+-FIB systems are also attractive in the field of materials
science and nanotechnology. Modern machines achieve resolutions below 10 nm and are effective
instruments for the surface patterning and structuring of thin films.
2.2.2. Mass-separated FIB
As mentioned, FIB systems that operate with a LMIS are restricted in terms of the primary
ion species. The advantages of Ga were pointed out above and in this regard, the operation
of a LMIS with other materials would be quite challenging if they are used as pure elements.
First and foremost, the high melting temperature of metals and the high vapor pressure at
Tm is insufficient for LMIS demands. By admixing other materials to the element of choice,
binary or ternary metal alloys are formed and their eutectic can achieve a much lower Tm than
the pure element and a sufficient vapor pressure. To find such adequate compounds is the key
challenge for the proceeding development of liquid metal alloy ion sources (LMAIS) that operate
in mass-separated FIB systems. In contrast to the Ga+-LMIS, the ion spectrum of a LMAIS
consists of numerous ion species. A variety of different monomers and cluster ions with different
charge states is emitted from which the desired ion species has to be extracted. This is usually
done by the mass separation with a Wien filter, which basically establishes an electric field
(E-field) and a magnetic field (B-field), perpendicular to each other and to the ion beam. Ions
are affected in the Wien filter by the Lorentz force of the B-field in dependence on their mass to
charge ratio m/q. This forces the ions to follow circular orbitals perpendicular to the B-field
and consequently, the ion beam spreads into several beams of ions with an equal m/q. Applying
the E-field results in the superposition of the Lorentz force FLo and the electrostatic force FEl.
The Wien filter operates typically with a fixed voltage for the E-field and the B-field is tuned so
that FLo =−FEl for the ion species with the desired m/q ratio. The compensation of both field
forces yields no deflection for the desired ions and they can pass a mass aperture, which is a
simple breaker plate with a hole diameter of several tens of µm. All ions with a different m/q
get deflected and are filtered out.
The great benefit of the mass-separated FIB is the extraction and the defined separation
of a wide range of ion species from the same source. A variety including e. g. light Li+ ions
(Ga35Bi60Li5 source), heavy Binm cluster ions (m - number of cluster atoms, n - charge state)
and rare earth Er+ ions (Er70Fe22Ni5Cr3 source) are provided by the LMAIS for FIB processing.
An example for the mass spectrum of a Ga38Bi62 source is shown in figure 2.12. Any unsigned
peaks in the graph belong to certain Gam′Binm cluster ions. The variety of ion species offers
prospective applications like the synthesis of CoSi2 nanowires by Co+ implantation in silicon
and the subsequent annealing [54] (see subsection 2.1.4) or the self organized surface pattern
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Figure 2.12.: Mass spectrum emitted from a Ga38Bi62 LMAIS. The mass to charge ratio is given in
atomic mass units (amu) per elementary charge. Data with courtesy of L. Bischoff.
formation by heavy Bi cluster ion irradiation [80,81]. However, there are some disadvantages of
the mass-separated FIB compared to the Ga+-based pendant: The total ion current delivered by
the LMAIS splits into several parts due to the Wien filter separation. This prevents high beam
currents for ions from the minor alloy elements and for all cluster ions. Additionally, the mass
separation of ions that have similar m/q ratios is difficult and can result in the transmission
of undesired ions through the mass aperture. Furthermore, the successful ignition of a LMAIS
depends on a well chosen needle ionizer design and on its wettability by the metal alloy. The
extraction voltage and the heating current during the operation can differ after every source
ramp-up and in this regard, the reproducible fabrication of LMAIS is a hard challenge for
commercial systems. Nonetheless, the mass-separated FIB is an appropriate tool for research and
development and allows the study of various ion-solid interactions at small lateral dimensions.
2.3. Tetrahedral amorphous carbon (ta-C)
2.3.1. Composition, microstructure and film properties
Carbon is an element of tremendous interest in various fields of material science and covers
research areas ranging from tribological applications like wear protection coatings to carbon-
based microelectronic devices. This widespread of applications, where carbon meets different and
sometimes even contrary demands, arises from its unique variety of allotropes. In general, it can
be distinguished between the amorphous phase and the single-or polycrystalline phase of a pure
elemental solids. In contrast to most elements, carbon forms a variety of crystalline phases with
different local atomic arrangements (different primitive cells). This behavior results in the two
most popular allotropes of carbon: Diamond and graphite. The diamond lattice can be described
as two face centered cubic (fcc) cells shifted about a/4, where a is the lattice constant. Single
crystalline graphite is an vertically stacked arrangement of horizontal oriented honeycomb-like
planes, consisting of sixfold carbon rings. The allotropes diamond and graphite demonstrate
the strong dependence of macroscopic material properties on the atomic microstructure and
they can be considered as representatives of the edge material properties of carbon. Whereas
diamond has a very high hardness and shows a perfect electrical insulation, graphite is soft and
good conductive. Moreover, the graphite properties show a spatial anisotropy and differ between
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the in-plane direction (along the single graphite sheets) and the out-of-plane direction. Other
allotropes that consist of sixfold atomic rings are carbon nanotubes, the C60 buckminsterfullerene
and graphene as one single layer of graphite.
The existence of the diamond and the graphite crystal structure arises from the different
hybridization states of carbon, sp1, sp2 and sp3. In the following, these three hybridization
forms will refer to sp1 carbon, sp2 carbon and sp3 carbon. Graphite consists only of sp2 carbon
and each atom provides three σ orbitals, aligned in one plane and with a bond angle of 120◦
and two π orbitals, perpendicular oriented to the σ orbital plane. This results in a very strong
bonding between atoms within a single graphite layer due to the formation of covalent σ bonds
by head-on overlapping orbitals. The π orbitals are delocalized, which is the origin of the high
in-plane conductivity of graphite. In contrast to the strong in-plane atomic bonding, the single
graphite sheets are only weekly connected with each other by van der Waals bonds, which causes
the poor tribological properties of graphite. In case of diamond, sp3 carbon atoms form four
σ orbitals with a tetrahedral orientation and a bond angle of 109.5◦. This allows the three
dimensional arrangement of carbon atoms in the diamond crystal, which consists of 100 % sp3
carbon. Owed to the three-dimensional network of covalent bonded carbon atoms, diamond
shows some outstanding mechanical properties like the highest hardness of all natural materials
(Mohs scale 10) and the highest known bulk modulus (442 GPa [4]). The absence of delocalized
π orbitals inhibits any current transport through the bulk and opens up a band gap of 5.4 eV,
accompanied by full photon transmission in the visible range. In summary, the comparison
between diamond and grapite emphasizes the tremendous influence of the hybridization state on
mechanical, electrical and optical material properties.
From the crystallographic point of view, solids like amorphous diamond or amorphous graphite
should be forbidden due to the absence of crystallinity and only the term amorphous carbon is
consistent. However, a nearly infinite number of amorphous carbons exist if the hybridization
state is included in this considerations. Owed to the partial conservation of diamond-like and
graphite-like properties within sp3 and sp2 carbon atoms, such forms can have completely different
properties. Consequently, amorphous carbons can be characterized by the amount of sp2 and
sp3 carbon. Furthermore, the existence of amorphous C-H alloys demands the consideration of
hydrogen for the classification. To categorize this huge variety of amorphous carbons, Jacob
and Moller introduced a ternary phase diagram, which is shown in figure 2.13. Detailed studies
concerning the structural properties of amorphous carbons were promoted by the development of
various thin film deposition techniques over the past decades and by the ability to control the
content of sp2 carbon, sp3 carbon and hydrogen. Nowadays, the growth of films with thicknesses
ranging from a few nm up to several µm is well established for almost all forms labeled in figure
2.13. The wide range of such deposition techniques includes ion beam deposition [82,83], sputter
deposition [84–86], cathodic arc discharge based deposition [87,88], pulsed laser deposition [89,90]
and plasma enhanced chemical vapor deposition [91,92].
In general, films with a low sp3 fraction show graphite-like properties in terms of the conductivity
and the hardness. Higher sp3 fractions, roughly above 50 %, yield a more diamond-like character
and these forms of carbons are often summarized in the literature as diamond-like carbon (DLC).
If the sp3/sp2 ratio exceeds a value of 0.8, the tetrahedral bond orientation of the sp3 carbon
dominates the amorphous matrix and thus, the term tetrahedral amorphous carbon (ta-C) was
introduced. The structure of ta-C can be described as a randomly oriented network of four-fold
coordinated atoms, comparable to amorphous semiconductors like a-Si and a-Ge [93–96]. To
clarify the nomenclature of carbon films in this work, all graphite-like films with a low sp3 fraction
refer to a-C and all diamond-like films with a high sp3 content refer to ta-C, even though the
sp3/sp2 ratio is well below the extreme value of 0.8.
The material properties of hydrogen-free ta-C approach some of the extreme values of pristine
diamond, and the films are characterized by a high atomic density, a very good electrical insulation
and a high Young’s modulus. Table 2.2 lists some material properties of graphite, ta-C and
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Figure 2.13.: Ternary phase diagram of amorphous carbon.
diamond. Note that the values for ta-C correspond to low and high fractions of sp3 carbon,
Table 2.2.: Material properties of graphite, ta-C and diamond [5,97–101].
Graphite ta-C Diamond
Density (g cm−3) 2.23 2.6 - 3.5 3.52
Young’s modulus (GPa) 39a - 1109b 400 - 757 1220
Resistivity (Ωcm) 10−5 - 10−6 1011 1015
Band gap (eV) zero 1.7 - 3.5 5.5
a in-plane (c11)
b out-of-plane (c33)
respectively. Intensive investigations of ta-C and a-C have shown that the electrical, optical and
tribological properties are very sensitive to the sp3/sp2 ratio [100]. Consequently, adjusting the
sp3/sp2 ratio during the film deposition is a great benefit of amorphous carbon and the film
properties can be tuned closely to the demands for several applications. In more detail, it was
observed that the sp3 content in hydrogen-free films correlates with the film density and the
Young’s modulus, which is illustrated in figure 2.14. Figure 2.14a represents data from Ferrari
et al. and Fallon for films, deposited by the filtered cathodic vacuum arc (FCVA) technique with
different particle filter geometries (S-bend and single bend). Ferrari and coworkers obtained
a linear relationship between the sp3 fraction and the film density in a good approximation.
Atchison et al. investigated various films that were deposited by the laser arc and the high current
arc [102]. They determined the film density by neutron reflectivity and calculated afterwards
the sp3 content. The Young’s modulus was gathered from laser induced surface sonic acoustic
waves (LAWave), which was former introduced by Schneider et al. [103] (see section 3.1 for a brief
description of LAWave). Both graphs clearly emphasize the dependence of the tribological film
properties on the sp3 fraction. This is of importance for the characterization of ta-C samples,
because the direct evaluation of the sp3/sp2 ratio is a quite challenging task. Several techniques
have been reported for this purpose, such as photoelectron spectroscopy (XPS) [105, 106], Raman
spectroscopy [107,108], Auger electron spectroscopy (AES) [109] or electron energy loss spectroscopy
(EELS) [110]. These methods are destructive (EELS), affect the film composition during the
measurement (AES, EELS) or are restricted in terms of an accurate quantification of the sp3
content (Raman, XPS, AES). However, using the correlations shown in figure 2.14, the sp3
content can be estimated from the film density by e. g. X-ray reflectivity (XRR) or from the
Young’s modulus by the mentioned LAwave technique.
The ta-C network can be understood as a “random tetrahedral network” with a “contamination”
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Figure 2.14.: Dependence of the sp3 fraction on (a) the film density and (b) the Young’s modulus. The
data in (a) are from Ferrari et al. and Fallon [104]. The sp3 content in (b) was measured by cold neutron
reflectivity and the Young’s modulus was obtained from laser induced surface acoustic waves by Atchison
et al. [102].
of sp2 bonding [111]. Marks and coworkers [112] investigated the sp3 matrix arrangement and
carried out ab initio molecular dynamics calculations that show the existence of three and four
membered atoms. In contrast, threefold coordinated atoms are unstable in amorphous silicon,
which consists of 100 % tetrahedrally bonded atoms. The presence of the sp2 content in ta-C films
is of importance and since a more detailed insight in the microstructure of ta-C was achieved
by Raman spectroscopy [107, 113], the second important parameter that influences the film
properties besides the sp3 content was found: The local arrangement of the sp2 hybridized sites.
In case of ta-C, the sp2 carbon prefers to form chains instead of aromatic rings and tends to
cluster. This microstructure is influenced by the sp3/sp2 ratio but the cluster size and the
orientation of sp2 sites can also vary independently of the sp3 content. This was derived from
Raman investigations by Chhowalla et al. [113] for films grown on heated substrates. They
monitored the ta-C microstructure and the sp3 content for different deposition conditions and
found significant changes in the electrical resistivity, whereas the sp3/sp2 ratio remained constant.
This means that the mechanical properties are mainly determined by the sp3 matrix but the
electrical properties of amorphous carbon are much more affected by the sp2 sites.
Like it was mentioned, state of the art deposition techniques are capable to produce films with
a high sp3 fraction, which yields electrically insulating ta-C with a high hardness and optical
transparency in the visible range. Manipulating the sp3/sp2 ratio of as-deposited films would
open up an effective way for the processing of ta-C layers. Any kind of such technique will rely
on a locally controlled modification of the sp3 content and on the adjustment of the sp2 phase
microstructure. Decreasing the sp3 content is, in general, the phase transformation from ta-C
into a-C. One possible way to achieve this is thermal treatment, which was intensively studied,
concerning the tribological and the optical film properties by Grill et al. [114,115] and in terms of
the microstructure and the thermal stability by Kalish and coworkers [116]. The thermal stability
of ta-C has to be divided into two sections, separated by different temperature regimes: Annealing
ta-C at temperatures slightly above 200 ◦C reduces the inner film stress, which was observed due
to small variations in the Raman spectrum. This indicates some changes in the microstructure
of the sp2 sites, whereas the electrical resistivity, the refractive index and the sp3/sp2 ratio of
the ta-C layer remained unchanged. Exceeding the transition temperature causes the thermal
induced conversion of sp3 carbon into sp2 carbon, accompanied by a significant reduction of the
Young’s modulus, the resistivity and the optical gap. Note that these changes are not only driven
by the decreasing sp3 content but also by the clustering of sp2 sites and the modification of the
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local film microstructure. Annealing ta-C films above the transition temperature is known as
thermal graphitization due to the conversion of the ta-C matrix into graphite-like a-C with a very
low sp3 fraction. To clarify discussions, the thermal graphitization is not the evolution of a real
crystalline graphite phase with single sp2 honeycomb planes. In general, a certain short-range
graphite-like ordering is expected after annealing above the transition temperature.
The transition temperature dependents directly on the sp3 content and ta-C with more than
80 % sp3 carbon withstands graphitization up to a temperature of ∼ 1100 K. This is of importance,
because the effect of thermal treatment can be utilized for the micropatterning of ta-C films by
local heat injection, which was done e. g. by focued laser irradiation. Applying a sufficiantly high
laser power exceeds the transition temperature at a certain point on the film and graphitization
occurs [117, 118]. Additionally, there exist also approaches for the electronic induced phase
transformation by the injection of electrons from a scanning tunnelling microscope (STM) tip
into the ta-C layer [119].
Thermal graphitization is capable to transform ta-C into sp2 rich a-C but performing this
process with laser beams suffers from a poor lateral resolution and is also accompanied by other
parasitic effects like film ablation. Besides the thermal graphitization, the effect of ion irradiation
on thin ta-C layers was observed to arouse significant changes of all film properties. Taking
into account the wide capabilities of ion irradiation combined with the high lateral resolution
resolution of modern focused ion beam systems, the film modification by FIBs is the method of
choice for ta-C micro-and nanopatterning.
2.3.2. Growth mechanisms
For an adequate discussion of the processes during the phase transformation in ta-C by thermal
treatment and, in particular, by ion irradiation, the mechanisms of ta-C film growth have to
be carefully considered. This is not least because of the involvement of low energetic carbon
ions in all deposition techniques. Much effort was made in the past to obtain the optimal
growth conditions for strong diamond-like ta-C films. Therefore, the continuous development of
deposition techniques was accompanied by the modeling of the growth mechanism. A lot of work
was done by several groups in order to account for whether, a qualitative description of the early
stage of the film deposition, or the modeling of a complete ta-C matrix with correct fractions
of sp2 and sp3 carbon sites, known from experimental data. The major challenge that all ta-C
growth models have to deal with, is the preferred formation of a metastable sp3 phase during the
deposition, whereas the sp2 phase is energetically more stable under normal ambient conditions.
This problem can be emphasized by comparing the ta-C deposition conditions (low pressures
and normal ambient temperature) with the extreme growth conditions of natural diamond in the
earth’s mantle (temperatures between 900 ◦C and 1300 ◦C and a pressure above 4.5 GPa [120]).
To get preferential sp3 bonding, an a-C film, consisting of sp2 hybridized atoms has to undergo
a certain densification. This was the main assumption of Lifshitz, who firstly described one
of the two today’s well established mechanisms for the sp3 formation, the subplantation [121].
Consider an a-C layer that is bombarded with C+ ions of a certain energy: Subplantation means
the implantation of low-energetic ions directly below the surface. The penetrating C+ ion will
break the bonds between sp2 carbon atoms by nuclear collisions and furthermore, it increases
the local atomic density at the point of its rest. The subsequent quenching of the system results
in the sp3 hybridization, enforced by this densification. MD simulations [122,123] confirmed the
basic principle of the subplantation but much more complicated is the description of the energy
dependence of this process. Investigations of several groups show that the optimal C+ ion energy
for the formation of sp3 rich ta-C is around 100 eV [98, 124–126]. In most cases, the sp3/sp2
ratio rises drastically with increasing ion energy and reaches a maximum of ∼ 0.8. Afterwards,
the sp3 content continuously decreases for C+ energies above 100 eV. The increase of sp3/sp2
with Eion below 100 eV can be understood by considering the fundamental ion-solid interactions,
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discussed in section 2.1: The scattering cross section for an impinging ion is proportional to
1/E2ion and thus, an ion with zero energy sees an impenetrable surface. Increasing Eion decreases
dσ/dω and once, the penetration threshold energy Ep is exceeded, the ion can enter the solid
and stops immediately below the surface. Robertson determined Ep to 30 eV for the carbon
self-implantation [127,128]. The volume, occupied by the implanted C+ ion, leads then to a local
increase of the atomic density and this yields a promoted rearrangement of the network into sp3
carbon.
To explain the decrease of sp3/sp2 for higher ion energies is much more complicated. This
behavior can only be understand by considering the energy dissipation after the ion impact.
The ion energy is transferred to target atoms by stopping processes and the matrix has to
relax by phononic excitation. Consequently, the sp3 formation can be divided into three stages:
First, Eion is transferred to the target atoms in the collisional stage. All transfered energy
dissipates afterwards and the thermal equilibrium between excited atoms and the surrounding
volume is restored during the thermalization stage. The timescale for the collisions and the
thermalization is in the order of 10−13 s and 10−12 s, respectively. The thermalization is followed
by long-term relaxation mechanisms like atomic diffusion and the phase transformation [129].
The heat dissipation during the thermalization and the subsequent relaxation affect the evolution
of sp3 carbon. These processes can be treated with the thermal spike model [130]: The conversion
of Eion into heat along the ion trajectory, which then thermally diffuses outwards is proposed,
which leads to a volume expansion followed by a cool-down under energy conservation [100].
Thus, the evolution of a thermal spike enables the thermally activated diffusion of atoms to the
surface. Consequently, the ion induced development of sp3 carbon sites can be understood as
the interplay between the subplantation, which causes densification, and the relaxation of the
matrix (see figure 2.15a and figure 2.15b). In more detail, the densification is omnipresent during
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(c) Calculations of the sp3 fraction in dependence on the C+ ion energy according to eq. (2.36).
the subplantation and the rate of thermal relaxation processes is the crucial parameter that
determines the promotion of whether sp3 or sp2 bonding.
Robertson [100] used the subplantation model in combination with the relaxation by a thermal
spike to calculate the density increase ∆ρ of a carbon film with a native density of ρa-C. Therefore,
an incoming flux of C+ ions is separated into an energetic fraction fφ and a non-energetic fraction
1 − fφ. The energetic ions have Eion> Ep and can penetrate the surface, whereas the non-
energetic ions simply stick on the surface and provoke the growth of a low-density surface layer.
Under the assumption that the subplantation is the only effect that causes a density increase,
the density relation is
∆ρ
ρa-C
= fφ1− fφ . (2.30)
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The fraction f correlates exponentially with the ion energy in the Robertson model:
f = 1− exp
(
−Eion − Ep
Es
)
, (2.31)
where Es is a spread parameter. Eq. (2.31) obviously predicts a continuous density increase with
Eion and to avoid this, the relaxation is included by a parameter β and (2.30) becomes to
∆ρ
ρa-C
= fφ1− fφ+ β . (2.32)
The relaxation parameter β corresponds to the number of atomic rearrangement processes during
the thermal spike and thus, it depends on the activation energy EA and on Eion. To derive β,
Robertson applied the temperature profile of a cylindrical thermal spike, given by Seitz and
Koehler [130]. The temperature T at a given time t and in a certain distance r from the spike
center is
T (r, t) = Eion
c(4πDt)3/2
· exp
(
− r
2
4Dt
)
. (2.33)
The thermal diffusion is determined by the heat capacity c and the diffusion coefficient D.
A Thermal activated diffusion rate will obey the well known exponential dependence on the
activation energy:
ν = ν0 · exp
(
− EA
kB · T
)
, (2.34)
where kB is the Boltzmann constant and ν0 is the phonon frequency. The total number of hops
β can be obtained by integrating the diffusion rate over the cylindrical spike volume, which gives
(see [100] for more details)
β = 0.016 ·
(
Eion
EA
)5/3
. (2.35)
Including β into eq. (2.32) yields finally
∆ρ
ρa-C
= fφ
1− fφ+ 0.016 ·
(
Eion
EA
)5/3 . (2.36)
Robertson successfully applied eq. (2.36) to describe the energy dependence of the sp3 fraction,
which is shown in figure 2.15c. The rapid increase of the curve from Ep up to the maximum
can be addressed to the exponential increase of the penetration probability with Eion (see eq.
(2.31)). The relaxation stage has to be taken into account to understand the the decrease of the
sp3 fraction at higher energies. C+ ions with higher energies are implanted deeper in the a-C
film and the basic principle behind the subplantation is not fulfilled any more. Subplantation is
rather a somehow “slipping” of the ion into the solid than a real implantation. A small amount
Eion is consumed at this process and a fraction of approximately 30 % of the ion energy creates
target recoils [129], whereas the residual energy dissipates as thermal spike.
One important prediction of the Robertson growth model is the development of an a-C
surface layer as the consequence of the out diffusion of atoms after the relaxation. This sp2
hybridized top layer was experimentally confirmed and is an intrinsic property of all ta-C films.
Whilst the fundamental idea behind the subplantation and the relaxation by a thermal spike
is nowadays widely accepted, there are still some inconsistencies in this model, which demand
critical remarks: The transition temperature from sp3 to sp2 bonding, which indicates the thermal
graphitization, is in the range of 400–500 K, but temperatures up to 106 K can exist in a thermal
spike. Consequently, the thermal spike should destroy any sp3 bonding immediately. However,
depositions under elevated substrate temperatures do not result in high sp3 fractions, even if
the substrate temperature is well below the transition temperature [113,115,131]. The decrease
2.3. Tetrahedral amorphous carbon (ta-C) 33
of the sp3/sp2 ratio starts already at 200 ◦C and this indicates that diffusion processes in the
long-term stage after the thermalization are important mechanisms during the film growth. This
is not considered by the subplantation/relaxation model. Furthermore, the energy dependence of
the sp3 fraction, shown in figure 2.15c, differs e. g. between films deposited by the cathodic arc
or the mass-selected ion beam.
There exist some other growth models, like the peening model by Koponen et al. [132], the
stress model by Davis [133] or the cylindrical thermal spike model by Hofsäss et al. [129]. Because
of its good agreement with the experimental data, the consideration of the substrate temperature
and its overall detailed elaboration, the model by Hofsäss and coworkers will be presented in
the following. Whilst the thermal spike can be understood as an effect that suppresses the sp3
bonding in the Robertson model, it is responsible for either sp3 or sp2 promotion in Hofsäss’
assumptions. Note that the treatment of single individual spikes is reasonable because of the
short time scale for the thermalization (∼ 1 ps), which prevents an overlap of the ion cascades
during the deposition with common current densities. Thus, the growth of a ta-C layer can
be described by a sequence of single ion impacts, well separated in space and time. The basic
principle in the Hofsäss model relies on rearrangement processes of target atoms, enforced by
the thermal spike. Therefore, a parameter nT is introduced, which gives the number of these
atomic rearrangements. Hofsäss et al. relate nT to the maximum number of atoms nS within the
thermal spike volume and it is assumed that the ratio nT/nS mainly influences the sp3 evolution.
A value of nT/nS = 1 reflects the case of a total rearrangement of all carbon atoms within
the thermal spike volume. This rearrangement depends on the surrounding material and, in
particular, on the surrounding atomic density. The value of nT can be calculated by estimating
the energy deposition in a cylindrical thermal spike. With respect to the formation of ion collision
cascades, the whole excited volume is build up by single cylinders for the trajectories of the ion
and all recoils. Only the energy deposition in this defined volume that is sufficient for phononic
excitation is considered and this yields nT. Hofsäss and coworkers calculated the dependence
of nT/nS on Eion in the range from 20 eV up to 2 keV. Note that they included the keV energy
regime in their calculations, which is usually not treated by other models. The main finding of
the Hofsäss model is that nT/nS reaches a maximum around the energy range for optimal ta-C
growth conditions (see figure 2.16a). Hofsäss et al. concluded that the atomic rearrangements
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Figure 2.16.: (a) Comparison between the energy dependence of the sp3 fraction and calculations
for nT/nS. The data is from Ronning [125], Lifshitz [98] and Hakovirta [126] and the solid line shows
calculations from Hofsäss [129]. (b) Berman-Simon phase diagram [134].
promote the sp3 creation in the thermalization stage. If nT/nS is below one, which is the case for
low and high ion energies, the reordering of the matrix within the spike volume is fragmentary
and residual sp2 phases will withstand the conversion to sp3. The energy dependence of nT/nS
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can be understood as follows: Increasing the ion energy yields an increase of the thermal spike
volume and thus the number of atoms nS, affected by the spike, rises. Additionally, the higher
energy deposition causes more displacements nT. At low energies, the behavior of nT/nS is
controlled by the increase of nT and at higher energies, the volume increase becomes dominant
and the heat diffusion gets more ineffective to induce atomic displacements at larger distances
from the spike center. This contributes to the lowering of nT/nS.
Owing the good correlation between the parameter nT/nS and the sp3 content, Hofsäss et al.
were able to model the energy dependence of the sp3 fraction in ta-C and cubic boron nitride
films. An elevated substrate temperature was proposed to increase the mobility of defects, which
effectively suppresses density gradients and thus hampers the sp3 formation. However, it should
be pointed out that Robertson criticized the approach of Hofsäss et al. because of the absence of
a driving force for sp3 creation.
Besides the above considerations of Robertson and of Hofäss and coworkers, the internal stress
in ta-C films can be drawn on to explain the film growth. All ta-C films are characterized by
a high internal stress after the deposition and this leads to the assumption of a stress induced
phase transformation, which was proposed by McKenzie [135] and Davis [133]. Crossing the solid
line in the Berman-Simon phase diagram [134] for carbon (see figure 2.16b) will transform a
graphite phase into a diamond phase [6]. Consequently, internal pressure is essential to stabilize
any sp3 bonding during the ta-C deposition. Even though, the internal stress was correlated
with sp3 contents in some works, Ferrari [136] concluded from the stress release by annealing of
as-deposited films that internal stress is not necessary to stabilize an already established ta-C
matrix. This explains the influence of substrate temperatures below the transition temperature
on the film growth: An elevated substrate temperature ensures an immediate stress release during
the deposition and the conditions for the preferential sp3 bonding get lost. Once a ta-C film is
deposited, the matrix is stable and stress release enforces no phase transformation to sp2 carbon.
Finally, the evolution of sp3 bonding during the ta-C deposition will be summarized: The
subplantation of low-energetic C+ ions below the surface of an a-C layer causes a certain
densification. This density increase in combination with the relaxation of the deposited energy by
a thermal spike, promotes the formation of sp3 hybridized atoms. Stress is necessary during the
film deposition to stabilize the sp3 bond configuration, but it can be totally relieved by subsequent
annealing. No model exists that fully describes the dependence of the film composition on the C+
ion energy for all deposition techniques and that also accounts for the influence of the substrate
temperature. An insight into all fundamental processes during the ta-C growth and their effect
on the matrix formation is missing.
2.3.3. Electronic properties
The origin of the high conductivity of graphite and the perfect insulation of diamond was briefly
explained in the beginning of this section. In case of diamond, head-on overlapping molecular
orbitals of sp3 atoms form strong σ bonds in which the binding electrons are localized. In
contrast, the π states in graphite are delocalized due to the parallel aligned π orbitals in each sp2
hybridized honeycomb plane. This delocalization accounts for the very high electron mobilities in
single crystalline graphite and in graphene from which the high electrical conductivity originates.
The electronic properties of a material are characterized by its band structure, which arises
from the periodicity of lattice atoms in case of a crystalline solid. Electronic states in the band
gap are forbidden if the crystal structure is perfect and the Fermi level lies in the middle between
the valence band edge and the conduction band edge. In contrast, ta-C has an amorphous matrix
and due to its high amount of sp3 hybridized atoms, it is reasonable to compare ta-C with
amorphous semiconductors like a-Si or a-Ge. An amorphous solid represents a highly disordered
system with a high defect density. The potential of these defects affects the surrounding matrix
and can introduce states outside of the energy bands and that are spatially localized around
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the defect position. Such localized states can be described as the eigenstates of electrons that
do not expand over the whole solid dimensions. Localization inhibits any current transport
at 0 K because the transition probability from an occupied state into an unoccupied state is
vanishingly small. Even states that are equal in energy should be well separated in space [137].
A current transport can be induced in such a system by increasing its temperature, which was
observed by Mehra et al. [138] for a-Si. They found that the conduction at higher temperatures
(∼ 175 − 300 K) is due to the thermal excitation of localized states at the energy band edges.
The high temperature conductivity depends therefore exponentially on the temperature with an
activation energy that equals the difference between the conduction band edge and the Fermi
level EF, lying at the energy of the highest defect state in the band gap. This conduction band
transport does not occur at lower temperatures because of an insufficient energy transfer from
the phononic system to the electrons. Mehra and coworkers mentioned that the low temperature
conductivity (∼ 77− 175 K) is caused by thermal assisted tunneling between localized states at
the Fermi level [138,139].
Mott gave a first theoretical description for the current transport at low temperatures, based
on sequential tunneling (“hopping”) between localized states [140]. Localized states are described
with a wavefunction that decays exponentially from the center of the state. Consider two adjacent
localized states of different energies that are well separated by potential walls. Consider further
that the thermal activation obeys an exponential temperature dependence. If the wavefunctions
of both energy states overlap, an electron can gather enough energy from phonons to reach the
higher energy level. In this case, it tunnels with a hopping frequency ν, given by
ν = ν0 · exp
(
−∆E
kBT
)
· exp
(
−2R
α
)
. (2.37)
The value of ν0 corresponds to a ground frequency of interactions with the potential wall, which
is similar to the oscillation of atoms during random walk diffusion. The first exponential term in
(2.37) contributes to the thermal activation (see also eq. (2.34)) and the second term describes
the overlapping wavefunctions. R is the distance between two states and α is the localization
length, which gives a value for the decay length of the wavefunction of a certain state. The
localization length can reach macroscopic values for two-dimensional systems and in this case,
the states appear to be delocalized. The distance R is directly related to the hopping probability,
which is of importance because it emphasizes that the tunneling probability is independent of the
temperature [139]. Once the phononic system provides enough energy, the tunneling probability
scales with R and α. Figure 2.17a shows a band diagram with localized defect states in the band
conduction band edge
valence band edge
Fermi
level a
DE
R
1
2
real space
e
n
e
rg
y
tunneling process
(a) (b)
unoccupied state occupied state
Figure 2.17.: Tunneling between localized states. (a) Band diagram with localized states in the band
gap and tunneling to an unoccupied state. α is the localization length. (b) Tunneling process through
potential walls: 1) Thermal activation to overcome ∆E and 2) tunneling to a state in the distance R.
.
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gap, occupied up to the Fermi level. A hop to an energetically higher state by thermal activation
and tunneling through the adjacent potential wall is illustrated in figure 2.17b. The overall
current transport is thus promoted by subsequent tunneling processes of charge carriers between
localized states and in this regard, the conduction mechanism also refers to hopping conductivity.
One important conclusion that can be drawn from the −2R/α term in eq. (2.37) is that
hopping is not restricted to the nearest neighbor localized state. If the energy difference to the
adjacent state is too high, the hopping over a larger distance to a state that has a smaller energy
difference is preferred. Consequently, an optimal value of R exists for every hop at very low
temperatures and the hopping distance depends on the energy difference between the localized
states. To separate this process from the nearest neighbor hopping, the term variable range
hopping (VRH) was introduced. VRH occurs in amorphous semiconductors and insulators at low
temperatures, which can be evaluated from the temperature dependence of the conductivity σc.
Mott derived the temperature dependence of σ by considering the density of states (DOS) near
the Fermi level. A hop with a distance R covers a spherical volume around the localized state
and the closest, best matching energy state within this volume is determined by the DOS at the
Fermi level N(EF). This reads
∆E =
(4
3πR
3N(EF)
)−1
. (2.38)
Including (2.38) in (2.37) yields
ν = ν0 · exp
(
− 34πR3N(EF)kBT
)
· exp
(
−2R
α
)
. (2.39)
Hence, ν is proportional to the hopping probability, an optimal value of R can be obtained for
dν/dR = 0:
2R
α
= 34πR3N(EF)kBT
→ R =
[ 3α
8πR3N(EF)kBT
]1/4
.
(2.40)
This results finally in “Motts law” for a three-dimensional system [141]:
σc ∝ σ0 exp
(
− B
T 1/4
)
(2.41)
The parameter B includes the localization length and the DOS at the Fermi level. Mott
proposed an exponential T−1/4 dependence of the VRH conductivity, which was confirmed
experimentally [142,143]. However, it was also reported that the conductivity at low temperatures
scales exponentially with T−1/3 or T−1/2 [144–147], which might be explained with the Miller
and Abrahams’ impurity band conduction [148].
The above considerations clearly point out that the current transport in disordered systems
like amorphous semiconductors obeys hopping conduction. However, ta-C differs from amorphous
semiconductors, which is due to the influence of the atomic structure on the electronic structure.
In case of a-Si, sp2 hybridized sites and π states are absent but they exist within the sp3
carbon matrix of ta-C. In principle, the current transport in ta-C can be described by the above
mechanisms, but however, the material cannot be treated as an homogeneous amorphous matrix.
The electronic properties of ta-C are obviously influenced by the amount of sp2 hybridized sites
and the distribution of these sites in the sp3 matrix. A rather simple approach that accounts
for this is the cluster model, which was derived from the structure of hydrogenated amorphous
Si (a-Si:H). The hydrogen content introduces sp2 hybridized sites in a-Si:H and Robertson and
O’Reilley [149] assumed that these sites will arrange in the amorphous network so that the total
energy is minimized. Their calculations for ta-C suggest that the sp2 sites tend to form aromatic,
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graphitic clusters within the sp3 matrix. This yields deep valence and conduction band states
due to σ and σ∗ states and the band edge states are dominated by π and π∗ states [150]. Later
on, it was found that the cluster model has some limitations and overestimates the clustering
effect of sp2 sites. Detailed atomistic simulations were carried out in order to obtain the atomic
structure of ta-C. Marks et al. [112] confirmed the existence of a randomly oriented four-fold
network of sp3 sites. This is similar to a-Si but, however, some threefold coordinated atoms were
found as well, which would be forbidden in a-Si due to the large bond angle distortion, caused
by such structures. Robertson [150] pointed out that the calculations of the DOS, according
to the atomistic simulations, are in agreement with the experimental data from photoemission
measurements of ta-C, ta-C:H and a-C:H. This means that the atomistic simulations are valid
and the predicted structure of ta-C explains its electronic properties.
Figure 2.18a shows schematically the DOS in ta-C with respect to the energy. Filled σ and
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Figure 2.18.: Schematic figures. (a) Density of states (DOS) for undoped ta-C in dependence on the
energy. VB is the valence band and CB the conduction band. (b) π orbital orientation.
empty σ∗ states are formed by the σ bonds of the sp3 carbon network, whereas the sp2 π states
form subbands due to their interaction with each other [149]. This decreases the effective band
gap of ta-C in comparison with diamond, because the optical gap is determined by the distance
between the π and π∗ subband. Disorder introduces localized states that can tail into the band
gap and it should be pointed out that these tail states in ta-C differ a lot from that in a-Si:H.
This is due to a less interaction of numerous π orbitals that are nearly orthogonal oriented to each
other (see figure 2.18b). The consequence is an increase of the disorder potential that determines
the localization of an entire band (Anderson localization, see [151] for more details). This yields
a very effective localization of the entire π bands and contributes to the high resistivity of ta-C
films.
Besides the isolated sp2 cluster sites, ta-C consists of defects, which are sp2 carbons that form
no π bonds. Such sp2 forms are characterized by dangling bonds with only a small overlap.
However, π electrons are absent in this case and the the experimentally observed [152] p-type
conduction in ta-C is caused by the presence of dangling bonds: Dangling bonds are planar,
similar to the CH3 radical, which results in a pπ orbital, lying at the midgap. The Fermi level is
close to the valence band and consequently, undoped ta-C is slightly p-type [150].
Finally, the above considerations will be concluded as follows: The electronic structure of
ta-C is determined by σ and π states, which form overlapping subbands at the valence band
edge and the conduction band edge, respectively. The π states can be considered as highly
localized states that tail into the band gap. The current transport in ta-C is quite limited
and based on subsequent tunneling between localized states near the Fermi level. This was
experimentally observed as a exp(T−x) dependence of the conductivity, with x in the range
between 1/4 and 1/2 [153–155]. This is characteristic for thermally assisted variable range
hopping at low temperatures (< 200 K). In this regard, ta-C is comparable to a-Si and shows a
similar behavior in some cases. Even though, a current transport is present in ta-C, a sp3-rich
film represents a good electrical insulator with a resistivity in the order of 1010 − 1012 Ωcm.

3. Experimental
3.1. Samples
All ta-C films used in this work were deposited by the filtered cathodic vacuum arc (FCVA)
technique [87,156] at the Fraunhofer-Institut für Werkstoff- und Strahltechnik Dresden. A scheme
of a FCVA apparatus is shown in figure 3.1. The ta-C deposition is done by exposing the sample
surface to a plasma stream consisting of C+ ions. Therefore, a high-density plasma with up
to 1013 C+ ions per cm3 is created by an arc discharge between the striker electrode and a pure
graphite target cathode under high vacuum conditions. The initial plasma consists of particulates
owed to the explosive character of its ignition [100]. These undesired plasma components and
the neutral species were filtered out in a bended tube by a magnetic field and afterwards, the
plasma is slightly focused into the deposition chamber. This yields a pure and dens C+ plasma
stream, which produces a droplet-free ta-C film on the substrate. The layer composition can be
varied by adjusting the arc ignition parameters, the chamber pressure or by applying a certain
substrate bias. 2” single crystalline silicon wafers were used as substrates and ta-C layers were
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Figure 3.1.: Filtered cathodic vacuum arc deposition of ta-C.
deposited on the bare Si surface or on a thermally grown 200 nm thick SiO2 film. The SiO2
interlayer acts as electrical insulation to the Si substrate during the electrical measurements
presented in chapter 5. All ta-C films were characterized after the deposition. The thickness and
the density were measured by X-ray reflectivity (XRR) and the sp3 content was then estimated
using the correlation between the film density and the sp3 fraction
sp3 fraction = ρta-C(g cm
−3)− 1.92 g cm−3
1.37 g cm−3 (3.1)
given in [104], which is a good approximation for ta-C. A non-destructive technique, based on
laser induced surface acoustic waves was used to determine the Young’s modulus. LAWave R©
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utilizes the correlation between the velocity of surface near sonic waves with the elastic constants
of materials. A point on the film surface is heated by laser pulses and emits surface sonic
waves by a fast expansion and contraction of the excited volume. The Young’s modulus can
then be obtained from the wave propagation time to a detector (see [103] for details). After
the characterization, the wafers were separated into small sample pieces with a size down to
5× 5 mm2 and processed by FIB. Table 3.1 shows an overview of all fabricated samples.
Table 3.1.: Ta-C sample properties.
denotation substratea thicknessb densityb Young’s Modulusc sp3 contentd
(nm) (g cm−3) (GPa) (%)
ta-C:21 Si 21 2.9 494 72
ta-C:75 Si 75 2.9 494 72
ta-C:113 Si 113 2.7 438 57
ta-C:SiO2:21 SiO2/Si 21 2.9 494 72
ta-C:SiO2:75 SiO2/Si 75 2.9 494 72
ta-C:SiO2:113 SiO2/Si 113 2.7 438 57
a SiO2 thickness is 200 nm
b measured by XRR
c measured by LAWave R©
d calculated using eq. (3.1)
3.2. Apparatus
Two different FIB systems were applied for the ion irradiation experiments. The Zeiss NVision
40 CrossBeam R© is a Ga+-based commercial workstation. It consists of a GEMINI R© high-
resolution SEM column, operating with a thermionic Schottky electron emitter and of a SII Zeta
FIB column, equipped with a Ga+-LMIS. A schematic illustration of the column arrangement
was previously shown in figure 2.11b. The NVision 40 is coupled with a Raith ELPHY Plus
pattern generator, which performs the ion beam scanning. Custom structure designs and the
corresponding irradiation parameters can be defined in the ELPHY Plus software. This enables
the implantation of arbitrary shaped areas with the desired ion fluence on the sample. In detail,
the FIB scanning follows a fixed quadratic raster with a spacing of 5 nm and the beam spot rests
a certain time (dwell time) at each raster point. The overall fluence of the irradiated area results
from the beam current, the spacing, the dwell time and the number of iterations for the whole
structure. The fine scanning raster ensures an overlap of the single FIB spots for all applied
beam currents, which yields homogeneous irradiations of areas. Every structure layout is placed
in a certain scanfield that ranges from 50× 50µm2 up to 400× 400µm2. Adjusting the FIB
magnification to the scanfield dimensions ensures that every structure is irradiated with the
correct size.
The second FIB machine is the IMSA-100, a mass-separated system with an Orsay Physics
ion column, which can be operated with a variety of different LMAIS sources. The material
reservoirs of the two ion sources used in this work are filled with the metal alloys Ga38Bi62 and
Au77Ge14Si9, respectively. A constant voltage of 25 V was chosen for the Wien filter operation
and the magnetic field was tuned by driving an electrical current of up to 2.0 A through an
inductor. The ion beam scanning is performed by an external pattern generator, similar to the
ELPHY Plus. A C#-based operation software was used for defining the structure design and
the irradiation parameters. One advantage of the IMSA-100 over the NVision 40 is the movable
sample holder, which can be positioned by a laser interferometric system with a high accuracy
of ±10 nm. The sample holder is furthermore heatable by a resistive heater and the sample
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temperature can be maintained within the temperature range of 0 ◦C and 600 ◦C by a Peltier
element.
Both systems accelerate the primary ions with a voltage in the range of 10–30 keV but they
differ in the achievable resolution. The optimization of the NVision 40 for Ga+ operation yields
a very small spot size of ∼ 7 nm at 1 pA beam current, whereas the minimum resolution of the
IMSA-100 is in the order of several tens of nm, depending on the used ion species.

4. Ion induced surface swelling
A detailed insight was given in section 2.3 into the composition of amorphous carbon films and
ta-C was introduced as a metastable carbon allotrope with a high content of sp3 hybridized
atoms. Owing the preferred formation of the sp2 phase under normal ambient conditions, an
ta-C film can be converted into graphite-like a-C by introducing a certain amount of energy into
the system. It was briefly discussed that heating ta-C above a certain temperature threshold
induces the phase transformation from the sp3 into the sp2 hybridization. Furthermore, ion
irradiation was proposed to yield an effective, high reproducible and local defined destruction of
the ta-C matrix, which then reorders in a sp2-rich amorphous carbon phase. This is ion induced
phase transformation of ta-C.
Ion implantation in ta-C films is accompanied by drastic changes of all material properties due
their strong correlation with the sp3 content. Especially the relationship between the atomic
density and the sp3 fraction results in the prominent effect of ion induced surface swelling, which
is the surface elevation of irradiated areas. Tetrahedrally oriented carbon atoms arrange densely
packed in a three-dimensional network. This is reflected by the high atomic density of diamond
(1.77× 1023 cm−3), which corresponds to an occupied volume of 5.7 Å3 for each sp3 hybridized
atom. Introducing sp2 atoms into the matrix will suppress three-dimensional bonding because
of the in-plane alignment of the σ orbitals and thus, the mean atomic density is decreased.
Interpolating the density-sp3 correlation from Ferrari et al. [104] (see figure 2.14 and eq. (3.1)) to
a sp3 content of zero yields a value of 1.92 g cm−3. Consider the ion irradiation of a finite area
on a ta-C surface. It is obvious that any sp3 to sp2 conversion will lead to a volume increase
and thus to an outgrowth of the surface. The transformed material is spatially confined within
the film by the surrounding high-density ta-C and consequently, the surface elevation is directly
related to the total amount of created sp2 carbon.
In order to gain a better understanding of the ion induced phase transformation from ta-C
into sp2 rich a-C, it is helpful to compare this process with the sp3 evolution during ta-C growth
by subplantation. Ta-C deposition relies on the low-energetic C+ irradiation to get an effective
film growth and to promote the sp3 bonding by densification. In this regard, it will be briefly
discussed in the following that the irradiation of ta-C with other ion species and with energetic
ions in general, has to be accompanied by the conversion of sp3 into sp2 carbon. Let A+ be an ion
species that is not C+. The subplantation of A+ could, in principle, lead to a local decrease of the
distance between single carbon atoms. However, the carbon atomic density will remain constant
and no densification takes place. It is obvious that any preferential sp3 evolution would be absent
for the case of A+ subplantation and for A+ implantation as well. Certainly, the interesting
case is the implantation of energetic C+ ions in ta-C. In general, implanting a C+ ion could
locally increase the atomic density at the point of its rest and this would give a densification.
However, it was shown by Prawer et al. [22] that phase transformation in ta-C occurs during
the irradiation with 50 keV C+ ions. The suppression of the sp3 formation at this energies can
be explained by the ta-C growth models: Subplantation is only effective for the placement of
an ion underneath the surface, where densification and relaxation enforce the sp3 hybridization.
In case of higher ion energies, the location of the density increase shifts into a greater depth
and furthermore, carbon atoms along the ion trajectory are displaced as recoils. This ensures
an effective relaxation to sp2 carbon via atomic diffusion within this damaged volume and the
densification becomes ineffective. Additionally, energetic ion impacts introduce a certain amount
of heat into the collision cascade. Taking this into account, the absence of sp3 formation at higher
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ion energies is consistent with the Hofsäss thermal spike model and with the stress model by
Davis, discussed in section 2.3.2. Hofsäss and coworkers expect a decrease of the ratio between
displaced atoms and the overall number of atoms in the thermal spike for Eion> 100 eV, which
leads to a partially rearrangement into sp2 carbon. Therefore, they predict the absence of sp3
bonding for higher ion energies, supported by calculations for the parameter nT/nS up to several
keV (see figure 2.16a). Furthermore, the temperature increase in the collision cascade also ensures
a complete relieve of the film stress and inhibits any sp3 evolution. To summarize, the growth of
ta-C by C+ ions relies on sharply defined conditions in terms of the ion energy and the substrate
temperature. Introducing energetic ions gives a situation far outside this ta-C growth regime.
The ion induced phase transformation of ta-C by energetic ion impacts is illustrated in figure 4.1.
An ion with an energy in the keV range approaches the ta-C matrix (figure 4.1a). The energy
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Figure 4.1.: Schematic illustration of an ion impact in ta-C. (a) An energetic ion approaches the surface.
(b) Recoil creation and heat injection. (c) Rearrangement in sp2 atoms and surface swelling.
deposition is sufficient to break σ bonds of sp3 atoms in the target and consequently, the ion
impact creates a high number of C atom recoils. Furthermore, a certain amount of Eion is
converted into heat by phonon excitation, which induces a local temperature increase around the
collision cascade (figure 4.1b). This establishes the conditions for the evolution of a sp2 phase
during the relaxation. The resulting volume increase can only be realized by the diffusion of C
atoms to the surface (figure 4.1c), which causes the swelling of ion irradiated areas. It has to be
pointed out that the single impact scenario in figure 4.1 is idealistic and capable to illustrate
the swelling mechanism qualitatively. In reality, the phase transformation only occurs above
a threshold fluence, which is in the range of 1× 1011 cm−2 to 1× 1014 cm−2, depending on the
ion species and the ion energy [22,23]. The ta-C matrix is not converted by lower fluences and
no surface features were detected that could be attributed to single ion impacts. This behavior
indicates the presence of a critical volume density of displaced target atoms, which is necessary
to irreversibly destabilize the sp3 network like it is known from the phase transformation of pure
diamond [9]. Note that the threshold fluence is only present for ion energies in the keV regime,
where nuclear stopping is dominant. If Eion is in the order of several hundreds of MeV, single
ion impacts in ta-C yield graphitic ion tracks. The origin of this phase transformation is the
high amount of energy that couples into the system by electronic stopping and thus the phase
transformation mechanism differs to that one discussed in this work. For more details, the reader
is referred to the field of swift heavy ion tracks in amorphous carbon [157–160].
4.1. Fluence and energy dependence
To investigate the ion induced surface swelling, ta-C layers with a thickness of 113 nm on Si
(sample ta-C:113) were irradiated with Ga+ ions using the NVision 40. Several 10× 10µm−2
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areas were implanted with fluences ranging from 1× 1013 cm−2 up to 5× 1017 cm−2 and with an
ion energy of 10 keV and 30 keV, respectively. The swelling height was measured by atomic force
microscopy (AFM) with a Bruker ULTRAObjective R© mounted on an Olympus BX51 optical
microscope. Figure 4.2 shows the three-dimensional surface image of a slice through an irradiated
area and the corresponding AFM line scan along the x direction. Note that the peak at the right
slope of the line scan in figure 4.2b is an artifact caused by limitations in the feedback control
unit that result in an overshooting of the AFM cantilever. In order to reduce the influence of the
surface roughness, the line scan in the graph is obtained by averaging multiple line scans over
the whole structure. The presented data corresponds to 30 keV Ga+ irradiation with a fluence
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Figure 4.2.: AFM measurements of Ga+ irradiated ta-C (Eion = 30 keV, F = 5× 1016 cm−2). (a) 3D
AFM surface image and (b) average data of multiple AFM line scans in x-direction. ∆b is the width of
the structure border.
of 5× 1016 cm−2 and shows a significant swelling of the original surface of about ∼ 15 nm. The
slope region at the structure border ∆b expands laterally to approximately 0.5 µm. This value
is a combination of the real edge of the structure and the AFM resolution. The latter one is
delimited by the AFM tip radius to 15 nm. The broadening of the structure borders is affected
by the FIB resolution, which is furthermore influenced by the lateral straggling of impinging
ions due to nuclear collisions (see figure 2.3). The applied FIB current of 150 pA corresponds
to a spot size of 29 nm (FWHM) and the lateral straggling for 30 keV Ga+ ions in ta-C is in
the order of ± 10 nm. In conclusion, the border width ∆b should expand to approximately
∆b = 15 nm +29/2 nm +10/2 nm = 34.5 nm. In contrast, the experimentally observed value is
∼ 14 times higher, which clearly indicates that the border broadening is dominated by other
effects. This will be discussed in more detail in section 7.1 at nanowire structures and only a
brief explanation of this broadening shall be given here: The FIB profile wings (see figure 2.10a)
implant a significant amount of ions in the sample for high fluences. In this case, the effective
spot size on the surface broadens and can achieve several times the FWHM of the profile peak.
Furthermore, the interaction of the ion beam with the high-resistivity ta-C results in the positive
charging of the surface. Approaching ions get deflected by coulomb repulsion and the focused
beam on the surface broadens to a larger spot size. Additionally, the irradiation time has to be
taken into account for the implantation of large areas at high fluences. Slight drifts of the sample
holder position in the FIB chamber can cause a significant worsening of the resolution.
Figure 4.3 shows the full swelling trajectory for 10 keV and 30 keV Ga+ implantations over a
wide fluence range. The graph can be divided into three sections: Up to a fluence of 1× 1016 cm−2,
the height increases slightly to ∼ 10 nm in case of 30 keV and to ∼ 5 nm in case of 10 keV. The
30 keV data show approximately a saturation of the height for fluences above 2× 1015 cm−2. If
the fluence F exceeds 1× 1016 cm−2, the height increase continues rapidly until a maximum is
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Figure 4.3.: AFM measurements of the swelling height for the irradiation with 10 keV and 30 keV Ga+
ions. The measurements were made on 10× 10µm2 irradiated squares.
reached. Once the saturation Ga concentration Nmax,eq is exceeded, the sputtering yield increases
drastically and the ta-C layer gets eroded. A qualitative description of the curve progressions
can be given as follows: The ta-C layer is converted into a-C at low fluences and the continuous
phase transformation from sp3 into sp2 carbon increases the volume. This sp2-swelling saturates,
once the whole sp3 matrix is transformed. The second height increase at higher fluences can
be attributed to the Ga incorporation (Ga-swelling). The sputtering yield for fluences below
the swelling maximum is smaller than one and consequently, the number of atoms within the
layer increases. The high magnitude of the Ga-swelling can be explained by the high value of
Nmax at the peak of the Ga concentration profile. Figure 4.4a shows SRIM simulations for the
implantation profiles of 10 keV and 30 keV Ga+ ions in ta-C. Note that SRIM does not account for
different hybridization states of C target atoms. All presented simulations were thus performed by
simply adjusting the layer density to the value of ta-C. For a given fluence of 2× 1016 cm−2, the
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Figure 4.4.: SRIM simulations for 10 keV and 30 keV Ga+ impacts in ta-C. (a) Implantation profiles for
a fluence of 2× 1016 cm−2 and (b) displaced target atoms per Å and ion.
4.1. Fluence and energy dependence 47
peak concentration Nmax already exceeds 10 at-% for 30 keV and reaches 30 at-% for the 10 keV
profile. Such high impurity concentrations clearly indicate a pronounced effect of Ga-swelling
in the high-fluence regime. However, it has to be pointed out that concentration values from
SRIM data are not sufficient for very high fluences. This is due to limitations in the TRIM code,
which were explained in section 2.1.2. The output data for a certain implantation profile from
SRIM consists of normalized concentrations. SRIM only counts the number of impinging ions
that stop in a certain depth interval. For a large number of simulated projectiles, this gives the
propability distribution of ions with respect to the depth. These values can be converted into
atomic concentrations by the multiplication with the ion fluence, which results in reasonable
values for fluence ranges with a low sputtering yield. If sputtering becomes prominent, the
concentration calculations from the SRIM data are failing. Nonetheless, a high Ga concentration
is expected in the ta-C matrix for fluences above 1× 1016 cm−2 and the maximum swelling height
is the overlap of the sp2-swelling and the Ga-swelling. Once the matrix is transformed into
nearly 100 % sp2 carbon, further ion implantation increases the Ga concentration to Nmax,eq and
the sputtering yield increases. Figure 4.4a clearly illustrates that the saturation concentration
Nmax,eq is reached for the case of 10 keV ions at a lower fluence compared to 30 keV ions. This
explains that the swelling maximum is located at different fluences for both ion energies.
Figure 4.3 shows that the swelling is more pronounced for the higher Eion. This behavior is
consistent with the energy dependence of the implantation profile and, in particular, with the
increase of Rp and ∆Rp with Eion. This is summarized in table 4.1: The 30 keV irradiation
Table 4.1.: SRIM calculations for 10 keV and 30 keV Ga+ irradiation of ta-C.
Eion Rp ∆Rp displaced atoms per ion
10 keV 9.6 nm 2.1 nm 130.7a / 130.7b
30 keV 19.7 nm 4.8 nm 282.6a / 321.5b
a Depth range: 0–20 nm
b Depth range: 0–50 nm
affects a larger target volume compared to the 10 keV irradiation and C recoil atoms that relax
into sp2 carbon were created within a larger depth range. The depth profile of the displaced
target atoms, shown in figure 4.4b can be used to quantify the expansion of the damaged region.
The data given in the graph present the number of atomic displacements per incident ion and Å.
This profile is shifted to the layer surface with respect to the implantation profile, because the
recoils are created along the ions pathway. A comparison between both ion energies illustrates
that the damaged layer extends into a greater depth with increasing ion energy. The affected
target volume can only increase with the ion energy if the initial ta-C layer thickness is not
exceeded by the depth range of created recoil atoms. Otherwise, the ta-C volume converted
into sp2 carbon would be equal for both ion energies. However, the swelling height is not only
determined by the modified layer thickness but as well by the total amount of displaced atoms,
which can be obtained by integrating the profiles in figure 4.4b. The curves in figure 4.5 give the
total number of displaced C atoms, created up to a certain depth. The main finding of the graph
is that the overall damage creation for 30 keV ion impacts is higher compared to 10 keV impacts
if the film thickness is larger than 10 nm (see also table 4.1). A more pronounced swelling at
lower energies can thus only be expected for very thin ta-C layers.
To summarize, SRIM simulations for different ion energies clearly indicate that the surface
elevation due to sp2-swelling is related to the overall amount of displaced target atoms. It can
thus be concluded that the ion induced conversion from sp3 into sp2 hybridized carbon atoms is
driven by nuclear collision processes. Displaced sp3 hybridized target atoms relax as mainly sp2
bonded sites in the damaged matrix.
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Figure 4.5.: Total C atom displacements per ion for 10 keV and 30 keV Ga+ impacts with respect to the
depth. The curves show the integration of the profiles from figure 4.4b.
4.2. Calculations of the swelling height
In the following section, the influence of the target damage on the increasing sp2 fraction will be
used to model the dependence of the swelling height on the fluence and the ion energy. For this
purpose, an existing approach for the ion induced surface elevation of pure diamond was applied.
Bosia et al. have calculated the diamond surface swelling after the irradiation with light H+ and
He+ ions at energies of a few MeV [13]. It has to be pointed out that the phase transformation
mechanism differs between diamond and ta-C. The diamond lattice is amorphized during ion
irradiation and the phase transformation is assumed to be driven by target vacancies above a
critical volume density NV,crit. Subsequent annealing at temperatures of 1000–1600 ◦C yields the
re-establishment of the pristine diamond crystal for all sites with a vacancy density NV below
NV,crit. Regions at which NV>NV,crit are transformed into a graphite-like composition [14]. The
situation in ta-C is quite different due to the absence of a crystal structure, which could act as
recrystallization seed. A damaged ta-C matrix cannot be restored by annealing. However, the
existence of a threshold fluence for the phase transformation of ta-C also indicates the presence
of a critical volume density of vacancies, comparable to diamond.
The approach of Bosia and coworkers is based on an exponential decrease of the film density
with increasing ion fluence, which should also be capable to describe the swelling of irradiated
ta-C. The density decrease is modulated with the vacancy depth profile and thus, the surface
elevation is attributed to nuclear damage processes. It is reasonable to correlate the total
amount of created vacancies with the number of converted carbon atoms because vacancies in an
amorphous matrix can be understand as sites with a reduced atomic density. At first, Bosia et al.
described the increase of the vacancy density NV with the ion fluence F :
NV(F , z) = α ·
[
1− exp
(−F · λ(z)
α
)]
. (4.1)
λ(z) is the vacancy depth profile, z is the target depth and the parameter α is the maximum
vacancy concentration at which all additional vacancies recombine. The evolution of the target
density ρ(F , z) with the fluence is described by the moderation of the initial density of virgin
ta-C ρta-C by NV, which reads
ρ(F , z) = ρta-C − β ·NV(F , z). (4.2)
The value of β introduces a quantification of the density decreasing effect. Applying the boundary
condition that the minimum density equals to the value of 100 % a-C yields β = (ρta-C− ρa-C)/α.
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Including this in eq. (4.2) results in the density depth profile of ion irradiated ta-C for a given
fluence F [13]:
ρ(F , z) = ρta−C − (ρta−C − ρa−C) ·
[
1− exp
(−F · λ(z)
α
)]
. (4.3)
The value of ρa-C was estimated for 100 % sp2 to 1.92 g cm−3 according to eq. (3.1).
Figure 4.6 shows the vacancy depth profiles λ(z) obtained from SRIM simulations for 10 keV
and 30 keV Ga+ ion impacts in ta-C. The y-axis shows the number of vacancies created by
every ion per Å in a certain depth. The curves are equivalent to the displacement profiles in
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Figure 4.6.: Vacancy depth profiles for 10 kev and 30 keV Ga+ implantation in ta-C. The step curves are
obtained from SRIM simulations and the solid curves are Gaussian fits. The y axis shows the number of
vacancies created per cm by each ion.
figure 4.4b except of replacement collisions, which are absent in the vacancy data. Replacement
collisions are minor damage events that occur if a recoil atom displaces an other atom and
comes to rest directly after the collision event. No detectable target damage occurs in this case,
because target recoils are identical species and the process describes a simple place exchange
between two atoms. The SRIM data were fitted with Gaussian functions, showed as solid lines in
figure 4.6. Using the vacancy depth profiles, the density variation with the target depth can now
be calculated by eq. (4.3). This was done in figure 4.7 for the irradiation with 30 keV Ga+ ions.
At low fluences, the density depth profile reflects the vacancy profile and the minimum density
exists at the highest vacancy concentration. Once F exceeds 1× 1015 cm−2, ρ(z) saturates and
equals to ρa-C. The density at z = 0 reaches the minimum value of 1.92 g cm−3 at a fluence of
approximately 2× 1015 cm−2 and thus, no density gradient at the surface is expected in the film
for higher fluences. The established sp2 layer is assumed to be homogeneous and further ion
irradiation leads to its expansion into a greater depth. The transition region from the a-C layer
to the unaffected underlying ta-C expands over ∼ 15 nm and the theoretical maximum of the a-C
layer thickness corresponds to the maximum depth z at which λ(z) 6= 0, which is the case for
z = 49 nm. A density saturation at this depth would require a fluence of > 1× 1020 cm−2 but it
is obvious that sputtering interrupts the phase transformation beforehand. The AFM data shows
the onset for the layer erosion at 1× 1017 cm−2 and consequently, the sp2 carbon film reaches a
maximum thickness of ∼ 45 nm.
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Figure 4.7.: Density depth profiles of ta-C for 30 keV Ga+ irradiation. The calculations are according to
eq. (4.3). F is the ion fluence and the dashed lines indicate the densities for virgin ta-C and a-C.
In order to calculate the swelling height in dependence on the fluence, the volume increase has to
be obtained from the density depth profile. This was done firstly by subtracting ρ(F , z) from the
virgin ta-C density ρta-C. The integration of the profile from 0 to +∞ over the depth z yields
then the mass fraction per unit area m∗ ([m∗] = g cm−2) that is driven out of the initial volume.
The swelling height ∆h is then simply m∗ divided by the ta-C density:
∆h(F ) = 1
ρta-C
·m∗
∆h(F ) = 1
ρta-C
·
∫ +∞
0
ρta-C − ρ(z,F )dz
∆h(F ) =
(
1− ρa-C
ρta-C
)
·
∫ +∞
0
[
1− exp
(−F · λ(z)
α
)]
dz.
(4.4)
Eq. (4.4) describes the fluence dependent evolution of the surface height due to the volume
increase by the transformation from sp3 into sp2 carbon. The saturation vacancy density α is set
to 5× 1022 cm−3 for the best fit. Figure 4.8 shows calculations using (4.4) for 10 keV and 30 keV
ion energy and the corresponding AFM data. The analytical values presented by the solid lines
are in good agreement with the experimental AFM data for a fluence range from 1× 1013 cm−2
up to 1× 1016 cm−2. As mentioned before, the ta-C layer is subject to Ga-swelling and sputtering
at higher fluences. These mechanisms are not included in the calculations and the presented
approach accounts only for sp2-swelling. Consequently, the theory fails for higher fluences.
An analytical solution for the high-fluence effects would rely on the determination of the
fluence dependent sputtering yield (Y = f(F )). The number of additional atoms in the target
per unit area is given by F · (1−Y (F )). A positive value accounts for Ga-swelling and a negative
one describes the surface sputter erosion. The evaluation of Y from the fundamental sputtering
theory is difficult and relies on several assumptions for e. g. the surface binding energy or the
nuclear stopping cross section. Additionally, the variation of the sputtering yield with the ion
fluence is caused by target modifications, in particular, by the Ga enrichment in the carbon
matrix. This is not included in the analytical approaches mentioned in section 2.1.3, which only
treat the energy dependence of Y and assume that Y 6= f(F ). Furthermore, the uncertainty
of the occupied volume by each implanted Ga+ ion hinders a correct evaluation of the surface
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Figure 4.8.: AFM data and analytical calculations of the swelling height for (a) 30 keV and (b) 10 keV
Ga+ implantation of ta-C. The solid lines are calculated by eq. (4.4).
elevation due to the Ga incorporation.
The alternative to an analytical solution is the simulation with TRIDYN. In contrast to a
static SRIM simulation, TRIDYN treats dynamic composition changes in the target matrix.
These calculations yield the fluence dependent sputtering yield and furthermore, TRIDYN gives
a quantitative value of the surface recession. A negative surface recession corresponds to surface
swelling by material incorporation and a positive one to layer erosion. Figure 4.9 shows the
surface height evolution with increasing ion fluence for the irradiation with 30 keV Ga+ ions.
The data correspond to surface recession values from the TRIDYN simulation. The surface
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Figure 4.9.: TRIDYN simulation of the surface height evolution for 30 keV Ga+ irradiation of ta-C. The
symbols are TRIDYN data and the lines show different fit functions for the Ga-swelling, the transition
from swelling to sputter erosion and the sputter equilibrium.
elevation increases linear with F up to ∼ 6× 1016 cm−2. The subsequent fluence range up
to 1.5× 1017 cm−2 is subjected to the transition from swelling to sputtering and the sputter
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equilibrium is reached for fluences above 1.5× 1017 cm−2. The TRIDYN data were approximated
with linear functions for the low-fluence and high-fluence sections and with a second order
polynomial for the transition region (see the solid lines in figure 4.9). The effect of Ga-swelling,
simulated by TRIDYN, is plotted for the energies of 10 keV and 30 keV versus the ion fluence in
figure 4.10a. The graph is divided into three sections: Ga-swelling is vanishingly small for both
ion energies in section I. It becomes prominent in section II for fluences above 1× 1015 cm−2
and reaches a value of 1 nm at approximately 1× 1016 cm−2. A maximum height is reached
in dependence on the ion energy and sputtering becomes dominant in section III. TRIDYN
estimates the presented height values from simulation of the fluence dependent sputtering yield
Y (C) for C atoms and Y (Ga) for Ga atoms, which is shown in figure 4.10b. The lower ion energy
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Figure 4.10.: TRIDYN simulations for 10 keV and 30 keV Ga+ irradiation of ta-C. (a) Surface swelling
by Ga incorporation in dependence on the ion fluence. The symbols are TRIDYN data and the lines are
fit curves. (b) Sputtering yield Y for C (black curves) and Ga (orange curves) atoms in dependence on
the ion fluence.
yields a lower sputtering yield for C and thus, the swelling increases stronger in region II for
10 keV compared to 30 keV. Note that the different thickness of the damaged layer for different
ion energies does not influence the Ga-swelling effect, which is in contrast to the sp2-swelling.
The linear fluence dependence of ∆h in the low-and high-fluence ranges (see figure 4.9) is due
to the constant Y (Ga). Within the transition region, Y (Ga) increases from 0 to ∼ 1.2 and the
fluence at which Y (Ga) = const. indicates the sputter equilibrium.
Note that the surface height evolution with increasing ion fluence, obtained from TRIDYN, is
in excellent agreement with the experimental AFM data and the point of the swelling maximum
matches for both energies. Therefore, it is reasonable to include the TRIDYN data for the
Ga-swelling into the calculations of the overall surface swelling. The fluence dependence of ∆h is
then given by
∆h(F ) = ∆hsp2(F ) + ∆hGa(F )
∆h(F ) = 1
ρta-C
·
∫ +∞
0
(ρta-C − ρa-C) ·
[
1− exp
(−F · λ(z)
α
)]
dz +H(F ),
(4.5)
where ∆hsp2 is the sp2-swelling height, ∆hGa is the Ga-swelling height and H(F ) corresponds
to the TRIDYN data from figure 4.10a. Figure 4.11 summarizes the height evolution of Ga+
irradiated ta-C for an ion energy of 10 keV and 30 keV, respectively. The graph includes the
sp2-swelling according to eq. (4.4) as dotted lines and the combination of sp2-and Ga-swelling as
solid lines.
4.2. Calculations of the swelling height 53
30 keV
10 keV
1013 1014 1015 1016 1017 1018
-15
-10
-5
0
5
10
15
20
Ga+ fluence (cm-2)
S
w
el
lin
g
he
ig
ht
(n
m
)
AFM data
theory (sp2-swelling)
theory (sp2-swelling + Ga-swelling)
Figure 4.11.: AFM data and calculations (eq. (4.5)) for the overall surface swelling of Ga+ irradiated
ta-C. The data are published in [161].
The theoretical model from Bosia and coworkers for the ion induced surface swelling by high-
energetic light ion irradiation of diamond was successfully applied to Ga+ implanted ta-C.
Furthermore, the theoretical approach was extended with TRIDYN data, which accounts for
the swelling due to Ga incorporation and to the sputter erosion. This enables calculations of
the swelling height for high-fluence heavy ion irradiations. The influence of the ion energy is
included in the damage depth profile obtained from SRIM simulations and in the TRIDYN
surface recession data. The good agreement between the calculations and the experimental data
clearly indicates that the ion induced conversion from sp2 into sp3 carbon is driven by nuclear
damage and determined by the amount of created vacancies.

5. Electrical properties of irradiated ta-C
The previous chapter was subjected to the significant surface elevation of Ga+ irradiated areas on
ta-C layers, originating from the ion induced phase transformation from sp3 into sp2 hybridized
atoms. This increase of the irradiated volume at low fluences substantiates the evolution of
a low-density sp2-rich carbon phase because surface swelling due to material incorporation is
negligible for fluences below 1× 1015 cm−2. The presented calculations of the swelling height were
made under the assumption that the density of irradiated ta-C matches the value of a-C with
0 % sp3 content. This approach delivers a very good correlation with the experimental data from
AFM measurements (see firgure 4.11). Furthermore, the applied swelling model addresses the
amount of created sp2 carbon directly to displaced target atoms, especially to C atom vacancies,
and thus associates fundamental ion-solid interactions with the phase transforming mechanism.
However, the surface swelling investigations were related exclusively to the density decrease of
the carbon matrix upon ion irradiation. The following section focuses on the electrical properties,
in particular on the resistivity of the established sp2 carbon phase, with respect to different
irradiation conditions. A drastic decrease of the resistivity after ion irradiation is expected due to
the strong influence of sp2 impurities on the electric properties of ta-C (for details see subsection
2.3.3). Increasing the number of sp2 sites introduces π electrons into the ta-C matrix and gives
rise to the density of localized states near the Fermi level, which thereby lowers the average
hopping distance. This results in a shift of the hopping frequency to higher values, according to
eq. (2.37) and contributes to a resistivity lowering in the ta-C layer.
5.1. Electrical resistivity of as-implanted ta-C
5.1.1. Resistance of Ga+ implanted micropatterns
In order to study the resistivity of ion irradiated ta-C, several rectangles with a size of
100× 200µm2 were implanted with 30 keV Ga+ ions from the NVision 40. The ion fluences
are ranging from 7× 1014 cm−2 up to 1× 1016 cm−2. Current-voltage (IV) characteristics were
measured for every as-implanted structure in order to determine the resistance R. The electrical
connection of each rectangle was done by placing small probe needles in a SUSS MicroTec probe
station PA200 at diagonally opposite edges. The IV measurement was then performed by a
Keithley semiconductor characterization system (SCS-4200) that consists of four source measure
units (SMUs). SMUs can either inject a current and measure the voltage or vice versa. One SMU
was connected to the two needle contacts and the IV curve was obtained by sweeping the voltage
from −5 V to +5 V in steps of 0.2 V and by simultaneously measuring the electrical current
through the structure. The IV curve of a rectangle implanted with a fluence of 5× 1015 cm−2,
shown in figure 5.1a, reflects an approximately ohmic behavior and thus, the resistance R can be
obtained from the reciprocal of the curve slope. This was done for all irradiated rectangles and
the result is given in figure 5.1b as the fluence dependence of R. The decrease of R follows a
power law with increasing Ga+ fluence F and the ta-C resistance lowers by about 1.5 orders of
magnitude in the fluence range from 7× 1014 cm−2 to 1× 1016 cm−2.
It has to be pointed out that the measure of R gives only an approximate value that is
proportional to the material resistivity ρ of the irradiated ta-C. The resistance obtained from the
IV curve corresponds to a serial connection of single resistors that are the probe needles with the
connection cables, the contact resistance between needle tip and sample surface and the resistance
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Figure 5.1.: Resistance of rectangle areas implanted with 30 keV Ga+ ions. (a) IV characteristics of a
rectangle implanted with F = 5× 1015 cm−2. (b) Diagonal resistance in dependence on the ion fluence.
of the implanted structure. Hence, the probe needles and their connections can be considered as
very low-ohmic, their influence on R is negligible. However, the contact resistance is the crucial
parameter that affects the reproducibility and comparability of the electrical measurements. The
simple design of rectangular test structures suffers from this influence, because the investigated
conducting area and the contact area of the probe needles are not separated from each other.
Structures with a lower resistivity are thus expected to yield lower contact resistances and this
will shift the overall resistance R to lower values. Additionally, placing the probe needles at the
structure corners is a procedure of low accuracy due to the small structure dimensions. This
leads to slightly different measurement conditions for every IV curve. Owing all these disturbing
factors, the resistance of rectangular structures is not an adequate measure for obtaining the
specific film resistivity ρ. A more appropriate measure that scales linear with ρ is the sheet
resistance RS, commonly used in electrical thin film characterization. RS gives the resistance R
of a cuboid with a quadratic base area of a randomly chosen size. For that reason, the sheet
resistance is also known as square resistance. The resistance R of a conductor (see figure 5.2a)
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Figure 5.2.: (a) Dimensions of a cube-shaped resistor with the length L and the cross section A. (b)
Schematic illustration of the sheet resistance RS of a thin film. RS corresponds to the resistance of a
cuboid piece from the conductive layer with the square base area A∗, the cross section A and the thickness
d.
depends on the resistivity ρ, the cross section A and the length L as follows:
R = ρ · L
A
= ρ · L
b · d
, (5.1)
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where d and b define the rectangular conductor cross-section area A. In case of a cuboid conductor
with a quadratic base area, L equals b and the resistance becomes to
R = ρ · L
b · d
= ρ · L
L · d
= ρ · 1
d
. (5.2)
In this case, R depends only on the resistivity ρ, which is an intrinsic material property and on
the conductor thickness d. The sheet resistance RS is therefore the resistance of a cuboid piece of
the investigated film that has a quadratic base area A∗ of a random size and a height that equals
the film thickness d (see figure 5.2b). According to (5.2), the resistivity ρ can be expressed by
ρ = RS · d. (5.3)
Note that the unit of RS is Ω. To avoid any misunderstanding, RS is given in this work in
units of Ohms per square Ω/2, which is not a SI unit but quite common and facilitates the
differentiation between values of R and RS. There exist several methods to obtain the sheet
resistance of thin films, like the four point probe (4PP) or the van-der-Pauw (VDP) method [162].
A 4PP measurement is performed by attaching four identical probe needles to the film surface.
The needles have to be aligned along a line with equal distances s, which have to be much
larger than the probe tip radius. Applying a current I between the outer contacts establishes a
potential V between the inner once and RS can be easily calculated by
RS =
π
ln 2 ·
V
I
, (5.4)
which holds if the film thickness is small compared to the probe distance s. In contrast, the
VDP method is not restricted to a defined probe tip alignment. It formerly originates from the
demand of measuring arbitrary shaped samples. A VDP measurement at an arbitrary thin film is
illustrated in figure 5.3a. Four contacts are placed at various positions at the sample boundaries
and a current IAB is driven between the contacts A and B and the potential difference V CD
between C and D is measured simultaneously. Applying Ohm’s law gives the resistance RAB,CD.
A B
CD
VDC
IAB
A B
CD
(a) (b)
d
Figure 5.3.: Scheme of the VDP measurement. (a) Arbitrary shaped sample with four contact points
and (b) symmetric VDP test structure with four contact pads.
A second resistance value RBC,DA is obtained by injecting the current IBC and measuring the
voltage V DA. Assuming a small film thickness and point-like contact areas, both resistances are
connected via the following equation [162]:
1 = exp
(−πd
ρ
· RAB,CD
)
+ exp
(−πd
ρ
· RBC,DA
)
. (5.5)
An approximate solution for the resistivity ρ is given by
ρ = πdln 2 ·
RAB,CD +RBC,DA
2 · f , (5.6)
where f is a geometry factor that weights the difference between RAB,CD and RBC,DA that
originates from the arbitrary structure shape and the positioning of the four contacts. The
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advantage of the VDP method for electrical thin film characterization lies in the use of certain
symmetrical test structures. A common VDP structure design, the four-leaf clover, is shown
in figure 5.3b. The VDP measurement at such a geometry does not rely on point-like contacts
any more, hence the four contacts A, B, C and D are represented by large contact pad areas.
Furthermore, the rotation symmetry of the structure ensures that RAB,CD = RBC,DA and the
geometry factor f in eq. (5.6) gets one. The sheet resistance RS obeys then
RS =
π
ln 2 · RAB,CD, (5.7)
which, in principle, equals to the 4PP relation (5.4). Measurement errors, caused by deviations
from the structure symmetry can be minimized by performing four VDP measurements with all
possible contact permutations. The geometry factor f is ∼ 1 if the difference between RAB,CD
and RBC,DA does not exceed 50 % and RS can be averaged from the four permutated VDP
measurements. Note that the obtained RS value corresponds only to the central region of the
structure and is independent of the contact pad resistance as well as of any contact resistances.
This fact can be considered as one of the main benefits of the VDP method.
In general, VDP structures have to be fabricated from the layer of interest and this usually
goes ahead with semiconductor processing techniques such as etching, layer deposition or doping.
However, an innovative way to apply the VDP method for the electrical characterization of ion
irradiated ta-C is the direct fabrication of VDP structures by a patterned FIB implantation.
The prior results for the resistance of Ga+ implanted rectangles showed a tremendous resistivity
decrease of the carbon matrix after ion irradiation. Applying eq. (5.1) and assuming a conductor
thickness d of 30 nm (see the damage depth profile from SRIM simulations in figure 4.4), the
resistivity of the rectangle implanted with 1× 1015 cm−2 amounts to ∼ 30 Ωcm. For comparison,
ρ of virgin ta-C exceeds 1010 Ωcm. This means that the irradiation of laterally confined regions
by FIB results in conducting structures, embedded in the high-resistivity matrix of virgin ta-C.
This unique, direct FIB lithography process does not rely on masks, photo resist or subsequent
film processing and enables the transfer of pre-defined structure layouts as conducting circuits
into the ta-C layer. Consequently, the fabrication of VDP structures by FIB is a flexible method
for mapping the sheet resistance of ion irradiated ta-C for various implantation conditions.
Figure 5.4a schematically illustrates the FIB lithography process of VDP test structures on
ta-C layers and figure 5.4b presents corresponding SEM images of fabricated microstructures. A
(a) (b)contact pads central cross
ta-C layer
SiO  interlayer2
5 µm30 µm
Si substrate
Figure 5.4.: FIB lithography of VDP structures. (a) Scheme of the fabrication process and (b) SEM
images of VDP structures on a ta-C film. The red arrows indicate the direct FIB writing.
VDP structure consists four peripherally arranged contact pads, each 30× 30µm2 in size, and of
a central cross. The contact pads of all structures used in this work were fabricated by implanting
Ga+ ions with Eion = 30 keV and F = 5× 1016 cm−2. In principle, the contact pad resistance
does not affect the VDP measurement result. Nonetheless, a high Ga+ fluence was chosen in
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order to ensure an adequately low contact resistance that allows reproducible measurements at
low currents. After implanting the contact pads, a cross with a line width of 1 µm was irradiated
in the structure center to establish the electrical connection between the four pads. Performing a
VDP measurement at this structure yields an RS value that corresponds to the central crossing
point. This is of importance because it allows the separation of the implanted region of interest
from the contact pads. Only the central cross has to be irradiated with the conditions of
interest, whereas the implantation parameters of the contact pads remain fixed for all fabricated
structures. Moreover, the shrinkage of the electrical active site to the small central cross area
significantly reduces the irradiation time and allows measurements of high-fluence implanted
ta-C with an acceptable FIB processing time for the lithographic patterning. Furthermore, the
elimination of any parasitic resistances makes VDP microstructures very suitable for the electrical
characterization with a good comparability between single measurements.
5.1.2. Sheet resistance of Ga+ irradiated ta-C
In the following section, detailed investigations on the sheet resistance of ion implanted ta-C will
be presented by using VDP structures fabricated by FIB lithography. The prior results showed a
decreasing resistance with an increasing fluence of 30 keV Ga+ ions (see figure 5.1b) in the range
of 7× 1014 cm−2 < F < 1× 1016 cm−2. This can be attributed to the phase transformation in
ta-C and the electrical properties are thus useful to monitor the evolution of the sp2 carbon phase
during the ion bombardment. Concerning the implantation conditions, the investigations were
focused on the ion fluence rather than on the ion energy. In chapter 4, the phase transformation
was linked to the creation of target atom displacements by nuclear collisions. As long as Eion is
in the range, where nuclear stopping is dominant, the energy simply defines the converted layer
thickness due to the correlation between Eion and the total ion range. Thus, the dependence of
the resistivity of irradiated ta-C on the primary ion energy is not treated here. All following
discussions refer therefore to the fixed ion energy of 30 keV, which yields Sn  Se.
A ta-C film with a thickness of 113 nm on a 200 nm SiO2 layer on Si (sample ta-C:SiO2:113)
was used for the following investigations. The layer thickness is larger than the total depth
range of displaced target atoms for the chosen irradiation conditions and the SiO2 film ensures
the insulation to the Si substrate during the electrical measurements. Several VDP structures
were implanted on the same sample and with the same conditions for all contact pads (30 keV
Ga+, F = 5× 1016 cm−2). Each central cross of a certain structure is implanted with 30 keV
Ga+ ions and with a fluence ranging from 5× 1014 cm−2 to 3× 1017 cm−2. Performed VDP
measurements at certain structures give the sheet resistance RS for the corresponding fluence
of the central cross according to eq. (5.7). Figure 5.5a shows RS in dependence on F for Ga+
fluences F ≤ 1.1× 1016 cm−2. RS decreases according to a power law, which reproduces the
behavior observed for the resistance of rectangle structures, previously presented in figure 5.1b. In
contrast to the resistance measurements at rectangles, the fit function of the VDP measurement
data shows much smaller deviations from every measured RS value. This is a consequence of the
elimination of measurement errors, caused by contact resistances and variations in the structure
geometry by the VDP method. Figure 5.5b shows the high-fluence behavior of the sheet resistance.
Exceeding a fluence of 1× 1016 cm−2, the decrease of RS changes and is no longer conformal
to the power law dependence. The graph can be divided into four sections: In section I, RS
decreases approximately exponentially in the fluence range of 1× 1016 cm−2< F < 1× 1017 cm−2.
The resistance lowering saturates at higher fluences in section II and RS decreases only slightly.
A minimum value of about RS = 260 Ω/2 is reached at F = 1.6× 1017 cm−2 and the sheet
resistance increases again in section III. Both, the saturation in section II as well as the transition
from II to III can be clearly attributed to the onset of layer erosion around 1× 1017 cm−2. The
sputtering yield of Ga atoms reaches 1 at 1× 1017 cm−2 and consequently, section II marks the
equilibrium state at which the Ga concentration in the carbon film reaches its maximum. Higher
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Figure 5.5.: Fluence dependence of the sheet resistance for 30 keV Ga+ implantation in ta-C. (a)
Low-fluence regime and (b) high-fluence regime. The data are published in [163].
fluences reduce the layer thickness and drive the implantation profile deeper into the ta-C film.
Around 1.6× 1017 cm−2, the remaining ta-C is fully converted into conducting a-C by the phase
transformation and the conducting layer reaches the SiO2 interface. Any further irradiation
leads to a complete a-C layer erosion in section III. Taking the ion beam profile into account, the
behavior in section IV can be explained by the following effect: The fluence implanted in the
central cross area differs from the borders of the cross lines, which is caused by the low-intense
profile wings (see section 2.2 for more details). This is illustrated in figure 5.6. The left image
shows a structure that is implanted with a fluence below 1× 1017 cm−2 and illustrates the fluence
gradient at the borders. Once F in the structure center is sufficient to cause erosion, illustrated
by the right image, the fluence at the structure borders is not and conducting a-C remains at
the edge regions after vanishing of the whole structure. This effect cannot be avoided during
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Figure 5.6.: FIB-milling of a structure in ta-C. The FIB profile yields a lower fluence at the structure
edges (left image). The structure is eroded during sputtering but its edges are irradiated with a fluence
below the threshold for the erosion (right image). Conducting structure borders are remaining.
FIB milling of ta-C. As a consequence, the complete disconnection of the current path in the
VDP structure cannot be achieved even if the central cross is completely eroded. A significant
current flows along the graphitized structure edges and the VDP measurement conditions are
not valid any more to obtain RS.
Sputtering effects limit the minimal sheet resistance that can be achieved by ion irradiation
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and so, a consideration of the fluence dependence of RS is only reasonable below the significant
sputtering at F > 1× 1017 cm−2. In order to explain the curve progression in this fluence range,
some remarks have to be added to the sheet resistance of irradiated ta-C in general. The VDP
measurement yields the sheet resistance of the central cross area of the VDP structure. According
to (5.3), RS is the material resistivity ρ divided by the layer thickness d. This means, the value
of RS is affected by the resistivity ρ and by the thickness of the a-C layer that evolves in the
ta-C film. A decrease of ρ with increasing ion fluence is expected due to the conversion of
insulating ta-C into sp2-rich a-C and this resistivity lowering should be related to the increasing
concentration of sp2 hybridized atoms in the irradiated volume. The conducting layer thickness
d on the other hand, is determined by the depth distribution of displaced target atoms. Both
quantities, the concentration of sp2 carbon and the thickness of the converted layer were already
considered in chapter 4 in terms of the calculations for the density depth profile of the irradiated
region (see figure 4.7). Assuming a sp2 carbon concentration of 100 % for the density minimum of
1.92 g cm−3, the density depth profile can be converted into a profile of the sp2 content in the film.
This is shown in figure 5.7a for different Ga+ fluences. The graph illustrates the evolution of the
0 10 20 30 40 50
40
60
80
100
Depth (nm)
sp
2
co
n
te
n
t
(a
t-
%
)
(a)
I
II
III
2 4 6 8 10 12
103
106
109
Swelling height Dh (nm)
(b)
2 1015 cm-2
1 1015 cm-2
1 1016 cm-2
1 1014 cm-2
conductivity
increase
thickness
increase
1
1
0
1
5
cm
-2 4
1
0
1
6
cm
-2
S
h
e
e
t
re
si
st
a
n
ce
 R
  
(W
/ 
  
)
S
Figure 5.7.: (a) Evolution of the sp2-rich a-C layer in the ta-C film during 30 keV Ga+ irradiation. The
curves show calculations according to (4.2) and (3.1). The layer conductivity σ (σ = ρ−1) as well as the
thickness increase with increasing fluence. (b) Dependence of the sheet resistance on the sp2-swelling
height. The height values are calculated using eq. (4.4).
sp2-rich a-C layer during continuous bombardment with 30 keV Ga+ ions. An increasing amount
of sp2 carbon therefore contributes to a decrease of the resistivity ρ, whereas the broadening of
the sp2 concentration profile determines the thickness d. The conducting layer is inhomogeneous
with respect to the depth for fluences below 2× 1015 cm−2. Higher implantation fluences result in
a saturation of the rehybridization and the electrical active layer becomes homogeneous, except
of an approximately 10 nm broad transition region to the unaffected ta-C. Further irradiation
will only increase the thickness d. The integral of the sp2 concentration profile, shown as colored
areas in figure 5.7a, is a value for the total amount of sp2 carbon N(sp2) in the a-C layer. If every
rehybridized carbon atom contributes to the resistivity lowering, the integral should correlate
with the sheet resistance RS of the irradiated material. It was shown in chapter 4 that the
swelling height ∆h correlates linearly with this integral as well. This yields ∆h ∝ N(sp2) and
consequently, a correlation between the swelling height and the sheet resistance is reasonable.
Figure 5.7b presents the dependence of RS on ∆h and ∆h was calculated according to eq. (4.5).
Note that the values of ∆h reflect the surface elevation due to sp2-swelling and do not include
additional swelling by Ga incorporation. The graph can be divided into three sections, which
address different correlations between ∆h and RS: In section I, the decrease of RS weakens until
a fluence of ∼ 1× 1015 cm−2 is reached. RS then decreases exponentially with ∆h in section II
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and the curve slope increases further in section III. The main conclusion derived from the graph is
that there exists no unique relation between ∆h and RS over a wide fluence range and this means
that the resistivity of Ga+ irradiated ta-C is not only related to the amount of rehybridized
carbon atoms N(sp2). It shall be further noted that every step in the curve progression indicates
the onset of an other mechanism that influences the layer resistivity. Figure 5.7a shows that
the sp2 concentration in the a-C layer saturates for fluences above 1× 1015 cm−2. A maximum
sp2 content is reached at the surface and consequently, the transition from section I to II in
figure 5.7b marks the saturation of the sp3 to sp2 conversion mechanism. Figure 5.7b reveals
an additional change if the fluence exceeds 4× 1016 cm−2. At this point, the curve progression
of the fluence dependence of RS (see figure 5.5b) shows a slight bend within the exponential
decrease from 1× 1016 cm−2 to 1× 1017 cm−2 as well. In the following, the discussion will be
focused on the explanation of the two prominent fluences 1× 1015 cm−2 and 4× 1016 cm−2 that
were revealed by figure 5.7b.
As it was already mentioned, ∆h is proportional to N(sp2) and it was shown in chapter 4
that the surface swelling can be addressed to ion induced displacements of target atoms. It has
to be pointed out that ∆h is thus a measure of the total amount of created sp2 sites but ∆h
does not account for the distribution of these sites or to any structural properties of the sp2
carbon phase. It is well known that sp2 sites in ta-C tend to form clusters [113]. This graphitic
clusters should grow in size during the ion induced phase transformation. The resistivity of the
sp2-rich a-C film should depend on the size of this clusters and not only on the amount of sp2
carbon. In this regard, two conclusions can be derived from figure 5.7a and 5.7b. First, the
sp3 to sp2 conversion saturates for fluences above 1× 1015 cm−2. Second, higher fluences only
increase the amount of sp2 in a greater depth and thus contribute to the increase of the a-C layer
thickness. If the resistivity ρ of the a-C layer only depends on the amount of sp2 carbon this
means that fluences above 1× 1015 cm−2 do not decrease ρ and only increase the thickness d.
Furthermore, it is obvious that the swelling height correlates linearly with this thickness increase
and thus a linear correlation should exist between ∆h and the sheet resistance for fluences above
1× 1015 cm−2. This is not the case and RS decreases instead exponentially with increasing ∆h
(see section II in figure 5.7b). The final conclusion of this behavior is that ion irradiation not
only induces the rehybridization of carbon atoms and further modifies the evolved a-C layer.
This mechanism reduces the resistivity and causes the decrease of RS for fluences beyond the
saturation of the sp3 to sp2 conversion.
5.1.3. Determination of the sp3 content
The assumption that the irradiation with 30 keV Ga+ ions at fluences above 1× 1015 cm−2 is
sufficient to fully convert the ta-C matrix into a-C with 100 % sp2 hybridized atoms is based on
the calculations for the swelling height, which are in a good aggreement with expermimental
AFM data. Nonetheless, simplifications were included in the applied model, in particular a linear
correlation between the ta-C density and the sp3 content was assumed and the parameter α was
chosen for the best fit. In order to confirm the assumption of a complete rehybridization from sp3
to sp2 carbon atoms around 1× 1015 cm−2, X-ray induced photoelectron emission spectroscopy
(XPS) measurements were performed at the Leibniz Institute for Solid State and Materials
Research Dresden [164]. XPS is sensitive to the different hybridization states of carbon atoms and
has proven to be suitable for measuring the sp3 content in amorphous carbon films [105,106,165].
During XPS measurements, the sample surface is exposed to X-ray irradiation, which causes
the emission of photoelectrons from the atomic shells. Analyzing the energy spectrum of the
photoelectrons gives an information about their binding energy. In terms of the hybridization
states of carbon, XPS measures different binding energies of the 1s electron. The p orbital of a
sp2 hybridized atom lies closer to the core than that of a sp3 carbon atom. This gives a lower
binding energy of the 1s photoelectron from sp2 carbon in comparison with sp3 hybridized atoms
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due to the stronger screening of the core. Owing this, the XPS spectrum of amorphous carbon
consists of a broad asymmetric peak around a binding energy of 285 eV. Spectra deconvolution
yields two peaks, corresponding to the sp2 and the sp3 hybridization state, respectively. Mérel
et al. [105] determined the binding energy for sp2 carbon to 284.4 eV and for the sp3 hybridization
to 285.2 eV.
XPS spectra from virgin ta-C and after the irradiation with 30 keV Ga+ ions at different fluences
are presented in figure 5.8a (used sample: ta-C:SiO2:75). Each spectrum was deconvoluted using
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Figure 5.8.: (a) XPS spectra of Ga+ irradiated ta-C. The black curve corresponds to virgin ta-C and the
colored spectra are obtained after the irradiation with 30 keV Ga+ ions. The ion fluence increases from
the bottom to the top and the dashed curves show the fits for the sp2 and the sp3 peak. (b) sp3 contents
calculated from the XPS spectra. The orange line indicates the value for a fluence of 5× 1016 cm−2.
two Voigt functions (see the two dashed lines in each spectrum in figure 5.8a), which consist
of a Lorentzian and a Gaussian content. Virgin ta-C, shown as black curve, gives an intensity
maximum in the binding energy at 284.8 eV and the XPS peak is asymmetrically broadened to
lower binding energies. This is caused by a low-intense sp2 peak and a high-intense sp3 peak,
characteristic for high-density ta-C. Going from the bottom to the top, the colored curves show
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a shift and a change in shape of the XPS peak with increasing Ga+ fluence. Upon irradiation,
the intensity maximum of the XPS signal shifts to lower binding energies, which is due to a
decreasing sp3 peak and an increasing sp2 peak. This clearly shows the continuous transition of
the sp3 rich ta-C into mainly sp2 hybridized a-C upon the Ga+ irradiation.
Mérel and coworkers [105] proposed the direct evaluation of the sp3/sp2 ratio from the areas
under both fit curves. This procedure was applied to calculate the sp3 content in dependence on
the ion fluence, which is presented in figure 5.8b. The XPS spectra of virgin ta-C delivers a value
of 0.67 and is thus close to the sp3 content of 0.72, estimated from the film density (see table
3.1). The increase of the Ga+ fluence continuously decreases the sp3 content, which saturates at
approximately F = 1× 1015 cm−2. Note, that XPS is very sensitive to carbon contaminations
on the surface, which can cause significant errors in the obtained binding energies and peak
intensities. An error of ±15 % for the direct evaluation of the hybridization state of carbon atoms
by XPS is reasonable and the presented data give only a rough estimation of the sp3 content.
It should be pointed out that it is high likeley that carbon contaminations will shift the XPS
results to a lower sp3 content, hence C atoms in adsorbed organic species are expected to be
mainly sp2 hybridized. Nonetheless, the XPS analysis delivers two important results. First,
the sp3 content reaches a minimum at F ∼ 1× 1015 cm−2 and the XPS spectrum undergoes no
significant changes for higher Ga+ fluences. Consequently, the XPS investigations show that the
ion induced rehybridization of carbon saturates around 1× 1015 cm−2, wich was predicted by the
swelling-height model. Second, a significant sp3 content of ∼ 0.36 remains in the film after the
rehybridization saturates. It is expected that XPS overestimates this value and the residual sp3
content is assumed to be below 20 %, which is a common value for sputtered a-C films [104].
Note that the sp3 to sp2 conversion was also confirmed by electron energy loss spectroscopy
(EELS) for different Ga+ irradations. The EELS spectra exhibited an increase of the sp2 content
with increasing ion fluence and a saturation of the rehybridization at a fluence of 1× 1015 cm−2.
This supports the XPS results but, however, a quantification of the sp3 content from the EELS
data was not performed because no adequate reference sample was availabele. The quantification
of EELS spectra relies on the measurement of a reference specimen that consists of 100 % sp2
hybridized, totally disordered carbon, which is not the case for pure graphie or highly ordered
pyrolytic graphite (HOPG).
Taking the above considerations into account, the evolution of a low-resistivity sp2-rich layer in
the ta-C film during ion bombardment undergoes different stages that are illustrated in figure 5.9.
Small graphitic clusters are produced in the early stage of the irradiation (figure 5.9a). These
clusters are growing in size and form a connected sp2 carbon network (figure 5.9b) at a Ga+
fluence around 1× 1015 cm−2. The creation of sp2 carbon is therefore completed at a fluence
comparable with common values for the amorphization of crystalline solids by Ga+ ions. Further
irradiation causes an increase of the a-C layer thickness and also induces an additional resistivity
decrease that is not related to the rehybridization of carbon atoms (figure 5.9c). Significant
sputtering occurs at a fluence of ∼ 1× 1017 cm−2 and the graphitic layer is driven into the ta-C
film (figure 5.9d). Once the converted layer has consumed the underlying ta-C, it reaches the
insulating SiO2 interlayer and higher fluences lead to its erosion (figure 5.9e). Note that the
sheet resistance measurements in this regime are influenced by errors due to the graphitic edge
regions of the structure, like it was previously discussed.
The XPS measurements confirm the predictions of the swelling height calculations and the
sp3 to sp2 conversion of carbon atoms saturates at a low Ga+ fluence. The fluence range that is
subjected to the conversion of the carbon matrix is thus named in the following the rehybridization
stage. However, the electrical measurements show that the film resistivity decreases further at
higher fluences, whereas no additional sp2 sites are created. Consequently, the ion induced phase
transformation comprises the rehybridization stage and a stage in which the electrical properties
of the once established sp2 carbon matrix are further improved. The questions that remain is how
ion irradiation of ta-C can lower the resistivity for fluences above 1× 1015 cm−2 and what are
5.1. Electrical resistivity of as-implanted ta-C 65
ta-C
ions
SiO  substrate2
ions
graphitic cluster
increasing fluence
(a) (b) (c) (d) (e)
Figure 5.9.: Evolution of sp2 sites in ta-C during ion irradiation. (a) Creation of graphitic clusters, (b)
connected sp2 carbon network, (c) a-C layer with some residual sp3 carbon sites, (d) saturation of the ion
incorporation and (e) erosion of the a-C layer.
the dominating mechanisms within this second stage of the phase transformation. Additionally,
the second exponential decrease of RS in figure 5.7b gives clear evidence for a third mechanism,
becoming dominant above a fluence of 4× 1016 cm−2.
5.1.4. The effect of different ion species
In order to explain the high-fluence behavior of RS, first the different factors that influence the
resistivity of ion irradiated ta-C have to be considered. It is assumed that foremost rehybridized
carbon atoms contribute to the resistivity lowering. At high fluences, effects regarding the
incorporation of primary ions in the target matrix have to be taken into account. Implanted Ga
ions can either contribute to the resistivity decrease with their metallic property or they can bond
to carbon atoms and act as dopants. The former represents an additional extrinsic conduction,
which would be the case if the incorporated ions form precipitates, which even can agglomerate
to a percolated metallic layer. Doping of ta-C on the other hand, relies on the replacement
of C atoms in the a-C matrix by the implanted species. This was achieved by several groups
during ta-C film deposition. Veerasamy et al. [166] and Robertson and Davis [167] successfully
incorporated nitrogen atoms in a ta-C matrix and decreased the film resistivity about several
orders of magnitude, whereas the sp3/sp2 ratio remained unchanged. Boron and phosphorus
doping of ta-C was reported as well [125,168]. Ronning et al. [125] concluded that a high impurity
concentration in the order of a few atomic percent is necessary for all dopants to achieve a
significant electrical activation. These high concentration values are comparable with the doping
of amorphous Si and emphasize the low doping efficiency in amorphous networks in general.
Even tough, Ga-doping of ta-C was not reported, it cannot be excluded that the incorporation
of high amounts of Ga can shift the Fermi level or increase the density of localized states. This
assumption arises from the electron configuration of Ga, hence it is a group III element like B
and could consume an electron after its incorporation in a matrix consisting of group IV C atoms.
The high-fluence implantation of Ga+ results in concentrations that exceed 10 at-%, e. g. for
30 keV Ga+ ions, the concentration profile maximum at a fluence of 5× 1016 cm−2 is ∼ 20 at-%.
Therefore, a partial activation of Ga atoms cannot be excluded at this high concentration level.
It should also be pointed out that, in case of Ga segregation, the occurrence of chemical reactions
between Ga and C may occur. This could influence the composition of the carbon matrix and
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thus its electrical properties.
Any resistivity measurement yields an overall, integral value that reflects the superposition
of all above mentioned effects. These are in summary, the phase transformation, an extrinsic
metallic conduction, doping of the carbon matrix and chemical reactions between implanted
material and carbon (see figure 5.10 for a schematic illustration). It can be considered as almost
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Figure 5.10.: Influence factors for the resistivity of ion irradiated ta-C.
impossible to distinguish between the single contributions to the overall measured resistivity.
To overcome this drawback, RS measurements of ta-C irradiated with different primary ion
species at the same ion energy of 30 keV were compared. The mass separated FIB system
IMSA-100 provides a variety of primary ions, which can be applied to the FIB lithography of
VDP structures. This was realized by combining the benefits of the NVision 40 CrossBeam R©
with the mass-separated IMSA-100 FIB system as follows: First, the VDP structure periphery
was fabricated by the NVision 40 with 30 keV Ga+ ions for all structures and second, the central
cross was irradiated with the element and the fluence of choice by the IMSA-100. This procedure
is schematically illustrated in figure 5.11. The ion column of the IMSA-100 FIB system was
operated with two different LMAIS sources. Au+, Ge+ and Si+ ions were extracted from the
ternary alloy Au77Ge14Si9 and Bi+ ions from a source filled with the binary alloy Ga38Bi62. VDP
structures were fabricated with different primary ions and fluences, all with an ion energy of
30 keV.
The fluence dependence of the sheet resistance for all investigated ion species is shown in
figure 5.12. A comparison between the single RS curves provides an insight into the influence
of the ion mass, the introduction of extrinsic conduction by incorporated ions, the presence of
doping and chemical effects on the overall resistivity of ion irradiated ta-C. The ion masses in
atomic mass units (amu) are shown in the legend of figure 5.12. A clear tendency of a lower sheet
resistance for the irradiation with heavier ions can be derived from the graph. This holds for all
fluences except of the irradiation with Ga+ ions at very high fluences. A higher ion mass results
in a higher nuclear stopping power, a higher amount of displaced target atoms per unit path
length and a shorter projected range in the ta-C layer. SRIM simulations were performed in order
to quantify the different nuclear stopping behavior for each ion species. Figure 5.13a illustrates
that Sn is higher for heavier primary ions in comparison with lighter ions. Hence, the stopping
power is the energy loss per unit length, heavy elements deposit more energy in a smaller volume
than light elements. The mass-dependence of the stopping power directly determines the depth
profile of displaced target atoms, shown in figure 5.13b as the rate of created vacancies per Å
and ion with respect to the target depth. 30 keV Bi+ and Au+ ions create more than three times
the damage of Si+ ions in the surface near regions. On the other hand, the projected range
Rp of Si+ ions is higher compared to heavier ions and a greater depth range is affected by the
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Figure 5.11.: (a) SEM image of VDP structures with alignment marks. (b) - (e) Scheme of the VDP
structure fabrication with the mass separated FIB IMSA-100. (b) Ga+-FIB lithography of the VDP
structure periphery and milling of an alignment mark by the NVision 40. (c) Positioning of the IMSA-100
FIB column on the alignment mark by FIB secondary electron imaging (FIB SE imaging). (d) Positioning
of the FIB to the VDP structure. (e) FIB lithography of the central cross.
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Figure 5.12.: Sheet resistance of ion irradiated ta-C in dependence on the ion fluence and different
primary ions at 30 keV energy.
Si+ irradiation. This is of importance in terms of the RS measurement, because RS is indirect
proportional to the evolved a-C layer thickness. As it was already mentioned, the measured
sheet resistance for the Ga+ irradiation cannot be exclusively related to the total amount of
ion induced target damage. This conclusion is supported by the vacancy depth profiles because
the integral of these profiles, which gives the total number of created vacancies per ion, does
not significantly differ between heavy and light ions. Table 5.1 lists the total number of created
vacancies per ion and the full depth range of the target damage for different primary ions with
Eion = 30 keV. The irradiation with Ge+ ions results in the highest number of vacancies per ion,
Table 5.1.: Nuclear damage creation in ta-C (SRIM simulation).
Eion = 30 keV Bi+ Au+ Ge+ Ga+ Si+
vacancies per ion 256 257 270 263 206
total depth range (nm) 21 22 37 38 59
but the achieved RS decrease is well below that of the Bi+ implantation. Nonetheless, the RS
curves for Bi+, Au+, Ge+ and Si+ clearly indicate that the resistivity is related to the ion mass.
Two main consequences can be derived from this fact: The strong influence of the ion mass on
the resistivity can only be explained by the phase transformation in ta-C, hence other parasitic
effects like doping, extrinsic metallic conduction or chemical reactions should be, in general,
mass-independent. The second conclusion is that the ion induced evolution of the sp2 carbon
phase is influenced by the deposited energy density, due to the significant difference between the
impact of heavy and light ions at the same energy.
However, these considerations are not consistent with all investigated elements. Most revealing
for separating different influencing factors on the resistivity is the comparison between Ga+ and
Ge+ ions. Both elements have a similar mass and are almost identical in terms of stopping power,
vacancy creation and the total depth range of displaced target atoms. This is clearly illustrated
by the overlap of the Ga+ and the Ge+ curve in both graphs in figure 5.13. Furthermore, both
ions result in the same deposited energy density. The RS measurement, on the other hand, shows
a much lower sheet resistance for the Ga+ irradiation. This behavior can be the result of either
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Figure 5.13.: SRIM simulations for 30 keV ion irradiations of ta-C. (a) Nuclear stopping power in
dependence on the ion energy for several ions and (b) the corresponding vacancy depth profiles.
an additional resistivity lowering by the Ga+ implantation or a mechanism that hampers the
evolution of a well-conducting sp2 carbon phase during the Ge+ irradiation. The only possibility
how Ge incorporation can counteract the phase transformation is the bonding between Ge and
C atoms, resulting in the formation of an electrical insulating GeC phase. No evidence for
such a behavior was found by XPS measurements at Ge+ implanted ta-C. In contrast, more
factors indicate an additional resistivity lowering by the incorporation of Ga: First, Ga atoms
can dope the ta-C matrix, which is not possible for the group IV element Ge. Second, metallic
Ga has a resistivity of ∼ 1.4 × 10−5 Ωcm, being several orders of magnitude lower than the
room temperature resistivity of ∼ 500 Ωcm for the semiconducting Ge. Third, the low melting
temperature of Ga (29.5 ◦C) is an outstanding material property that differs from the other
investigated elements. It is usually accompanied by a high mobility of Ga atoms in many solids
and can cause fundamental differences in the local arrangement of the implanted material in
comparison with other ion species.
Above all, the fluence dependence of RS for the Ga+ irradiation in figure 5.12 suggests the
presence of an additional resistivity lowering that is not prominent for the other ion species: The
curve progressions reveal a quite similar qualitative fluence dependence of RS for Si+, Ge+, Au+
and Bi+ ions. The Ga+ curve does not fit into this picture. First, the RS decrease flattens up to
F = 4× 1016 cm−2 but goes not into saturation. In contrast, RS decreases again exponentially
in the fluence range of 5× 1016 cm−2 to 1× 1017 cm−2. Second, the minimum value of RS is
significantly lower than in case of the irradiation with Bi+ and Au+ ions. The saturation of the
sheet resistance for every irradiation originates from the supersaturation of the target matrix
with implanted ions at a certain fluence. Higher fluences yield the erosion of the layer. Owing the
mass dependence of the sputtering yield (see subsection 2.1), the fluence that corresponds to the
point of saturation is smaller for heavier ions compared to lighter ions. Sputtering occurs for Si+
at ∼ 6× 1017 cm−2, for Ge+/Ga+ at ∼ 1× 1017 cm−2 and for Au+/Bi+ at ∼ 5× 1016 cm−2 (the
values are taken from TRIDYN simulations). In general, this means that ta-C can be stronger
irradiated with Ga+ ions than with Bi+ or Au+ ions. However, this does not explain the low
saturation value of RS for the Ga+ irradiation because the saturation impurity concentration is
equal to that for Ge+ ions and the Ge+ curve saturates at a much higher RS.
The change of the Ga+-curve progression around 4× 1016 cm−2 and the low minimum value of
RS clearly indicate the onset of a mechanism that additionally decreases the resistivity compared
to the other ion species. It has to be pointed out that figure 5.7b previously revealed the onset
of such a new mechanism for F > 4× 1016 cm−2. The comparison with other primary ions now
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Figure 5.14.: Sheet resistance in dependence on the fluence. The data points show RS values of ta-C,
irradiated with 30 keV Ge+, Ga+ and Bi+ ions and the lines correspond to fit functions.
shows that this is a unique feature of Ga+ implanted ta-C. In order to support this, several
mathematical expressions were applied to correlate F with RS for every element. The best fit is
achieved by a modified exponential function in the form of RS = exp(a · F−b). This expression
can be understood as an empirical relationship between RS and the fluence F and with the
factors a and b having no physical background. However, the function reproduces all dependences
RS = f(F ), except for the Ga+ implantation, in a good approximation. Furthermore, it fits nearly
perfect to the RS curve of Ga+ up to the fluence of 4× 1016 cm−2. Afterwards, the proceeding
curve progression fits exponentially. This is shown in figure 5.14 for the irradiation with Ge+,
Ga+ and Bi+ ions. All blue curves are in a qualitative agreement indicating a common physical
origin of the resistivity decrease. The green exponential fit for the high-fluence region of the Ga+
data illustrates the occurrence of the additional resistivity lowering.
Comparing sheet resistance values with the background of investigating the evolution of a
conducting a-C layer in the ta-C film suffers from the influence of the a-C layer thickness. As
pointed out previously, the irradiation with light primary ions affects a larger volume in the ta-C
layer compared to heavy ions and results thus in a higher thickness d of the evolving a-C layer
(see figure 5.13b). Additionally, this layer broadens during the irradiation, which is due to the
Gaussian shaped profile of displaced target atoms. Higher ion fluences increase the damage at
the profile tail in a greater depth, whereas the damage near the surface comes into a saturation
(see figure 5.7a). This influences the measure of RS, hence RS∝ d−1. In principle, the sheet
resistance can be converted into the more meaningful measure of the specific resistivity ρ by
multiplying RS with d. However, this is complicated due to the dependence of d on the fluence
and the ion mass. An alternative way is the irradiation of a thin ta-C layer with a thickness
of 21 nm (sample ta-C:SiO2:21). The total depth range affected by the implanted ions exceeds
the layer thickness for all investigated primary ions with Eion = 30 keV and the volume of the
convertible ta-C is thus constant. The restriction of the conducting layer thickness allows further
the conversion of the RS values into the resistivity ρ. This was done by multiplying RS with a
thickness of 30 nm, which is the sum of the initial ta-C thickness and a swelling of 9 nm. The
swelling height results simply from the assumption that the ta-C layer is fully converted into a-C
with a density of 1.92 g cm−3. Taking into account that the rehybridization stage is completed at
∼ 1× 1015 cm−2, this approach results in correct values for higher fluences. Figure 5.15 shows the
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Figure 5.15.: Resistivity of ion irradiated ta-C in dependence on the fluence. The RS data were converted
into ρ under the assumption of a conducting a-C layer thickness of 30 nm. The solid lines show fit functions.
resistivity of the irradiated thin ta-C layer in dependence on the ion fluence for several primary
ions at 30 keV energy. The graph reveals no significant qualitative differences between the fluence
dependence of ρ and RS. Thus, the a-C layer thickness d has only a minor influence on the
overall sheet resistance and the measure of RS is appropriate for comparing different irradiation
conditions. However, figure 5.15 gives a more representative picture of the sp2-rich a-C layer
evolution during the irradiation. This is not least due to the increase of the resistivity at high
fluences, which marks the onset of significant sputtering. All curves were fitted with the modified
exponential function except the high-fluence Ga+ data which fits exponentially.
5.1.5. Low temperature resistivity – The peculiarity of gallium
The picture that emerges from the comparison between different primary ions is a special behavior
for the case of the Ga+ implantation at high fluences. The correlation between F and RS was
found to be qualitatively comparable between all elements and Ga+ for F < 5× 1016 cm−2. As it
was pointed out, the separation of the different resistivity lowering mechanisms is a complicated
task. However, taking into account the above results, it is reasonable to assume that implanted
Ga+ ions introduce an extrinsic metallic conduction or lead to doping of the carbon matrix or
both, at F ≥ 5× 1016 cm−2. A possible restriction of these two mechanisms to the high-fluence
regime can be confirmed by measuring the temperature dependence of the sheet resistance. A
detailed discussion on the conduction in disordered amorphous systems was given in section 2.3.
It was mentioned that the current transport at low temperatures in amorphous semiconductors,
as well as in ta-C, is based on variable range hopping (VRH). Mott’s law predicts an exponential
increase of the resistivity with T−n and n = 1/4. It was also pointed out that several groups
reported other exponents like 1/3 or 1/2 for ta-C. Observing a temperature dependence of RS
for irradiated ta-C in the form of RS ∝ exp(T−n) would reveal a conduction via hopping in the
disordered sp2-rich carbon.
The sheet resistance was measured for temperatures ranging from 2 K up to 300 K on ta-C,
irradiated with Ga+ ions at F = 2× 1016 cm−2 and F = 1× 1017 cm−2 and with Au+ ions at
F = 2× 1016 cm−2 (Eion = 30 keV). It is reasonable to compare Ga with Au because Au atoms are
not able to dope the ta-C matrix and additionally, hence Au is a noble metal, any chemical Au-C
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Figure 5.16.: Temperature dependence of the sheet resistance for ta-C irradiated with Ga+ and Au+
ions at 30 keV. The plot shows the logarithm of RS versus T−1/2 and the lines are linear fits.
bonding can be excluded. The logarithm of the obtained RS values is plotted versus T−1/2 in
figure 5.16, from which linear regimes for ln(RS) can directly be addressed to a current transport
by VRH with n being 1/2. This is observed for the irradiations with F = 2× 1016 cm−2 for both,
Ga+ and Au+ ions. Consequently, it can be concluded that the conduction, in both cases, is
governed by the transformed ta-C matrix and other resistivity lowering effects play a secondary
role. The decrease of ln(RS) beyond the VRH correlation at temperatures above 100 K is due
to thermal activated hopping, as it was discussed in section 2.3. In contrast, the high-fluence
implantation with Ga+ ions reveals a different behavior. Thermal activation starts already at
10 K and the resistivity decrease with T is stronger compared to the other data. This indicates
the release of charge carriers that are frozen out at lower temperatures, which can originate from
doping or radiation induced defects. On the other hand, RS is approximately independent on
the temperature below 10 K. An explanation for that and for the low sheet resistance in general
is a residual metallic conduction, introduced by the high amount of implanted Ga. Furthermore,
it is evident that the current transport mechanism in Ga+ implanted ta-C changes at higher
fluences. In this regard, the data give hints for both, doping of the carbon matrix by Ga atoms
and the introduction of an extrinsic metallic conduction.
Considering the fluence dependence of RS, it stands to reason that metallic conduction
dominates the high-fluence behavior of the Ga+ implanted layer. The clear observed turning
point in the curve progression around a fluence of 5× 1016 cm−2 marks the onset of the additional
resistivity decrease. Implanting the ta-C with higher fluences results in a monotonic, exponential
decrease of RS (see figure 5.14). Doping can hardly be ascribed to this behavior because doping
of ta-C by Ga atoms, even if less effective, should not show such a clear onset. Furthermore, the
Ga concentration at the implantation profile maximum is already ∼ 20 at-% for the fluence of
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5× 1016 cm−2. Incorporating much more Ga cannot enhance the doping as strong as it would
be required by the observed resistance decrease. Note that for such high concentrations, the
incorporated atoms cannot be considered as solved impurities. A more adequate description
of the implanted ta-C can be given by assuming an alloy of metallic Ga and sp2-rich a-C.
It is very likeley that phase-segregated Ga contributes with its metallic behavior once it has
formed a connected network of Ga precipitates. The critical parameter, in this regard, is the
percolation threshold Np, giving the concentration at which Ga precipitates agglomerate into a
long-range connectivity. The change of the resistivity behavior is thus expected to be caused
by the transition from Ga nucleation to spinodal decomposition (see subsection 2.1.4). This
is expected for the implantation of 30 keV Ga+ ions at F ≥ 5× 1016 cm−2, which accounts for
both, the proceeding exponential decrease of RS and the absence of this behavior for the other
ion species: First, the incorporation of Ga above Np simply increases the amount of metallic
impurities. Second, the percolation process is supported by the low melting temperature of Ga
(29.5 ◦C), which leads to liquid and highly mobile Ga phases during the irradiation process. A
schematic representation how the current transport is promoted in Ga+-rich a-C at different
fluences is given in figure 5.17. In summary, a distribution of soluted Ga atoms is expected for
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Figure 5.17.: Current transport in Ga+ implanted ta-C. The images illustrate irradiated ta-C at different
fluences. (a) Conduction via hopping in a-C, (b) tunneling between Ga precipitates and (c) metallic
conduction in a connected Ga network for a fluence above the percolation threshold.
moderate implantation fluences (figure 5.17a) and the conduction obeys VRH in the sp2 carbon
phase. The formation of precipitates at higher fluences (figure 5.17b) promotes a conduction
via tunneling between single Ga clusters. Exceeding the percolation threshold at a fluence of
∼ 5× 1016 cm−2 (figure 5.17c), long-range connection between the implanted Ga (percolated
network) and thus a metallic conduction can occur. It is assumed that the fluence window for
the intermediate state between Ga solution and percolation is small. This is due to the absence
of an intermediate fluence behavior of RS, which could, in this case, be attributed to conduction
assisted by tunneling between Ga precipitates.
In order to point out the different behavior of Ga, a comparison with the implantation of high
Au+ fluences is helpful. Au has a lower metallic resistivity (2.2× 10−6 Ωcm) than Ga but the
percolation threshold should be much higher due to its lower mobility. Strobel et al. reported the
formation of Au precipitates and clusters in Au+ implanted fused silica [169]. Even though, such
structures can lower the resistivity, the current transport is then expected to be via tunneling
between single Au clusters. An exponential temperature dependence of RS would be expected
in this case, which might be superimposed with the thermal excitation regime of the Au curve
above 100 K (see figure 5.16). Nonetheless, a long-range percolation between Au clusters is not
expected due to the absence of metallic conduction.
Finally, the fluence dependence of the sheet resistance of ion irradiated ta-C will be concluded
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as follows: The conversion of the mainly sp3 bonded ta-C network into an sp2 carbon phase is
related to the ion induced damage. This rehybridization stage is subjected to a strong decrease
of RS with increasing fluence, but the sp3 to sp2 conversion saturates for the implantation
with 30 keV Ga+ ions at a fluence of approximately 1× 1015 cm−2. Implanting ta-C with higher
fluences yields a further decrease of the sheet resistance that can only be attributed to ion
induced modifications of the established sp2-rich a-C matrix. The decrease of RS is weakened
and the sheet resistance saturates for the irradiation with Si+, Ge+, Au+ and Bi+ ions, once
sputtering becomes prominent. A comparison between the irradiation with ions of different
masses reveals that the deposited energy density is the main factor that determines the resistivity
of the evolving sp2 carbon layer. Two additional special features were observed for the case of
the Ga+ implantation: First, the Ga+ irradiation shows an enhanced resistance decrease in the
fluence range from 5× 1016 cm−2 to 1× 1017 cm−2. This effect was ascribed to a change in the
current transport mechanism from VRH to metallic conduction and some doping. The transition
is caused by the high concentration of implanted Ga, coupled with its low melting temperature
and the associated high mobility of incorporated Ga atoms. Owing this, RS of Ga+ implanted
ta-C decreases to a minimum value that is below that one of all other irradiations. Second, Ga+
irradiation at low fluences lowers stronger the resistivity of ta-C than the Ge+ implantation. This
is surprising because the ion masses of Ga and Ge are similar and parasitic effects like doping or
metallic conduction can be excluded for the case of Ga+ irradiations below F = 5× 1016 cm−2.
However, it seems rather likely that Ga+ ions are causing stronger modifications of the sp2
carbon phase than Ge+ ions. Further investigations have to be done in order to give a more
detailed explanation for this behavior.
5.2. The effect of annealing
Ta-C has shown to be resistant against thermal treatment up to a temperature of 1100 K. A
ta-C layer is thermally stable if it does not show changes in terms of the resistivity and the
microstructure after annealing up to the transition temperature TC. Kalish et al. [116] reported
that TC decreases with the sp3 content and that the thermal stability of a-C with 40 at-% sp3
carbon does not exceed 400 K. Annealing ta-C films above TC results in thermal graphitization
via phase transformation into a graphite-like structure. Owing the high thermal stability of
sp3-rich ta-C, conducting structures made by FIB lithography can be further graphitized by
annealing, whereas the electrical insulation of the surrounding ta-C is maintained.
In order to determine TC of the investigated samples, two contact pads were fabricated by
Ga+-FIB lithography on the ta-C layer. The irradiation conditions were Eion = 30 keV and
F = 5× 1016 cm−2 and the lateral distance between both pads was 20µm. Measuring the IV
curve between the isolated contact areas delivers a resistance of 1.6× 1011 Ω, which corresponds
to the virgin ta-C. The sample was then treated by rapid thermal annealing (RTA), which is a
short time thermal treatment with halogen lamps. This process consists of a 10 s ramp-up to
430 ◦C and a constant temperature period of 8 s followed by the cool-down (in the following: RTA
at 430 ◦C for 8 s). The ta-C resistance remained unchanged at 1.6× 1011 Ω after this treatment.
A second RTA procedure was performed at 530 ◦C for 8 s, which yields a drop of the ta-C
resistance to 5× 107 Ω. This dramatic loss of the ta-C insulation of about 4 orders of magnitude
clearly indicates the occurrence of thermal graphitization and thus, the transition temperature
lies in the range of 430 ◦C<TC< 530 ◦C. It has to be pointed out that this value corresponds
only to thermal stability in terms of the resistivity.
The same ta-C sample containing VDP structures that were investigated in the previous
subsection was annealed by RTA at 430 ◦C for 8 s and subsequently characterized by VDP
measurements to derive RS. Note that annealing also affects the VDP structure periphery but
the elimination of any contact resistances by the VDP method neglects this effect. Figure 5.18
shows the RS curves for the implantation with Ge+ and Au+ ions at 30 keV for the as-implanted
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Figure 5.18.: Sheet resistance of ta-C irradiated with Ge+ and Au+ ions. The open symbols correspond
to the as-implanted state and the closed symbol values were obtained after annealing the sample by RTA
(430 ◦C, 8 s).
state and after the annealing by RTA. In general, the RTA process decreases RS several orders
of magnitude for the irradiation with all investigated ion species. For reasons of clarity, the
presented results are reduced to the case of Ge+, which induces a rather weak resistivity decrease
and to Au+, which induces strong resistivity decrease. The open symbols in figure 5.18 represent
the data for as-implanted ta-C, which were already presented in figure 5.12. The comparison
between data from as-implanted structures with annealed structures shows that the RTA process
is less efficient at higher fluences to achieve a sufficiently low resistivity. For the case of Ge+, the
resistivity lowering by RTA exceeds a factor of 500 at F = 1× 1015 cm−2 and RS saturates to a
value of ∼ 104 Ω/2, which is one order of magnitude lower compared to the as-implanted state.
Au+ implanted ta-C shows the same qualitative behavior of RS after annealing but, in contrast,
RTA does not change RS for the highest Au+ fluence.
The effect of annealing on the sheet resistance reveals some conclusions: The resistivity
decrease is dominated by the phase transformation of the carbon matrix and other effects (see
figure 5.10) play a secondary role. This is due to the fact that Ge is neither able to dope ta-C
nor it can introduce a significant amount of an extrinsic conduction. Consequently, the lowering
of RS by RTA is due to modifications in the conducting a-C matrix via thermal graphitization.
Furthermore, the resistivity depends strongly on the microstructure of the sp2 carbon phase,
which can be deduced from the saturation in the rehybridization stage at low fluences. Although,
the XPS measurements were only performed for Ga+ irradiated ta-C, it is highly likely that
the saturation fluence for the rehybridization is equivalent to the case of Ge+, because of the
correlation between the sp3 to sp2 conversion with the nuclear damage (see chapter 4). The effect
of RTA for fluences beyond the rehybridization stage can thus only be explained by structural
modifications in the established sp2 carbon phase. However, it cannot be excluded that annealing
also contributes to the resistivity lowering by the conversion of residual sp3 atoms into sp2 carbon.
The XPS results revealed that high-fluence irradiated ta-C still consists of some sp3 carbon sites.
Even though, the thermal graphitization can induce a further rehybridization, this effect on the
resistivity would be equivalent for all fluences above the rehybridization stage, which means in
turn that the RS decrease at higher fluences has to be promoted by structural changes.
Some features of the curve progressions in figure 5.18 require additional considerations: The
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minimum value of RS is decreased by annealing for the Ge+ irradiation, which cannot be
achieved in case of Au+ ions. This indicates that the phase transformation process induced by
heavy ion irradiation saturates at lower fluences and no further resistivity decrease is observable
after annealing. Consequently, the strong influence of the deposited energy density on the
phase transformation is supported because high Ge+ fluences are not sufficient to reach the low
resistivity of Au+ irradiated ta-C. Moreover, in the high-fluence region from 7× 1016 cm−2 to
1× 1017 cm−2 of the Ge+ irradiation, RTA results in an increase of RS with F . In oder to explain
this effect, the processes during the annealing of amorphous carbon are illustrated in figure 5.19.
A ta-C matrix with a high sp3 content is shown in figure 5.19a. Heating this system up to a
temperature T ∗ that is below TC does not induce structural changes. This thermal stability
arises from the stabilizing sp3 carbon network. Hence, TC depends on the sp3 content, a-C with
much more sp2 sites is affected by thermal graphitization during annealing because T ∗ now
exceeds TC (see figure 5.19b). The conversion from sp3 into sp2 carbon takes place, accompanied
by the clustering of sp2 sites, which was confirmed by Kalish and coworkers [116]. Comparable
to the thermal graphitization of a-C is the thermal treatment of ion irradiated ta-C. The ion
induced phase transformation yields an a-C matrix consisting of mostly sp2 hybridized sites and
implanted ions. The clustering of the sp2 phase during the implantation process is expected to
proceed only up to a certain degree. The annealing temperature T ∗ is well above TC and the
thermal graphitization promotes the phase transformation and the formation of graphitic clusters.
Consider now the case of ta-C implanted with a very high ion fluence (F > 7× 1016 cm−2), as
illustrated in figure 5.19c. Thermal graphitization affects the structural properties and promotes
the sp2 clustering but the high amount of incorporated ions tends to inhibit the formation
of large sp2 carbon clusters. This can explain the inverse fluence dependence of RS in the
range of 7× 1016 cm−2 < F < 1× 1017 cm−2 for the Ge+ curve after annealing. A high Ge+
fluence results in a pronounced phase transformation but if the concentration of incorporated
Ge exceeds a certain value, it hampers the evolution of large graphitic clusters during RTA.
Impurity concentrations slightly below this threshold value allow the evolution of large graphitic
clusters (see figure 5.19d) and the rearrangement processes of sp2 atoms are not significantly
disturbed by the implanted material. It has to be pointed out that these considerations address a
high-fluence phenomena, which gives a possible explanation of the inverse behavior of RS for the
Ge+ implantation at F > 7× 1016 cm−2. The proposed mechanism should be strongly affected
by the diffusivity of the implanted species in the layer. It is assumed that highly mobile impurity
atoms do not hamper the thermal graphitization even at high concentrations.
Any kind of annealing procedure is characterized by the thermal budged, determined by
temperature and annealing time. From the viewpoint of improving the electrical properties of
FIB made microstructures, the annealing temperature T ∗ is restricted to TC of the ta-C film.
However, the thermal budged can be also increased by applying longer annealing times. RTA is a
short time annealing process, designed for applying a thermal budged with high temperatures and
steep temperature ramps. In order to evaluate the effect of a longer annealing time, as-implanted
structures have been annealed in vacuum (VA) at 300 ◦C for 1 h. It has to be pointed out that a
comparison between the absolute temperatures of the RTA and the VA process is not simple.
This is due to technical issues on the measure of temperature during thermal processes. The RTA
apparatus measures the temperature at the backside of a silicon wafer, which acts as a carrier for
the sample. This is done by a pyrometer, calibrated for the temperature range of 500–1200 ◦C
and the measurement can thus consist of significant errors for temperatures below 500 ◦C. In
case of the VA, the sample was mounted on a heater in the IMSA-100 FIB machine and the
annealing temperature was measured by a PT-100 resistance sensor, placed on the sample heater.
In this regard, the VA process suffers from the great influence of the thermal contacts of the
sample and the PT-100 with the heater. Heat conduction is largely reduced due to the low
chamber pressure and the measured temperature of the PT-100 sensor can significantly differ
from that of the sample. Moreover, a proper determination of the thermal budged during RTA is
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Figure 5.19.: Annealing of amorphous carbon. (a) A sp3-rich ta-C matrix withstands annealing below
TC, (b) shows the thermal graphitization of a-C and (c) and (d) illustrate the effect of annealing on ion
implanted ta-C.
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complicated because it relies on the accurate monitoring of the temperature during the stages of
ramp-up, temperature hold and cool-down. The pyrometer measurement can only be carried out
for temperatures above an onset of 230 ◦C, which is insufficient for this task. In contrast, the
long annealing time during VA moderates the importance of the ramp-up and cool-down stages
because a steady state is assumed after the long annealing time of 1 h.
Figure 5.20 shows the sheet resistance of ta-C, irradiated with 30 keV Au+ ions for the as-
implanted state and after subsequent annealing by RTA and VA. Note that two different samples
were used for the RTA and the VA experiment, respectively. At low fluences, the VA treatment
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Figure 5.20.: Sheet resistance of ta-C in dependence on the ion fluence after 30 keV Au+ irradiation.
The curves correspond to the as-implanted state and to samples that were annealed by RTA and in a
vacuum chamber.
agrees with RTA and both thermal budgets reach a steady state for F = 1× 1016 cm−2. VA is
more effective at higher fluences and the RS value of the Au+ irradiation with 5× 1016 cm−2 is
significantly lower than after the annealing by RTA. An explanation for this behavior is the above
mentioned effect of a reduced formation of large graphitic clusters by the incorporated material.
This effect can be neglected for fluences below 1× 1016 cm−2 and the short annealing time is
sufficient to achieve a high degree of clustering in the sp2 phase. Annealing of a carbon matrix
with more impurities is less effective and yields isolated small graphitic clusters (see 5.19c). On
the other hand, the phase transformation and clustering can proceed to a higher degree for the
longer annealing time during the VA process. A structural rearrangement of carbon atoms into a
more graphite-like phase can also be supported by the diffusion of Au atoms upon this timescale,
which would be much less pronounced during RTA.
The annealing of ta-C, irradiated with Au+ ions at 5× 1016 cm−2 over a long time in the
vacuum chamber, yields a RS value that is lower than the minimum value of the as-implanted
sample. Consequently, the assumption that the resistivity of ta-C irradiated with heavy ions and
high fluences cannot be further decreased by annealing does not hold. The observed lowering of
RS in high-fluence Au+ implanted ta-C indicates that applying a sufficiently high thermal budged
causes structural modifications of the sp2 phase that cannot be induced by ion irradiation.
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5.3. Irradiation at elevated substrate temperatures
Annealing is capable to improve the electrical properties of FIB implanted microstructures in
ta-C. However, the thermal stability of the virgin layer restricts the annealing temperature.
The above mentioned results of the decreasing sheet resistance of Ge+ and Au+ irradiated ta-C
illustrate that the incorporation of primary ion affects the thermal graphitization. High impurity
concentrations are proposed to counteract the rearrangement of the sp2 carbon phase and the
optimization to a graphite-like structure during annealing. In this regard, annealing is quite
limited in order to achieve a sufficient resistivity lowering.
The strong influence of the deposited energy density on the phase transformation indicates
that the local temperature significantly affects the evolution of the graphitic phase. The overall
damage, created by heavy and light ions does not considerably differ, like it was shown in table
5.1. Nonetheless, the high deposited energy density, caused by heavy-ion impacts results in a
more pronounced excitation of phonons and an increase of the local temperature around the ion
impact. A quantification of the local temperature rise in the collision cascade of a single ion
impact is complicated. It relies on the determination of a certain volume in which the ion energy
is deposited, on the heat capacity of the target material and on its heat conduction. In the
following, the temperature increase in ta-C around an ion track will be estimated by a simplified
approach. It is assumed that the full primary energy is deposited in a cylindric volume V , which
is defined by Rp, ∆Rp, the lateral projected range RL,p and the lateral straggling ∆RL,p (see
figure 5.21). The cylinder volume can be written as:
R  + 2 DRp p
R  + 2 DRL,p L,p
Ion
ta-C surface
temperature
increse DT
E  = 30 keVion
+Si
+ +Ga /Ge
+ +Au /Bi
DT (K)
21.7
114.8
492.9
Figure 5.21.: Ion energy deposition in a cylindrical volume. The cylinder dimensions are estimated with
the values of the projected range and the straggling, perpendicular (Rp, ∆Rp) and parallel (RL,p, ∆RL,p)
to the surface. The values in the table show calculations of the temperature increase ∆T according to eq.
(5.9).
V = 2π(RL,p + 2∆RL,p)2 · (Rp + 2∆Rp). (5.8)
SRIM simulations yield the values of the projected range and the straggling. The temperature
increase caused by the deposition of a certain amount of energy into this volume depends on the
heat capacity c. Only little data about the heat capacity of amorphous carbon are available and
the values are wide-spreaded from 100 to 800 Jmol−1 K−1 [170]. Hakovirta et al. showed that c
of a-C:H films increases with the sp2 fraction and the hydrogen content [171]. Hence, irradiated
ta-C consists of predominantly sp2 bonded carbon atoms, a value of c = 710 J mol−1 K−1,
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corresponding to graphite, is chosen for the calculations. By using the atomic density of ta-C
(ρta-C = 1.35× 1023 cm−3), the value of c is converted into the atomic heat capacity cat in eV/K.
The temperature increase ∆T in the cylinder is then given by
∆T = Eion
cat · ρta-C · V
. (5.9)
Calculations of ∆T according to (5.9) were performed for 30 keV ion impacts in ta-C. The data
are presented in the small table in figure 5.21. Note that the above calculations are based on
rough assumptions. The temperature dependence of the heat capacity and the influence of the
incorporated material on c were neglected. Moreover, any heat conduction was not considered.
Thus, the values of ∆T , given in figure 5.21 represent an estimation of the local temperature
rise in the collision cascade, instantaneously after the ion impact. The timescale at which ∆T
is present, is expected to be in the order of ps, according to the thermalization stage during
ta-C film growth (see subsection 2.3.2). Nonetheless, regarding the mentioned simplifications,
two results can be concluded from the ∆T calculations: First, the local temperature increase,
induced by 30 keV ion impacts is moderate and lies in the range of several hundreds of K. Second,
∆T increases for the investigated ions with increasing ion mass by a factor of ∼ 25. Therefore,
the different behavior of light ions compared to heavy ions at the same energy can be explained
by the mass dependence of the temperature increase, which is caused by an increased deposited
energy density for higher ion masses.
If the phase transformation can be driven thermally by the transient heat supply from ion
impacts, the elevation of the substrate temperature during the irradiation should promote
its efficiency. In order to proof this assumption, the resistance of irradiated structures was
investigated with respect to the substrate temperature Thot. Therefore, a series of two adjacent
contact pads were pre-structured by Ga+-FIB lithography on a ta-C film (see the gray squares in
figure 5.22a). Afterwards, the sample was transferred to the IMSA-100 apparatus and mounted
on a heatable sample holder. The substrate was then heated to a temperature Thot of 350 ◦C and
two resistors were fabricated by implanting a 5µm wide connection between the two pads with
30 keV Bi+ ions. These two-terminal structures were fabricated with a fluence of 1× 1014 cm−2
and 1× 1015 cm−2, respectively (orange and blue stripes in figure 5.22a). Afterwards, Thot was
decreased in steps of 50 K and again two resistors were made at each temperature from 350 ◦C
down to room temperature (RT). This procedure ensures that all contact pads were treated
with the highest temperature of 350 ◦C and further, that each resistor is not treated with a
temperature above its corresponding Thot. The ion implantation under an elevated substrate
temperature is named in the following the hot implantation. The resistance R for each structure
was obtained from the measured IV-curves and is plotted versus Thot in figure 5.22b. Both curves
show a remarkable resistance decrease with increasing substrate temperature. Moreover, the
resistance lowering by the hot implantation shows no temperature threshold. This is consistent
with the assumption of a continuous increase of the temperature in the collision cascade with
increasing Thot. A temperature threshold would reveal the occurrence of an additional thermally
activated process with an activation energy that is lower than the energy deposition by ions at RT.
Consequently, it can be concluded that the phase transformation is a thermally driven process
that gathers energy from impinging ions. The comparison between the different ion fluences
gives further insight into fundamental interactions: Low-fluence irradiations (blue curve) show
resistances that are 3-4 orders of magnitude higher than the high-fluence values (orange curve).
Additionally, the blue curve shows a continuous resistance decrease with increasing Thot, whereas
the orange curve goes into saturation around 350 ◦C. This is consistent with the rehybridization
stage of the phase transformation: An irradiation with the fluence of 1× 1014 cm−2 results in the
partial rehybridization of carbon atoms. The implanted layer still consists of a majority of stable
sp3 carbon sites. These sites can undergo a thermal induced conversion to sp2 hybridized carbon
and this process gets more effective at higher temperatures. In contrast, an almost complete
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Figure 5.22.: (a) Fabrication of two-terminal resistors by Ga+-FIB lithography and the implantation of
30 keV Bi+ ions at elevated substrate temperatures. (b) Resistance of a 5µm wide resistor structure in
ta-C made by the implantation of 30 keV Bi+ ions at a substrate temperature of Thot.
rehybridization of the ta-C matrix is expected for the higher fluence of 1× 1015 cm−2. Increasing
Thot can only weakly contribute to the resistance decrease by an additional sp3 to sp2 conversion
and higher substrate temperatures promote instead the improvement of the structural properties
of the evolving sp2 carbon phase. The point at which R saturates indicates the temperature that
is sufficient for an optimal graphite-like arrangement (in the following mentioned as the saturation
temperature). A further increase of Thot does not effect the electrical properties anymore. It
is obvious that the temperature in the collision cascade of an ion impact is simply the sum
of ∆T and Thot. Taking into account the transient temperature increase of ∆T ∼ 500 K at
each Bi+ ion impact, an overall local temperature in the collision cascade of ∼ 850 ◦C can be
reached if the sample is thermally heated to 350 ◦C. This high temperature exceeds TC, which
limits the temperature of ex-situ annealing. Therefore, the temperature threshold for the phase
transformation can be significantly lowered in case of in-situ sample heating during the ion
irradiation and ion-assisted conversion of ta-C into a-C becomes more efficient in this case.
In the following, the resistivity decrease by the hot implantation will be compared with that
of as-implanted and ex-situ annealed samples. Hot implantations of VDP structures with 30 keV
Au+ and Ge+ ions were performed at Thot = 300 ◦C. Figure 5.23 summarizes the sheet resistances
for the as-implanted ta-C , irradiated ta-C after annealing by RTA and for the hot implantation.
For the case of Au+ ions, the hot implantation decreases RS two orders of magnitude compared to
the as-implanted state, like it was expected from figure 5.22b. A tremendous resistivity lowering
that exceeds 4 orders of magnitude is achieved for the Ge+ irradiation. Beyond this results, the
graph illustrates some remarkable features of the hot implantation: First, RS decreases below
the values achieved in the case of ex-situ annealing by RTA and the hot implantation reveals
minimal RS values for both primary ions. Second, the influence of the ion fluence on RS vanishes
for hot implantations at F > 1× 1016 cm−2 and third, the implantation of both ion species yields
almost equal sheet resistance values. The lower RS values for the hot implantation compared to
ex-situ annealing by RTA can be explained as follows: Annealing affects the microstructure of
irradiated ta-C and causes the clustering of sp2 sites, which contributes to the resistivity lowering.
The same processes occurs dynamically during the hot implantation. The existing temperature
is considered to be higher than for the annealing by RTA because it is the superposition of
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Figure 5.23.: Sheet resistance of ta-C irradiated with 30 keV Ge+ and Au+ ions. The solid lines
correspond to the as-implanted state, the dashed curves to subsequent annealing by RTA (430 ◦C, 10 s)
and the dotted lines are for the irradiation at a substrate temperature of 300 ◦C.
Thot and ∆T from the ion impact. Additionally, a high impurity concentration can hamper the
structural rearrangement of the sp2 carbon phase during annealing. The hot implantation does
not suffer from this effect because the high overall local temperature and the associated high
mobility of atoms in the matrix contribute to the clustering of sp2 carbon during its creation.
This accounts also to the second observed effect of a vanishing fluence dependence of RS for the
hot implantation. Once, F is sufficient to fully destroy the ta-C matrix, the sp2 carbon phase
evolves in an optimal, graphite-like arranged network. Thus, further increasing the ion fluence is
less effective for lowering the resistivity.
However, the overlap of the RS curves between the Au+ hot implantation and the Ge+ hot
implantation is surprising. The deposited energy density of Au+ ions is comparable to that of
Bi+ ions and Thot of 300 ◦C is thus close to the saturation temperature (see figure 5.22a). This is
not the case for Ge+ and the Ge+ irradiation should yield higher RS values, hence ∆T is much
smaller than for Au+ ions. An overlap of both curves is only expected if Thot has already reached
the saturation temperature for the Ge+ irradiation. The observed behavior can be explained by
the larger thickness of the a-C layer for Ge+ irradiated ta-C, which shifts RS to lower values
compared to the Au+ bombardment. Additionally, both experiments, the hot implantation of Bi+
ions (figure 5.22) and the hot implantation of Ge+ and Au+ ions (figure 5.23) were performed in
different experimental runs and on different samples. Slight variations in mounting the sample
on the heater can easily cause variations of the temperature in the order of ±50 K. Consequently,
a higher substrate temperature during the Au+ and the Ge+ irradiation compared to the Bi+
irradiation cannot be excluded. It is expected that Thot had already reached the saturation
temperature for the Ge+ irradiation.
Comparing the processes implantation at RT, hot implantation and ex-situ annealing is critical
in terms of the thermal budged. In case of the hot implantation, it cannot be clearly distinguished
between an in-situ annealing during the irradiation and an ex-situ annealing during the slow
temperature decay in the sample. Even if the the heater is switched off immediately after
the implantation, the irradiated structure is still subjected to a significant thermal budged.
Moreover, performing several hot implantations on the same substrate results in different ex-situ
annealing times for each irradiated area. The first processed structures are treated with the
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longest annealing time. In order to investigate the influence of this additional ex-situ annealing,
hot implantations with 30 keV Au+ ions were performed for several fluences and the substrate
temperature was then maintained at 300 ◦C for 1 h after the last irradiation was completed.
This ensures a thermal equilibrium and hence, the irradiation time of all structures is  1 h,
an almost equal thermal budged can be assumed. This process is called in the following hot
implantation + VA. For reasons of clarity, an overview of all applied thermal processes is given
in figure 5.24. In order to compare these different thermal treatments, the sheet resistances
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Figure 5.24.: Overview of the thermal processes applied to ion irradiated ta-C. The baseline of the
temperature corresponds to room temperature and the dashed box marks the timescale of the ion
implantation.
for the implantation with Au+ ions are presented in figure 5.25. The graph includes values
from as-implanted structures, from irradiated structures after annealing by RTA and VA as well
as from both mentioned hot implantation processes. The hot implantation data (filled orange
symbols) overlaps with the hot implantation + VA data (open orange symbols), which reveals
that a steady state of the phase transformation is already reached within a few seconds after the
hot implantation. Note that this is also the case for the high fluence of 5× 1016 cm−2, whereas
the annealing results differ between RTA and VA. As pointed out, it is impossible to separate the
dynamic in-situ annealing during the irradiation from the ex-situ annealing during the cool-down
of the heater. Nonetheless, if the heater is switched off immediately after the FIB processing (hot
implantation), the ex-situ annealing is fast and stresses the implanted areas with a low thermal
budged somehow comparable to RTA. Consequently, the similarity of RS at F = 5× 1016 cm−2
for hot implantation and hot implantation + VA is a strong indicator that the slow temperature
decay plays a minor role during the phase transformation. Comparing the data from VA with the
hot implantation allows further conclusions: The VA curve yields higher RS values for all fluences
than the hot implantation. At high fluences, this may be due to a less impact of annealing on
the target matrix, which is caused by high impurity concentrations as previously discussed (see
figure 5.19c). However, the low fluence of 1× 1014 cm−2 yields a maximum concentration of
Au ions around 0.1 at-% and is thus insufficient to counteract structural arrangements. This
emphasizes the high impact of the substrate temperature on the phase transformation, because
annealing with T ∗ = Thot is less effective than the hot implantation. The reason for that is, on
the one hand, the higher overall temperautre (Thot +∆T ) for the hot implantation and on the
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Figure 5.25.: Sheet resistance of ta-C irradiated with 30 keV Au+ ions. The data are from as-implanted
structures and after a certain thermal treatment (see figure 5.24 for details).
other hand, the higher efficiency of the in-situ annealing, caused by the higher mobility of atoms
in the carbon matrix.
At this point it is beneficial to compare the hot implantation with the conditions during
the growth of ta-C films. Section 2.3 discussed in detail the requirements for the formation
of tetrahedrally oriented amorphous carbon with a high content of sp3 hybridized atoms. The
subplantation of low-energetic C+ ions around 100 eV is essential to gain a high sp3 concentration
in the film. At higher C+ ion energies, the formation of sp3 carbon is suppressed and an increased
amount of sp2 was revealed. Moreover, it was discussed that the substrate temperature is a
second important parameter for the promotion of sp3 bonding. No high-density ta-C can be
fabricated, if the substrate temperature exceeds ∼ 200 ◦C and the sp3/sp2 ratio reaches zero
around ∼ 300 ◦C [113]. From this viewpoint, the following conclusions can be derived: Virgin
ta-C is thermally stable upon annealing below TC. Energetic ion impacts effectively break σ bonds
between sp3 carbon atoms and the target matrix is damaged via nuclear collisions. Displaced
carbon atoms rearrange themselves afterwards into a thermodynamically stable phase, which
accounts for the strong influence of the substrate temperature in both cases, film deposition and
ion implantation. The relaxation of carbon recoils after the ion impact is thus comparable to the
relaxation stage during ta-C growth. Higher substrate temperatures during the implantation
promote a more graphite-like phase, whereas a randomly oriented amorphous sp2-rich a-C is the
result for lower temperatures. The local arrangement and bonding of carbon atoms is then frozen
in and remains stable if the substrate temperature is decreased to RT after the implantation.
Besides the nuclear damage creation, ion impacts are able to increase the local temperature
due to a high energy deposition density, which promotes the phase transformation. Finally,
the presented investigations allow further to conclude that ion induced phase transformation
and chemical ordering is substantially a thermally driven process. Ions create the initial state
of a damaged carbon matrix with broken σ bonds, whereas the sp2 carbon phase evolution is
governed by the temperature, whether introduced by ions, by annealing or both. The following
table summarizes of the minimal achieved sheet resistances of ta-C after ion irradiation and
thermal treatment. Note that no flux dependence was observed for all the experiments.
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Table 5.2.: The sheet resistance in Ω/2 of ta-C after ion irradiation and thermal
treatment.
treatment / ion species Si+ Ge+ Ga+a Au+ Bi+
ion irradiation 1.7× 106 7× 104 3× 102 2× 103 2× 103
ion irradiation + RTAb 2.5× 105 5× 103 3× 102 2× 103 -
ion irradiation at 300 ◦C - 4× 102 - 4× 102 -
a metallic conduction due to Ga percolation
b RTA at 430 ◦C for 8 s

6. The microstructure of irradiated ta-C
In the previous chapter, the phase transformation in ta-C was intensively studied from the
viewpoint of the electrical properties. The resistivity decrease at low fluences can be ascribed to
the sp3 to sp2 conversion but irradiating ta-C beyond the complete rehybridization results in a
further decrease of the sheet resistance RS of about several orders of magnitude. Moreover, the
electrical properties can be improved by annealing or by increasing the substrate temperature
during the implantation (hot implantation). Owing this, the phase transformation process was
separated into the rehybridization of carbon atoms and a second mechanism, which causes
structural modifications of the established carbon matrix. It was assumed that annealing as
well as high-fluence heavy ion irradiation yields a rearrangement of sp2 carbon atoms to a more
graphite-like orientation. Ion induced phase transformation is thus proposed to comprise a
rehybridization stage (sp3→ sp2 conversion) and a rearrangement stage (ion induced ordering).
The swelling investigations clearly show that the rehybridization can be attributed to nuclear
damage. In contrast, the resistivity lowering during the rearrangement stage does not correlate
with the amount of displaced target atoms. It was carried out that the temperature is the
important influence factor on the resistivity decrease at higher fluences and the ion induced
phase transformation was thus categorized as a thermally driven process. However, evidence for
the rearrangement stage was only given so far by the comparison between RS of as-implanted
areas and after ex-situ annealing. The following chapter is subjected to the microstructure of
irradiated ta-C and presents investigations for structural modifications in the sp2 carbon phase
caused by ion irradiation and thermal treatment.
Foremost, it has to be pointed out that the term microstructure refers to the short-range
ordering of carbon atoms and the structural arrangements discussed here are of an elongation
within the sub-nm to nm scale. However, it is quite common to address the atomic arrangement
in carbon films as the microstructure. It is well known that the electrical properties of carbon
materials are dominated by the structural orientation of sp2 hybridized carbon sites. This is not
least emphasized by the large gap between the resistivity of sp2-rich a-C (∼ 1 Ωcm [131]) and
graphite powders (∼ 10−4 Ωcm [172]). In case of ta-C, it was carried out that the film resistivity
can behave independently of the sp3 content [113,173], which demonstrates the influence of the sp2
phase on the electrical properties. Investigations about the disorder, clustering and localization
effects in a-C by Carey and Silva [174] revealed that the electronic properties are defined by the
size of sp2 carbon clusters and the current transport was described by cluster-cluster interactions
via a hopping mechanism. Sullivan and coworkers [175] modeled the electrical resistance in
ta-C by thermally activated conduction along linkages or chains between sp2 hybridized atoms.
This also indicates that the film microstructure rules the electronic properties. Clusters of sp2
hybridized carbon are assumed to reduce the activation energy for the current transport and
their spatial extension and volume density define the hopping distance. Moreover, the occurrence
of clustering in the sp2 phase during annealing of ta-C was confirmed by Kalish et al. [116] within
their thermal stability investigations. In summary, it can be concluded that the resistivity of
amorphous carbon is much more sensitive to the microstructure of the sp2 carbon phase than to
the sp3/sp2 ratio.
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6.1. Raman investigations of ion irradiated ta-C
6.1.1. Fundamentals of Raman spectroscopy on amorphous carbon
The microstructure of a solid film is given by the local arrangement of matrix atoms and by the
entity of all bonds between them. In a single or polycrystalline lattice, this situation is quite
simple due to the restriction of bond lengths and bond angles to certain fixed values. However,
amorphous systems represent a much more complicated case. All bonds form a variety of different
types, strengths, angles and lengths and furthermore, the amorphous network can be either
homogeneous or composed of sites with a different degree of ordering.
An appropriate method for the investigation of the microstructure is based on the excitation
of vibrational states. Evaluating the mode spectrum of the matrix vibrations gives an insight
into the local arrangement of single atoms and their bond orientations. One of the established
techniques in this case is Raman spectroscopy, which is named after C. V. Raman, who firstly
discovered “A new type of secondary radiation” in 1928 [176]. During a Raman measurement,
the target matrix is exposed to laser light with a wavelength of λ = λ0 and responses in three
different scattering modes, schematically illustrated in figure 6.1. All scattering processes have
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Figure 6.1.: Schematic illustration of the scattering processes during laser excitation.
the excitation to a virtual energy state V in common. V is characterized by a short lifetime
and relaxes to a lower energy state. Rayleigh scattering occurs if the target is excited from the
ground state N0 to a virtual state V and relaxes back to N0. The wavelength of the backscattered
laser light equals λ0. Stokes scattering is characterized by the relaxation from V to a certain
vibrational energy state N1, which has a longer lifetime. The energy of backscattered laser light
is obviously reduced by N1−N0. This shifts λ to higher values (λ = λ0 + x). The counterpart of
this process is the excitation from a vibrational state N1 to V and the relaxation back to the
ground state N0, which is anti-Stokes scattering. In this case, the energy of backscattered light is
enhanced by N1−N0 and λ decreases to λ0 − x. The value of x is the Raman shift, usually given
in units of wavenumbers cm−1 and carries the information about the vibrational energy state.
During a Raman investigation, the spectrum of backscattered laser light is analyzed in a detector
that commonly consists of a charge-coupled device (CCD). Rayleigh scattering represents the
large majority of the three mentioned processes and the intensity of backscattered laser light
with λ0 is usually several orders of magnitude higher than for the Stokes or anti-Stokes reflexes.
Note that there exist more Raman-active modes than atomic vibrations. In principle, laser light
can also induce the excitation of rotational states or spin-flip transitions of electrons. Rotational
states are reserved for freestanding molecules with higher degrees of freedom in liquids or gaseous
compounds. They can be excluded from the investigation of solid materials. Spin-flips are only
observable under the effect of an external magnetic field and are neglected in the subsequent
considerations as well. Further note, that the scope of this section is on the interpretation of
Raman spectra and thus, the reader is referred to [177–179] for a detailed description of the
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theoretical fundamentals of Raman spectroscopy.
In case of a single crystalline solid, the Raman spectrum consists of sharply defined peaks at
certain wavenumbers that correspond to the vibrational modes of the lattice atoms. E. g. single
crystalline silicon shows a first-order Stokes-peak at ∼ 520 cm−1 and a second order peak at
∼ 950 cm−1, while excited with a laser wavelength of 488 nm [180]. Optical vibrational modes
of the lattice can be attributed to these Raman shifts. On the contrary, Raman scattering in
amorphous solids reveals much broader features. No sharp peaks are observable due to the
absence of crystallinity and the spectrum consists of Raman bands, elongated over a certain
wavenumber range. Each Raman band can be addressed to the vibrational mode of a certain
atomic arrangement within the amorphous matrix and thus to the microstructure. The band
width originates from the large spatial size of the excited volume in comparison with the short-
range order of structural features. The excited volume is determined by the focal spot size of
the laser on the sample surface and by the information depth of the Raman signal. Common
values for the exposed area are in the order of mm2 or µm2, if the laser is further focused with
an objective. The layer transparency at λ0 obviously defines the information depth of Raman
signals and the spatial volume of the excitation can expand to µm3 for films with a high optical
transparency. Consequently, every Raman signal reflects an integral value of excitations from
the entity of microstructural formations in the sample. Structural features of the same type
contribute with slightly different frequencies via bond length and bond angle variations, which
broadens the Raman shift of a certain mode to a Raman band. This is of importance, because
it emphasizes the limitation of Raman spectroscopy: To discriminate between short-range and
long-range ordering can only be done by comparing the band width of different spectra. Consider
structural features with a certain Raman mode and of a very short elongation, embedded in
a matrix with a Raman inactive structure. It is hard to reveal from the Raman spectrum of
such a sample, whether if these structures are homogeneously distributed or if there are sites
with different volume concentrations of ordered structures. Changes in the Raman spectrum are
expected if the structural features form clusters. In general, the clustering of sites can promote
an increase of the structures elongation or the formation of new atomic arrangements, giving rise
to other Raman modes.
Taking these considerations into account, Raman spectroscopy of amorphous solids is a
highly complex method and a serious amount of effort has to be made in order to evaluate the
microstructure from Raman bands. The interpretation of Raman spectra relies, above all, on the
knowledge of all possible Raman-active modes and furthermore, some assumptions for the solids
composition have to exist. Nonetheless, visible Raman (VIS-Raman) spectroscopy has proven to
be the method of choice for getting insight into the microstructure of carbon materials and, in
particular, amorphous carbon. An introduction will be given in the following about features of
Raman spectra from ta-C and a-C films, which is essential for a correct understanding of the
Raman investigations of irradiated ta-C, presented in the next section.
One of the first fundamental works of Tuinstra and Koenig in 1970 [181] on the Raman spectrum
of graphite already provided data from heat treated micro crystalline graphite, comparable to
some forms of a-C. Natan et al. [183] investigated the structure of glassy carbon in 1974 and
Wada et al. [184] utilized Raman spectroscopy in combination with other techniques to verify the
form of diamond-like threefold coordinated amorphous carbon . Later on, Knight and White [182]
came up with a comparison between Raman spectra of diamond, graphite and several forms of
amorphous carbon in 1989. To get a better understanding of the Raman bands of amorphous
carbon, it is helpful to consider first the spectra of the single crystalline carbon allotropes.
Figure 6.2 shows Raman spectra of single crystalline diamond, single crystalline natural graphite
and of commercially available graphite with a lower quality than the natural grown pendant. The
diamond spectrum consists of a single sharp peak at 1332 cm−1, which originates from a single
first order phonon mode (see [182] for details). Natural grown graphite shows a Raman peak at
1575 cm−1, arising from two Raman-active modes that can be addressed to the in-plane motion
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Figure 6.2.: Raman spectra of diamond, natural graphite and commercial graphite. The data are
from [181] and [182].
of carbon atoms within each single honeycomb layer. Due to the fact that adjacent planes can
vibrate with the same phase or opposite phases, the energy separation of both modes is very
small and not observable in single crystalline graphite [181]. The peak at 1575 cm−1 originates
from the overlap of the two modes. Tuinstra and Koenig observed a second Raman feature at
1355 cm−1 in the sample mentioned as commercial graphite. They concluded that this mode
is forbidden in a perfect and infinite (or sufficiently large) graphite crystal but it arises in the
presence of small crystallites or boundaries of large crystallites. This is of importance because it
relates the Raman peak at 1355 cm−1 to imperfections and irregularities in the graphite crystal
structure.
The continuous development of ta-C deposition techniques was closely intertwined with
the application of VIS-Raman spectroscopy in order to characterize the film microstructure
[113,116,173,185,186]. However, most results are not beyond a qualitative comparison between
certain spectra and, in some cases, false conclusions were drawn in terms of quantitative measures,
extracted from Raman spectra. The most prominent case for that is the calculation of the sp3/sp2
ratio from VIS-Raman spectra, which is only appropriate under very defined conditions and leads
otherwise to incorrect values. Owing the merit of Ferrari and Robertson and their fundamental
work on the “Interpretation of Raman spectra of disordered and amorphous carbon” [107], the
evaluation of Raman measurements at ta-C and a-C has improved a lot. Consequently, the
fundamental conclusions of their work and of other previous investigations will be briefly reviewed
in the following.
VIS-Raman spectroscopy at carbon materials is much more effective in probing sp2 sites than
sp3 sites. In detail, the cross-section of sp2 hybridized atoms was reported to be 50–523 times
higher than for sp3 carbon [184, 187], which is due to the preferential excitation of π states
by visible light. Probing sp3 states requires more energy and relies on ultra-violet excitation
(UV-Raman spectroscopy), which is not treated here. With respect to the signal-to-noise ratio,
it can be summarized that VIS-Raman only provides reasonable informations from sp2 sites.
This fact has to be carefully considered for the interpretation of Raman spectra and it can be
interpreted as advantage as well as disadvantage of the VIS-Raman technique. On the one hand,
no information can be gained about the sp3 phase but on the other hand, VIS-Raman is the
method of choice for examining the microstructure of the sp2 carbon phase. In this regard,
the presence of π states clearly separates Raman spectra of amorphous carbon from those of
amorphous semiconductors like a-Si, where π states are absent. The interaction between π
orbitals exceeds adjacent atoms and π states can delocalize, while forming a conjugated system,
which is not the case for σ states. Owing this delocalization, π states give rise to long-range
forces and π bonding is enhanced if the orbitals are aligned parallel to each other. This is the
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case for aromatic rings of sp2 hybridized atoms in micro-crystalline graphite and in graphitic
clusters.
A typical spectrum of amorphous carbon is presented in figure 6.3. The two prominent
observable features are the D band around 1360 cm−1 and the G band, lying in the range of
1500–1630 cm−1. The G band originates from the vibrational G mode of carbon atoms, which is
illustrated on the right side of figure 6.3. It has E2g symmetry and is also mentioned to be the
graphite (G) mode. The G mode describes the relative motion of carbon atoms and is located for
pure graphite at 1575 cm−1 (see figure 6.2). It is only restricted to the in-plane stretching of
bonds and can be excited in all sp2 sites, including even-numbered and odd-numbered aromatic
rings as well as chains of C atoms with various lengths. In contrast, the D mode is restricted to
the presence of aromatic rings, which is emphasized by the mode of motion, shown on the left
side in figure 6.3. This vibrational motion with A1g symmetry can be describes as the expansion
and contraction of aromatic sixfold rings and is thus also called the sp2 breathing mode. The
D mode is forbidden in perfect single crystalline graphite, whereas the feature at 1355 cm−1 in
the low-quality commercial graphite (see figure 6.2) can be ascribed to this vibrational state.
Like it was concluded by Tuinstra and Koenig [181], observing a D band in graphite reveals
imperfections in the crystal structure and for that reason it was named the disorder (D) mode.
In literature, several methods were applied for fitting the Raman bands of amorphous carbon.
Ferrari and Robertson [107] concluded that the best results are achieved by using the Breit-
Wigner-Fano (BWF) lineshape for the G band and, if required, an additional Lorentzian for
the D band. The asymmetric shaped BWF curve describes the intensity I as a function of the
frequency ω according to
I(ω) =
I0 ·
[
1 + 2(ω−ω0)Q·Γ
]2
1 +
[
2(ω−ω0)
Γ
]2 , (6.1)
where I0 is the peak intensity, ω0 is the peak position, Γ is the FWHM and Q is the coupling
coefficient. Q defines the skewness of the function and the divergence from the symmetric
Lorentzian lineshape, which is recovered for Q−1 → 0. Both fit functions, the BWF (blue) for
the G band and the Lorentzian lineshape (orange) for the D band, are represented by the dashed
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lines in figure 6.3. This fitting procedure was applied by McCulloch [23, 188] for spectra of
ion irradiated glassy carbon and ta-C and by Prawer [185] for as-deposited a-C films. It was
shown that the BWF lineshape is in excellent agreement with sp3-rich ta-C and represents the
best alternative to the fitting procedure with two Gaussians. Ferrari and Robertson treated the
sensitivity of the fit parameters peak intensity, peak position, FWHM and the coupling coefficient
to film properties and furthermore to the entire microstructure. It was revealed that the most
meaningful measures for quantifying Raman spectra are the position of the G band (Pos(G)) and
the intensity ratio between D band and G band (I(D)/I(G)). Kalish [116] also showed that the
coupling coefficient Q changes significantly if carbon films undergo a certain thermal treatment.
Based on the quantification of a variety of carbon samples via the measures Pos(G) and
I(D)/I(G), Ferrari and Robertson developed the three-stage model [107]. It provides a phe-
nomenological description of the transition from single crystalline graphite over nanocrystalline
graphite (nc-g) to a-C and finally ta-C. This transition is interpreted as a schematic variation of
Pos(G) and I(D)/I(G), mentioned as amorphization trajectory. A perfect and infinite sheet of
graphite represents the initial point of this trajectory. Four defect types are defined: Clustering in
the sp2 phase, bond disorder, the presence of aromatic sp2 rings and the sp3/sp2 ratio. The intro-
duction of these defects leads to the variations of Pos(G) and I(D)/I(G) along the amorphization
trajectory, which describes the transformation from graphite to ta-C in three different stages.
This is illustrated in figure 6.4a and the three stages are marked by the transition from graphite
to nc-g (1), nc-g to a-C (2) and a-C to ta-C (3). Note that the measure of I(D)/I(G) refers to the
peak heights and not to the areas under both Raman bands. During the continuous transition
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Figure 6.4.: (a) Amorphization trajectory after Ferrari and Robertson [107]. The graph shows the
schematic variation of the G band position Pos(G) and the intensity ratio between D and G band I(D)/I(G)
obtained from Raman spectra of different carbon samples. (b) Ordering trajectory, which causes hysteresis
cycles.
from perfect graphite to nc-g in stage 1, I(D)/I(G) increases due to the formation of graphitic
crystallites, which give rise to the D band intensity. This is consistent with the considerations
of Tuinstra and Koenig, who correlated the I(D)/I(G) ratio with the size of graphitic clusters.
In terms of Pos(G), it was pointed out that the band position not really shifts and instead, a
second D’ band evolves around 1620 cm−1 according to small grains. This broadens the band
around Pos(G) asymmetrically to higher wavenumbers and thus shifts the band maximum. Stage
2 is subjected to a further increase of the disorder in the system. The amount of nonsixfold
rings increases, which lowers I(D)/I(G) down to zero for completely randomly arranged a-C.
Additionally, the decrease of Pos(G) can be addressed to an increase of the bond disorder. Finally,
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the sp3 content increases in stage 3 and the sp2 atoms are forced to arrange in chains. Higher
vibration frequencies are introduced by olefinic C=C double bonds and contribute to the rise of
Pos(G).
In the frame of this work, a consideration of the stages 2 and 3 is highly meaningful because
it proposes the variation of the Raman spectrum during the ion induced transition from ta-C
to a-C and to a certain form of nc-g. Although, the amorphization trajectory describes the
way from graphite to ta-C, the possible inversion of this process by ion irradiation or unfiltered
deposition was already considered in [107]. This was mentioned as an ordering trajectory and it
was pointed out that such a process can show hysteresis cycles. Possible hysteresis cycles are
indicated in figure 6.4b and can be understood as a more direct transition from ta-C to nc-g, with
absence of an intermediate state of totally disordered a-C. This effect is of less importance for the
I(D)/I(G) ratio because in all cases, an increase of this measure is expected if the the sp3 content
decreases. In contrast, the behavior of Pos(G) strongly depends of the occurrence of hysteresis
cycles. Hysteresis cycles were ascribed to the interplay between sp3 to sp2 conversion and the
clustering of the sp2 phase. Following the amorphization trajectory, the transition from nc-g
to ta-C relies first on the disappearance of sp2 clusters and sixfold rings via increasing disorder
(stage 2) an afterwards, sp2 sites are converted into sp3 atoms (stage 3). On the contrary, sp2
sites can cluster during ion bombardment even if the rehybridization is not completed. This
gives a certain ordering of the sp2 phase under the presence of a significant amount of sp3 carbon
in the matrix.
The most important conclusion, derived from the three-stage model is that there exists no
unique relation between the I(D)/I(G) ratio or Pos(G) and the microstructure of carbon materials.
Single crystalline graphite with a small amount of disorder has I(D)/I(G) around zero and the G
band lies at 1575 cm−1. Ta-C with high sp3 contents can also show a high-frequency G band
and I(D)/I(G) is very small. Furthermore, the G band positions of nc-g and ta-C can be equal.
One main consequence of this is that the direct evaluation of the sp3 content from VIS-Raman
spectra relies on well defined conditions and can only be performed with acceptable errors for
homogeneous virgin films. This emphasizes that Raman spectroscopy has to be supported by
some prior examinations of the film properties such as the sp3/sp2 ratio or the electrical resistivity.
The evaluation of Raman spectra might be improved by considering other fit paramters like the
FWHM of the G band and Q. It is expected that ion irradiated ta-C fits in the stages 3 and 2
and possible hysteresis cycles have to be taken into account.
6.1.2. Raman spectra of as-implanted ta-C
In the following section, the evolution of structural changes in the sp2 phase during the irradiation
with different ion species is monitored by VIS-Raman spectroscopy. The information depth
of Raman signals in ta-C is much larger than the film thickness, which is due to the optical
transparency of ta-C in the VIS regime. This is crucial for the investigation of thick ta-C layers
after ion implantation, because the Raman signal is then a mixture, originating from damaged
and undamaged ta-C. To avoid this, all Raman measurements were carried out at thin ta-C
films with a thickness of 21 nm on a Si substrate (sample ta-C:21). All applied irradiations are
sufficient for the transformation of the full layer thickness and the Raman signal corresponds
only to damaged ta-C.
VIS-Raman spectra were obtained using a Jobin Yvon LAB Ram HR 800 spectrometer, which
is coupled to an Olympus BH2 microscope and the excitation was done with the second harmonic
of a Nd:YAG laser at 525 nm (see [189] for details). The spectral resolution was 1.5 cm−1 and
the wavenumber accuracy was 0.5 cm−1. Focusing the laser light via a 50x magnifying objective
yields a focal spot size of ∼ 1µm and allows the measurement of single FIB micropatterned areas.
The laser power was reduced to 2 mW by a pinhole aperture in order to avoid any laser induced
modifications of the ta-C films. Areas of 4× 4µm2 were implanted by FIB with 30 keV ions and
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afterwards analyzed by Raman spectroscopy. All obtained spectra were first treated with a linear
background correction and then fitted by a BWF function for the G band and by a Lorentzian
for the D band. During the fitting procedure, the parameters of both functions were released
except of the position of the D band, which was fixed at 1360 cm−1.
The focus of the following investigation is to reveal differences between the irradiation with
different ion species at several fluences and additionally, to correlate these differences with the
sheet resistance data from the previous chapter. Therefore, a comparison between the structural
properties of ta-C, irradiated with Ga+ and Ge+ ions is of high interest. Ga+ irradiated ta-C
shows a special behavior in case of the resistivity decrease if the implantation fluence exceeds
5× 1016 cm−2. This was ascribed to a change in the conduction mechanism due to the evolution
of a percolated metallic Ga layer. However, the differences between Ga+ and Ge+ are even
prominent at much lower fluences, which could not be explained by the electrical characterizations.
It is thus reasonable to compare the microstructure between Ga+ and Ge+ irradiated ta-C, which
is illustrated by the Raman spectra in figure 6.5. Each graph shows the evolution of the Raman
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Figure 6.5.: Raman spectra of (a) Ga+ implanted and (b) Ge+ implanted ta-C. The numbers are the
implantation fluences in cm−2 and the colored lines are fit functions.
spectrum with an increasing ion fluence for the irradiation with 30 keV ions. The prominent
feature around 960 cm−1 is the 2nd order Si signal and its intensity can be interpreted as a
measure of the film transparency. Although, ion irradiation damages a certain amount of the
Si substrate matrix, this assumption holds in a good approximation, because the majority of
the signal originates from the undamaged Si crystal. The virgin ta-C spectrum in both graphs
fits with a single BWF line, typical for sp3-rich ta-C. Increasing the ion fluence F changes
continuously the spectrum for both ion species in three terms: The film transparency drops, a
D band appears and rises in intensity and the G band shifts to lower wavenumbers. The loss
in transparency is as expected due to the shift of the band gap by the introduction of π states
but, however, the intensity decrease of the 2nd order Si peak cannot be fully attributed to this
process. High impurity concentrations influence the film transparency in dependence on the
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implanted ion species. Consequently, the moderation of the 2nd order Si peak is not an adequate
measure for mapping the progress of the phase transformation.
Figure 6.6 shows the obtained fit parameters in dependence on the ion fluence. The data are
examined from the fit functions, shown as orange and blue curves in figure 6.5. The D band
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Figure 6.6.: Variation of (a) the G band position and (b) the I(D)/I(G) ratio with increasing fluence of
Ga+ and Ge+ ions. The dashed lines mark the values for virgin ta-C.
position shows only slight differences between both ion species over the whole fluence range and
it continuously decreases with F . Note that virgin ta-C has a much higher Pos(G) compared to
ta-C after the irradiation with F = 1× 1015 cm−2. This indicates that the rehybridization stage
already induces significant structural changes in the sp2 phase. The I(D)/I(G) ratio also increases
for both ion species to ∼ 0.1 during the rehybridization stage. Both observations are consistent
with an ordering trajectory in stage 3 of the three-stage model. Further irradiation increases
I(D)/I(G) for both ion species, which proofs the microstructural modifications of the sp2 matrix
during the rearrangement stage. However, if a fluence of 1× 1016 cm−2 is exceeded, I(D)/I(G)
increases drastically in case of the Ga+ irradiation, whereas the slight increase proceeds for Ge+
implanted ta-C. In case of Ga+, the I(D)/I(G) ratio exceeds 0.4 at a fluence of 5× 1016 cm−2,
which is due to a strong increase of the D band and a loss in intensity of the G band. This is
absent in case of the Ge+ spectrum and I(D)/I(G) at F = 5× 1016 cm−2 is only ∼ 50 % of the
value obtained from the Ga+ implanted ta-C spectrum. Note that the D band increases for the
Ge+ implantation as well but the intensity of the G band remains high.
The above results confirm the predicted existence of the rearrangement stage and show the
continuous structural modifications during the ion induced phase transformation. However, the
structural difference between Ga+ and Ge+ implanted ta-C is remarkable. It reveals that the
stronger resistivity decrease by Ga+ ions compared to Ge+ ions is additionally accompanied by
stronger microstructural modifications of the matrix in case of the Ga+ irradiation. In detail,
the higher I(D)/I(G) ratio means that more aromatic sixfold rings of sp2 atoms are formed
and that a higher degree of clustering in the sp2 phase is achieved by Ga+ impacts. In both
cases, for the Ga+ as well as for the Ge+ implantation, Pos(G) shifts to lower wavenumbers,
which agrees with an ordering trajectory along stage 3 in the three-stage model (see figure 6.4a).
Long-elongated olefinic sp2 chains are destroyed and lower frequencies contribute to the G band.
Sp2 carbon sites arrange only in longer chains if this is enforced by the sp3 matrix and once the
sp3 content strongly decreases, these sites are free to form graphitic clusters of aromatic rings.
The transition from isolated sp2 chains into clusters of aromatic sixfold rings, confirmed by the
increase of I(D)/I(G) and the decrease of Pos(G), can be considered as a graphitization of the
microstructure, which indicates an ion induced ordering.
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However, like it was discussed in terms of the electrical properties, the energy deposition for the
implantation of 30 keV Ga+ and Ge+ ions is almost equal. The higher degree of graphitization in
case of Ga+ ions can cause the lower resistivity but the origin of this behavior cannot be explained
by differences in the deposited energy density. The Raman results of the Ge+ irradiation deliver
a low I(D)/I(G) ratio, paired with a shift of Pos(G) that is comparable to the case of Ga+ ions.
This indicates that olefinic chains are shrinked in length or destroyed but the formation of sixfold
rings and clustering is less effective than for the Ga+ implantation. Two possible explanations
will be given for this behavior that are based on an enhanced graphitization for Ga+ irradiated
ta-C: Ga precipitates can contribute with a chemical effect to the graphitization of the matrix.
Fujita et al. [190] demonstrated that liquid Ga can act as a graphitizing catalyst for amorphous
carbon. They observed the formation of a graphene stack at the narrow interface region between
a liquid Ga droplet and the a-C surface. Taking into account the low melting temperature of Ga
and its affinity to agglomerate in droplets, a catalytic graphitization is highly expected to occur
in Ga+ implanted ta-C. Although, small Ga precipitates in the carbon matrix provide no large
interface area, which inhibits the establishment of long-range ordered crystallinity, the catalytic
graphitization yields sixfold rings. The second explanation is related to the high mobility of
incorporated Ga atoms. As pointed out in section 5.2, high amounts of implanted material can
hamper the structural rearrangement of the sp2 phase. Ge atoms have a much lower mobility
in the carbon matrix and can be harder displaced by the evolving sp2 clusters. The degree
of clustering is therefore expected to be low due to the distortion of C atom rearrangements
by the immobile Ge atoms in the matrix. In contrast, growing sp2 clusters can much easier
displace highly mobile Ga impurities. To summarize, the differences in the resistivity between
Ga+ and Ge+ irradiated ta-C can be ascribed to a different microstructure, confirmed by the
Raman measurements. This is expected to be the result of both, a catalytic graphitization in the
presence of Ga precipitates and the high mobility of Ga impurities in the carbon matrix.
The electrical investigations in chapter 5 led to the final conclusion of an ion induced structural
ordering of the evolving sp2 phase. It was pointed out that this process is related to the deposited
energy density and thus, it has to be thermally driven. This was supported by an estimation of
the local temperature increase ∆T in the ion collision cascade and it was shown thereby that
∆T rises with the ion mass (see figure 5.21). Furthermore, there was evidence that structural
modifications, like sp2 clustering, dominate the resistance decrease upon the irradiation with
high fluences. Consequently, a more pronounced transformation of the microstructure is expected
for the irradiation with heavier ions. Raman spectra obtained from ta-C after the irradiation
with different ion species at 30 keV energy and with a fluence of F = 5× 1016 cm−2 are presented
in figure 6.7.The spectra in the graph are ordered from the bottom to the top with a decreasing
resistivity of the irradiated areas and with an increasing ion mass (except for the Ga+ ions).
A continuous transformation of the Raman spectrum is observable. Virgin ta-C has a BWF
shaped G band and no Lorentzian is needed for the fit. The D band rises after the ion irradiation
and I(D)/I(G) increases for heavier ions and for material with a lower resistivity. Pos(G) shifts
continuously to lower wavenumbers from virgin ta-C to the Ga+ spectrum, whereas the heaviest
ions Au+ and Bi+ show an increase of Pos(G). This might be ascribed to the occurrence of
hysteresis, while following an ordering trajectory in the three-stage model. Hysteresis was
mentioned to be the result of sp2 clustering that proceeds faster then the conversion from sp3
to sp2 atoms. However, this consideration is inconsistent with the absence of hysteresis for the
other irradiations. Higher vibrational frequencies are introduced by longer sp2 chains and such
structures are only promoted by a significant amount of sp3 carbon in the matrix. In contrast, a
very low sp3 content is expected after the irradiation with F = 5× 1016 cm−2 for all ions and
consequently, the higher Pos(G) can not originate from residual long chains of sp2 carbon. It is
rather assumed that the very high deposited energy density by Au+ and Bi+ impacts cause the
evolution of some nanocrystalline graphite-like sites. This is further investigated by transmission
electron microscopy in section 6.2 and can explain the increase of Pos(G) according to stage 2.
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Figure 6.7.: Raman spectra of ta-C irradiated with several ion species at 30 keV. The corresponding
sample resistivity decreases from the bottom to the top.
The Raman signal of ta-C has shown to undergo significant changes upon ion irradiation. The
rearrangement stage of the phase transformation describes, in this regard, the transformation
from chain-like sp2 structures into sixfold aromatic rings and furthermore the clustering of sp2
carbon sites. Disordered a-C is converted into a graphite-like material and the delocalization
of π electrons by the creation aromatic rings and the clustering contribute to the resistivity
decrease. Figure 6.7 indicates that the efficiency of the ordering mechanism correlates with the
ion mass and increases with the deposited energy density. To quantify the ion mass dependence
of the structural transformation, the I(D)/I(G) ratio was calculated from Raman spectra of ta-C,
irradiated with primary ions of a different mass. In figure 6.8, the results are plotted versus
the particle mass in atomic mass units (amu) for the fluences 1× 1015 cm−2 and 1× 1016 cm−2,
respectively. In addition to the already investigated ions, ultra-heavy Bi cluster ions were
introduced. Therefore, Bi+2 and Bi++3 clusters were extracted from the LMAIS source by the
mass separated FIB and implanted into the ta-C layer. Note that the acceleration voltage for
both cluster species was 20 kV and according to the charge state, Eion was 20 keV for the single
charged dimer and 40 keV for the double charged trimer. All other species have Eion = 30 keV.
The graph illustrates that heavy ions as well as high fluences favor the conversion of sp2 chains
into aromatic rings and promote the clustering in the sp2 phase. Owed to the different primary
energy, a comparison between the absolute I(D)/I(G) values of the monomer irradiations and
and those of the bombardment with Bi clusters is not reasonable. Nonetheless, the high values
of I(D)/I(G) for the heavy clusters clearly shows the increase of the ion induced ordering with
increasing deposited energy density.
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Figure 6.8.: I(D)/I(G) ratio of Raman spectra from ta-C irradiated with different ion species and a
fluence of 1× 1015 cm−2 and 1× 1016 cm−2, respectively. Eion is 30 keV for all elements, except Bi+2
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6.1.3. Thermally driven graphitization of the microstructure
The above Raman investigations give clear evidence that the transformation of the microstructure
by ion bombardment is the dominant mechanisms that promotes the resistivity decrease in
high-fluence irradiated ta-C. Furthermore, it was shown in chapter 5 that annealing decreases
the resistivity further of about several orders of magnitude. This was ascribed to the thermal
graphitization of the damaged carbon matrix, which occurs if the transition temperature TC
is exceeded. In case of virgin ta-C, sp3 to sp2 conversion takes place and furthermore, the sp2
sites cluster. Annealing of ion irradiated ta-C should yield a higher degree of clustering, which
can contribute to the resistivity lowering. In the following section, it is investigated how the
modification of the microstructure to a graphite-like material proceeds upon thermal treatment.
The presented results are restricted to irradiations with 30 keV Au+ and Ge+ ions, like it was
done for the electrical investigations in section 5.2.
Figure 6.9 shows an overview of Raman spectra obtained from virgin ta-C, as-implanted areas
and ex-situ annealed areas (RTA at 430 ◦C for 8 s). The colored curves show the deconvolution
of the broad Raman band into the D (orange) and G (blue) bands. No changes were observed
after annealing for the virgin ta-C, which proofs that RTA at 430 ◦C does not induces structural
modifications. In contrast, the annealing of irradiated areas induces, in all cases, a remarkable
rise of the D band and of the I(D)/I(G) ratio. Thermal graphitization takes place due to the much
lower TC of the ion implanted areas, compared to virgin ta-C. As expected, the clustering in the
sp2 phase as well as the increase of the amount of sixfold rings proceeds upon the RTA treatment.
A higher degree of clustering is also achieved for the higher implantation fluence, which is in
agreement with the corresponding sheet resistances. Annealing lowers the resistivity, but the
fluence dependence of RS is still maintained after RTA for both ion species (see figure 5.18).
Additionally, the thermal graphitization yields a similar microstructure for the Ge+ and the Au+
irradiated material, whereas the spectra of as-implanted areas differ significantly between both
ion. This is comparable to the behavior of the sheet resistance: RS values for the as-implanted
state are separated by 1–2 orders of magnitude, whereas after annealing, RS of Ge+ irradiated
ta-C is close to that of Au+ irradiated ta-C (see figure 5.18).
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Figure 6.9.: Raman spectra of Ge+ and Au+ irradiated ta-C (Eion = 30 keV) for the as-implanted state
and after RTA. The orange curves are the D bands (Lorentzian fit) and the blue curves are the G bands
(Breit-Wigner-Fano fit).
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Note that the degree of structural ordering after ex-situ annealing is not achievable by ion
irradiation. The structure of Au+ irradiated ta-C after RTA is comparable to sputtered a-C
and amorphous graphite. Even the implantation of ultra-heavy cluster ions does not yield
such drastic modifications of the microstructure for the as-implanted state. In both cases, for
the ion implantation and the annealing, the structural rearrangement of C atoms is thermally
driven. In this regard, the higher graphitization efficiency of the RTA process compared to
the ion implantation can be explained by different thermal budges for both processes. During
ion implantation, a temperature increase is introduced by the energy deposition into a volume
around the collision cascade. The overall thermal budged for the implantation is thus the sum of
many single ion impacts. Every impact locally increases the temperature in the ion track on a
timescale in the order of ps, which provides a small thermal budged for the rearrangement and
clustering processes. Furthermore, the created sp2 clusters can be destroyed again by impinging
ions during the irradiation process. The rearrangement stage can thus be understood as the
interplay between the destruction and the clustering of the evolving sp2 carbon matrix. The
achieved structural ordering has a fundamental physical limit, given by the onset of the sputter
erosion. In contrast, the target matrix is heated for a much longer time during annealing. C
atoms are free to diffuse and sp2 bonded clusters can grow uninterrupted upon time.
However, annealing by RTA causes no further decrease of the resistivity of areas irradiated with
a high Au+ fluence. Even though, Raman reveals structural changes in this case (see figure 6.9),
the proceeding clustering of the sp2 phase does not induce a significant resistivity lowering.
This behavior can be ascribed to the very high impurity concentrations in the target matrix,
as discussed previously in section 5.2. In this regard, it is revealing to investigate the effect of
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Figure 6.10.: The effect of thermal treatment on the Raman spectrum of (a) Ge+ implanted and (b)
Au+ implanted ta-C. The black data correspond to a fluence of 1× 1016 cm−2 and the blue data to
5× 1016 cm−2.
the implantation at elevated substrate temperatures (hot implantation) on the microstructure.
A tremendous decrease of RS was presented for hot implantations at 300 ◦C with 30 keV Ge+
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and Au+ ions and the resistivity lowering is already close to the saturation at a fluence of
1× 1015 cm−2 (see figure 5.23). As pointed out previously, the vanishing dependence of the ion
mass and the fluence on RS is also a remarkable feature of the hot implantation. This was
explained by a best graphite-like arrangement of the sp2 carbon phase during this process, which
will be confirmed by the following Raman results. Figure 6.10 shows a comparison between
Raman spectra obtained from as-implanted areas, annealed areas (RTA at 430 ◦C at 8 s) and
areas irradiated at 300 ◦C for the case of Ge+ and Au+ ions. The black curves in both graphs
correspond to F = 1× 1016 cm−2, the blue curves to F = 5× 1016 cm−2 and the thick lines are
the fit functions. Like it was discussed above, the as-implanted spectra for both ions differ and
the Au+ irradiation achieves a higher degree of clustering in the film. Annealing by RTA affects
the matrix via thermal graphitization but there are still observable difference between the Ge+
and Au+ high-fluence spectra. In case of the hot implantation, all presented Raman spectra are
in a qualitative agreement and furthermore, the spectra are comparable to amorphous graphite.
This is indicated by the flat plateau of the signal in the range of 1400–1500 cm−1. The coincidence
of the electrical resistivity for the hot implantation with Ge+ and Au+ ions at fluences above
1× 1015 cm−2 can thus be explained by the establishment of a similar graphite-like microstructure
with a high degree of clustering in the sp2 phase. A consideration of the 2nd order Si peak further
demonstrates that the correlation between the transparency and the microstructure is much
weaker. Although, the transparency drops in all cases with increasing degree of graphitization,
the low-fluence Au+ implanted areas show a higher 2nd order Si peak than the Ge+ irradiated
areas. On the other hand, the Au+ irradiation delivers a much lower resistivity for as-implanted
and annealed structures compared to Ge+. The black RTA curve in figure 6.10b shows a quite
high transparency paired with a high degree of sp2 clustering. This means that the formation of
a low-resistivity graphite-like sp2 carbon phase is not directly related to a high loss in the film
transparency.
6.1.4. The correlation between microstructure and resistivity
The above presented Raman investigations on the microstructure of ion irradiated and thermal
treated ta-C show that well conducting areas are characterized by a high degree of clustering
in the sp2 phase. This holds for all investigated elements and for fluences up to 5× 1016 cm−2,
where extrinsic conduction and the sputter erosion are negligible. Consequently, it is proposed
that the resistivity correlates with the film microstructure. This was carried out by plotting
the resistivity of all investigated areas, which includes the irradiation with different primary
ions, the effect of annealing and the hot implantation, versus several Raman fit parameters
(see figure 6.11). The different symbols in the single graphs indicate the primary ion species,
which were implanted in all cases with 30 keV. Furthermore, different colors indicate whether the
data was obtained from as-implanted structures (black data), from ex-situ annealed structures
(RTA at 430 ◦C for 8 s) (blue data) or from hot implantations at 300 ◦C (orange data). Equal
data symbols in each colored group correspond thus to different ion fluences. Figure 6.11a
reveals a good correlation between the resistivity and the I(D)/I(G) ratio and the coupling
coefficient Q. In general, a clear tendency is observable that areas with a lower resistivity show a
higher I(D)/I(G) ratio. Nonetheless, the data from as-implanted Au+ irradiations show a low
resistivity but a rather poor I(D)/I(G) compared to annealed structures with a higher resistivity.
This means that I(D)/I(G) correlates not in all cases with the electrical properties. Thermal
treatment like RTA or the hot implantation promotes the clustering, which explains the high
I(D)/I(G) ratios for the blue and the orange data. In other words, the influence of the degree of
graphitization on the resistivity lowering is overestimated for the thermal processes. In contrast,
the coupling coefficient Q reveals a much better correlation with ρ and |Q| continuously increases
with increasing resistivity. However, it is not easy to assign structural properties to the value of
Q because it is more likely to consider Q as a fit parameter for the BWF function. As mentioned
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Figure 6.11.: The correlation between the electrical resistivity of irradiated ta-C and its microstructure.
The symbols correspond to resistivity values for a certain implantation and the colors mark the Raman
fit parameters for the as-implanted state, subsequent annealing by RTA and the hot implantation. The
dashed lines are to guide the eye.
in the beginning, Q defines the skewness of the BWF function and a low |Q| means a strong
divergence from the symmetric Lorentzian shape. In detail, increasing |Q| gives rise to lower
frequencies that correspond to vibrational states with a lower energy. Hence, the BWF fit
corresponds to the G band, a higher intensity for lower wavenumbers can be ascribed to shorter
sp2 chains. Consequently, the transition from elongated chain-like sp2 structures to aromatic
rings has to be accompanied by a drop of |Q|. For comparison, ta-C with very high sp3 contents
and long sp2 chains can have |Q| in the order of 20–50 [116]. In this regard, it is important to
note that I(D)/I(G) and Q are influencing each other. The increasing skewness of the BWF
function, caused by low |Q| values, contributes to the intensity in the frequency region of the
D band. This means that a low |Q| should be always accompanied by a loss in intensity of the
D band. The promotion of clustering can thus be reflected by an increasing I(D)/I(G) ratio, a
lowering of |Q| or both.
No unique correlation with the film resistivity can be derived for Pos(G) and for the FWHM
of the G band (FWHM(G)), as shown in figure 6.11b. The G band position for as-implanted
areas decreases with increasing fluence and thus with decreasing resistivity. In contrast, thermal
treatment shifts Pos(G) upwards and the correlation with the film resistivity becomes negligible.
The three-stage model predicts a shift of Pos(G) to higher wavenumbers for an ordering trajectory
in stage 2, according to the a-C→ nc-g transition. The FWHM of the G band tends to decrease
with decreasing resistivity. This is consistent within each data group but not for the comparison
between them. As-implanted ta-C shows the highest values of FWHM(G), followed by the hot
implantation treatment. Both data sets are in a good agreement with each other and show a
lower broadening of the G band for a higher degree of graphitization. However, the BWF fit of
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all annealed samples has a much lower FWHM(G) even for structures with a higher resistivity
compared to the as-implanted state or to the hot implantation. Explaining the behavior of
FWHM(G) is quite difficult, because this fit parameter of the BWF function was not treated
intensively by other groups and the interpretation is restricted to the data obtained in this
work. The intensity and shape of the G band is affected by the entire microstructure (sp2
chains, sp2 rings, sp2 clusters) because the G mode originates from all carbon configurations.
In general, a decrease of FWHM(G) means a reduction of the vibrational modes around the G
mode, which is in principle the increase of ordering. This could be ascribed to the transition from
a variety of sp2 chains with different length into mainly structures of a very short elongation.
Nonetheless, the differences between the two applied thermal processes, annealing by RTA and
the hot implantation, is surprising. Both fit parameters, Pos(G) and FWHM(G) show that
there exist some fundamental differences in the structural formation. This structural divergence
does not affect the degree of clustering or the electrical resistivity in a significant manner. To
evaluate the origin of the decrease in FWHM(G) for annealed samples goes beyond this work
and requires the use of other measurement techniques, like X-ray diffraction, which are sensitive
to the microstructure.
This section treated the interpretation of the features in Raman spectra from ion irradiated and
heat treated ta-C and, in this regard, some critical remarks have to be added to the uncertainty
of the obtained fit parameters and to the spectrum fitting in general. At the beginning, the fitting
method with a BWF curve for the G band and a Lorentzian for the D band was introduced, like
it is recommended in [107]. Whereas much effort was made by several groups to determine the
position of the G band, the knowledge about the D band position Pos(D) is leaking. Only some
general remarks were made in literature and Pos(D) is always assumed to be around 1360 cm−1
and in some cases 1350 cm−1. Ferrari and Robertson [107] remarked that the D band position
is not fixed and that it can exceed 1400 cm−1. However, nowadays there exist no data about
the variation of Pos(D) with respect to the properties of amorphous carbon films, which makes
the position of the D band the most crucial parameter for the fitting procedure. Consider the
BWF line, which has the fit parameters I0, ω0, Γ and Q and the Lorentzian, having an intensity
maximum, a FWHM and a peak position, there are in sum 7 free parameters during the fit
procedure. In most cases, the BWF function fits well and Pos(G) settles somewhere in between
1500–1600 cm−1 but the Lorentzian does not if the D band is very weak. This is the case for
ta-C implanted with light ions and for low fluences in general. A common problem here is that
the D band position tends to shift upwards and goes far beyond 1400 cm−1. This is an artifact
because Pos(D) cannot reach such high values. The usual procedure to overcome this problem is
defining the D band position to 1360 cm−1. This yields good results for all spectra with a low
I(D)/I(G) ratio. However, once the D band increases strongly and appears as a low-frequency
shoulder of the G band, the fit with a fixed Pos(D) gets worse. A prominent D band allows
now to release the fit parameter Pos(D) and the Lorentzian fits then quite well in a reasonable
frequency range. It has to be pointed out that the handling of the D band position is a general
problem during the fitting of Raman spectra of amorphous carbon. There exist of course other
procedures than that one applied in this work. Nonetheless, the crucial fact is that the other fit
parameters are very sensitive to Pos(D). Consequently, the presented data for the as-implanted
state has to be considered with respect to the fixed D band position. A shift of Pos(D) during
the ion implantation would cause significant errors in the whole fit data. No large variations of
the D mode frequency are expected because it is the sp2 breathing mode and a sixfold aromatic
ring of sp2 carbon atoms can be considered as a defined structure, restricted in terms of the
bond length. Other frequencies can only be introduced by odd numbered aromatic rings or bond
distortion.
The second critical remark concerns the I(D)/I(G) ratio and its definition. It was pointed
out [107] that groups using two Gaussian functions for the fit of the G and the D band, mostly
calculate I(D)/I(G) as the ratio of the peak areas. In contrast, it is quite common to give
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I(D)/I(G) as the intensity ratio between the BWF and the Lorentzian curves, which was also
done in this work. This is a matter of definition but it has to be also taken into account that a
broadening of a single band without loosing intensity, is not regarded by I(D)/I(G) if it is an
intensity ratio. In this regard, the comparison of I(D)/I(G) values between the double Gaussian
fit procedure and the BWF plus Lorentzian fit method is critical. This is clearly emphasized
by the spectrum of virgin ta-C: High-density sp3-rich ta-C fits with a single BWF line and
I(D)/I(G) equals zero but on the other hand, the same spectrum fitted with two Gaussians gives
a significant I(D)/I(G).
Finally, the background correction of the Raman spectra can differ a lot between the data
presented in different works. Some groups treat the background correction with a linear function
that is directly included with two parameters during the fitting procedure of the peaks. This
can lead to absurd steep linear backgrounds, whereas the fitting result appears to be excellent.
The background correction of the presented data was done with a linear fit function of the
high-frequency region above 1800 cm−1.
To conclude, all fit parameters of Raman spectra from amorphous carbon have to be critically
considered with respect to the applied fitting method. A comparison of the absolute values
of I(D)/I(G) or Pos(G) between certain works is therefore not reasonable in general. There
should exist variations even if the same fit functions are applied due to a different handling of
the unknown D band position. Nonetheless, it was shown that the resistivity clearly correlates
with the film microstructure (see 6.11a). This proofs the assumption of ion induced atomic
ordering during the rearrangement stage and high-fluence heavy ion irradiation promotes the
transformation of ta-C into a graphite-like phase.
6.2. TEM investigations of ion irradiated ta-C
Transmission electron microscopy (TEM) can be considered as one of the most powerful techniques
for structural characterizations. It combines the visualization of the film morphology at sub-nm
lateral resolution with a huge variety of analytical techniques based on electron beam irradiation.
A TEM analysis relies on complex specimen preparation procedures. TEM is based on the
transmission of high-energetic electrons (usually 80–300 keV) through the film of interest and
thus the method can only be applied to samples with a thickness of usually 50–70 nm (TEM
lamella). Common specimen preparations of TEM lamellae are the cut out of a thin slice of the
sample cross section by the Ga+-FIB (FIB lamella) or the thinning of a large sample piece by
mechanical treatment and Ar+ milling (classical cross-section). This is of importance in case of
ta-C, because the specimen preparation can lead to a certain graphitization by Ga+-FIB or Ar+
milling. During conventional TEM imaging, the sample lamella is exposed to a parallel electron
beam with a spot size larger than the investigated area and all transmitted electrons are detected
by a camera. This yields a gray scale image corresponding to the local intensity of impinging
electrons on the detector. In general, the evaluation of TEM images can be of high complexity
because the intensity, which is recorded by the camera, carries the integral information from the
whole sample lamella thickness. It is an overlap of several film properties such as the atomic
density, the atomic number, the electron density and the local film thickness. More details about
the physical basics of TEM and technical issues can be found in [191].
In summary, TEM is a destructive method, highly complex in terms of the experimental effort
and the interpretation of the obtained images. One of the main benefits of TEM is the atomic
resolution and the possibility to image the film morphology. Raman spectroscopy is more straight
forward, in most cases non-destructive and does not rely on a special sample preparation. TEM
investigations are presented in the following section in order to support the previous findings on
the microstructure of irradiated and heat-treated ta-C. All TEM images were obtained with a
FEI TitanTM 80–300 [192], operating at 300 kV.
Ta-C was introduced as an amorphous material and the clustering in the sp2 phase caused
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by ion irradiation and thermal treatment can be understood as the increase of the ordering in
the film. In contrast to the Raman measurements, no structural changes are observable in TEM
between virgin ta-C and ta-C irradiated with 30 keV Ga+ ions at F = 1× 1016 cm−2 (see figure
6.12). Both TEM images reveal no regions with a certain short-range ordering and the virgin
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Figure 6.12.: TEM images of (a) virgin ta-C and (b) after the implantation of 30 keV Ga+ ions at
F = 1× 1016 cm−2. The insets show a lower magnification and the measure of the film thickness.
ta-C as well as the irradiated ta-C appear to be completely disordered. The insets in the pictures
show the cross section of the film stack and illustrate the surface swelling. An increase of the film
thickness of approximately 10 nm was observed after the irradiation, which is consistent with the
swelling height measurements in chapter 4. The absence of ordered structures in the TEM image
in figure 6.12b is, in principle, no disagreement with the Raman results. It is rather the case that
the sp2 clustering for the presented irradiation is too weak and that no large elongated structures
exist that can be observed by TEM. Additionally, Raman is very sensitive to the formation of
sixfold aromatic rings but such single features cannot be observed in the gray scale TEM image.
This is due to the overlap of informations from the whole lamella thickness and thus, TEM can
only visualize a high degree of ordering or a certain crystallinity in the sample.
In this regard, TEM investigations on samples that have shown the highest degree of clustering
were carried out, in detail, for the hot implantation of Au+ ions at 300 ◦C. Figure 6.13a shows
a cross section TEM image for a fluence of 2× 1016 cm−2. The image reveals two remarkable
features, marked exemplarily by two regions of interest (ROI). ROI 1 shows the formation of
single crystalline Au nanoclusters in the film that appear as dark regions of well ordered atomic
columns. The dark appearance is due to the high difference in the atomic number between
carbon and gold. Furthermore, the Fourier transformation of this image, presented in figure
6.13b, proofs the crystallinity of the Au nanoparticles and the single reflexes can clearly be
attributed to characteristic lattice plane distances (see the white circles in the figure). This
is remarkable, because the evolution of single crystalline nanoclusters indicates that the Au is
melted during the hot implantation. Note that the temperature of 300 ◦C during the irradiation
is quite low in comparison with the high melting temperature of Au of 1064.2 ◦C. Consequently,
the result emphasizes the high temperature increase in the collision cascade during the ion impact,
which was estimated for the case of 30 keV Au+ ion impacts to approximately 490 K. In sum
this gives a value around 800 ◦C, not far beyond the melting point of gold and this indicates
that the ion induced temperature increase was underestimated by the applied simple model (see
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Figure 6.13.: (a) TEM image of ta-C implanted with Au+ ions (Eion = 30 keV, F = 2× 1016 cm−2) at
300 ◦C. (b) The corresponding Fourier transformation. The white rings indicate the reflexes from single
crystalline Au lattice planes and the black ring indicates the presence of other short-range ordering.
section 5.3). However, the appearance of Au nanoclusters is critical in term of the resistivity
measurements. It might be assumed that the resistivity is dominated, or at least influenced by
tunneling between Au clusters and not by the sp2 carbon phase. This is not expected due to the
results for Ge+ implanted ta-C at 300 ◦C (see figure 5.23 and figure 6.10). The hot implantations
with Ge+ and Au+ ions show similar Raman spectra and sheet resistances and consequently, the
current transport is expected to be dominated by the sp2 carbon phase in both cases. Besides
the existence of Au nanoparticles, TEM reveals well ordered structural formations in the carbon
matrix, marked exemplarily by ROI 2. Carbon atoms are arranged between the Au clusters
in a certain kind of crystallinity. The structural formation in ROI 2 appears like a graphite
onion [193] and other formations in the image can be considered as single lattice planes. The
Fourier transformation shows a diffusive ring (see the dark circle in figure 6.13b) that corresponds
to a characteristic length, close to that of graphite planes (0.32 nm). It is highly expected that
the electrical current transport through the film is significantly enhanced by these ordered carbon
structures. The strong resistivity decrease for the hot implantation can thus be attributed to a
transition from hopping between localized states to ballistic transport along graphite planes.
In conclusion, TEM shows that there is indeed a real structural atomic ordering in ta-C during
the bombardment with heavy ions at elevated substrate temperatures. It can be understood as
the conversion from ta-C to a form of nanocrystalline graphite, like it was indicated by the Raman
measurements with respect to the three-stage model. The result also accounts for the drastic
resistivity lowering with increasing substrate temperature during the irradiation. Heating the
substrate promotes the formation of mid-range ordering in the carbon matrix and the evolution
of elongated and well-ordered graphite-like structures.
7. FIB lithography on ta-C layers
7.1. Graphitic nanowires
The previous chapters stressed the fundamental aspects of ion induced phase transformation in ta-
C. Although the lateral defined FIB irradiation was introduced as a direct and maskless lithography
process, this technique was only applied during the investigations for the fabrication of electrical
test structures and areas on the µm scale. This section is subjected to the characterization of
conducting sp2-rich nanostructures that were fabricated embedded in the high-resistivity ta-C
matrix by means of Ga+-FIB lithography. In this regard, the focus is on the achievable minimal
feature size and on the resistance of graphitic nanowires (NWs). Both aspects are strongly
interwoven with the fundamental limitations in FIB processing of solid materials.
In principle, the FIB writing of structures is determined by five parameters: FIB spot size,
FIB current, step size, dwell time and repetition. The spot size determines the resolution and the
achievable feature size of implanted structures. It is defined as the FWHM of the beam profile,
which strongly depends on the used ion beam current (see figure 2.10b for the FIB profile of
the NVision 40). The SII Zeta ion column of the NVision 40 is capable to achieve a FWHM
of ∼ 7 nm for a beam current of 1 pA. Note that the theoretical achievable feature size of the
FIB lithography is, in all cases, larger than this value due to the lateral straggling of ions and
charging effects. The pixel-wise scanning procedure of the FIB is defined by the step size, the
dwell time and the repetition. During the implantation of a certain area, the FIB is scanned in a
two-dimensional raster on the sample surface. The step size defines the raster margin in x-and
y-direction and the dwell time is the time at which the FIB rests at every raster point. Obviously,
the step size has to be smaller than the spot size in order to get a homogeneous implantation
of the area. The repetition simply gives the number of iterations for a certain structure. The
implantation fluence F is therefore defined by the step size ∆x and ∆y, the dwell time tD, the
beam current IFIB and the repetition k according to
F = IFIB · tD · k
e ·∆x ·∆y , (7.1)
where e is the elementary charge. F of an implanted area is independent of the spot size, but
the spot size determines the current density during the irradiation and furthermore, it influences
the lateral expansion of the structure borders.
In general, NWs can be fabricated on ta-C by scanning the FIB in one dimension over the
sample surface. This lithography process differs from the implantation of areas, because F obeys
no longer eq. (7.1) (∆x or ∆y equals zero). The ion fluence is defined as the number of implanted
ions per cm2, which is not capable for one-dimensional structures. However, even NWs have a
certain width and are thus in reality two-dimensional structures. The calculation of F relies on
the determination of the implanted area, which is in case of a NW given by the scan length and
the NW width. Owed to this, the calculation of F for NWs is complicated in two respects: First,
the irradiation of the NW is homogeneous along the scan direction, but it is inhomogeneous
perpendicular to it. A concentration gradient of implanted ions from the NW center to its edges
exists, which reflects the FIB intensity profile. This means that only an averaged value of F can
be given for the entire NW. Second, the NW width will increase during the irradiation, as will
be shown in the following and the whole NW area is a function of F . Therefore, the definition of
a common areal fluence is problematic in case of NWs and to ease discussions, the line fluence is
108 7. FIB lithography on ta-C layers
introduced. The line fluence FL simply gives the number of implanted ions per length in units of
cm−1. FL allows the comparison of NW lithography processes and does not rely on the exact
knowledge of the FIB profile and the NW width. The following subsections are subjected to the
properties of graphitic NWs in dependence on the line fluence FL. All presented results refer to
the FIB implantations with 30 keV Ga+ ions by the NVision 40.
7.1.1. Nanowire dimensions – The resolution of FIB lithography
In order to determine the minimal line width of the Ga+-FIB lithography process on ta-C,
several NWs were fabricated with different line fluences. The FIB was scanned over a length
of 20µm with a step size ∆x of 5 nm and a current of 1 pA. FL was adjusted by varying the
dwell time and the repetition was set to 1 for every implantation. Afterwards, the wire width
was measured by SEM imaging and the height was obtained from AFM line scans. Figure 7.1
shows the dependence of the NW dimensions on the Ga+ line fluence [163]. Both, the lateral
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Figure 7.1.: Dependence of (a) the nanowire width and (b) the nanowire height on the Ga+ line fluence
(Eion = 30 keV). The data are pubished in [163].
width as well as the swelling height increase drastically with FL in the range from 2× 109 cm−1
to 5× 1010 cm−1 and the dependence switches to an approximately linear behavior at higher
line fluences. In general, FIB processing of nanostructures relies on a well adjusted beam focus,
which is critical in terms of the reproducibility. Focusing the FIB is a non-automatic process
and influenced by the subjective impressions of the experimenter. The FIB focus defines the
spot size and consequently, it directly affects the NW width and the height. Further note that
the NW width can only be measured if a secondary electron contrast between the ta-C and the
NW is observable. This makes the SEM imaging of NWs, fabricated with a low line fluence,
complicated and the SEM measurement is limited to a certain minimal value of FL. Additionally,
the irradiation of high line fluences is subject to larger errors due to the drift of the sample
holder upon time. In this regard, an error of ± 15 % was estimated for the NW dimensions.
The solid lines in both graphs of figure 7.1 show analytical calculations, based on different
models that will be explained in the following. The origin of the wire broadening during continuous
irradiation, shown in figure 7.1a, is the double Gaussian FIB intensity profile, consisting of a
high-intensity peak and low-intensity wings (see figure 2.11). It is the probability distribution of
ions in the beam with respect to the radial distance from the beam center. If the FIB settles a
certain dwell time at a point on the surface, the number of ions implanted in the spot center
is higher than at the its edges. In case of small dwell times and low beam currents, the profile
wings implant a negligible fraction of ions but increasing tD continuously increases the number
7.1. Graphitic nanowires 109
of implanted ions at the spot edges. This effect was previously discussed in terms of residual
graphitized edge regions of FIB-milled structures in section 5.1.2 (see figure 2.11) and it also
causes the fluence dependent broadening of the NW width. Consider a threshold fluence at
which the graphitization becomes observable by SEM imaging. The NW width is then directly
related to the FIB profile and to FL, because the beam radius corresponding to this threshold
shifts away from the beam center during the irradiation. This correlation was used to calculate
the orange curve in figure 7.1a. First, the FIB profile was converted into the probability profile
of implanted ions in a FIB linescan over the surface, which is in detail the convolution of the
FIB profile with the linescan. This was done numerically by the stepwise superposition of the
FIB profile with oneself in direction of the scan. The result gives the probability distribution of
impinging ions on the surface in dependence on the lateral distance from the linescan axis. After
normalization, the two-dimensional profile reflects the probability distribution of implanted ions
per unit length. The NW width for a certain line fluence can then be derived by multiplying the
profile with FL and evaluating the distance from the scan axis at which the the threshold value is
exceeded. The intensity distribution in the linescan is shown schematically for different fluences
in figure 7.2. The graph illustrates that the distance from the scan axis that corresponds to the
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Figure 7.2.: Intensity profile of a FIB linescan. The curve reflects the probability distribution of impinging
ions on the surface in dependence on the distance from the scan axis. Assuming a threshold value for the
observable graphitization of a nanowire yields an increasing wire width w for higher fluences F .
threshold value increases with increasing ion fluences. Note that the threshold was chosen for
the best fit to the experimental data.
The increase of the NW height with the line fluence is due to surface swelling, which was
discussed in chapter 4. Applying the swelling height model yields the blue curve in figure 7.1b
but the calculations fail at high fluence. The reason for that is the uncertainty of the areal fluence
in the center of each NW and the neglect of swelling due to the Ga incorporation (Ga-swelling)
within the calculations. The swelling height model is capable to describe the surface elevation
for the homogeneous irradiation of areas. In contrast, the NWs show a fluence gradient from
the center to the edges, determined by the FIB profile. It is obvious that the NW height has
a maximum in the wire middle but calculating the corresponding swelling height relies on the
determination of the areal fluence F at this point and thus on the definition of a certain area
around the NW center. In this regard, the fluence was calculated for a region of ± 25 nm around
the NW center, which reproduces the low-fluence behavior of the NW height in a good agreement
with the experiment. However, this approach overestimates the height if a tighter region around
the FIB profile maximum is chosen for the fluence calculation. In principle, this would give a
more accurate value of the fluence at the NW center but the experimental data show that the
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swelling height does not obey the applied model if the chosen area is too small. Concerning the
high-fluence behavior of the NW height, the effect of additional Ga-swelling has to be taken into
account. TRIDYN simulations were performed in chapter 4 to account for this but applying the
TRIDYN data to NWs strongly overestimates the Ga-swelling. This can also be ascribed to the
small lateral dimension of the NWs. Incorporated Ga is a highly mobile species in the target
matrix and tends to diffuse to interfaces and to form clusters. It is highly likely that the Ga
implantation profile is smeared out along the NW width and that the Ga concentration in the
NW center is smaller than expected from the calculations.
The width of graphitic NWs is a direct measure for the achievable resolution of the FIB
lithography on ta-C layers. The smallest observable wires have a width of ∼ 60 nm, which is a
quite poor feature size in comparison with state of the art optical lithography or electron beam
lithography. It was already mentioned that parasitic effects like charging of the surface or the
drift of the sample holder can broaden the lateral size of implanted structures. Whereas drift is
negligible at low fluences, due to the short timescale of the irradiation procedure, the surface
charging and the wire broadening with increasing fluence are unavoidable. Charging effects can
be moderated by the simultaneous electron irradiation of the surface during the FIB processing,
which was not applied here. Additionally, it is recommended to choose a small dwell time in
combination with a high repetition to reduce the surface charging. In summary, the improvement
of the NW lithography process is expected to yield a minimal feature size of approximately 20 nm,
which is two times the lateral ion straggling (see ref. [71]).
7.1.2. Nanowire resistance
NWs were fabricated with several line fluences between two contact pads made by Ga+-FIB
lithography (Eion = 30 keV, F = 5× 1016 cm−2). The contact pad distance was 20µm and
the irradiations were done on a sample with SiO2 interlayer and on a sample without SiO2
layer between the ta-C film and the Si substrate. The ta-C thickness for both samples was
113 nm (samples: ta-C:SiO2:113 and ta-C:113), which gives a residual film of unaffected ta-C
between the NWs and the substrate. Figure 7.3 shows the IV curves obtained from a NW with
FL = 1× 109 cm−1 on both samples. The IV characteristic of the two-terminal structure shows a
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Figure 7.3.: IV curve of a NW in ta-C made by 30 keV Ga+-FIB irradiation. The sample film stack was
(a) 113 nm ta-C on Si and (b) 113 nm ta-C on 200 nm SiO2 on Si.
non-ohmic behavior if the SiO2 interlayer is absent (see figure 7.3a). In contrast, the NW on the
film with SiO2 insulation is an ohmic conductor (see figure 7.3b) with a quite high resistance of
1.49× 1010 Ω. Consequently, the measurement in figure 7.3a reflects a short circuit through the
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Si substrate, indicated by the curve shape and the high current in the order of nA. This is of
importance for practical purposes because it shows that the electrical insulation of the unaffected
ta-C underneath the NW is not sufficient for the operation of conducting nanostructures. A
significant leakage current is driven through the Si bulk, caused by the much lower resistance of
the huge Si substrate compared to the tiny NW.
The origin of the S-shaped IV curve in figure 7.3a was examined by performing vertical IV
measurements through the layer stack. A top electrode was fabricated on the ta-C layer by FIB
lithography and the backside of the Si substrate acts as back electrode. Figure 7.4 shows the IV
curves between both electrodes in which the current was driven from the ta-C in direction of the
Si (orange curve) and vise versa (blue curve). The IV characteristics in the graph reflects the
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Figure 7.4.: IV curve of the ta-C/Si film stack. The colored curves show different contact assignments.
typical behavior of a ta-C/Si heterojunction, as reported by several groups [194–196]. Owing the
absence of a theory for heterojunctions consisting of a high-resistivity amorphous film, the IV
characteristic can be approximated with a pn-junction. In this regard, the low current regions in
the graph correspond to the cut-off and the high-current regions to the passband. Consequently,
the IV curve in figure 7.3a reflects the combination of the forward and the backward direction
of the ta-C/Si heterojunction. In other words, it is the characteristic of two reverse-biased
diodes [163].
The sample with SiO2 interlayer was used for the further studies to avoid short circuits through
the Si substrate. Figure 7.5 shows the resistance RNW of NWs in dependence on FL for the
as-implanted state and after annealing by RTA for 8 s and at two different temperatures. The
ta-C resistance was monitored by measuring the IV curve between two isolated contact pads,
which is marked by the dashed lines in the graph. The resistance of the narrowest NWs, implanted
with low line fluences, reflects the value of virgin ta-C and the electrical insulation of the ta-C
layer is not sufficient to measure such high-resistivity nanostructures. Increasing FL decreases
RNW of about more than three orders of magnitude. This appears initially surprising because the
decrease of the sheet resistance RS exceeds 5 orders of magnitude at high implantation fluences
(see figure 5.5). However, the line fluence cannot be directly compared with the areal fluence
that was given for the RS measurements. The areal fluence implanted in the center of each NW
can be derived from the FIB profile, as described above according to the calculations for the
NW height. This yields values for the low-resistivity NWs that are well above the threshold
for significant sputtering of 1.5× 1017 cm−2. No effective erosion of the surface was observed
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Figure 7.5.: Resistance of graphitic NWs made by Ga+-FIB lithography in dependence on the line
fluence and annealing. The RTA processes correspond to 8 s annealing time and the dashed lines indicate
the ta-C resistance. The data are published in [163].
for the investigated wires, which emphasizes that the behavior of nanostructures differs from
large areas in terms of the sputter erosion and the electrical resistivity. The high resistance of
the NWs is furthermore expected to be caused by the suppression of Ga percolation due to the
small spatial volume of the implantation. Clear evidence was presented in section 5.1.5 that a
percolated metallic Ga layer establishes in high-fluence implanted ta-C. This was indicated by a
turning point in the fluence dependence of RS and further supported by low temperature RS
measurements. Figure 7.5 shows no significant change in the curve progression and no indication
is given for the onset of Ga percolation to a connected metallic layer. The absence of percolation
can explain the higher resistivity of NWs compared to implanted areas. Note that Ga clustering
and segregation is highly expected to occur in nanostructures but it is assumed that the small
lateral dimensions inhibit the formation of a connection between single precipitates over a long
distance.
Annealing the NWs by RTA at 430 ◦C for 8 s decreases RNW approximately by one order
of magnitude. The insulation of the surrounding ta-C is maintained, like it is illustrated by
the orange dashed line in figure 7.5. The resistance lowering by RTA is comparable to that for
Ga+ implanted areas, which is not presented here. However, the minimal achieved resistances
are quite high and the fabricated NWs cannot be considered as good conductors, capable for
providing high current densities. A further improvement of the electrical properties was achieved
by the annealing at a higher temperature of 600 ◦C, shown as blue triangles in figure 7.5. Note
that this RTA process exceeds the thermal stability of the ta-C matrix and is thus accompanied
by a loss in the ta-C insulation, indicated by the blue dashed line in the graph. Even though, the
NW resistance decreases drastically, this technique is not appropriate for electronic applications.
However, the thermal stability of the ta-C matrix is determined by its sp3 fraction, which was
approximately 0.6 for the investigated film. In this regard, the use of ta-C layers with a higher
sp3 content is prospective because it allows the application of higher annealing temperatures.
The tremendous resistance decrease, shown by the blue triangle data, could thus be achieved
without loosing the ta-C insulation.
Taking the characterization of the NW width and height into account, the resistance values
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can be converted into the specific resistivity ρ of the NWs. Note that this gives an averaged value
for the whole NW cross section, whereas a resistivity gradient from the NW center to its edges is
present in reality. A lowest resistivity in the order of several Ωcm is achieved for as-implanted
NWs and ρ of the RTA treated wires at 430 ◦C is one order of magnitude lower. These values
are comparable to e. g. low-doped silicon, which has 5–20 Ωcm and the NW resistivity can
be considered as rather poor in this regard. To summarize, the resistivity of the fabricated
NWs in the as-implanted state is several orders of magnitude higher than that of implanted
areas. Annealing by RTA below the thermal stability of the ta-C matrix yields only a minor
improvement of the electrical properties but the thermal treatment at higher temperatures is
prospective and relies on ta-C films with a very high sp3 content.
7.2. Electrical insulation between conducting structures
Besides the lateral size of FIB nanostructures, a second important parameter that limits Ga+-
FIB lithography on ta-C is the electrical insulation between adjacent structures. Irradiating
ta-C with the FIB yields low-resistivity sp2-rich a-C, surrounded by the virgin ta-C matrix.
The electrical insulation of ta-C is high and film resistivities in the order of 1011 Ωcm have
been reported [98]. However, the quality of an insulating film has always to be evaluated with
respect to the investigated feature size. In this regard, the critical distance between graphitized
structures at which leakage current becomes prominent was investigated. A conducting structure
was made by Ga+-FIB lithography that consists of two contact pads (pad area = 30× 30µm2,
F = 5× 1016 cm−2, Eion = 30 keV) with a lateral distance of 20µm and of a rectangle resistor
(width = 5µm, F = 5× 1016 cm−2, Eion = 30 keV) that has a certain gap (see figure 7.6). The gap
gap length
contact pads
Figure 7.6.: Resistor structure with gap.
acts as electrical disconnection between both contact pads and a small FIB current of 1 pA was
chosen for the fabrication of the resistor in order to achieve very sharp gap borders. Comparing
the IV curve of this structure for different gap lengths provides an information about the electrical
insulation of the ta-C.
In principle, the ta-C acts as a potential barrier for the current transport between both
graphitic electrodes. In this regard, the current transport through the gap relies on the emission
of electrons from a conductor into an insulator, which obeys different mechanisms in dependence
on the electrical field strength and the current density. At high electric fields, the occurrence of
Fowler-Nordheim tunneling (FNT) is expected and for a detailed description of this mechanism,
the reader is referred to [197]. In general, FNT describes the field emission of electrons into
vacuum or from a conductor into an electrical insulator. According to this process, the current
density J obeys an exponential dependence on the applied electrical field strength E. E is the
potential difference divided by the distance between both electrodes and it is thus assumed
that the FNT mechanism is promoted for small gaps at which the field strength is high. The
occurrence of field emission by FNT can be evaluated from the Fowler-Nordheim plot (FN plot).
With respect to the theoretical predictions of Fowler and Nordheim [197], Stern et al. [198]
introduced a method for plotting the IV characteristics, which allows the direct observation of
FNT and furthermore, the determination of the work function and other parameters. IV curves
were measured within a range from −5 V to +5 V for different gap lengths and the results are
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presented as FN plots in figure 7.7a. The graph shows the logarithm of the current I divided
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Figure 7.7.: Fowler-Nordheim (FN) plots for the current transport between two graphite electrodes,
separated by a certain gap (see figure 7.6). (a) FN plots for different gap lengths and (b) a detailed
view of the FN plots for a gap width of 1µm (bottom) and 0.3µm (top). The lines in the graphs are fit
functions that indicate different electron injection mechanisms. J is the current density, E the electric
field strength and κ is a parameter that includes the work function.
by E2 versus 1/E. Note that the dependence of I is equivalent to the dependence of J on E
because the conductor cross section equals for every gap length. The FN plot illustrates that the
electron emission mechanism changes already at a gap length of 0.5µm. FNT becomes dominant
at high electric fields and for small gaps. In contrast, the classical FNT process is absent for the
largest distance of 1µm. This is illustrated in more detail in figure 7.7b, which shows the FN
plots for the gap of 1µm (black data) in comparison with the gap of 0.3µm (green data). The
black data shows a logarithmic curve progression, illustrated by the orange fit curve and this
gives a constant current density J 6= f(E). This behavior cannot be explained by field emission
via FNT but it is characteristic for the thermionic emission of charge carriers. Thermionic
emission occurs already at room temperature and for low electric fields at which tunneling is
negligible. The electron injection into the ta-C is not driven by the electrical field and the charge
carriers overcome the energy barrier by thermal excitation. Thermal assisted current transport
in amorphous carbon was briefly discussed in section 2.3.3 but for more details about thermionic
emission, also mentioned as Richardson-Schottky emission, the reader is referred to [199]. In case
of the 0.3µm gap, ln(I/E2) correlates linear with 1/E for high electric fields (blue fit curve in
figure 7.7), which confirms the presence of FNT. The behavior switches to thermionic emission
at lower fields.
The above results have to be interpreted with respect to possible practical purposes: If two
adjacent conducting structures are operated at voltages up to 5 V, a significant leakage current
by FNT between them is expected if the lateral distance is 500 nm and below. In other words,
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the insulation of the virgin ta-C is insufficient to suppress tunneling effects at such high electric
fields. Note that this is due to the ta-C properties and cannot be compensated by a higher FIB
resolution for the fabricated structures. Nonetheless, the electrical field strength at which FNT
becomes dominant can be significantly increased by using ta-C layers with a higher sp3 content.
In summary, it was demonstrated in this chapter that Ga+-FIB lithography is capable to
fabricate conducting nanostructures on ta-C layers. The achievable resolution is limited by the
FIB profile and decreases with increasing implantation fluence. Parasitic effects like the charging
of the ta-C surface during the irradiation and the drift of the sample holder lead to an increase
of the achieved feature size. The electrical properties of the fabricated NWs are quite poor and
the resistivity of the surrounding ta-C has to be improved in order to achieve a better insulation.
The use of ta-C layers with a very high sp3 content is promising and can overcome this drawback.
Annealing at higher temperatures can be applied, which results in a much lower NW resistivity
without loosing the ta-C insulation. Additionally, the leakage current between adjacent structures
will be significantly reduced by the higher resistivity of such ta-C layers. Attractive as well is
the fabrication of NWs on heated substrates, which could not be performed in the NVision 40
apparatus due to the absence of a heatable sample holder.

8. Conclusions and Outlook
The phase transformation of diamond-like tetrahedral amorphous carbon (ta-C) into graphite-like
amorphous carbon by focused ion beam (FIB) irradiation was studied in the frame of this
thesis. The main emphasis of the investigations was laid on the ion induced insulator-conductor
transition, which enables the direct FIB writing of well defined conducting structures in an
insulating layer.
In the first part of this thesis the mechanisms behind the phase transformation were
treated. In this regard, the surface swelling of Ga+ irradiated ta-C areas was modeled. An
analytical approach, describing the swelling of diamond by light MeV ion irradiation, was extended
to the application for low-energy heavy ion bombardment. This was done by combining analytical
calculations with data from dynamic TRIM (TRIDYN) simulations, which accounts for target
composition changes by material incorporation and surface sputter erosion. The applications of
the extended model for the irradiation with 10 keV and 30 keV Ga+ ions results in a very good
agreement with the experimental data. Furthermore, the calculations predict the saturation
of the sp3 to sp2 conversion for fluences above 1× 1015 cm−2. This finding was experimentally
confirmed by XPS analysis of Ga+ implanted ta-C. Therefore, the main conclusions are as follows:
• The rehybridization of carbon atoms correlates with the amount of displaced target atoms,
in particular, C atom vacancies.
• The sp3 to sp2 conversion saturates at a certain ion fluence in the order of 1× 1015 cm−2.
Further studies treated the dependence of the film resistivity on the ion fluence for several ion
species. Van-der-Pauw microstructures, made by Ga+-FIB lithography (direct FIB writing), were
effectively applied for this purpose and have significantly facilitated the electrical measurements.
The resistivity ρ decreases continuously upon the ion irradiation due to the evolution of a sp2-rich
a-C layer in the ta-C film. It was shown that the lowering of ρ continues even if the rehybridization
of carbon atoms is completed. Investigations subjected to ion species of different masses reveal
that the decrease of ρ is much more pronounced for heavier ions (Au+, Bi+) compared to lighter
ions (Si+, Ga+, Ge+). SRIM simulations strongly emphasize that this cannot be exclusively
attributed to nuclear damage because the overall damage in the ta-C layer differs not significantly
between heavy and light ion impacts with the same energy of 30 keV. Considering these reveals
the following conclusions can be drawn:
• The resistivity decrease does not correlate with the sp3 to sp2 conversion because it proceeds
after the matrix has been fully converted into a-C.
• The resistivity of the established sp2-rich a-C layer is further improved by the ongoing ion
irradiation.
• This mechanism is related to the deposited energy density because it is more pronounced
for heavier ions than for lighter ions.
• The deposited energy density accounts for a local temperature increase in the ion collision
cascade and thus, the modification of the sp2 phase is thermally driven.
Annealing of the irradiated areas causes a further improvement of the electrical properties. This
was attributed to the thermal graphitization of the damaged ta-C matrix and agrees with prior
investigations. Thermal graphitization affects the film microstructure and promotes the clustering
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of sp2 hybridized sites. The important finding in this regard is that annealing does not further
decrease the resistivity ρ of ta-C that was prior treated with high-fluence heavy ion irradiation,
and this fact allows to draw the following conclusions:
• Thermal graphitization affects the electrical properties of ta-C comparable to ion irradiation.
• The ion induced lowering of ρ has to be caused by structural modifications in the sp2
carbon phase.
Investigations concerning the substrate temperature during the irradiation finally confirmed that
the phase transformation is a thermally driven process. It was shown that the resistivity after
30 keV Bi+ irradiation lowers continuously for an increasing substrate temperature. Heating of
the substrate reduces the energy barrier for atomic rearrangement processes and furthermore,
the temperature in the ion collision cascade is the sum of the substrate temperature and the ion
induced temperature increase. It explains the strong influence of the deposited energy density
on the decrease of ρ, because a higher energy density accounts for an increase of the overall
temperature. Remarkable results were achieved by implanting Au+ and Ge+ ions at 300 ◦C (hot
implantation). Both implantations yield similar resistivity values and furthermore, the fluence
dependence of ρ becomes very small. The hot implantation treatment improves the electrical
properties more than ex-situ annealing, which is obviously caused by the interplay between ion
kinetics and in-situ annealing. The following conclusions can be drawn:
• The deposited energy density during the ion impact is an important factor influencing the
phase transformation and determining the resistivity decrease by the transient heat supply
in the collision cascade.
• This process can be supported by heating the substrate during the implantation up to a
certain saturation temperature.
• If the saturation temperature is reached, ρ gets minimal and cannot be further reduced by
applying higher fluences or heavier ions.
Raman studies revealed that ion irradiation and thermal treatment transform the ta-C microstruc-
ture from disordered amorphous carbon into a graphite-like phase. The dominating structural
rearrangement processes are the conversion of sp2 chains into sixfold aromatic rings and the
clustering of sp2 sites. This was concluded from the evaluation of Raman spectra obtained
from as-implanted ta-C, implanted areas after ex-situ annealing and in-situ annealing during
the irradiation (hot implantation). The proposed evolution of a graphite-like phase can be
understood as an ongoing ordering in the carbon matrix. In this regard, the Raman findings
were supported by TEM investigations that show the formation of ordered graphite planes in the
amorphous carbon matrix after hot implantation. Moreover, it was shown that the resistivity
of irradiated areas correlates with the degree of the graphitization. The final picture about ion
induced phase transformation in ta-C that has emerged during this work can be summarized as
follows:
• At low ion fluences, σ bonds between sp3 hybridized atoms are destroyed by nuclear
collisions and the displaced target atoms reorder mainly into sp2 bonded sites. This
rehybridization stage is accompanied by a drastic decrease of the film resistivity.
• At higher fluences, the deposited energy density yields an atomic ordering of the sp2 phase
into a more graphite-like structure. Chains of sp2 atoms are converted into sixfold aromatic
rings and the sp2 sites cluster during this rearrangement stage.
• This graphitization of the microstructure can be enhanced by ex-situ annealing or by
in-situ annealing during the implantation at elevated substrate temperatures. The hot
implantation promotes atomic rearrangement processes due to a higher temperature in the
ion collision cascade and a higher mobility of C atoms. This finally results in an optimal
graphite-like atomic arrangement.
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• The resistivity decrease correlates with the degree of graphitization in the irradiated areas.
This is expected to be caused by the transition from hopping conduction between localized
states to ballistic transport along graphite-like formations.
• Heavy ions yield a lower resistivity than light ions due to a stronger modification of the
microstructure.
• Ion induced phase transformation of ta-C is thus the rehybridization of sp3 atoms, driven
by nuclear damage, and the thermal induced rearrangement of the sp2 phase. The ion
impacts only create the initial state of a damaged volume and the relaxation of displaced
carbon atoms into sp2 bonding is ruled by the temperature (substrate temperature plus
temperature increase in the collision cascade).
• This is in agreement with the ta-C film growth on heated substrates. No diamond-like
fourfold coordination can be achieved, once the substrate temperature during the deposition
exceeds 200 ◦C.
Other effects, besides the phase transformation, can cause an additional resistivity decrease. This
is due to the interaction between incorporated ions and carbon atoms. A careful comparison
between irradiations with different ion species and the investigation of the low temperature
resistivity behavior allows to make the following conclusions:
• The current transport in ion irradiated ta-C at low temperatures obeys variable range
hopping, which is expected for an amorphous systems.
• The phase transformation of the carbon matrix dominates the resistivity lowering and
other effects like doping can be excluded.
• The resistivity of ta-C implanted with high Ga+ fluences is significantly reduced by
the formation of percolated Ga precipitates in the layer. The high Ga concentration,
accompanied by the high mobility of Ga atoms and the low melting temperature favours
the spinodal decomposition into a connected network of metallic Ga precipitates.
• The incorporated Ga further enhances the phase transformation by a catalytic graphitization,
as reported in the literature, which can explain the differences in the resistivity and the
microstructure between Ga+ and Ge+ implanted ta-C.
Further studies on the phase transformation in amorphous carbon thin films should focus on
the irradiation with C+ ions due to the absence of the above mentioned effects. Especially C60
fullerenes are attractive primary ions due to the ultra-high deposited energy density. Investigations
on the influence of the substrate temperature during the rehybridization stage are still missing.
Further experiments should also consider the use of very thin ta-C films and higher ion energies at
which ions travel through the layer and their implantation within the layer is absent. Moreover,
the affected volume is confined by the thin layer, which eliminates the influence of the ion range
on the measured sheet resistance. From the analytical point of view, the application of ultra
violet Raman spectroscopy will be advantageous. UV-Raman measurements could provide a
deeper insight into the phase transformation from the early stage of the rehybridization to the
evolution of the graphite-like phase at high fluences. Additionally, the monitoring of optical
and tribological properties is useful to complete the whole picture of phase transformation in
amorphous carbon films.
The second issue of this work was to utilize the high lateral resolution of the FIB for
the fabrication of conducting micro-and nanostructures by direct Ga+-FIB writing (Ga+-FIB
lithography) on ta-C surfaces. A detailed study of this technique was presented and the findings
can be summarized as follows:
• The achievable resolution becomes worse with increasing ion fluence, which is caused by
the double Gaussian FIB intensity profile.
• A minimal line width of 60 nm was achieved and the significant broadening of the FIB spot
was attributed to surface charging effects.
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• The resistivity of fabricated nanowires is much higher than that of larger areas, which was
ascribed to the absence of Ga percolation.
• A significant leakage current was observed between adjacent structures, if a critical electric
field strength was exceeded. This is due to the field emission of charge carriers by Fowler-
Nordheim tunneling into the insulating ta-C.
The use of ta-C with a higher virgin sp3 content is highly recommended in order to improve the
electrical properties of conducting structures made by FIB. The sp3 content of the films used
in this work was 60–70 at-% and, in principle, ta-C can be deposited with up to 90 at-% sp3
hybridized carbon atoms. The better thermal stability of such films allows the application of
higher annealing temperatures or higher substrate temperatures during ion irradiation. Thus,
nanostructures with a much lower resistance can be fabricated by Ga+-FIB lithography at lower
fluences. This would yield better electrical properties, smaller feature sizes and a better insulation
between adjacent structures by the surrounding ta-C.
Finally, it has to be mentioned that conducting structures fabricated by FIB lithography
on ta-C cannot be considered as the next-generation material for carbon-based electronics,
because the electrical properties are insufficient for this purpose. The reasons for this are the
high resistivity and the current transport mechanism via hopping conduction. Nonetheless, the
effective FIB micro-and nanopatterning is promising for the prototyping of temperature and
chemical sensors, as already demonstrated on diamond films. In this regard, FIB patterning
can be applied for the fabrication of template surfaces with locally modified wetting behavior of
liquids, which cause the preferred sticking of certain molecules on either graphitized or virgin ta-C
areas. Furthermore, FIB lithography of conducting structures is capable to produce contact pads
and electrical interconnections between nanoobjects (e. g. nanoparticles, nanowires or carbon
nanotubes), randomly deposited on a ta-C surface.
A. Gallium nanoparticles on ta-C layers
In the frame of this work, a novel fabrication method was developed for spherical Ga nanoparticles
(Ga-NPs) on ta-C films. Metal NPs are promising for plasmonic applications or, in particular, Ga-
NPs have shown to be act as catalyst for the growth of Si nanowires. Nowadays, the production
of NPs is done on large sample areas either by chemical deposition of colloidal particles or e. g.
by vacuum evaporation, molecular beam epitaxy and laser ablation. These techniques suffer
from a broad particle size distribution or irregularities in the area coverage. On the other hand,
top-down approaches like electron beam lithography are complicated in terms of the process
control of photoresist deposition, e-beam writing and resist development.
In the following, an alternative method for the fabrication of spherical Ga-NPs, based on FIB
lithography and subsequent RTA treatment is briefly described. It was revealed during annealing
experiments at Ga+ implanted ta-C films that the incorporated Ga tends to segregate from the
carbon matrix and forms spherical particles on the layer surface. Annealing of an area irradiated
by FIB with a Ga+ fluence around 1× 1017 cm−2 yields a broad distribution of several Ga-NPs
with a diameters of several hundreds of nm, shown in figure A.1. The sphere formation is caused
2 µm 2 µm
1.385 µm
212 nm
458 nm
(a) (b)
Figure A.1.: SEM image of Ga nanoparticles on a Ga+-FIB implanted area on ta-C after thermal
treatment. (a) An overview of the whohe area. (b) A zoomed view with nanoparticle diameters, measured
by SEM imaging.
by the high surface tension of Ga and is thus a self-organizing mechanism. It was carried out
that the average size of NPs in this random arrangement depends on the ion fluence. Decreasing
the area size reduces the number of Ga-NPs that evolve during heating and once, a critical size
is reached only a single NP is fabricated. The critical area is connected with the ion fluence
and the formation of a single Ga-NP on large areas is achieved by implanting very high fluences
in the order of 1.5× 1017 cm−2. It was shown that in case of the single NP evolution, the NP
diameter scales very precisely with the implanted area. This can be utilized in order to tailor the
size of spherical NPs by adjusting the area size of the reservoir of implanted Ga. Although the
NP diameter can be controlled on this way, it evolves at a random position within the implanted
area. To overcome this drawback, a second FIB implantation was performed of a very small area
of 50× 50 nm2 within the reservoir area (FIB templating). This small point acts as template seed
for the segregation process during heating. Nucleation and growth during thermal treatment
follows the concentration gradient upwards and thus, the material accumulates in the point with
the highest Ga concentration. Owing this effect and the slight erosion of the surface by the
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FIB templating, the Ga-NP evolves at the position of the seed. In summary, the fabrication
method can be divided into three processes: The implantation of the reservoir area, the FIB
templating and the heating by RTA. Using rectangular reservoir areas allows the arrangement of
Ga-NPs in chain structures and implanting a matrix of small rectangular reservoir results in a
two-dimensional array of Ga-NPs, all equal in size. Figure A.2 presents Ga-NP chain structures
and arrays, fabricated by FIB implantation and subsequent thermal treatment.
300 nm
100.5 nm
100.5 nm
100.5 nm
100.5 nm
100.5 nm
100.5 nm
Ga reservoir
500 nm
(a) (b)
Figure A.2.: SEM images of the tailored Ga nanoparticle evolution on ta-C. (a) Chain structure with
100 nm nanoparticles and (b) a two-dimensional array of nanoparticles with a size of 40 nm.
The presented technique is unique it terms of its reproducibility. Scaling of the NP diameter was
done with nm accuracy by varying the Ga reservoir size. The deviation between single NPs is
negligible, like it is illustrated by the SEM measurements of the Ga-NP diameters in figure A.2a.
Additionally, recent results show that the fabrication procedure can also be applied to other
substrates like SiO2 which is prospective for plasmonic applications. For more details about the
fabrication of Ga-NPs on ta-C layers by FIB templating and subsequent annealing, the reader is
referred to [200].
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and W. Möller. Diameter and morphology dependent Raman signatures of WS2 nanostruc-
tures. ChemPhysChem, 10(13):2221–2225, 2009.
[190] J. Fujita, R. Ueki, Y. Miyazawa, and T. Ichihashi. Graphitization at interface between
amorphous carbon and liquid gallium for fabricating large area graphene sheets. Journal
of Vacuum Science & Technology B, 27(6):3063–3066, 2009.
[191] D. B. Williams and C. B. Carter. The Transmission Electron Microscope. Springer, 1996.
[192] FEI Company. http://www.fei.com/products/transmission-electron-microscopes/
titan.aspx, July 2013.
[193] V. L. Kuznetsov, A. L. Chuvilin, Y. V. Butenko, I. Yu. Mal’kov, and V. M. Titov. Onion-like
carbon from ultra-disperse diamond. Chem. Phys. Lett., 222(4):343–348, 1994.
[194] G. A. J. Amaratunga, D. E. Segal, and D. R. McKenzie. Amorphous diamond-Si semicon-
ductor heterojunctions. Appl. Phy. Lett., 59(1):69–71, 1991.
[195] Th. Mandel, M. Frischholz, R. Helbig, S. Birkle, and A. Hammerschmidt. Electrical and
optical properties of heterostructures made from diamond-like carbon layers on crystalline
silicon. Appl. Surf. Sci., 65–66(0):795–799, 1993.
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