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Rsum  La mthode prsente vise  reproduire la chane des traitements de notre systme visuel. Aprs un prfiltrage rtinien
(galisation adaptative des contrastes locaux, blanchiment spectral), nous appliquons un filtre "cortical" qui code l'image par son
nergie  dans sept bandes de frquences spatiales et sept orientations. Dans un mode "global", chaque image est code par un vecteur 
49 dimensions et une classification supervise en catgories smantiques est effectue. Dans un mode "local", la mme procdure est
applique  16 imagettes  l'intrieur de chaque image, ce qui permet de dfinir des pourcentages d'appartenance  plusieurs catgories.
Le premier, plus efficace en temps de calcul, voit ses ambiguts leves par le second qui s'avre plus prcis, mais plus calculatoire.
Abstract  This work aims at modelling the processes in our visual system. After a retinal preprocessing (adaptive equalization o f
local contrasts, spectral whitenning), we apply a "cortical" filter which codes an image by means of its energy within seven spatial
frequency bands and seven orientations. In a "Global" mode, each image is coded by a 49-dimension vector and a supervised
classification into semantic categories is performed. In a "Local" mode, the same procedure applies to 16 patches in each image,
allowing to define belonging percentages to various categories. The first mode is computationally more efficient, but leads to
ambiguities. These ambiguities can be resolved by the second mode, which is more accurate but more computationally demanding.
1. Introduction
Nous considrons une image de scne i(x, y)=i(x ) comme
une collection d'objets ou de surfaces rflchissant la lumire,
juxtaposs ou se recouvrant partiellement. Ces lments
peuvent varier en clairement selon E(x ) , en position dans
l'image, en taille (distance), en attitude (orientation ou
perspective). Ils sont caractriss par leur coefficient de
rflexion (x ) . L'image (achromatique) produite est en
gnral de la forme i E( ) ( ) ( )x x x=  , bien qu'il puisse exister
des sources ponctuelles.
1.1 Proprits et statistique des scnes
Pour un mme type de scne, il existe un certain nombre
de facteurs de variabilit et de constantes qu'il nous faut
identifier en vue de la catgorisation.
L'clairement dans une scne est une fonction soit
globale lie  la direction de la source et  la lumire diffuse
ambiante, soit locale (ombres portes, ombres propres) lie 
la disposition ou  la posture des objets. Except le cas des
ombres propres, cette fonction varie lentement avec la
position dans l'image.
On pourra aussi tenir compte du fait qu'il existe un bruit
photonique li  l'intensit et un flou isotrope qui peut varier
avec la position (loignement d'un objet). En tout tat de
cause, c'est le coefficient de rflexion qui est la principale
constante  valuer, mais lillumination de la scne est aussi
un paramtre important.
Si la position des objets peut varier dans une certaine
limite (le ciel est gnralement en haut), leur nature est une
"constante" typique d'une scne.
Le spectre d'nergie moyen des images est une fonction
en 1/f. Dans une image particulire, il est li  la nature et 
la position relative des objets, mais indpendant des
positions absolues.
L'inversion droite-gauche conserve la nature de la scne
mais peut changer sa description selon les descripteurs
choisis.
La taille, l'orientation, ou l'attitude des objets peuvent
varier, il faut identifier ces grandeurs ou s'en affranchir dans
la description des objets pour pouvoir catgoriser la scne,
par exemple identifier les zones de perspective.
La composition d'une image est variable : par exemple,
comment catgoriser une image de plage avec un bosquet et
des immeubles? Cela peut tre vu, selon la taille de ces
composantes, comme une fort ou comme une ville.
Pour catgoriser une image, il nous faut rsoudre toutes
ces variabilits et identifier les constantes. Les performances
de notre systme visuel sont remarquables dans ce type de
tche et notre but est de nous inspirer des principes qui le
gouvernent.
1.2 La perception visuelle
L'architecture de notre systme visuel est un modle
intressant car les fonctions que nous connaissons rsolvent
une partie des problmes de variabilit cits plus haut, celles
que nous ne connaissons pas (encore) et que nous tudions
dans le cadre des sciences cognitives devraient rsoudre le
reste.
La rtine est le sige d'un filtrage spatio-temporel passe-
haut aprs un processus de compression adaptative. Il en
rsulte une galisation des contrastes dans l'image (d'o une
relative insensibilit aux variations d'clairement) et un
blanchiment spectral qui compense la statistique en 1/f des
images (Beaudot, 1996; Hrault, 2001).
Le cortex visuel primaire (aire V1) est constitu de filtres
passe-bande orients (de type ondelette de Gabor). Le module
de l'nergie locale donne la signature spectrale des objets,
indpendamment de leur position. Ces filtres sont en
interactions locales mutuelles (dtection d'attributs, Purpura
& al., 1994) ou rgionales (influence du contexte), souvent
sous le contrle descendant de processus attentionnels (Li,
1999; Chauvin, 2001).
Les aires "suprieures", sont divises en deux voies qui
traitent soit les formes et la couleur (What), soit les positions
et les mouvements (Where). La premire rpond
slectivement  des formes complexes ou  des types
d'objets.
Les performances globales du systme visuel sont
impressionantes : nous sommes capables de catgoriser une
image en moins de 100 ms, la prsence d'un type d'objet est
dtecte en 150 ms (Van Rullen & Thorpe, 1998), cependant,
il faut plus de temps pour reconnatre -identifier- une scne
particulire (mcanismes d'exploration, processus "top-
down"...). Nous supposons que cette rapidit de
catgorisation ne peut se faire qu' partir d'indices de bas
niveau, dont la statistique est value sur toute l'image
(Gurin & Oliva, 2000).
2. Outils et mthode
2.1 Traitement rtinien
Les photorcepteurs de la rtine ralisent une compression
de niveau selon l'quation : r (x)=
i (x )
i(x)+i0(x )
. Ils s'adaptent
 l'intensit moyenne de l'image dans leur voisinage car le
terme i0( )x est en fait une moyenne locale i ( )x par lissage
de l'image d'entre : i E0( ) ( ) ( )x x x . Comme l'clairement
varie lentement, E E( ) ( )x x  et :
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 Il en rsulte une
galisation des contrastes entre les zones d'ombre et celles de
fort clairement. Les circuits neuronaux de la rtine ralisent
un filtrage passe-haut de l'image des photorcepteurs, ce qui
constitue une sorte de blanchiment spectral  cause de la
forme en 1/f du spectre moyen des images. La figure 1 donne
un exemple des traitements raliss.
a) b ) c)
FIG. 1 : L'image originale (en a) est compresse localement dans
les zones d'ombres par les photorcepteurs (en b), puis filtre
passe haut par les circuits rtiniens (en c). On notera l'galisation
des contrastes dans toutes les zones.
2.2 Modle de spectre
Soit une image i oi ii( ) ( )x x x=  compose d'une srie
d'objets oi  des positions xi  dont les spectres 2D s'crivent.
Oi f Oi f j f
T xi j i f( ) ( ) exp ( )= +( )2   En consquence, le
module du spectre de l'image s'crit :
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Le premier terme reprsente le spectre moyen des objets,
indpendamment de leur position et le second contient la
structure de l'image lie aux positions relatives des objets
xij , les termes de diffrences de phase ij(f ) s'annulant
rapidement avec le module de la frquence. La figure 2
donne en a: le spectre global de la configuration d'objets A,
B, C (en encart), en b: le spectre moyen des objets et en c: le
spectre de la structure reprsente par les centres de gravit de
objets. On note que les hautes frquences sont typiques du
spectre moyen des objets et que les basses frquences les sont
de la structure de l'image.
a) b) c)
FIG. 2 : Spectre d'une image (a), spectre moyen de ses objets (b)
et spectre de sa structure (c).
Typique de la structure d'une image, le module du spectre
constitue donc un descripteur de choix en vue de la
catgorisation.
2.3 Traitement "cortical"
Arrive dans laire V1 du cortex visuel, limage rtinienne
est dcompose en un certain nombre de primitives par le
filtrage des neurones du cortex ; lesquels sont sensibles 
diverses bandes de frquences spatiales, temporelles, et 
certaines orientations des stimuli. Les cellules du cortex sont
de deux types : les cellules simples modlisables par des
filtres de Gabor en phase et en quadrature et les cellules
complexes qui intgrent lnergie des stimuli visuels en
sortie dun filtre (Jones & Palmer, 1987). Nous modlisons
ici les cellules complexes par des ondelettes de Gabor.
FIG. 3 : Rosace de 49 filtres de Gabor, 7 bandes de frquences et
7 orientations avec un fort recouvrement des filtres.
Les images seront ici dcomposes par 49 ondelettes de
Gabor reprsentes en figure 3, soit 7 bandes de frquences et
7 orientations diffrentes. En sinspirant de la biologie des
cellules du cortex visuel qui ont une largeur de bande
moyenne de 1.2 octave (De Vallois, 1988), la largeur de la
bande radiale relative des filtres de Gabor est fixe  1 octave.
La largeur de la bande transversale relative est de 180/7. On
dsire en effet, avoir toutes les caractristiques de limage et
donc couvrir au mieux le domaine spectral. Ayant choisi 7
orientations, il est logique de prendre une largeur de bande
transversale de 180/7.
On parle dchantillonnage du spectre en log-polaire car les
frquences centrales des filtres sont en progression
gomtrique de raison 1.5 :  fk
k f=1 5 0. ( limage des
cellules simples du cortex visuel), et les filtres sont fonctions
de lorientation.
Chaque image est caractrise par  une matrice 7 x 7 : cette
matrice est lindex choisi pour la catgorisation. Chaque
composante de la matrice correspond  un chantillon du
module du spectre selon lorientation et la frquence (nergie
en sortie dun filtre).
Dans cette nouvelle reprsentation, zoom et rotation
deviennent des translations plus facilement exploitables.
Ainsi, en considrant les spectres log-polaire comme des
images de 7  7 pixels, lintercorrlation entre une image
originale et une image dforme (image originale tourne et
zoome) donne un maximum dcal du centre du facteur de
zoom et de rotation.
De plus, nous tenons compte de linvariance des
diffrentes classes par rapport  linversion droite-gauche
dune image : quivalence dune transformation globale
    .
2.4 Implmentation
2.4.1 Extraction des caractristiques
Nous testons deux types de descripteurs : les descripteurs
globaux (image en entier), et les descripteurs locaux (les
images sont divises en 16 imagettes).
Les images que nous souhaitons catgoriser subissent tout
dabord le prtraitement rtinien que nous venons de dcrire.
Ensuite, nous appliquons une fentre dapodisation de
Hanning sur limage pour viter ces effets de bords et nous
calculons les nergies dans les diffrentes bandes de
frquences spatiales et orientations. Une image est donc code
comme un vecteur  49 dimensions.
Plusieurs types de normalisation des vecteurs ou matrices
caractristiques ont t tests.
La normalisation qui procure les meilleurs rsultats lors de
la catgorisation des images est la normalisation par bande de
frquence. Cette normalisation permet de comparer par la
suite des images floues avec des images nettes. En effet, le
flou est une fonction isotrope de la frquence G(f) et la
normalisation par bande de frquence supprime ce terme.
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2.4.2 Validation des descripteurs par catgorisation
Notre systme de catgorisation est obtenu par un
apprentissage supervis. La catgorisation se fait sur des
mesures de dissimilarits.
Nous travaillons sur une base de 250 images de scnes en
niveaux de gris. Les images appartiennent  cinq catgories
smantiques diffrentes que sont les plages, les villes, les
forts, les montagnes et les intrieurs. Chaque classe possde
des caractristiques spectrales propres.
Plage Ville Fort
Montagne Intrieur
FIG. 4 : Exemple du module des spectres dune image des
diffrentes catgories smantiques.
Chaque classe est caractrise par :
1 - son centre ou vecteur caractristique moyen ,
2 - ses directions principales (Analyse en Composantes
Principales par classe avec conservation de 90% de la
variance).
La dcision dappartenance dun vecteur test (index dune
image)  une classe se fait soit par comparaison de sa distance
euclidienne ou de Mahalanobis aux diffrents centres des
classes, soit par sa distance euclidienne aux diffrents plans
principaux.
La distance de Minkowski (norme Lp) est galement
teste. Dans ce cas, on calcule la distance de Minkowski entre
le vecteur test et tous les autres vecteurs de la base. La
distance qui le spare du nuage reprsentatif dune classe est
la distance moyenne avec les points de cette classe. On
compare ensuite les distances du vecteur test  chacune des
classes.
3. Spectres globaux
On donne les rsultats ci-dessous pour les images ayant
servi de base dapprentissage.
Il faut ici noter l'importance du prtraitement rtinien, sans
lequel les rsultats seraient largement moins concluants.
Les tableaux 1 et 2 donnent les pourcentages dimages (sur
50 images par classe) bien classes.
La distance qui procure les meilleurs rsultats est celle aux
plans principaux des diffrentes classes (cette distance tient
compte de la distance qui spare le vecteur test au centre de la
classe ainsi que de la direction de ce vecteur par rapport au
nuage de points reprsentatifs des catgories).
Certains pourcentages sont faibles mais :
1 - on sait que les classes ne sont pas franchement spares
(Hrault, 1997) ; une image peut contenir des informations de
plusieurs catgories.
2  notre index nest pas pour autant mauvais, en effet si
lon regarde la classification artificiel versus naturel (soit
plage, fort et montagne contre ville et intrieur) les
pourcentages sont amliors :
TAB.1 : Catgorisation par comparaison des diffrentes
distances (5 classes smantiques).
Comparaison des : Pourcentage de catgorisation
correct :
- distance euclidienne aux
centres des classes (D.E)
P : 60%    F : 50%    M : 82%
V : 41%    I : 25%
- distance de Mahalanobis
aux centres classes (D.M)
P : 80%    F : 24%    M : 28%
V : 62%    I : 26%
- distance euclidienne aux
plans principaux (D.P.P)
P : 48%    F : 74%    M : 84%
V : 80%    I : 70%
- distance de Minkowski
(D.Mink) p=6
P : 46%    F : 48%    M : 76%
V : 58%    I : 68%
TAB.2 : Pourcentage de bonne catgorisation
naturel/artificiel
- D.E 90%
- D.M 86%
- D.P.P 93%
- D.Mink 89.2%
Afin damliorer la catgorisation des images nous nous
intressons aux spectres locaux.
4. Spectres locaux
Les images sont maintenant divises en 16 imagettes,
chacune subissant les traitements dcrits ci-dessus.
F F F F ? ? ? ?
F F F V M M P P
P P P P P P P P
P P P P ? ? P P
FIG. 5 : Exemple de catgorisation de 2 images appartenant  la
classe des plages par une mthode locale. (F : fort, P : plage, V :
ville, M : montagne, ? : non significatif).
Chaque imagette est associe, avec les mmes mthodes
que prcdemment,  une classe. Pour catgoriser limage on
donne un poids plus fort aux imagettes centrales et lors
dambiguts (cest--dire si 2 patchs appartiennent  une
catgorie et 2 autres  une autre catgorie) on regarde les
classes dappartenance des imagettes autour. La premire
image prsente  la figure 5 est une image catgorise sur le
globale comme une fort ; le fait dappliquer une mthode
locale nous donne la relle composition de la scne (moiti
plage, moiti arbre et un artefact ville ). La deuxime image
est elle catgorise  montagne  par la mthode globale, la
mthode locale la place de manire privilgie dans la classe
des  plages  (voir les 4 imagettes centrales).
La mthode des spectres locaux se rapproche de notre
mode de perception : l'appartenance  une catgorie n'est pas
une certitude, une image peut contenir des zones relatives 
diffrentes catgories et la dcision d'appartenance se fera soit
selon un vote majoritaire (en l'absence d'une ide-guide), soit
en fonction d'un contexte de recherche (selon le type d'images
auquel on s'intresse).
Dans le cas d'un vote majoritaire, la mthode augmente
notablement le pourcentage de bonnes catgorisations pour
les scnes ouvertes, P : 82%, C : 80%.
Dans notre approche, le type de descripteurs est
volontairement limit aux spectres d'nergies, il est bien
entendu ncessaire d'introduire d'autres descripteurs comme
par exemple des indices de profondeur, de perspective, de
couleur...
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