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Abstract
Some numerical aspects of a new symmetric Galerkin boundary integral formulation presented in [A. Salvadori, A symmetric
boundary integral formulation for cohesive interface problems, Comput. Mech. 32 (2003) 381–391] connected with a like arc-length
technique for softening cohesive interface problems introduced in [F. Freddi, Cohesive interface analysis via boundary integral
equations, Ph.D. thesis, University of Bologna, Italy, 2004] are here investigated. Further, if the problem is invariant with respect to
a ﬁnite group G of congruences of the Euclidean space R2, we propose to reduce the computational cost of the symmetric Galerkin
boundary element method (SGBEM) matrix evaluation and linear system solution using suitable restriction matrices strictly related
to a system of irreducible matrix representation of G. Some numerical simulations are presented and discussed.
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1. Introduction
The cohesive forces acting at the interface between bodies are actually one of themost important constitutive parame-
ters, determining the strength and stability of structures. For example, displacement-softening interface responses often
imply a global strain-softening structural response. In the calculation process, to follow the quasi-static equilibrium
path beyond the onset of snap-through or snap-back, the basic idea for a ﬂexible incremental control technique is that
the step is speciﬁed by a constraint equation, which involves both the problem unknowns and the load multiplier. Since
failure is localized along the interfaces, global constraint equations including all the problem unknowns seem to be
redundant to produce a converging solution, essentially because they involve unknowns that are not directly responsible
for the equilibrium instabilities [3].
In this paper, some numerical aspects of a new symmetric Galerkin boundary integral formulation introduced in [15]
and connected with a like arc-length technique [12,14] for softening cohesive interface problems widely studied in [9],
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are investigated. In particular, we intend to answer to some open problems speciﬁed at the end of [15] and to present
numerical experiments still lacking, to the authors’ knowledge, in literature.
In our opinion, the symmetric integral model proposed in [15] appears to be ideally suited for the analysis of
cohesive interface problems. In fact, SGBEM involves only variables on the boundary  and relegates all non-linearity
to a discontinuity locus, sayc (the cohesive interface). The variables can be condensed by inverting a symmetricmatrix
of coefﬁcients, while any FEM would involve domain variables as well and in the traditional BEMs the matrix to invert
is non-symmetric. Furthermore, the SGBEM exhibits superior accuracy and convergence properties with respect to
BEMs, as it is now widely recognized, whereas the signiﬁcant mathematical and numerical difﬁculties related to the
hypersingular integrations nowadays can be regarded as largely overcome [1,7].
Further, if the problem is invariant with respect to a ﬁnite group G of congruences of the Euclidean space R2, it
was shown in [2] that the use of BIE discretizations, suitably adapted to respect symmetry properties, yields useful
decompositions, which can reduce the computational cost, the memory storage and can give advantages in terms of
precision of the approximate solution. In this paper we use a technique for exploiting possible symmetry properties of
inteface problems, based upon suitable restriction matrices (see [2]) strictly related to a system of irreducible matrix
representations of G and to the mesh deﬁned on the boundary of the problem domain. Using these restriction matrices
we can decompose the invariant discrete problem into independent subproblems with reduced dimension with respect
to the original one; a global solution is obtained from superposition of all partial results.
Hence, at ﬁrst we will describe some numerical algorithms suitable for an efﬁcient evaluation of the approximate
solution of the SGBEM linear system coming from the discretization of a cohesive interface problem; then we will
present several numerical results related to some classical problems concerning the behavior of bond between externally
bonded ﬁber reinforced polymers (FRP) and concrete.
2. The problem
This section provides a very brief review of boundary integral equations for softening cohesive interface problems.
The reader is asked to consult the cited references and in particular paper [15] for further details. We consider, in
a right-hand Cartesian reference system, two-dimensional elastic bodies occupying the domains 1 and 2, which
represent the undistorted natural reference conﬁguration of two homogeneous solids, bounded by exterior Lipschitz
boundaries 1, 2 with outward unit normal n1 and n2, respectively, and connected by a non-linear cohesive interface
c = 1 ∩ 2. Domain boundaries i , i = 1, 2, are divided into three parts corresponding to boundary conditions
and interface: i = iD ∪ iN ∪ ic, where ic is the cohesive interface c conceived as belonging to the boundary
i . According to small displacements and strains theory, we consider in absence of body forces domains response
to quasi-static external actions: tractions pi = (ui )ni ≡ p¯i , on iN (Neumann condition), where  is the Cauchy
stress tensor related to the strain tensor by Hookes law, and displacements ui ≡ u¯i on iD (Dirichlet condition). Small
displacements and strains hypothesis implies:
n1(x) = −n2(x), x ∈ c, (1)
and the equilibrium condition reads:
p1(x) = −p2(x), x ∈ c. (2)
Moreover, we consider here the following assumptions: the (known a priori) interface c is locus of possible displace-
ment discontinuities w, and equilibrate traction act. These discontinuities w on the interface need to deﬁne a reference
line that will be identiﬁed with the interface c between domains 1 and 2. Fixing the parameter t in a time-like
interval T = [0, tf ], two isomorphisms x = hi (xi (t)), i = 1, 2, between the reference line c and the boundaries ic,
are set such that we can deﬁne the displacements ui on c:
∀xi (t) ∈ ic ∃!x = hi (xi (t)) ∈ c : ui (xi (t)) = xi (t) − x, i = 1, 2,
with the property: u1(x1(0)) = u2(x2(0)) = 0. A normal nc(x) along c still must be deﬁned, consistently with the
deﬁnition of relative opening displacement:
w(x, t) = u1(x1(t)) − u2(x2(t)), xi ∈ ic, w(x, 0) = 0. (3)
24 A. Aimi et al. / Journal of Computational and Applied Mathematics 210 (2007) 22–33
From (1), (2) we deﬁne for all x ∈ c: pc(x)=p1(x) and nc(x)=n1(x)where pc(x) is the traction on the interface.As a
further assumption in the problem formulation, cohesive traction pc and relative displacement w are related on c by a
non-linear cohesive lawpc(w(x, t)) for all x ∈ c andwe suppose that quasi-static external traction p¯i (x, t)=p(t)p˜i (x)
imposed on the Neumann boundary iN and displacements u¯i (x, t) = u(t)u˜i (x) assigned on the Dirichlet boundary
iD of each domain i , i = 1, 2, are both products of given functions of x and t.
We deﬁne the standard boundary integral operators locally for x ∈ i , i.e. the single and double layer potential
operators
(Vii )(x) =
∫
i
U i(x, y)i (y) dsy, (Kii )(x) =
∫
i
Ti,yU
i(x, y)i (y) dsy,
the adjoint double layer potential and the hypersingular integral operator
(K′ii )(x) =
∫
i
Ti,xU
i(x, y)i (y) dsy, (Dii )(x) = Ti,x
∫
i
Ti,yU
i(x, y)i (y) dsy,
where the operator Ti,y denotes the traction operator on i with differentiation with respect to y, Ti,yUi(x, y) is the
boundary stress tensor of the fundamental solution Ui(x, y) of the linear elastic problem that we assume to exist for
each subdomain i (see [13]). The operatorsK andK′ are deﬁned by Cauchy singular integrals and D is deﬁned
by a hypersingular ﬁnite part integral in the sense of Hadamard [6], i.e. it is understood to be the ﬁnite part of an
asymptotic expansion. The mapping properties of all local boundary integral operators deﬁned above are well known
(see [6]).
Let us deﬁne two new vectors on the interface, the incremental mean displacement
v˙(x, t) = 12 [u˙1(x1(t)) + u˙2(x2(t))] (4)
and the incremental half opening displacement
z˙(x, t) = 12 [u˙1(x1(t)) − u˙2(x2(t))] = 12 w˙(x, t), (5)
where the overhead dots denote the derivative with respect to t.
The interface constitutive equation can be written in an incremental form making use of the tangent matrix of the
cohesive law, denoted with DˆT
p˙c(x, t) = DˆT(z(x, t))z˙(x, t). (6)
Now, by writing the incremental form of standard boundary integral equations system related to the local Dirichlet–
Neumann problem on the ith domain, i = 1, 2, the displacement and traction BIEs for the two faces of c, following
the pioneer paper [15], we can obtain a system that describes the incremental problem of two domains connected by a
cohesive interface in the form (see also [9])
N((t))˙(t) =F((t), t), (7)
where
N((t)) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
V1DD −K1ND O O −K1cD C1cD[(t)]
−K′1DN D1NN O O D1cN C1cN[(t)]
O O V2DD −K2ND −K2cN C2cD[(t)]
O O −K′2DN D2NN D2cN C2cN[(t)]
−K′1Dc D1Nc K′2Dc −D2Nc C11cc C12cc [(t)]
C1Dc[(t)] C1Nc[(t)] C2Dc[(t)] C2Nc[(t)] C21cc [(t)] C22cc [(t)]
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The unknown vector ˙(t)=[p˙1 u˙1 p˙2 u˙2 v˙ z˙]∗ is made of tractions p˙i on theDirichlet boundariesiD, displacements u˙i on
the Neumann boundariesiN, mean displacements v˙ and relative half opening displacements z˙ on the cohesive interface
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c in their incremental form, and
F((t), t) = [f 1D f 1N f 2D f 2N f 12Nc f ((t))]∗. (8)
InN((t)), the operators Ciab and C
ij
ab, i, j = 1, 2; a, b = c,D,N, are combinations of integral operators previously
deﬁned and of cohesive tangent stiffness matrix DˆT. Moreover also the last element f ((t)) inF((t), t) depends on
cohesive tangent stiffness matrix DˆT. For a complete description of all blocks of system (7) and further details the
interest reader is referred to [9,15]. Furthermore, from [15] we have that if the tangent matrix of the cohesive law DˆT
is symmetric, the integral operatorN is symmetric with respect to usual bilinear form in L2().
3. Numerical solution
Problem (7) equipped with an initial condition in t for the unknown vector function (t), admits a unique solution
under the hypothesis of invertibility for the operatorN. In this case, a semi-discretization in t can be performed, for
instance, with standard adaptive explicit one-step methods. Then, for the discretization in space, in order to perform the
symmetric Galerkin boundary element method (see [5]), we need a family of ﬁnite-dimensional subspaces Sh,d deﬁned
on the boundary. Following well-known procedures, boundaries 1, 2 and interface c are discretized into boundary
elements. On each boundary element, traction, displacements, mean displacements and displacements discontinuities
are interpolated from nodal values using polynomial shape functions of degree d, as it is customary also in other
discretization techniques such as ﬁnite element method. In particular, for our problem, as approximating subspaces
Sh,d we can take the space of piecewise polynomials of different degree for the approximation of ui on iN, pi on
iD and v, z on c. At the generic nth step of the whole discretization phase we have to solve a linear system of
equations Nh(h(tn))˙h(tn) = Fh(h(tn), tn), whose matrix Nh(h(tn)) presents the same block structure of the
operatorN
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A11 A12 O O A15 A16[nh]
A21 A22 O O A25 A24[nh]
O O A33 A34 A35 A36[nh]
O O A43 A44 A45 A46[nh]
A51 A52 A53 A54 A55 A56[nh]
A61[nh] A62[nh] A63[nh] A64[nh] A65[nh] A66[nh]
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
˙1
˙2
˙3
˙4
˙5
˙6
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
f1
f2
f3
f4
f5
f6[nh]
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (9)
where nh := h(tn). For our particular class of problems, a matrix block solution technique has been implemented,
where the boundary unknowns are condensed on the interface unknowns. This operation is performed for the whole
resolution of the non-linear problem. The algorithm suitably exploits both the characteristics of sparsity and localized
non-linearity, factorizing all the linear blocks and effecting the operations that involve the linear part of the problem at
the ﬁrst step of the system resolution; then, at the following steps, a reduced number of factorizations and operations
are developed.
FIRST STEP
Condensation
for i = 1 : 5; (Factor)Aii = LiiUii and solve LiiUiibi = fi ;
for k = i + 1 : 6; (Evaluate) fk = fk −Akibi ; end k;
for j = i + 1 : 6; (Solve) (LiiUii)Bj =Aij ;
for k = i + 1 : 6; (Evaluate)Akj =Akj −AkiBj ; end k;
end j ;
end i;
Back substitution
Solve for ˙6.
for i = 5 : −1 : 1; (LiiUii)˙i = fi −
∑6
j=i+1Aij ˙j ; end i;
26 A. Aimi et al. / Journal of Computational and Applied Mathematics 210 (2007) 22–33
FOLLOWING STEPS
Condensation
for i = 1 : 5; (Solve) (LiiUii)B6(˙h) =Ai6(˙h);
for j = i + 1 : 6;
for k = i + 1 : 6;
if j = 6 ∨ k = 6 then (Evaluate)Akj =Akj −AkiBj ; endif
end k; end j ;
for k = i + 1 : 6; (Evaluate) fk = fk −Akibi ; end k;
end i.
Back substitution
Solve for ˙6.
for i = 5 : −1 : 1; (LiiUii)˙i = fi −
∑6
j=i+1Aij ˙j ; end i;
We observe that the sparsity structure of matrixNh(h(tn)) grows with the number of domains of the problem. For
further details, reference is made to [9,11], where a general condensation algorithm for the resolution of sparse linear
systems is proposed.
If the boundary  of domain 1 ∪ 2 presents symmetry properties or more in general is invariant with respect to
a group G of congruences of Euclidean space R2, we can exploit them to further reduce the computational cost of
the Galerkin matrix evaluation and of the solution of the discretized system (9), using a suitable family of restriction
matrices deﬁned as follows.
Let Rs , s = 1, . . . , p, be full rank matrices with, respectively, ns rows and n columns with n =∑ps=1ns , such that
RsR
H
s = Is, RsRHs′ = O, s = s′,
p∑
s=1
RHs Rs = I , (10)
where Is , I are identity matrices of order ns and n, respectively, andRHs denotes the conjugate transpose of the matrix
Rs . In the specialized literature, these matrices are called restriction matrices [2]. Using this type of matrices one can
operate on the SGBEM linear system as stated in the following:
Theorem (Aimi and Diligenti [2]). Consider a linear system A	= b, where A is a non-singular matrix of order n, b a
column vector with n components andR1, . . . ,Rp, p restriction matrices verifying (10). If matrixA veriﬁes conditions
RkAR
H
j = O, k = j, k, j = 1, . . . , p, (11)
then system A	= b can be decomposed in p independent subsystems
RkAR
H
k 	k =Rkb, k = 1, . . . , p. (12)
The solution 	 is obtained by 	=∑pk=1Rk	k where 	k is the solution of (12).
Now, let G be a ﬁnite group of r congruences of Euclidean space R2, having at least two distinct elements. The
group G can be described by orthogonal matrices 
1, 
2, . . . , 
r of order 2; let 
1 the identity matrix. LetMd be the
group of square invertible matrices of order d with complex elements and let  be a homomorphism of G intoMd .
The set of matrices {(
i )}, i = 1, . . . , r , is called a matrix representation of G of order d. From the theory of group
representations it follows that any ﬁnite groupG admits a ﬁnite number q of unitary irreducible, pairwise not-equivalent
matrix representations
{(1)(
i )}, {(2)(
i )}, . . . , {(q)(
i )}, i = 1, . . . , r . (13)
Then, we call the following matrices, with 2d rows and 2r columns, elementary restriction matrices (ERM)
Ek =
√
d
r
⎡
⎢⎢⎢⎣
()k1 (
1)

∗
1 
()
k1 (
2)

∗
2 · · · ()k1 (
r )
∗r
()k2 (
1)

∗
1 
()
k2 (
2)

∗
2 · · · ()k2 (
r )
∗r
· · · · · · · · · · · ·
()kd(
1)

∗
1 
()
kd
(
2)

∗
2 · · · ()kd(
r )
∗r
⎤
⎥⎥⎥⎦ ,
 = 1, . . . , q,
k = 1, . . . , d, (14)
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where 
∗i denotes the transpose of matrix 
i . Notice that, the total number of these matrices is M, with M =
∑q
=1d.
From the theory of group representation it follows that: qMr and q = M = r if and only if G is an Abelian
group. Due to the orthogonality properties of the representations, the ERM deﬁned in (14) have pairwise unitary rows.
Therefore the rank of matrix Ek is 2d (see [2] for details). In order to construct restriction matrices for linear system
(9) decomposition, let  be a set formed by N points related to a not necessarily uniform mesh of 1 ∪ 2. Let us
suppose  invariant with respect to G, hence the vector spaceH() of real functions with two components deﬁned on
 will be naturally invariant with respect to G. A basis inH() is formed by functions
 := [e1 e2] = I2, (15)
where  denotes a scalar function having value 1 in a point of  and 0 in all remaining points, I2 is the identity matrix
of order 2.
Starting from ERM deﬁned in (14), it is possible to construct M restriction matricesRk , =1, . . . , q; k=1, . . . , d
related to spaceH() for splitting of the SGBEM linear system when the problem is G-invariant [2].
Remark. If, for instance, the involved matrices are dense as they arise in the usual discretization of BIEs, the reduction
factor solving all the linear subsystems with matrices RkARHk instead of the original matrix using the same direct
methods is O(
∑q
=1d3 /r3).
Applications of restriction matrices to SGBEM under the weaker assumption of partial geometrical symmetry, where
the boundary has disconnected components, one of which is invariant, are proposed in [2].
3.1. A like arc-length technique
For many structural systems, it is necessary to compute the non-linear relationship between the applied loads and
the resulting structural deformations. By tracking this non-linear equilibrium path, it is possible to identify critical
buckling and collapse phenomena, in case of softening behavior of the material. The problem of elastic stability is
intimately connected with singularities that occur somewhere along the path under consideration (see Fig. 1). These
singular points are called critical points: limit or bifurcation points. In an experiment performed under load-control, the
applied load is prescribed, and the resulting displacement is measured.When the applied load exceeds the collapse load
of structure, sudden failure occurs. During such failure, the structure is not in static equilibrium, and the displacements
and strains grow in a dynamic process.Alternatively, the experiment can be controlled by the deﬂection (displacement)
at the point of load application. In this case, the load point can be considered as an additional support with prescribed
snap through
under load
control
limt points
under
displacement
control
snap back
under
displacement
control
limit point
under load control
A u
B D
E F
G
H
C
λp
Fig. 1. Limit points under load and displacement control.
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displacement, and the force acting on the structure is measured as the reaction generated in this support. In such
an experiment, static equilibrium can be maintained even after the reaction has reached its maximum value, and the
load–displacement diagram can be traced into the post-peak range. Since displacements values are directly prescribed
at certain points by treating them as supports, this technique may be referred to as direct displacement control. The load
versus displacement diagram exhibits a limit point (snap-through) and later turning point (snap-back). Fig. 1 shows
that load control fails around the limit point, where the diagram has horizontal tangent (points B, F). As shown in Fig.
1 point G, displacement control can overcome this point but it fails at snap-back, where the diagram has a vertical
tangent.
In order to overcome these drawbacks advanced incremental control techniques, such as arc-length technique,
abandon the assumption that the values of external loads or displacements are prescribed in advance (see [14]). Instead,
the loading program is parameterized by a scalar unknown load multiplier (t), and the boundary forces vector (or
displacements vector) becomes a function of (t). The basic idea of a ﬂexible incremental control technique is that ˙(t)
is speciﬁed by a constraint equation that involves the unknown vector ˙(t) as well as the load multiplier. The original
motivation was provided by the requirement that ˙(t), measured as the geometric distance between the initial and ﬁnal
state in the load–displacement space, should be equal to a prescribed constant. The criterion of a constant arc-length
automatically emphasizes the contributions of the variables that changes faster—the displacement around the limit
point and the load parameter around the point of snap-back. Problem (7) is then transformed, introducing an additional
equation that relates ˙(t) to the inﬁnitesimal increment of the unknown load factor
⎧⎨
⎩
N((t))˙(t) = ˙(t)f((t)), t ∈ [0, tf ],
‖˙(t)‖22 + |˙(t)|2 = 1,
(0) = 0, (0) = 0.
(16)
Note that the operatorN((t)) is invertible if and only if ˙(t) = 0. In this case it is possible to ﬁnd a unique solution
if one speciﬁes the sign of ˙(t). Under these hypothesis, problem (16) can be rewritten in the following normal form:
{ y˙(t) = F(t, y(t)), t ∈ [0, t¯),
y(0) = y0, (17)
where
y(t) =
[
(t)
(t)
]
, F(t, y(t)) = sgn[˙(t)][1 + ‖b((t))‖22]−1/2
[b((t))
1
]
,
with: b((t)) =N−1((t))f((t)).
In (17), t¯ represents the ﬁrst value of t such that ˙(t¯) = 0 and the operatorN fails to be invertible.
In the discretization phase, we have considered the following constraint in order to determine the sign of ˙(t):
˙(t)1(t)> 0, (18)
where 1(t) denotes the least eigenvalue of the matrixNh(h(t)). If tn = t¯ at the n-step, problem (16) becomes
{
N((t¯))˙(t¯) = 0,
‖˙(t¯)‖22 = 1.
(19)
Hence we evaluate an eigenvector q of the matrixNh(h(t¯)) related to the null eigenvalue, normalized with respect
to Euclidean norm. Also in this case, the sign of q is not determined; therefore we have to introduce the constraint
q · [h(tn) − h(tn−1)]> 0 which allows to get over the stationary point (see Fig. 1) and to obtain the approximate
solution in tn+1:
h(tn+1) = h(tn) + (tn+1 − tn)q, (tn+1) = (tn−1).
Note that for t > t¯ the sign of 1(t) changes and therefore the sign of ˙(t) changes too, as the equilibrium path shows.
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4. Numerical simulations
The behavior of bond between externally bonded FRPs and concrete can be analyzed in bond test, such as the
pull–pull delamination test (Fig. 2) and the double shear test (Fig. 3). The proposed BIE model for cohesive interfaces
has been used to simulate these two tests.
The behavior of the bond between concrete and reinforcement can be characterized by a relationship between the
shear stress locally transferred between concrete and reinforcement to the slip. Two different interface formulas has
been adopted. The ﬁb in [8] suggests to consider a bilinear law characterized by linear elastic branch until the maximum
shear stress value is reached and by a linear softening branch up to complete delamination:
p =
⎧⎨
⎩
kw if ww0,
w1−w
w1−w0 p¯ if w0ww1,
0 if ww1,
(20)
where k, w0, w1 and p¯ are given quantity.
On the other hand, amode II power fractional interface lawhas been proposed in [16] by post-processing experimental
data of delamination tests. The law gives the local bond stress p as a function of slip w:
p
p¯
= w
w0
n
(n − 1) + (w/w0)n , (21)
where (p¯, w0) denote peak shear stress and corresponding slip and n is a free parameter mainly governing the softening
branch. Moreover, in the present simulations a plane strain problem has been considered and the arc-length technique
previously described has been used to evaluate the unstable equilibrium paths. The geometrical, mechanical properties
of materials and interface parameters adopted in the two examples are reported in Table 1.
• Example 1. Pull–pull delamination test (Fig. 2). Left and bottom sides have been constrained in order to have no
displacements in the direction normal to the surface and free displacements tangent to it with reference to this setup.
Firstly an eigenvalue analysis in case of snap-back phenomenon has been performed, adopting the interface law (21).
Fig. 4 shows the load-displacement curve obtained via BEM for the point C in Fig. 2. In Fig. 5 the ﬁrst two eigenvalues
of the matrixNh are plotted as functions of t. The graph of the least clearly outlines the singularity of the limit points.
Fig. 2. FRP-concrete delamination test: pull–pull test.
Fig. 3. FRP-concrete delamination test: double shear test.
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Table 1
Geometrical, mechanical and interface parameters adopted in the two tests
d (mm) L (mm) h (mm) Ep (MPa) Ec (MPa)
50 200 75 230000 33640
w0 (mm) w1 (mm) p¯ (MPa) n k (MPa/mm)
0.042 0.3 6.875 2.44 230
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Fig. 4. FRP-concrete delamination test: equilibrium path.
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Fig. 5. Behavior of eigenvalues 1(t) and 2(t).
Note that 1(t) changes its sign in correspondence of maximum load level a1 in the equilibrium path (Fig. 4). Then, we
report a comparison with FEM solution using interface law (20). In Fig. 6 load–displacement curves obtained via BEM
and via FEM are shown for the three points A, B, C of Fig. 2. The methods give practically the same results. Table 2
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Fig. 6. BEM and FEM solutions.
Table 2
Discretization data for the ﬁrst FRP delamination test
Nodes Elements Degrees of freedom Interface nodes Matrix evaluation
BEM 219 220 643 101 144
FEM 1830 1881 3680 101 163
Fig. 7. BEM mesh.
Fig. 8. FEM mesh.
reports discretization data. Figs. 7, 8 show the meshes used in BEM and FEM simulation, respectively We adopted an
explicit adaptive second order scheme; in the FEM context an incremental-iterative scheme was used [3].
• Example 2. Double shear test (Fig. 3). This problem is invariant with respect to theAbelian groupD2 generated by
the symmetries of R2 with respect to coordinate axes. The group D2 has four irreducible orthogonal representations
of order 1 (see [2]). We have chosen a D2-invariant mesh on  = 1⋃2 made up with 692 elements. Using linear
shape functions, deﬁned as in (15), for the approximation of each component of unknown vector ˙h, one would obtain
a SGBEM linear system A˙h = b of order 2384. To underline the efﬁciency and convenience of the block condensation
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Table 3
Dimensions of the four linear subsystems and norm of the right-hand sides coming fromD2-invariance
 = 1  = 2  = 3  = 4
dim(A1) 596 596 596 596
‖b1‖2/‖b‖2 1.0D0 2.0D-16 3.1D-17 9.0D-12
algorithm previously described, the computation times have been compared with the classical resolution through LU
factorization of thewholematrix, for the condensed system at the ﬁrst evaluation (ﬁrst time step) and for those following.
For this second example the computational saving is nearly 17% at the ﬁrst step and around 38% in the subsequent
ones. On the other side, the foregoing system A˙h = b is decomposable, using restriction matrices R1,  = 1, . . . , 4,
related toD2, into four linear subsystems whose dimensions are reported in Table 3. As one can note from the norm of
the right-end side vectors, only one subsystem can be solved to recover the original solution.
5. Final remarks
If the tangent stiffness matrix of the cohesive interface law is symmetric, the SGBEM combined with an arc-length
technique provides an efﬁcient approach for the solution of softening cohesive interface problems, as the applications
presented in the previous Section have shown.
A large number of solution schemes have been proposed for dealing with general softening interface laws that
can induce a snap-back behavior, for which methods for tracing structural responses beyond critical points must be
considered. For this problem an arc-length technique seems to be an excellent solution. In all arc-length procedures,
the governing equations are solved with the addition of a constraint equation which forces the solution to follow a
speciﬁed path towards the equilibrium path.
In this paper, the enlarged system of equations, obtained coupling the incremental SGBEM equations system with
a local arc-length constraint, becomes singular only at bifurcation points, thus increasing the domain of application of
the method with respect to the conventional incremental technique.
From the computational point of view, in the framework of SGBEM, the reduction in subproblems under complete or
partial invariance hypothesis is particularly important because the discretization matrices, whose elements are double
integrals with weakly singular, singular or hypersingular kernels, are typically full. In this context, several techniques
have been proposed during these last years to reduce the computational cost of the Galerkin matrix evaluation and of
the linear system solution.We recall the fast multipole method, the panel clustering method (PCM), the mosaic skeleton
approximation, theH-matrices method [10]. All of the above named methods are similar in a block decomposition
of the BEM matrix and differ in the approximation of the blocks using particular expansions of the integral kernel in
truncated series. The efﬁciency of the whole procedure is reached if an iterativemethod is applied by solving a perturbed
linear system after the approximation of the original system matrix. More recently it has been developed as an adaptive
cross approximation (ACA) algorithm that generates block-wise low-rank approximations of BEM matrices without
using any kernel expansion [4]. This latter method seems to be very interesting, also for its general, wide applicability.
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