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Abstract
Given an arbitrary graph G we study the chromatic number of a random subgraph G1/2
obtained from G by removing each edge independently with probability 1/2. Studying χ(G1/2)
has been suggested by Bukh [Buk], who asked whether E[χ(G1/2)] > Ω(χ(G)/ log(χ(G))) holds
for all graphs G. In this paper we show that for any graph G with chromatic number k = χ(G)
and for all d 6 k1/3 it holds that Pr[χ(G1/2) 6 d] < exp
(
−Ω
(
k(k−d3)
d3
))
. In particular,
Pr[G1/2 is bipartite] < exp
(−Ω (k2)). The later bound is tight up to a constant in Ω(·), and is
attained when G is the complete graph on k vertices.
As a technical lemma, that may be of independent interest, we prove that if in any d3 coloring
of the vertices of G there are at least t monochromatic edges, then Pr[χ(G1/2) 6 d] < e
−Ω(t).
We also prove that for any graph G with chromatic number k = χ(G) and independence
number α(G) 6 O(n/k) it holds that E[χ(G1/2)] > Ω (k/ log(k)). This gives a positive answer
to the question of Bukh for a large family of graphs.
1 Introduction
Given a graph G = (V,E) and a parameter p ∈ (0, 1), let Gp denote a subgraph of G where
each edge of G appears in Gp with independently with probability p. In this paper we study the
chromatic number of G1/2 for an arbitrary graph G, whose chromatic number is equal to some
parameter k. Clearly, since G1/2 is a subgraph of G, it holds that χ(G1/2) 6 χ(G). If G is the
k-clique, then this is the well studied Erdo¨s-Re´nyi random graph model [ER60], where is it known
that χ(G1/2) = Θ(
k
log(k)) with high probability (see, e.g. [Bol01]). By monotonicity we also see that
if χ(G) = k and G contains a k-clique, then with high probability χ(G1/2) > Ω(
k
log(k)). It is also not
difficult to come up with an example of a graph G for which χ(G1/2) = χ(G) with high probability.
(For instance, let G be the complete k-partite graph with exp(k) vertices in each part.) Given
the foregoing examples, it is natural to ask whether χ(G1/2) must be large with high probability
for any graph G whose chromatic number χ(G) is large. Studying χ(G1/2) has been suggested by
Bukh [Buk], who asked the following question.
Is there a constant c > 0 such that E[χ(G1/2)] > c · χ(G)logχ(G) for all graphs G?
Recently there has been some work generalizing the classical result on random graphs, asking
about properties of random subgraphs of fixed graphs satisfying certain properties [BCvdH+05a,
BCvdH+05b, FK13, KLS15]. For example, there have been several results studying the emergence
of a giant component in Gp when G is an expander graph [ABS04, FKM04, KS13], and relating
it to the well studied Erdo¨s-Re´nyi random model [ER60]. In this work we study a problem of a
similar flavor, trying to relate the chromatic random of Gp to the chromatic number of a random
graph in the Erdo¨s-Re´nyi random model.
In a slightly different context, this problem is also motivated by a recent work of Bennett
et al. [BRS16], who asked about the computational complexity of NP-complete problems, whose
inputs come from a certain semi-random model. In particular, they showed that many natural
NP-complete problems, such as finding the chromatic number of a graph, or deciding whether a
graph contains a Hamiltonian path, remain NP -hard even in the seemingly relaxed situation, where
the inputs to the problem come from random subgraphs of worst case instances. In particular, they
proved that if χ(G) = k, then Pr[χ(G1/2) < d)] < poly(
1
k−d3 ) for all d < k
1/3.
1.1 On the distribution of χ(G1/2)
The problem of lower bounding the expected chromatic number of G1/2 over all graphs G with
χ(G) = k has been asked several times in the past [Gar, Per16]. Not being able to answer this
particular question, it is natural to ask a related, more refined, question. Namely, what can we say
about the distribution of G1/2. In particular, is it possible to compare the distribution of χ(G1/2)
for an arbitrary G with χ(G) = k with the distribution of χ(G(k, 1/2)), the chromatic number of
the Erdo¨s-Re´nyi graphs? For example, is it true that for all graphs G with χ(G) = k and for all
d < ck/ log(k) if holds that Pr[χ(G1/2) 6 d] < Pr[χ(G(k, 1/2)) 6 d]? In general, the answer to this
question is negative, as can be observed by letting k = 3 and taking G = Cn to be the odd length
cycle of length n. Indeed, in this case Pr[χ(G1/2) 6 2] = 1−2−n, while Pr[χ(G(k, 1/2)) 6 2] = 7/8.
This example can be easily extended to any k divisible by 3 and d = 2k/3: for all n ∈ N sufficiently
large there exists a graph G with χ(G) = k such that Pr[χ(G1/2) 6 2k/3] > 1 − 2−c1n, while
Pr[χ(G(k, 1/2)) 6 2k/3] 6 1− c2, where c1, c2 > 0 are some constants that depends only on k (and
are independent of n); we omit the details. Nonetheless, it is natural to ask whether a relaxed
comparison is true.
Question 1.1. Is there a fixed polynomial poly(·) such that for every graph G with χ(G) = k and
for all d 6 k it holds that
Pr[χ(G1/2) 6 d] < poly(Pr[χ(G(k, 1/2)) 6 d]),
where G(k, 1/2) is the random Erdo¨s-Re´nyi graph?
Note that the probability of the event χ(G(k, 1/2) 6 d can be bounded explicitly as follows.
Proposition 1.2. In the Erdo¨s-Re´nyi random model G(k, 1/2) for all d < k2 log(k) it holds that
Pr[χ(G(k, 1/2)) 6 d] < e−Ω(
k(k−d log(d))
d
).
In particular, Pr[G1/2 is bipartite] < e
−Ω(k2).
Proof. We claim first that for all d < k/2, and for any partition of the k vertices into d classes, the
k-clique has at least k2/4d edges whose both endpoints belong to same class. Indeed, let V1∪· · ·∪Vd
be a partition of the k vertices into d classes. Then, the number of edges whose both endpoints
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belong to same class is
∑d
i=1
(|Vi|
2
)
> d
(∑ |Vi|/d
2
)
= d
(k/d
2
)
> k2/4d, where the leftmost inequality is
by Jensen’s inequality, using the fact that x 7→ x·(x−1)2 is a convex function.
Therefore, the probability of removing all these edges is 2−k2/4d. By taking union bound over all
dk possible d-colorings we conclude that with high probability all possible d-colorings are violated.
Specifically, the probability that there exists a legal d-colorings in G1/2 is upper bounded by
Pr[χ(G(k, 1/2)) 6 d] 6 dk · 2−k2/4d = 2−(k(k−4d log(d))4d ),
as required.
Note that the same argument applies also for any graph G whose number of vertices is not
too large compared to its chromatic number, and gives a positive answer to Question 6.3 for all
n-vertex graphs G with χ(G) = k and for all d such that d log(d) < k2/8n.
Proposition 1.3. Let G = (V,E) is an n-vertex graph, whose chromatic number is χ(G) = k.
Then for d 6 k it holds that
Pr[χ(G1/2) 6 d] 6 d
n · 2−k2/4d = 2−(k2/4d−n log(d)).
In particular, if n 6 Ck, then E[χ(G1/2)] >
k
8C log(k) .
Proof. Let V1 ∪ · · · ∪ Vd be a partition of V into d classes. Note that since χ(G) = k it follows that∑d
i=1 χ(G[Vi]) > k. Observing that the number of edges induced by Vi is at least
(χ(G[Vi])
2
)
(see
Claim 2.1) this implies that G has at least
∑d
i=1
(
χ(G[Vi])
2
)
> d
( 1
d
∑d
i=1 χ(G[Vi])
2
)
>
1
d
(
k/d
2
)
> k2/4d
edges whose both endpoints belong to same class, where the leftmost inequality is again by Jensen’s
inequality
Therefore, the probability of removing all these edges is 2−k
2/4d. By taking union bound over
all dn possible d-colorings we conclude that the probability that there exists a legal d-colorings in
G1/2 is upper bounded by
Pr[χ(G(k, 1/2)) 6 d] 6 dn · 2−k2/4d.
For the “in particular” part, note that if n 6 Ck then C > 1, and for d = k/4C log(k) it holds that
Pr[χ(G1/2) 6 d] 6 2
−(k2/4d−n log(d))
6 2−(Ck log(k)−Ck log(d)) 6 2−2Ck < 0.5.
Therefore,
E[χ(G1/2)] > d · Pr[χ(G1/2) > d] >
k
8C log(k)
,
as required.
Note that, in general, if the number of vertices in G is much larger than k, then the argument
in the proof of Proposition 1.3 will not work, since the union bound will not suffice in order to
bound the probability that all possible coloring are violated. As a concrete example, consider a
graph that consists of a k-clique connected to path of length N ≫ k. Then, the na¨ıve union bound
will be over dN possible colorings, although the N vertices on the path are “irrelevant”, and we
would like to avoid “paying” union bound for them.
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1.2 Our results
The main result in this paper gives a positive answer to the question when d is a constant inde-
pendent of k.
Theorem 1.4. Let G = (V,E) be an arbitrary graph with χ(G) = k.
1. Pr[G1/2 is bipartite] < exp
(−Ω (k2)).
2. For all d 6 k1/3 it holds that Pr[χ(G1/2) 6 d] < exp
(
−Ω
(
k(k−d3)
d3
))
.
3. For all 0 < ε < 1/2 it holds that Pr[χ(G1/2) 6 (1− ε)
√
k] < exp
(
−Ω
(
ε2
√
k
))
.
Note that Pr[G1/2 is bipartite] = exp(−Θ(k2)), and hence the first item of the theorem is
essentially tight, and gives a positive answer to Question 6.3. Slightly more generally, for any d it
holds that Pr[χ(G(k, 1/2)) 6 d] > exp(−Θ(k2/d)), and hence for constant d (independent of k) the
second item of the theorem gives a positive answer to Question 6.3.
As part of the proof of Theorem 1.4 we prove the following technical lemma. The lemma says
that if G is t-far from being d-colorable, then Pr[χ(G1/2) 6 d
′] 6 exp(−Ω(t)) for some d′ that
depends on d, where t-far from being d-colorable means that every d-coloring of the vertices has at
least t monochromatic edges.
Lemma 1.5. Let G = (V,E) be an arbitrary graph, and let d, t ∈ N be parameters. If in ev-
ery coloring of the vertices of G with d3 colors there are at least t monochromatic edges, then
Pr[χ(G1/2) 6 d] <
(√
5−1
2
)t
< 0.62t.
Next, we study χ(G1/2) for a special (rather large) class of graphs. Note that if G is an n-vertex
graph with χ(G) = k, then G contains an independent set of size n/k. In many cases the maximal
independent set of G is within a multiplicative constant factor of n/k, i.e., α(G) 6 C · nk for some
C > 1 that is not too large. For example, the random graph models G(n, p) and G(n, d) satisfy
this property with high probability for all p > 1n and d > 2 (see, e.g., [Bol01]). For such graphs we
prove the following theorem.
Theorem 1.6. Let G = (V,E) be a graph with α(G) 6 C · nk for some C > 1. Then for all
d 6 k16C log(k) it holds that
Pr[χ(Gp) 6 d] 6 Pr[α(Gp) > n/d] 6 2
− pkn
8Cd2 .
In particular, for all p > 1k it holds that
E[χ(Gp)] >
pk
32C log(pk)
.
The following corollary follows immediately from Theorem 1.6.
Corollary 1.7. Let G = (V,E) be a graph with χ(G) = k, and suppose that G contains a subgraph
G′ = (V ′, E′) with V ′ ⊆ V such that α(G′) 6 C |V ′|k . Then,
E[χ(G1/2)] >
k
8C log(k)
.
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On Hadwiger number of a random subgraph of a fixed graph: Next, we discuss a related
graph parameter, called the Hadwiger number of a graph. Hadwiger number of a graph G, denoted
by h(G), is the maximal t ∈ N such that G contains Kt as a minor. Hadwiger’s conjecture states
that h(G) > χ(G) for all graphs G. While the conjecture is open for general graphs, the inequality
h(G) > χ(G) is known to hold for a random graph G(n, 1/2) with high probability. Mader [Mad68]
proved an approximate version of the conjecture, namely that h(G) > Ω
(
χ(G)
log(k)
)
for all graphs G.
Kostochka [Kos84] improved Mader’s result, and showed that h(G) > Ω
(
χ(G)√
log(k)
)
for all graphs
G. Motivated by this line of research Adrian Vetta [Vet16] asked the following question. What is
min{E[h(G1/2)] : G such that χ(G) = k}? We note that an almost tight answer to this question
follows almost immediately from Kostochka’s work [Kos84].
Theorem 1.8. Let G = (V,E) be an n-vertex graph with χ(G) = k. Then,
Pr
[
h(G) > Ω
(
k√
log(k)
)]
> 1− exp (−Ω(k2)) .
In particular, E[h(G1/2)] > Ω
(
k√
log(k)
)
.
Remark. By the result of [BCE80] when G is the k-clique we have E[h(G1/2)] 6 O
(
k√
log(k)
)
, and
so, the bound in Theorem 1.8 is tight up to a multiplicative constant.
2 Preliminaries
Let G = (V,E) be an undirected graph. An independent set in G is a subset of the vertices
that spans no edges. The independence number of G, denoted by α(G), is the largest size of an
independent set in G. A legal vertex coloring of G is an assignment of colors to each vertex in V
such that no two adjacent vertices have the same color. The chromatic number of G, denoted by
χ(G), is the smallest number of colors required to legally color G. Note that in any vertex coloring
of G each color class forms an independent set, and hence α(G) > n/χ(G). Hadwiger number of a
graph G, denoted by h(G), is the maximal t ∈ N such that G contains Kt as a minor.
For a subset of the vertices A ⊆ V let E(A) be the set of edges spanned by A, i.e., E(A) =
{(u, v) ∈ E : u, v ∈ A}. For two disjoint subsets of the vertices A,B ⊆ V define cut(A,B) =
{(u, v) ∈ E : u ∈ A, v ∈ B} to be the set of edges with one endpoint in A and one endpoint in B.
We will need the following easy claim saying that the number of edges in a graph is at least
quadratic in its chromatic number.
Claim 2.1. Let G = (V,E) be a graph with chromatic number χ(G) = k. Then |E| > (k2).
Proof. Let V = C1 ∪ · · · ∪ Ck be a partition of the vertices of G into k color classes. Note that
there must be at least one edge between every two color classes, as otherwise, if there are no edges
between Ci and Cj, then Ci∪Cj is an independent set, and we can color them with the same color,
which implies that χ(G) 6 k − 1. Therefore |E| > (k2).
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We will also need a result from extremal set theory about r-wise t-intersecting families. In order
to explain the result we will need some notation. Let X be a finite set, and let P (X) = {F : F ⊆ X}
be the collection of all subsets of X. A family of sets F ⊆ P (X) is said to be r-wise t-intersecting
if for every F1, . . . , Fr ∈ F it holds that |F1 ∩ F2 ∩ · · · ∩ Fr| > t. In the proof of Theorem 1.4 we
will use the following theorem due to Frankl [Fra87].
Theorem 2.2 (Claim 9.2 [Fra87]). Let F ⊆ P (X) be a 3-wise t-intersecting family. Then |F| <
(
√
5−1
2 )
t · 2n.
3 Probability that χ(G1/2) is small
Below we prove Lemma 1.5, this will immediately imply the first two items of Theorem 1.4.
Proof of Lemma 1.5. For a graph G = (V,E) let A = {A1, . . . ,Ad} be a partition/coloring of the
vertices of G into d color classes, i.e., the Ai’s are pairwise disjoint and V = A1 ∪ · · · ∪ Ad. For
such a partition A define uncut(A) = E(A1) ∪ · · · ∪ E(Ad) ⊆ E. to be the set of the edges of G
with both endpoints in some Ai. Denote by Pd = {A = (A1, . . . ,Ad)} the collection of all such
partitions of the vertices into d color classes.
Let G1/2 = (V,E1/2) be a random subgraph of G, and let S = E \ E1/2 be a random subset of
the edges that are in G but not in G1/2. Note that S can be sampled by added each edge of G to
S independently with probability 1/2. Then
Pr[χ(G1/2) 6 d] = Pr[∃A ∈ Pd : uncut(A) ⊆ S].
Let U be the monotone closure of {uncut(A) : A ∈ Pd} defined as
U = {uncut(A) : A ∈ Pd}↑ = {S ⊆ E : ∃A ∈ Pd such that uncut(A) ⊆ S}. (1)
This implies that
Pr[χ(H) 6 d] = Pr[∃A : S ⊇ uncut(A)] = |U |
2|E|
,
and hence, it is enough to show an upper bound on the size of U . In order to upper bound |U | we
use the assumption that every d3 coloring of the vertices of G has at least t monochromatic edges.
Claim 3.1. Let U be as in Eq. (1). Then U is a 3-wise t-intersecting family.
Proof. Note that since U is a monotone closure of {uncut(A) : A ∈ Pd} it is enough to show that
{uncut(A) : A ∈ Pd} is a 3-wise t-intersecting family. Let A = {A1, . . . ,Ad}, B = {B1, . . . ,Bd},
and C = {C1, . . . , Cd} be three partitions of the vertices A,B, C ∈ Pd. We claim that |uncut(A) ∩
uncut(B) ∩ uncut(C)| > t. Indeed, let
I = {Ai ∩ Bj ∩ Ck : 1 6 i, j, k 6 d,Ai ∩ Bj ∩ Ck 6= ∅}
be a partition of the vertices into at most d3 color classes. By the assumption that every d3 coloring
of the vertices of G has at least t monochromatic edges it follows that there are at least t edges
e ∈ E that are contained in some color class of I, i.e., e ∈ E(Ai ∩Bj ∩Ck) for some 1 6 i, j, k 6 d.
By the containment E(Ai ∩ Bj ∩ Ck) ⊆ E(Ai) ∩ E(Bj) ∩ E(Ck) this implies that there are least t
edges e ∈ E that belong to uncut(A) ∩ uncut(B) ∩ uncut(C), and the claim follows.
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By applying Theorem 2.2 we conclude that |U | 6 (
√
5−1
2 )
t · 2|E|, and hence
Pr[χ(H) 6 d] = Pr[∃A : S ⊇ uncut(A)] = |U |
2|E|
6 (
√
5− 1
2
)t,
as required.
We are now ready to prove the first two items of Theorem 1.4
Proof of Theorem 1.4 Item 1. Let G = (V,E) be a graph with χ(G) = k, and let V1, . . . , V8 be
partition V into 8 color classes. Denote by mi the number of edges spanned by Vi, and denote by
ki the chromatic number of G[Vi]. Then,
∑8
i=1 ki > k, and hence for some 1 6 i
∗ 6 8 we must have
ki∗ > k/8. On the other hand, by Claim 2.1 we have mi∗ >
(ki∗
2
)
>
(k/8
2
)
> Ω(k2). Therefore, any
8-coloring of G has at least Ω(k2) monochromatic edges, and thus, by Lemma 1.5 it follows that
Pr[G1/2 is bipartite] = Pr[χ(G1/2) 6 2] < 2
−Ω(k2).
Proof of Theorem 1.4 Item 2. Let G = (V,E) be a graph with χ(G) = k, and let V1, . . . , Vd3 be
partition V into d3 color classes. Denote by mi the number of edges spanned by Vi, and denote by
ki the chromatic number of G[Vi]. Then,
∑d3
i=1 ki > k, and hence for some 1 6 i
∗ 6 d3 we must
have ki∗ > k/d
3. This implies
d3∑
i=1
mi
(∗)
>
d3∑
i=1
(
ki
2
)
(∗∗)
> d3
( 1
d3
∑
i ki
2
)
> d3
( k
d3
2
)
=
k(k − d3)
2d3
,
where (*) is by Claim 2.1, and (**) is by Jensen’s inequality, using the fact that x 7→ x·(x−1)2 is a
convex function. Therefore, any d3-coloring of G has at least k(k−d
3)
2d3
monochromatic edges, and
thus, by Lemma 1.5 it follows that Pr[χ(G1/2) 6 d] < 2
−Ω(k(k−d3)
2d3
).
Proof of Theorem 1.4 Item 3. We start with the following easy observation.
Observation 3.2. If χ(G) = k, then E[χ(G)1/2] >
√
k.
Proof. Let G = (V,E). Let H = (V,EH) be a subgraph of G and let H = (V,E \ EH) be the
complement of H in G. Note that χ(H) · χ(H) > k. Indeed, if cH : V → [χ(H)] is a coloring
of H and cH : V → [χ(H)] is a coloring of H, then we can construct a coloring cG of G with
at most χ(H) · χ(H) colors by letting cG(v) = (cH(v), cH (v)). To see that cG is indeed a legal
coloring note that every edge (u, v) in G belongs to either H or H, and hence cG(u) differs from
cG(v) is at least one of the coordinates. This implies that
χ(H)+χ(H)
2 >
√
χ(H) · χ(H) > √k for all
subgraphs H ⊆ G. Taking expectation of the inequality above, and recalling that each of H and
H are distributed like G1/2 we get that
E[χ(G1/2)] =
E[χ(H)] + E[χ(H)]
2
>
√
k.
Next, we claim that χ(G1/2) is concentrated around its expectation.
Lemma 3.3. Let G = (V,E) be a graph with χ(G) = k. Then for all 0 < ε < 1/2 we have
Pr[χ(G1/2) < (1− ε) · E[χ(G1/2)]] < e−Ω(ε2·E[χ(G1/2)]).
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Proof. Let V = C1 ∪ · · · ∪Ck be a partition of the vertices of G into k color classes, i.e., each Ci is
an independent set in G. Let X0,X1, . . . ,Xk be a sequence of random variables defined by
Xi = E
[
χ(G1/2)
∣∣∣∣G1/2[∪ij=1Cj ]
]
.
In words, the random variable Xi samples random edged induced by C1 ∪ · · · ∪Ci, and then takes
the expected chromatic number of the random subgraph G1/2 given the random edges chosen from
C1 ∪ · · · ∪ Ci that have been already exposed. In particular X0 = E[χ(G)1/2)] and Xk = χ(G)1/2.
Note that Xi+1 −Xi ∈ {0, 1} since each Ci is an independent set in G.
We now use the following large deviation result due to Alon et al. [AGGL10], which may be
thought of as a multiplicative version of Azuma’s inequality.
Proposition 3.4. Let X1, . . . ,Xk sequence of random variables adapted to some filter (Fi) such
that |Xi+1 −Xi| 6 1 for all i = 1, . . . , k − 1. Then for any 0 < ε < 1/2 it holds that
Pr
[∣∣∣∣ XkE[Xk] − 1
∣∣∣∣ > ε
]
< O(e−Ω(ε
2E[Xk])).
Therefore, using Proposition 3.4 we have
Pr[χ(G1/2) < (1− ε) · E[χ(G1/2)]] = Pr
[
Xk
E[Xk]
< 1− ε
]
< O(e−Ω(ε
2E[Xk])).
Item 3 of Theorem 1.4 follows immediately from Observation 3.2 and Lemma 3.3. Indeed,
by Observation 3.2 we have E[χ(G1/2] >
√
k, and by applying Lemma 3.3 we get that for all
0 < ε < 1/2 it holds that
Pr[χ(G1/2) < (1− ε) ·
√
k] 6 Pr[χ(G1/2) < (1− ε) · E[χ(G1/2]] < e−Ω(ε
2·E[χ(G1/2]) 6 e−Ω(ε
2·
√
k),
as required.
4 Proofs of Theorem 1.6 and Corollary 1.7
Below we prove Theorem 1.6. We remark that a similar idea has appeared in [BRS16].
Proof of Theorem 1.6. In our setting we have α(G) 6 Ck n, and hence, every set of ℓ > 2α(G)
vertices spans at least ℓ(ℓ/α(G)−1)2 >
ℓ2
4α(G) edges. In particular, for ℓ = n/d we get that every set of
ℓ vertices spans at least ℓ
2
4α(G) >
kℓ
4Cd edges.
Let S ⊆ V be a subset of the vertices of size |S| = ℓ = n/d. Then, the probability that S is
an independent set in G1/2 is at most (1− p)|E[S]| 6 (1− p)
kℓ
4Cd . Therefore, by taking union bound
over all subsets of size ℓ we get that
Pr[χ(G1/2) 6 d] 6 Pr[α(G1/2) > ℓ] 6
(
n
ℓ
)
· (1− p) kℓ4Cd 6 (ed)ℓ · e− pkℓ4Cd = e−( pk4Cd−ln(d)−1)·ℓ.
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Note that if d 6 pk16C ln(pk) , then
pk
8Cd > 2 ln(pk) > ln(d) + 1, and hence
pk
16Cd − ln(d) − 1 > pk8Cd .
Therefore, the probability above is upper bounded by 2−
kℓ
8Cd = 2−
pkn
8Cd2 , as required.
In particular, by letting d = pk16C ln(pk) we get
E[χ(G1/2)] > dPr[χ(G1/2) > d] > d · (1− 2−
pkn
8Cd2 ) = d · (1− 2− 2 ln(k)nd ) > d/2 = pk
32C log(pk)
,
and the theorem follows.
Next we turn to proving Corollary 1.7.
Proof of Corollary 1.7. Let G′ be the subgraph as in the assumption. By Theorem 1.6 we have
E[χ(G1/2)] > E[χ(G
′
1/2)] >
k
8C log(k)
,
as required.
5 Proof of Theorem 1.8
The theorem follows almost immediately from the following result of Kostochka [Kos84].
Theorem 5.1 ([Kos84] Theorem 1). Let G = (V,E) be a graph such that |E| > k · |V |. Then
h(G) > Ω
(
k√
log(k)
)
.
Proof of Theorem 1.8. Suppose that k is sufficiently large (e.g., k > 10), as otherwise the theorem
holds trivially. Let G be an n vertex graph with χ(G) = k. Let G′ = (V ′, E′) be a k-critical
subgraph of G, i.e., G′ is a subgraph of G such that χ(G′) = k but removing any edge from G′
reduces its chromatic number. Then, every vertex of G′ has degree at least k − 1, and hence,
|V ′| > k and |E′| > k−12 |V ′| > k4 |V ′|. Let H = (V ′, EH) ∼ G′1/2. Then, by Chernoff bound we
have Pr[|EH | < k · |V ′|/8] < exp(−Ω(k · |V ′|)) < exp
(−Ω(k2)). Applying Theorem 5.1 to H we
get that h(H) > Ω
(
k√
log(k)
)
with probability 1 − exp (−Ω(k2)). This completes the proof of
Theorem 1.8.
6 Open problems
The most obvious open problem in this context is the original question of Bukh.
Question 6.1. Is there a constant c > 0 such that E[χ(G1/2)] > c · χ(G)logχ(G) for all G?
Other than Bukh’s original question, this paper raises several additional problems which we
mention below.
Question 6.2. Is it true that every graph G contains an induced subgraph G′ ⊆ G such that
χ(G′) > c · χ(G), and α(G′) 6 C |V (G′)|χ(G′) for some absolute constants C, c > 0?
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A positive answer to this question would immediately give a positive answer to Bukh’s question
using Theorem 1.6. We stress that Question 6.2 does not require any conditions on the number of
vertices on G′, except for the obvious |V (G′)| > χ(G′) · α(G′)/C.
In this paper we focused on the chromatic number of Gp for p = 1/2. It would be interesting
to extend the current results to other values of p. In particular, it would be interesting to answer
Question 6.3 for all values of p ∈ (0, 1).
Question 6.3. Let p ∈ (0, 1). Is there a constant C > 1 and a polynomial poly : R→ R such that
Pr[χ(Gp) 6 d] < poly(Pr[χ(G(k, p)) 6 C · d]) holds for every graph G, and for all d 6 k, where
k = χ(G) and G(k, p) is the random Erdo¨s-Re´nyi graph model?
We conclude with two more problems that we find interesting.
Question 6.4. Is it true that E[χ(Gp)] > χ(G)
p for all G and all p > 1/2?
Question 6.5. Let p ∈ (0, 1). Is there a constant c = c(p) > 0 such that E[χ(Gp/2)] > c · E[χ(Gp)]
for all G?
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