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ABSTRACT 
Finite dimensional linear spaces (both complex and real) with indefinite scalar 
product [., . ] are considered. Upper and lower bounds are given for the size of an 
indecomposable matrix that is normal with respect to this scalar product in terms of 
specific functions of v = min{u_, u+}, where u_ (u,) is the number of negative 
(positive) sqnares of the form [x, x]. All the bounds except for one are proved to be 
strict. 0 Elsevier Science Inc.. 1997 
1. DEFINITIONS AND NOTATION 
Consider a complex (real) linear space C” (R”) with an indefinite scalar 
product [e, * 1. By d e ml ion, the latter is a nondegenerate sesquilinear (bilin- f ‘t’ 
ear) Hermitian form. If the usual scalar product (., . ) is fixed, then there 
exists a nonsingular Hermitian operator H such that [x, y] = (Hx, y) Vx, y 
E C” (R”). If A is a linear operator, then the H-adjoint of A (denoted by 
A[*]) is defined by the identity [ Al*lx, y] = [x, Ay]. An operator N is called 
H-normal if NNt*] = NI*lN. An operator U is called H-unitary if UUt*’ = 1. 
where I is the identity transformation. 
Let V be a nontrivial subspace of C” (R”). The subspace V is called 
neutral if [x, y] = 0 Vx, y E V. If the conditions x E V and [x, y] = 0 
V y E V imply x = 0, then V is called nondegenerate. The subspace Vr ’ ’ is 
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defined as the set of all vectors x from C” (R”) such that [x, y] = 0 
V y E V. If V is nondegenerate, then Vt ’ 1 is also nondegenerate and 
V + Vt’ 1 = C” (R”), where + stands for the direct sum. 
A linear operator A is called decomposable if there exists a nondegener- 
ate proper subspace V of C” (R”) such that both V and Vr ’ 1 are invariant 
under A of (it is the same) if V is invariant both under A and A[*]. Then A 
is the H-orthogonal sum of A, = A]” and A, = Alvrl~. If an operator A is 
not decomposable, it is called indecomposable. 
By the rank of a space we mean u = min{u_, v,}, where u_ (u,) is the 
number of negative (positive) squares of the form [x, xl, i.e., the number of 
negative (positive) eigenvalues of the operator H. 
The problem is to find functions fi(*), f,J.) such that f,(u) < n <f&u) 
for any indecomposable H-normal operator acting in a space of dimension n 
and of rank u and to find out whether these bounds are strict. 
This problem arises in the classification of indecomposable H-normal 
matrices [2, 31. The bounds for the size of an indecomposable H-normal 
matrix in a complex space are known [2]. In Section 2, we check their 
strictness. The bounds for matrices in real spaces are considered in Section 3. 
As in [2] and [3], we denote by I, the r X r identity matrix, by D, the 
T X r matrix with l’s on the trailing diagonal and zeros elsewhere, and by 
A @ B @ ... @ Z the block diagonal matrix with blocks A, II,. . . , 2. By AT 
we mean A transposed. 
2. INDECOMPOSABLE NORMAL MATRICES IN COMPLEX 
SPACES 
The objective of this section is to prove the following theorem. 
THEOREM 1. Let an indecomposable H-normal operator N act in a space 
C” of rank k > 0. Then either (A) or (B) holds: 
(A) N has only one eigenvalue and 2 k < n < 4k; 
(B) N has only two eigenvalues and n = 2k; 
these bounds being strict. 
Proof. Theorem 1 of [2] states that for an indecomposable H-normal 
operator N there exist two alternatives: (A) and (B), so that it suffices to 
prove that these estimates are unimprovable. 
Step 1. Show the strictness of the low bound in (A), i.e., for any k > 0 
point out a pair of 2 k X 2 k matrices {N, H}, where H has k negative and k 
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positive eigenvalues, and N is H-normal and indecomposable and has only 
one eigenvalue A. Let 
N=(*: zk), H= (; :;). 
It can easily be checked that N is H-normal. In addition, let the submatrix 
N, be nonsingular. 
Proposition 1 from [2] and its Corollary may be restated as follows: 
Let an H-normal operator N acting in C” have h as its only eigenvalue. 
Let the suhspace 
S, = {x E C" : (N - hI)x = (N'*' - xI)x = 0) (2) 
be neutral. Then there exists a decomposition of C” into a direct .sum of 
subspaces S,,, S, S, such that 
where N’ : S, + S,, N, : S -+ S, N” : S, + S,, the internal operator N, is 
H,-normal, and the pair (N,, H,) is determined up to the unitary similarity. 
To go over from one decomposition C ” = S,, + S t S, to another by means 
of a transformation T it is necessary that T be block triangular with respect to 
both decompositions. 
(In Proposition 1 f rom [2] there are two conditions: 
(a) N is indecomposable, 
(b) II > 1, 
instead of the condition. 
(c> S,, is neutral, 
but the results are only derived from (c), which follows from (a) and (b).) 
We see that (1) is a specific case of (3) corresponding to the decomposi- 
tion C” = S,, t S t S, with S = 0. If there exists a nondegenerate subspace 
V such that both Vi = V and l72 = Vt i I are invariant under N, then, 
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according to our restatement of Proposition 1 from 121, for i = 1,2 we have 
Vci) = St) _C S(i) + Si”), where St) = V(j) n S, and the p&s (NC’), H(‘)) 
have the form (3). But (1) implies S, = $,‘I so that for any i = 1,2 the 
subspace Sci) is trivial. Thus, N from (1) is decomposable if and only if there 
exists a transformation T preserving H and reducing N to the form 
where t?, is block diagonal (that is, T is an H-unitary transformation of N to 
the form $1. The matrix T is necessarily block triangular with respect to the 
decomposition C” = S, -l- S,, i.e., 
For T to be H-unitary it is necessary to have T3 = T: - ‘. Then from the 
condition NT = TG it follows that N, = T, GITT. Therefore, N will be 
indecomposable if N, is not congruent to any block diagonal matrix G,. 
If N, and a block diagonal matrix ki are congruent, then N,N:-’ is 
similar to N, gf - i. Since the latter is also block diagonal, for N, to be not 
congruent to N, it is sufficient that N, N: ’ cannot be reduced to block 
diagonal form. 
Let us prove that for any n = 1,2,. . . there exists a nonsingular real 
(2n - 1) X (2n - 1) matrix N, such that 
I1 1 0 ... 0 0 
0 1 1 ..’ 0 0 
&NT-‘= : : : . . : : 
(j (j 0 ..: ; ; 
0 0 0 .** 0 1 
and a nonsingular real 2n X 2n matrix N, such that 
‘-1 1 0 ... 0 
0 -1 1 *** 0 
N,NI”-‘= : : : ‘. : 
;, ;, (j ..: 11 
\ 0 0 0 ... 0 
(4) 
(now it is not necessary that N, be real, but this will be used in the next 
section). The matrices (4) and (5) are obviously not similar to any block 
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diagonal ones, because for each of them the subspace generated by their 
eigenvectors is one-dimensional. 
Prove the statement by induction for odd numbers. If n = 1, let N,“) = 
(1). Suppose we have found a nonsingular real (2n - 1) X (2n - 1) matrix 
N,‘“’ with the property required. Let 
where the submatrices A,,+ r, B,, ,, C,, I, D,, 1 will be shortly specified. If 
we denote by A, the (2n - 1) x (2 n - I>matrix(4),byA’, the1 X (2n - 1) 
matrix 
fY,=(l 0 0 a.* o), 
and by A’: the (2n - 1) X 1 matrix 
&=(9 . . . 0 0 l)“, 
then the condition N,‘” + ‘) = A, + 1 ,I(“+ ‘)* may be rewritten as follows: 
6 = &A*,.,, 
A n+ 1 = C,*+, + A’,N,‘“‘*, 
B n+ 1 = Dn*+l, 
c nfl = &AT,+, + &‘“B;+, 
(by the inductive hypothesis, N,“‘) = A, N{“‘*). Taking 
(6) 
(7) 
(8) 
(9) 
A n+l = (9 % ~3 *** %-I), B,,+l = (b), 
~2>~3,...>~2,,~1, bE%, 
c n+l = A,,Az+r + AU,, B,*+l, D,,, I = B,*+l, one can satisfy the conditions 
(6), (8), (9). Substituting the expression for C,, , in (7) we get the only 
condition to be satisfied: 
-N,‘“‘h’:: = (A,, - Z)A*,+r + h’:,B,*+l. (IO) 
Since its right hand side is equal to 
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it always can be satisfied by choosing the appropriate values of 
a2,a3,..., a2*- 1, b. By construction, the elements of each matrix N,‘“) 
below the trailing diagonal are zeros and those on the trailing diagonal are 
equal to f 1 so that N{“) is nonsingular. Thus, for odd numbers our 
statement is proved. 
To prove it for even numbers one can take 
and construct N1(“+ ‘) from N,‘“) m the same way as before (the details are 
left to the reader). Step 1 is completed. 
Stev 2. Show the strictness of the upper bound in (A). The example of 
the pdr (N, H} is 
/ Al, I, 0 0 
0 
N= 
AI, 0 N, 
0 0 AI, N, 
where 
\ 0 
N, = 
0 r1 0 *a* 0 
0 0 r2 a.. 0 
. . . . . . . . 
0 4 0 ***’ rkL1 
rk 0 0 ... 0 
0 0 Al, 
H= 
0 0 0 Zk 
0 1, 0 0 
0 0 1, 0 
Ik 0 0 0 
7 (11) 
7; E (0, 1) Vi = 1,. . . , k, and ri # rj if i # j. The matrix H has k negative 
and 3k positive eigenvalues. The matrix N is H-normal, since the condition 
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NT N, + N,* N, = I is satisfied. As before, we see that (11) is a specific case 
of (3). Suppose a nondegenerate subspace V is invariant both under N and 
under N[ I. Denote the basis vectors of S, by {u,},k= I, the basis vectors of S, 
by {w,}~=, [here the basis corresponds to (ll)]. Let V be the range of the 
projection of V onto S, along S, . [’ 1 It is a subspace of dimension m > 0, 
since V necessarily contains at least one nontrivial vector from S,, and, 
therefore, at least one vector with nontrivial projection onto S, (otherwise V 
would be degenerate). Let {Cj= ,cY~~u~)~~, be a basis of V. From the 
condition (N - AZ)( Nt*] - AZ)V C 17 it follows that (Et= 1 aijv,}/IIl C 1’. If 
V is nondegenerate, V and S,, = S, n V are necessarily of the same dimen- 
sion. Therefore, {C;, 1 a,u.}l)~ , is a basis of S,,. As (N - hl)‘V c V, (N’*’ - 
xI>“V c 17, we obtain t k cj= Iq, N,v,}:i 1 c V, {E,F=, q, N:v.}~~, C 17. As 
V[ ’ 1 r‘l S, # {0}, we have m (= dim S;L> < k. Thus, for N to b e decompos- 
able it is necessary that the subspace S,,, which is of dimension more than 
zero and less than k, be invariant under N, and under N,*. This means the 
existence of an orthogonal projection P ( # 0, I) commuting with N,. But it 
can easily be checked by direct calculation that from the conditions N, P = 
PN, and P = P* it follows that 1’ = ,uI. Since P” = P, we have p = 0 or 
p = 1, so that P = 0 or P = I. The contradiction obtained shows that N is 
indecomposable. Step 2 is completed. 
Step ,3. Now for any k > 0 let us point out a pair of 2k X 2k matrices 
{N, H}, where H has k negative and k positive eigenvalues, N is H-normal 
and indecomposable and has the two eigenvalues h,, h, (A, z A,). Let 
(12) 
where the k X k matrices N, (i = 1,2) are as follows: 
/A, 1 0 ... 0’ 
0 A, 1 ... 0 
N,=. = 1.. . . . . 1, N, A2 I,. 
(j (j (j ..: A, 
The matrix W is H-normal, for it satisfies the condition N, Nl = zNTN,. 
Suppose that N is similar to 
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where V is a nondegenerate subspace. Since the subspace generated by the 
eigenvectors of N corresponding to the eigenv_alue A, is one-dimensional, 
one of the subfnatrices N,, N, (for example, N,) has A, as its only eigen- 
value; hence N, = A, I. But any subspace generated by eigenvectors corre- 
sponding to the eigenvalue A, is neutral, so that V cannot be nondegenerate. 
This contradiction shows the indecomposability of N. Step 3 is completed. 
The theorem is proved. ??
3. INDECOMPOSABLE NORMAL MATRICES IN REAL SPACES 
The objective of this section is to prove the following theorem. 
THEOREM 2. Let an indecomposable H-normal operator N act in a space 
R” of rank k > 0. Then one of the conditions (A)-(E) holds: 
(A) N has only one real eigenvalue and 2k < n < 4k; 
(B) N has only two real eigenvalues and n = 2k; 
(C) N has only two complex conjugate eigenvalues, and n = 2 if k = 1 
and 2k < n < lO[k/2] - 2 if k > 1; 
(D) N has only one real and one pair of complex conjugate eigenvalues, 
and n = 2k; 
(E) N has only two pairs of complex conjugate eigenvalues, and n = 2k. 
The alternatives (D) and (E) are possible only if k is even. The estimates (A), 
(B), (D), (E), and the low bound in (C) are strict. 
Proof. That an indecomposable H-normal matrix has one of the five sets 
of eigenvalues is proved in [3, Lemma l]. Bounds (A) and (B) are proved in 
[2, Theorem l], their strictness in Theorem 1 from the previous section (since 
the matrices constructed in Theorem 1 are real and any matrix that is 
indecomposable in a complex space is also indecomposable in a real one). 
The condition n > 2k is obvious. Indeed, since k = min{u_, v+} and n = 
u_+ u+, we have n > 2k. Thus, we must consider cases (C)-(E) only, 
keeping in mind that n 2 2k. 
Step 1. Consider case (C). Let N have the two distinct eigenvalues 
A=(~+i~and~=a-ip.Theequahtyn=2fork=lisprovedin[3, 
Theorem 11. In the case when k = 2, Theorem 2 of [3] states that n < 8. So 
it remains to prove the inequality n < 1O[k/2] - 2 for k > 3. To this end 
recall Proposition 2 from [3]: 
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Let an indecomposable H-normal operator N acting in R” (n > 2) havp 
the two distinct eigenvalues h = (Y + ip, A = (Y - i p. Let 
Sb = {z = x + iy( x, y E R”) : Nz = AZ, N[*lz = AZ}, 
Si; = {z = x + iy( x, y E R”) : Nz = hz., N[*]z = AZ}, 
{z,}p ({zj}~~;~) be a basis of S; ($I), and 
P + Y 
S, = C span{ xj, vi). 
,j= 1 
(13) 
Then there exists a decomposition of R” into a direcz sum of subspaces 
where 
S,, S, S, such that 
H= 
N’: S, --f S,, N’ = = N( $ **- @ N;+<,> 
N; = j = 1,. ..p +“I> 
(14) 
(15) 
N”: S, --f S,, N” = N;’ @ -.- @ N;,,, 
N,” = N; if 1 <j <p, y;’ = NJ’* ifppj<p+y, ( If3 
the internal operator N, is HI-normal, and the pair (N,, H,) is determined 
up to unitary similarity. To go overfrom one decomposition R” = S, t S + S, 
to another by means of a transformation T it is necessary that the matrix T be 
block triangular with respect to both clecompositiony. 
According to this proposition, for an indecomposable operator N the 
subspace S, defined in (13) is neutral so that its dimension does not exceed 
k. Therefore, if we prove that for n > IO[ k/2] - 2 the condition dim S,, < k 
fails, this will mean the decomposability of N. 
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According to [l, the proof of Lemma I-J if an H-normal operator N acting 
in C” has the two distinct eigenvalues A, h, then there exists a decomposition 
of Cn into a direct sum of subspaces V,, V,, V,, V, such that 
N= 
N Iv, = N, 0 0 
0 NV2 = N2 0 
0 0 N Iv3 = N3 
0 0 0 
0 
0 
0 
N Iv, = N4 
10 z 0 0’ 
zoo 0 
H= 0 0 H, 0 * 
0 0 0 Hq 
Here N, and N3 have only one eigenvalue h, N, and N4 have only one 
eigenvalue I\, and dim V, = dim V,. In our case C” is R” complexified; 
therefore, dim V, = dim V, too. Either V, or V, may be equal to zero. 
Let n > IO[k/2] - 2, i.e., n > IO[k/2]. Consider the following three 
cases: (a) V, = V, = 0, (b) V, = V, = 0, (c) dim V, > 0 and dim V, > 0. 
(a): If V, = 0, then dim V, ( = dim V,> > 5[k/2]. Let H, ( H4) have v_ (3j 
(u_(~)) negative eigenvalues. Without loss of generality it can be assumed that 
k = v_= upc3) + u_(~), so that min{uP(,), u-& < [k/21. Let u-(~) < [k/21. 
Decompose N3 into an H-orthogonal sum of indecomposable operators 
N(i) N(z) 3 > 3 >**., N3(? Na = N3’i’ @ Ni2) @ . . . @ N3(m), H, = H$i’ @ H3(2) 
03 a** @ Hi”‘, V, = Vii’ + VJ2) + 1.. t V:““. Denote by UC’&, the number 
of negative eigenvalues of H,(j) (j = 1, . . . , m). Let 
and Hj, Hi and Vi, Vl be the corresponding sums of H$j’ and V3(j). Since 
for u!!&, > 0 the condition dim V3(j) < 4u(j& holds [2, Theorem 11, we have 
dim Vi < 4u_(s) < 4[k/2]. If u’j;s, = 0, then dim V(j) = 1, H,‘j) = (1) and 
N,(j) = (h). Thus, dim Vi > [k/2], and NZ = hx, N$]z = AZ for all z L V;l. 
The operators Ni and Nit*’ commute, so that if dim Vi > 0, there exists at 
least one vector .za E Vi such that Nz, = AZ, and Nt*lz, = hz,. If dim 
Vi = 0, all nontrivial vectors from Vs are eigenvectors of N corresponding to 
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the eigenvalue A and those of N[*I corresponding to the eigenvalue X. 
Therefore, in either case there exist at least p = [k/2] + 1 linearly indepen- 
dent vectors {zl})& such that Nz, = hzl, N[*Iz, = AZ,. Therefore, dim S,, > 
2([k/2] + 1) > k. 
(1,): If dim V,j = 0, then n = 2 dim V,. Since no neutral subspace of a 
space of rank k can be of dimension more than k, dim V, < k, so that 
II < Zk. But it was proved before that n > 2k. Thus, in this case II = 2k < 
10[k/2] - 2. 
Cc): If dim V,, dim V, > 0, we can assume, as in the case (a) above, that 
v_(.~) < [k/2] - dim V, [th e notation here is also as in (a)]. Since dim 1’ri 2 
5[k/2] - dim V,, th 
Nz, = AZ.,, N[*l”, = 
ere are p linearly independent vectors {z~]/!!, such that 
AZ, ( 11 is equal to [k/2] + 3 dim I’, + 1 if dim Vi > 0 
or to 5[k/2] - dim V, if dim Vi = 0). Since dim V, < k and k > 3, we have 
5[k/2] - dimV, > [k/2] + 1. Tl 1~5 a ., g ain dim S,, > k so that A’ is decom- 
posable. The upper bound in (C) is proved. Step 1 is completed. 
Stql 2. Let us show the strictness of the low bound in (C) for even 
members k. Consider the pair of 2k X 2k matrices 
N= 
A I, 0 ... 0 0 
0 A I, -1. 0 0 
. . . . . . . . . . . . . . . . 
0 0 0 ... A I, 
0 0 0 ... 0 ‘4 
H= 
0 0 ... 0 I, 
0 0 ... I, 0 
. . . . . . . . . 
0 I, ... 0 0 
I, 0 ... 0 0 
where 
A= (a,pE!H, P>O) 
[throughout what follows, by A we will denote the matrix (17)]. It is seen that 
H has k negative and k positive eigenvalues. It can easily be checked by 
direct calculation that N is H-normal. The number of linearly independent 
vectors z1 satisfying the condition Nz, = AZ, (A = (Y + i /3) is equal to 1; 
hence dim S, = 2. By [3, Proposition 31, if the subspace S, is two-dimen- 
sional, the operator N is indecomposable. So the statement is proved and 
step 2 is completed. 
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Step 3. For the case when k 
2k x 2k matrices: 
N= 
H= 
where 
A 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
12 
X . . . 
A . . . 
0 . . . 
0 . . . 
0 . . . 
0 . . . 
0 . . . 
0 . . . 
0 . . . 
(j . . . 
0 . . . 
0 . . . 
I, . . . 
0 . . . 
0 
0 
A 
0 
0 
0 
0 
0 
0 
0 
0 
4 
0 
0 
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is odd consider the following pair of 
0 
0 
X 
A 
0 
0 
0 
0 
0 
0 
D2 
0 
0 
0 
0 
0 
0 
X 
A* 
0 
0 
0 
0 
12 
0 
0 
0 
0 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
.,. 
. . . 
. . . 
. . . 
0 
0 
0 
0 
0 
A* 
0 
0 
12 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
i 
A* 
c2 
0 
0 
0 
0 
6 
0 
\ 
/ 
\ 
I 
As NC*] = N, the matrix N is H-normal. Since the condition Nz = hz 
(A=cr+ip)implies 
Z= (zl iz, 0 ... oy, 
the subspace S, is two-dimensional and, according to [3, Proposition 31, the 
matrix N is indecomposable. Step 3 is completed. 
Step 4. Consider the case (D). Let N have one real eigenvalue h and 
two complex conjugate eigenvahres (Y + i/3. According to [3, Proposition 11, 
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R” is a direct sum of neutral subspaces &i, ~9’~ such that dim &, = dim @‘*, 
NE?, c Q,, N&F2 G CS~‘~, N II, has A as its only eigenvalue, and Nla, has the 
two eigenvalues CY + ip. From the last condition it follows that dim B2 is 
even. As in step 1, case (b), we have n = 2 dim &, < 2k, hence n = 2k and 
dim @‘? = k is necessarily an even number. 
Now suppose that k is even and consider the following pair (N, Hl: 
where the k x k submatrices N, and N2 are as follows: 
1 A I, 0 ... 0 0 
0 A I, ... 0 0 
N, = . . . . . . . . . . . . . . . . . 
0 0 0 ... A 1, 
\ 0 0 0 ... 0 A 
It is clear that the condition 
N N* = N.*N I 2 2 I 
\ 
N2 = Al,. 
t 
(18) 
is satisfied so that N is H-normal. Suppose that there exists a nondegenerate 
subspace V such that N is similar to the matrix 
Since the subspace generated by the eigenvectors corresponding to the 
eigenvalue u + i p is one-dimensional (in the complexified space), one of the 
submatrices G, and N, has A as its only eigenvalue; therefore, either N, or 
,hj, is equal to hI. As in Theorem I, step 3, we conclude that under this 
condition V cannot be nondegenerate, so that N is indecomposable. Step 4 is 
completed. 
Step 5. Consider case (E). That k is necessarily even and II = 2k can 
be proved just as in step 4 before. So it remains to construct a pair (N, Hl 
satisfying the H-normality condition, where H has k negative and k positive 
eigenvalues, N is indecomposable, and N has only two pairs of complex 
conjugate eigenvalues al * iPi, @p * iP2 lP1, P2 > 0, (a,, PI) f 
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N= (7 J. H= (; :), 
where the k X k submatrices N, and Nz are as follows: 
N, = 
Here 
A, I, 0 ... 0 0 
0 A, I, ... 0 0 
. . . . . . . . . . . . 
0 0 0 .a.. A, z; 
0 0 0 ... 0 A, 
A, = 
N, = 
A, 0 -.. 0 
0 A, ... 0 
. . . . . 
(j (j ..: _4, 
A, = 
It can easily be checked that the H-normality condition (18) is satisfied. As in 
step-4 before, the_ assumption that N is similar to (19) implies that either ??I 
or N, (suppose N2) has two eigenvalues o2 + i& only. Therefore, there are 
m = (dim ‘1;2>/2 complex linearly independent eigenvectors {zj = xj + 
iyjy= 1 of N, corresponding to the eigenvalue (Ye + i &. Consequently, the 
set {x .& 1 U { y,y= 1 
for al I’ j, 1 = 1,. . . 
is a basis of N,. But [ rj, ~~1 = [ yj, yll = [xj, yl] = 0 
m. Therefore, the subspace V cannot be nondegenerate 
and hence N is indecomposable. Step 5 is completed. The theorem is proved. 
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