Abstract-Vision-based research for intelligent vehicles have traditionally focused on specific regions around a vehicle, such as a front looking camera for, e.g., lane estimation. Traffic scenes are complex and vital information could be lost in unobserved regions. This paper proposes a framework that uses four visual sensors for a full surround view of a vehicle in order to achieve an understanding of surrounding vehicle behaviors. The framework will assist the analysis of naturalistic driving studies by automating the task of data reduction of the observed trajectories. To this end, trajectories are estimated using a vehicle detector together with a multiperspective optimized tracker in each view. The trajectories are transformed to a common ground plane, where they are associated between perspectives and analyzed to reveal tendencies around the ego-vehicle. The system is tested on sequences from 2.5 h of drive on US highways. The multiperspective tracker is tested in each view as well as for the ability to associate vehicles between views with a 92% recall score. A case study of vehicles approaching from the rear shows certain patterns in behavior that could potentially influence the ego-vehicle.
could possibly lead to crashes or near-crashes is termed as data reduction. Such a process is usually conducted by human reductionists but there have been efforts to automate this process in more recent works such as [2] [3] [4] . There are a number of events and variables that are used as a reference to extract possible conflicting events during the trips from NDS data. While existing works on NDS have focused on detecting specific events such as lane changes, lane drifts etc., most existing works do not capture the spatiotemporal dynamics of the surrounding vehicles during the data reduction process, which are captured in the trajectories of the surrounding vehicles. In this work we define trajectories as a sequence of relative positions (with the ego-vehicle as origo) of a given vehicle during the time when it is comparatively close to the ego-vehicle.
Trajectory analysis in the context of active safety and prediction using active sensors is well studied in the intelligent vehicles research community [5] . Surround sensing using multiple radars and lidars is commonly used to estimate trajectories of vehicles around the ego-vehicle [6] . However, cameras have become the cheapest sensing modality in recent times [5] , and are being deployed extensively in vehicles to sense the surroundings [7] , [8] . While front facing cameras are most extensively used in vehicles, surrounding visual inspection is less studied, albeit the increasing pervasiveness of cameras in vehicles. More specifically, trajectory analysis of the surrounding vehicles using multi-perspective visual data is not addressed as extensively as active sensor based trajectory analysis. Furthermore, data reduction in NDSs using the spatiotemporal dynamics of the surrounding vehicles by investigating their trajectories is also less studied in existing literature.
Although active sensors are more effective in detecting physical parameters such as relative distances and velocities of surrounding vehicles, which are vital for trajectory analysis and estimation, visual sensor data provide a complementary modality while also providing a visual ground truth. This is especially critical in NDSs, which insist on visual inspection of the data to ascertain specific events leading to crashes and near-crashes. However, a manual inspection by human reductionists of the dynamics and trajectories of surrounding vehicles can be challenging especially when there are multiple perspectives. This is illustrated in a sample drive segment shown in Fig. 1 , where two vehicles are making maneuvers around the ego-vehicle. Understanding such maneuvers is critical for developing automated techniques for driver behavior analysis using NDS data. Furthermore, this surround scene analysis can also be directly deployed for real-time driver assistance systems and inference engines and controllers in automated vehicles. Fig. 1 . Automatic driver behavior analysis using a multi-perspective camera setup include the objectives of vehicle detection, tracking, association between perspectives, and reduction of data.
In this paper, we introduce surround vehicle trajectory analysis tools for NDS data analysis and reduction using multiperspective visual data. The work is motivated by the increased use of cameras to capture the 360
• surroundings of the egovehicle. However, to the best of our knowledge, there are no works in the literature that analyze surrounding visual data for trajectories.
We summarize the main contributions of the paper as follows: 1) We present a complete framework for estimating trajectories in full surround from four cameras mounted on a moving platform. 2) We modify the Markov decision process (MDP) tracker to be optimized for multi-perspective tracking by prolonging trajectories near the image boundary for better association between perspectives, and by reducing the number of false positives by re-arranging the MDP state structure. 3) We present the estimated trajectories found around the ego-vehicle and analyze a simple scenario of vehicles approaching from behind by reducing a drive into events. Finally, we also discuss how the proposed techniques and their variants could be extended to analyze, in real-time, the dynamics of the surrounding vehicles for driver assistance using on-board computing systems.
The remaining paper is organized as follows: Section II describes related work. An overview of the framework used in this work is found in Section III, and in more detail in Section IV. The estimated trajectories found surrounding the vehicle are exposed in Section V. Section VI evaluates the proposed framework. Lastly, the concluding remarks are to be found in Section VII together with real-time considerations for ADASs.
II. RELATED WORK
In this section we review recent studies that have contributed to the fields of obtaining surround view, trajectory estimation, and behavior analysis.
Comprehensive NDSs have been conducted [1] , [12] , but rely on manual labeling in order to reduce the raw sensor data to higher level inferences of behavior. Various studies have proposed automatic exploration of certain events within NDSs [2] , [13] , [14] . These systems need to be real-time capable to be applied in ADASs and ultimately autonomous vehicles for purposes as collision avoidance, path planning, and decision making [15] , [16] . High-level semantics have previously been studied for both the ego-vehicle [17] , [18] , and for surrounding vehicles [5] with the purpose of identifying maneuvers such as overtakes and lane changes. Early examples [19] used simulated data, while recently, real data have been used in a front view of a moving platform [20] on highways, classifying up to 27 maneuvers regarding lane changes. A fully unsupervised learning approach is seen applied to simulated trajectories in an intersection [21] , in a frontal view [22] , and in a rear view in [23] . Each behavior is modeled by a hidden Markov model (HMM) to be able to isolate abnormal trajectories. Trajectories have furthermore been used to infer traffic patterns in intersections using stereo vision [24] .
Vehicle trajectories are typically estimated by active sensors such as radars and lidars, passive camera sensors, or a fusion hereof. A full surround using four radars is achieved by [25] , detecting parked vehicles at a parking lot. A full surround using four lidars is found in [26] , [27] . The 3D point clouds give a natural framework to combine several active sensors by adding more points in the overlapping areas. Trajectories are estimated in a highway setting in both an online and offline manner. Both radars and lidars are used in [28] to recommend safe lane changes or lane merges based on surrounding vehicles. Highlevel fusion is seen in [29] , fusing radar, lidar, and camera data based on existence probabilities in both partial and full overlapping regions. A similar system [30] was tested to recommend safe behaviors of the ego-vehicle for ADAS and autonomous driving applications in highway settings. Trajectory estimation from vision-based sensors can be divided into the two classic computer vision disciplines being detection and tracking of vehicles. These are well researched fields with publicly available databases with common benchmarks [5] , [31] , [32] . Esparza et al. [9] Eight fisheye cameras Wang et al. [10] Ladybug3 -360
• system Bertozzi et al. [11] Four fisheye cameras Proposed Four GoPro HERO3+ Fig. 2 . The flow of the system from the input of four video sequences to the output of a multi-perspective trajectory and behavior analysis. The four synchronized cameras are placed as shown on the vehicle in the left side.
While most previous vision-based works use only one camera, it has been studied how to cover the full surroundings of a vehicle using multiple cameras. A summary of the studies working towards vision-based full surround vehicle behavior analysis is listed in Table I . Most surround view research consider the task of assisting a driver in avoiding obstacles e.g. when parking the vehicle. They do so by visualizing the close surroundings in a top-down view [33] , [34] or by fully automating the process of parking [35] , [36] . Also, multiple commercial systems have emerged with surround view parking assistance. These works are however focusing on the very near surroundings and are thus not included in Table I . In [9] eight cameras are used to reconstruct the surrounding scene in 3D. Two omni-directional cameras placed at the side mirrors are used in [37] to detect and track vehicles at the side and in front of the ego-vehicle. In [10] a full surround view is used to detect vehicles in a highway scenario with the omni-vision Ladybug3 system. Geometric models are learned for four dominant viewpoints to describe the configuration of vehicle parts and their spatial relations in probabilistic representations. A full surround detection and tracking method is proposed in [11] . Both vehicles and pedestrians are detected and tracked in a low velocity parking scenario using four fisheye cameras. The challenge of associating trajectories between perspectives is also studied in [38] for non-vehicle applications, where four cameras are used with partial overlap. Trajectories are extracted from each individual camera and projected to a common plane, where trajectories are associated. A similar approach is seen in [39] , finding local trajectories, projecting to a common plane, and linking if the spatiotemporal features match.
III. OVERVIEW OF THE PROPOSED FRAMEWORK
The synchronized data used in this work are collected on U.S. highways in California [40] , and will be publicly available as part of the Vision for Intelligent Vehicles and Applications (VIVA) challenge. 1 The vehicle used for data collection is equipped with four GoPro HERO3+ cameras. The GoPro cameras have a high resolution and low distortion at wide angles. The cameras are capturing with a resolution of 2704 × 1440 at 12 frames per second (FPS). The cameras are calibrated to obtain intrinsic parameters in order to undistort the input images. The four cameras are placed strategically around the vehicle, as shown in Fig. 2 , in order to achieve a full surround view with slight overlaps between perspectives as seen in Fig. 3 . The number of cameras is a trade-off between the amount of overlap, cost, and the computations needed for processing. With four cameras it is possible to achieve a 360
• field of view, while keeping the amount of data for processing at an acceptable level. Additionally, velocity of the ego-vehicle is logged from the controller area network (CAN) bus.
A flow diagram of the system is shown in Fig. 2 . Vehicle detection is performed for each of the four inputs of the cameras. The detections in each perspective are used by the vehicle tracker to associate detections between frames for each of the four perspectives. The positions of the tracked vehicles are transformed to the road surface, where the trajectories are connected between perspectives. Finally, the data are reduced into certain events and types of trajectories in order to analyze the behaviors of surrounding vehicles i.e. revealing trends in the maneuvers of nearby drivers.
A. Scope and Assumptions in This Work
The scope of this work is to examine the use of multiple cameras to give a full surround view, by developing a framework to be used for automatic extraction of events for NDS. The proposed framework is centered around cameras, although other sensors could have been used.
The proposed framework consists of several modules such as cameras, vehicle detectors and trackers etc., where each module can be replaced without changing the functionality of the remaining framework. The road is assumed planar without severe curvature and a fixed lane width for simplicity. Likewise, the data used excludes lane changes of the ego-vehicle.
IV. MULTI-PERSPECTIVE TRAJECTORY ESTIMATION
In the following section we present the methods designed for estimating trajectories of present vehicles surrounding the ego-vehicle using four different visual perspectives.
A. Vehicle Detection
Visual vehicle detection is a well researched topic that has seen recent scientific progress in both accuracy and computational speed, but is not yet considered a solved problem. Using multiple perspectives sets high demands for detecting vehicles at changing viewpoints, while the different perspectives will vary in lighting, shadows, and sun glare. An example of these challenges is shown in Fig. 3 . As the ego-vehicle is a moving platform, detection methods utilizing background subtraction is less effective and a model based detector is preferred. Detections for each perspective can either be found using the same general trained model, or by training a model specifically for each view [10] . In this study, the trained KITTI model is experimentally found to be sufficient in all four perspectives. In this study the discriminatively trained deformable part models (DPM) is used [41] with a pre-trained vehicle model on the KITTI dataset [24] . The DPM detects objects at different scales using a feature pyramid with the features being a variation of HOG features. Each detected object is assigned a confidence score based on the level and position of the pyramid. Overlapping detections are eliminated by non-maximum suppression.
The nth detection in camera k is described using
where t is the time index/frame number, x 1 is the horizontal coordinate of the top left corner of the bounding box with respect to the top left corner of the input image, y 1 is the vertical coordinate of the top left corner, x 2 and y 2 are the bottom right corner of the bounding box, and s is a confidence score.
B. Vehicle Tracking
Tracking vehicles in different perspectives over time is mainly challenging due to three things; sudden changes in capturing conditions, similar appearance of vehicles, and inter-vehicle occlusions. Despite these challenges, the visual vehicle tracking methods have reached an accuracy that motivates the estimation of multi-perspective trajectories. In this study we design a vehicle tracker with the purpose of associating the trajectories between multiple perspectives.
We seek to find a set of associations of detections between frames. The mth association in camera k is a
where ID is a unique vehicle identification number. To achieve this we use the online tracking-by-detection method presented in [42] for each perspective in order to track vehicles between frames. It uses Markov decision processes in combination with the widely used Tracking-Learning-Detection (TLD) tracker [43] .
The tracker was originally designed for tracking pedestrians, for which reason, it is optimized for tracking vehicles in this study. The first change is the aspect ratio of the template used for associating vehicles between frames, which is chosen based on typical vehicle aspect ratios in the annotations of the KITTI dataset [31] and of one annotated sequence collected in this work as shown in Fig. 4 . Note that the aspect ratio of vehicles varies with the orientation at which they are observed. From this follows that vehicles observed in the side views will have a larger aspect ratio than vehicles observed in the rear or front view in a highway scenario, where the driving direction is mainly straight forward. Thus, optimally the aspect ratio should be optimized for each of the four perspectives. We have, however, experimentally found an aspect ratio of 1.5 to be sufficient for all four views, which is the mean of the annotated bounding boxes aspect ratios. The second change is the state transition parameters of the MDP shown in Fig. 5 , which have been trained for vehicles. We have trained the MDP on a sequence captured on a U.S. highway with free-flow traffic, using ground-truth annotations and detections computed by the DPM detector.
The variation in appearance is less prominent for vehicles compared to pedestrians, and typical motion does not see abrupt changes as with pedestrians. This allows us to further constrain the creation of new trajectories as seen in Fig. 5 . Thus, when a new vehicle is detected, it starts in an Active state, from where it can transition to a Lost state via action a 1 if it is determined to be a correct detection, or to an Inactive state via action a 2 if it determined to be a false detection. This stands in contrast to the original implementation where a new vehicle is able to transition directly to a Tracked state. The purpose of this re-routing in the MDP is to reduce the number of false positive trajectories caused by spurious detections that incorrectly transition from the Active state to the Tracked state instead of the Inactive state. The tradeoff is that correctly tracked vehicles are slower at reaching the Tracked state, since they are kept in the Lost state until they have been observed β times. The action a 3 is thus not only the result of no association between a lost track and new detections, but also of a track that is too young to transition to the Tracked state.
In this study the tracking in each perspective has to take into account the purpose of linking trajectories between slightly overlapping perspectives. Thus, trajectories need to prolong as close to the image borders as possible. The task of prolonging trajectories is challenged by missing detections caused by truncation and severe appearance variations as the observation angle changes rapidly in the proximity of the ego-vehicle. An example of these challenges is shown in Fig 3. Note from the figure that the truncated vehicles are located in regions where they might not be detected in any of the views due to truncation. One solution, that does not require a change of setup, is to design the vehicle detector for detecting truncated vehicles. This is a topic that has previously received attention, but remains an unsolved problem [5] . In this study we instead focus on extending the trajectories despite the missing detections. This is achieved by predicting bounding boxes for lost trackers. Let α be a set of associations that have the same ID and are sorted with increasing age of detections. Thus, the newest detection is at the first entry, α 1 , and the first detection is at the last, α M . An average change of the bounding box parameters is computed using:
Where ω is a vector containing all four parameters of the bounding box, x 1 , y 1 , x 2 , y 2 , and L is the number of bounding boxes used in the estimation of the average change,ω. 
Where τ is the time from the last available detection to the current time at which we want to predict the bounding box. The bounding box is used as a guess of where the vehicle has moved, which is tested using the iterative Lucas-Kanade method with pyramids to obtain the optical flow from previous detections of the vehicle (see [42] for a more detailed description). The Forward-Backward (FB) error of the optical flow is used as a measure of the stability of the prediction. If the median of the FB errors is below a certain threshold, T 1 , the prediction is accepted as a valid vehicle detection. If that is not the case, an optical flow for the left and right half of the bounding boxes are investigated, since parts of the vehicle might have left the image. If the median FB error shows to be below a more strict threshold, T 2 , for either the left or the right half, the prediction is assumed to be a true detection. The procedure is shown in Algorithm 1. The extension of the track is performed until τ gets larger than a predefined value or more than half of the bounding box is outside the image.
Lastly, each track is modified to include normalized color histograms that are used for association between perspectives in Section IV-D. This allows us to base the association on both spatial, temporal and appearance information.
C. Transformation to Road Surface
It is difficult to analyze and associate trajectories in the image planes as they are not easily transfered to a common understanding of the surrounding road structure [44] . Furthermore, the four cameras have limited overlapping regions and are thus not simple to robustly calibrate extrinsically. A common solution is to use a top-down view, also known as a bird's eye view of the scene in order to achieve distances between surrounding vehicles and the ego-vehicle. The top-down view is achieved using Inverse Perspective Mapping (IPM), which is a transformation from image plane to road surface. The IPM estimates a homography matrix, H H H, that maps a point in the image plane, p p p image , to a point in the road surface, p p p road , such that: Note that the points are in homogeneous coordinates. A homography matrix for each perspective is estimated. However, the homography matrices are estimated such that they map to a global road surface and not four locally defined road surfaces.
The ego-vehicle is placed in the origin, and the x-axis is the direction of the road such that the y-axis is orthogonal to the driving direction as seen in Fig. 6 . Since the mapping is for points in the road surface, it is needed to determine the location of surrounding vehicles on the road from their bounding boxes. This is solved by using the middle of the bottom of the bounding box:
Note that the mapped position thus relies heavily on the performance of the vehicle detector to select bounding box parameters. Also, with varying observation angle the selected point will change position on the vehicle. As an example see Fig. 4 , where the leftmost vehicle will be mapped at the rear whereas the rightmost vehicle will be mapped at the side. Furthermore, as a nature of IPM, the transformation is only accurate in level environments. From this follows that any inclination, bumps, or similar road irregularities will result in inaccurate and possibly erroneous mappings. In this work we use data that does not contain any such inaccuracies. However, the data are subject to other inaccuracies such as e.g. vibrations. In order to handle these, the mapped points are filtered using an average of the last α points in the trajectory. Possible solutions also include e.g. estimation of the horizon in order to make the IPM adaptable to inclinations as seen in [45] . An alternative would be to use stereo or an active sensor such as lidar or radar to obtain the information needed for reconstructing the scene. Since the cameras are overlapping, a vehicle might be tracked in two views simultaneously resulting in two points in the road surface. These points can be merged to one point using the spatial property that two points belonging to the same vehicle are placed close to each other in the road surface. This is essentially a form of vehicle association between perspectives, but the purpose is to make sure that each vehicle is only represented by one point in the road surface. 
D. Multi-Perspective Vehicle Tracking
With the points in the road surface, the last task is to stitch the trajectories between perspectives. For this purpose, a Kalman filter is used for each trajectory. The filter simply models the (x, y) position and the (ẋ,ẏ) velocity of a vehicle in the road surface. Thus, the state vector, X X X k , is of the form: 
The filters associate points in the road surface using spatiotemporal information. This allows us to track vehicles regardless of which perspectives they are tracked in. An example is shown in Fig. 7 .
To further improve the robustness of the association of trajectories between perspectives, each time a new tracker is initialized the surrounding is investigated. If a lost tracker is present near to the new tracker, a similarity of the normalized color histograms for each tracker is used to determine if the two trackers belong to the same vehicle. Specifically, a χ 2 (chi-squared) distance, D, is computed [46] :
where h i and h j denote the B-bin normalized histograms. If the χ 2 distance is below a threshold, T 3 , the newly initialized tracker is deleted, and the old tracker is associated with the point.
V. TRAJECTORY ANALYSIS
The following section investigates the estimated trajectories found around the ego-vehicle in a real-world highway setting using the proposed four camera framework. A total of 2.5 hours of driving on U.S. highways are gathered spread out on four days. The data are divided into 50 sequences to ignore scenarios with lane changes of the ego-vehicle and severe road curvatures which are unaccounted for. The reason for ignoring these scenarios is that the framework assumes no lateral movement of the ego-vehicle. However, the framework can be extended to include a lane estimator in order to account for lane changes and road curvatures. The sequences contain more than 15,000 frames with vehicles performing maneuvers around the egovehicle. The spatial properties of all the trajectories can be seen in Fig. 8(a) . This reveals the usage of the road and its lanes and a larger safety distance in the driving direction compared to the adjacent lanes.
A vast variety of trajectories are found surrounding the egovehicle. A number of selected trajectories are shown in Fig. 8(b) . These contain what is considered simple maneuvers consisting of single lane changes or staying in lane. Variety is also seen within each type of maneuver e.g., lane changes at different distances to the ego-vehicle, different relative velocity of maneuvers, and trajectories of different length and different starting and end positions. These variations make analysis of the data challenging, since they complicate tasks such as grouping trajectories into general trajectory types.
Trajectories surrounding the ego-vehicle are not limited to simple maneuvers. More complex trajectories are shown in Fig. 8(c) , and include e.g. multiple lane changes and substantial changes in relative velocity. These trajectories occur less frequently in the collected data, and can be considered abnormal behaviors.
A. Trajectory Analysis for NDS
The trajectories around the ego-vehicle can be used for multiple purposes in both active and passive applications. As explained in the previous section, the set of trajectories include many different types of trajectories that are not easily separable. For this reason we study a simplified scenario in the case of NDS, classifying five classes of trajectories approaching from the rear as seen in Fig. 9 . This is an interesting scenario since it is difficult for the ego-driver to be fully aware of the situation behind the ego-vehicle at all times. All other types of trajectories are ignored in the analysis performed in this work. Other trajectories could be chosen as well.
The trajectories are classified using a data-driven learning approach, namely the HMM [47] , as a popular method to model trajectories in traffic applications [21] . The Markov model describes the spatiotemporal aspect of trajectories transitioning from state to state based on previous observations. The observations are vectors of features with four entries, being the Kalman filtered x and y positions and relative velocities in the road plane as seen in (5). The states themselves are not observable i.e. hidden, and not directly of interest for the classification task.
A HMM is fully described by its state transition probability matrix A A A, emission probability matrix B B B, and its initial state probability vector π as seen in (8) . The matrices are of size Q × Q, with Q being the number of hidden states used to model each trajectory.
The HMM parameters are trained for each of the five classes in a supervised manner with the manually annotated trajectories shown in Fig. 10 . In this study all HMMs are trained with the same number of hidden states, and it is assumed to be more likely to initiate in the hindmost states, given vehicles are approaching from the rear. The likelihood of a new observed sequence O to originate from each class is calculated, and classified according to maximizing the likelihood as seen from (9) and (10) using the full length of the trajectories. The likelihood of the exact sequence to be observed is small, for which reason the logarithmic likelihood is used to avoid computational underflow.
Note how each class can be described as a sequence of events e.g. C 2 can be described as a left lane change and a pass on the left. These events are useful measures for the trajectory analysis, and can be used to get a quantitative overview of the behavior of vehicles behind the ego-vehicle. We extract five events which could be extended. However, by combining the classes and events with information of the velocity of the ego-vehicle from the CAN bus, the analysis enables automatic extraction of valuable information.
VI. EXPERIMENTAL EVALUATION
In this section we present results showing the capability of multi-perspective trajectory estimation and analysis using several sequences from real highway data. The system is evaluated in three tests. The first test is a single-perspective tracking evaluation in four different perspectives compared with the performance of two additional trackers. This evaluation uses common metrics for multiple-object tracking. The second test evaluates the ability of the trackers to associate trajectories between perspectives in the road surface in 11 sequences. Finally, a NDS study analyzes the resulting trajectories of five types of maneuvers behind the ego-vehicle.
The two trackers used for comparison are the original online MDP tracker [42] and the offline Tracking-By-Detetion (TBD) [24] method, both publicly available. The only changes made to the original MDP are the template sizes, since it is originally made for pedestrian tracking, and the training is performed on the same single annotated training sequence as the modified MDP. The TBD method is based on the Hungarian algorithm, first associating detections into tracklets in an online approach, while Kalman filtering the bounding boxes. This is followed by a second Hungarian algorithm, to associate tracklets into trajectories. This second step is done in an offline batch manner, and the performance is thus not directly comparable to those of the two online trackers, but serves as a simple baseline. The method proposed in this paper uses the parameter values listed in Table II .
A. Single-Perspective Tracking
The three different trackers are compared on a single sequence consisting of 400 frames (33 seconds). The sequence contains several inter-vehicle occlusions and vehicles moving between multiple perspectives. Each tracker is using the same detections with positive scores from the DPM detector, and is evaluated on all four individual perspectives. The trackers are evaluated using the CLEAR MOT metrics [48] and the definition of fragmentations (Frag.) and ID switches (IDS) from [49] . A fragmentation thereby occurs when a ground-truth (GT) trajectory is presented as two separate trajectories by the tracker. An ID switch occurs when a tracker ID switches from one ground-truth trajectory to another.
The ground-truth bounding boxes for the evaluation are obtained by manually annotating every tenth frame. Vehicles in the far distance are ignored by setting a constraint on the width of the detected vehicle to be at least 35 pixels, which corresponds to a distance of roughly 50 meters from the ego-vehicle. Furthermore, vehicles driving in the opposite direction on the other side of the crash barriers are also ignored.
The results of the single-perspective tracking comparison are shown in Table III . The MDP-Modified is shown to outperform the MDP for vehicle tracking, despite it being designed for multi-perspective association. Note, the difference in precision scores of the two, which proves the re-routing of the MDP states to effectively remove false positives at the cost of slightly lower recall scores. The gap in recall scores would be larger if the MDP-Modified did not prolong the tracks as close to the image border as possible.
The overall tendency shows the offline TBD to have better accuracies but more fragmentations. However, in the context of generating trajectories of surrounding vehicles, fragmentations cause the loss of all previous history data of that trajectory, and are thus severe mistakes. The MDP trackers both show superior in the number of fragmentations, since they are able to re-assign a trajectory, when being occluded in a short amount of time. There are multiple occlusion cases in the proximity of the ego-vehicle in the sequence evaluated. One occurs in the left perspective as shown in Fig. 11 , where the TBD makes 
B. Multi-Perspective Association
In this section we evaluate the ability of our multi-perspective tracker to associate trajectories between perspectives. The test is based on manually annotated associations between perspectives in 11 sequences, which are used to inspect the performance of each of the three tracking methods. The three trackers use the same transformation to road surface and Kalman filter parameters. The evaluation is limited to five lanes. Thus, only vehicles within two adjacent lanes are taken into account. Note that the associations often come in pairs, i.e. a situation where the ego-vehicle is being overtaken, where the overtaking car is first seen in the rear perspective, followed by the left perspective, and finally the front perspective, which summarizes to two associations between perspectives.
The results are listed in Table IV and an example of one of the sequences are shown in Fig. 12 . Note that precision scores are not included as no false positives occurred. As shown in Table IV , the modified MDP achieves the most associations with a success rate of 92%. Generally, the three trackers score approximately equally, which might be a result of the Kalman filter having a high impact in the task of associating between views.
The trackers are observed to fail if a vehicle is truncated in two perspectives and moves with a low relative velocity causing the tracker to deactivate because of missing assignments of points. Also, if a vehicle moves with a very high relative velocity it is only present for a limited number of frames in the side view, and might not be tracked at all in that view. This situation relies on the Kalman filter to predict the movement from rear to front, which can be troublesome.
Due to the novelty of multi-perspective tracking around a vehicle, no direct comparison can be made. A somewhat similar approach is applied in tracking basketball players with the use of four overlapping cameras [38] . Here an average recall of 85% over a 40 seconds sequence is achieved, showing generally high success rates in association for both applications.
C. NDS Analysis of a Sample Drive
The estimated trajectories are analyzed to reveal overall tendencies of surrounding road users in a highway setting. Selected trajectory types are classified and further divided into events to describe the drive in a data reduced manner. Note the drive is divided into sequences with manually selected trajectories of the types shown in Fig. 9 and thereby do not give a complete picture of the distribution of events.
An evaluation is made using recall and precision to validate the correctness of each classified trajectory. The results are shown in Fig. 13 and Table V for three hidden states in each HMM. The experiment was evaluated with varying number of hidden states with similar results. The classification percentages is in general found to be high with occasional misclassifications. Especially C 2 is found to be dominant with a high amount of false positives, which is caused by the overlap between the adjacent classes as seen from Fig. 10 . Some trajectories are found to be more common than others as expected, but a decent number of overtakings on the right is found, which is considered as bad driving behavior. The classified trajectories are used for the automatic data reduction, reducing the sample drive into a number of events. The events used to describe the drive in this work can be summarized as shown in Table VI , along with the average velocity of the classified trajectories with corresponding ego-vehicle velocity. The average velocities are absolute in the forward driving direction, obtained by adding the velocity of the ego-vehicle (logged from the CAN bus) and the relative velocities of surrounding vehicles. Looking at the estimated velocities also give rise to interesting findings. The ego-vehicle is found to be overtaken several times, although having an average velocity of 102 km/h, being just within the speed limit of 105 km/h. The ego-vehicle is even overtaken when slightly exceeding the speed limit as seen for C 4 . The overtakes of C 2 and C 5 seems to be triggered by a slightly lower velocity of the ego-vehicle. Velocities of overtaking vehicles that make lane changes are found to be close to the velocity of overtaking vehicles in adjacent lanes going straight. Even though overtaking on the right is seen as bad behavior, the average velocity of the overtaking vehicle is found to less than overtaking on the left. Lastly, the trajectories of type C 3 is close to the velocity of the ego-vehicle as one would expect.
Even though the evaluations presented above are restricted to daytime highway conditions, we intend to extend the scenarios in which the system can be used to include nighttime driving [50] and urban environments [24] .
VII. CONCLUDING REMARKS AND DISCUSSION
This research is particularly focused on introducing a framework for estimating trajectories of surrounding vehicles in a highway setting using four cameras with slightly overlapping views to be used for data reduction for NDS.
The framework consists of the DPM detector and a modified version of the MDP tracker optimized for multi-perspective association of vehicles. The proposed method correctly associates 92% tracks between perspectives while also scoring higher than the original MDP tracker in the single-perspective tracking evaluation. The framework is applied on sequences of a test drive showing the variety of trajectories found surrounding the egovehicle. Five types of trajectories are analyzed in the application of NDS data reduction. Trajectories are classified using trained HMMs, reducing the surrounding vehicle trajectories into events as lane changes and overtakes.
A. Extensions to ADASs
As presented, the system proves useful for NDSs as a powerful tool for understanding surrounding driver behaviors. However, the proposed framework is not limited to NDSs, but can be extended to ADASs. A possible ADAS is to predict surrounding vehicle trajectories [21] in order to warn the driver of abnormal behaviors or of vehicles being on collision course. ADASs are subject to strict real-time requirements. Even though computation time has not been a priority in the choice of detector and tracker used in this work, the real-time capabilities are shortly examined. The DPM detector is found to be the bottleneck and is replaced with an off-the-shelf SubCat detector [51] , detecting vehicles at approximately 1 Hz for each perspective without any loss in accuracy. Further optimization can be made by e.g. downsampling the 2704 × 1440 images, specifying regions of interest, and limiting the number of model orientations used for detecting in each perspective. To equip such a system in a vehicle would require it to run on an embedded platform as shown in [52] . Another limitation of the current framework is that lane changes and road curvatures are not accounted for. However, a simple solution to these problems is to include a lane estimator, which would greatly improve the potential of the framework as a real-world application. Further investigations would include urban scenarios, where careful attention to road topography is needed, or the interaction between surrounding vehicles and the ego-vehicle. To summarize, though several steps need to be taken, the framework allows for optimization of the individual modules potentially enabling it to emerge as a real-time surround trajectory and behavior tool for ADAS.
