ABSTRACT The dynamics of a skid-steering robot present intrinsic non-linearities that make the design and implementation of a controller a very complex task, time-consuming, and difficult to implement into an embedded system with limited resources. This paper presents a simplified first order digital model approximation and an optimal observer-based control approach for the tracking of the lateral position of such robots. In order to verify the validity of this proposal, 3D real-time interactive simulations and real validations with an agricultural skid-steering robot were performed with satisfactory results.
I. INTRODUCTION
The accelerated population growth and the continuous shortage of labor in the area of agriculture, are two of the main motivations for the growingly interest in the area of robotics and precision farming. Here, agricultural vehicles play a very important role, and a lot of research activities related to navigation, path planning and control have been increasingly taking place in the past recent years. For instance, [1] presents a new concept with a fleet of small robots providing a solution for soil compaction in a scalable and energy-efficiently manner. In the same line of small vehicles, here we present a controller for a skid-steered robot used for corn seeding tasks.
Skid-steering robots are very popular in different off-road applications such as agriculture [2] , mining [3] and foraging [4] due to its simple construction and flexibility. Its maneuver is a result of a difference between the angular velocities of the right and left wheels. This implies that the speed and the yaw rate of the robot depend on each other making the modeling and control of the robot a complex problem. Generally speaking, there are different modeling and control strategies for autonomous ground vehicles depending on the steering type of the vehicle, and its application [5] . But before
The associate editor coordinating the review of this manuscript and approving it for publication was Zhen Li. diving into the modeling and control solutions, one should decide which kind of motion will be appropriate: Pointto-point, Path following or Trajectory tracking [6] . For the application presented in this work where the robot has to drive very accurately along the seeding lane, path following will be the best approach to adopt, since the robot will be getting a precise path between the navigation points. Furthermore, in contrast to the trajectory tracking, the timing between the navigation points does not have to be considered.
Regarding the modeling part, there are three types of models that can be used for the design and implementation of the control strategy: Geometric, Kinematic and Dynamic. Where among those, the geometric and kinematic models are the most simple and popular ones [5] . For the case of Skid-steering, one popular kinematic approach was first presented in [7] , where the system is based on a ICR (Instantaneous Center of Rotation). A similar approach was presented in [8] , where also sliding velocity was considered. In [9] , the same kinematic model was used and transformed into path-following kinematics. Also based on a ICR, [10] presents an experimental method for reconstructing the kinematic model based on a laser scanner sensor. Alternatively, [11] uses the experimental data from an inertial measurement unit (IMU), to construct the kinematic equation of motion based on an Extended Kalman Filter (EKF).
Regarding the vehicle dynamics, pioneer work can be found in [12] introducing an operative nonholonomic constraint into the equation of motion, based on the lateral speed and the angular velocity. This approach has been further used in different works such as those presented in [13] - [16] . Less popular methods for modeling skid-steering vehicles can also be found in the literature. For instance, a method for modeling the system dynamics by applying switched system optimization is presented in [17] . A basic lateral dynamics analysis can be found in [18] and to calculate performance and power consumption, [19] and [20] present simplified models based on torque and terrain analysis with validated results. Also, [21] uses a so-called Magic Formula to predict steering performance and power consumption based on the force/slip characteristics.
As aforementioned, the control strategy depends to some extent on the model to be used. The simplest methods are related to the geometry of the vehicle and some examples are Follow the Carrot [22] , Pure Pursuit [23] and Stanley method, being the latest one of the most widely used and its name comes from the robot that won the 2005 DARPA Grand Challenge [24] . For kinematic and dynamic models, the complexity increases and one way to deal with this, is to separate the yaw rate control and the tracking control to deal with them separately and apply adaptive control to approximate the yaw rate dynamics as presented in [25] - [29] . Nevertheless, none of these methods have been applied to a skid-steering robot. Specifically for Skid-steering, [9] presents a controller based on Lyapunov and the vehicle kinematics from [8] . Based on the vehicle dynamics, [13] and [14] present a controller considering the problem of practical stabilization for skid-steering mobile robots also known as SSMR and a unified tracking and regulation control law. Based on a backstepping procedure that guarantees the Lyapunov stability, [15] presents also a controller design based on the skid-steering dynamics. Using nonlinear model predictive control, [16] presents a controller design by means of a Jacobian motion planning based on the Endogenous Configuration Space. Although the skid-steering methods just mentioned present good results, they are used for trajectory tracking and not for path following. Finally, in order to cover for uncertainties and changes in the terrain, robust and adaptive methods can be found in [30] - [33] .
The majority of the solutions mentioned above are either used for trajectory tracking or require complex operations. This means that using embedded control units (ECU) with limited resources may not provide enough computing power. Therefore, the motivation for the solution presented here was to find a more practical approach for path following control in order to provide a way to simplify the design and implementation by using less complex modeling and operations. This comes with the cost of not considering non-linearities and uncertainties in the model which might lead to instability in terrains where the slippage is very high, or in situations where one wheel loses contact with the terrain. Nevertheless, the simplified optimal problem presented here, allows for the use of only one ECU with limited resources and might cover the big majority of terrain situations. Here, we present a linear solution with an optimal controller, applied to a first order digital model approximation based on the kinematics presented in [7] , that calculates the parameters online based on the speed changes.
This paper is divided into four sections. Section I describes the purpose of this work and summarizes the related work. Section II presents the approximated kinematics for the lateral position and its solution to the optimal control tracking problem. A 3D real-time interactive simulation and its validation with a real robot are presented in Section III. Finally, the conclusions can be found in Section IV.
II. METHODS
The design and implementation for the tracking control problem of a skid-steering robot is divided into a lateral position model approximation and an optimal, observer-based, tracking control solution.
A. MODEL APPROXIMATION Figure 1 shows a representation of a skid-steering robot where y is the lateral position to a desired path and it is also the variable to be controlled. The yaw rate of the robot (ω) and its linear velocity (V ) are produced by the difference between the velocities of the right and left axis (V R and V L respectively), where β represents the angle of the velocity vector to the center of gravity. The angular velocities of the right and left wheels are represented by ω R and ω L respectively and the distance between axes is 2c. The angle with respect to the desired path is represented by ν and r is the wheel radius. VOLUME 7, 2019 From the kinematic point of view, we can define the yaw rate at the center of gravity and the linear velocity by the following equations:
By rewriting (2) into right and left velocities we obtain (3). And by defining a time delay τ we find a first order yaw-rate transfer function presented in (4) .
Finally using the z-transform with a sampling time T s we obtain the following digital transfer function:
where
Generally speaking, the lateral position y with respect to a desired path is related to the yaw rate of the vehicle in the form of (7), where β is the side slip angle and ν the course angle with respect to the desired path (Fig. 1) .
Neglecting side slip, linearizing and using the small angle approximation we find the transfer function of the lateral position with respect to the yaw rate in (8) .
Again, using the z-transform we obtain the following digital transfer function of the lateral position with respect to the yaw rate:
Multiplying (5) and (9) we obtain the following digital model of the lateral position with respect to a desired path to be used for the controller design: where
Finally, the following digital state space of third order can be used to represent our plant model:
B. OPTIMAL CONTROL A general controller with observer and state feedback F can be found in Figure 2 and it is also known as the Linear Quadratic Gaussian (LQG) problem. Here ω is the process noise and υ the measurement noise. Figure 3 depicts the detailed observer-based optimal controller of the system presented in Figure 2 . As it can be seen, the observer is constructed with a copy of the plant plus the estimator gain L for correcting the error between the measured output and the output produced by the observer. As already explained, the signal to be controlled is the lateral position y, which is not stable in open loop since a step in the steering input u (which for the skid-steering robot corresponds to V ) will keep the vehicle turning in circles. The system is closed with an Observer and a state feedback F for the regulation dynamics. For the tracking dynamics, the gain K is added to be able to follow a reference lateral position r, i.e. zero when the vehicle drives along the desired path and one for driving 1 m to the left, parallel to the desired path (see Fig. 1 ). Negative values used for the reference have the meaning of driving on the right side of the desired path. 
1) REGULATION
Generally speaking, the conditions for the design of the observer-based controller are that the system (the Vehicle) is observable and controllable. This means that the observer should be able to estimate all the state variables of the system and that the feedback should be able to bring all the poles to a desired place. To ensure this, the conditions presented here without proof are that the observability and the controllability matrices have full rank (Eqs. (15) and (16) respectively).
where n is the number of state variables. Then, using the linear regulation problem we can find the solution to the system in Figure 3 by first finding the state feedback u = F · x that minimizes the performance index
where the optimal solution is
and P f is the solution to the Riccati equation
For the Observer, the state estimate L is equivalent to the state feedback F by making the following replacements:
Therefore, by duality the optimal estimator gain is
where P l is the solution to the Riccati equation
Here Q, Q e , R and R e can be used as tuning parameters to deal with uncertainties in the system. The details about how to find the solution to this problem are described in [34] and [35] .
2) TRACKING
To achieve zero steady-state error, i.e. the system output y equals the reference input r in steady state, the static gain should be 1. This can be done by finding the static gain of the system and multiplying it by its inverse. For instance, the static gain from r to y for the system in Figure 3 is K · C( + F − I ) −1 . Therefore, we can choose
This requires calculating the inverse of the matrix ( + F − I ) which is assumed to be non-singular since we expect a constant static gain for a stable system. Nevertheless, calculating the inverse of a matrix could consume a lot of computing resources. An alternative to solve this problem is by assuming that in steady state, the state vector x as well as the control input u will take the constant values x ss and u ss respectively and that y ss = r ss . Therefore, in steady state the system will take the form x ss = x ss + u ss r ss = Cx ss (24) and for the system of Figure 3 the control law will take the form
since for an observable system we can assume thatx ss ≈ x ss . We can relate the steady-state vector to the constant reference input as x ss = K x r ss and the steady-state control input that keeps x at x ss as u ss = K u r ss . Rewriting then the control law of (25) we have that K u r ss = FK x r ss + Kr ss and solving for K we find that
To find K x and K u we use the same relation as for the control law and rewriting (24) we have that K x r ss = K x r ss + K u r ss r ss = CK x r ss .
Solving for K x and K u we then find the solution to the following equation without using the inverse by applying the Gauss elimination or the Gauss-Jordan method:
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III. RESULTS
Data from Table 1 provide sufficient information to design and implement the model and the controller introduced in the previous section. The parameters Q and R can be used as tuning parameters to cover for other factors not included such as weight and other uncertainties due to the use of a simplified first order system. The cycle time used is 100 ms and the reason for that, is that even though a much shorter cycle time is ideally desired, e.g. 20 ms, the industrial ECU used for the robot has limited resources and is also in charge of all other tasks inside the robot such as calculations, filtering, documentation, path planning, communications, etc. Therefore, the cycle time used is the biggest possible to save resources to other task with higher priority such as position filtering and correction. Here again, the simplified first order model, allowed us to perform quicker and simplified calculations.
Using V x = V = 0.5 m/s and substituting the rest of the data from Table 1 into (9), (10), (11) and (12) we obtain the representation of the vehicle (Eq. (14)), expressed in (29) which is used in the observer as well (see Fig. 3 ). For the range of working speeds, these calculations take place in real-time in the ECU using the measured forward speed. 
The controllability and the observability matrices have full rank (Eqs. (30) and (31) respectively). Therefore, our system is controllable and observable and we can proceed to find the optimal solution for the state feedback and state estimate. 
It was shown in the previous section that the state feedback F and the state estimate L can be found with the Riccati equations (19) and (22) . Nevertheless, as it can be seen, the solution to the differential nonlinear Riccati equation depends on itself. There are different methods to solve the equation and one would be in an iterative manner. Therefore, for a digital system (19) and (22) can be rewritten as following:
where the solution can be found by iterating at each cycle time until P f and P l converge [35] . For our problem, the solution converges after around 100 cycles with the initial values of P f = P l = 0 (Eqs. (34) and (35)). By performing one iteration every cycle time of 100 ms, these parameters will be found after 10 s which might be too slow for our vehicle.
For example driving at 1.5 m/s, the vehicle will not be able to follow the path at least for the first 10 m. Nevertheless, it was possible to perform up to around 50 iterations inside the cycle time of 100 ms. Another way to solve that, is to first calculate the parameter in a simulation. Then, this parameters can be used as the initial conditions inside the vehicle and since there might be discrepancies between the simulation and the real vehicle, some calculations still have to be done. Nevertheless, it will converge only after a couple of iterations. This will be the case as well for the different range of working speeds, since for each speed a different solution has to be calculated in real-time. Also in this case, the discrepancies of the solutions between different speeds are small enough to be calculated in real-time. 
From the solution to the Riccati equation, the optimal state feedback and state estimate as well as the tracking gain are expressed in (36) and the controller is ready to be implemented. Figure 4 illustrates a step response of 1 m using these results (Eqs. (29) and (36)) to validate 
A. SIMULATION A 3D real-time simulation was programmed with C++ using Openframeworks and some representative results can be seen in Figures 6 and 6 [36] . The yellow line represents the way-path to be followed by the robot and contains real geographic coordinates. The red line is the actual driven path. It can be seen in Figure 6 that the error on the lateral position increases in the turning points since those correspond to an input step applied by changing the course angle to the desired path (ν in Figure 1 ). For the simulation, the forward speed of the robot was changing from 1.5 m/s on the lane to 0.1 m/s at the headland. After each turn, we can appreciate some small oscillations before the robot is completely on the lane and this is due to two factors. The first one is because Q and R were tuned to provide the quickest response. Bigger values will avoid the oscillations, but the robot will take longer to arrive at the lane and the turning curve will be larger. The second one is because of the change in the forward speed, which requires new real-time calculations of the control parameters. When slowing down from 1.5 to 0.5 m/s before the turning points, the adaptation cannot be appreciated, which confirms that the solution converges fast enough. When speeding up again to 1.5 m/s after the headland, some small effect is appreciated since at higher speeds the vehicle needs higher response dynamics that have to be calculated, and at those speeds, if the vehicle needs 5 cycles (500 ms) to calculate the control parameters it will take around 75 cm.
From Figure 6 one could expect that the smoothness of the robot decreases when following smooth curves, since it will have a continues input of steps by updating small straight ''desired paths'' with their corresponding course angles ν. Nevertheless, Figure 6 illustrates how the robot smoothly follows a lane change of 2 m. At the bottom of the way-line, the step input is very clear with a change in the course angle of 90 o . Then at the lane change, in every cycle time the course angle is updated to the corresponding change and the steps do not affect the driving smoothness, having an error of around 7 cm at the curve. Similar errors were found in the different simulations performed.
B. VALIDATION
The simulation results were validated with a real agricultural skid-steering robot (Fig. 7 ) electrically powered with 4 wheels able to reach a maximal speed of 1.5 m/s. It has a weight of 40 kg and a state-of-the-art GNSS receiver with RTK-correction which provides global geographic position with a standard deviation of 2 cm. The ECU with a VOLUME 7, 2019 FIGURE 7. Skid-steered robot for corn seeding provided by AGCO GmbH | Fendt. Once on the field, the reduction of the cycle time from 100 ms to 50 ms was tested, and although the system was performing mainly good, we were experiencing from time to time some heartbeat lost due to the delay of some tasks. Therefore, we changed back to 100 ms cycle time since the accuracy delivered was enough for following the path. Figure 8 shows the results using the real robot. Here the white line is the same as the yellow one used in the simulation to be able to compare directly with the simulation results. Each lane is around 10 m long and the separation between lanes is 33 cm, which corresponds to the separation used for the type of corn and the seeding task. As expected, it can be seen that the real robot presents a bigger error. The yellow line at the top presents a separation of around 90 cm at the time of changing the lane(see Fig. 9 ). On the other hand, the largest error when entering the lane is around 13 cm (yellow line at the third lane from right to left, almost at the bottom of Figure 8 ). The results are satisfactory if the cross-track at the headland is not considered very important by the user, since the error measured once on the lane is less than 5 cm and can be related to measurement noise and disturbances due to irregularities on the terrain. This error is also comparable to results obtained with more complex solutions [14] , [16] . The same test was performed in different terrains and the robot produced similar results.
In Figure 10 , the signal produced by the controller is presented in the form of a curvature, which is the inverse of the turning radius. It can be recognized where the turning points took place through the peaks (e.g. at 20 and 40 s). One of the main advantages of using an optimal controller can be seen here, since the signal does not contain high frequency members and the changes are very smooth without stressing the motors. Since the observer acts as a filter, the control signal does not react to unnecessary disturbances and measurement noise without losing much responsiveness. On the other hand, it could take longer to arrive to the lane at the turning points. Nevertheless, the trade-off between actuator stress and system accuracy of an optimal controller can be appreciated here.
IV. CONCLUSIONS AND FUTURE WORK
This paper presented a first order model approximation for a skid-steering robot. The model was used to find a linear solution of an observer-based optimal control with a tracking gain. The methods presented for the model simplification and the optimal control provide a way to speed up the design and implementation by eliminating intrinsic non-linear complexity. This process also allowed an easy code implementation not only for the simulation, but also into the embedded ECU. The results were presented and the system was able to follow successfully the desired path, being the results between the simulation and the real robot very similar.
As future work, this method will take the form of a Multiple Input Multiple Output (MIMO) system to include speed and course angle control to be able to improve the error around the turning points.
