In a continuum dislocation dynamics formulation by Xia and El-Azab [1], dislocations are represented by a set of vector density fields, one per crystallographic slip systems. The space-time evolution of these densities is obtained by solving a set of dislocation transport equations coupled with crystal mechanics. Here, we present an approach for incorporating dislocation annihilation and junction reactions into the dislocation transport equations. These reactions consume dislocations and result in nothing as in the annihilation reactions, or produce new dislocations of different types as in the case of junction reactions. Collinear annihilation, glissile junctions, and sessile junctions are particularly emphasized here. A generalized energy-based criterion for junction reactions is established in terms of the dislocation density and Burgers vectors of the reacting species, and the reaction rate terms for junction reactions are formulated in terms of the dislocation densities. In order to illustrate how the dislocation network changes as a result of junction formation and annihilation in a continuum dislocation dynamics setting, we present some numerical examples focusing on the reactions processes themselves. The results show that our modeling approach is able to capture the respective dislocation network changes associated with dislocation reactions: dislocations of opposite line directions encountering each other on collinear slip systems annihilate to connect the dislocations on the two slip systems, glissile junctions form on new slip system behave like Frank-Read sources, and sessile junctions form and expand along the intersection of the slip planes of the reacting dislocation species. A collective-dynamics test showing the frequency of occurrence of junctions of different types relative to each other is also presented.
Introduction
The plastic strength of metallic crystals derives from the motion, multiplication and reactions of dislocations at the mesoscale. Since dislocations were theoretically postulated [2] and confirmed by experiment [3] , much of the research on dislocation in structural metals has focused on dislocation interactions and their role in strain hardening. When dislocations on different slip systems interact with each other, different kinds of junctions are formed, a process that depends on the Burgers vectors and slip planes of the reacting dislocations. Discrete Dislocation Dynamics (DDD) simulations [4] showed that the dislocation network formed by different kinds of junctions is the microstructural origin of strain hardening and that different junctions have different contributions to the overall hardening. In DDD, junctions are implemented manually by the topological rearrangement of the dislocation network given certain criteria of formation [5, 6] . In continuum crystal plasticity, on the other hand, Taylor hardening terms are incorporated into the formulation to consider the influence of dislocation junctions. The resulting hardening terms are often considered to be proportional to the square root of the forest dislocation density [7] [8] [9] [10] . As proposed in [11] , such terms are expressed in terms of the sum of the dislocation densities on forest slip systems weighted by the strength of the corresponding interactions. The interaction coefficients have different values for different types of junctions, representing the average strength of the mutual interactions between the two interacting slip systems. These interaction coefficients values have been calculated by DDD simulations [12] [13] [14] [15] .
Aiming to capture the collective behavior of dislocations, Continuum Dislocation Dynamics (CDD) must incorporate some representation of dislocation annihilation and junction reactions.
Recent coarse graining approaches based on statistical mechanics [16] [17] [18] have shown that Taylor hardening-like terms naturally appear in parallel dislocation systems of the same Burgers vector when the dislocation-dislocation correlations are considered. As such, at the mesoscale, the scale immediately above the discrete dislocation scale, Taylor type hardening is not necessarily associated with junctions and some sort of such terms should exist in addition to the explicit representation of junctions. At the macroscale, however, Taylor type terms are believed to be suitable for describing the overall response of crystals. On the other hand, the change of dislocation network due to junction reaction is not considered by Taylor type terms, which can play an important role in forming dislocation microstructure at the mesoscale. For example, the formation of a glissile junction amounts to the reaction of two dislocations to generate a dislocation segment on a third slip system. This process thus involves dislocation exchange among different slip systems. Also, when one dislocation encounters another, they can either form a junction or a jog associated with forest cutting, with the outcome depending on the angle between the two dislocations. So, the line directions of the reacting dislocations should also be considered in sorting out these reactions. Having said so, the method used to account for the orientations of the reacting dislocations in DDD is not directly applicable to the case of continuum dislocation dynamics because, in the latter, dislocations are represented by continuum density-like variables instead of discrete line segments. A reformulation of the topological treatment of dislocation network should thus be considered in the case of continuum representation of dislocations.
In the last two decades, several attempts have been made to formulate density-based models for the evolution of dislocation microstructures based on statistical mechanical concepts.
Pioneering models were established for systems of parallel straight dislocations in two dimensions (2D) by Groma and Balogh [19] , Zaiser et al [16] , Groma et al [17] , Rodney et al [20] and Kooiman et al [21] . The coupled evolution of total dislocation density and the net signed dislocation density, also known as the geometric density, can be captured by these models. However, in these 2D CDD models, it is quite difficult to consider the junction formation explicitly. Extending the 2D approach to 3D, where the dislocations are modeled as curved lines moving perpendicular to their line direction in their slip planes, has proven to be quite challenging. Different approaches have been made to represent 3D dislocation configurations. A 7D phase space 33  was used to characterize 3D curved dislocations, where 3 is the 3D Euclidean space and is the orientation defining the local line tangent of the dislocation in their slip planes [22] [23] [24] . A scalar density
was also used in other model [25] . Some other authors expressed the dislocation configuration into screw density screw  and edge density edge  [26] [27] [28] .
Another approach [29] treats the 3D curved dislocation lines in a higher dimensional space containing line orientation variables as extra dimensions, so densities can carry additional information about their line direction and curvature. Simplified variants of the latter theory have been formulated, which consider only low-order moments of the dislocation orientation distribution [30, 31] . One further development of this theory is achieved through a hierarchy of evolution equations of the so-called alignment tensor, which contains information on the directional distribution of dislocation density and dislocation curvature. Although these models have successfully described dislocation transport motion, dislocation reactions between different slip systems were incorporated into them only recently. For example, by associating dislocation multiplication and annihilation with changes in the volume density of dislocation loops, it was recently possible to include source terms into these models [32, 33] .
In this paper, the vector-density based formulation of Xia et al [1, 34] is considered as a starting point. In this formulation, the dislocations are represent by a set of vector fields, ()   , where
, with N being the number of slip systems. In this representation, the dislocations on a given slip system are considered to be bundles with a unique line direction at each point in space, and the magnitude of the corresponding density field represents the local scalar density of dislocations in the bundle. Kinetic equations were established to describe the space and time evolution of the dislocation densities on each slip system, with transport and reactions being the main evolution mechanisms. The reactions include the cross slip as a simple transfer of dislocation among collinear systems sharing the same Burgers vector, annihilation of dislocations of the same Burgers vector and opposite line directions, and the formation of junctions. The latter reactions differ in that they consume two species of dislocations and produce a third species. If the product species is mobile (glissile), it is assigned to the third slip system. Immobile (sessile) junctions on the other hand are considered but not assigned to regular slip systems. All reactions are described here by network terms in the kinetic equation equations governing the evolution of dislocations.
In section 2, the vector-density based CDD model is briefly introduced together with the mechanisms which cause dislocation network change. In section 3, the criterion for collinear annihilation and the energy-based criteria for junction reactions are explained. In section 4, the network terms for dislocation evolution due to junction formation are derived. In section 5, several test problems are presented, followed by some closing remarks in section 6.
Continuum dislocation dynamics with vector dislocation densities
We begin by a brief introduction of the CDD model under consideration. In this model, the dislocations on a given slip system are represented by a vector density field ( )
 is the line direction of the dislocation bundle and     is the scalar density of dislocations.
The evolution of density field ()   is described by a transport equation of the form [1, 34] 
where   v  is the velocity of the dislocation bundle. Equation (1) is valid for dislocations on the same slip system. For the multiple slip case, a system of transport equations of the form (1) are to be solved concurrently for the space and time evolution of dislocations on all slip systems.
The solution of the system (1) requires the velocity field   v  as input. In the CDD model under consideration, the dislocation velocity is fixed by evaluating the internal stress field from which the Peach-Koehler force on each slip system is evaluated and then used to fix the corresponding velocity via a dislocation mobility law. The internal stress of the dislocations is calculated by solving the eigenstrain boundary value problem:
where  is the Cauchy stress, C is the symmetric, forth rank elastic tensor, u is the displacement field, p  is the plastic distortion tensor, n is the unit normal to the boundary  , and u and t are the displacement and traction boundary conditions, respectively. Formally speaking, Cauchy stress in equation (2) is equal to the elastic tensor times the symmetric part of the elastic distortion, ep ()    u  . However, the form of Hooke's law (2) is still valid since the elastic tensor is symmetric. The plastic distortion is determined by summing the plastic slip over all slip systems,
where () m  is the unit normal vector of the slip plane of the th  slip system, ()  s is its unit slip vector (along Burgers vector), and ()   is the corresponding crystal slip. The dislocation glide velocity on a given slip system is assumed to change linearly with the local resolved shear stress on that slip system [16, 35] ,
where () b  is the magnitude of Burgers vector and B is the drag coefficient. The sign function returns the signature of its argument and  denote the Macaulay brackets, which return the argument if it is positive and zero otherwise. 0  is the stress representing lattice friction and ()   is the resolved shear stress, ( )
. Cauchy stress  accounts for the combination of long-range interaction stress of dislocations and the stress arising due the imposed boundary conditions. The Taylor hardening stress p  accounts for the short-range interactions due to sessile dislocation junction reactions and jog formation by the cutting of forest dislocations. Typically, this term has the following form [11, 14, 36] :
with  being the shear modulus and a  the interaction matrix. Statistical modeling has shown that Taylor-like friction stress terms arise from the dislocation-dislocation correlation, which are found to be short ranged in the idealized long, parallel straight dislocations [16, 17] . A thermodynamic treatment within the CDD framework reported in [37] also shows that such terms are possible in CDD. In the expression (5), the density of dislocations interacting at short range with dislocations on a given slip system  is split into the sum of the reacting densities weighted by the strength of the corresponding interactions. The corresponding coefficients a  represent the average strength of the mutual interactions between slip systems  and  . For symmetry considerations, the number of distinct interaction coefficients between 12 mutually interacting slip systems in FCC crystal is reduced to only six, which are associated with the self, coplanar and collinear interactions, and the formation of glissile junctions, Lomer locks, and Hirth locks [12] [13] [14] .
By adding the Taylor hardening term, dislocations will slow down where there are junctions.
However, the network change of dislocations cannot be captured. For example, a glissile junction formed by two dislocation segments can glide within a third slip system. Hence, in order to have a more accurate description of the dislocation density evolution, explicit network terms associated with junction reactions should be added to equation (1) . Not only so, but such terms should also account for cross slip and annihilation. We thus rewrite the transport equation (1) in the form:
where () net   is the time rate of change of () ρ  due to cross slip, collinear annihilation, and junction reactions. These mechanisms, which are illustrated in figure 1 , will cause the dislocation network to change. (a) Cross slip: A screw dislocation can move from one slip plane to another to avoid a barrier on its initial slip plane. (b) Collinear annihilation: Two anti-parallel screw dislocations initially gliding on different slip planes and having the same Burgers vector will annihilate when they encounter each other at the intersection of their slip planes. (c) Glissile junction: The formation of a dislocation junction involves two dislocation segments on two different slip systems.
In the case of a glissile junction, let us assume that the Burgers vector of the first slip system 1 b ( ) is parallel to the intersection line of the two slip planes of reacting dislocations. For a combination of directions of the two dislocation lines which leads to an attractive elastic interaction, the junction formed is glissile on the second slip plane for purely geometrical reasons and characterized by (6) can be established once the rates of the above reactions are formulated. In order to do so, criteria for the dislocation reactions should first be established so as to know when and where to activate such reactions. Also, the corresponding network rate terms should be established in terms of vector densities of dislocations involved so that the system of equations (6) becomes self-consistent. In the following two sections, we will discuss these topics in detail. Cross slip in continuum dislocation dynamics has been modelled in some earlier works [1, 32, 34] . Hence, we here present models for only collinear annihilation, glissile junction and sessile junction in continuum dislocation dynamics.
Junction reactions and related criteria

Burgers vector considerations
When two dislocations form a junction, the resulting dislocation lies on the intersection of the slip planes of the reacting dislocations, with the junction Burgers vector being the sum of the two Burgers vectors of the reacting ones. The plane defined by the junction dislocation line and its Burgers vector determines whether it is glissile or sessile. If the plane coincides with a slip plane of the crystal, the resulting junction is glissile, and it is sessile otherwise. The collinear annihilation is considered here as a type of junction with a zero Burgers vector of the product segment. Hence, we have three types of junctions, for which Burgers vectors should satisfy the conditions, (1) (2)
(1) 
Here, ( Hirth junctions have Burgers vector of <200> type, which is not a slip vector. It should be pointed out that (see table 2) junctions arising from different reactions may have the same line direction and Burgers vector. For example, junction 1 and junction 2 have the same line direction and Burgers vector; however, the former is formed among slip systems 2 and 7, while the latter is formed among slip systems 3 and 6. By considering Burgers vectors only, all types of junction reactions are listed in table 4. For a given slip system, there can be one collinear annihilation, four glissile junctions, two Lomer-Cottrell junctions, and two Hirth junctions. Table 4 . Types of junctions formed by different slip systems. "col" refers to as collinear annihilation; "g" refers to as glissile junction; "LC" refers to Lomer-Cottrell junction; "H" refers to Hirth junction. The number in parentheses is the glissile junction number in table 1 or sessile junction  defined in table 2 and table 3 . It is to be noted that glissile junctions belong to the set of primary slip systems shown in table 1.   1  2  3  4  5  6  7  8  9  10  11  12 1 col g(11) LC(7) H(7)
3 g(11) col g(10) LC(2) H(2) H(11) LC(11) g(5) g(2) LC(7) g(11) col g(10) H(5) H(8) g (5) g (2) LC (5) 5 H(7) H(3) g(10) col g(12) LC(8) g(4) LC(4) g (7) 6 H(9) H(1) LC(2) g(10) col g(12) LC(10) g(4) g (7) 7 g(9)
LC (12) g (6) 9 g(8)
LC (11) g (5) g (4) LC (10) g (1) col H(12) H(10)
10 g (8) LC (3) g(5) g (4) LC (6) g (1) col H(4) H (6) 11 g (3) g (2) LC(4) g (7) g (6) LC (12) H(12) H(4) col 12 LC (9) g(3) g (2) LC (5) g(7) g (6) H(10) H(6) col For a collinear annihilation to happen, the two dislocations should be in opposite directions. In the present work, the criterion for collinear annihilation reaction is expressed in the form
Line direction considerations
where
is the angle between the two dislocation lines, as shown in figure 2 and c  is a material parameter chosen to be 12  in our numerical implementation. For junction reactions between dislocations on two different slip planes, the angles between the parent segments and the intersection of the two slip planes determine whether the junction can form. This line orientation dependence is valid for both sessile and glissile junctions. An energybased criterion can be established to study this situation [38] [39] [40] . It is commonly accepted that the energy associated with a dislocation is mainly contributed by the elastic energy associated with the long-range elastic strain of the dislocation, while other contributions such as core energy are generally neglected [41] . The classical expression of elastic energy E per unit length of a straight dislocation with mixed character in an isotropic linear elastic crystal is given by [42] 
where  is the angle between the Burgers vector b and the dislocation line tangent vector  , R and 0 r are, respectively, the outer and inner cut-off radii, || b  b , and  and  are the shear modulus and Poisson ratio. The energy of a dislocation with a short length l is written in the form Figure 3 . A geometric illustration of a junction reaction redrawn from [40] . The red and the green solid lines are the dislcoation lines prior to junction formation. The dashed lines represent the configuation after forming the short blue junction segment. The part of the confiurtion within the box is shown to the right of the figure in detail.
From figure 3 , we have the following geometric relation:
The differential changes dl , d and d in l ,  and  can be written in terms of junction segment length d j l as below:
By substituting Eq. (13) into Eq. (11) and summing over all three slip systems, the change of energy by forming a differential junction segment can be derived as
The criterion for forming the junction is then: d0 j E  . Unlike Frank criterion for dislocation reactions [42, 43] , which accounts only for Burgers vector, this energy criterion contains all details of the dislocation configuration. This energy expression (14) was previously derived by Madec eta al [40, 44] in the context of junction implementation in discrete dislocation dynamics. It is included here for completeness and to facilitate the generalization made in the current work and the extension to continuum dislocation dynamics.
A generalized form of the energy change with junction formation suitable for implementation with all kinds of junctions can be established by a vector representation of the junction configuration. Let us first rewrite the energy per unit length of a discrete dislocation line equation (9) , in terms of its Burgers vector and its line tangent. For a dislocation of Burgers vector b and line tangent  , the energy of dislocation per unit length can be written, as a generalization of equation (9), in the form
x is the norm of the vector x , and ||  , which is unity, is kept in the equation as a place
holder. This expression can be generalized to a density based representation of dislocation by replacing the line tangent  with the vector density ( 
This expression represents energy density, i.e., energy per unit volume since ( )
 is the scalar dislocation density. An energy criterion for junction formation in continuum dislocation dynamics can now be derived starting from the last expression. Assuming that a differential continuum junction density
is formed at a point in space, where e is a unit vector indicating junction direction, then according to equation (16) the total energy after the junction configuration can be written as (1) (1) (2) (2) (1,2) total junc
Here, we made use of the fact that (3) (1)
In the last expression,
(1,2) junc 0   prior to the formation of the junction. The condition for establishing the junction is that the total energy decreases upon its formation, which means the following,
By using equation (16), we then obtain
for k = 1, 2, with ( )
So the energy criterion can be written as a function of reacting dislocation density vectors, (1)  and (2)  , the corresponding Burgers vectors, (1) b and , together with the line direction of the junction e , which is a constant vector for each type of junction, by substituting equations (19) and (20) into equation (18) . When using the criterion (18) , the dislocation density vectors () k  should be consistent with the direction of the intersection vector, which means () 0 k  e  . If not, we can change the sign of both the density () k  and its Burgers vector () k b to make it satisfied, since the physical dislocation does not change by changing the sign of () k  and () k b simultaneously . Figure 4 shows the range of (1)  and (2)  where junction reaction can happen, where (1)  (or (2)  )
is the angle between dislocation (1)  (or (2)  ) and the intersection. Taking glissile junction as an example, it can be seen that the region is symmetric about (1)  , but asymmetric about (2)  , because (1) b is parallel to the intersection of the two slip systems while (2) b is not. We remark that the energy criterion derived here applies to all kinds of junctions. In the case of junctions forming between dislocations initially on two different slip systems, the unit junction direction e falls along the line of intersection of the two slip planes. In the case of a glissile junction forming between dislocations on the same slip plane, that line direction can be simply taken to be the middle direction between the reacting directions (ignoring the effects of local curvature). 
Junction reactions in addition to dislocation transport
In our continuum dislocation dynamics model, reactions occur stochastically in space and time.
As such, the network term in equation (6) is stochastic as was previously considered in the treatment of cross slip [34] . Consequently, this term will be computed numerically during the solution of the transport equations from data provided by separate models of the processes giving rise to changes in the dislocation network. Hence, whenever and wherever the criterion for junction reactions established in section 3 is satisfied, the dislocation network term in equation (6) should be activated and the equation should be considered of a transport-reaction type locally. In this section, we show how the local reaction rates are defined.
In the case of collinear annihilation, the two slip systems have the same Burgers vector, which is along the intersection of the two slip planes, (1) (2) bb  bb e (21) When the annihilation criterion (8) is satisfied, the components along the intersection of the two dislocations will annihilate with each other as shown in figure 1 . The amount of annihilated dislocation density can be determined based on the fact that dislocation density reduction due to annihilation, (1, 2) col  , cannot be more than the density itself. This reduction thus satisfies
Here, ( 
where p has a value of 1 when the annihilation criterion is satisfied and 0 otherwise. The sign function is used here to ensure that we are subtracting the reacted densities from the original densities, not adding to them, since the direction of   () sgn k ee  always form an acute angle with dislocation () k  . To make the density changes by collinear annihilation suitable for use into the evolution equation (6), we express them in a rate form by defining     
Thus, we have the collinear annihilation set up in terms of dislocation vector densities. In the current formulation, the rate of collinear annihilation is taken to be the maximum possible rate, annihilating fully the screw component of the density. The real local rate of annihilation may be less than this, which can be fixed by a proper statistical analysis of discrete dislocation dynamics results of collinear annihilation.
The rates of glissile junction and sessile junction formation are handled in a similar way.
Consider, for example, the glissile junction reaction among dislocations on two different slip planes. The line direction of the junction at the moment it is formed will fall along the intersection of the two slip planes of the reacting dislocations, which is expressed in the form (1) 
(1) (2)    mm e mm (25) where (1) m and (2) m are unit normal vectors of the two slip planes. If the glissile junction criterion is satisfied a glissile junction segment
is formed. The reacting and product dislocation density vectors after the glissile junction is formed have the following forms,
In the above, the junction reaction between dislocations with Burgers vector (1) b and (2) b lead to the formation of dislocations with Burgers vector (3) b . The direction of (1,2) junc  is along the intersection of the two slip planes. Dislocations are then subtracted from two parent slip systems and added to the junction slip system according to equation (26) . It should be pointed out that, although dislocation density vector on each slip system is changed, the total incompatibility caused by dislocations remains the same. The change of the total dislocation density tensor  is
The next question is what is the magnitude of the glissile junction density   1,2 junc  , which is denoted by (1, 2) junc   , for given dislocation density vector (1)  and (2)  . Here, a chemical reaction rate equation is adopted [45] . For a reaction (1) (2) (3) c S S S , the reaction rate equation reads
where 1 y and 2 y are the concentrations of the reacting species, 3 y are the concentration of the product, c is the reaction constant. Equation (28) shows that the effect on the instantaneous rate of change is proportional to the product of the concentrations of the reacting species, see [23, 46] .
In dislocation junction reactions, the concentrations are replaced by the dislocation density (1) (1)
The dislocation density component projected on the intersection of the two slip planes is used. In this case, c represents the junction reaction rate, which should be derived by coarse-graining data from discrete dislocation dynamic simulations, see, for example, see [46] . Finally, based on equations (28) and (29), the amount of glissile junction form, (1, 2) junc   , can be derived as
Dislocations on a slip system can be involved in multiple glissile junction reactions, either as a reactant or a product. The contribution from different junction reactions should be summed. (32) where k c is the junction reaction rate coefficient. k e is a unit vector along the intersection of slip plane k  and k  . According to equation (26), the dislocation densities on the involved three slip systems change with the same amount of dislocations
where the subscript " g  " indicates dislocation density is consumed to form glissile junction and " g  " indicates glissile junction segment is formed on this slip system.
For sessile junctions, equation (32) is applicable but with a different junction reaction rate coefficient k c . Since sessile junction segments do not belong to any of the primary slip system, equation (33) 
Numerical simulations and results
The least squares finite element method with implicit Euler time integration has been used to solve the dislocation transport equations. The numerical scheme can be found in [1] . Within this scheme, the dislocation transport and reactions are treated using operator splitting. In this scheme, the transport equations are solved first at every time step then the density is corrected to account for the reactions.
Junction reactions at a material point without dislocation transport
Before coupling junction reactions with dislocation transport as shown in equation (35), a few tests are performed to show how the dislocation density evolves only by junction reactions. In these tests, uniform dislocation densities are initially assigned to all points for the slip systems of interest.
The evolution of dislocations is calculated by equation (35), but only with the junction reaction terms activated while setting the dislocation velocity to be zero. Figure 5 shows two initial dislocation configurations used in subsections 5.1.1 and 5.1.2. 
Junction formed by parallel dislocations
In this test problem, the two reacting dislocation fields,   respectively. As expected, the evolution of dislocation densities in both cases is the same since the reactions rates are the same. The dislocations on the reacting slip systems will be consumed to form the junction. The corresponding density decreases from 10 m -2 to 7 m -2 on slip system 1, and it decreases from 3 m -2 to 0 m -2 on slip system 2, while the same amount is recreated in the form of junction, increasing from 0.0 m -2 to 3.0 m -2 . The reaction continues until the smaller density is fully consumed. 
Junction formed by intersecting dislocations
The simulation setup in this case is the same as the previous example except that the two reacting dislocations are not parallel. The angle between them and the junction are set to be 6  as shown in figure 5 (b) . The evolution of dislocation density is shown in figure 7 (a) and (b) for the Lomer-Cottrell and Hirth junction reactions, respectively. One obvious difference from the previous test is that there is no Hirth junction formed at these dislocation orientations, because the energy criterion of forming Hirth junction is not satisfied. So the densities remain the same over time. On the other hand, as Lomer-Cottrell junctions form over a much larger range of orientations (see figure 4 ), they form in the current example, see figure 7 . It is observed, however, that the amount of dislocation density changes is slightly different from the case when the reacting dislocations are initially parallel. For example, the dislocation density on slip system 2 decreases from 3 m -2 to about 1.5 m -2 instead of being fully consumed. Dislocation density on slip system 1 decreases from 10 m -2 to about 7.86 m -2 and the junction density increases from 0 m -2 to 2.6 m -2 . The reason why the amount of consumed dislocation is not the same as the junction formed is that junction reaction is performed by vector subtraction while figure 7 only shows the evolution of the scalar densities. Assume that a junction segment (1, 2) junc  is formed among slip systems 1 and 2. The dislocation density before and after junction formation on slip system 1 are (1)  and (1) (1,2) junc   , and corresponding the scalar dislocation density changes from (1)  to (1) (1,2) junc   . Obviously, the difference is not equal to (1, 2) junc  unless (1)  is parallel to (1, 2) junc  , which is the case in section 5.1.1. This interpretation physically means that when intersecting dislocations form junctions, they rotate to be parallel and the parallel components begin to form junctions until one of them is completely consumed. Our approach thus accounts for the length change of dislocations due to local rearrangement of the dislocation line configuration when junctions are formed. 
Multiple junction reactions on multiple slip systems
In this simulation, all of the 12 slip systems of the FCC crystal (table 1) 
Junction reactions coupled with dislocation transport
In this section, the dislocation density evolution with both transport and reactions is tested by solving equation (35) using an operator splitting scheme in which the transport problem is solved first then the resulting density is corrected for the reactions at every time step. These tests are designed to reveal the local changes in dislocation configuration due to junction reactions while in motion. A prescribed dislocation velocity is thus chosen for dislocations.
Collinear annihilation during two loops expansion
This test shows annihilation of two dislocation loops expanding on two different slip systems. The simulation domain is a 5μm5 μm 5.3μm  box, with periodic boundary condition for dislocation evolution, ( 0, , ) (
). 
The As show in figure 11 , the dislocation density increases linearly without collinear annihilation as there is only the expanding of loops (black line). When collinear annihilation is activated, three stages of the density evolution can be observed (red and green line). Before the two loops encounter each other, the density increases linearly with time following the radius increase. When the loops meet at the intersection, he density increase slows down due annihilation. After all dislocations satisfying the collinear annihilation criteria have annihilated, loop expansion dominates the density evolution again (red line). The latter stage is sensitive to the critical angle for collinear annihilation as depicted by the green line, see equation (8) .
Glissile junction formed during two loops expansion
Next, we test glissile junction formation among expanding loops. A similar dislocation configuration as that used with the collinear annihilation test is used, but the slip systems and the line direction of the loops are different. Again, the simulation domain is a 5μm5 μm 5.3μm  box, with periodic boundary condition for dislocation evolution but three slip systems are now active.
Two reacting slip systems are chosen as (111) [01 1] and (111) [101] , while the glissile junction will be formed on slip system (111) [110] . The slip plane of the glissile junction is the same as slip system 2 and its Burgers vector is given by the sum of the reacting Burgers vectors,
Initially, there is one dislocation loop on each of the slip systems as shown in Tests without and with glissile junction reactions are compared in figure 12 and figure 13 , respectively. Different colors are used to represent dislocations on different slip systems, red and green for the two reacting slip systems and blue for the glissile junction formed on the third slip system. When no glissile junction reaction is allowed and only dislocation transport is considered, the dislocation loops expand on their respective slip plane. In this case, no dislocations form on slip system 3. On the other hand, when the two loops react with with one another at the intersection of the two slip planes, dislocations are consumed on the two reacting slip systems and dislocation segments emerge on slip system 3 at the same location ( figure 13 ). As the newly formed dislocations are mobile, they will bow out and expand just like Frank-Read source but with two moving end points ( figure 13 ). The final result is that the dislcoations on the three slip systems appear connected at the triple joint points on the line of intersection of the reacting slip planes.
The evolution of the total dislocation density is shown in figure 14 . Parts During glissile junction reaction, however, the density evolution on the two reacting slip systems shows three stages, since the glissile junction formation consumes dislocations on the reacting slip systems, which slows down the increase of dislocation densities. In the meantime, the dislocation density on the third slip system begins to increase due to the newly formed glissile junction and the expansion of the glissile junction. The rate of glissile junction reaction has been varied for comparison, and the results show that a larger glissile junction reaction rate consumes more dislocations on the reacting slip systems and create more glissile junctions on the third slip system. 
Sessile junction formed during two loops expansion
Multiple junction reactions with multiple slip systems
Junction reactions among dislocations on all 12 slip systems of an FCC crystal are also tested with dislocation transport. An initial dislocation structure consisting of four loops per slip systems is formed for this purpose, see figure 16 . The centers of these loops are randomly placed in the crystal with radii ranging from 1 m to 2 m. A prescribed dislocation velocity of 0.03 m/ns is chosen for all dislocation loops to make them expand. The dislocation density at the end of the simulation (t = 187.5 ns) is shown in figure 17 . It can be seen that the Lomer-Cottrell junctions and Hirth junctions always take place at the intersection of the slip planes. More Lomer-Cottrell junctions are formed than Hirth junction in this test due to the difference in the angular range for junction formation (see figure 4 ). However, as velocity of dislocations is prescribed as opposed determined in terms of the local stress via a mobility law, it must be pointed out that the microstructure here may not be the same as in real crystals undergoing deformation driven external loads. 
Closing remarks
A continuum dislocation dynamics model [1] has been extended to consider dislocation junction reactions among dislocations. In this model, the dislocation densities on various slips systems are The quasi-chemical rate form of various types of reactions is formulated in terms of the products of the reaction densities, with phenomenological rate parameters, see section 4. In these rate forms, the rate coefficients are assumed to be fixable by some other type modeling, e.g., by statistical analysis of the equivalent discrete dislocation system. An example of such type of models can be found in [46] . The rates of reactions are found so as to preserve the local Burgers vector of the reacting slip systems, pair-wise for collinear annihilation of triplet-wise for the junction reactions.
A finite element implementation of the transport-reaction equations has been carried out, and several tests have been performed to investigate the local network changes by annihilation or junction reactions. These tests, although lead to intuitive results, demonstrate the possibility of representing dislocation reactions systematically in a continuum dislocation dynamics framework.
The most striking aspects of these results are the Frank-Read like behavior of glissile junction and the expansion the sessile junctions of Lomer-Cottrell and Hirth type along the intersection of the two slip planes of the reacting dislocations.
In all of the tests presented here, the dislocation velocity was prescribed and the focus has been on solving the transport-reaction equations to demonstrate reactions in continuum dislocation dynamics. Coupling with crystal mechanics will enable a self-consistent solution of the mesoscale plasticity problem so as to determine the impact of dislocation reactions on the dislocation patterning and stress-strain behavior. This is the subject of a future communication.
