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Les enjeux de la dernière phase du cycle de vie d’un système, la phase de retrait de service, se sont 
accrus ses dernières années. L’évolution réglementaire relative au traitement des produits en fin de vie 
et la responsabilité élargie du producteur a conduit ces dernières années à une réflexion sur la 
valorisation de ces produits. Cela a été notamment le cas dans le secteur des équipements 
informatiques et électroniques ainsi que dans le secteur automobile. Plus récemment, les industries 
aéronautique et naval ont déclenché des activités de démantèlement de leurs appareils. Les process 
industriels : centrale, raffineries, chaîne de production, ... sont également concernés par ces 
problématiques. Cela est principalement du à deux phénomènes : la diminution de la durée de vie des 
produits de consommation et des biens durables et, pour les systèmes complexes comme les systèmes 
aéronautiques, l’atteinte de fin de vie des premiers systèmes mis en service il y a une trentaine 
d’années (correspondant à leur durée de vie). 
 
Ces enjeux forcent les constructeurs de systèmes à s’intéresser au développement et à la mise en place 
de processus de déconstruction permettant leur revalorisation. Les systèmes en fin de vie doivent en  
effet être déconstruits afin d’être revalorisés pour répondre aux nouvelles exigences 
environnementales. Cette responsabilité incombe au concepteur qui doit intégrer à la définition du 
système son processus de déconstruction. Les stratégies de valorisation doivent répondre à l’ensemble 
des problèmes de décision posés lors de la phase de retrait de service d’un système. Il s’agit 
notamment de sélectionner les produits valorisables suivant des critères techniques, économiques et 
environnementaux puis de définir et optimiser le système de déconstruction permettant l’obtention de 
ces produits.  
 
La problématique abordée dans cette thèse porte plus particulièrement sur la détermination des 
trajectoires de déconstruction des systèmes en fin de vie. Une trajectoire de déconstruction fixe les 
produits d’un système en fin de vie à valoriser, leur filière de valorisation et la manière de les obtenir 
(opérations de démontage, de  séparations, ...). Elle caractérise ainsi la base sur laquelle seront définis 
le processus et le système de déconstruction.  
 
Les processus de déconstruction se déroulent généralement dans un cadre incertain. En effet, le cycle 
de vie d’un système est régi par des phénomènes aléatoires qui rendent incertaines les prévisions sur 
son état (dégradations, dysfonctionnements, ...) et sur son retrait de service (date, rapatriement, ...). Les 
demandes pour des produits issus de la déconstruction sont elles-aussi sujettes à des incertitudes. Elles 
sont principalement dues à la nature de certaines demandes (pièces de rechange après défaillances, ...), 
à leur diversité, aux fluctuations des demandes de matière ou encore à la structuration non encore 
établie du marché relatif à ces produits. Ces différentes incertitudes ont des conséquences directes sur 
la planification et la réalisation des activités des trajectoires.  
 
Les travaux présentés dans ce mémoire s’intéressent à la modélisation et à l’optimisation des 
trajectoires de déconstruction des systèmes en fin de vie dans un cadre incertain. L’objectif principal 
est de proposer une démarche et des outils qui, en s’appuyant sur l’utilisation des réseaux bayésiens, 
permettent de :  
- représenter les composantes d’une trajectoire de déconstruction c’est-à-dire les constituants du 
système en fin de vie, les activités permettant de les générer et de les valoriser et le contexte 




- analyser, caractériser et intégrer les diverses incertitudes inhérentes au domaine de la 
déconstruction ; 
- représenter des critères d’évaluation des trajectoires (économiques, environnementaux, liés 
aux risques techniques, ...).  
 
Nous proposons pour cela des représentations et des modèles génériques de trajectoires qui peuvent 
être instanciés différemment suivant le contexte au moment de la prise de décision (sélection des 
options de valorisation). Ils peuvent tout d’abord être considérés comme un cadre structurant pour 
l’analyse du problème en mettant en évidence les éléments à caractériser et/ou à quantifier. Ils 
fournissent ensuite une représentation facilitant la compréhension du modèle par l’ensemble des 
acteurs du problème de décision favorisant ainsi la prise en compte de différents points de vue. Ils 
sont, de plus, adaptables au contexte changeant de la déconstruction (demandes, arrivées, ...) en 
prenant en compte, sur un même support, différentes incertitudes. Ils permettent enfin d’intégrer ces 
incertitudes aux mécanismes d’optimisation afin de proposer en sortie une trajectoire optimale 
relativement à des critères donnés.  
 
Ce mémoire est organisé en cinq chapitres comme suit.  
 
Le premier chapitre permet d’exposer le cadre général dans lequel se situe notre travail. Nous 
présentons le contexte actuel favorisant le développement des activités liées au traitement des 
systèmes en fin de vie. Nous verrons les réponses apportées par les industries des secteurs électronique 
et automobile qui mettent en place des réseaux de logistique inverse pour s’adapter à ce contexte. En 
ce qui concerne les systèmes complexes (aéronautique, naval, process industriel, ...) ces activités sont 
encore peu développées. Nous présentons ainsi des concepts pour l’intégration de l’activité de 
déconstruction dans la définition des systèmes en établissant notamment une représentation générale 
d’un processus de déconstruction.  
 
Le second chapitre décrit une démarche de spécification d’un processus de déconstruction au travers 
de la définition d’un plan de déconstruction. La démarche est structurée en trois étapes. Pour chacune 
d’entre elles, nous passons en revue les modèles de la littérature permettant d’aider à leur réalisation. 
En synthèse de cet état de l’art, nous verrons que la problématique de détermination des trajectoires de 
déconstruction n’a pas été totalement abordée notamment en ce qui concerne la gestion des 
incertitudes.    
 
Sur la base de ce constat, le troisième chapitre aborde une structuration de l’analyse des incertitudes 
relatives aux trajectoires de déconstruction. Nous proposons de caractériser le problème de 
détermination des trajectoires à l’aide d’un ensemble de variables et analysons les sources 
d’incertitudes et leur impact sur les trajectoires pour chacune de ces variables. Nous présentons ensuite 
les concepts relatifs à l’approche probabiliste pour quantifier les incertitudes et les concepts relatifs 
aux réseaux bayésiens pour les représenter et les caractériser de manière globale (sur l’ensemble des 
variables). 
 
Nous exploitons ces concepts dans le quatrième chapitre en proposant un modèle de trajectoire 
permettant d’intégrer différents types d’incertitudes dans la représentation et l’optimisation. Le modèle 
s’articule autour d’une représentation générique d’une activité et plus généralement d’un processus. 
Ceci permet d’analyser et d’évaluer localement la réalisation et les facteurs de variation de chaque 
activité. Une ou plusieurs activités peuvent être réalisées sur chaque produit valorisable. La 




lui sont associées. L’ensemble des représentations de produits est ensuite connecté suivant la structure 
du système en fin de vie (relations entre les produits valorisables). Nous présentons ensuite des 
mécanismes d’optimisation exploitant la structure spécifique du modèle. Nous terminons ce chapitre 
par l’application du modèle à un système aéronautique.  
 
Enfin, dans le dernier chapitre, nous proposons un modèle dynamique de trajectoires (prise en compte 
d’une dimension temporelle). L’objectif est d’une part de déterminer des trajectoires sur des horizons 
couvrant la déconstruction de plusieurs systèmes et d’autre part de planifier les activités en fonction 
des prévisions des demandes et des arrivées. Sur la base du modèle du chapitre précédent, le modèle 
est structuré sous forme de modules. Chaque module caractérise l’évolution temporelle d’une variable 
représentant un élément d’une trajectoire. Nous montrons comment exploiter ce modèle pour évaluer 























































Nous posons dans ce chapitre le cadre général de la problématique du développement de l’activité de 
déconstruction des systèmes en fin de vie. Pour cela, nous présentons, dans une première partie, le 
contexte de la gestion des systèmes en fin de vie en mettant en avant les facteurs de développement du 
domaine de la déconstruction et la réponse des entreprises concernant la mise en place d’activités de 
logistique inverse. Dans une deuxième partie, nous définissons plus particulièrement l’activité de 
déconstruction en ce qui concerne les systèmes complexes.    
 
1. Contexte de la déconstruction des systèmes en fin de vie 
 
Nous présentons dans ce paragraphe les deux principaux facteurs qui conduisent au développement de 
l’activité de déconstruction des systèmes en fin de vie. Il s’agit d’une part de la prise de conscience des 
concepts du développement durables par les différents acteurs du cycle de vie des produits et, d’autre 
part, du renforcement du cadre législatif relatif aux déchets et aux produits hors d’usage.  
 
Nous verrons ensuite comment, dans le cas des biens de consommation et des biens durables, les 
activités liées à la logistique inverse sont aujourd’hui structurées pour permettre de prendre en charge 
les produits en fin de vie.  
 
1.1. Le développement durable 
 
Le réchauffement climatique du à l’activité humaine, la diminution des ressources naturelles et le 
devoir d’en assurer d’en assurer la pérennité pour les générations futures ont poussé les producteurs et 
les gouvernements à mettre en place des politiques de développement durable. Ce concept est né de la 
prise de conscience de la limite de la capacité de l’environnement par rapport aux activités humaines 
et à la croissance économique. En effet, toute activité humaine, et, plus particulièrement les activités 
industrielles, génèrent des échanges de flux avec l’environnement. Ces flux peuvent être des émissions 
ou des extractions qui induisent des impacts sur l’environnement entraînant une modification de celui-
ci. On constate aujourd’hui que cette modification peut devenir une limite aux développements de 
l’activité humaine. 
 
Dans le contexte de l’économie mondiale, des indicateurs de développement durable apparaissent ainsi 
comme une alternative à l’évaluation de la seule croissance économique des pays. Dans le cadre de la 
réalisation d’activités industrielles, la notion de développement durable vise à trouver un équilibre 
entre les performances économiques, les exigences sociales et la protection de l’environnement. Les 
bilans écologiques viennent ainsi balancés le triptyque coût/qualité/délai traditionnellement utilisé 





Les entreprises cherchant à mettre en place des stratégies de développement durable, tant pour des 
raisons législatives que d’image vis-à-vis de leurs clients, doivent notamment s’intéresser à la gestion 
de leur système en fin de vie. Le raccourcissement de la durée de vie des produits manufacturés et les 
arrivées en fin de vie des systèmes complexes (issus des grands projets aéronautiques, nucléaires, 
navals, …) se traduisent par  une augmentation de la charge sur l’environnement. En effet, un système 
en fin de vie non traité induit des échanges néfastes pour l’environnement. Une autre conséquence du 
raccourcissement de la durée de vie des systèmes et, par conséquent, de la production sans cesse 
croissante de nouveaux systèmes, est la consommation accrue de ressources naturelles que l’on sait 
aujourd’hui limitées. Pour faire face à ces deux types de problème, les producteurs doivent définir des 
processus de déconstruction permettant de valoriser leurs systèmes en fin de vie afin de limiter d’une 
part leur impact sur l’environnement et, d’autre part, de réduire la consommation de ressources 
naturelles. 
 
1.2. Cadre législatif 
 
La mise en œuvre de politiques de développement durable au niveau des gouvernements passe par 
l’établissement d’un cadre législatif favorisant la protection de l’environnement et la minimisation de 
l’utilisation des ressources naturelles. Dans le cadre de la gestion des systèmes en fin de vie, la 
législation porte pour partie sur la gestion des déchets et leur valorisation. Un système en fin de vie 
représente en effet une source importante de déchets si aucune valorisation n’est réalisée sur celui-ci 
mais aussi une source potentielle de ressources pour la production de nouveaux systèmes ou, dans 
certains cas, le maintien en conditions opérationnelles de systèmes en cours d’utilisation.   
 
La législation, notamment dans le code de l’environnement en France, qualifie de déchet  tout résidu 
d'un processus de production, de transformation ou d'utilisation, toute substance, matériau, produit ou 
plus généralement tout bien abandonné ou que son détenteur destine à l'abandon. Suivant cette 
définition, un déchet peut tout aussi bien être un déchet ménager qu’un avion dont l’utilisateur arrête 
l’exploitation.  
 
La mise en place d’un cadre législatif sur l’environnement  a débuté en France à partir de 1975 par la 
parution d’une loi sur l’élimination des déchets. Cette loi, modifiée en 1992 et plusieurs fois 
complétée par des décrets et d’autres lois, fixe quatre grands objectifs afin de favoriser la valorisation 
des déchets :  
 prévenir ou réduire la production et la nocivité des déchets, notamment en agissant sur la 
fabrication et sur la distribution des produits;  
 organiser le transport des déchets et le limiter en distance et en volume;  
 valoriser les déchets par réemploi, recyclage ou toute autre action visant à obtenir à partir des 
déchets des matériaux réutilisables ou de l'énergie;  
 assurer l'information du public sur les effets pour l'environnement et la santé publique des 
opérations de production et d'élimination des déchets, sous réserve des règles de 
confidentialité prévues par la loi, ainsi que sur les mesures destinées à en prévenir ou à en 
compenser les effets préjudiciables.  
 
Ces différentes lois ont abouti en 2002 à l’interdiction de la mise en décharge des déchets sans 
valorisation préalable. La valorisation est un traitement destiné à redonner une valeur à un constituant, 
une fraction de constituant ou à un résidu « constituant » par réemploi, récupération du potentiel 
énergétique ou récupération des matériaux (un constituant est soit un composant élémentaire, soit un 




Une catégorie de valorisation correspond au recyclage défini comme la réintroduction d’un produit, un 
moment considéré comme un déchet dans un processus de production [Dommaget et al, 98].  
 
En France, ces lois sont prises en considération à différents niveaux par les collectivités locales, les 
entreprises et les consommateurs suivant le type de produits et de déchets (biens consommables, biens 
durables, déchets ménagers, ...). La législation propose notamment une classification des déchets 
suivant leur origine ou leur nature (dangereux, toxiques, ultime, inerte, …). On considère 
généralement que les déchets ont deux origines : les déchets ménagers et les déchets industriels, eux 
même décomposés en déchets industriels banals (non dangereux) et déchets industriels spéciaux 
(considérés comme dangereux). Les déchets sont aussi classés dans une nomenclature (annexe II de 
l’article R 541-8 du Code de l’environnement) en fonction de leur nature. 
 
En ce qui concerne les déchets ménagers, ce sont les consommateurs et les collectivités locales qui ont 
la responsabilité de leur valorisation. Les collectivités locales mettent ainsi en place des réseaux de 
collecte et des centres de tri financés par des impôts locaux. Les consommateurs sont aussi incités à 
trier leur déchets afin d’en faciliter leur traitement par la suite. Si le cadre législatif a permis la prise de 
conscience de l’importance de la valorisation pour les déchets ménagers, on constate cependant des 
disparités dans son application d’une collectivité à une autre. En Europe, une étude comparative entre 
différents pays (à voir sur le site http://www2.ademe.fr/) montre l’importance du cadre législatif. En 
effet, on peut constater sur la Figure I.1 que les pays les plus en avance en matière de valorisation sont 
les Pays-Bas et l’Allemagne qui ont mis en place une réglementation contraignante et une fiscalité 
dissuasive (taxe de mise en décharge importante). En France et en Angleterre, les taxes de mise en 
décharge sont à un niveau médian et on peut constater que le traitement par mise en décharge reste une 
des filières les plus importantes.   
 
 
Les équipements électroniques et électriques (EEE) font l’objet de directives particulières afin de 
responsabiliser les producteurs et les consommateurs (ménages et professionnels) dans la collecte, la 
réutilisation et le traitement des déchets. Le raccourcissement de leur durée de vie et leur utilisation 
sans cesse croissante en font une source importante de déchets. Pour limiter leurs effets sur 
l’environnement, le Japon, précurseur en la matière, a mis en place en 2001 une directive sur la 
valorisation de ce type de système en fin de vie. Différentes directives ont ensuite été mises en place 
en Europe. La DEEE (directive 2002/96/CE) impose aux producteurs des taux de valorisation, entre 
• Décharge 
• Recyclage  
• Valorisation énergétique 
• Valorisation agricole  
 
Figure I.1 – Répartition des déchets ménagers et assimilés par filière de traitement / élimination 




70% et 80% de la masse du produit, avec un taux de réutilisation et de recyclage qui doit être au 
minimum de 50 à 70%. La RoHS (Reduction of Hazardous Substances, Directive 2002/95/CE)  fixe 
certaines matières à remplacer dans la fabrication des EEE depuis le 1
er
 juillet 2006 (notamment le 
plomb, le cadmium ou encore le mercure). Les producteurs doivent ainsi communiquer, pour chaque 
nouveau produit, des informations concernant leur réutilisation et leur traitement de fin de vie et 
étiqueter leur produits (poubelles barrées, identification du producteur, identification des matières, …). 
Le cadre législatif pour la valorisation des EEE est illustré sur la Figure I.2. Les directives favorisent 
ainsi les démarches d’éco-conception chez les producteurs afin d’intégrer les différentes contraintes 
environnementales dès la conception des produits. La législation en France responsabilise les 
consommateurs au niveau de la collecte et du paiement d’une taxe à l’achat de nouveaux EEE.  
 
 
Dans le secteur automobile, les filières de valorisation des véhicules hors d’usage (VHU) se 
développent depuis le début des années 90. En France, ce sont ainsi les constructeurs automobile qui 
ont pris l’initiative de la prise en charge des VHU avant que des directives ne soient mises en place. Le 
point de départ de la structuration des filières de valorisation des VHU a été un accord-cadre passé 
entre les acteurs du secteur : pouvoirs public, constructeurs, équipementiers, fabricants de matériaux, 
professionnels de la récupération. Cet accord-cadre fixe notamment les objectifs de la gestion des 
VHU en terme de taux de valorisation : réduction du taux de déchets ultimes par véhicule à 15%, avec 
un maximum de 200kg en 2002, et, à partir de 2015, descendre à 5% du poids total du véhicule. En 
2000, une directive européenne est établie afin d’harmoniser les différentes mesures nationales pour le 
traitement des VHU. Elle fixe notamment l’évolution chronologique des taux de valorisation des VHU 
(pourcentage en poids moyen par véhicule et par an) : 
- depuis 2006,  85% de réutilisation et valorisation, dont 5% de valorisation énergétique, 
- à partir de 2015, 95% de réutilisation et valorisation, dont 10% de valorisation énergétique, 




- pour les véhicules homologués depuis 2005, 95% de réutilisation et valorisation, dont 10% de 
valorisation énergétique. 
 
Le Tableau I.1 permet de présenter les principaux objectifs du cadre législatif sur la valorisation des 
VHU. On retrouve ainsi les quatre zones d’action pour la valorisation des systèmes en fin de vie qui 
sont la conception, la collecte, les modes de traitements et de valorisation et les informations.  
 
Conception Collecte Traitement et 
valorisation 
Information 
Les voitures particulières 
et les camionnettes ne 
doivent pas contenir de 
plomb, de cadmium, de 
chrome hexavalent ni de 
mercure, sauf dans les cas 
prévus par l’arrêté du 24 
décembre 2004.  
Elles doivent être 
construites de façon à 
faciliter leur démontage et 
leur dépollution lors de 
leur destruction, ainsi que 
le réemploi ou la 
valorisation, en particulier 
par le recyclage de leurs 
composants et matériaux. 
Les détenteurs doivent 
remettre leurs véhicules 
hors d'usage soit : 
- à des démolisseurs ou à 
des broyeurs titulaires d’un 
agrément, 
- à des centres de 
regroupement créés par les 
producteurs. 
Les constructeurs doivent mettre en 
place, avec les autres opérateurs 
économiques (les fabricants de 
composants, de substances et 
matériaux utilisés dans les véhicules, 
les entreprises d'assurance 
automobile, les démolisseurs et 
broyeurs agréés et les autres), des 
filières de traitement des VHU et des 
composants et matériaux qui en 
proviennent, y compris de ceux qui 
sont issus des activités de réparation. 
Les composants et matériaux des 
véhicules hors d'usage sont de 
préférence réemployés, valorisés et en 
particulier recyclés plutôt que détruits, 
chaque fois que les conditions 
techniques et économiques le 
permettent.  
Ce réemploi doit se faire dans le 
respect des exigences en matière de 
sécurité des véhicules et de protection 
de l'environnement, notamment, de 
lutte contre la pollution de l'air et le 
bruit.  
marquage des composants 
réemployés 
Les taux de réemploi, de recyclage 
et de valorisation des VHU sont fixés 
par l’arrêté du 19 janvier 2005. 
 Déclaration des quantités de voitures 
particulières et de camionnettes mises sur le 
marché au cours de l’année civile précédente, qui 
indique les actions entreprises pour favoriser le 
recyclage et celles entreprises pour favoriser une 
meilleure gestion des VHU.  
 Informations sur le traitement fournies aux 
démolisseurs et broyeurs agréés 
 Indications dans leur bilan annuel d'activité, dans 
la documentation promotionnelle et dans les autres 
documents appropriés destinés au public : 
- les actions entreprises en matière de construction 
des véhicules,  
- le pourcentage de matériaux recyclés intégrés aux 
véhicules et les actions engagées pour accroître la 
part de ces matériaux dans les véhicules,  
- les informations concernant la mise en place des 
filières de traitement 
Les démolisseurs et broyeurs agréés tiennent à la 
disposition du public des informations sur : 
- le traitement des véhicules hors d'usage, 
notamment en ce qui concerne leur dépollution et 
leur démontage, 
- le développement et l'optimisation des méthodes 
de réemploi, de recyclage et de valorisation des 
composants et matériaux des véhicules hors 
d'usage, 
- les progrès réalisés dans la réduction des quantités 
de déchets à éliminer et l'augmentation du taux de 
réemploi et de valorisation, 
- les méthodes de traçabilité des composants 
réemployés. 
Financement 
Chaque constructeur est tenu soit de : 
- compenser, pour les véhicules de sa marque, le coût que peut entraîner pour un broyeur agréé la reprise gratuite des VHU selon les modalités indiquées dans 
l’arrêté du 13 mai 2005, 
- reprendre lui-même ses véhicules, selon les modalités qu’il jugera appropriées. 
Les broyeurs et les centres de regroupement, ainsi que les démolisseurs lorsqu'ils ont accepté la prise en charge des véhicules, ne peuvent facturer aucun 
frais aux détenteurs qui leur remettent un véhicule hors d'usage à l'entrée de leurs installations sauf si le véhicule :  
- est dépourvu de ses composants essentiels, notamment du groupe motopropulseur, du pot catalytique pour les véhicules qui en étaient équipés lors de leur 
mise sur le marché ou de la carrosserie,  
- ou s'il renferme des déchets ou des équipements non homologués qui lui ont été ajoutés et qui, par leur nature ou leur quantité, augmentent le coût de 
traitement. 
Tableau I.1 – Les objectifs du cadre législatif sur la valorisation des VHU  
(basée sur http://www.environnement.ccip.fr) 
Pour la plupart des systèmes en fin de vie autres que ceux abordés précédemment, le cadre législatif 
est moins établi et il n’existe pas de réglementation régissant précisément la gestion de fin de vie de 
ces systèmes. C’est notamment le cas pour les systèmes de transport autre que les VHU. La 
problématique de l’absence de modèle réglementaire de filière de valorisation a été mise en évidence, 
en France, lors de la gestion de fin de vie de l’ex-porte-avions Clémenceau. Ce cas montre qu’un 
système de transport est considéré comme un déchet dès l’instant où  l’arrêt de son exploitation a été 
décidé. A ce titre, c’est la réglementation sur les déchets qui s’applique et notamment celle sur le 
traitement des substances dangereuses telles que l’amiante. Une étude de l’ADEME 
(http://www2.ademe.fr/)  montre que les gisements déchets de systèmes de ce type représente un 
tonnage du même ordre de grandeur que celui des VHU (notamment en ce qui concerne les systèmes 
de transport routiers et ferroviaires). C’est pour cette raison que des actions se mettent en place. Dans 




créer des filières de démantèlement. Dans le domaine aéronautique, ce sont les constructeurs qui 
mènent des actions volontaires afin de développer des sites de démantèlement reconnus. En l’absence 
de réglementation, les filières de prise en charge des autres types de système de transport sont 
principalement la réutilisation, le traitement de la matière (gestion de l’amiante, ferraillage, …) ou le 
stockage qui est souvent utilisé lorsque les systèmes en fin de vie sont difficiles à valoriser (cas des 
autocars).  
 
D’autres types de systèmes en fin de vie présentant une menace pour l’environnement et la sécurité 
internationale  disposent d’une réglementation particulière. C’est notamment le cas des systèmes 
constitués d’éléments nucléaires ou d’une grande proportion d’éléments polluants (installations 
pétrolières, …). La réglementation porte alors sur la manipulation et le conditionnement de ces 
éléments. Leur obtention nécessite la déconstruction du système en fin de vie générant un certain 
nombre de déchets (éléments du système en fin de vie autres que les éléments dits « dangereux »). La 
valorisation de ces derniers ne fait généralement pas l’objet de cadre législatif particulier. Le 
gestionnaire du système en fin de vie doit alors rechercher des solutions de valorisation (filières de 
recyclage) spécifiques à un système donné, à un instant donné dans un contexte donné.   
 
Dans les secteurs où le cadre législatif est bien en place, il permet ainsi de contribuer  à la réalisation 
de taux de valorisation élevés des systèmes en fin de vie concernés et favoriser certains modes de 
valorisation par des leviers économiques (taxes). Des certifications permettent la reconnaissance des 




Nous venons de présenter deux facteurs de développement des activités liées à la gestion des produits 
en fin de vie. Ils se traduisent au niveau des entreprises par l’intégration des flux relatifs à ce type de 
produits aux autres flux déjà en place (matières premières, produits finis, financiers, informations, …). 
Cette intégration conduit à la mise en place de la logistique inverse dans les entreprises dont nous 
présentons les principes généraux dans le paragraphe suivant. 
 
1.3. Logistique inverse  
1.3.1. Motivations et définitions  
 
Les nouvelles législations sur l’environnement et la gestion des déchets ont poussé les entreprises à 
développer tout un champ d’activités favorisant la valorisation des systèmes en fin de vie. Une partie 
de ces activités est rattachée à celles de la logistique inverse. Ce concept, apparu dans les années 90, 
permet d’appréhender la valorisation des systèmes hors d’usage dans sa globalité en partant de 
l’utilisateur jusqu’au recyclage et au traitement final des constituants. D’autres facteurs en plus de la 
législation poussent les entreprises à revoir leur système logistique pour y intégrer la logistique inverse 
de leurs produits. On peut notamment distinguer les facteurs suivants [Lambert et Riopel, 03] :  
- marketing : ce facteur vient de la sensibilisation des consommateurs et utilisateurs aux 
problématiques environnementales car la reconnaissance d’une prise en charge des systèmes 
hors d’usage réduisant les impacts environnementaux peut favoriser la vente d’un produit,  
- économique : ce facteur est du aux perspectives de profits économiques apportées par la 
valorisation des systèmes en fin de vie qui nécessite une structuration des retours de 
l’utilisateur vers l’entreprise,   
- écologique et environnemental : la mise en place de normes relatives au management 




l’impact environnemental des activités logistiques et les sensibilise à la prise en charge des 
systèmes hors d’usage.  
 
Si l’objectif général est de favoriser la structuration des retours et du traitement des systèmes en fin de 
vie, il existe cependant différentes définitions de la logistique inverse suivant les activités et les acteurs 
inclus dans cette notion. La Figure I.3 met en évidence les termes traditionnellement utilisés et le type 
d’activité qu’ils recouvrent.  
 
On distingue trois types de notions se rapportant à la logistique inverse. Les activités associées à ces 
notions entrent dans le cadre de la gestion des systèmes en fin de vie. La distribution inverse consiste 
ainsi à rapatrier les systèmes en hors d’usage (fin de vie, non fonctionnement, …) vers un site de 
traitement où ils subissent les actions de valorisation (remise en état, recyclage fonctionnel, recyclage 
matière, …). Les activités de la logistique verte ont pour but de minimiser l’impact des systèmes 
logistiques sur l’environnement (cas des emballages notamment) et s’applique tout aussi bien à la 
logistique traditionnelle qu’à la logistique inverse. La gestion des stocks de produits issus des 
systèmes en fin de vie et la planification de la déconstruction sont aussi des activités clés de la 
logistique inverse et leur dysfonctionnement sont symptomatiques d’un système de logistique inverse 
en difficulté [Dawe, 95].  
 
1.3.2. Acteurs de la logistique inverse 
 
Ces activités de la logistique inverse sont mises en œuvre à différents niveaux du système logistique 
dont une représentation est proposée sur la Figure I.4 mettant en parallèle la relation entre la logistique 
traditionnelle et la logistique inverse. Les principaux acteurs de la logistique inverse sont aussi mis en 
évidence. On constate ainsi que les acteurs de la logistique traditionnelle sont impliqués dans la 
logistique inverse au même titre que des acteurs plus spécifiques (recycleurs, collecteurs).  





Le schéma de logistique inverse s’applique bien dans le cadre des biens consommables et des biens 
durables (EEE, VHU) lorsque les produits issus de systèmes en fin de vie sont recyclés (par leur 
fonction ou leur matière) dans le cycle de vie de système de même type. Dans ce cas, les acteurs de la 
logistique inverse sont : les consommateurs ou utilisateurs, les distributeurs, les collecteurs, les 
producteurs, les recycleurs et les fournisseurs. 
 
De manière générique, la plupart des indicateurs de performance en logistique se rattache aux trois 
éléments : coût, qualité et délai. Ces indicateurs peuvent être ensuite déclinés suivant le contexte dans 
lequel se situe chaque acteur d’une chaîne. Dans le cadre de la logistique inverse, ces indicateurs sont 
utilisables pour la gestion des retours de produits dans le cadre du service après vente : les acteurs 
cherchent à diminuer les coûts de remise en état, assurer la qualité du produit retourné et minimiser les 
délais de retours. Ce type de processus de retour est d’ailleurs inclus dans des modèles de structuration 
de la chaîne logistique tels que les modèles SCOR (Supply Chain Operations Reference Model, voir 
[Gallasso, 07] par exemple). Les objectifs de la logistique inverse diffèrent sur certains points de ceux 
de la logistique traditionnelle. La qualité des produits est tout d’abord un facteur de performance 
moins important étant données les dégradations des produits dus à leur exploitation. La notion de délai 
est aussi plus difficile à appréhender dans le cadre de la logistique des systèmes en fin de vie en raison 
de l’état variable des systèmes en fin de vie pris en charge et de la nature des modes de déconstruction 
et de valorisation. Ces différentes causes d’incertitudes ont pour conséquence une forte variabilité au 
niveau :  
- des temps induits par les opérations de déconstruction,  
- des modes de valorisation possibles pour chaque système et, par conséquent, des « clients » de 
la chaîne, 
- des quantités de produits de la déconstruction pouvant être fournies. 
 
Dans le contexte de la logistique des systèmes en fin de vie, il semble ainsi intéressant de décliner 
d’autres indicateurs. L’objectif général est de trouver un équilibre entre trois paramètres principaux : le 
taux de valorisation, les coûts et les risques (sécurité, maîtrise des incertitudes, …). Le taux de 
valorisation global pour le système est fixé à un niveau stratégique comme un pourcentage de la masse 
totale valorisée (différents modes de valorisation peuvent être considérés). Les principaux acteurs 
contribuant à la réalisation de taux de valorisation sont les collecteurs (tris), les recycleurs (activités de 




transformation) et les producteurs (réutilisation). En plus des coûts logistiques traditionnels (transport, 
conditionnement, …), les acteurs de la logistique inverse doivent trouver un équilibre entre les coûts 
nécessaires pour atteindre les objectifs de valorisation et les revenus qui peuvent être générés par les 
produits issus de la déconstruction. Il existe en effet généralement de nombreuses options de 
valorisation pour un système en fin de vie donnée. Les risques dans la logistique des produits en fin de 
vie sont de natures diverses. On peut distinguer principalement :  
- les risques économiques liés aux incertitudes présentées précédemment,  
- les risques liés au niveau de dégradation des systèmes en fin de vie notamment par rapport à la 
sûreté de fonctionnement du système logistique, 
- les risques liés au traitement des produits considérés comme dangereux.  
 
Dans le cas des biens consommables et les emballages, les consommateurs jouent un rôle important 
dans le tri et une partie du rapatriement des déchets. En effet, la performance de la chaîne logistique 
inverse (taux de valorisation, coûts, …) au niveau des autres acteurs de la chaîne logistique inverse va 
dépendre du regroupement des déchets effectué par le consommateur. Afin de diminuer les coûts et les 
risques, une partie de la collecte est supportée par les consommateurs pour certains types de biens 
(batteries, …). Pour les biens durables, le consommateur joue un rôle dans le transport vers les 
collecteurs. Dans certains cas, il a de plus un impact sur la performance du système logistique par la 
détermination de la date d’arrêt d’exploitation du système (taux de valorisation plus faible avec un 
système plus dégradé, …).   
 
Les distributeurs sont des acteurs de la chaîne logistique traditionnelle du système mais peuvent 
prendre en charge des activités de logistique inverse à deux niveaux principaux : la gestion du 
transport et la collecte de systèmes en fin de vie. Ils intègrent alors dans leurs circuits inverses les 
systèmes en fin de vie pris en charge par le producteur. Ce mode de fonctionnement peut permettre 
d’améliorer la performance de la logistique inverse (diminution des coûts par l’utilisation de 
ressources déjà existantes, valorisation directe chez le producteur, …) mais peut aussi diminuer les 
performances de la logistique traditionnelle (augmentation des coûts de transport, risque 
d’augmentation des délais, …). Les distributeurs peuvent aussi s’occuper la collecte. Ils prennent ainsi 
en charge les systèmes en fin de vie qu’ils ont distribués.  
 
Les collecteurs sont des acteurs spécifiques à la logistique inverse. Ils assurent la récupération des 
systèmes en fin de vie venant des utilisateurs et les redirigent vers les acteurs du système logistique 
réalisant la valorisation ou le conditionnement (filière de recyclage, site de désassemblage, …). Dans 
le cas des biens consommables et certains biens durables, les sites de collecte sont généralement mis 
en place par l’Etat.  Pour les VHU, ce sont les sites de désassemblage qui assurent la collecte de la part 
des réseaux commerciaux des constructeurs, des compagnies d’assurance, des garages indépendants ou 
des fourrières. Les collecteurs contribuent à l’optimisation des taux de valorisation en assurant 
l’identification et le tri des systèmes en fin de vie pour les diriger vers les filières de valorisation les 
plus adaptées. Les coûts mis en jeu à leur niveau sont principalement de type logistique (transport, 
conditionnement, …) mais les opérations de tri peuvent aussi avoir un coût élevé. La minimisation des 
risques et la maîtrise des incertitudes commencent au niveau des collecteurs par l’identification et la 
caractérisation des types d’utilisateurs de systèmes arrivant en fin de vie et un tri performant 
(identification des constituants).  
 
Les producteurs sont impliqués à différents niveaux dans la chaîne logistique inverse et dans le 
traitement des produits en fin de vie qu’ils ont fabriqués. Ils doivent tout d’abord jouer un rôle dans la 




comme on l’a vu précédemment pour les informations générales. La connaissance des informations 
techniques sur les systèmes en fin de vie est aussi un facteur d’amélioration des différents indicateurs 
de la logistique inverse (taux de valorisation, coût, …). Ces informations vont en effet permettre 
d’optimiser le ciblage puis l’affectation aux filières de valorisation des différents constituants et 
faciliter la définition des systèmes de désassemblage (connaissance de la structure du système). Le 
deuxième rôle important des producteurs dans la logistique inverse concerne la réintroduction des 
produits issus du désassemblage dans les processus de production. Cette partie de la gestion des 
systèmes en fin de vie a un impact important dans la tenue de taux de valorisation élevé. La 
réintroduction des constituants des systèmes en fin de vie au niveau des producteurs induit en effet peu 
d’émissions de déchets et de perte de matière (pas de transformation de matière).  Elle n’est cependant 
pas toujours techniquement possible (dégradations des composants, …) et peut nécessiter des temps de 
désassemblage plus importants.  
 
Les fournisseurs en amont des producteurs jouent un rôle similaire dans la réutilisation des 
constituants. Ils prennent alors en charge les produits du désassemblage qu’ils ont produits et conçus. 
Les fournisseurs plus en amont de la chaîne logistique récupèrent les constituants « matières » des 
systèmes en fin de vie. Les systèmes en fin de vie représentent alors un gisement de matières plutôt 
qu’un gisement de déchets (amélioration du taux de valorisation). Pour favoriser le taux de 
valorisation des systèmes en fin de vie, les fournisseurs doivent privilégier l’utilisation de matières 
recyclées. 
 
Les acteurs « recyclage » tiennent une place centrale dans la logistique inverse au même titre que les 
producteurs dans la chaîne logistique. Ils jouent un rôle de pivot en réceptionnant les systèmes en fin 
de vie pour les transformer en produits recyclables au niveau des différents acteurs de la chaîne 
logistique. Le champ d’activité pris en charge par ces acteurs concerne aussi bien le désassemblage, 
qui va permettre l’obtention des produits réutilisables ou recyclables par leurs matières, mais aussi les 
activités de recyclage. Dans ce dernier, cas un recycleur a un rôle de producteur de matières premières 
pour la production de composants ou d’énergie.   
 
Il existe aussi de nombreuses situations où les produits issus de système en fin de vie sont recyclés 
dans des systèmes de type différents (matériaux pour la construction de meubles, production d’énergie 
de cimenterie à partir des déchets automobiles). Ces situations sortent du cadre de la logistique inverse 
présenté sur la Figure I.4 au niveau de l’acteur recycleur. Elles représentent cependant une part 
importante de l’effort de gestion des systèmes en fin de vie et  la logistique inverse doit étendre son 
périmètre afin de les intégrer. 
 
1.3.3. Décisions  
 
Nous avons vu  précédemment que la logistique inverse concernait la gestion des systèmes hors 
d’usage qui inclue les systèmes en cours d’exploitation mais ne fonctionnant pas (contexte du service 
après-vente), les éléments de type emballage et conditionnement d’un système et les systèmes en fin 
de vie que les utilisateurs ne souhaitent plus exploiter. Nous avons ensuite présenté les différents 
acteurs et les activités mis en jeu dans la logistique inverse. Chaque acteur prend des décisions 
pouvant affecter celles des autres acteurs. Comme pour la logistique traditionnelle, les décisions en 
logistique inverse peuvent être hiérarchisées en trois niveaux [De Brito et Dekker, 02][Lambert et 





Au niveau stratégique, les décisions engagent les différents acteurs à long terme sur le traitement des 
systèmes hors d’usage. Ce sont, la plupart du temps, les producteurs qui cherchent à mettre en place 
une logistique inverse en raison des différentes contraintes législatives, économiques ou marketing. En 
effet, ce sont eux qui ont les connaissances nécessaires sur le système pour identifier les éléments 
candidats à la valorisation. Ces connaissances représentent le support indispensable pour mettre en 
place des politiques de logistiques inverses. Les producteurs doivent alors identifier les systèmes en 
fin de vie qui seront pris en charge ainsi que les utilisateurs ou consommateurs de ces systèmes. Sur la 
base de cette identification, ils peuvent ensuite caractériser les acteurs pouvant mettre en œuvre les 
différentes activités (notamment les filières de valorisation) et ainsi structurer les réseaux suivant le 
type de systèmes. On distingue ainsi trois types de décision stratégique en logistique inverse :  
- la définition des stratégies de récupération et de valorisation : ce type de décisions a un 
caractère spécifique à la logistique inverse puisqu’elle ne concerne que les systèmes hors 
d’usage,  
- la définition des capacités et la conception du réseau : ces décisions sont prises en fonction des 
choix stratégique précédemment opérés et sont alors similaires à celles concernant la 
définition des réseaux en logistique (localisation, réseaux de transport, …),  
- l’amélioration de la conception des produits : la logistique inverse d’un système peut être 
améliorée lors de sa conception en intégrant les contraintes des décisions prises à ce niveau.  
 
Au niveau tactique, les décisions stratégiques sont mises en œuvre par rapport à un horizon plus court. 
Les décisions à ce niveau concernent notamment la planification tactique et opérationnelle qui vise à :  
-  fixer les objectifs d’approvisionnement, de stockage, de distribution et de transport sur des 
périodes de plus en plus courtes,  
- établir les prévisions des ventes et des retours sur ces périodes.  
 
La notion d’approvisionnement en logistique inverse est différente de celle couramment définie pour 
la logistique traditionnelle. Elle concerne en effet la gestion des arrivées de systèmes hors d’usage sur 
les sites de traitement du réseau logistique. Dans le cadre de la gestion des systèmes en fin de vie, ces 
arrivées peuvent être vues comme des variables de décision ou des contraintes suivant les relations 
entre les utilisateurs et les acteurs responsables de la valorisation. De manière similaire, la notion de 
distribution se rapporte à la « distribution inverse » c'est-à-dire aux retours des systèmes hors d’usage 
provenant des utilisateurs. Les activités de coordination tiennent aussi une place importante dans les 
décisions de niveau tactique.  La coordination vise à améliorer les activités des différents acteurs de la 
logistique inverse à l’aide d’une approche globale supportée par l’utilisation de technologies de 
l’information et d’outils de planification globale.  
 
Au niveau opérationnel, les décisions des niveaux supérieurs sont appliquées sur les systèmes hors 
d’usage pris en charge par les différents acteurs de la logistique inverse. Les décisions opérationnelles 
portent notamment sur :  
- l’ordonnancement des opérations, des transports, des commandes, des arrivées, …, 
- l’équilibrage des ressources et des stocks,  
- la gestion des arrivées des systèmes hors d’usage. 
 
Le dernier point est spécifique à la logistique inverse alors que les deux premiers types de décisions 
sont similaires à ceux utilisés en logistique. La logistique inverse peut ainsi profiter des améliorations 
et des outils utilisés dans le cadre de la logistique traditionnelle. Ces derniers doivent cependant 
intégrer la gestion des arrivées des systèmes hors d’usage qui est une spécificité de la logistique 




des dates de retours pour les systèmes en fin de vie, le service après vente, la gestion des incertitudes 
sur le niveau de dégradation des systèmes hors d’usage.   
 
 
Nous venons de présenter les facteurs de développement des activités liées à la gestion des produits en 
fin de vie. Pour répondre à ces facteurs, nous avons vu que des réseaux de logistique inverse étaient 
mis en place pour les biens de consommation et les biens durables. La problématique de gestion des 
systèmes en fin de vie est une problématique qui s’applique aujourd’hui aux systèmes complexes sous 
l’impulsion de l’arrivée en fin de vie des premiers systèmes mis en service il y a une trentaine 
d’années. Les constructeurs de systèmes complexes doivent ainsi mettre en place des activités relatives 
à la logistique inverse. L’activité de déconstruction tient une place primordiale dans ce contexte. Nous 
la présentons dans les paragraphes suivants.  
 
2. Déconstruction des systèmes en fin de vie 
 
Nous avons vu précédemment que les réseaux logistiques inverses développés jusqu’à présent pour 
répondre aux différentes préoccupations environnementales s’appliquaient principalement aux biens 
de consommation et aux biens durables (équipements électroniques, automobiles, …). On peut 
cependant constater que les activités de gestion de fin de vie des systèmes complexes sont peu 
développées. Pour répondre à ce manque, nous proposons dans ce paragraphe de présenter un cadre 
général pour l’intégration d’une activité de déconstruction dans la définition des systèmes complexes. 
 
2.1. Les systèmes en fin de vie  
2.1.1. Définition d’un système  
 
La déconstruction s’applique sur des systèmes en fin de vie. Cette dernière notion découle de celle 
plus générale de système. Il existe de nombreuse définition d’un système dans la littérature. Nous en 
présentons quelques une afin d’en dégager les caractéristiques importantes dans le contexte de la 
déconstruction.  
 
La première définition est celle proposée dans [Vesely et al, 81] qui définit un système comme un 
« ensemble déterminé d’éléments discrets (composants, constituants) interconnectés ou en 
interaction ». Cette définition pose ainsi les éléments minimum pour caractériser un système en 
décrivant sa structure. A partir de celle-ci, on peut ajouter un certain nombre de caractéristiques 
comme dans [Le Gallou, 93] où l’auteur propose la définition suivante : « un système est un ensemble 
d’objets organisés en fonction d’un but et immergé dans un environnement ». Cette définition apporte 
ainsi deux autres caractéristiques qui concernent le but et l’environnement du système. D’autres 
caractéristiques permettent de compléter la définition. On pourra notamment ajouter la description de 
l’activité du système qui correspond à ce que fait le système [Furon, 00]. Un système selon 
[Le Moigne, 99] est ainsi « un objet qui, dans un environnement, doté de finalités, exerce une activité 
et voit sa structure interne évoluer au fil du temps, sans qu’il perde son identité unique ». Nous 
retiendrons alors les six principales caractéristiques mises en évidence par cette définition :  
- son identité,  
- ses buts ou finalités,  
- sa structure,  
- ses activités,   




- son évolution ou son cycle de vie.  
On retrouve ainsi ces caractéristiques dans la définition d’un système industriel proposé par 
[Perron, 02] : « un système industriel est un système qui met en œuvre des processus, est constitué de 
moyens, et évolue sur son cycle de vie ; sa finalité est, dans un environnement donné, de générer de la 
valeur ajoutée ».  
 
Dans le contexte de la déconstruction, nous nous intéressons à l’aspect lié à la fin de vie des systèmes 
qui se rattache à la description de l’évolution du système dans le temps caractérisée par son cycle de 
vie. Il traduit l’évolution irréversible de la structure du système au cours du temps. A chaque évolution 
de ce type correspond une phase du cycle de vie.  
 
En ingénierie système [Meinadier, 97], le système est présenté comme étant « formé d’éléments 
(matériels, logiciels, compétences humaines, processus) intégrés de telle sorte qu’ils fournissent, du 
fait de leurs interactions, les services correspondant à sa mission ». On retrouve dans cette définition 
les caractéristiques principales du système mais il est ensuite précisé que «  l’ingénierie système doit 
non seulement définir le système, mais aussi tous les processus et produits nécessaires à son cycle de 
vie ». La structure d’un système se décompose ainsi en deux catégories d’éléments : les produits 
permettant la réalisation des fonctions attendues par l’utilisateur (formant ainsi le système principal) et 
les produits (appelé aussi système support) permettant au système  d’évoluer dans son cycle de vie. 
Les systèmes supports de production et de soutien logistique font ainsi souvent l’objet d’une attention 
particulière dans la définition d’un système. Nous nous intéresserons par la suite plus particulièrement 
au système support de déconstruction. 
 
2.1.2. Typologie des systèmes  
 
Suivant les définitions proposées précédemment, la déconstruction fait partie intégrante des systèmes. 
Elle n’a cependant pas la même forme selon le type de système sur lequel elle s’applique. Nous avons 
utilisé le terme de système pour désigner l’ensemble des objets matériels du plus simple au plus 
complexe qui doivent subir une déconstruction dans le but d’être valorisés. Etant donnée la diversité 
des applications, il est intéressant d’établir des classes de systèmes ayant des modes de déconstruction 
et de valorisation similaires. La classification proposée dans [Guilloson, 1996] est utilisable dans cet 
objectif. Etablie dans le cadre de la définition du soutien logistique des systèmes [Perron, 2002], elle 
peut être étendue à la définition de la déconstruction. Les types de systèmes identifiés sont les 
suivants :  
- Les biens consommables qui disparaissent au moment de leur emploi ou qui sont 
considérés en fin de vie au moment de leur emploi.  
- Les biens durables qui rendent un service au(x) consommateur(s) pendant un temps 
donné : la durée de vie du bien. Ce sont des biens qui nécessitent un investissement initial 
parfois conséquent. Les critères d’acquisition portent généralement sur le rapport 
qualité/prix ou la durabilité du bien. Cela va des équipements électrique et électronique 
(EEE) à l’automobile. Nous avons vu que leur fin de vie faisait aujourd’hui l’objet de 
réglementations particulières.  
- Les systèmes complexes composés  le plus souvent de biens durables, de liaisons entre ces 
biens et d’éléments de contrôle du système. Ils se rapportent aux grands projets 
(aéronautique, spatial, nucléaire, …) mais aussi aux process industriels. La gestion de la fin 




2.1.3. Cycle de vie d’un système et systèmes supports 
 
Dans le cadre de la déconstruction, la notion de cycle de vie est primordiale. Nous organisons pour 
cette raison les différentes caractéristiques définissant un système par rapport à son cycle de vie. Les 
systèmes complexes évoluent ainsi au cours du temps suivant un cycle de vie traditionnellement 
décomposé en plusieurs phases. Sur chacune de ces phases, le système est dans un état particulier et le 
passage d’une phase à une autre traduit son évolution d’un état à un autre. On distingue 
traditionnellement les phases suivantes caractérisant différents états du système [Perron, 02] comme 
illustré sur la Figure I.5 : 
  
- Faisabilité : cette phase consiste à définir les besoins de l’utilisateur avec, notamment, ses 
exigences et les fonctions attendues. Durant cette phase, le système est donc défini par un 
ensemble de fonctions et par ses interactions attendues avec son environnement qui définissent 
son état fonctionnel,   
- Définition : la solution à développer est définie dans cette phase avec l’organisation à mettre 
en œuvre pour la réaliser. Le système principal est constitué par un ensemble de spécifications 
associées à la fonction définie dans la phase précédente,  
- Développement : l’objectif dans cette phase est de développer les solutions techniques 
retenues dans les phases précédentes. Le système est constitué du dossier de définition.    
- Production : à partir des solutions techniques retenues dans la phase de développement, cette 
phase permet la réalisation du système qui sera fourni à l’utilisateur. Le système est alors 
constitué du système de production qui permet de réaliser le système principal. 
- Exploitation : c’est durant cette phase que le système remplit la mission principale pour 
laquelle il a été conçu. Le système principal est ainsi vivant et est alors maintenu en conditions 
opérationnelles par son système de soutien.  
- Recyclage / Déconstruction : cette phase commence dès lors que l’utilisateur décide de ne plus 
exploiter le système. Celui-ci doit alors être démantelé afin de générer des produits pouvant 
être valorisés et respectant un ensemble de contraintes environnementales.  
 
 
Dans cette décomposition du cycle de vie, nous avons montré que chaque phase génère des besoins 
pour un sous-système support permettant la réalisation des activités associées à chaque phase. Ainsi, 
dans une approche d’intégration, la définition du système décrit à la fois le système principal réalisant 
les fonctions principales attendues par l’utilisateur mais aussi les sous-systèmes supports tels que le 
système de production, le système de soutien ou le système de déconstruction. On peut noter que la 
définition d’un système peut s’appliquer aussi aux systèmes supports. Nous nous intéressons plus 
particulièrement au système de déconstruction qui permet la réalisation du processus de 
déconstruction.  
 
a) Système de production 
Le système de production permet de réaliser l’ensemble des activités permettant de fabriquer le 
système principal et de le livrer à l’utilisateur. Le système de production est constitué de nombreux 
éléments de natures diverses. On distingue principalement les ressources matérielles, énergétiques et 
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informationnelles qui permettent la réalisation de l’activité de production du système. Les ressources 
matérielles peuvent être organisées en différents niveaux hiérarchiques correspondant au niveau du 
constituant du système sur lequel elles s’appliquent.  Ainsi une ressource de type « atelier » pourra être 
concernée par la fabrication d’un sous-système, une ressource de type « ligne » pourra être concernée 
par la fabrication d’un module et une ressource de type « moyen ou outillage » (machine de production 
…) pourra être concernée par la fabrication d’un composant du système. Les ressources 
informationnelles regroupent à la fois les informations nécessaires à la réalisation de l’activité de 
production mais aussi les éléments permettant de gérer ses informations (gestion assistée par 
ordinateur …).  
 
Avec une vision élargie, le processus de production d’un système commence par la production des 
matières premières de ces composants élémentaires jusqu’à son assemblage final. Ceci implique la 
réalisation et l’enchaînement d’activités telles que la gestion de production, l’approvisionnement ou 
encore la distribution.  
 
Nous constatons ainsi que le système de production est un système complexe à part entière. Son cycle 
de vie est celui présenté sur la Figure I.5. Il doit cependant être intégré au cycle de vie du système 
principal comme illustré sur la Figure I.6. On distingue sur celle-ci deux zones d’interactions entre les 
cycles de vie du système principal et du système de production. La première zone correspond à la 
conception intégrée du système avec son système de production. En effet, dans ce contexte, le 
développement du système principal prend en compte les contraintes de production pour optimiser les 
solutions techniques proposées. La conception du système de production ne peut cependant pas 
commencer avant d’avoir défini les concepts de solutions du système qui seront développés. On 
constate aussi que la phase de développement du système principal se termine en même temps que la 
phase de développement de son système de production. La deuxième zone d’interaction entre les deux 
cycles de vie correspond à la phase d’utilisation du système de production pour réaliser le système 
principal (phase de production de celui-ci). La phase d’utilisation du système de production peut aussi 
se poursuivre au cours de la phase d’utilisation du système principal pour, par exemple, la production 
de pièces de rechange. On constate aussi sur la Figure I.6, que le recyclage et la déconstruction du 
système de production doivent aussi être envisagés.  
 
b) Système de soutien logistique 
Le soutien logistique regroupe l’ensemble des activités nécessaires au maintien en conditions 
opérationnelles du système principal lors de sa phase d’utilisation. L’activité centrale concerne la 
maintenance qui agit directement sur le système principal. D’autres activités logistiques viennent 
appuyer la maintenance afin de mettre à sa disposition l’ensemble des moyens qui lui sont nécessaires. 
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Il s’agit notamment de l’approvisionnement en pièces de rechange, de la mise à disposition des 
moyens de tests et de soutien ou encore à la définition des équipes de maintenance.  
 
Le système de soutien permet la réalisation de ses activités. Il rend possible la réalisation des 
interventions de maintien en conditionnelles opérationnelles par la mise à disposition en temps et en 
lieux utiles des fournitures nécessaires à leur déroulement [Godichaud et Pérès, 06]. Tous les éléments 
(activités et ressources matérielles ou immatérielles) nécessaires pour assurer le fonctionnement 
optimal du système principal doivent être considérés dans la définition du système de soutien. Il est 
ainsi décrit par l’organisation logistique et par les moyens mis en place dans cette organisation. Le 
système de soutien est traditionnellement décomposé en neuf éléments :  
 
- le plan de maintenance qui définit le concept de maintenance et les actions de maintien à 
réaliser ; c’est l’élément fédérateur auquel viennent s’associer les autres éléments ; 
- le personnel qui représente la main d’œuvre de soutien et l’assistance technique ; 
- la formation du personnel lié au soutien ; 
- les approvisionnements de moyens, pièces détachées, rechanges et ravitaillement ; 
- les moyens et équipement de soutien (outils, banc d’essais, outillages, …) ; 
- la documentation concernant tant le système principal que le système soutien  (manuels de 
démontage, gammes d’intervention, consignes de sécurité, …) ; 
- les infrastructures nécessaires à la mise en œuvre et à la maintenance du système principal 
(ateliers de maintenance, zone d’intervention, …) ; 
- l’ensemble « emballage, manutention, stockage, transport » qui permet le convoyage et la 
conservation des moyens ; 
- le support informatique du système de soutien.  
 
L’ensemble de ces éléments permet de structurer la définition du système de soutien. Il est ainsi défini 
progressivement par la spécification de chacun de ces éléments pour chaque constituant du système 
principal.  
 
A l’instar du système de production, le système de soutien peut être considéré comme un système à 
part entière avec son propre cycle de vie en interaction avec le cycle de vie du système principal 
(Figure I.7). On retrouve deux zones d’interaction entre les deux cycles de vie. La première 
correspond à une approche d’intégration du soutien logistique dès la conception du système principal. 
On parle alors généralement de soutien logistique intégré (SLI) qui est « une méthode permettant de 
définir les éléments nécessaires au maintien de la disponibilité d’un produit, en fonction des 
caractéristiques qui la conditionnent (fiabilité, maintenabilité, …) dans des conditions d’utilisation 
données en recherchant un optimum économique » (norme Afnor NF X50-420). L’intégration est 
Recyclage / 
Déconstruction   Faisabilité  Définition  Développement  Production  Utilisation  
Recyclage / 
Déconstruction   Faisabilité  Définition  Développement  Production  Utilisation  
Cycle de vie du système de soutien 
Cycle de vie du système principal 
Zone d’interactions 









optimale lorsque la conception du système de soutien débute au plus tôt de la phase développement du 
système principal. C’est en effet à ce stade que les contraintes du soutien logistique peuvent être prises 
en compte à moindre coûts pour modifier les solutions définies pour le système principal.  Lorsque la 
conception du système soutien commence après la conception du système principal, on parle alors 
d’intégration dégradée puisque les contraintes de soutien ne peuvent plus être prises en compte dans la 
définition des solutions pour le système principal sans modification impliquant des coûts importants. 
La deuxième zone d’interaction entre les cycles de vie du système principal et du système de soutien 
correspond à leur phase d’utilisation qui doit être simultanée. Les activités de maintien en conditions 
opérationnelles, relatives à la phase d’utilisation du système de soutien, sont réalisées pendant la phase 
d’utilisation du système principal. De nombreux échanges sont alors mis en œuvre entre les deux 
systèmes et on parle d’intégration opérationnelle.  
 
c) Système de déconstruction 
Le système de déconstruction réalise l’ensemble des activités permettant de traiter le système en fin de 
vie afin d’assurer son élimination en respectant des contraintes environnementales et en recherchant un 
optimum économique. Sa constitution est assez proche de celle du système de production. Il est 
constitué d’un ensemble de ressources matérielles, humaines, informationnelles et énergétiques. Les 
ressources matérielles peuvent être structurées de manière hiérarchique suivant la décomposition du 
système principal en sous-ensembles et composants élémentaires. On peut ainsi associer à chaque 
constituant du système un ensemble d’éléments nécessaires à sa valorisation tout en assurant la 
cohérence entre ces éléments. Les ressources informationnelles concernent tout d’abord la description 
du système en fin de vie, son évolution au cours du temps ainsi que les évènements survenus durant 
celui-ci. Ces informations sont disponibles avant le début de la déconstruction du système principal. 
D’autres informations apparaissent lors de la déconstruction du système. Elles doivent être 
enregistrées et utilisées par le système de déconstruction qui dispose des ressources nécessaires pour 
cela.   
 
Le système de déconstruction possède son propre cycle de vie en interaction avec celui du système 
principal comme illustré sur la Figure I.8. On retrouve deux zones d’interactions entre les cycles de vie 
des deux systèmes. Les premières phases du cycle de vie du système de déconstruction peuvent ainsi 
débuter lors du développement du système principal. Les solutions techniques développées pour le 
système principal prendront ainsi en compte les contraintes relatives à sa déconstruction. La deuxième 
zone d’interaction correspond à l’utilisation du système de déconstruction lors des phases d’utilisation 
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2.2. Projet de déconstruction  
 
Le développement et la mise place d’un système de déconstruction est une tâche complexe qui 
nécessite la mise en œuvre d’un projet de déconstruction. De manière générale, un projet de 
déconstruction vise à définir la prise en charge des systèmes en fin de vie à valoriser. C’est une 
problématique industrielle complexe dont les enjeux sont les suivants :  
- intégration des exigences de respect de l’environnement pour la prise en compte des 
contraintes liées au développement durable ; 
- revalorisation des constituants (pièces et matériaux) des systèmes en fin de vie :  
o conférant à ceux-ci une valeur résiduelle importante ; 
o représentant une offre alternative à la production de pièces neuves (vue fournisseur) ; 
o permettant l’accès à des pièces de rechanges économiquement plus accessibles (vue 
client) ;  
- capitalisation de connaissances par un retour d’expérience induisant des actions de 
reconception ou une adaptation des modes d’exploitation ou de maintenance des systèmes.  
 
Les objectifs d’un projet de déconstruction s’expriment principalement en terme de :  
- maîtrise des opérations de mise en sécurité, de désassemblage et de démantèlement, 
- valorisation des matériaux (formulée sous forme de taux de valorisation allant généralement 
de 70% à 95%) 
- traçabilité du réemploi des pièces détachées issus de la déconstruction.  
 
Pour atteindre ces objectifs, on peut généralement distinguer trois phases dans un projet de 
déconstruction.   
 
La première phase est une phase d’analyse de la faisabilité de la déconstruction d’un type de système 
donné. Elle doit permettre la mise en place d’un référentiel de déconstruction pour ce type de système. 
Il s’agit de valider la faisabilité technique et l’intérêt économique de récupérer sur les systèmes en fin 
de vie d’une part les éléments qui peuvent être réutilisées, on parlera alors de recyclage fonctionnel et, 
d’autre part, les matières qui peuvent être recyclées, on parlera alors de recyclage matière. Les tâches à 
réaliser au cours de cette phase concernent :  
- la définition du cadre législatif et réglementaire dans lequel s’inscrit le projet de 
déconstruction et l’anticipation de la législation à venir sur la récupération des pièces et la 
gestion des déchets, 
- l’identification des techniques de déconstruction, 
- la caractérisation des modes de revalorisation des éléments issus de la déconstruction et leurs 
filières de valorisation associées,   
- la détermination des sources de financement permettant la viabilité économique de l’activité 
de déconstruction. 
 
La deuxième phase, sur la base du référentiel décrit dans la première, consiste à industrialiser un site 
de déconstruction. Cette phase doit conduire :  
- dans les phases préliminaires de développement à :  
o la détermination des outillages et des infrastructures nécessaires à l’activité de 
déconstruction, 
o la spécification des méthodes de travail, 
- dans les phases plus avancées de tests et préséries : 




o la définition de propositions commerciales pour le recyclage et la réutilisation des 
matériaux et pièces. 
 
La troisième phase concerne le déploiement et la mise en œuvre de l’activité de déconstruction. Il 
s’agit notamment de concevoir et piloter la chaîne logistique de déconstruction et d’assurer un 
déploiement géographique permettant :  
- de réduire les longues distances de rapatriement des systèmes en fin de vie vers les sites de 
déconstruction et de limiter par la même leurs besoins de stockage ou leur capacité de 
traitement, 
- d’amplifier l’offre commerciale aux utilisateurs en leur donnant des solutions 
d’approvisionnement local en pièces de rechange de deuxième main, 
- d’assainir le marché des pièces de rechanges.  
 
La réalisation d’un projet de déconstruction s’appuie sur la définition d’un processus de 
déconstruction. Il doit permettre la spécification de la déconstruction d’un système de son retrait de 
service chez l’utilisateur jusqu’à la valorisation de ses constituants. Nous présentons la forme globale 
d’un processus de déconstruction à la suite. 
 
2.3. Processus de déconstruction  
 
Un processus de déconstruction est défini par l’enchaînement des activités qui doivent conduire à la 
déconstruction d’un système depuis son retrait de service jusqu’au traitement de ses constituants dans 
des filières de valorisation. De manière générale, on peut distinguer trois étapes séquentielles dans un 
processus de déconstruction comme présenté sur la Figure I.9.  
 
La première étape concerne les activités relatives à la logistique des « retours ». Le système est retiré 
du service, stocké, nettoyé et, suivant le type de systèmes, décontaminé et mis en sécurité jusqu’à sa 
prise en charge. L’objectif est ici de rapatrier au moindre coût les systèmes arrivés en fin de vie 
(optimisation géographique des centres de traitement, réflexion sur les lieux de parking, les modes de 
transports, les circuits empruntés, …).  
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Figure I.9 – Représentation du processus de déconstruction 





La deuxième étape peut débuter dès lors que le système a été acheminé vers un site de traitement. Les 
activités de démantèlement sont alors mises en œuvre. Le démontage consiste à récupérer les pièces 
susceptibles d’être réutilisées puis à les envoyer en atelier de réparation avant d’être recyclées. La 
dislocation concerne la séparation des éléments du système selon la nature des matériaux, leur mise en 
forme pour la manipulation (découpage, formation de lots, …) mais aussi la vidange si nécessaire du 
système et la dépose des matériaux polluants et dangereux.  Cette étape permet l’obtention de produits 
valorisables à partir des systèmes en fin de vie. Elle représente ainsi une forte valeur ajoutée du 
processus. Nous la développerons plus en détail dans la suite.  
 
La troisième étape englobe les activités de valorisation. Une valorisation est un traitement destiné à 
redonner une valeur à un constituant (pièce ou matériau) du système. On distingue généralement 
quatre types de valorisation :  
 
- le recyclage fonctionnel qui consiste à réintégrer dans la production de nouveaux systèmes ou 
dans des systèmes en cours d’exploitation des produits issus de la déconstruction, 
 
- le recyclage matière  qui vise à réutiliser la matière des constituants de systèmes en fin de vie 
par l’utilisation de procédé de séparation physique ou chimique des fractions de matière d’un 
produit, 
 
- la valorisation énergétique qui concerne l’utilisation des produits de la déconstruction non 
recyclable par des procédés d’incinération dans le but de produire de l’énergie, 
 
- le conditionnement et le stockage des produits dangereux et des constituants qui ne peuvent 
pas être valorisés dans des conditions respectueuses de l’environnement.  
 
La maîtrise et la gestion des processus de déconstruction mettent en jeu un certain nombre de 
problématiques. 
 
La première concerne la maîtrise de l’environnement incertain inhérent au domaine de la 
déconstruction. Il s’agit notamment des incertitudes relatives au niveau de dégradation des systèmes 
au moment de leur déconstruction qui est fonction d’un certain nombre de phénomènes aléatoires mais 
aussi aux demandes en produits issus de la déconstruction et aux dates de fin de vie des systèmes.  
 
Le rythme de la déconstruction des systèmes devrait être, à une translation près, équivalent au rythme 
de vente des appareils. Or, on sait que la commercialisation des systèmes complexes n’est pas lissée 
dans le temps mais suit des cycles largement influencés par la conjoncture du moment. L’appareil de 
production mis en place, pour suivre cette cadence saccadée devra disposer d’une grande adaptabilité. 
  
Une autre variable du problème est la diversité des systèmes susceptibles d’être déconstruits. Il existe 
pour certains types de systèmes, de multiples configurations qui induisent là encore, une flexibilité 
accrue du processus de déconstruction.  
 
La rentabilité commerciale de l’opération de déconstruction risque d’être affectée par des paramètres 
fluctuants. Si on peut penser qu’en ce qui concerne les pièces, la société devrait pouvoir imposer ses 




fixé par le marché (London Metal Exchange), le bénéfice économique tiré du recyclage des matériaux 
sera sujet à des fluctuations difficiles à anticiper. 
 
Par la nature des tâches réalisées dans l’activité de déconstruction, soumises pour certaines à des 
conditions de sécurité particulières de par la nocivité de la matière traitée ou la dangerosité du process 
retenu, il est important d’intégrer à la réflexion les notions de droit du travail et de protection de 
l’environnement. Celles-ci, on le sait, évoluent dans le temps et peuvent conditionner fortement la 
forme du processus de déconstruction. 
 
La gestion des processus de déconstruction est une tâche complexe qui passe par la maîtrise de ces 




Dans ce chapitre, nous avons posé le cadre général de la problématique abordée dans les chapitres 
suivants qui concerne la déconstruction des systèmes en fin de vie. Nous avons présenté 
l’environnement actuel qui pousse les constructeurs de systèmes à développer une activité de 
déconstruction. Il s’agit d’une part de la prise de conscience des enjeux du développement durable et 
d’autre part du renforcement du cadre législatif relatif à la gestion des déchets et des produits en fin de 
vie. Nous avons montré que, pour s’adapter à cet environnement, les entreprises mettent en place des 
activités de logistique inverse. Le développement de ces activités concerne principalement des biens 
de consommation et les biens durables (équipement électrique et électronique, automobile, …). En ce 
qui concerne les systèmes complexes, la réflexion sur leur valorisation en est à ces débuts. 
L’intégration de la déconstruction dans la définition des systèmes est dans ce cadre une étape 
primordiale.  
 
Nous avons ainsi montré comment l’activité de déconstruction se positionnait dans la définition des 
systèmes complexes aux côtés notamment des activités de production et de soutien logistique. Nous 
avons ensuite fixé les enjeux de la mise en œuvre d’un projet de déconstruction et posé une 
représentation générale des processus de déconstruction.  
 
Nous développons dans le chapitre suivant une démarche de définition d’un processus de 
déconstruction. Le résultat de cette démarche est matérialisé sous la forme d’un plan de déconstruction 
contenant la spécification du processus pour un type de système donné. Nous verrons notamment qu’il 
existe des modèles dans la littérature pour l’aide à la définition des plans de déconstruction relatifs aux 
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II – Etat de l’art et démarche de définition d’une 





Nous avons présenté dans le chapitre précédent les trois phases principales des processus de 
déconstruction à savoir la logistique des retours, le démantèlement et la valorisation. En fixant les 
besoins de la première phase et en permettant de répondre aux objectifs de la troisième, la deuxième 
phase d’un processus de déconstruction tient une place primordiale dans son optimisation. Les plans 
de désassemblage et de déconstruction permettent de répondre aux différents problèmes de décision 
liés à cette deuxième phase. Nous développons dans ce chapitre une démarche de définition de ce type 
de plans. Pour chaque étape de cette démarche nous analysons les différents modèles proposées dans 
la littérature permettant de les supporter.  
 
Dans une première partie, nous définissons la notion de plan de désassemblage et de déconstruction. 
Nous verrons qu’ils permettent d’une part de fixer les constituants d’un système en fin de vie à 
valoriser ainsi que la manière de les obtenir et, d’autre part, de planifier les demandes en produits 
valorisables et les activités du processus de déconstruction.  
 
Dans une deuxième partie, nous développons la démarche de définition d’un plan que nous 
instrumentons en fonction des modèles que nous avons rencontrés dans la littérature.  
 
En conclusion, nous présentons la problématique que nous abordons dans les chapitres suivants qui 
concernent la modélisation et l’optimisation des trajectoires de déconstruction.  
 
1. Typologie des plans de désassemblage et de déconstruction  
 
Sur la base des modèles que nous avons rencontrés dans la littérature relative au désassemblage, nous 
avons constaté que la notion de plan de désassemblage recouvrait différents types de décisions. Nous 
proposons de distinguer deux principales catégories de plan :  
- les plans qui ne concernent qu’un seul système en fin de vie ou un type de système, nous 
parlerons alors de la vue produit du plan, 
- les plans couvrant la déconstruction de plusieurs systèmes sur un horizon temporel donné, nous 
parlerons alors de la vue planification.  
 
Nous présentons dans les paragraphes suivants le contenu des différentes catégories de plan ainsi que 
les hypothèses couramment utilisées dans leur optimisation ou leur évaluation.    
 
1.1.Vue produit  
 
Le premier type de plan, qui s’applique à un système en fin de vie donné, vise à déterminer la 
profondeur de désassemblage (quels produits vont être valorisés) et le séquencement des opérations 
(comment obtenir les produits) en fonction de critères relatifs à :  
- la minimisation des temps et des coûts de déconstruction, 
- la maximisation des revenus générés par les produits issus de la déconstruction.  
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On parle généralement de profondeur de désassemblage car pour chaque sous-ensemble d’un système 
à désassembler, la problématique consiste à déterminer si on le désassemble ou non. Dans le premier 
cas, il faudra envisager le traitement des composants du sous-ensemble qui peuvent eux-mêmes être 
des sous-ensembles.  
 
L’élaboration de ce type de plan peut être considérée en phase de conception ou en phase 
d’exploitation d’un système de déconstruction. En phase de conception, le décideur élabore un 
ensemble de séquences d’opérations possibles et sélectionne une ou plusieurs séquences suivant 
différents critères dans le but de concevoir le système de déconstruction. Les paramètres permettant 
d’optimiser le plan sont estimés pour des horizons importants. En phase d’exploitation, le décideur 
peut actualiser les paramètres d’optimisation et dispose d’informations issues de l’inspection du 
système en fin de vie afin d’ajuster le plan.   
 
Dans ce cadre, un plan de déconstruction est structuré autour des éléments suivants :  
- l’enchaînement logique des opérations,  
- les ressources nécessaires à la réalisation des opérations,  
- la description des produits valorisables à obtenir, 
- les paramètres économiques et d’évaluation.  
 
1.2. Vue planification  
 
Nous venons de voir que nous considérons dans la vue produit d’un plan l’ensemble des décisions 
permettant de définir les modes de déconstruction d’un système donné. Dans la vue planification, nous 
regroupons l’ensemble des décisions sur les quantités et les dates d’obtention des produits issus de la 
déconstruction.  
 
Les temps de déconstruction et les séquences pour obtenir les différents produits pour un système 
donné sont considérés comme fixés à ce niveau. Les paramètres pris en compte pour déterminer les 
quantités et les dates d’obtention des produits concernent principalement :  
- la gestion des stocks (coûts de stockage, probabilité de rupture, gestion des surplus, …),  
- la gestion des demandes (quantités, dates, revenus, reports, …),  
- la gestion des arrivées des systèmes en fin de vie (quantités, dates, refus, …),   
- la gestion des ressources réalisant les opérations (disponibilité, capacité, …). 
 
Le plan de déconstruction au niveau de la planification est développé sur la base de la représentation 
plus ou moins simplifiée de la structure du système identifiant les produits valorisables et les 
assemblages intermédiaires permettant de les obtenir [Lambert et Gupta, 05]. Les relations entre les 
produits du système en fin de vie sont caractérisées par les temps d’obtention d’un composant à partir 
de son composé. A partir de cette représentation, la planification vise à répartir les arrivées de 
systèmes en fin de vie par rapport aux demandes en produits valorisables sur un horizon donné en 
fonction de l’état du système de déconstruction (niveau des stocks et disponibilité des ressources).   
 
1.3. Classification des plans de désassemblage  
 
Le terme de désassemblage est plutôt employé dans la littérature à la place du terme déconstruction. 
C’est la raison pour laquelle nous parlerons dans ce chapitre de désassemblage alors que dans les 
autres chapitres nous utiliserons le terme de déconstruction. Nous considérons la déconstruction 
comme un désassemblage spécifique à la gestion des systèmes en fin de vie tout en y incluant d’autres 
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activités liées à celle-ci (actions de valorisation en vue du recyclage) et non pris en compte dans la 
notion de désassemblage. Nous présentons dans ce paragraphe une classification générale des plans de 
désassemblage afin de positionner les plans de déconstruction dans celle-ci. 
 
Différentes classifications des plans de désassemblage sont proposées dans la littérature 
[Kang, 05][Touzanne, 02][Woo et Duta, 91]. Les plans sont ainsi classés suivant la profondeur de 
désassemblage, les modes de désassemblage possibles, la nature des éléments désassemblés et le type 
de déplacement à chaque étape du plan. La distinction pour chaque classe se fait en fonction des points 
suivants : 
 
 Profondeur de désassemblage  
o Désassemblage total : il consiste à séparer tous les composants et sous-ensembles du 
système en fin de vie.  
o Désassemblage partiel : par opposition au précédent, ce type de désassemblage 
consiste à désassembler une partie seulement des éléments du système. On peut 
ensuite distinguer dans cette catégorie les désassemblages sélectif et ciblé 
[Addouche 03]. Le désassemblage sélectif vise à générer des composants élémentaires 
et des sous-ensembles. Le désassemblage ciblé consiste à extraire un élément 
particulier du système.  
 Les déplacements d’éléments  
o Désassemblage séquentiel : à chaque étape du plan, les déplacements d’éléments se 
font suivant la même direction [Kang, 05]. C’est-à-dire qu’à une étape donnée du 
plan, l’obtention d’un élément par déplacement de plusieurs autres dans des directions 
différentes n’est pas envisagée.  
o Désassemblage monotone : on considère un désassemblage comme monotone lorsque 
les déplacements intermédiaires ne sont pas envisagés lors de chaque étape du plan. 
Lorsque qu’un élément est déplacé dans une position temporaire au cours d’une 
opération, le désassemblage est considéré comme non-monotone.  
 La nature des éléments désassemblés  
o Désassemblage linéaire : il consiste à ne désassembler qu’un seul composant 
élémentaire à chaque étape du plan.  
o Désassemblage parallèle : on considère dans ce cas le désassemblage de sous-
ensembles en plus des composants élémentaires à chaque étape du plan. 
 Les modes de désassemblage  
o Désassemblage non-destructif : les modes de désassemblage entrant dans cette 
catégorie préservent l’état et les fonctionnalités des éléments désassemblés. Ce type 
de désassemblage est réversible (les éléments généralement peuvent être réassemblés).   
o Désassemblage destructif : les éléments séparés sont partiellement détruits et perdent 
leurs fonctions d’origine. On cherche généralement par ce mode de désassemblage à 
récupérer la matière des éléments du système en fin de vie ou à récupérer un élément 
difficile d’accès de manière à diminuer le temps de désassemblage par rapport à un 
mode non-destructif.  
 
Dans le contexte de la déconstruction des systèmes en fin de vie, le désassemblage total n’est 
généralement pas envisagé car il nécessite des temps opératoires plus importants pour une 
augmentation du taux de valorisation souvent minime par rapport à un désassemblage partiel. Le 
désassemblage destructif est spécifique à la déconstruction. Il est généralement considéré après avoir 
réalisé un premier désassemblage partiel non-destructif dans le but de récupérer des éléments 
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recyclables fonctionnellement ou dangereux.  Les types de plan de désassemblage pour la 
déconstruction rencontrés dans la littérature sont généralement de type monotone, séquentiel et linéaire 
ou parallèle car leur modélisation et leur optimisation sont plus facilement maîtrisables et moins 
complexes.  
 
2. Démarche de définition d’un plan  
 
De manière générale, une démarche de définition d’un plan de déconstruction se déroule en trois 
phases principales comme présenté sur la Figure II.1. Les principales phases et leur enchaînement sont 
présentés sur la partie gauche de la figure. Les éléments modélisés lors de chacune d’entre elles sont 
indiqués sur la partie centrale et, sur la partie droite, les outils de modélisation utilisables sont listés. 
Lors de la réalisation d’un plan de déconstruction, le décideur peut utiliser un certain nombre de 
modélisations lui permettant de structurer les données du problème et d’optimiser par la suite le plan 
de déconstruction.  
 
Nous proposons, dans les paragraphes qui suivent, d’instrumenter la démarche en fonction de travaux 
rencontrés dans la littérature pour chacune des trois phases identifiées sur la Figure II.1. Le décideur 




Analyse et description du 
système en fin de vie 
Modélisation du process de 
déconstruction 
Optimisation du plan 
Données d’entrée 
Plan de désassemblage 
CAO, plans 2D / 3D 
Nomenclatures  
Prototypes  
Structure du système  
Valorisation des produits  
  
Caractérisation des opérations  
Définition des contraintes de précédences  
Définition du système de déconstruction  
  
Caractérisation des critères  
Séquencement des opérations  
Planification  
  






Graphes « AND/OR » 
Réseaux de Petri 
Autres représentations 
Programmation dynamique  




Phases Eléments modélisés Outils 
Figure II.1 – Démarche de définition d’un plan de désassemblage 
Chapitre II  
43 
 
2.1. Analyse et description d’un système en fin de vie  
2.1.1. Identification des éléments  
 
La première étape dans l’établissement d’un plan de déconstruction d’un système en fin de vie 
concerne l’identification des éléments de celui-ci. Les constituants d’un système peuvent être des 
composants ou des sous-ensembles [Touzanne, 00]. Dans le cadre de la déconstruction pour la 
valorisation matière ou énergétique, on peut aussi considérer des éléments du système tel que des 
fragments ou des résidus de constituants obtenus par désassemblage destructif. Dans 
[Lambert et Gupta, 05], les auteurs proposent une décomposition similaire. Le système est alors 
considéré constitué :  
- d’éléments discrets appelés des composants,  
- de sous-ensembles constitués de composants connectés et de modules constitués de 
composants réalisant une fonction particulière,  
- les connections qui peuvent être des liaisons géométriques ou des liaisons matérielles 
(attaches, solidarisation).  
 
Les premiers éléments à caractériser sont les composants élémentaires c’est-à-dire les éléments du 
système dont le désassemblage n’est pas envisagé. Ils sont généralement identifiés à partir des données 
issues de la conception du système. Une première liste de composants est généralement établie à partir 
de la nomenclature de conception du système [Gonzales et Adenso-Daz, 05]. Le nombre de 
composants géré lors de la déconstruction est cependant restreint afin de proposer une nomenclature 
agrégée [Das et Naik, 02]. Les auteurs proposent ainsi quelques situations où certains composants 
peuvent être regroupés en un seul :  
- l’homogénéité des composants regroupés est importante,  
- le groupement de composants est considéré comme dangereux ou d’autres contraintes 
imposent son traitement comme un seul ensemble,  
- les solidarisations entre les composants sont irréversibles,  
- il existe une demande pour la combinaison des différentes matières des composants liés,  
- il y a peu de demande pour les composants.  
     
Les liaisons matérielles ou solidarisations doivent aussi être identifiées [Das et al., 00]. Les 
informations qui leur sont associées permettent en effet, d’une part, de déterminer les modes de 
désassemblage possibles et, d’autre part, de définir leur mode de valorisation.  
 
Une identification préliminaire des sous-ensembles candidats à la valorisation peut être réalisée à 
partir de différentes nomenclatures ou vues du système utilisées au cours de son cycle de vie. En plus 
de la nomenclature de conception, la nomenclature de type MRP (Material Requirement Planning) est 
aussi couramment utilisée pour identifier les composants et les sous-ensembles du système 
[Gonzales et Adenso-Daz, 05] [Reveliotis, 07]. Ce type de représentation étant utilisé lors de 
l’assemblage du système, il permet alors d’identifier les composants et les sous-ensembles qui 
pourront être obtenus par un procédé d’assemblage inversé en vue notamment de leur réutilisation.  
 
Suivant le même principe, il est intéressant d’utiliser d’autres nomenclatures ou représentations du 
système développées au cours de son cycle de vie même si aucune référence de la littérature que nous 
avons rencontrée n’y fait allusion. C’est notamment le cas pour les systèmes complexes pour lesquels 
diverses arborescences sont développées lors des analyses fonctionnelles, de sûreté de fonctionnement 
ou de soutien logistique. L’arborescence logistique du système [Prevost et Waroquier, 94],  établie lors 
de l’analyse du soutien logistique, peut aider à l’identification des candidats à la revalorisation. Elle 
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caractérise en effet les composants et les sous-ensembles déposés, échangés ou réparés au cours de la 
maintenance du système en exploitation. Les éléments nécessaires au démontage de ces constituants 
sont aussi spécifiés. Ces informations peuvent ainsi être très utiles lors de la déconstruction dans le 
cadre du démontage (désassemblage non-destructif) d’une partie du système en fin de vie en vue de la 
valorisation de certains de ces constituants.  
 
Dans le cas d’un manque d’information sur le système en fin de vie, des techniques d’inspection sont 
mises en œuvre. Elles permettent notamment d’identifier les matières des constituants du système.  
 
2.1.2. Description des éléments  
 
Après avoir été identifiés, les éléments du système en fin de vie doivent être caractérisés d’un point de 
vue de leur recyclage et de leur valorisation. L’objectif est ici de rassembler toutes les données 
décrivant les constituants sous forme structurée. Pour cela, différentes structures sont proposées dans 
la littérature afin de constituer une base de données supportant les modèles d’aide à la décision et 
d’optimisation pour les stratégies de déconstruction. Les principales structures que nous avons 
rencontrées dans la littérature sont données sur la Figure II.2. Nous les présentons dans ce paragraphe.  
 
 
 Structuration des données à l’aide de tables 
Dans [Gonzales et Adenso-Daz, 05], les auteurs proposent une structuration des données sous forme 
de tables. Un certain nombre de caractéristiques génériques sont présentées permettant de décrire les 
composants, les sous-ensembles et les liaisons matérielles. Pour chacune de ces caractéristiques, le 
type des valeurs possibles est proposé. Les champs décrivant les constituants sont les suivants :  
- identifiant : sous forme numérique (entier), permet de retrouver automatiquement le 
constituant plus rapidement,  
- nom et description : le constituant est décrit sous forme littérale (texte),   
- niveau de nomenclature : précisé sous forme d’un entier,  
- sous-ensemble parent : contient l’identifiant du sous-ensemble contenant le composant qui va 
permettre d’évaluer les opérations de désassemblage du sous-ensemble parent,  
- matière principale : prend ses valeurs dans un ensemble prédéfini de matières types,  
- pureté de la matière : pourcentage indiquant la proportion de la matière principale par rapport 
la masse du constituant,  
- poids : décrit par un nombre réel,  
- prix de vente : valeur estimée sous forme d’un nombre réel,  
- index de dégradation : compris entre 0 et 1, il permet d’estimer l’état du constituant,  
- dangerosité : valeur binaire indiquant si le constituant est dangereux ou non (différentes 
normes proposent des listes de produits dangereux).  
 
Description des éléments 
d’un système 
Tables  Descripteurs  Modèles objets  
Base de données 
relationnelles  
Figure II.2 – Modèles pour la description des éléments d’un système 
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Pour la description des liaisons matérielles, les caractéristiques suivantes sont proposées :  
- identifiant de la liaison,  
- type de liaison matérielle : un ensemble d’éléments de liaisons type est proposé,  
- accessibilité : elle décrit la direction d’accessibilité suivant un ensemble de situations types,  
- constituants impliqués : ils sont indiqués par leur identifiant.  
 
D’autres auteurs proposent des structurations sous forme de tables dans lesquelles on retrouve des 
caractéristiques similaires à celles présentées précédemment [Das et Naik, 02]. Ces structures de 
données sont assez génériques, relativement simples à mettre en place et peuvent être adaptées à la 
plupart des applications. Elles constituent en effet une base pour l’évaluation des options de 
valorisation de chaque constituant et l’identification des filières associées.  
 
 Ensemble de descripteurs 
Dans [Addouche, 03] et [Touzanne, 02], les auteurs proposent des concepts plus génériques pour 
décrire les éléments du système en fin de vie. Ils utilisent la notion de descripteur de valorisation pour 
regrouper l’ensemble des données. Ces descripteurs sont rattachés à chaque élément et permettent 
d’évaluer leur valorisation. Les descripteurs proposés sont les suivants :  
- destination de fin de vie : un ensemble d’options est proposé auxquelles chaque constituant 
peut être affecté,  
- masse : elle est décrite par une valeur réelle,  
- taux de valorisation : il correspond au pourcentage de la masse du constituant valorisé par 
rapport aux options de valorisation proposées,   
- indice de revenu : cet indice est donné pour chaque couple constituant/option afin de calculer 
les revenus qui peuvent être générés par la valorisation, 
- matière : un ensemble de matières types est proposé et, pour chaque constituant, un 
pourcentage indique la composition du constituant pour chaque type de matière.  
 
 Modèles objet  
Dans [Zhang et al., 97] et [Tang et al., 00], les auteurs proposent une structuration des informations sur 
les constituants sous forme d’arborescence. Les nœuds représentent les constituants et les arcs 
représentent les liaisons matérielles entre ceux-ci. Les données descriptives sont regroupées à l’aide 
d’une approche objet utilisant deux classes d’objet :  
- les objets de la classe nœud qui contiennent les attributs décrivant les constituants : identifiant, 
nom, matière, mode de recyclage et composants liés,  
- les objets de la classe liaison qui contiennent les attributs décrivant les liaisons matérielles : 
identifiant, nom, nombre et données pour le démontage de la liaison.  
 
La liste d’attribut proposée reste cependant limitée à la détermination d’une gamme mais peut être 
étendue pour intégrer des données relatives à la valorisation des éléments.  
 
Dans [Houe, 06], un système d’information produit est présenté afin de décrire la composition d’un 
produit et de ses éléments en vue de son recyclage. L’auteur propose une approche multipoints de vue 
pour structurer les caractéristiques d’un produit. Une vue spécifique au recyclage permet de décrire 
tous les éléments du produit. Chaque composant ou sous-ensemble est ainsi considéré comme un 
produit dont le recyclage est décrit par un certain nombre de caractéristiques. Le système 
d’information est formalisé à l’aide d’une approche orientée objet (formalisme Object Role Modeling). 
Le recyclage des produits est caractérisé à l’aide d’objets ou concepts qui sont identifiés à l’aide de 
différents écolabels. D’un point de vue du recyclage, la composition des produits est décrite à l’aide 
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des concepts de « matière » et de « substance ». Celles-ci doivent être rapidement identifiables et, pour 
cela, des concepts de « référence » et d’ « étiquette » sont associés à chaque produit. L’homogénéité 
dans la constitution des produits est un point important dans les écolabels. Celle-ci est prise en compte 
dans le modèle au travers des concepts de « classe matière », de « famille matière » et de « table de 
compatibilité ». Chaque concept peut ensuite être décrit plus en détail suivant l’application à l’aide du 
concept de paramètre qui correspond à des données descriptives. Ce système d’information est utilisé 
dans le cadre de la conception des produits afin d’améliorer leur recyclabilité au niveau des choix de 
conception. Nous le présentons ici car la structure des informations proposées est utilisable dans le 
cadre de la description des éléments d’un système en fin de vie. Ces informations peuvent notamment 
faciliter l’identification des filières de valorisation et ainsi aider à la définition de stratégies de 
déconstruction.  
 
 Base de données relationnelle 
Dans les travaux de [Duta, 06], l’auteur a implémenté une structure de base de données dans le cadre 
du développement d’un système d’aide à la décision pour la gestion des systèmes en fin de vie. La 
forme générale est présentée sur la  Figure II.3 qui reprend l’ensemble des éléments que nous avons 
rencontrés dans la littérature pour la description d’un système en vue de son désassemblage. On peut 
constater que cette structuration met en évidence des éléments décrivant le produit spécifique à sa 
phase de fin de vie. Les défauts, les déformations, le manque de composants et les probabilités de 
désassemblage sont en effet des paramètres évalués ou actualisés au moment de la phase de fin de vie 
d’un système et notamment lors de l’inspection du système avant son désassemblage. Une stratégie 
peut ainsi être revue en présence de ces paramètres.  
 
 
Figure II.3 – Structuration d’une base de données pour le désassemblage [Duta, 06] 
 
A ce niveau de la démarche de définition d’un plan de désassemblage, les éléments du système ont été 
identifiés et décrits. Nous avons présenté pour cela différents modèles de base de données. Il s’agit 
d’exemples sur lesquels le décideur en désassemblage peut s’appuyer pour développer sa propre 
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application. L’étape suivante vise à caractériser la structure du système en fin de vie afin de définir par 
la suite les opérations de désassemblage à réaliser pour obtenir les éléments identifiés.  
 
2.1.3. Description de la structure d’un système pour son désassemblage  
 
La phase de description de la structure du système doit permettre de caractériser les relations entre les 
éléments (composants, sous-ensembles, fragments) du système en fin de vie dans l’objectif de 
déterminer ensuite comment les obtenir. Suivant le niveau de détail recherché dans la stratégie, 
différentes représentations de la structure sont possibles. Nous avons identifié, au travers des modèles 
proposés dans la littérature, trois principaux niveaux de représentation comme présenté sur la 
Figure II.4.  
 
2.1.3.1. Nomenclature et arborescence  
On a vu précédemment que différentes représentations du système sous forme de nomenclature et 
d’arborescence étaient utilisées au cours de son cycle de vie. Elles caractérisent la composition du 
système en mettant en évidence des sous-ensembles et leurs composants et peuvent ainsi être utilisées 
pour leur identification. La caractérisation des relations sous-ensembles – composants permet aussi de 
définir une première vue de la structure du système. Différents auteurs l’utilisent à ce titre dans le 
cadre de la détermination de la profondeur de déconstruction du système en fin de vie. A chaque 
niveau de la nomenclature, le décideur détermine s’il valorise le sous-ensemble ou le déconstruit pour 
valoriser ses composants. Elle permet ainsi une vue agrégée et simplifiée de la structure du système 
[Lambert et Gupta, 05].   
 
Dans [Kanai et al., 99], les auteurs proposent notamment une approche multi-modèles pour 
caractériser le processus de déconstruction. Parmi les modélisations décrivant un système en fin de 
vie, deux types d’arborescence sont utilisés. La première représente les sous-ensembles et les 
composants valorisables avec les relations de type « composé – composant » entre eux. La deuxième 
nomenclature représente la structure « matière » du système. Chaque élément caractérise un fragment 
de matière et les relations entre ces éléments traduisent la composition des fragments.  
 
Certains auteurs proposent d’intégrer à la nomenclature du système, dès sa conception, des 
informations liées aux autres phases de son cycle de vie au travers d’approche multipoints de vues 
[Harani, 97] [Houe, 06]. Ces points de vue sont rattachés à une vue centrale décrivant la structure du 
système sous forme de nomenclature. 
 








de contacts  
Modèles d’analyse 
d’interférences   
Figure II.4 – Modèles pour l’analyse de la structure d’un système 
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Dans [Gonzales et Adenso-Daz, 05], les auteurs utilisent une nomenclature de conception comme 
support pour caractériser la structure du système sous forme de graphe. La profondeur de 
déconstruction est ensuite déterminée à partir de modèles comparant les options de valorisation et le 
désassemblage de chaque sous-ensemble sachant que si l’on désassemble un sous-ensemble, il faut 
valoriser ses composants. Dans [Revielotis, 07], l’auteur spécifie de manière similaire la structure du 
système en fin de vie à l’aide des niveaux de nomenclature. D’autres utilisations des nomenclatures 
sont présentées dans [Spengler et al., 97] [Krikke et al., 98]. La représentation du système sous forme 
de nomenclature est aussi utilisée dans le cadre d’application au désassemblage de méthodes de 
raisonnement à partir de cas [Veerakamalmal et Gupta, 02] [Zeid et al., 97].  
 
Différents auteurs utilisent une représentation sous forme d’arbre de désassemblage [Johnson, 98] 
[Rai et al., 02]. Elle permet de représenter la structure du système en fin de vie de la même manière 
qu’une nomenclature. Elle est cependant dédiée au désassemblage dans le but de regrouper certains 
éléments du système pour limiter l’effort de désassemblage nécessaire pour le revaloriser.  
 
La représentation du système sous forme de nomenclature est aussi couramment utilisée dans le cadre 
de la planification du désassemblage où les demandes en produits valorisables sont prises en compte 
dans la détermination de la profondeur de déconstruction [Lambert et Gupta, 05]. Les besoins 
permettant de satisfaire les demandes pour les composants sont calculés pour chaque niveau de la 
nomenclature et chaque période de l’horizon de planification en fonction de différents critères (liés à la 
gestion des stocks, aux coûts des opérations, …) [Gupta et Taleb, 94][Taleb et Gupta, 97] [Kim, 05]. 
La vue agrégée de la structure du système permet ainsi de simplifier l’implémentation des algorithmes 
d’optimisation et de calcul des besoins.    
 
2.1.3.2. Graphes de liaisons 
Ce type de modèle a été introduit par Bourjault [Bourjault, 84] dans le cadre de la définition des 
séquences d’assemblage de produit et a été très souvent utilisé par la suite dans les travaux sur le 
désassemblage. Dans cette approche, la structure du produit est décrite par un graphe dont les nœuds 
représentent les composants élémentaires et les arcs représentent les relations entre les composants. 
L’objectif est de déterminer les bipartitions admissibles du graphe suivant les contraintes 
« topologiques » et « géométriques » [Lambert et Gupta, 05]. Chaque bipartition ou « cut-set » 
caractérise une opération de désassemblage du produit. Les deux graphes résultants sont ensuite 
analysés de la même manière. Le processus de partition se poursuit jusqu’à la séparation de tous les 
composants et chaque étape permet d’identifier les relations de précédence entre les opérations.  
 
Cette approche de modélisation est illustrée sur la Figure II.5. Le système est un train d’atterrissage 
simplifié dont le schéma de conception est donné sur la Figure II.5(a). Ce schéma correspond à une 
des données d’entrée pour la définition d’une stratégie de déconstruction. A partir de celui-ci, le 
graphe de liaison peut être élaboré comme sur la Figure II.5(b). Le système est constitué de cinq 
composants élémentaires (nœuds) et de cinq liaisons entre ceux-ci (arêtes) caractérisant des 
solidarisation de type « vissage » excepté pour la liaison A-C qui est une liaison de type contact.   
 




A partir du graphe de liaison, différents algorithmes sont proposés dans la littérature pour générer un 
ensemble d’opérations admissibles [Lambert et Gupta, 05] [De Fazio et Whitney, 87] 
[Baldwin et al., 91] [Homem de Mello et Sanderson, 91]. L’admissibilité géométrique des sous-
ensembles ainsi obtenus est ensuite évaluée en interaction avec l’utilisateur dans une approche 
« questions / réponses ». Les questions portent sur l’atteignabilité des liaisons déconnectées. Les 
réponses de l’utilisateur permettent d’établir des règles de précédence entre les opérations de 
désassemblage. Pour des produits de taille importante, le nombre de réponses devient très important. 
Les auteurs proposent des approches permettant de remédier à ce problème. D’autres contraintes 
peuvent ensuite être ajoutées afin d’évaluer la faisabilité technique des sous-ensembles générés par 
cette méthode.   
 
Pour l’exemple de la Figure II.5, l’ensemble des « cut-sets » ou opérations admissibles sont les 
suivants : ABCDE → A,BCDE ; ABCDE → E,ABCD ; BCDE → E,BCDE ; ABCD → A,BCD ; 
ABCD → B,ACD ; ABCD → D,ABC ; ABCD → AB,CD ; BCD → B,CD ; BCD →C,BD ; BCD → 
D,BC ; ACD → A,CD ; ACD → C,AD ; ACD → D,AC ; ABC → A,BC ; ABC → B,AC ; ABC → 
C,AB. La structure géométrique de l’exemple étant simple, une seule contrainte géométrique a été 
utilisée. Elle correspond à l’accessibilité des liaisons C-D et B-C lorsque E n’est pas désassemblé. 
Suivant la méthode proposée, cette contrainte s’exprime sous forme de la règle suivante : 
« DE not B ». Elle indique que l’on ne peut avoir de sous-ensemble contenant D et E sans B.  
 
Certains auteurs ont proposé des enrichissements du modèle afin d’améliorer la méthode 
d’identification des relations de précédence entre les opérations de désassemblage. L’objectif de ces 
extensions du graphe de liaison est généralement de limiter l’espace de recherche des opérations 
admissibles lorsque le nombre d’opérations envisageables devient trop important. Dans 
[Delchambre, 89], les auteurs proposent d’ajouter des labels aux arcs du graphe pour différencier les 
différents types de liaisons. Suivant le même principe, [Borst et Akkermans, 97]  propose deux types 
d’informations relatives à chaque liaison : solidarisée ou non et contre ou latérale. La première 
indique si la liaison est un contact ou une liaison matérielle (solidarisée). Le deuxième type 
d’information permet d’indiquer des limitations dans le déplacement des composants reliés.  Dans 
[Laperrière et Elmaraghy, 92], l’auteur introduit des arc orientés dans le graphe afin d’indiquer les 
E : Roue 
A : Caisson 
C : Tige  B : Compas 







Figure II.5 – Graphe de liaisons d’un train d’atterrissage 
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composants fixes et les composants mobiles lors d’une opération de désassemblage. 
[Homem de Mello et Sanderson, 90] représente les contacts entre les composants par des nœuds 
supplémentaires. Ces nœuds peuvent eux-même être connectés à des nœuds représentant des 
solidarisations des contacts.  
 
D’autres auteurs proposent d’utiliser le graphe de liaisons en complément d’autres représentations de 
la structure du système dans le but d’établir automatiquement les relations de précédences. Dans 
[Ong et Wong, 99], les auteurs utilisent conjoitement un graphe de liaison avec un graphe 
d’interférence entre les composants. Gerner [Gerner, 01] établit le graphe de liaison et les contraintes 
de précédences par une analyse de collision à l’aide d’un logiciel de CFAO. 
 
2.1.3.3. Analyse géométrique  
L’intervention d’un expert ou de l’utilisateur est nécessaire lors de l’utilisation des graphes de liaisons 
afin de déterminer les contraintes d’admissibilité des opérations générées. La détermination 
automatique de la faisabilité géométrique des opérations, c’est-à-dire l’existence d’une direction pour 
extraire l’élément analysé, a été abordée dans différents travaux.   
 
Plusieurs auteurs utilisent une représentation plus détaillée des composants du système en caractérisant 
leurs surfaces et les contacts entre les surfaces de différents composants afin de déterminer les 
mouvements possibles de chaque composant. Dans [Woo et Dutta, 91] et [Dutta et Woo, 95], les 
auteurs proposent une représentation sous forme de graphe d’adjacence dont les nœuds représentent 
les surfaces des composants et les arcs, les relations d’adjacence entre les surfaces. Ce graphe est 
utilisé conjointement avec un graphe de liaison pour détecter les composants ayant des surfaces 
atteignables. Ces différents graphes sont modifiés progressivement à chaque identification de 
séparation admissible de composant jusqu’à l’obtention des composants souhaités. Chen 
[Chen et al., 97]  propose d’utiliser un graphe des contacts basé sur l’analyse des faces des 
composants. L’algorithme associé détermine automatiquement les relations de précédence en détectant 
les surfaces libres. Cette approche reste cependant restreinte à des vues en deux dimensions (2D) des 
composants. Eng [Eng et al., 99]  propose un modèle intermédiaire entre les graphes de liaisons et les 
graphes d’adjacence afin de n’utiliser qu’un seul graphe en ne prenant pas en compte les contacts entre 
les surfaces d’un même composant.  
 
Afin de déterminer des directions de désassemblage, plusieurs auteurs utilisent des analyses 
géométriques des composants et de leur contact. Ces analyses s’appuient la plupart du temps sur un 
prototype virtuel représentatif du système [Siddique et Rosen, 97] [Srinivasan et Gadh, 98]. Des 
sphères gaussiennes sont aussi utilisées [Oliver et Huang, 94] [Shyamsundar et Gadh, 96] [Lambert et 
Gupta, 05]. Un composant totalement libre dans l’espace est ainsi représenté par une sphère complète. 
Elle est ensuite réduite en fonction des surfaces d’autres composants en contact avec  celui analysé. 
Par exemple, si la surface de contact est un plan, une demi-sphère seulement représentera les 
directions admissibles. Dans [Lee et Gadh, 98], les auteurs utilisent une approche géométrique pour 
caractériser les opérations de désassemblage destructives. D’autres auteurs proposent de réaliser des 
analyses de collision pour déterminer les directions de désassemblage possibles [Gerner, 01] [Eng et 
al., 99] [Rabemanantsoa et Pierre, 96] [Pomares et al., 04] à l’aide de prototypes virtuels ou de 
logiciels CAO.   
 
Pour spécifier formellement les relations de précédence entre les opérations d’obtention des produits, 
différents types de représentations matricielles sont proposées dans la littérature. Dans 
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[Mascle, 95, 99] et [Mascle et Balasaoiu, 01], les auteurs proposent de caractériser chaque surface de 
contact entre les composants à l’aide de matrices de contact ou de liberté spécifiant les déplacements 
possibles. Les matrices de connectivité permettent de spécifier les restrictions de déplacements entre 
les composants pour chaque direction de désassemblage possible [Dini et Failli, 92] : les colonnes et 
les lignes étant associées aux composants, les éléments matrices déterminent si un composant limite le 
déplacement d’un autre dans une direction donnée. Dans [Laperrière et Elmaraghy, 92] et [Huang et 
Huang, 02], les auteurs proposent des notations différentes avec les matrices d’obstruction : les lignes 
caractérisent les composants, les colonnes les directions et les éléments de la matrice fixent les 
interférences entre les composants pour leur déplacement dans une direction donnée. Dans [Moore et 
al., 01] et [Gungor et Gupta, 01], les relations entre les composants sont synthétisées à l’aide de 
matrices de précédence. Les lignes et les colonnes caractérisent les composants et les éléments de la 
matrice définissent les relations de précédence entre les composants. Deux types de relations sont 
caractérisés dans les matrices de précédences :  
- les relations ET : elles sont caractérisées par des valeurs 1 indiquant si le composant associé à 
une ligne doit être désassemblés avant le composant associé à une colonne (la matrice indique 
alors sur une colonne l’ensemble des éléments à désassembler avant le composant associé à 
cette colonne),  
- les relations OU : deux composants sont impliqués dans une relation OU par rapport à un 
troisième si l’un ou l’autre doit être désassemblé avant le troisième ; l’élément de la matrice 
indique les directions de désassemblage des composants qui peuvent être désassemblés avant 
le troisième.  
 
Le choix entre les différents modèles de description de la structure d’un système dépend du niveau de 
détail souhaité dans la détermination des produits valorisables et de la manière de les obtenir. Ce choix 
est aussi conditionné par les données et informations disponibles lors de la définition de la stratégie. 
Dans tous les cas, la description de la structure du système en fin de vie doit permettre d’identifier 
(automatiquement ou non) les contraintes de précédence entre les opérations du processus de 
déconstruction. Ces dernières sont décrites plus précisément lors de la phase suivante de définition de 
la stratégie.  
 
2.2. Spécification du process de désassemblage  
 
La description de la structure du système permet de définir et spécifier ensuite le process de 
déconstruction. Il s’agit dans un premier temps de caractériser l’enchaînement des opérations en 
fonction des contraintes mises en évidence lors de l’étape précédente. Chaque opération est ensuite 
analysée pour définir les éléments nécessaires à sa réalisation (ressources, documentation, …). Pour 
cela, différents modèles sont proposés dans la littérature pour, d’une part, représenter le process dans 
le but de l’optimiser par la suite et, d’autre part, d’aider à la caractérisation des ressources nécessaires 
à sa mise en œuvre.   
 
2.2.1. Spécification de l’enchaînement des opérations  
 
Une des problématiques centrales qui doit être résolue dans la définition d’une stratégie de 
déconstruction consiste à déterminer les produits du système en fin de vie pouvant être valorisés et la 
manière de les obtenir. Ces deux points sont couramment appelés profondeur de déconstruction et 
séquence de désassemblage. Les modèles décrivant l’enchaînement des opérations permettent de 
représenter et formaliser cette problématique.  
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Dans [Lambert et Gupta, 05]  [Tang et al., 00], une synthèse est présentée sur les différents types de 
modélisation pouvant être utilisés dans le cadre de la représentation des process de désassemblage. Ce 
sont des modèles de type « graphe » dont les éléments (nœuds et arcs) caractérisent les produits de la 
déconstruction (composants, sous-ensembles, produits valorisables ou intermédiaires) et les opérations 
de déconstruction. Ils sont proposés aussi bien dans le cadre de la définition de l’assemblage que du 
désassemblage d’un système. Les modèles les plus couramment utilisés correspondent aux :     
- arbres de désassemblage,  
- graphes d’états d’assemblage,   
- graphes « AND/OR »,  
- réseaux de Petri.   
 
Les principes de modélisation pour chaque type de modèle sont présentés sur la Figure II.6. Il s’agit de 
la représentation d’une même opération de désassemblage permettant d’obtenir deux composants A et 
B à partir d’un produit AB.   
 
 
(a) Arbre de désassemblage  
Les arbres de désassemblage sont utilisés la plupart du temps pour représenter la séquence optimale de 
désassemblage retenue avec, éventuellement, quelques séquences alternatives pour faire face aux aléas 
de la déconstruction. Ils ne permettent pas de représenter toutes les séquences sur un même modèle 
[Lambert et Gupta, 05]. Les nœuds du graphe correspondent aux produits (valorisables ou 
intermédiaires) et les arcs représentent les opérations de désassemblage [Bourjault, 84]. D’autres 
auteurs ne prennent en compte sur l’arborescence que les composants finaux [Martinez et al., 97] ; les 
intersections d’arc indiquant les sous-ensembles intermédiaires. Des informations complémentaires 
sont alors associées aux arcs pour décrire plus en détail les opérations [Tang et al., 00] en définissant 
le mode de désassemblage, les ressources utilisées et le temps de l’opération.   
 
(b) Graphe d’état d’assemblage  
Dans les graphes d’états d’assemblage, le système en fin de vie est caractérisé par l’ensemble de ses 
composants élémentaires. La représentation des états d’assemblage est différente suivant les auteurs. 
Dans [De Fazio et Whitney, 87] [Baldwin et al., 91], les nœuds du graphe caractérisent l’état (établi ou 
non) des connections du système et les arcs représentent les opérations sur ces connections. Dans 
[Lambert et Gupta, 05] [Tang et al., 00], les nœuds du graphe représentent alors des partitions de 
l’ensemble des composants du système respectant les contraintes mises en évidence dans l’étape de 
description de la structure du système. L’inconvénient de cette méthode est que le nombre de nœuds 
devient très important lorsque le système devient complexe (nombre de composants élevé) 
[Homem de Mello et Sanderson, 90]. L’effort de modélisation est ainsi plus important par rapport aux 
autres méthodes. Cette approche est cependant utilisée car elle permet de mettre en œuvre des 






A B B A 
AB 
Figure II.6 – Différentes représentations d’une opération de désassemblage 
(a) Arbre de 
désassemblage 
(b) Graphe d’état 
d’assemblage 
(c) Graphe AND / 
OR 
(d) Réseau de Petri 
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Figure II.7 pour l’exemple du système « train d’atterrissage ». Il est construit à l’aide des opérations 
ou « cut-sets » identifiées précédemment.  
 
 
(c) Graphe AND / OR 
Les graphes « AND/OR » permettent de représenter l’enchaînement logique des opérations de 
désassemblage avec un nombre moins important de nœuds. Utilisés dans les domaines de 
l’intelligence artificielle et en robotique, l’application des graphes « AND/OR » aux problématiques 
d’assemblage et de désassemblage est présentée dans [Homem de Mello et Sanderson, 90]. Dans ce 
type de modélisation, les nœuds du graphe représentent les sous-ensembles possibles du système. 
Chaque arc du graphe représente une opération d’assemblage / désassemblage. Ce sont en fait des 
hyper-arcs constitués de deux arcs « simples » connectés qui vont d’un sous-ensemble parent vers ses 
composants traduisant ainsi une relation de type « AND » entre ces éléments. Lorsque plusieurs hyper-
arcs partent d’un même nœud, on a une relation de type « OR » entre les sous-ensembles et 
composants associés à ces nœuds. La formalisation du process sous cette forme permet notamment 
l’utilisation de méthodes d’optimisation sous forme de programmation mathématique [Lambert, 07]. 
Le graphe « AND/OR » correspondant à l’exemple de la Figure II.5 est présenté sur la Figure II.8. Il 
s’agit d’un graphe simplifié c’est-à-dire que les nœuds correspondant aux composants élémentaires ne 
sont pas inclus afin d’améliorer la lisibilité du graphe.  Cette représentation permet de mettre en 
évidence les opérations pouvant être réalisées en parallèle. Lorsque les opérations parallèles doivent 
être réalisées de manière séquentielle (i.e. une seule ressource est disponible), le modèle doit être 


















Figure II.7 – Graphe des états d’assemblage pour le système  « train d’atterrissage » 




(d) Réseaux de Petri  
Les réseaux de Petri (RdP) sont aussi couramment utilisés pour représenter les process de 
désassemblage. Les RdP possèdent les mêmes fonctionnalités et avantages que les graphes 
« AND/OR » [Zussman et Zhou, 99]. Le process est en effet décrit par RdP à l’aide de places, de 
transitions et d’arcs correspondant, dans les graphes « AND/OR »,  respectivement aux nœuds, aux 
hyper-arcs et aux arcs [Kang, 05]. Dans [Zussman et Zhou, 99], les auteurs présentent les avantages 
d’utilisation des RdP :  
- ils permettent de visualiser le comportement dynamique du process à l’aide des jetons, 
- ils fournissent une interface graphique conviviale à l’aide de méthodes et outils pour l’analyse 
hiérarchisée des systèmes,  
- ils permettent de représenter sur un même modèle l’enchaînement logique des opérations et les 
ressources nécessaires à leur réalisation, 
- ils facilitent la génération de programmes linéaires pour optimiser le séquencement et la 
profondeur de désassemblage.  
 
Dans leur version de base [Bourjault, 84], les RdP pour le désassemblage caractérisent les relations de 
précédence et la topologie du système. Les places représentent ainsi les produits (composants ou sous-
ensemble) et les transitions représentent les opérations. Différentes extensions sont proposées dans la 
littérature dans le cadre de l’optimisation des stratégies de désassemblage. Dans 
[Zussman et Zhou, 99], les auteurs intègrent des probabilités d’échec sur le franchissement des 
transitions pour caractériser les incertitudes liées au désassemblage. Reveliotis [Reveliotis, 04] prend 
en compte les incertitudes sur le niveau de dégradation des produits en fin de vie à l’aide de RdP 
auxquels sont associés des probabilités d’état des produits. L’auteur propose aussi d’intégrer dans le 
modèle les différentes options de valorisation pour chaque produit par l’intermédiaire de transitions 
(opérations nécessaires pour la valorisation) et de places (résultat de l’opération de valorisation) 
supplémentaires. Dans [Tiwari et al., 02] [Rai et al., 02], les auteurs utilisent les RdP comme support 
pour déterminer les options de valorisations optimales. Dans ces travaux, Addouche [Addouche, 03] 
intègre un ensemble de données et de fonctions à la structure de base permettant de décrire plus 
précisément le système de désassemblage réalisant les différentes opérations. Les opérations de 
désassemblage destructives peuvent être intégrées à des modélisations de type RdP [Duta, 06] 
[Kanai et al., 99]. Dans [Moore et al., 01], les auteurs utilisent une version différente des RdP pour le 
désassemblage qui permet de prendre des relations de précédence plus complexes que les relations 
« AND » et « OR ». Les transitions représentent les opérations de désassemblage et les places en 
amont d’une transition caractérisent les conditions nécessaires pour accomplir l’opération associée à la 





BD BC AD CD AB AC 
Figure II.8 – Graphe ET/OU pour le système « train d’atterrissage » 
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structure du système en fin de vie. Ils possèdent de plus l’ensemble des bonnes propriétés associées 
traditionnellement au RdP facilitant ainsi leur analyse.  
 
Les RdP permettent de couvrir un ensemble d’activités plus large que les outils précédents qui se 
limitent aux activités de désassemblage non-destructif. Ceci permet notamment de les intégrer par la 
suite dans les méthodes d’optimisation de la stratégie. Un réseau de Petri de désassemblage de 
l’exemple « train d’atterrissage » est présenté sur la Figure II.9. Seules des opérations de 
désassemblage non destructif sont représentées. On constate ainsi que les modèles par réseau de Petri 
peuvent s’avérer rapidement moins lisibles que les graphes « AND/OR » simplifiés. Leur 
formalisation sous-jacente permet cependant de les construire progressivement tout en prenant en 
compte des données supplémentaires décrivant les produits (places) et les opérations (transitions).  La 
dynamique du désassemblage est caractérisée à l’aide de jetons. Par exemple sur la Figure II.9, une des 
transitions suivant la place P1 peut être franchie c’est-à-dire que le produit est présent et une opération 
de désassemblage de {ABCDE} peut être réalisée. Il est nécessaire d’intégrer un mécanisme de 
sélection d’une transition lorsqu’une place précède plusieurs transitions.  
 
 
2.2.2. Définition d’un système de désassemblage  
 
Les opérations de déconstruction sont identifiées lors des étapes précédentes et peuvent être 
structurées à l’aide des différents outils proposés dans la littérature. Ces opérations sont mises en 
œuvre par un système de déconstruction et le plan de déconstruction doit définir les éléments qui le 
constituent. Il s’agit, d’une part, de caractériser les moyens et leur organisation et, d’autre part, 
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A P13 B P14 C 
P15 D P16 E P17 
Figure II.9 – Réseaux de Petri de désassemblage pour le système  « train d’atterrissage » 
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Les modèles de séquencement des opérations ne s’intéressent pas à leur description détaillée. Une 
décomposition des opérations en tâches élémentaires peut s’avérer indispensable pour évaluer  les 
temps et les coûts de ces opérations. Dans [Lambert et Gupta, 05], les auteurs proposent une typologie 
des tâches incluses dans une opération de désassemblage. Les tâches que l’on retrouve dans une 
opération de déconstruction sont généralement :  
1. Mise en position et fixation  
2. Changement d’outil  
3. Orientation du produit  
4. Orientation de l’outil  
5. Désolidarisation des éléments  
6. Fixation de l’élément mobile séparé  
7. Déplacement de l’élément mobile  
8. Libération de l’élément fixe  
 
D’autres opérations de test des produits peuvent aussi être introduites entre chaque opération afin 
d’évaluer leur faisabilité. Les variations de temps entre différents enchaînements d’opérations sont 
dues, la plupart du temps, à la présence ou non d’une ou plusieurs tâches élémentaires (changement 
d’outil, réorientation du produit et des outils, …). On constate ainsi que les coûts de chaque opération 
peuvent dépendre de leur séquencement [Johnson, 98] [Lambert et Gupta, 05].  
 
Les autres activités du processus de déconstruction ne sont pas souvent prises en compte dans les 
modèles d’optimisation. Dans [Kongar et Gupta, 06], les auteurs proposent cependant une analyse 
économique du processus intégrant, en plus des opérations de désassemblage, des activités telles que :  
- les transports entre les différentes entités de la chaîne logistique de désassemblage,  
- l’inspection et le nettoyage du système en fin de vie,  
- le conditionnement et le stockage des produits,  
- les opérations de désassemblage destructives.  
 
Différentes listes de moyens de désassemblage couramment utilisés sont proposées dans la littérature. 
Dans [Das et Naik, 02], les auteurs présentent ainsi une liste d’outils standards pour le désassemblage 
non-destructif et un ensemble de process de séparation destructifs. A partir d’une liste des connections 
les plus courantes entre les composants d’un système, Lambert [Lambert et Gupta, 05]  présente les 
tâches qui permettent de les déconnecter.  
 
Dans [Addouche, 03], l’auteur propose une analyse des systèmes de désassemblage en s’appuyant sur 
les terminologies employées pour les systèmes d’assemblage. Une définition d’un système de 
désassemblage est ainsi proposée : « système de production dont l’objectif est la récupération totale ou 
partielle des éléments constitutifs d’un ou plusieurs produits manufacturés en fonction de leurs 
destinations de fin de vie respectives ». Une hiérarchisation en ateliers, îlots, cellules et postes est 
ensuite proposée afin de structurer la conception des systèmes de désassemblage. Une description de 
l’organisation fonctionnelle du système est aussi proposée mettant en évidence les interactions entre 
les ressources humaines et matérielles, une plateforme informatique et décisionnelle et une base de 
données techniques.  
 
On peut distinguer deux types de systèmes de désassemblage selon l’acteur qui le met en place 
[Das et al., 00]. Chaque type de système a un fonctionnement et des objectifs différents. Les auteurs 
proposent ainsi une classification en deux types de systèmes :  
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- le premier type correspond aux systèmes de désassemblage mis en place par les constructeurs 
du système en fin de vie et se caractérise par :  
o des objectifs relatifs à la protection de l’environnement,  la réutilisation des 
composants,  
o une limitation de la diversité des systèmes pris en charge, 
o une profondeur de déconstruction plus importante,  
o une connaissance détaillée de la structure des systèmes, 
o des faibles niveaux de stock en entrée et en sortie du système de désassemblage,  
- le deuxième, mis en place par un acteur indépendant, se caractérise par :  
o un objectif principalement économique, 
o une plus grande diversité de système, 
o une profondeur de déconstruction moins importante, 
o une connaissance de la structure des systèmes acquise par expérience, 
o des niveaux de stock importants (dus aux incertitudes et à la minimisation des coûts 
logistiques). 
 
Dans l’objectif d’optimiser la stratégie, l’analyse des temps et des coûts des opérations se fait lors de 
la définition du système de déconstruction. Dans [Dowie et Kelly, 94], les auteurs proposent une 
standardisation des temps de désassemblage. Le temps total des opérations inclut aussi d’autres 
paramètres liés à leur séquencement. On peut ainsi prendre en compte les changements d’outils, les 
changements de direction d’extraction ou encore l’accessibilité d’un élément suivant les éléments déjà 
extraits [Gonzales et Adenso-Daz, 05] [Moore et al., 01] [Gungor et Gupta, 97]. Ces facteurs de 
variation des temps et des coûts des opérations sont ainsi intégrés au temps de base de chaque 
opération. Dans [Kroll, 96], les auteurs mettent en évidence quatre facteurs pour estimer la difficulté 
des opérations de désassemblage : l’accessibilité, le positionnement, la force nécessaire, le temps de 
base.  
 
Dans [Das et al., 00], les auteurs proposent une analyse des opérations de désassemblage suivant sept 
facteurs.  Chaque facteur est évalué par un score permettant de les homogénéiser et la somme de ces 
différents scores permet d’évaluer une opération. Le score total d’une opération est défini par une 
valeur entre 0 et 100 : plus le score est élevé plus l’opération nécessite d’effort et de temps. Les 
éléments caractérisant une opération de désassemblage sont alors :  
- le temps : le temps d’une opération doit être inférieur à 210 secondes car au-delà l’opération 
est considérée comme non rentable,  
- les outils : le score associé à ce facteur varie suivant le niveau de standardisation de l’outil 
nécessaire (la valeur 0 étant associée à une opération ne nécessitant pas d’outil),  
- le maintien en position : le score augmente en fonction de la complexité des moyens 
nécessaires au maintien en position du système désassemblé,  
- l’accessibilité : différentes formes d’accessibilité sont proposées, la plus pénalisante étant 
lorsque l’élément à atteindre n’est pas visible,  
- les instructions : le temps d’acquisition des instructions permet d’évaluer ce facteur,  
- les risques : certaines opérations peuvent nécessiter des équipements de protection ce qui 
augmente l’effort de réalisation de l’opération,  
- la force : différents niveaux de force sont proposés.  
  
A ce niveau de définition d’un plan, le système en fin de vie a été caractérisé par rapport à sa structure 
et à ses éléments valorisables, un ensemble d’opérations de désassemblage admissible a été identifié et 
formalisé et une analyse de chacune des opérations et des éléments a permis de les évaluer 
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individuellement. Deux types d’application de la stratégie peuvent alors être envisagés à partir de ces 
informations. Le premier type d’application concerne la recherche d’une séquence de désassemblage 
optimale. Le deuxième type d’application vise à planifier les opérations de déconstruction sur un 
horizon donné c’est-à-dire à déterminer les quantités de systèmes à désassembler dans le temps.   
 
2.3. Optimisation d’un plan de désassemblage  
 
Dans les étapes de détermination d’un plan de déconstruction que nous avons abordées jusqu’à 
présent, nous n’avons pas distingué les deux catégories de plan identifiées au début de ce chapitre. Les 
plans relatifs aux vues produit et planification peuvent en effet s’appuyer sur les mêmes types de 
modèles de description du système et du process de désassemblage. C’est au moment de l’optimisation 
du plan que les techniques de modélisation diffèrent selon la catégorie de plan que l’on souhaite 
définir. Nous présentons dans ce paragraphe ces techniques pour les vues produit et planification d’un 
plan de désassemblage.  
 
2.3.1. Vue produit 
 
L’objectif général des méthodes d’optimisation d’un plan dans le cadre de la vue produit est de 
déterminer quels produits du système en fin de vie vont être valorisés et comment les obtenir. Ces 
deux problèmes de décision sont couramment appelés profondeur de désassemblage et séquencement 
des opérations. Le premier type de problématique est propre au désassemblage. En effet, pour les sous-
ensembles valorisables (par opposition aux sous-ensembles intermédiaires), le décideur doit choisir 
entre l’option de valorisation de ce sous-ensemble et l’option de désassemblage pour valoriser ces 
constituants. La problématique du séquencement fréquemment abordée dans le domaine de 
l’assemblage et les modèles pour le désassemblage reprennent souvent les mêmes principes. Il s’agit 
de déterminer l’ordre de réalisation des opérations de déconstruction en respectant les relations de 
précédence. Différentes opérations sont en effet être envisageables sur chaque sous-ensemble. Dans le 
cadre de la déconstruction, il est intéressant d’intégrer les opérations de désassemblage destructif dans 
ces problématiques de choix.  
 
Plusieurs méthodes sont proposées dans la littérature pour résoudre ces deux problématiques 
simultanément ou séquentiellement. On peut les regrouper en deux catégories : les méthodes 
« graphiques » exploitant la structure des graphes modélisant le process et les méthodes modélisant le 
problème sous forme de programme linéaire. Ces méthodes utilisent les modèles présentés 
précédemment pour formaliser les contraintes de précédence entre les opérations. Les critères 
d’évaluation des opérations et des options de valorisation sont généralement de type économique 
prenant en compte :  
- les revenus : ils sont associés à chaque composant et sous-ensemble pour caractériser les 
options de valorisation possibles (lorsqu’aucune valorisation n’est possible, une valeur 
négative est utilisée),  
- les coûts : il s’agit des coûts des opérations de désassemblage qui peuvent dépendre de la 
séquence dans laquelle les opérations sont réalisées (liés aux changements d’outils, à 
l’accessibilité, …).  
2.3.1.1. Méthodes « graphiques » 
Les méthodes « graphiques » consistent à parcourir les modèles du type de ceux présentés dans le 
paragraphe 2.2.1 en affectant des valeurs aux éléments de ces modèles (nœuds, arcs, …). Ces valeurs 
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correspondent, suivant les cas, aux profits de valorisation des produits et aux profits qui peuvent être 
générés par les opérations de désassemblage.  
 
Dans [Lambert, 97], l’auteur propose de déterminer simultanément la profondeur et la séquence 
optimale de désassemblage en utilisant un modèle graphique dérivé des graphes « AND/OR » appelé 
« process graph ». Dans cette modélisation, les nœuds représentent les opérations et les arcs 
représentent les relations de précédence entre celles-ci correspondant aux sous-ensembles 
désassemblés. Le graphe est parcouru en remontant des composants élémentaires jusqu’au système 
complet : pour chaque sous-ensemble, l’évaluation des opérations prend en compte le coût de 
l’opération et les profits générés par les composants. Elle est ensuite comparé avec le revenu du sous-
ensemble considéré. L’option sélectionnée pour chaque sous-ensemble est celle qui génère le plus de 
revenus. En parcourant le graphe de bas en haut de cette manière, on garantit de trouver la solution 
optimale suivant le principe d’optimalité utilisé en programmation dynamique [Shapiro, 79].  
 
Dans [Pnueli et Zussman, 97], les auteurs présentent le même principe appliqué directement au graphe 
« AND/OR ». Une valeur de valorisation c(u) est tout d’abord affectée à chaque nœud de graphe 
(composant ou sous-ensemble). Un coût c(u,v,w) est affecté à chaque hyper-arc correspondant au coût 
de désassemblage du produit u en deux produits v et w. Le parcours du graphe allant des composants 
vers le système complet affecte la valeur d(u) à chaque nœud u du graphe de la manière suivante :  
- d(u) = c(u) pour les composants élémentaires (sans désassemblage),  
- d(u) = max{c(u), maxi{d(vi) + d(wi) – c(u,vi,wi)}} pour les sous-ensembles avec vi et wi  leurs 
composants déjà évalués.  
 
L’optimisation pour chaque sous-ensemble consiste alors à comparer la valeur de valorisation aux 
profits qui peuvent être générés par son désassemblage.  
 
 Une approche similaire est proposée dans [Zussman et Zhou, 99] mais en utilisant les réseaux de Petri 
comme support. Une valeur 𝜋 𝑝 est tout d’abord affectée à chaque place p correspondant au revenu de 
la meilleure option de valorisation pour le produit associé (valeur négative si le produit n’est pas 
valorisable). Une valeur 𝜏 𝑡 est affectée à chaque transition t correspondant au coût de l’opération 
associée. Le RdP est parcouru de bas en haut en calculant la valeur d(p) pour chaque place p de la 
manière suivante :  
- d(p) = 𝜋 𝑝  pour les places n’ayant pas de transition en sortie,  
- d(p) = max { 𝜋 𝑝 , max𝑡∈ST (p) 𝑑(𝑡)} pour les sous-ensembles avec :  
- 𝑑 𝑡 =   {𝑑 𝑞 } −  𝜏 𝑡 𝑞∈SP (t)   
- 𝑆𝑇(𝑝) : l’ensemble des transitions en sortie de p   
- 𝑆𝑃(𝑡) : l’ensemble des places en sortie de t  
 
Par exemple sur l’exemple de la Figure II.10, on a :  
 
𝑑 𝑝1 =  max⁡{𝜋 𝑝1 , 𝑑 𝑡1 ,𝑑 𝑡2 } 
 𝑑 𝑡1 =  𝑑 𝑝2 +  𝑑 𝑝3 −  𝜏(𝑡1) 
𝑑 𝑡2 =  𝑑 𝑝4 +  𝑑 𝑝5 −  𝜏(𝑡2) 




Reveliotis [Reveliotis, 07] utilise le même principe d’optimisation mais une structuration du réseau de 
Petri différente. En plus des transitions correspondant aux opérations de désassemblage, l’auteur 
introduit deux autres types de transitions :  
- les transitions correspondant aux actions de valorisation,  
- les transitions de classification permettant de prendre en compte l’état de dégradation variable 
des produits, 
et deux autres types de places :  
- les places de classification qui permettent de modéliser l’état de dégradation des produits, 
- les places de valorisation qui autorisent la modélisation de l’affectation des produits aux 
options de fin de vie.  
 
Sur la base de cette représentation, le principe d’optimisation est similaire à ceux présentés 
précédemment avec cependant une différence au niveau des transitions de classification correspondant 
à la probabilité d’un produit d’être dans un état de dégradation donné. Cette méthode permet ainsi 
d’intégrer les incertitudes dans l’évaluation de chaque composant ou sous-ensemble.  
 
Les méthodes graphiques permettent d’intégrer l’ensemble des options de valorisation pour chaque 
produit. Elles ne tiennent cependant pas compte des coûts dépendant du séquencement des opérations 
dans le cas des opérations de désassemblages parallèles. 
 
2.3.1.2. Méthode de programmation linéaire  
Le problème de décision en désassemblage (profondeur et séquencement) peut être modélisé à l’aide 
de programmes linéaires dans l’objectif d’appliquer des méthodes d’optimisation génériques 
couramment utilisées (problème de plus court chemin dans un graphe, voyageur de commerce, …) et 
supportées par des logiciels.   
 
Une des premières utilisations des techniques de programmation linéaire en déconstruction a été 
proposée dans [Navin-Chandra, 94]. Les graphes d’états d’assemblage sont utilisés comme support de 
modélisation pour formaliser les contraintes de précédence entre les opérations. Le problème est 
ensuite traduit sous forme d’un problème de voyageur représentant de commerce (VRC) modifié dans 
lequel les états d’assemblage (nœuds) représentent les villes et les coûts de désassemblage représentent 
les distances entre les villes. La méthode proposée ne tient pas compte des coûts dépendant des 
séquences.  
 
Dans [Lambert, 99], l’auteur utilise les graphes « AND/OR » pour traduire le problème sous forme de 
programme linéaire. Le graphe est formalisé à l’aide d’une matrice de transition T dont les lignes 
correspondent aux constituants du système en fin de vie et les colonnes aux opérations de 
désassemblage. Chaque élément de la matrice Tij vaut alors -1 si l’opération j détruit le produit i, 1 si 
p1 
p2 p3 p4 p5 
t1 t2 
𝜋 𝑝2  𝜋 𝑝3  𝜋 𝑝4  𝜋 𝑝5  
𝜋 𝑝1  
𝜏 𝑡1  
𝜏 𝑡2  
Figure II.10 – Exemple d’évaluation d’un réseau de Petri de désassemblage 
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l’opération j génère le produit i et 0 sinon. Des variables de décision binaires xj  sont associées à 
chaque opération valant 1 si l’opération est réalisée ou 0 sinon. Les relations de précédences sont 
traduites à l’aide de la contrainte suivante (équation (1a)) :  
 𝑻𝒊𝒋 ∗ 𝒙𝒋 ≥ 𝟎𝒋  pour chaque produit i,     (1a) 
 
L’inégalité permet de déterminer simultanément la profondeur de déconstruction avec le 
séquencement des opérations. La fonction à maximiser intègre les coûts Cj des opérations et les 
revenus Ri des produits de la manière suivante :  
𝑭𝒐𝒃𝒋 =  { 𝑹𝒊 ∗ 𝑻𝒊𝒋 − 𝑪𝒋} ∗ 𝒙𝒋𝒊𝒋     (1b) 
 
Le problème modélisé à l’aide des deux relations précédentes ne prend pas en compte les coûts 
dépendants du séquencement des opérations. Ces relations servent cependant de base à différentes 
extensions du problème. L’ajout de contraintes supplémentaires permet en effet de déterminer un 
ensemble de solutions plutôt qu’une seule solution optimale, de favoriser la recherche d’opérations 
parallèles ou encore d’obliger le désassemblage d’un composant donné [Lambert et Gupta, 05]. Dans 
[Lambert, 99], l’auteur propose d’intégrer à ce modèle le problème de regroupement des produits 
désassemblés. Les revenus générés lors du désassemblage peuvent en effet être augmentés lorsque les 
produits constitués de la même matière sont regroupés dans un seul container. D’autres formes de 
regroupement sont envisagées.  
 
Dans [Lambert, 07], le modèle est étendu afin de prendre en compte les coûts dépendant du 
séquencement des opérations. Le problème est ainsi reformulé comme un problème de type VRC 
asymétrique dans lequel les villes représentent les opérations de déconstruction et les distances 
correspondent aux coûts de désassemblage. Des variables binaires de décision wjk supplémentaires 
sont utilisées indiquant si l’opération k est réalisée après l’opération j. Une matrice de précédence est 
introduite permettant de limiter les valeurs admissibles des variables wjk et les paramètres de coûts 
sont transformés en Cjk indiquant le coût de réalisation de l’opération k lorsqu’elle est réalisée après j. 
Pour éviter les cycles dans la solution optimale, l’auteur propose une méthode itérative qui consiste à 
relancer la résolution du problème avec une contrainte supplémentaire lorsqu’une solution optimale 
avec un cycle a été trouvée.  
 
Une formulation sous forme de problème de type VRC est proposée dans [Johnson, 98]. Les deux 
problèmes de profondeur de déconstruction et de séquencement des opérations sont résolus 
séquentiellement. La profondeur de  déconstruction est en effet déterminée à l’aide d’arbres de 
désassemblage. Sur la base des produits valorisables ainsi sélectionnés, le séquencement optimal des 
opérations permettant de les obtenir est ensuite réalisé. Les cycles dans le problème VRC proposé sont 
évités à l’aide d’une technique utilisant des variables auxiliaires de type « compteurs ».   
 
Une approche similaire est utilisée dans [Kang et al., 01] où les auteurs proposent d’intégrer les deux 
problématiques (profondeur et séquencement) dans un seul modèle. Les graphes « AND/OR » servent 
de support pour la formalisation des contraintes de précédence. Ils sont tout d’abord transformés en un 
« process graph » permettant de mettre en évidence les opérations parallèles et les coûts dépendant de 
la séquence. Le problème est ensuite résolu à l’aide d’un logiciel du commerce. Un algorithme de 
résolution spécifique n’est pas proposée et les temps de résolution peuvent devenir importants étant 
donnée la complexité de ce type problème.  
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Afin d’utiliser des méthodes de résolution de complexité faible tout en intégrant les coûts dépendant 
des séquences, l’utilisation des graphes d’état d’assemblage est proposée dans [Kang, 05]. La structure 
des graphes est modifiée afin de prendre en compte les coûts dépendants en ajoutant des nœuds et des 
arcs distinguant chaque opération selon l’opération précédemment réalisée. Le problème à résoudre 
correspond alors à un problème de plus court chemin pour lequel il existe des méthodes de résolution 
bien connues. L’inconvénient de cette approche mis en évidence par l’auteur est l’utilisation d’un large 
espace mémoire lorsque la taille de problème devient importante en raison de l’augmentation 
exponentielle du nombre de nœuds.  
 
L’utilisation des RdP comme support de modélisation du problème de désassemblage sous forme de 
programme linéaire est proposé dans différents travaux. Si l’utilisation du formalisme des RdP pour 
les problématiques d’assemblage/désassemblage a d’abord été introduite dans [Bourjault, 84], 
Kanehara [Kanehara et al., 93] propose une méthode pour traduire les RdP (d’assemblage) sous forme 
de programme linéaire pour leur optimisation. Cette approche est utilisée dans [Yee et Ventura, 99] 
pour prendre en compte les coûts dépendants des séquences. Ces différentes méthodes ont cependant 
été proposées dans le cadre de l’étude de l’assemblage de produits. Dans [Addouche, 03], l’auteur 
propose une méthode de formulation du problème de désassemblage sous forme de programme 
linéaire à l’aide des RdP en prenant en compte :  
- les relations de précédence entre les opérations, 
- l’affectation des ressources aux opérations,  
- les contraintes d’ordonnancement,  
- le désassemblage partiel, total ou sélectif,  
- la valorisation des produits.  
 
On retrouve ainsi dans un seul problème un ensemble de sous-problématiques liées au désassemblage 
(séquencement, profondeur, affectation, …) mais la résolution de problème n’est cependant pas 
abordée.  Dans [Duta, 06], l’auteur utilise les RdP pour optimiser le désassemblage avec une fonction 
objectif liée à l’équilibrage des lignes. Les opérations de désassemblage destructif sont intégrées au 
modèle et différents algorithmes de résolution sont proposés.  
2.3.1.3. Autres méthodes  
D’autres méthodes de recherche de solutions de désassemblage sont proposées dans la littérature afin 
de générer les solutions plus rapidement ou avec un effort de modélisation moindre. Parmi ces 
méthodes, on peut notamment distinguer :  
- les metaheuristiques : ce sont des méthodes générales paramétrées pour être adaptées à la 
problématique du désassemblage,  
- les heuristiques : ce sont des méthodes dédiées à un problème de désassemblage donné qui 
recherchent des solutions approchées en s’appuyant sur des raisonnements logiques prédéfinis 
et de fonctions de pénalités (pour les changements d’outils, de direction, …), 
- les méthodes s’appuyant sur l’expérience du désassemblage d’autres systèmes (réutilisation de 
cas, apprentissage, statistique).  
 
 Metaheuristiques 
L’utilisation de metaheuristiques pour l’optimisation des séquences de désassemblage a été proposée 
par différents auteurs. Dans [Dini et al., 99], les auteurs utilisent les algorithmes génétiques mais dans 
le cadre de l’assemblage. L’utilisation de cette méthode pour le désassemblage est proposée dans 
[Hui et al., 08] et dans [Gonzales et Adenso-Daz, 06]. Dans [Failli et Dini, 01], les auteurs utilisent les 
algorithmes de colonies de fourmis. Ces différents travaux ne s’intéressent qu’à la problématique du 
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séquencement des opérations. L’utilisation d’une metaheuristique dans le cadre de la détermination de 
la profondeur de désassemblage et du séquencement  des opérations est abordée dans 
[Gonzales et Adenso-Daz, 05]. Les auteurs utilisent une nomenclature de désassemblage comme 
support de la méthode d’optimisation. Pour chaque élément de la nomenclature, une analyse 
économique des options de valorisation est réalisée et pour chaque sous-ensemble le coût de 
désassemblage est évalué à l’aide d’un algorithme « scatter search » déterminant la séquence optimale 
d’obtention des composants du sous-ensemble.   
 
 Heuristiques 
Dans [Gungor et Gupta, 97], les auteurs proposent une approche heuristique pour déterminer le 
séquencement des opérations de désassemblage en tenant compte des temps dépendants des 
changements de direction et des changements d’outils sous forme de facteurs. Ces facteurs sont 
multipliés au temps de désassemblage lorsqu’un de ces changements est observé dans une séquence. 
L’algorithme de recherche fonctionne à l’aide de listes correspondant aux différents types de liaisons 
matérielles. Ces listes sont parcourues suivant un ordre correspondant à la facilité de désassemblage 
des liaisons matérielles associées.  
 
Dans [Das et Naik, 02], les auteurs présentent une méthode tenant compte des opérations de 
désassemblage destructif. La dynamique du processus est modélisée à l’aide d’un ensemble de 
paramètres regroupés dans un vecteur synthétisant l’état de désassemblage à une étape donnée du 
processus. A chaque étape du processus, trois types d’actions sont possibles modifiant le vecteur 
d’état : une action de démontage, une action de désassemblage destructif et la mise au rebut d’un sous-
ensemble. Les coûts de chacune des actions sont évalués pour déterminer la meilleure action à chaque 
étape prenant en compte des indices relatifs à l’accessibilité des composants ou à l’effort nécessaire 
pour réaliser l’action. Cette méthode permet ainsi de déterminer un plan complet de désassemblage 
décomposé en étapes élémentaires contenant une seule action. Les processus de désassemblage 
incluant des opérations destructives peuvent ainsi être structurés ce qui n’est généralement pas le cas.  
 
 Retour d’expérience  
D’autres techniques basées sur le retour d’expérience peuvent aussi être utilisées dans le cadre du 
désassemblage. Dans le but de générer des plans de désassemblage plus rapidement, des approches de 
raisonnement à partir de cas sont proposées dans [Zeid et al., 97] et [Veerakamolmal et Gupta, 02]. 
Ces méthodes s’appuient sur l’expérience de réalisations de désassemblage passées. Les systèmes de 
raisonnement à partir de cas permettent en effet de classer, retrouver, réutiliser et adapter des plans 
déjà réalisés sur des systèmes en fin de vie similaires. Dans [Reveliotis, 07], l’auteur propose une 
technique d’apprentissage pour optimiser la stratégie de déconstruction. Le modèle représentant le 
process est structuré à l’aide d’un réseau de Petri et à chaque réalisation d’un plan de déconstruction 
les paramètres du modèle sont mis à jour et la solution ajustée. Cette approche permet ainsi de prendre 
en compte certaines incertitudes inhérentes au désassemblage (dégradation des produits, temps de 
désassemblage, …).  
 
2.3.1.4. Gestion des risques  
Les incertitudes sont inhérentes au domaine de la déconstruction et, plus généralement, à la gestion 
des systèmes en fin de vie. La prise en compte de ces incertitudes est un point clé dans la définition 
d’un plan de déconstruction [Reveliotis, 07] et il n’est pas toujours pris en compte dans les modèles de 
la littérature. Les types d’incertitude considérés et leur mode de gestion varient suivant les auteurs 
dans la littérature.      
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L’état des systèmes en fin de vie est une des principales sources d’incertitude. Elle se caractérise par 
différents niveaux de dégradation et la présence ou non des constituants. Dans [Krikke et al., 98], les 
auteurs intègrent dans un modèle d’optimisation de la profondeur de déconstruction (détermination des 
produits à valoriser) différents états de dégradation pour chaque produit valorisable. L’incertitude sur 
l’état de ces produits est caractérisée par des probabilités et la détermination d’une solution est réalisée 
à l’aide de la programmation dynamique stochastique. Reveliotis [Reveliotis, 07], propose une 
approche similaire en s’appuyant sur une structuration du problème à l’aide des RdP. L’approche est 
ensuite étendue à l’aide de techniques d’apprentissage permettant de l’appliquer lorsque les 
probabilités d’état ne peuvent pas être estimées. Ces deux méthodes permettent de prendre en compte 
les incertitudes en amont de la réalisation du plan (approche prédictive).  
 
D’autres auteurs proposent une gestion des incertitudes sur l’état de dégradation du système en fin de 
vie basée sur l’observation des constituants pendant la réalisation du plan. On parle alors de plan 
adaptatif ou réactif. Dans [Gungor et Gupta, 98], les auteurs proposent ainsi un algorithme de 
séquencement des opérations de désassemblage recherchant une séquence alternative lorsque qu’un 
produit dégradé est détecté. Dans [Salomonski et Zussman, 99], les auteurs caractérisent la relation 
entre des variables d’observation de l’état des produits (déformation, corrosion, …) et des variables 
d’évaluation d’un plan (valeurs des produits et coûts de désassemblage). L’utilisation de variables 
d’observation de l’état des produits est aussi présentée dans [Geiger et al., 95] afin de déterminer les 
probabilités d’échec des opérations de désassemblage. Les auteurs proposent pour cela d’utiliser une 
modélisation sous forme de réseaux bayésiens. Dans [Turowski et al., 05], les auteurs caractérisent 
l’état des produits en fin de vie à  l’aide de variables d’observation définies par des ensembles flous. 
Le process de désassemblage est ensuite représenté par des réseaux de Petri flous intégrant 
l’incertitude sur les temps de désassemblage en fonction des variables d’observation.  
 
L’échec d’une opération de désassemblage est une conséquence de l’incertitude sur l’état des produits 
(dégradation ou constitution) qui entraîne la modification du plan de désassemblage ou de 
déconstruction (adaptation du plan). Cette caractéristique des opérations de désassemblage est 
modélisée à l’aide de probabilités dans [Zussman et Zhou, 99] et [Duta, 06]. Dans [Martinez et al., 
97], les auteurs proposent de définir un plan de désassemblage contenant plusieurs séquences. Une 
approche multi-agents permet de  déterminer et de modifier les séquences lors de leur réalisation.  
 
Dans [Kang, 05], l’auteur propose une approche prédictive prenant en compte  l’incertitude sur les 
coûts de désassemblage et les revenus de valorisation. Des intervalles caractérisent les valeurs 
possibles de ces différents paramètres. Plusieurs algorithmes de résolution sont alors proposés, basés 
sur l’utilisation d’un graphe d’état d’assemblage.   
 
2.3.2. Vue planification  
 
Dans les paragraphes précédents, nous avons montré que l’objectif d’une stratégie de déconstruction 
des systèmes en fin de vie pouvait être la sélection des produits valorisables et la définition des 
solutions pour les obtenir. Les constituants du système en fin de vie ne sont cependant valorisables que 
lorsqu’ils sont l’objet d’une demande de recyclage. La gestion de ces demandes est une autre 
problématique qui doit être abordée dans la stratégie de déconstruction. Les demandes sont gérées lors 
de la planification du système de déconstruction. Il s’agit de déterminer sur un horizon de planification 
donné les quantités de produits à désassembler dans l’objectif de satisfaire la demande. L’optimisation 
de ce problème est réalisée la plupart du temps par rapport aux coûts liés à la gestion des stocks de 
produits issus de la déconstruction.  




Selon [Guide et al., 97], dans l’objectif d’une valorisation optimale, un système de déconstruction est 
constitué de trois sous-systèmes comme illustré sur la Figure II.11 (un sous-système est associé à 
chaque activité indiquée dans les rectangles). On retrouve sur ce schéma les quatre types de 
valorisation des produits issus de la déconstruction : le recyclage fonctionnel, le recyclage matière 
(valorisation matière et énergétique) et la mise en décharge (conditionnement). La problématique de 
planification des opérations est abordée dans la littérature au niveau du sous-système de 
désassemblage et du sous-système de « remanufacturing » (correspondant aux systèmes de recyclage 
fonctionnel et de réassemblage sur la Figure II.11).  
 
 
2.3.2.1. Planification du désassemblage  
L’objectif des modèles  de planification des systèmes de désassemblage est de déterminer les quantités 
de systèmes en fin de vie à désassembler afin de satisfaire les demandes pour leurs constituants sur un 
horizon temporel donné. Dans la plupart des modèles rencontrés, il n’y pas de limitation sur le nombre 
de systèmes en fin de vie qui peut être désassemblé. Toutes les demandes en constituants peuvent alors 
être satisfaites en traitant la quantité de systèmes en fin de vie nécessaire. La structure du système en 
fin de vie est représentée sous forme de nomenclature car on ne s’intéresse plus aux séquences 
d’opérations (que l’on suppose déjà optimisée). Un exemple de nomenclature pour la planification du 
désassemblage est donné sur la Figure II.12. Les demandes se situent au niveau des composants 
élémentaires (A, B, C, D et E) et les quantités qui peuvent être obtenues à partir des sous-ensembles 
sont indiquées sur les arcs. Les sous-ensembles intermédiaires (S1 et S2) caractérisent les opérations et 
font l’objet d’un stock. Des délais leur sont ainsi associés afin de déterminer les dates des opérations 
de désassemblage. Par opposition aux systèmes d’assemblage, les systèmes de désassemblage sont 
divergents c’est-à-dire que l’on peut satisfaire plusieurs types de demande à partir d’une même source. 
Sur la base de ces caractéristiques, différents modèles sont proposés dans la littérature suivant la 
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Figure II.11 – Décomposition d’un système de déconstruction [Guide et al., 97] 




A notre connaissance, le premier modèle de planification du désassemblage des systèmes en fin de vie 
a été proposé dans [Gupta et Taleb, 94]. Les auteurs proposent des approches de type MRP (Material 
Requirement Planning) inversé c’est-à-dire prenant en compte l’aspect divergent du désassemblage. 
L’horizon de planification est décomposé en périodes et les temps de désassemblage sont 
proportionnels à une période. Sur chaque période, les quantités de sous-ensembles à désassembler sont 
déterminées pour satisfaire les demandes de recyclage pour leurs constituants. En remontant de bas en 
haut la nomenclature, on détermine le nombre de systèmes en fin de vie devant être désassemblés. Cet 
algorithme ne prend donc pas en compte les coûts liés à la gestion des stocks. Il fournit cependant une 
première solution au problème de planification qui sert de point de départ à d’autres travaux.  
 
Dans [Barba-Gutierrez et al., 08], les auteurs utilisent l’algorithme de [Gupta et Taleb, 94] afin de 
générer une solution de base au problème de planification à laquelle ils proposent ensuite d’appliquer 
différents modèles de lots économiques. Cette approche permet ainsi d’optimiser les coûts de stockage 
par rapport aux coûts de réalisation des opérations de désassemblage comprenant notamment les coûts 
de « set-up » (préparation, réglage, …). Dans [Barba-Gutierrez et Adenso-Díaz, 08], l’algorithme est 
modifié afin de prendre en compte l’incertitude et l’imprécision sur les demandes. Une approche 
utilisant la logique floue permet de prendre en compte ces deux caractéristiques simultanément pour 
déterminer les besoins sur chaque période. En présence de ces incertitudes, les demandes peuvent ne 
pas être satisfaites sur une période et sont reportées sur la période suivante comme des demandes 
déterministes (sans incertitudes ni imprécisions).  
 
Une logique MRP est aussi utilisée dans [Taleb et Gupta, 97]  et [Taleb et al., 97] pour déterminer les 
quantités et les dates de produits à désassembler pour satisfaire les demandes au niveau des 
composants. Les auteurs proposent de prendre en compte les composants présents dans différents  
sous-ensembles d’un même système en fin de vie [Taleb et Gupta, 97] ou dans différents systèmes en 
fin de vie [Taleb et al., 97]. Le problème devient ainsi plus complexe et les auteurs proposent une 
heuristique pour le résoudre qui peut cependant générer des solutions infaisables.   
 
D’autres auteurs proposent de formuler le problème de planification du désassemblage sous forme de 
programme linéaire afin d’optimiser différents coûts liés à la gestion des stocks. Dans [Lee et al., 02], 
les variables du modèle correspondent, pour chaque période de l’horizon de planification, aux :  
- quantités de produits désassemblés (variables associées à chaque sous-ensemble),  
- quantités de produits stockés (variables associées à tous les produits identifiés dans la 
nomenclature),  
- quantités de systèmes en fin de vie traités.  
 
La fonction à optimiser correspond à la minimisation du coût total sur l’horizon de planification 
comprenant les composantes suivantes :  
- coûts d’acquisition des systèmes en fin de vie,  
S1 
A E S2 
B C D 
Sous-ensembles intermédiaires :  
S1 : ABCDE 
S2 : BCD 
Notations :  
DD : délai de désassemblage  
DA : délai d’approvisionnement  
DA = 2 
DD = 2 
 
DD = 1 
 
1 2 1 
1 1 1 
Figure II.12 – Nomenclature pour l’exemple « train d’atterrissage » 
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- coûts de stockage des produits,   
- coûts de désassemblage des opérations.  
 
Les contraintes du modèle correspondent aux équations de conservation des produits d’une période à 
une autre et à la satisfaction des demandes sur chaque période. Dans [Lee et al., 02], les auteurs 
introduisent une contrainte supplémentaire sur la capacité de désassemblage. Le problème est résolu à 
l’aide de logiciels d’optimisation du commerce. Dans [Lee et Xirouchakis, 04], les auteurs proposent 
une heuristique afin de résoudre les problèmes de grande taille. Ils introduisent de plus les coûts de 
« set-up » dans la fonction objectif. Une formulation similaire du problème est analysée dans 
[Kim, 05]. L’objectif de l’optimisation est de trouver un équilibre entre les coûts de désassemblage, les 
coûts de set-up et les coûts de stockage. La résolution exacte du problème est d’abord abordée pour 
une structure (du système en fin de vie) à deux niveaux en adaptant l’algorithme de Wagner et Whitin 
[Wagner et Whitin, 1958]. Une heuristique est ensuite proposée pour les cas plus généraux avec des 
structures à plusieurs niveaux, des composants communs à un ou plusieurs systèmes en fin de vie 
[Kim et al., 06] et la prise en compte des contraintes de capacité.  
 
Dans [Langella, 07], l’auteur propose dans un premier temps une formulation sous forme de 
programme linéaire (en nombre entier) du problème de planification. Il met ainsi en avant les limites 
de ce type de modélisation pour des problèmes de grande taille. Une heuristique, adaptée de 
[Gupta et Taleb, 94], est alors proposée afin de prendre en compte les coûts de stockage, les coûts de 
mise à disposition des systèmes en fin de vie, les coûts de mise en décharge et les coûts de 
désassemblage. Dans [Inderfurth et Langella, 06], les auteurs proposent une approche de résolution 
prenant en compte les incertitudes liées au système en fin de vie relativement aux quantités de 
composants qui peuvent être obtenus à partir de chaque sous-ensemble (valeurs affectées aux arcs sur 
la Figure II.12). 
 
Une approche mono-période est proposée dans [Veerakamolmal et Gupta, 98a] 
[Veerakamolmal et Gupta, 98b]et [Lambert et Gupta, 02]. L’objectif est de déterminer quels systèmes 
en fin de vie parmi différents types doivent être désassemblés pour satisfaire les demandes pour leurs 
composants élémentaires (sachant que des composants sont inclus dans plusieurs types de systèmes). 
La fonction à optimiser considère les revenus générés par la satisfaction des demandes, les coûts de 
désassemblage, les coûts d’acquisition des différents systèmes en fin de vie et les coûts de mise en 
décharge des produits en surplus (liés au caractère divergent du désassemblage). Cette vue du 
problème de planification du désassemblage est développé dans [Kongar et Gupta, 02a] et 
[Kongar et Gupta, 02b] au travers d’approches multicritères. Les variables du problème sont :  
- les quantités de systèmes en fin de vie approvisionnés, 
- les quantités de composants réutilisés,  
- les quantités de composants recyclés, 
- les quantités de composants stockés,  
- les quantités de composants mis en décharge. 
 
Afin de déterminer ces variables, les auteurs proposent différents critères relatifs aux revenus générés 
par la réutilisation et le recyclage, aux coûts de désassemblage mais aussi aux différents coûts liés aux 
activités du processus de déconstruction (stockage, transport, …). Les méthodes de résolution 
proposées sont des méthodes multicritères : la programmation par buts et la programmation linéaire 
physique (« linear physical programming »). Le modèle est étendu dans [Kongar et Gupta, 06] afin de 
prendre en compte les incertitudes à l’aide d’une approche utilisant la logique floue et la 
programmation par buts.   
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Les modèles de planification du désassemblage présentés précédemment considèrent les quantités de 
systèmes en fin de vie illimitées. Les demandes se situent au niveau des composants élémentaires (plus 
bas niveau de la nomenclature) et peuvent toutes être satisfaites. Les critères économiques notamment 
liés à la gestion des stocks permettent de déterminer les dates et les quantités de produits à 
désassembler. Une autre situation qui n’est, à notre connaissance, pas prise en compte dans les 
modèles de la littérature correspond à la prise en compte d’une contrainte de limitation sur les 
quantités de systèmes en fin de vie et la prise en compte des demandes pour les sous-ensembles 
intermédiaires. Le décideur doit alors déterminer quelles demandes il est préférable de satisfaire 
suivant différents critères. La prise en compte des incertitudes dans la planification du désassemblage 
n’est pas souvent abordée alors que c’est une caractéristique inhérente au domaine de la gestion des 
systèmes en fin de vie. La réutilisation ou recyclage fonctionnel est souvent l’option de valorisation la 
plus avantageuse que ce soit d’un point de vue économique (revenus importants) et environnemental 
(faibles rejets). Elle nécessite un certain nombre d’activités qui se situent en aval du système de 
désassemblage et que l’on regroupe généralement sous le terme de « remanufacturing ».  
 
2.3.2.2. Système de remanufacturing et modèles stochastiques  
Un système de remanufacturing permet la réalisation des activités liées au recyclage fonctionnel des 
produits issus du désassemblage. Le lien entre le système de désassemblage et de remanufacturing est 
mis en évidence sur la Figure II.11. Ces deux systèmes sont connectés au travers des flux physiques de 
produits réutilisables : le flux de sortie du système de désassemblage correspond au flux d’entrée du 
système de remanufacturing. La planification des deux systèmes est donc liée ce qui n’est pas toujours 
mis en évidence dans les modèles de la littérature notamment dans la prise en compte des incertitudes 
associées à la gestion des systèmes en fin de vie.   
 
Le problème de remanufacturing est illustré sur la Figure II.13. Il consiste à déterminer les quantités 
de produits issus de systèmes en fin de vie devant être réutilisés. Deux types de stocks sont 
généralement considérés : les stocks de produits réutilisables (devant subir un certain nombre 
d’opérations de remise en état) et les stocks de produits recyclés fonctionnellement (pouvant satisfaire 
une demande). L’option de mise au rebut est utilisée lorsque la réutilisation n’est pas profitable. Selon 
les auteurs, les modèles de planification proposés varient en fonction de :  
- l’incertitude sur les retours, les demandes et les temps opératoires, 
- le nombre d’options de remanufacturing considérées (une ou plusieurs),  
- le découpage de l’horizon de planification (discret ou continu), 
- l’intégration de l’approvisionnement en produit « neufs » en complément des produits 
réutilisables.  
  




Dans [Clegg et al., 95], les auteurs proposent un modèle déterministe sous forme de programme 
linéaire avec un horizon décomposé en périodes discrètes. Le système modélisé prend en compte le 
désassemblage partiel et total des systèmes en fin de vie pour récupérer les produits réutilisables. 
L’approvisionnement de composants neufs est aussi considéré en aval. La fonction objectif vise à 
optimiser la différence entre les revenus générés par la satisfaction des demandes et les différents coûts 
(gestion des stocks, désassemblage, assemblage, …). Dans un contexte déterministe, Kleber 
[Kleber et al., 02] propose un modèle à temps continu pour déterminer la politique de gestion des 
stocks dans un système similaire à celui de la Figure II.13 considérant en plus l’approvisionnement en 
composants neufs. 
 
Dans le cadre de la gestion des systèmes en fin de vie, il existe de nombreuses incertitudes relatives 
aux retours, aux demandes ou encore à l’état (dégradation, constitution, …) des systèmes et de leurs 
composants. Leur intégration aux modèles de planification pour obtenir des solutions robustes est 
nécessaire. La gestion de ces incertitudes pour la planification des systèmes se fait souvent à l’aide 
d’approches stochastiques dans l’objectif de déterminer des politiques de gestion des stocks.   
 
Dans [Inderfurth, 97], l’auteur propose un modèle à temps discret avec une seule option (par rapport à 
la Figure II.13) en intégrant l’approvisionnement en composants neufs. L’objectif est de déterminer les 
paramètres d’une politique indiquant les quantités de produits à réutiliser, à mettre au rebut et à 
approvisionner en fonction du niveau des stocks (seuils de contrôle). L’existence de politiques 
optimales est ainsi démontrée. L’auteur propose dans [Inderfuth et al., 01] une extension du modèle 
pour prendre en compte différentes options de remanufacturing. La politique optimale devenant trop 
complexe pour être appliquée, l’auteur propose une politique approchée. L’avantage d’une approche à 
temps discret (périodes) est de pouvoir mettre en évidence les paramètres optimaux de la politique à 
l’aide des techniques de programmation dynamique. Dans [Mahadevan et al., 03), les auteurs 
proposent une heuristique pour déterminer une politique à flux poussé de produits refabriqués.  
 
Dans le cadre d’approches à temps continu, Fleischmann [Fleischmann et al., 02] propose une analyse 
markovienne de l’évolution d’un stock de produit dont l’approvisionnement se fait par retours de 
produits issus de systèmes hors d’usage et par commande de nouveaux produits. Les demandes et les 
arrivées suivant des processus de Poisson, l’auteur détermine les paramètres de la politique (seuils 
d’approvisionnement). Une analyse markovienne est aussi utilisée dans [Inderfurth et al., 01] pour 
déterminer une politique optimale de contrôle d’un système de remanufacturing avec deux stocks et 
Option 1 
Option n 










Demande option 1 
Demande option n 
Figure II.13 – Une représentation du problème de remanufacturing [Inderfurth et al., 01] 
Etat de l’art 
70 
 
avec commande de nouveaux composants. Les auteurs mettent alors en évidence une politique 
optimale à quatre paramètres (seuils et quantités pour chaque stock).  Une approche markovienne est 
aussi proposée dans [Takahashi et al., 08] dans le but d’évaluer des politiques de contrôle. Le système 
analysé est constitué de trois types de stocks : composants (commandés ou issus des retours), produits 
semi-finis et produits finis. Les retours, les demandes et les temps opératoires suivent des processus de 
Poisson. Les équations d’états en régime stationnaire permettent d’évaluer le fonctionnement du 
système suivant différents critères de performances.  
 
Les modèles de planification du remanufacturing s’intéressent donc plus particulièrement à la 
réintroduction des produits issus du désassemblage dans la production de nouveaux systèmes. Ils 
permettent ainsi de déterminer les quantités de constituants des systèmes en fin de vie qui pourront 
être affectées à ce mode de valorisation et peuvent être à ce titre intégrées dans une stratégie de 
déconstruction en prenant en compte les  paramètres liés à la gestion des stocks et aux incertitudes sur 
les demandes et les retours.   
 
3. Synthèse et conclusion  
 
Dans ce chapitre, nous avons proposé une instrumentation d’une démarche de définition de plan de 
déconstruction ou de désassemblage à partir de modèles rencontrés dans la littérature. Sur la base de ce 
travail, nous mettons en évidence les points qui suivent.  
 
 Trois types de décision dans la détermination d’un plan de déconstruction  
 
Nous avons vu qu’un plan de déconstruction permettait de fixer trois types de décisions relatives à la 
gestion d’un système en fin de vie :  
- la profondeur de désassemblage,  
- le séquencement des opérations, 
- la planification de l’obtention de produits valorisables.  
 
 Profondeur de désassemblage  
Nous avons montré que la détermination de la profondeur de désassemblage consistait à sélectionner 
pour chaque élément du système en fin de vie la meilleure option de valorisation sachant que, pour les 
sous-ensembles, il fallait choisir entre la valorisation par recyclage et la valorisation par 
désassemblage (recyclage ou désassemblage des composants). Les différents travaux sur ce problème 
mettent en évidence que le désassemblage total des systèmes en fin de vie n’est généralement pas 
profitable d’un point de vue économique. On démontre en effet que, si les coûts de traitement 
augmentent en même temps que la profondeur de désassemblage, ce n’est pas le cas des revenus 
générés par les produits obtenus.  
 
 Séquencement des opérations  
L’objectif du séquencement des opérations est de déterminer comment obtenir les produits 
valorisables sélectionnés et, principalement, l’enchaînement logique des opérations permettant de les 
obtenir. L’objectif est de minimiser le coût total d’obtention des produits en respectant des contraintes 
de précédence. La complexité du problème varie selon que l’on prenne en compte ou non les coûts 
dépendant de la séquence. De nombreux auteurs montrent en effet que les coûts d’une opération de 
déconstruction dépendent de l’opération réalisée précédemment en raison des temps dits de set-up 
(préparation, changement d’outils, …) et de l’accessibilité des constituants. Les temps de set-up sont 
un paramètre d’optimisation pour les lignes de désassemblage aux cadences importantes et pour 
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lesquelles les incertitudes sont faibles. Ceci est particulièrement le cas pour les opérations de 
désassemblage non destructives et moins pour les opérations destructives. Un plan de déconstruction 
d’un système en fin de vie nécessite la considération des deux types d’opérations et la prise en compte 
d’autres problématiques (notamment les incertitudes). Il n’est alors pas toujours intéressant de prendre 
en compte l’ensemble des coûts dépendants pour des raisons d’applicabilité de la méthode de 
modélisation et de résolution.             
 
 Planification de l’obtention des produits  
Le planning d’obtention des produits valorisables consiste à déterminer, sur un horizon de 
planification, les quantités de produits à valoriser et les dates d’obtention afin de satisfaire les 
demandes au niveau des composants en minimisant les coûts de réalisation et de gestion des stocks. 
Les travaux rencontrés considèrent que la quantité de systèmes en fin de vie est illimitée sur l’horizon 
de planification et toutes les demandes peuvent ainsi être satisfaites. Ces dernières se situent de plus au 
niveau des composants élémentaires seulement. La situation où l’on a une quantité de systèmes en fin 
de vie limitée et des demandes pour les sous-ensembles comme pour les composants élémentaires 
n’est à notre connaissance pas abordée dans la littérature. Nous verrons par la suite qu’il s’agit d’une 
variante du problème de détermination de la profondeur de déconstruction.  
 
 Couplage entre les décisions  
Le couplage entre ces trois types de décision n’est pas toujours traité par la communauté scientifique. 
L’enchaînement des décisions sur la profondeur de déconstruction puis sur le séquencement des 
opérations et enfin sur le planning est le plus souvent rencontré. Dans ce cadre, certains travaux 
proposent l’intégration des décisions relatives à la profondeur de déconstruction et au séquencement 
des opérations. Le séquencement des opérations peut aussi être envisagé après le planning. Le 
séquencement se ramène alors à un problème d’ordonnancement de production. L’intégration des 
décisions relatives à la profondeur de déconstruction et au planning de réalisation n’a pas été traitée.   
 
 Trois phases de modélisation  
 
Nous avons montré dans ce chapitre que la définition et l’optimisation d’un plan de déconstruction se 
décompose en trois phases principales de modélisation permettant de fixer un ou plusieurs des 
précédents types de décisions. On trouve dans la littérature différents modèles pour chacune de ces 
phases.  
 
Il existe différents modèles de structuration de données permettant d’aider à l’analyse du système en 
fin de vie. Il est difficile de comparer ces différents modèles car ils dépendent du contexte et des 
objectifs du décideur. Ils peuvent ainsi être plus ou moins détaillés, plus ou moins facile à concevoir, à 
mettre à jour ou à exploiter dans le cadre de l’optimisation. L’objectif est de fournir les données 
nécessaires à l’évaluation des plans. Nous avons ainsi présenté quelques exemples de structuration des 
données d’analyse du système en fin de vie à partir desquels le décideur pourra élaborer son propre 
modèle suivant le contexte d’application.  
 
Nous avons vu que l’on pouvait distinguer deux catégories de modèles pour la spécification du process 
de déconstruction. Les modèles de gammes qui représentent un ensemble de séquences admissibles de 
désassemblage. Ils sont principalement destinés à l’analyse des temps de déconstruction. Les modèles 
proposés dans la littérature sont pour la plupart  issus du domaine de l’assemblage et se limitent ainsi à 
une vue de la déconstruction comme un assemblage inversé. Les critères de sélection d’un modèle 
parmi ceux-ci sont relatifs à la lisibilité, leur complétude par rapport aux différentes caractéristiques de 
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l’activité de déconstruction, la facilité d’élaboration, la facilité d’implémentation ou encore les 
couplages possibles avec des méthodes d’optimisation. Dans ces conditions, les réseaux de Petri 
semblent être un outil intéressant pour la représentation des gammes de désassemblage en raison 
principalement de leur flexibilité qui permet de prendre en compte différents types d’opérations liées à 
la déconstruction (opération destructives, …). Leur lisibilité pour des systèmes de grande taille et la 
non représentation de la totalité des coûts dépendant des séquences sont les principaux inconvénients 
de ces modèles. Ils permettent de plus de faire facilement le lien avec la deuxième catégorie de 
modèles permettant la spécification du process de déconstruction. Il s’agit principalement de modèles 
descriptifs des ressources permettant la réalisation des opérations. Nous avons mis en évidence ceux 
qui donnent un aperçu des éléments qui peuvent être pris en compte dans un plan de déconstruction.  
 
Les modèles d’optimisation dépendent du type de décision considéré. Pour les modèles traitant de la 
profondeur de déconstruction et/ou du séquencement des opérations, on trouve des méthodes exactes 
et approchées. La sélection d’une méthode dépend de la taille du problème et du temps alloué à la 
prise de décision. La gestion des incertitudes est un élément important dans la définition d’un plan. Il 
existe en déconstruction différents types d’incertitudes et les modèles rencontrés ne traitent 
généralement que d’un seul type à la fois. Il n’y a pas à notre connaissance de modèles qui prennent en 
compte la diversité des incertitudes en déconstruction et qui permettent de les gérer de manière 
prédictive (avant la réalisation du plan) et adaptative (pendant la réalisation du plan). Les modèles 
d’optimisation du planning des opérations permettent d’une part de déterminer les besoins en système 
en fin de vie pour satisfaire les demandes et, d’autre part, de déterminer les lots de désassemblage. Ces 
modèles, issus de la gestion des systèmes d’assemblage, ne prennent pas en compte la notion de 
profondeur de déconstruction. Etant donnée la diversité des demandes possibles pour des produits 
issus de la déconstruction, il peut en effet être plus intéressant de déterminer comment répartir au 
mieux les arrivées limitées de systèmes en fin de vie sur les différentes demandes.  
 
 Les trajectoires de déconstruction : une problématique non entièrement abordée  
 
Dans le cadre de la gestion des systèmes en fin de vie, nous pensons que la problématique de 
détermination de trajectoire de déconstruction n’a pas été totalement abordée.  
 
Nous appelons « trajectoire de déconstruction » le couplage des problématiques de détermination de 
la profondeur de désassemblage et de sélection des options de valorisation.  
 
Les points qui ne nous semblent pas pris en compte dans la littérature sur cette problématique sont 
relatifs à :  
- la gestion des incertitudes inhérentes à la gestion des systèmes en fin de vie,  
- la planification prenant en compte les contraintes relatives aux arrivées des systèmes en fin de 
vie. 
 
 Gestion des incertitudes  
Nous n’avons trouvé que peu de travaux traitant des incertitudes relatives aux trajectoires de 
déconstruction des systèmes en fin de vie. Les problématiques traitées concernent le plus souvent :  
- le séquencement des opérations sans prise en comptes des différentes options de valorisation 
possibles pour chaque constituant du système en fin de vie,   
- la planification (et encore sur ce plan les travaux  d’investigation demeurent en nombre 
limité).  
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Les différents modèles présentés dans ce chapitre ne s’intéressent qu’à un seul type d’incertitude à la 
fois. Dans ce contexte, il semblait intéressant de développer un outil de gestion des incertitudes pour la 
détermination de trajectoires de déconstruction prenant en compte toute la diversité des incertitudes 
inhérentes à cette problématique. L’ensemble des incertitudes que peut rencontrer le décideur en 
déconstruction n’a pas, à notre avis, été abordé dans la littérature et un panorama de celui-ci est 
nécessaire. Un outil d’aide à la décision doit alors être adaptable aux différentes incertitudes que le 
décideur souhaite prendre en compte.  
 
 Planification des trajectoires de déconstruction et contrainte sur les arrivées 
Parmi les modèles de planification en désassemblage que nous avons rencontrés, aucun ne traite de la 
problématique de sélection des trajectoires de déconstruction. En effet, dans ces modèles, les produits 
à valoriser et leurs options de fin de vie sont fixés avant la planification c’est-à-dire que la profondeur 
de désassemblage est fixe. Il semble toutefois intéressant d’envisager différentes trajectoires dans la 
planification de la déconstruction de systèmes en fin de vie dans l’objectif d’adapter les décisions aux 
différentes prévisions des demandes de recyclage de produit et des arrivées de systèmes d’un horizon 
de planification à un autre.  
 
Un autre aspect qui n’est pas considéré dans les modèles de planification proposés dans la littérature 
correspond à la limitation des systèmes en fin de vie qui peuvent être déconstruits sur un horizon de 
planification. Dans ces modèles, toutes les demandes peuvent ainsi être satisfaites à partir de systèmes 
en fin de vie disponibles. Lorsque les arrivées de système sont limitées sur l’horizon de planification 
comme c’est le cas dans certaines applications (dans l’aéronautique par exemple), le décideur doit 
sélectionner les demandes qui devront être satisfaites à partir de ces arrivées. On se ramène alors à la 




Notre objectif dans les chapitres suivants est de développer un outil d’aide à la détermination de 
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III – Identification et structuration d’une démarche 





Dans le chapitre précédent, nous avons mis en évidence les limites des modèles d’aide à la décision en 
déconstruction rencontrés dans la littérature pour la prise en compte des incertitudes inhérentes au 
domaine de la déconstruction. Nous avons en effet vu qu’elles n’étaient soit pas prises en compte, soit 
prises en compte de manière partielle.   
 
Sur la base de ce constat, la problématique abordée dans ce chapitre concerne l’identification de 
l’ensemble des incertitudes pouvant être rencontré dans la détermination de trajectoires de 
déconstruction et leur intégration aux modèles d’aide à la décision. Nous proposons pour cela une 
démarche d’analyse des incertitudes en trois phases.  
 
Dans une première partie, après avoir rappelé la description du problème que nous traitons, nous 
présentons la première phase de la démarche qui consiste à identifier les variables du problème et à les 
structurer en fonction d’une représentation générique que nous décrivons. Les incertitudes pour 
chacune de ces variables doivent ensuite être caractérisées. Nous présentons dans une deuxième partie 
un schéma d’analyse dans ce but.  
 
Les deuxième et troisième phases de la démarche sont présentées dans une troisième partie. Elles 
concernent la quantification des incertitudes (deuxième phase) puis la structuration du modèle 
représentant les trajectoires de déconstruction en présence d’incertitudes (troisième phase). Nous 
présentons dans ce cadre les concepts associés à l’approche probabiliste pour la quantification des 
incertitudes et la représentation de domaine de connaissance à l’aide des réseaux bayésiens.  
 
1. Structuration du problème de détermination d’une trajectoire de déconstruction 
1.1. Description du problème  
 
Une trajectoire de déconstruction permet d’identifier les produits à valoriser, leur mode de 
valorisation et les opérations permettant de les obtenir [Godichaud et Pérès, 07].  
 
Chaque élément identifié du système en fin de vie peut faire l’objet d’une ou plusieurs options de 
valorisation.  
 
De manière générale, on distingue deux principaux types d’options dans la définition d’une stratégie 
de déconstruction :  
 
 les opérations de déconstruction : génération de plusieurs produits à partir d’un seul, 
 
 les actions de valorisation : prise en charge par une filière de valorisation d’un produit de la 
déconstruction. 
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Un élément du système en fin de vie possédant des options appartenant aux deux types d’option est 
qualifié de sous-ensemble. Les opérations de déconstruction sur les sous-ensembles ne sont 
envisagées que pour récupérer les constituants c’est-à-dire que lorsqu’on déconstruit un sous-
ensemble, il faut valoriser ses constituants. Les éléments ne possédant pas d’option de type 
« opérations de déconstruction » sont qualifiés de composants élémentaires. Ils peuvent cependant 
disposer d’un ensemble d’option de type « actions de valorisation ».  
 
La problématique de décision associée à la détermination d’une déconstruction consiste à sélectionner 
un ensemble d’options admissibles en fonction de la structure du système en fin de vie. La situation de 
base de détermination d’une trajectoire de déconstruction est décrite par les caractéristiques suivantes :  
- type de décision : sélection des opérations de déconstruction et des options de valorisation 
pour valoriser les constituants d’un système en fin de vie ;  
- approche mono-critère : le critère le plus souvent considéré pour la comparaison des 
trajectoires est le profit économique généré par leur réalisation. Il est déterminé par la 
différence entre les revenus issus des produits valorisés et les coûts liés à leur obtention,  
- contexte déterministe : les paramètres du problème sont connus et fixés.  
 
Le problème de décision correspondant à cette situation est alors spécifié en fonction des éléments 
suivants :  
 
- les variables de décision : elles sont associées à chaque option de fin de vie (action de 
valorisation et opération de déconstruction) et leur instanciation caractérise la sélection ou non 
de l’option,  
 
- les contraintes : elles limitent le nombre de décisions possibles et correspondent 
principalement aux :  
 
o contraintes de précédence : pour être sélectionnées, certaines options nécessitent la 
réalisation d’autres options en amont dans la trajectoire (c’est par exemple le cas pour 
l’option recyclage d’un composant qui ne peut être réalisée qu’après le désassemblage 
du sous-ensemble composé), 
o contraintes d’exclusion : elles s’appliquent entre les variables correspondant aux 
options de fin de vie possibles pour un même constituant du système en fin de vie (i.e. 
on ne peut sélectionner qu’une seule option pour un constituant donné d’un système),  
 
- le critère : dans la situation de base, un seul critère est utilisé pour déterminer la solution 
optimale. Différents critères peuvent être utilisés :  
 
o profit économique : c’est le critère le plus couramment utilisé dans le but de trouver 
un équilibre entre les revenus générés par les produits valorisables et les coûts 
nécessaires pour les obtenir. D’autres types de coûts peuvent aussi être intégrés dans 
ce critère tels que les coûts des options de valorisation (reconditionnement, 
réassemblage, …) ou les coûts logistiques (stockage, transport, …) ;  
o taux de valorisation : ce critère traduit un pourcentage de matière recyclée lors de la 
réalisation d’une action de valorisation sur un constituant du système en fin de vie. Il 
dépend de l’homogénéité des matières contenues dans le constituant ou encore du 
degré d’impureté (on associe généralement un taux de 100% pour les options de 
recyclage fonctionnel des constituants) ; 
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o bilan écologique : chaque option de fin de vie peut aussi faire l’objet d’une évaluation 
écologique selon les principes de l’analyse du cycle de vie qui, en faisant l’inventaire 
et l’évaluation des émissions sur l’environnement, permet d’associer un score 
écologique à chacune des options. 
 
La modélisation du problème de détermination d’une trajectoire de déconstruction doit intégrer 
l’ensemble des éléments précédents et servir de support pour la mise en œuvre d’une méthode 
d’optimisation. En effet, pour des systèmes de taille importante ayant de nombreuses trajectoires de 
valorisation, l’ensemble des solutions possibles peut être très grand et la recherche automatisée d’une 
solution optimale dans cet ensemble s’avère nécessaire 
 
Les méthodes d’optimisation couramment rencontrées en désassemblage ne sont applicables que dans 
un contexte déterministe. Etant données les incertitudes inhérentes au domaine de la déconstruction, 
elles ne sont pas toujours utilisables car les paramètres économiques du modèle ne peuvent pas 
souvent être déterminés de manière exacte.  
 
Notre objectif dans ce paragraphe est de proposer un cadre d’analyse pour prendre en compte les 
incertitudes dans l’évaluation des trajectoires de déconstruction. Nous nous intéressons pour cela à la 
détermination des paramètres économiques d’évaluation :  
- coûts de déconstruction associés à chaque opération de déconstruction,   
- coûts de valorisation associés à chaque action nécessaire pour valider les options de 
valorisation,  
- revenus de valorisation associés à chaque option de valorisation  
 
 Ces différents paramètres sont notamment fonction des éléments suivants :  
- les activités du processus de valorisation c’est-à-dire principalement les opérations de 
déconstruction et les actions qu’elles induisent,  
- l’état du système et de ses constituants,  
- le contexte au moment de la déconstruction.  
 
Chacun de ces éléments est soumis à différentes incertitudes. Pour caractériser celles-ci, nous 
proposons de représenter ces éléments par des variables modélisant le problème. Ces variables 
permettent ainsi de représenter les connaissances nécessaires ou utiles dans l’optimisation des 
trajectoires de déconstruction ; les incertitudes correspondent alors à l’imperfection de ces 
connaissances.  
 
1.2. Analyse des éléments d’une trajectoire  
 
Nous utilisons un référentiel de variables pour représenter l’ensemble des connaissances nécessaires à 
la résolution du problème posé. L’analyse doit en effet conduire à l’instanciation de ces variables et à 
la détermination des paramètres économiques des trajectoires. Ces variables sont classées selon 
différentes catégories en fonction des éléments des trajectoires qui sont à analyser. Nous présentons 
ces différentes variables en justifiant leur intérêt dans le cadre de la détermination des paramètres 
économiques des trajectoires de déconstruction. De manière générale, nous nous intéressons aux 
variables suivantes :  
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 Variables « produit » : elles caractérisent les états possibles des produits. Si l’état d’un produit 
peut être caractérisé selon différents points de vue, il est nécessaire d’utiliser plusieurs variables de 
ce type relativement à ce produit.  
 
 Variables «  activité » : elles sont associées aux activités d’une trajectoire de déconstruction c’est-
à-dire les opérations de déconstruction et les actions de valorisation. Ces variables permettent de 
modéliser les différents modes de réalisation des activités qui faisant varier les performances d’une 
trajectoire.  
 
 Variables « contexte » : elles permettent de modéliser les incertitudes des éléments liés au 
contexte de la déconstruction d’un système. Nous considérons plus particulièrement les incertitudes 
relatives aux demandes et aux arrivées qui ont des conséquences sur les éléments d’une trajectoire 
(variables « activité ») et sur les paramètres économiques (variables « performances »).  
 
 Variables « performances » : elles permettent d’évaluer les différents éléments des trajectoires.  
 
Nous développons à la suite chacune de ces variables en identifiant l’origine des incertitudes 
auxquelles elles sont soumises. L’objectif est, ensuite, de modéliser ces incertitudes et de les intégrer 
dans la modélisation du problème.  
 
1.3. Représentation générique d’une trajectoire  
 
Nous avons identifié dans les paragraphes précédents les variables représentant la connaissance 
nécessaire ou utile à la résolution du problème d’optimisation d’une trajectoire de déconstruction. Ces 
variables permettent de caractériser les trajectoires (options possibles sur chaque constituant) et de les 
évaluer. Dans cet objectif, nous nous intéressons maintenant aux relations entre ces variables et à leur 
structuration pour approfondir la représentation de la connaissance incertaine du problème et montrer 
leur influence sur les performances économiques des trajectoires.    
 
Ces relations sont présentées sur la Figure III.1. Ce schéma s’applique à chaque constituant du 
système permettant de définir des composantes d’une représentation globale. Ces composantes sont 
ensuite reliées suivant la structure du système en fin de vie et, éventuellement, d’autres relations 
spécifiques (par exemple, l’état d’un constituant influençant l’état d’un autre constituant). L’objectif 
est de caractériser les variables performances car elles permettent d’évaluer les différentes trajectoires 
et de sélectionner ainsi la trajectoire optimale. Les autres variables permettent, au travers des 







Figure III.1 – Relations entre les variables du problème 









Les relations que nous avons identifiées sont les suivantes [Godichaud et al., 09b]:  
 
 Activité – Performance : ces relations permettent d’évaluer chaque activité du processus 
(opérations de déconstruction et actions de valorisation). Les variables « performance » sont 
fonction des modes de réalisation des activités. Il peut  s’agir d’une évaluation économique 
mais d’autres types d’évaluation peuvent être utilisés (échelle de risque, impact 
environnemental, …).     
 
 Produit – Activité : l’objectif de la caractérisation de cette relation est d’évaluer l’influence de 
l’état des constituants sur les activités d’une trajectoire. Différents impacts peuvent être 
envisagés tels que la faisabilité de certaines activités du processus de valorisation, l’échec 
d’une opération ou encore des variations des modes de réalisation (temps, ressources, …).  
 
 Activité – Produit : cette relation caractérise la modification de l’état des produits par la 
réalisation des activités. Les activités de type « opération de déconstruction » génèrent des 
produits selon la structure du système en fin de vie.  
 
 Produit – Performance : l’état d’un produit a une influence directe sur les revenus de 
valorisation (en fonction de son état notamment). En principe, plus l’état du produit est bon 
plus le profit que l’on pourra en tirer sera grand. 
 
 Contexte – Activité : ces relations mettent en évidence l’effet du contexte de la déconstruction 
(demandes, disponibilité des ressources, …) sur la réalisation des trajectoires. Il est 
notamment intéressant de mettre en évidence les variations des modes de réalisation du 
process suivant le contexte.   
 
 Contexte – Performance : il s’agit principalement d’évaluer l’effet de la demande sur les 
revenus générés par les produits de la déconstruction. La loi de l’offre et de la demande a, en 
effet, un impact fort sur le pris des produits concernés par le recyclage fonctionnel. 
 
 Cycle de vie – Produit : l’estimation de l’état d’un système en fin de vie peut être facilitée par 
la description de son cycle de vie. La difficulté est alors de caractériser les interactions entre 
ces deux variables.  
 
Ces relations jouent un rôle important car elles permettent, à partir de variables d’analyse, de déduire 
les incertitudes sur les paramètres des trajectoires de déconstruction. Elles sont, à ce titre, à prendre en 
compte dans la modélisation du problème.  
 
2. Identification des incertitudes en déconstruction  
 
Nous reprenons dans cette partie les différentes variables que nous avons présentées précédemment 
afin de caractériser l’origine des incertitudes qui leur sont associées. Un autre objectif est de mettre en 
évidence le rôle de ces variables dans la modélisation du problème. Pour chaque type de variables que 
nous identifions, nous mettons en évidence les caractéristiques relatives à 
1
:  
- la nature de la variable ( Nature),   
                                                     
1
 Ces caractéristiques seront rappelées pour chaque variable sous la forme indiquée entre parenthèses 
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- le type de constituant auquel elle est rattachée ( Type constituant),   
- l’information relative à l’instanciation de cette variable ( Information),  
- l’impact de la variable sur la trajectoire qui permet de justifier son rôle dans l’optimisation 
( Impact trajectoire),   
- l’origine des incertitudes ( Origine incertitude).  
 
2.1. Variables « produit » 
 
a) Caractérisation de l’état d’un système  
 
Les variables « produit » doivent permettre de caractériser l’incertitude sur l’état du système et de ses 
constituants, principale source d’incertitude, en déconstruction. L’état de chaque constituant du 
système en fin de vie est représenté par une ou plusieurs variables « produits ». Elles doivent 
permettre de caractériser son niveau de dégradation au moment de la déconstruction dans le but d’en 
évaluer l’impact sur les trajectoires de déconstruction.   
 
Dans le cas où une seule variable est utilisée, elle caractérise différents niveaux de dégradation d’un 
constituant. Les modalités de la variable vont ainsi correspondre à une échelle de valeur allant de l’état 
non dégradé, dont les caractéristiques correspondent à celle du composant neuf, à l’état le plus dégradé 
(pouvant entraîner l’abandon d’une opération, empêcher une valorisation, …). Cette variable peut être 
évaluée directement ou à l’aide d’un ensemble de variables décrivant le produit.  
 
Le nombre de variables pouvant être utilisé pour caractériser l’état d’un constituant va dépendre de 
différents facteurs tels que la complexité du constituant analysé, l’information disponible pour 
analyser celui-ci ou encore l’impact de l’état du constituant sur la réalisation des trajectoires.  
 
La notion d’état d’un système peut être considérée selon différents points de vue en fonction des 
facteurs que l’on considère. De manière générale, nous déclinons la notion d’état en trois catégories de 
variables. Pour chacune d’entre elles, nous indiquons la nature de la variable et précisons les facteurs 
qui conduisent à son utilisation. 
 
 Etat fonctionnel  
Ce type de variable s’applique principalement aux sous-ensembles relativement complexes réalisant 
une fonction spécifiée par un utilisateur. L’état fonctionnel pour un constituant est caractérisé dans le 
cadre de l’évaluation des options de type recyclage fonctionnel c’est-à-dire pour un constituant pour 
lequel il existe une demande de réutilisation dans le cadre de la production ou de l’exploitation 
d’autres systèmes. Cette demande correspond alors à un besoin d’un utilisateur qui doit être en 
adéquation avec la fonction remplie par le constituant.  
 
L’objectif est d’évaluer les performances du constituant par rapport à la fonction recyclée et au besoin 
de l’utilisateur. En effet, les performances (en exploitation) d’un constituant vont conditionner les 
revenus pour celui-ci : on peut logiquement considérer que plus les performances du constituant seront 
élevées, plus les revenus seront importants et les coûts de l’action de valorisation faibles. Ces 
performances sont celles couramment évaluées au moment de la conception des systèmes mais, dans le 
cadre de la déconstruction, il s’agit notamment de mettre en évidence l’écart entre les performances 
d’origine (au moment de la conception) et les performances actuelles (au moment de la 
déconstruction). La disponibilité opérationnelle, la fiabilité ou les coûts de maintien en conditions 
opérationnelles sont des exemples de performances d’un constituant qui peuvent être réévaluées au 
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moment de la déconstruction en vue d’une réutilisation c’est-à-dire en prenant en compte l’impact du 
cycle de vie du système sur ces performances. La quantité d’information nécessaire pour évaluer ces 
différents indicateurs peut être relativement importante.  
 
Sur la Figure III.2, nous illustrons l’évolution de la performance d’un système au cours de son 
exploitation. Les courbes (a), (b), (c) et (d) caractérisent différentes évolutions : la courbe (a) 
représente un système dont les performances ne diminuent pas alors que sur la courbe (d) le système 
ne remplit plus la fonction considérée. La connaissance de la forme de ces courbes est liée à celle des 
mécanismes de vieillissement, de dégradation ou encore d’évolution de la structure qui sont, par 
nature, des phénomènes aléatoires. Le niveau de performance du système au moment de sa 
déconstruction ne peut alors pas toujours être déterminé de manière certaine.  
 




 Etat matière ou physico-chimique  
Les variables « état matière » sont principalement associées à des composants élémentaires dans le but 
d’évaluer leur aptitude au recyclage matière, leur impact sur les opérations de déconstruction et leur 
Vef : Variables « état fonctionnel » 
 
 Nature  
          Indicateurs de performances fonctionnelles (dysfonctionnelles) 
 Type constituants  
          Complexité élevée (sous-ensembles) 
 Information  
          Données conception  
          Retour d’expérience (Cycle de vie et autres constituants de même type) 
          Expertise 
 Impact trajectoire  
          Performances économiques du recyclage fonctionnel 
 Origine incertitude  
           Phénomènes aléatoires (défaillance, …) 
          Processus de déconstruction 
          Environnement 


















Figure III.2 – Evolution de l’état fonctionnel d’un système 
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aptitude à la réutilisation. Elles peuvent aussi s’appliquer à des sous-ensembles constitués de 
composants ayant des matières homogènes.  
 
En ce qui concerne l’aptitude au recyclage matière, elle peut être évaluée à partir de caractéristiques 
telles que le poids du constituant, le type de matière ou encore les impuretés. Elles sont établies à 
l’aide des données de conception mais doivent aussi être réévaluées en fonction de l’environnement du 
système lors de son cycle de vie. Les variables « état matière » doivent notamment permettre 
d’enregistrer les modifications des matières d’un système au cours du cycle de vie.  
 
En ce qui concerne l’évaluation de l’aptitude à la réutilisation d’un constituant, une analyse physico-
chimique de celui-ci au moment de sa déconstruction peut être réalisée. En raison du vieillissement 
des matériaux des constituants, l’état matière conditionne l’aptitude à leur réutilisation. Dans certaines  
conditions, ce vieillissement induit des défaillances rendant le constituant inapte à la réutilisation. Il 
doit pouvoir être estimé à l’aide de grandeurs mesurables pour le prendre en compte dans le 
paramétrage des trajectoires de déconstruction.  
 
L’état matière d’un constituant peut aussi avoir un impact sur les opérations de déconstruction. En 
fonction de l’état de la matière d’un constituant, l’effort de déconstruction peut en effet être plus ou 
moins important.  
 
Les variables « état matière » peuvent aussi permettre de mieux caractériser l’incertitude sur l’état 
fonctionnel des constituants. La dégradation d’un matériau peut en effet induire des 
dysfonctionnements dans la réalisation d’une fonction par un constituant.  
 




 Etat structurel  
Il décrit l’analyse des liaisons entre les constituants du système afin d’évaluer leur aptitude à la 
déconstruction. Celle-ci est notamment relative à l’effort de désolidarisation nécessaire pour obtenir 
Vem : Variables « état matière » 
 
 Nature  
          Indicateurs dégradation matériau  
          Niveau d’impureté 
          Indicateur d’homogénéité 
 Type de constituants  
          Composant  
 Information  
          Données de conception 
          Retour d’expérience  
          Expertise 
 Impact trajectoire  
          Aptitude au recyclage matière  
          Etat fonctionnel 
          Opérations de déconstruction 
 Origine incertitude  
          Phénomène de dégradation des matières 
          Processus de déconstruction 
          Environnement 
          Exploitation 
 
 
Chapitre III  
83 
 
les constituants. Pour cela, différents paramètres peuvent être pris en compte tels que l’accessibilité de 
la liaison, les outils utilisés, … (voir chapitre II). L’incertitude relative à ces variables est due à la 
difficulté de caractériser l’impact de l’environnement du système au cours de son cycle de vie sur la 
dégradation des liaisons. L’état structurel correspond aussi à la présence des constituants. En effet, la 
structure d’un système évolue au cours de son exploitation en fonction les besoins de l’utilisateur ou 
au cours d’échanges de composants d’usure qui ne peuvent pas toujours être réalisés à l’identique. Ces 
évolutions ne sont pas toujours connues au moment de la déconstruction et induisent une incertitude 




 Etat global d’un constituant 
Nous avons vu précédemment que l’état de chaque constituant d’un système en fin de vie devait être 
au minimum caractérisé par une variable « produit ». Ce type de variable permet aussi de synthétiser 
l’information contenue dans les autres types de variables d’état afin de faciliter la prise en compte des 
incertitudes sur l’état des constituants dans les trajectoires de déconstruction. Pour cela, nous 




Vp : Variables « produit » (état global) 
  Nature  
          Echelle d’évaluation du niveau de dégradation du produit 
 Type constituant  
          Tous les constituants 
 Information  
          Autres variables 
          Inspection  
          Expertise  
          Prévision  
 Impacts trajectoires  
          Processus de valorisation 
          Performance économique valorisation 
 Origine incertitudes  
               Autres variables  









Ves : Variables « état structurel » 
  Nature  
          Echelle d’évaluation du niveau de dégradation des liaisons  
          Présence d’un constituant  
 Type constituant  
          Sous-ensembles 
 Information  
          Données de conception  
          Evolution sur le cycle de vie 
 Impact trajectoire  
          Opération de déconstruction & action de valorisation 
 Origine incertitude  
          Environnement & Exploitation 
 




b) Evaluation de l’état d’un système en fin de vie 
  
On peut considérer deux modes d’évaluation de l’état d’un système en fin de vie. Le premier consiste 
à réaliser une inspection du système avant et/ou pendant sa déconstruction. Pour  cela, le système doit 
être présent physiquement. Le deuxième est basé sur des prévisions. Il s’agit de prévoir l’état du 
système et développer des trajectoires en fonction de celui-ci. Il est alors nécessaire d’estimer l’impact 
de l’environnement d’exploitation sur l’état du système. Nous présentons dans ce paragraphe ces deux 
modes et leur prise en compte dans le cadre du référentiel de variables que nous avons établi.   
 
L’état d’un système au moment de la déconstruction est déterminé à l’aide d’un certain nombre 
d’inspections. Les résultats de ces inspections (déformation, traces d’usure ou de corrosion, …) sont 
caractérisés par un ensemble de variables que nous appelons variables « inspection ». Elles doivent 
permettre ainsi de contribuer à l’analyse des autres variables d’état. A partir d’observation de l’aspect 
extérieur, on peut en effet, dans certaines situations, estimer l’état fonctionnel, matière ou structurel du 
système. Une déformation peut par exemple mettre en évidence une inaptitude au recyclage 






La situation de prévision de l’état d’un système est illustrée sur la Figure III.3 décrivant l’analyse de 
l’état d’un système en fin de vie. On retrouve les trois composantes descriptives de l’état d’un 
constituant. On distingue alors l’état initial du constituant et son état actuel au moment de la 
déconstruction. L’état initial peut être parfaitement déterminé à l’aide des données de conception du 
système et est alors considéré comme certain. L’état du système et de ses constituants évolue ensuite 
sous l’effet de son environnement d’exploitation et de son cycle de vie. Les mécanismes d’évolution, 
représentés par les relations entre les variables du niveau « cycle de vie » et les variables caractérisant 
l’état du système, sont régis par des phénomènes aléatoires et l’état actuel du système est en général 
incertain. L’objectif est de caractériser l’état du système et l’incertitude relative à celui-ci au travers 
des variables « produit ».  
 
Vi : Variables « inspection » (résultat) 
 
 Nature  
          Mesure quantitative ou qualitative 
 Type constituant  
          Tous constituants suivant leur accessibilité 
 Information  
          Instrument de mesure et expertise 
 Impact trajectoire  
          Etat des constituants  
 Origine incertitude  
          Instrument de mesure et expertise 
 





2.2.Variables « contexte » 
2.2.1. Demande en produits valorisables  
 
Nous venons de voir qu’une des principales sources d’incertitude en déconstruction était l’état des 
systèmes en fin de vie. Une autre source concerne les demandes en produits issus de la déconstruction. 
Etant données leur nature et leur diversité, l’incertitude relative ces demandes possède certaines 
spécificités par rapport à la gestion plus traditionnelle des demandes dans les chaînes logistiques. Cette 
incertitude peut avoir un impact sur les paramètres des trajectoires de déconstruction au niveau des 
coûts et des revenus des actions de valorisation. 
 
Pour mettre en évidence l’impact des demandes sur la sélection des options de valorisation, nous 
considérons deux caractéristiques d’une demande décrivant ses aspects quantitatifs et temporels. 
L’aspect quantitatif concerne le nombre ou le volume de produits demandés. Il peut s’agir d’une 
demande unitaire ou une demande relative à un lot de produits. L’aspect temporel caractérise la date 
de la demande. Cette demande peut alors être continue, périodique, apériodique ou encore ponctuelle. 
Le décideur doit caractériser la demande sur un intervalle de temps compris entre deux arrivées 
successives de système en fin de vie de même type comme illustré sur la Figure III 4. Sur cet intervalle 
de temps et en fonction de la date de la demande, le décideur doit aussi considérer la période de 
stockage avant la satisfaction de la demande qui peut induire des coûts de gestion.  La planification 
(détermination d’une trajectoire) est définie à l’instant TO correspondant à l’arrivée d’un système. La 
date TH correspond à l’arrivée d’un autre système pour lequel une nouvelle planification devra être 
définie. Au travers d’une variable demande, on s’intéresse à la date d’enregistrement d’une demande 
TD sachant que, lorsque TD > TH, soit le produit doit être stocké (pour laisser la place au produit issus 
du système arrivant à TH), soit l’option doit être reconsidérée.  
Etat fonctionnel initial Etat matière initial Etat structurel initial 
Etat fonctionnel actuel Etat matière actuel Etat structurel actuel 
Cycle de vie  Environnement   
Inspections  Process de 
déconstruction  




Cycle de vie  
Niveau 
déconstruction  
Figure III.3 – Caractérisation de l’état d’un système en fin de vie 






Etant donnée la diversité des types de demandes pour chaque constituant, la sélection des demandes 
fait partie intégrante du problème de détermination d’une trajectoire de déconstruction. A chaque 
filière de valorisation correspond un type de demande. Sur la Figure III.5, nous présentons plusieurs 
types de demandes possibles pour un constituant selon des points de vue fonctionnel et matière. 
L’incertitude concerne les connaissances sur ces demandes qui peuvent être imparfaites suivant le 
contexte. Une demande pour un produit de la déconstruction peut avoir différentes sources :  
 
- la maintenance d’un système en exploitation : les produits de la déconstruction sont utilisés 
dans ce cas comme pièces de rechange où la gestion de la demande est fonction de 
phénomènes aléatoires (défaillances),  
 
- les ruptures de stock ou les surcharges dans la production de nouveaux systèmes : les produits 
de la déconstruction peuvent permettre de pallier ces problèmes courants en production en 
constituant, par exemple, des stocks de sécurité à l’aide de produits issus de la déconstruction ; 
la gestion de ces demandes est soumise à des incertitudes notamment liées à la difficulté 
d’évaluation du marché,  
 
- l’intégration du flux de produits issus de la déconstruction au flux de production de nouveaux 
systèmes : l’avantage pour la déconstruction est dans ce cas d’avoir une demande mieux 
maîtrisée ; l’état incertain des systèmes en fin de vie et leur arrivée induisent cependant des 
difficultés de prévision des demandes pouvant être satisfaites,  
 
- l’amélioration : lorsque le produit issu du système en fin de vie est jugé plus performant qu’un 
composant d’un système en cours d’exploitation, l’utilisateur de ce dernier peut souhaiter faire 
un échange dans un but d’amélioration et, dans ce cas, la gestion de la demande est ponctuelle, 
 
- les besoins « matière » d’un producteur : ce type de demande est soumis à des incertitudes 
liées à l’évolution du marché des matières,  
 
- les besoins énergétiques : les produits de la déconstruction peuvent servir à la production 
d’énergie ; c’est une option souvent moins avantageuse économiquement mais la demande est 
relativement stable,   
 
- le traitement des déchets : c’est une option à envisager lorsqu’il n’y a pas d’autres sources de 
demandes ; un certain nombre de contraintes (réglementaires, environnementales, …) sont 
cependant à prendre en compte pour affecter un produit à ce type d’option.  
 
Figure III 4 – Caractérisation de la demande dans la vue statique du problème 








2.2.2. Arrivée de systèmes en fin de vie  
 
L’arrivée des systèmes en fin de vie sur leur lieu de déconstruction est soumise à des incertitudes. Une 
classification des types d’arrivées de système en fin de vie est proposée sur la Figure III 6. Tout 
d’abord la date de fin de vie n’est généralement pas contrôlée par le décideur en déconstruction mais 
plutôt par l’exploitant. Ce dernier décide de l’arrêt d’exploitation en fonction de critères liés aux 
performances, à la sécurité ou encore aux profits économiques qui sont soumis à des phénomènes de 
nature aléatoire. Ils rendent ainsi la connaissance de la date de fin de vie d’un système incertaine. Les 
incertitudes relatives aux arrivées de systèmes hors  d’usage sont principalement liées aux 
phénomènes aléatoires qui régissent les causes de fin de vie (défaillances, accidents).   
 
D’autres facteurs peuvent avoir un impact sur l’incertitude liée aux arrivées de systèmes en fin de vie. 
On peut notamment mettre en évidence les facteurs liés à l’acheminement du système vers son lieu de 
déconstruction. Etant donné le niveau de dégradation des systèmes en fin de vie, la planification des 
activités de transport, de conditionnement ou encore de stockage est en effet souvent incertaine.  
Vd : Variables « demande » 
 
 Nature  
          Date / Quantité 
          Booléenne (demande ou non sur un intervalle donné) 
 Type constituant  
          Tous constituant valorisables 
 Information  
          Prévisions  
 Impact trajectoire  
          Action de valorisation  
          Profit de valorisation 
 Origine incertitude  
          Prévisions 
          Phénomènes aléatoires liés aux sources de demandes 
 
Demande en produits de la 
déconstruction 
Recyclage fonctionnel  Recyclage matière   Traitement déchets   
Filières de valorisation  
Utilisateur  
Constructeurs  






Matière   
Besoins 
énergétiques  





Figure III.5 – Typologie de la demande  









2.2.3. Autres variables « contexte » 
 
D’autres types de variables peuvent être pris en compte dans le cadre de l’analyse  des incertitudes 
pour l’évaluation des trajectoires. On peut notamment considérer les variables liées à :  
 
- la disponibilité des ressources et du système de déconstruction : il s’agit des ressources 
réalisant les différentes opérations de déconstruction dont la disponibilité peut être aléatoire,  
- l’impact du cycle de vie sur l’état du système en fin de vie (variables « cycle de vie ») : le 
cycle de vie et notamment les modes d’utilisation peuvent être pris en compte dans la 
modélisation afin d’analyser et de prévoir l’état des systèmes en fin de vie.  
 
L’intégration de ces variables, plus d’autres éventuellement en fonction des  besoins de l’analyse, 
nécessite l’identification et la caractérisation des relations avec les autres variables pour contribuer à 
l’analyse du problème suivant le schéma présenté sur la Figure III.1.  
 
Var : Variables « arrivée » 
 
 Nature  
          Date / Quantité 
          Booléenne (demande ou non sur un intervalle donné) 
 Type constituant  
          Système complet (principalement) 
 Information  
          Prévisions  
 Impact trajectoire  
          Début des activités  
 Origine incertitude  
          Prévisions 
          Phénomènes aléatoires liés aux sources des arrivées 
 
Arrivées de systèmes 
en fin de vie 
Systèmes hors d’usage Systèmes opérationnel 







Figure III 6 – Classification des arrivées de système en fin de vie 
Classes 
Causes de fin de vie 
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2.3. Variables « activité » 
 
Les paramètres économiques permettant d’évaluer les trajectoires sont directement rattachés aux 
activités du processus de valorisation qui doivent donc être analysées. Ces activités sont :  
- les opérations de déconstruction,  
- les actions de valorisation.  
 
Nous présentons maintenant ces différentes activités, les sources d’incertitude qui leur sont associées 
et les variables qui les représentent. Les variables « activité » correspondent alors soit à des variables 




Dans le cadre de l’évaluation économique du problème, l’analyse d’une opération de déconstruction 
vise à déterminer son coût de réalisation. Celui-ci est fonction de deux éléments :  
 
- la durée de réalisation : elle est généralement caractérisée par une valeur numérique qui peut 
être déterminée de deux manières :  
o en fonction de temps standards associés aux tâches élémentaires qui la composent,  
o en fonction d’opérations du même type déjà réalisées et pour lesquelles les durées ont 
été enregistrées,  
 
- les ressources mises en œuvre : l’utilisation des différentes ressources lors d’une opération est 
généralement caractérisée d’un point de vue économique par un coût horaire d’utilisation qui 
est fonction de différents paramètres tels que les compétences d’un personnel ou la spécificité 
d’un matériel. D’autres coûts caractérisant les ressources peuvent aussi être pris en compte tels 
que les frais fixes ou encore les coûts liés aux ressources consommables.  
 
Une des sources d’incertitude souvent rencontrée en déconstruction sur ces deux éléments est relative 
à l’état du système et de ses constituants qui ne peut pas toujours être totalement déterminé au moment 
de la prise de décision. En effet, suivant l’état plus ou moins dégradé du système, la durée de 
réalisation peut être plus ou moins longue et l’effort de déconstruction peut être plus ou moins 
important entraînant ainsi un changement des ressources réalisant l’opération (variation du coût 
horaire).  
 
Un autre type d’incertitude est lié à la nature même des opérations de déconstruction. Les systèmes 
n’étant pas conçus pour être nécessairement désassemblés et les opérations n’étant pas nécessairement 
standardisées, il existe des incertitudes intrinsèques lors de la détermination des temps associés aux 
opérations. Ces incertitudes sont accentuées par celles relatives à l’état des systèmes en fin de vie.  
 
Une opération de déconstruction présente de nombreuses similitudes avec d’autres types d’opération 
mises en œuvre par des systèmes industriels en général. A ce titre, d’autres facteurs d’incertitudes sur 
ces opérations non spécifiques à la déconstruction peuvent être identifiées et modélisées.  
 
Va : Variable « activité » 
Vop : Variable « opération » Vav : Variable « action de valorisation »  
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Afin de prendre en compte ces facteurs d’incertitudes dans la modélisation des trajectoires, les 
variables représentant les opérations de déconstruction doivent caractériser les différents modes de 
réalisation de celles-ci (nominal, dégradé, abandon de l’opération, ...).  
 
Une autre situation à prendre en compte concerne les dégradations des composants au cours de la 
réalisation d’une opération. Cette situation peut être modélisée au travers de la caractérisation de la 
relation entre une variable « activité » et une variable « produit » (voir Figure III.1).  
 




Dans le but d’évaluer son coût, une action de valorisation peut être décomposée en deux phases : une 
phase de traitement (conditionnement, remise en état, …) et une phase de stockage.  
 
La phase de traitement peut être analysée de la même manière qu’une opération de déconstruction en 
fonction de sa durée de réalisation et des ressources mises en œuvre.  
 
La phase de stockage correspond au temps de séjour sur « étagère » avant l’enregistrement d’une 
demande. Cette période de stockage va occasionner un coût de gestion variable, fonction de sa durée et 
du coût horaire de stockage. La détermination de ces deux éléments est dépendante de la connaissance 
de l’état du système et de la demande pour le produit concerné (notamment la connaissance de la date 
de la demande). 
 
Les options de valorisation se différencient par les revenus qu’elles génèrent. Ceux-ci dépendent de 
différents paramètres suivant le type de valorisation. Dans le cas d’un recyclage fonctionnel, le revenu 
va dépendre notamment du prix de vente d’un produit similaire neuf et de l’état du produit à recycler. 
Dans le cas d’un recyclage matière, il va dépendre du prix de la matière considérée, de la masse du 
produit et de son état. Une incertitude sur l’état du système en fin de vie  et sur la demande pour les 






Vop : Variables « opération » 
 
 Nature  
          Mode de réalisation de l’opération 
 Type constituant  
          Sous-ensemble 
 Information  
          Estimation des durées 
          Etat possibles des constituants 
 Impact trajectoire  
          Etat des constituants  
          Performances économiques 
 Origine incertitude  
          Etat des constituants 
          Nature de l’opération 
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Nous venons de voir les caractéristiques des activités du processus de déconstruction nécessaires pour 
modéliser leur incertitude. Ce sont ces caractéristiques qui sont prises en compte dans les variables 
« activité » caractérisant les différents modes de réalisation des opérations. De manière générale, un 







Vav : Variables  « action de valorisation » 
 
 Nature  
          Mode de réalisation 
 Type constituant  
          Constituants valorisables 
 Information  
          Prévision demande  
          Etat du constituant 
 Impact trajectoire  
          Performances économiques 
 Origine incertitude  
          Etat des constituants 













Moyens et outillage 
Moyens spéciaux 
Moyens stockage 
Adaptatif, prévisionnel, … 
Sites 














































































Exemples de caractéristiques : 
Figure III.7 – Caractérisation d’un mode de réalisation d’une variable activité (opération ou 
action) 
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2.4. Variables « performance » 
 
Comme nous l’avons vu précédemment, l’évaluation des trajectoires peut se faire suivant différents 
critères (économique, environnemental, …). Pour cela, différentes variables peuvent être utilisées. 
Nous présentons les variables relatives à une évaluation économique. Comme présenté sur la 
Figure III.1, les variables performances correspondent aux paramètres économiques que l’on cherche à 
déterminer en fonction des incertitudes. Il s’agit : des coûts des opérations de déconstruction, des coûts 
et des revenus associés aux actions de valorisation qui leur sont associés. Ce type de variables est 
instancié à partir de modèles de coût.  
 




De manière générale, un modèle de coût repose sur une formule d’estimation construite en fonction 
d’éléments d’ordre technique et d’éléments d’ordre économique. Pour identifier ces différents 
éléments, la démarche consiste à décomposer le système analysé (en l’occurrence ici les trajectoires de 
déconstruction) jusqu’à obtenir des éléments dont les caractéristiques (économiques) peuvent être 
déterminées c’est-à-dire que l’on peut leur affecter des types génériques de coûts (ressources, 
transport, …). Dans le cadre de notre modèle, ces caractéristiques sont celles des modes de réalisation 







Vpfe : Variables « performance » (économique) 
 
 Nature  
          Valeur économique 
 Type constituant  
 Information  
          Modèle de coûts 
 Impact trajectoire  
 Origine incertitude  
          Autres variables 
          Définition des paramètres économiques 
 
Coût de préparation 













Coût de réalisation 
Figure III.8 – Exemple de décomposition pour l’évaluation du coût d’une opération 
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2.5. Ensemble des variables d’analyse du problème  
 
L’ensemble des variables permettant de caractériser le problème de détermination d’une trajectoire de 
déconstruction d’un système en fin de vie que nous venons de caractériser est donné sur la 
Figure III.9. Les autres relations entre ces variables ont été présentées sur la Figure III.1. 
 
 
Nous avons présenté dans ce paragraphe la première phase de la démarche d’analyse des incertitudes 
dans le problème posé. A ce stade, les variables décrivant les trajectoires d’un système ont été fixées et 
les sources d’incertitudes ont été identifiées. Les phases suivantes vont alors permettre de modéliser 
les incertitudes dans le but de les intégrer au modèle d’aide à la décision.  
 
3. Modélisation des incertitudes  
 
Notre objectif dans ce paragraphe est de représenter les incertitudes relatives aux différentes variables 
que nous avons identifiées de manière à les intégrer à la démarche et aux mécanismes d’optimisation 
des trajectoires. Les modes de représentation des incertitudes sont dépendants du type d’incertitudes 
considérées. On distingue généralement trois types d’incertitudes : 
  
 Incertitude épistémique : elle se rapporte à la connaissance incomplète d’un domaine qui peut 
aller d’une connaissance déterministe à une ignorance totale. Nous n’abordons pas ici leur 
traitement car nous supposons que le décideur peut analyser les différents éléments du problème 
et, dans cette situation, une incertitude épistémique peut se ramener à une incertitude due à la 
variabilité.  
 
 Incertitude floue : elle concerne les situations où l’humain ne peut pas définir précisément un 
évènement, une variable ou une échelle de valeurs pour une variable. Elle se rapporte à une 
connaissance numérique mal connue à cause d’insuffisances des instruments de mesure (erreurs 
de mesure...) ; une connaissance vague (perception symbolique, catégories aux limites mal 
définies) ; une connaissance non dénombrable [Noyes et Pérès, 06]. Ce type d’incertitude est 
modélisé à l’aide de la théorie des ensembles flous (voir [Terano et al, 87]).  
 
TR : Trajectoire de déconstruction 
 
Vp : produit (état global) 
 
Ves : état structurel 
 
Vem : état matière 
 
Vef : état fonctionnel 
 
Vi : inspection 
 
Vd : demande 
 
Var : arrivée 
 
Va : Variables activité 
 
Vop : opération 
 
Vc : Variables contexte 
 
Vav : action valorisation 
 
Vpfe : performance économique 
 
Figure III.9 – Récapitulatif des variables du problème 
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 Incertitude due à la variabilité : elle concerne la variabilité inhérente aux éléments d’un problème. 
La variabilité traduit les aléas, le hasard, le caractère stochastique des phénomènes naturels 
[Beneto, 02]. La théorie des probabilités permet de traiter ce type d’incertitudes.  
 
Dans le cadre de l’optimisation des trajectoires de déconstruction, nous considérons que les 
incertitudes sont relatives à la variabilité des éléments du problème. Le décideur dispose des moyens 
nécessaires pour analyser et observer le domaine de connaissance associé au problème. Dans cette 
situation, les incertitudes peuvent être quantifiées à l’aide d’une approche probabiliste et les 
paramètres obtenus sont alors intégrables à des mécanismes d’optimisation. Nous présentons pour cela 
dans ce paragraphe les concepts liés à l’approche probabiliste et aux réseaux bayésiens. 
 
3.1. Approche probabiliste  
 
La théorie des probabilités permet de représenter quantitativement l’incertain. L’analyse probabiliste 
d’un évènement incertain vise à évaluer le degré de vraisemblance de l’occurrence de celui-ci sur une 
échelle comprise entre 0 (évènement impossible) et 1 (évènement certain).  
 
Dans le cadre de la théorie des probabilités, on appelle univers l’ensemble des résultats possibles 
d’une expérience et on note Ω cet univers (le terme expérience étant utilisé de manière générique pour 
caractériser tous types de processus dont l’issue est incertaine). Un évènement est alors défini comme 
un sous-ensemble de l’univers associé à une expérience. Pour mesurer le degré d’incertitude d’une 
expérience, on associe un nombre 𝑃 𝐴 ∈  0 1  appelé probabilité à chaque évènement A inclus dans 
Ω. Ces probabilités doivent alors vérifier trois axiomes fondamentaux (voir [Pitman, 93] par exemple).  
 
L’analyse probabiliste utilise la notion de variable aléatoire, continue ou discrète, obéissant à une loi 
de probabilité. L’ensemble des modalités ou domaine de définition d’une variable X est noté S(X). Cet 
ensemble doit être exhaustif (la variable doit prendre une modalité) et les éléments de cette ensemble 
sont mutuellement exclusifs (la variable ne peut prendre qu’une modalité). Ce domaine de définition 
peut être continu ou discret suivant la nature de la variable.  
 
Une distribution de probabilité assigne une probabilité à chaque modalité possible pour la variable 
aléatoire. Par exemple, pour une variable discrète X avec les modalités x
1, …, xn, on définit une 
distribution de probabilité P(X) sur ces modalités pour exprimer l’incertitude :  
P(X) = (𝑝1, …,𝑝𝑛 ) avec 𝑝𝑖 ≥ 0 et 𝑝𝑖
𝑛
𝑖=1 = 1,  




Pour représenter un système (univers, domaine de connaissance, …) il est souvent nécessaire d’utiliser 
plusieurs variables aléatoires. C’est notamment le cas dans le cadre de notre problématique où nous 
avons mis en évidence différentes variables pour la modélisation. Si le domaine de connaissance 
considéré est représenté par l’ensemble des variables {X1, X2, …, Xn}, S(Xi) dénote le domaine de 
définition ou ensemble des modalités de la variable Xi (que nous considérons discret) et 𝑥𝑖
𝑗 𝑖  est une 
modalité de Xi. Pour analyser ce système, l’analyse probabiliste utilise les notions de :  
- configuration,  
- probabilité conditionnelle,  
- probabilité jointe, 
- marginalisation. 
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Nous illustrons ces différentes notions à l’aide d’un exemple. On considère deux variables E1 et E2 
caractérisant le niveau de dégradation de deux composants d’un système. De manière générale on 
utilise une lettre majuscule pour représenter la variable et une lettre minuscule pour représenter une 
modalité (E1 = e1 et E2 = e2). Dans notre exemple, les domaines de définition de ces variables 
correspondent à différents niveaux de dégradation : la modalité b caractérise un composant en bon 
état, la modalité d caractérise un état dégradé et la modalité h caractérise un composant hors 
d’usage.  
  
 Configurations  
On appelle configuration sur Ω={X1, X2, …, Xn} un élément (𝑥1
𝑗1 , 𝑥2
𝑗2 , … , 𝑥𝑛
𝑗𝑛 ) du produit cartésien des 
domaines de définition des variables de Ω (i.e. (𝑥1
𝑗1 ,𝑥2
𝑗2 , … , 𝑥𝑛
𝑗𝑛 )  ∈ 𝑆 𝑋1 × 𝑆 𝑋2 × …𝑆(𝑋𝑛)). 
L’incertitude sur l’état de l’univers est caractérisée par les probabilités associées à chaque 
configuration de Ω. 
 
 Probabilité conditionnelle  
La probabilité de Xi sachant qu’un certain nombre de variables 𝑋𝑘1 ,𝑋𝑘2 ,… , 𝑋𝑘𝑛 est réalisé est appelée 
probabilité conditionnelle de Xi sachant 𝑋𝑘1 ,𝑋𝑘2 ,… , 𝑋𝑘𝑛  et notée 𝑃(𝑋𝑖 𝑋𝑘1 ,𝑋𝑘2 , … , 𝑋𝑘𝑛 ) . Elle vérifie 
la relation (2) :  




𝑿𝒌𝟏 =  𝒙𝒌𝟏
𝒋𝒌𝟏 ,𝑿𝒌𝟐 =  𝒙𝒌𝟐
𝒋𝒌𝟐 ,… , 𝑿𝒌𝒏 = 𝒙𝒌𝒏
𝒋𝒌𝒏) = 𝟏, ∀𝒙𝒌𝒍
𝒋𝒌𝒍 ∈ 𝑺 𝑿𝒌𝒍 ,    
pour k = k1, k2, ..., kn (2) 
Exemple : Dans le cadre de l’exemple, on peut tout d’abord considérer la situation où l’on va 
caractériser l’état d’un composant connaissant l’état de l’autre (un composant peut par exemple être 
inspecté alors que l’autre n’est pas accessible). L’ensemble de ces valeurs peut être présenté sous 
forme de table. Un exemple est illustré sur la Tableau III.1. 
 
P(E1/E2) b d h 
b 0.5 0.3 0.2 
d 0.2 0.6 0.2 
h 0.3 0.3 0.4 
Tableau III.1 – Spécification d’une table de probabilités conditionnelles 
 
 Probabilité jointe 
On appelle probabilité jointe, la probabilité associée à une configuration des variables du domaine de 
connaissance notée 𝑃  𝑋1 = 𝑥1
𝑗1 ,𝑋2 = 𝑥2
𝑗2 , … , 𝑋𝑛 = 𝑥𝑛
𝑗𝑛   qui vérifie la relation (3) :  
  …   𝑷 𝑿𝟏 = 𝒙𝟏
𝒋𝟏 , 𝑿𝟐 = 𝒙𝟐






= 𝟏      (3) 
 
Exemple : cette situation permet de caractériser l’état du système c’est-à-dire l’état de E1 et E2. On 
peut représenter ces distributions sous forme de table comme, par exemple, sur le Tableau III.2.  
 
P(E1.E2) b d h 
b 0.1 0.08 0.12 
d 0.24 0.06 0.09 
h 0.11 0.13 0.07 
Tableau III.2 – Spécification d’une table de probabilité jointe 
 





La marginalisation consiste à déterminer la probabilité d’une variable d’un domaine de connaissance à 
partir de la distribution de probabilité jointe de ce domaine. 𝑃  𝑋𝑖 =  𝑥𝑖
𝑗 𝑖  est appelée la probabilité 
marginale de la modalité 𝑥𝑗
𝑗 𝑖  de la variable Xi. Lorsque 𝑋𝑖 ∈  Ω =  𝑋1,… , 𝑋𝑛 , elle est donnée par la 
relation (4) :  
 
𝑷 𝑿𝒊 =  𝒙𝒊
𝒋𝒊 =   …  … 𝑷 𝑿𝟏 = 𝒙𝟏
𝒋𝟏, … , 𝑿𝒊 = 𝒙𝒊










Pour le calcul sur l’ensemble des modalités d’une variable 𝑋𝑖 , on note la relation (4) de la manière 
suivante :  
𝑃 𝑋𝑖 =   𝑃 𝑋1 , … , 𝑋𝑛 ,
𝑋1 ,…,𝑋𝑛\𝑋𝑖
 
où la notation 𝑋1 ,… , 𝑋𝑛\𝑋𝑖  sous l’opérateur de sommation indique que l’on considère l’ensemble des 




Nous venons de présenter les notions de configuration, probabilité conditionnelle, probabilité jointe et 
de marginalisation pour caractériser un système représenté par plusieurs variables. Ces différentes 
notions sont utiles dans le cadre de la modélisation des incertitudes du problème d’optimisation des 
trajectoires de déconstruction car, comme nous l’avons présenté dans le paragraphe 2, nous utilisons 
plusieurs variables en interaction dans la modélisation des trajectoires. Différentes situations pourront 
ainsi être prises en compte suivant les connaissances et les observations disponibles au moment de la 
prise de décision. La nécessité de pouvoir propager une connaissance locale vers d’autres variables a 
conduit au développement d’outils de modélisation graphique connus sous le nom de réseaux 
bayésiens et diagrammes d’influence que nous présentons dans le paragraphe suivant. Le principe de 
base de ces outils repose sur la règle de Bayes qui met en relation la probabilité à priori et la 
probabilité à postériori conditionnellement à une connaissance. Si XD est une variable (ou un ensemble 
de variables) à caractériser et XO est une variable (ou un ensemble de variable) observée, on a :  
 
𝑷 𝑿𝑫 𝑿𝑶  =  





          (5) 
Pour modéliser l’évènement aléatoire associé à une variable, différentes lois de probabilité peuvent 
être utilisées. Le choix de la loi représentative est fonction du caractère continu ou discret de la 
variable aléatoire, des données disponibles sur la variable, de la facilité d’adaptation de la loi, … On 
qualifie de problème d’ajustement ce problème de choix, dans une famille de lois de probabilité, de 
celle qui correspond le mieux à l’ensemble des données (échantillon d’observation) dont on dispose 
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3.2. Réseaux bayésiens et diagrammes d’influence  
 
Nous avons identifié précédemment un ensemble de variables permettant de représenter la 
connaissance nécessaire à la résolution du problème de détermination d’une trajectoire de valorisation 
d’un système en fin de vie. Ces variables peuvent être de nature aléatoire étant données les incertitudes 
inhérentes au domaine étudié. Nous avons ensuite présenté l’approche probabiliste pour représenter 
l’incertitude relative à ces variables.  Nous proposons à la suite d’utiliser les réseaux bayésiens pour 
représenter le problème de manière globale (ensemble des trajectoires de valorisation d’un système) et 
spécifier les différentes incertitudes sous forme de paramètres probabilistes. Nous montrons dans ce 
paragraphe qu’ils répondent en effet aux différents besoins de modélisation que nous avons mis en 




Un réseau bayésien est un modèle graphique dans lequel les connaissances sont représentées sous 
forme de variables. Chaque variable du problème est représentée par un nœud du graphe et prend ses 
valeurs dans un ensemble discret ou continu. Le graphe est toujours dirigé et acyclique. Les arcs 
représentent les liens de dépendance entre les variables. Ces dépendances peuvent être de différentes 
natures traduisant des relations de causalité, d’influence ou encore de corrélation. Les relations sont 
caractérisées à l’aide de distributions de probabilités conditionnelles généralement spécifiées à l’aide 
de tables (Table de Probabilité Conditionnelle, TPC) attachées à chaque variable dans le cas discret. 
Pour les variables d’entrée (variables sans arc entrant) les TPC permettent de caractériser des 
probabilités. Un exemple de réseau bayésien est présenté sur la Figure III.10 dans lequel la variable A 
est une variable d’entrée, les variables B et C sont des variables intermédiaires dépendantes de A et la 
variable D est une variable de sortie (sans arc de sortie) dépendante de B et C.   
 
 
Les réseaux bayésiens permettent pour des systèmes : de modéliser et de capitaliser les connaissances, 
d’aider à la prise de décision, d’étudier les dépendances entre les variables, d’établir des diagnostics, 
de mener des études prospectives. La démarche de modélisation passe par trois étapes [Pérès, 05] :  
1. Etape descriptive : définition des variables intéressantes  
2. Etape structurelle : mise au point du graphe  
3. Etape relationnelle : détermination des TPC pour chaque nœud du graphe 
 
Dans le cadre du problème de valorisation, le réseau doit permettre de définir l’ensemble des 
trajectoires de valorisation. Les variables intéressantes ont été présentées dans les paragraphes 
précédents. La forme générale du graphe correspond à celui présenté sur la Figure III.1. La définition 





Figure III.10 – Exemple de réseau bayésien 
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Nous présentons maintenant les concepts associés au réseau bayésien. Le lecteur familier avec ceux-ci 




De manière formelle, un réseau bayésien est défini par les éléments suivants 
[Naïm et al., 99][Jensen et Nielsen, 07] [Corset, 03] :  
- un graphe 𝒢 = (𝑁𝒢, 𝐸𝒢) orienté acyclique où :  
o 𝑁𝒢 est un ensemble de nœuds ou variables, 
o 𝐸𝒢 est un ensemble d’arcs orientés entre les variables, 
- chaque variable possède un ensemble fini de modalités exclusives, 
- une distribution de probabilité conditionnelle P(Y/pa(Y)) est associé à chaque variable Y 
avec pa(Y) l’ensemble des nœuds parents de Y.  
 
Les réseaux bayésiens font appel à la fois à la théorie des graphes et à la théorie des probabilités. Nous 
avons présenté les concepts utiles de la théorie des probabilités dans le cadre de notre domaine 
d’application. En ce qui concerne la théorie des graphes, le lecteur pourra se reporter, par exemple, à 
[Gondran et Minoux, 79]. Nous rappelons simplement ici qu’un parent d’une variable Y est une 
variable ayant un arc de sortie entrant dans Y. On utilise aussi le terme de prédécesseur pour désigner 
le parent d’une variable. L’ensemble des parents d’une variable Y sera noté pa(Y). Nous utiliserons 
aussi dans la suite la notion d’enfants ou successeurs d’une variable Y pour désigner des variables 
telles qu’il existe des arcs allant Y vers ces variables. Nous rappelons aussi qu’un graphe est acyclique 
s’il n’existe pas de chemin entre des variables Y1 → … → Yn telles que Y1 = Yn.  
 
Un réseau bayésien composé des variables 𝑋1 , … , 𝑋𝑛  permet de définir la probabilité jointe 
𝑃 𝑋1 , … , 𝑋𝑛  en fonction des distributions de probabilités conditionnelles associées à chaque variable 
du graphe de la manière suivante : 
𝑷 𝑿𝟏,… , 𝑿𝒏 =  𝑷(𝑿𝒊/𝒑𝒂(𝑿𝒊)
𝒏
𝒊=𝟏 )          (6) 
 
Table de probabilités conditionnelles (TPC) 
 
Nous avons vu que les distributions de probabilités conditionnelles pouvaient être représentées à l’aide 
de tables. Chaque élément d’une TPC est appelé paramètre et correspond à une probabilité 
conditionnelle. Le paramétrage du réseau consiste à déterminer l’ensemble des paramètres pour 
chaque nœud du graphe. Il peut être défini soit par apprentissage (connaissance explicite), soit par 
jugement d’expert (connaissance tacite). Sur l’exemple de la Figure III.10, si l’on considère le 
paramétrage de la variable d’entrée A prenant ses modalités dans l’ensemble {a1, …, an}, la table de 






Tableau III.3 – Table de probabilités associée au nœud A 
Le paramétrage de la variable B prenant ses modalités dans {b1, …, bm} sera défini par la TPC 
présentée sur le Tableau III.4.  
 
Chapitre III  
99 
 
  B 
  b1 … bm 
A 
a1 P(B= b1/A=a1) … P(B= b1/A=a1) 
… … … … 
an P(B= b1/A=a1) … P(B= b1/A=a1) 
Tableau III.4 – Table de probabilités conditionnelles associée au nœud B 
 
Les tables associées à chaque nœud du réseau permettent aussi de caractériser des nœuds déterministes 
(correspondant à des observations ou à une connaissance certaine). Par exemple, si la valeur de la 
variable A est connue de manière certaine tel que A = ai, on aura P(A = ai)=1.    
 
Une des possibilités d’utilisation des réseaux bayésiens est l’inférence c’est-à-dire la propagation 
d’évidence ou d’observations sur une ou plusieurs variables pour déterminer les probabilités d’autres 




L’exploitation d’un réseau bayésien consiste à calculer les probabilités d’évènements associés à 
certaines variables cibles. Le calcul de probabilités dans un réseau bayésien est réalisé à l’aide de 
mécanismes d’inférence. Nous nous intéressons à la construction et l’exploitation des réseaux 
bayésiens comme outils d’aide à la décision dans le cadre de l’optimisation des trajectoires de 
valorisation. Notre travail ne porte pas sur les algorithmes d’inférence mais le lecteur pourra se 
reporter à [Huang et Darwiche, 96][Murphy, 02][Naïm et al., 99]. Pour cela, de manière générale, on 
note 𝛺 = {𝑋1 ,  … ,  𝑋𝑛} l’ensemble des variables d’un réseau bayésien. Si XC ⊂ Ω est un ensemble de 
variables cibles et XO ⊂ Ω est un ensemble de variables observées (dont on connaît les valeurs), 
l’inférence vise à déterminer des probabilités 𝑃 𝑋𝐶 𝑋𝑂 = 𝑥𝑜   à partir de la probabilité jointe    
𝑃 𝛺 = 𝑃(𝑋1 ,  … ,  𝑋𝑛) en utilisant les lois associées à la théorie des probabilités :  
 






         (7) 
 
L’inférence est réalisée à partir d’opérations de marginalisation sur la probabilité jointe. Les différents 
algorithmes existants se distinguent par leurs performances de calcul et leur facilité d’implémentation.  
 
Diagrammes d’influence  
 
Un diagramme d’influence est un réseau bayésien auquel on ajoute des nœuds de décision et d’utilité 
afin de représenter des problèmes de décision dans l’incertain. Les diagrammes d’influence permettent 
à la fois de formuler le problème et de l’analyser. La représentation graphique facilite la structuration 
du modèle et l’analyse quantitative au travers de la visualisation des résultats et de l’accès au 
paramétrage à partir de chacun des nœuds. L’analyse du problème et sa résolution sont réalisées sur le 
même support. La communication entre les acteurs du processus de décision (décideurs, analystes, 
experts, …) est ainsi facilitée.  
 
Un diagramme d’influence est donc représenté par un graphe orienté acyclique constitué de trois types 
de nœuds. Les nœuds représentant les variables aléatoires (couramment appelés nœuds chance) qui 
correspondent aux nœuds utilisés dans les réseaux bayésiens. Les nœuds de décision représentent des 
Identification et démarche d’analyse des incertitudes  
100 
 
alternatives d’actions que peut prendre le décideur. Ils sont généralement représentés graphiquement 
par des rectangles. Les nœuds d’utilité permettent d’évaluer les différentes conséquences de ces 
actions. Ils sont généralement représentés par des losanges. Nous notons les ensembles de nœud 
chance, de décision et d’utilité respectivement NC, ND et NU. Un exemple de diagramme d’influence 
est donné sur la Figure III.11 [Tchangani et Noyes, 06]. Le problème de décision représenté est le 
suivant : pour piloter un processus, des capteurs sont positionnés pour fournir des informations sur 
l’état du processus. Suivant ces informations, le décideur choisit entre : stopper le processus pour 
réaliser un diagnostic ou poursuivre. Le diagnostic et la réalisation d’un processus dégradé ont un 
certain coût.  
 
 
Etant donnés ces trois types de nœuds, les arcs d’un diagramme d’influence n’ont pas tous la même 
signification. Un arc entre deux nœuds chance indique une relation de dépendance entre deux variables 
aléatoires c’est-à-dire que les modalités que peut prendre la variable destination sont exprimées 
conditionnellement à celles que peut prendre la variable source (comme dans le cadre des réseaux 
bayésiens). Les arcs allant d’un nœud de décision vers un nœud chance indiquent que les actions 
modélisées par le nœud de décision influencent les modalités que peut prendre la variable aléatoire 
(nœud chance). Les arcs pointant vers un nœud de décision indiquent que la valeur du nœud d’origine 
de l’arc est connue au moment de prendre la décision. Les arcs pointant vers les nœuds d’utilité 
mettent en évidence les composantes de la table d’utilité associée.      
 
La solution à un problème de décision représenté sous forme de diagramme d’influence consiste en un 
ensemble d’actions représentées par les nœuds de décision qui maximise une fonction objectif appelée 
fonction d’utilité. Cette fonction d’utilité se décompose en une somme de sous fonctions locales 
représentées par les nœuds d’utilité. Si on note 𝑈 la fonction d’utilité globale et 𝑈𝑖  une composante 
modélisée par un nœud d’utilité, on aura : 𝑈 =   𝑈𝑖𝑖 . Les composantes 𝑈𝑖  pour chaque nœud d’utilité 
sont généralement spécifiées sous forme de table d’utilité, 𝑈(𝑈𝑖 / 𝑝𝑎(𝑈𝑖)), affectant une valeur à 
chaque configuration de 𝑝𝑎(𝑈𝑖).  
 
Une politique est associée à chaque nœud de décision d’un diagramme d’influence. Elle indique pour 
chaque configuration des nœuds parents d’un nœud de décision, l’action à choisir parmi les modalités 
de ce dernier. Si on considère un nœud de décision 𝐷 ∈ 𝑁𝐷, on note 𝛿𝐷  la politique correspondant à 
D. On peut spécifier une politique à l’aide d’une TPC particulière définit par la relation (8). 
 
𝜹𝑫 ≡  𝜹(𝑫/𝒑𝒂(𝑫)) = 𝑷 𝑫 = 𝒅 𝒑𝒂 𝑫   = 𝟏    si d est l’action à choisir parmi S(D) étant donnée 
une configuration de pa(D)    
                = 𝟎   sinon              (8) 
 
Un exemple de politique est présenté sur le Tableau III.5 pour le diagramme représenté sur la 
Figure III.11. Cette politique indique que l’utilisateur doit réaliser le diagnostic lorsque le capteur 
Figure III.11 – Exemple de diagramme d’influence  
Etat processus Capteurs 
Diagnostic  Coût 
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indique un état dégradé du processus et le diagnostic ne doit pas être réalisé lorsque le capteur indique 





Normal 0 1 
Dégradé 1 0 
Tableau III.5 – Exemple de représentation d’une politique 
 
Une stratégie correspond à l’ensemble des politiques associées à chaque nœud de décision du 
diagramme. On note Δ = {𝛿𝐷 ∶ 𝐷 ∈  𝑁𝐷} une stratégie d’un diagramme d’influence. Les différentes 
stratégies sont comparées à l’aide de la fonction d’utilité modélisée par les nœuds d’utilité. On appelle 
utilité espérée d’une stratégie la valeur de la fonction d’utilité calculée pour cette stratégie.  
 
Un diagramme d’influence permet de définir une probabilité jointe à partir des TPC associées aux 
nœuds chance appartenant à NC et des politiques associées aux nœuds de décision appartenant à ND. Si 
on note 𝑋1 ,  … ,  𝑋𝑛  l’ensemble des nœuds chance et 𝐷1,  … ,  𝐷𝑚  l’ensemble des nœuds de décision, on 
aura [Jensen et Nielsen, 07] [Lauritzen et Nilsson, 01] :  
 




𝒊=𝟏    (9)  
 
L’utilité espérée d’une stratégie 𝛥, notée 𝐸𝑈 𝛥 , est définie de manière globale par la relation :  
 
𝑬𝑼 𝚫 =  𝑷 𝑿𝟏,… , 𝑿𝒏, 𝑫𝟏,… , 𝑫𝒎 𝑿𝟏,…,𝑿𝒏,𝑫𝟏,…,𝑫𝒎 ∗ 𝑼 𝑿𝟏,… , 𝑿𝒏, 𝑫𝟏,… , 𝑫𝒎     (10) 
 
où 𝑈 𝑋1 ,… , 𝑋𝑛 , 𝐷1,… , 𝐷𝑚   est la fonction d’utilité globale. Elle est déterminée à partir des 
composantes modélisées par les nœuds 𝑁𝑈 =  {𝑈1, …, 𝑈𝑙} du graphe. Si on note 𝑈(𝑈𝑘 ∕ 𝑝𝑎(𝑈𝑘) la 
fonction d’utilité locale représentée par le nœud 𝑈𝑘 , on aura :   
 
𝑼 𝑿𝟏,… , 𝑿𝒏, 𝑫𝟏,… , 𝑫𝒎 =   𝑼(𝑼𝒌 ∕ 𝒑𝒂(𝑼𝒌)
𝒍
𝒌=𝟏 )      (11) 
 
Il existe différentes méthodes de résolution de problèmes de décision représentés sous forme de 
diagrammes d’influence. Nous renvoyons le lecteur à [Jensen et Nielsen, 07] pour une présentation des 
principales méthodes existantes suivant le type de problème modélisé. Nous en présentons une dans le 
quatrième chapitre particulièrement adaptée à la modélisation des trajectoires de valorisation que nous 
proposons.   
 
3.3. Obtention des données probabilistes  
 
Que ce soit dans les réseaux bayésiens ou les diagrammes d’influence, la caractérisation des 
incertitudes se fait à l’aide de probabilités. La détermination des paramètres probabilistes des modèles 
est une tâche importante dans l’analyse du problème. On distingue pour cela généralement deux 
approches principales :  
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- Approche statistique : elle consiste à exploiter la connaissance explicite ou transcrite 
relative au problème. On s’intéresse alors à la fréquence d’occurrence d’un évènement qui 
correspond dans notre cas à la valeur prise par une variable du problème. Pour cela, il est 
nécessaire de disposer de valeurs prises par la variable d’état considérée pour des 
systèmes de même type précédemment déconstruits (retour d’expérience). 
 
- Expertise : cette approche concerne la connaissance implicite ou tacite relative au 
problème. Un expert porte un jugement sur une situation correspondant à la valeur d’une 
variable. Cette approche a l’avantage de pouvoir être utilisée en l’absence de données 
mais peut aussi nécessiter la transformation du jugement subjectif de l’expert en une 
grandeur probabiliste.      
 
4. Conclusion  
 
Nous avons proposé dans ce chapitre une démarche d’analyse des incertitudes associées au problème 
d’optimisation des trajectoires de déconstruction. Cette démarche s’articule en trois phases.  
 
L’objectif de la première phase est d’identifier les variables caractérisant les trajectoires de 
déconstruction d’un système en fin de vie. Nous avons présenté pour cela un référentiel de variables et 
une représentation générique de trajectoires de déconstruction. Pour chaque variable, nous avons mis 
en évidence les points à analyser pour caractériser l’origine des incertitudes et leur impact sur les 
trajectoires.  
 
La deuxième phase consiste à caractériser les incertitudes relatives aux différentes variables à l’aide 
d’une approche probabiliste. Nous avons pour cela rappelé les différents concepts associés à cette 
approche en montrant leur applicabilité au référentiel de variables proposé. L’approche probabiliste 
permet en effet de quantifier les incertitudes localement pour chaque variable et, à partir de celle-ci, de 
quantifier globalement le niveau d’incertitude pour l’ensemble des variables caractérisant une 
trajectoire. Sur la base de cette évaluation des incertitudes, le décideur pourra déterminer les actions à 
réaliser.   
 
La troisième phase concerne la structuration de la représentation du problème à l’aide des réseaux 
bayésiens et des diagrammes d’influence. Ils permettent de structurer et résoudre les problèmes de 
décision intégrant une représentation probabiliste des incertitudes. Nous appliquons à la suite les 
différents concepts présentés au problème de détermination d’une trajectoire de valorisation d’un 
système en fin de vie. 
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IV – Modélisation des trajectoires de 







Dans le chapitre précédent, nous avons identifié et analysé l’ensemble des incertitudes que le décideur 
en déconstruction pouvait rencontrer. Après cette phase d’analyse d’un système en fin de vie et de son 
contexte, il peut aborder la modélisation et l’optimisation des trajectoires de déconstruction. Nous 
proposons pour cela dans ce chapitre une démarche permettant de représenter et d’intégrer les 
incertitudes de la déconstruction dans la détermination de trajectoires optimales. Le modèle présenté 
repose sur l’utilisation des réseaux bayésiens et des diagrammes d’influence. Il permet de prendre en 
compte des incertitudes d’origines diverses comme c’est le cas en déconstruction.    
 
Dans une première partie, nous rappelons les principes de modélisation et d’optimisation des 
trajectoires de déconstruction. Nous montrons les limites des modèles couramment utilisés pour 
prendre en compte l’ensemble des incertitudes que nous avons présentées dans le chapitre précédent.  
 
Nous proposons dans une deuxième partie de modéliser les trajectoires de déconstruction par des 
réseaux bayésiens. Au même titre qu’un processus industriel, une trajectoire de déconstruction 
correspond à un ensemble d’activités interconnectées par des flux. Nous proposons dans ce cadre un 
modèle générique d’activité.  
 
Nous abordons dans une troisième partie l’optimisation des trajectoires prenant en compte différentes 
sources d’incertitudes. L’intégration des incertitudes au modèle de trajectoire et les mécanismes 
d’optimisation sont détaillés.  
 
Dans une quatrième partie, nous développons une application à un système aéronautique. Nous 
montrons comment exploiter les principes de modélisation et d’optimisation présentés dans ce chapitre 
et comment les adapter à différentes situations.   
 
1. Modélisation du problème : rappels  
 
La modélisation du problème de détermination d’une trajectoire de déconstruction doit intégrer 
l’ensemble des variables présenté dans le chapitre précédent et servir de support pour la mise en œuvre 
d’une méthode d’optimisation. Pour des systèmes de taille importante ayant de nombreuses 
trajectoires de valorisation potentielles, l’ensemble des solutions possibles peut en effet être très grand 
et la recherche automatisée d’une solution optimale dans cet ensemble s’avère nécessaire. Nous 
présentons pour cela dans ce paragraphe des modèles de trajectoires couramment employée dans la 
résolution du problème. Les principes de modélisation à partir desquels nous proposons des extensions 
par la suite sont également rappelés.  
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1.1. Représentation des trajectoires de déconstruction  
 
Nous avons choisi de modéliser la situation de base du problème de détermination d’une trajectoire de 
déconstruction en utilisant les réseaux de Petri tels qu’ils sont présentés dans [Zussman et Zhou, 99] 
[Salomonski et Zussman, 99] [Addouche, 03] [Turowski et al., 05] [Duta, 06] [Reveliotis, 07]. Nous 
présentons l’utilisation des RdP pour la modélisation de trajectoires car ils permettent de représenter 
l’ensemble des éléments du problème de décision. Les variables de décision sont associées aux 
transitions caractérisant leur franchissement. Les contraintes sont déduites des arcs. Les paramètres 
économiques sont associés aux places (revenus de valorisation) et aux transitions (coûts des options de 
fin de vie) pour permettre d’évaluer le profit économique des différentes trajectoires. Par rapport à la 
problématique que nous traitons, les RdP ont une capacité de modélisation équivalente aux différents 
outils présentés dans le chapitre précédent. Nous les avons retenus car, utilisés dans la modélisation 
des processus industriels de manière générale, ils possèdent une plus grande flexibilité et permettent 
notamment dans le cadre des processus de déconstruction d’intégrer au modèle, si besoin, les points 
suivants :    
- les ressources réalisant les opérations,   
- l’ensemble des options de fin de vie pour chaque constituant et, par conséquent, les différents 
modes de déconstruction (destructifs ou non),  
- des conditions préalables de réalisation des opérations,  
- d’autres activités du processus telles que les actions de regroupement de composants 
recyclables.  
 
De manière générale, une modélisation de la déconstruction d’un système par réseaux de Petri est 
structurée autour des éléments suivants : 
- les places (cercles) qui représentent les constituants du système en fin de vie sachant que dans 
le cadre du problème de la détermination de la trajectoire de déconstruction seuls les 
constituants identifiés comme valorisables sont représentés,   
- les transitions (rectangles ou traits) qui représentent les options de fin de vie pour chaque 
constituant (opérations de déconstruction et actions de valorisation),  
- les arcs qui caractérisent les relations de précédences entre les différentes options de fin de 
vie,  
- les jetons qui caractérisent l’évolution de la déconstruction.  
 
La réalisation d’une opération de déconstruction est modélisée sur la Figure IV.1. L’opération 
modélisée par la transition t1 ne peut être réalisée que lorsque le produit modélisé par la place P1 est 
disponible. Cette situation est caractérisée sur la Figure IV.1(a) où un jeton est disponible dans la place 
P1 et la transition t1 peut être tirée. Après la réalisation de l’opération, on obtient les produits 
modélisés par les places P2 et P3. Cette situation est modélisée sur la Figure IV.1(b) où les places P2 











Figure IV.1 – Modélisation d’une opération de déconstruction 
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Nous utilisons la formalisation de la structure d’un RdP pour le désassemblage présentée dans 
[Zussman, 99] pour modéliser les processus de déconstruction. Nous rappelons que nous considérons 
la déconstruction comme une forme de désassemblage dédiée aux systèmes de fin de vie.  Un RdP de 
désassemblage est défini comme un 7-uplet  (P, T, Pre, Post, m0,  π, τ) où :  
- P est l’ensemble des places avec les caractéristiques suivantes (on notera p un élément de P) : 
o une place ps sans arc entrant modélise le système au début de sa déconstruction, 
o un ensemble de places Pc sans arc de sortie modélise les composants élémentaires, 
o un ensemble de places Pe représente les sous-ensembles.  
- T est l’ensemble des transitions modélisant les opérations de déconstruction (chaque transition 
n’a qu’une seule place en entrée si l’on ne considère pas les actions de regroupement de 
composants désassemblés) ; on notera par convention t un élément de T,  
- Pre est une application PxT → {0,1} tel que Pre (p,t) = 1 si p est une place d’entrée de la 
transition t et Pre (p,t) = 0 sinon,  
- Post est une application PxT → {0,1} tel que Post (p,t) = 1 si p est une place de sortie de la 
transition t et Post (p,t) = 0 sinon, 
- m0 est une application P → ℕ (ensemble des entiers) représentant le marquage initial avec 
généralement m0(ps) = 1 et m0(p) = 0 ∀ 𝑝 ∈ 𝑃, 
- π est une application P → ℝ (ensemble des réels) qui définit les revenus associés à chaque 
produit,  
- τ est une application T → ℝ+(ensemble des réels positifs) qui définit les coûts des opérations.  
 
Pour modéliser le problème de détermination d’une trajectoire de déconstruction, on peut ajouter des 
éléments correspondant aux options de valorisation. Pour cela, des sous-ensembles de places et de 
transitions supplémentaires sont intégrés aux ensembles P et T :  
- Pv est le sous-ensemble de places correspondant aux options de valorisation (chaque 
constituant est associé à au moins une place appartenant à Pv et les places Pc disposent alors de 
transition de sortie),  
- Tv est le sous-ensemble de transitions correspondant aux actions de valorisation.  
 
La modélisation du problème sous cette forme permet ainsi de : 
- spécifier les opérations permettant d’obtenir chaque constituant du système en fin de vie,  
- spécifier l’ensemble des options de valorisation réalisables sur chaque constituant,  
- structurer les données issues d’une analyse économique du processus,  
- supporter différentes méthodes d’optimisation.  
 
1.2. Optimisation  
 
L’ensemble des trajectoires de déconstruction possibles d’un système en fin de vie étant défini par un 
RdP, le décideur doit en sélectionner une. Nous avons vu au chapitre précédent que, parmi les 
méthodes d’optimisation, la programmation linéaire et la programmation dynamique étaient les plus 
utilisées. Nous rappelons ici les principes de ces méthodes en les adaptant à la résolution du problème 
que nous abordons intégrant à la fois les opérations de déconstruction et les actions de valorisation.  
 
1.2.1. Programmation dynamique  
 
L’utilisation de la programmation dynamique pour la détermination de la profondeur de 
déconstruction est présentée dans [Krikke et al., 98] sur la base d’une représentation sous forme 
d’arborescence et dans [Reveliotis, 07] sur la base de RdP. Par rapport à la modélisation présentée 
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dans le paragraphe précédent, les étapes de programmation correspondent au franchissement de 
transitions et les états correspondent aux places marquées. Ainsi, à chaque étape, on a un ensemble de 
transitions franchissables suivant l’avancement de la trajectoire et la sélection se fait à l’aide d’une 
fonction économique évaluée de manière séquentielle. 
 
On note V(p) l’évaluation des places et chaque place p est évaluée en parcourant de bas en haut le RdP 
en utilisant la relation (12) :  
 
∀ 𝒑 ∈  𝑷𝒗     ,      𝑽 𝒑 =  𝝅 𝒑                                     
          ∀ 𝒑 ∈ 𝑷\𝑷𝒗  (ensemble des places de P sans les places de Pv), 
 𝑽 𝒑 =  𝒎𝒂𝒙𝒕∈𝑺𝑻(𝒑)( 𝑽(𝒒∈𝑺𝑷(𝒕) 𝒒) −  𝝉(𝒕))       (12) 
 
avec 𝑆𝑇(𝑝) l’ensemble des transitions en sortie de la place p et 𝑆𝑃(𝑡) l’ensemble des places en sortie 
de la transition t.  
 
Soir d : P → T (application de P dans T), la trajectoire de déconstruction optimale alors les valeurs de 
d au niveau de chaque place p sont obtenues à l’aide de la relation (13) :  
 
𝒅 𝒑 =  𝒂𝒓𝒈𝒎𝒂𝒙𝒕∈𝑺𝑻(𝒑)( 𝑽(𝒒∈𝑺𝑷(𝒕) 𝒒) −  𝝉(𝒕))     (13) 
On a ainsi pour chaque place du RdP correspondant à un produit valorisable la transition à franchir 
pour valoriser de manière optimale le système suivant le critère économique que l’on a choisi.  
 
Un des principaux inconvénients de cette méthode d’optimisation est qu’elle ne permet pas de prendre 
en compte les actions de « clustering » de composants après leur déconstruction c'est-à-dire des 
actions de regroupement dans un même contenant de produits déconstruits [Lambert, 99].  
 
1.2.2. Programmation linéaire  
 
L’utilisation de la programmation linéaire dans la détermination d’une trajectoire de déconstruction est 
présentée dans [Lambert et Gupta, 05]. Le support de modélisation utilisé est un graphe AND/OR 
traduit sous forme de matrice de transition. Dans ce cadre, chaque produit valorisable identifié dans le 
modèle ne possède qu’une seule option de valorisation. La matrice de transition peut aussi être générée 
sur la base d’une modélisation par RdP (incluant toutes les options de valorisation). Nous présentons 
dans ce paragraphe les principes de modélisation du problème à l’aide de la programmation linéaire.  
 
Les éléments du modèle sont les suivants :  
- variables de décision : 
o  ce sont des variables binaires associées aux transitions du RdP valant 1 si l’opération 
associée à la transition est sélectionnée et 0 sinon,  
o on note zt la variable de décision associée à l’opération modélisée par la transition t 
sur le RdP, 
- contraintes de précédence et d’exclusion :  
o elles sont générées à l’aide de la matrice de transition W tel que W = Post – Pre, 
o on a alors W(p,t) = 
 -1 si l’opération t transforme (déconstruit ou valorise) le produit p (place),  
 1 si l’opération t créé le produit p,  
 0 sinon, 
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- fonction objectif pour la détermination du profit généré par une trajectoire suivant :  
o les coûts associés aux transitions sélectionnées,  
o les revenus associés aux places marquées après la réalisation de la séquence de 
transitions sélectionnées (ces places correspondent à des options de fin de vie).  
 
Les revenus π(p) associés aux places du RdP peuvent être positifs ou négatifs. Les valeurs τ(t) 
associées aux transitions du RdP représentent les coûts des opérations de déconstruction et des actions 
de valorisation. Le problème peut alors être formulé suivant (14) :  
 
𝑴𝒂𝒙 𝑭 =     𝝅(𝒑) ∗ 𝑾(𝒑, 𝒕) − 𝝉(𝒕)𝒑  ∗ 𝒛𝒕𝒕   
 𝒔𝒐𝒖𝒔      𝑾(𝒑, 𝒕) ∗ 𝒛𝒕 = 𝟎,         ∀𝒑 ∈ 𝑷\𝑷𝒗𝒕           (14) 
 
Ce modèle est légèrement différent de celui présenté dans [Lambert et Gupta, 05] car nous y intégrons 
les différentes options de fin de vie pour les constituants ce qui permet d’intégrer d’autres facteurs 
pour leur analyse.  
 
1.3. Conclusion  
 
Nous avons présenté dans ce paragraphe la situation de base du problème de détermination d’une 
trajectoire de déconstruction c’est-à-dire celle correspondant à un contexte déterministe et suivant un 
critère d’évaluation de type économique. Les méthodes d’optimisation utilisées dans ce cadre peuvent 
être appliquées en amont de la réalisation opérationnelle de la déconstruction. Elles servent ainsi de 
support à la définition et à la spécification du système de déconstruction traitant d’un type donné de 
système en fin de vie. Les éléments de modélisation que nous venons de présenter seront utilisés 
comme référentiel pour aborder la modélisation des différentes extensions du problème que nous 
souhaitons développer.  
 
Un point clé dans l’utilisation de ces méthodes concerne la détermination des paramètres π(p) et τ(t) 
pour chaque option de valorisation et chaque opération de déconstruction. Le décideur doit utiliser des 
valeurs exactes pour ces paramètres pour appliquer les méthodes présentées. Il peut alors rencontrer 
des difficultés dans leur estimation étant données les incertitudes inhérentes au domaine de la 
déconstruction. Une méthode d’optimisation des trajectoires de déconstruction doit aussi prendre en 
compte les incertitudes liées à l’état des systèmes en fin de vie et permettre d’intégrer les résultats 
d’inspection en vue d’adapter la trajectoire de déconstruction à un système en fin de vie donné suivant 
son état.  
 
2. Modélisation de processus industriels par réseaux bayésiens  
 
Les approches de modélisation et d’optimisation présentées dans le paragraphe précédent ne 
permettent pas de prendre en compte l’ensemble des incertitudes que nous avons mis en évidence dans 
le chapitre III. Sur la base de ce constat, nous proposons dans ce paragraphe un modèle de 
représentation et de spécification des trajectoires de déconstruction permettant dans la suite d’intégrer 
les différentes incertitudes inhérentes au domaine de la déconstruction.  
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2.1. Trajectoire et processus  
 
Les processus de déconstruction sont des processus industriels. Ils sont définis par un ensemble 
d’activités interactives coordonnées pour transformer progressivement des éléments d’entrée en 
éléments de sortie. Ces éléments peuvent être matériels ou immatériels. Dans le cadre de la 
déconstruction, une activité générique consiste à générer un certain nombre de produits (éléments de 
sortie) à partir d’un seul (élément d’entrée). Une autre activité générique concerne les actions de 
valorisation des produits de la déconstruction qui consistent à les traiter pour en tirer une valeur (prise 
en charge par une filière de recyclage).  
 
Les trajectoires de déconstruction d’un système représentent la logique d’enchaînement de ces deux 
types d’activités suivant les flux de produits déconstruits. En ce sens, les trajectoires sont une 
représentation minimale d’un processus de déconstruction. Elles caractérisent en effet l’ossature des 
processus de déconstruction en identifiant d’une part les activités de déconstruction et les activités de 
valorisation et, d’autre part, en formalisant les relations logiques (précédence, parallélisme, …) entre 
celles-ci. D’autres niveaux de modélisation peuvent être ajoutés à cette ossature afin de spécifier, pour 
chaque activité :  
- les ressources permettant sa réalisation,  
- d’autres types d’entrée / sortie (préparation de l’activité, …),  
- les paramètres de contrôle de l’activité (politique de réalisation, …), 
- les perturbations et leurs effets sur ces activités.  
 
D’autres activités telles que les opérations logistiques ou les tâches de préparation peuvent aussi être 
introduites pour décrire un processus de déconstruction.  
 
2.2. Modélisation d’une activité  
 
Dans l’objectif d’évaluer les processus industriels en présence d’incertitude, les réseaux bayésiens sont 
un outil adapté [Weber et Suhner, 03] [Godichaud et al. 08b]. Sur la Figure IV.2, une modélisation 
d’une activité, notée x et modélisée par la variable A(x), est représentée. On retrouve les quatre types 
de flux définissant une activité :  
- les entrées qui sont transformées par l’activité (variable PEi(x), i=1,....nx),  
- les sorties qui caractérisent le résultat (variable PSj(x), j = 1, ..., mx),  
- les contrôles et les contraintes qui influencent la réalisation (variable C(x)), 
- les mécanismes et ressources qui permettent la réalisation (variable RS(x)).  
 
Les variables utilisées pour modéliser une activité décrivent l’état des flux et la réalisation de 
l’activité. L’utilisateur peut introduire autant de variables qu’il y a de flux identifiés pour une activité 
donnée (lorsqu’il n’y a qu’une seule variable en entrée (resp. en sortie), nous n’utilisons pas les indices 
i (resp. j)). Les arcs caractérisent les interactions entre les flux et les activités. Ce type de modèle 
permet la prise en compte et la gestion de l’incertitude sur les états des variables ainsi que la 
caractérisation des causes et des effets des perturbations sur le processus.  
 




A partir de cette représentation générique d’une activité, un exemple de modélisation d’une trajectoire 
de déconstruction par un réseau bayésien est présenté sur la Figure IV.3. On considère dans cet 
exemple la déconstruction d’un produit P. Le flux d’entrée PE(1) correspond au produit P à 
déconstruire. L’opération de déconstruction A(1) va générer à partir de celui-ci deux produits C1 et 
C2. Le produit C1 peut alors être recyclé par la réalisation de l’activité A(2). Deux activités sur le 
produit C2 sont possibles : un recyclage matière (activité A(3)) ou un recyclage fonctionnel (activité 
A(4)). Une seule activité doit cependant être sélectionnée. Une variable de contrôle C ayant comme 
modalité {3, 4} est intégrée au modèle sous forme de nœud de décision pour représenter la sélection 
qui doit être réalisée par le décideur (sélection de l’activité 3 ou 4).   
 
 
Après avoir fixé la représentation graphique du modèle d’une trajectoire, le paramétrage des nœuds 
permet de spécifier l’enchaînement logique des activités.  
 
2.3. Caractérisation des variables  
 
L’ensemble des modalités d’une variable « activité » (A(x)) correspond aux différents modes de 
réalisation de l’activité (voir chapitre III). Dans le cas minimum, permettant de décrire l’enchaînement 
des activités du processus, deux modalités sont nécessaires :  
 
Activité 1 : 
déconstruction P 
Activité 2 : 
recyclage matière 
C1 
Activité 3 : 
recyclage matière 
C2 
Activité 4 : 
recyclage 
fonctionnel C2 
PE (1) (produit P) 
A(1)  
A(2)  A(3)  A(4)  























Figure IV.2 – Représentation d’une activité par réseau bayésien 
𝑃𝐸𝑛𝑥 (𝑥) 
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- « r » : l’activité est réalisée, 
- « nr » : l’activité n’est pas réalisée.  
 
Les variables « produit » (PE
i
(x), i=1,....nx, et PS
j
(x), j=1, ..., mx) permettent de modéliser l’état des 
flux en entrée et en sortie d’une activité. Les principaux flux dans une trajectoire de déconstruction 
correspondent aux constituants d’un système en fin de vie (sous-ensembles et composants 
élémentaires). Pour décrire le déroulement d’une trajectoire, il est nécessaire de considérer au 
minimum deux modalités pour ces variables :  
 
- « a » : le flux est activé c’est-à-dire que la condition de début de réalisation de l’activité 
modélisée par la variable est réalisée, 
- « na » : le flux n’est pas activé.  
 
D’autres conditions de réalisation d’une activité peuvent être prises en compte telles que la 
disponibilité d’une ressource (variable RS(x)), une politique de réalisation (décision de pilotage) ou 
encore des contraintes diverses. Dans ces différentes situations, le décideur peut introduire de 
nouvelles variables comme nous l’avons fait avec la variable C dans l’exemple de la Figure IV.3.   
 
2.4. Spécification de l’enchaînement des activités  
 
L’enchaînement des activités est spécifié au travers du paramétrage des différents nœuds. Le 
mécanisme de base à modéliser est caractérisé par la répétition des phases suivantes : activation des 
flux (obtention des produits) et réalisation des activités.  
 
L’activation des flux est modélisée au travers de la relation entre les variables « activité » et les 
variables « produit » (flux de sortie). Si on considère une variable « activité » en relation avec une 
variable « produit », le mécanisme à modéliser est le suivant : 
 
- lorsque l’activité n’est pas réalisée (variable prenant la modalité « nr »), le produit n’est pas 
généré (modalité « na » correspondant à la non activation),  
- lorsque l’activité est réalisée (variable prenant la modalité « r »), le produit est généré 
(modalité « a »). 
 
En l’absence d’incertitude, la modélisation de l’activation des flux est spécifiée au niveau des TPC des 
variables « produit » comme illustré sur le Tableau IV.1. Celui-ci se lit de la manière suivante :  
 
- Pr(PS(x) = a / A(x) = r) = 1, c’est-à-dire que la variable « produit » prend la valeur « a » avec 
une probabilité égale à 1 lorsque la variable « activité » prend la modalité « r » (il s’agit ici 
d’un nœud déterministe), 
- Pr(PS(x) = na / A(x) = nr) = 1, la variable « produit » prend la modalité « nr » avec une 














r 1 0 
nr 0 1 
Tableau IV.1 – TPC d’un nœud de type « produit » 
Suivant un principe similaire, la réalisation des activités est caractérisée au niveau des TPC des 
variables « activité » en relation avec des variables « produit » (relation entre un flux d’entrée et une 
activité). Une activité ne peut être réalisée que si le produit à transformer est disponible. La 





a 1 0 
na 0 1 
Tableau IV.2. TPC d’un nœud de type « activité » 
 
Sur la Figure IV.4, le lien entre les deux principes est représenté par un réseau bayésien modélisant 
ainsi le déroulement d’une opération de déconstruction (génération de deux produits à partir d’un 
seul). Cette représentation d’un réseau bayésien (issue du logiciel NETICA www.norsys.com) permet 
de mettre en évidence les résultats d’inférence au niveau de chaque nœud.   
 
Nous avons vu sur l’exemple de la Figure IV.3 que dans le cadre de la représentation de trajectoires de 
déconstruction, la sélection des options de valorisation par le décideur était modélisée par des nœuds 
de décision. Ils sont placés en amont des variables « activité » (arcs allant du nœud de décision vers les 
nœuds représentant les variables « activité » concernées) pour caractériser le fait que les réalisations 
des activités sont conditionnées par leur sélection (décision). Le modèle de cette situation, dans le cas 
de deux activités A(x) et A(y), est présentée sur la Figure IV.5. Le nœud de décision C(x,y) caractérise 
la sélection de A(x) ou A(y) : la modalité x (respectivement y) indique la sélection de l’activité A(x) 
(respectivement A(y)). Nous avons ajouté une modalité « arrêt » pour caractériser la situation où le 
décideur peut ne pas débuter l’activité.  
 
Nous avons décrit la situation où le décideur devait sélectionner A(x) ou A(y). D’autres situations 
peuvent aussi être modélisées. On rencontre couramment dans la représentation de processus des 
relations de type : relation de A(x) et A(y).  
 
 













Nous venons de présenter un modèle de représentation des trajectoires de déconstruction reposant sur 
l’utilisation des réseaux bayésiens et des diagrammes d’influence. Nous avons montré comment ils 
permettaient de spécifier les relations logiques entre les activités d’une trajectoire. A partir de ce 
modèle, nous présentons à la suite comment intégrer les incertitudes et optimiser les trajectoires.  
 
3. Optimisation des trajectoires de déconstruction : approche statique  
 
Nous proposons une structure de modélisation générique pour l’optimisation des trajectoires de 
déconstruction en présence d’incertitudes. Elle permet de déterminer des politiques de valorisation 
pour chaque produit d’un système en fin de vie. Cette structure s’applique à chaque constituant 
(produit) du système en fin de vie. L’ensemble du modèle est ensuite structuré suivant la composition 
du système en fin de vie.  
 
Le modèle proposé a plusieurs objectifs :  
- modéliser l’avancement du processus de déconstruction,  
- intégrer les incertitudes,  
- évaluer les différentes trajectoires.  
 
Nous détaillons à la suite les principes de modélisation permettant d’atteindre ces objectifs 
 
3.1. Modèle générique d’un produit valorisable  
 
La structure générique proposée sur la Figure IV.6 s’applique à tous les produits valorisables d’un 
système en fin vie. Elle permet d’évaluer les différents produits et de sélectionner les activités à 










Figure IV.5 – Relations entre les activités d’un processus 






On note :  
- 𝑂𝑃 =  𝑂1
𝑃 , … , 𝑂
𝐽𝑂
𝑃
𝑃   l’ensemble des actions de valorisation réalisables sur le produit P, 𝐽𝑂
𝑃  étant 
le nombre d’actions de valorisation possibles sur P, 
- 𝑂−
𝑃  un élément de OP,  
- 𝑂𝑃𝑃 =  𝑂𝑃1
𝑃 ,… , 𝑂𝑃
𝐽𝑂𝑃
𝑃
𝑃   l’ensemble des opérations de déconstruction réalisables sur le produit 
P, 𝐽𝑂𝑃
𝑃  étant le nombre d’opérations de déconstruction possibles sur P, 
- 𝑂𝑃−
𝑃  un élément de OPP, 
- 𝐶𝑃𝑃 =  𝐶𝑃1
𝑃 ,… , 𝐶𝑃
𝐽𝐶𝑃
𝑃
𝑃   l’ensemble des composants du produit P, 𝐽𝐶𝑃
𝑃  étant le nombre de 
composants de P, 
- 𝐶𝑃−




Les variables de base du modèle permettant de caractériser les différentes trajectoires sont les 
suivantes :  
 
- Produit : ce nœud modélise à la fois les flux d’entrée de l’ensemble des activités possibles sur un 
produit P, l’état de ce produit et le flux de sortie des activités générant ce produit,  
 
- Politique : ce sont des nœuds de décision représentant toutes les options de fin de vie possibles 
pour un produit  P ; une politique représente les décisions qui peuvent être prises par le décideur, 
 












𝑃 )  : cet ensemble de 
nœuds caractérisent les différents modes de réalisation des opérations de déconstruction et leur 
évaluation (nœuds utilité), 
 








𝑃 )) : il s’agit de l’ensemble des 
actions de valorisation possibles sur le produit P caractérisées par leurs différents modes de 
réalisation et des nœuds d’utilité représentant les flux économiques générés par ces actions,  
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𝑃) étant un ensemble de 
variables) : elles caractérisent l’évaluation de l’utilité (économique) des composants du produit 
(composants générés par des opérations de déconstruction). On associe normalement un modèle 
complet du même type pour chaque constituant ; un nœud d’utilité correspond au résultat de 
l’optimisation de la politique de valorisation d’un composant (évaluation et sélection de la 
meilleure option de fin de vie) par l’utilisation de techniques de réduction de diagrammes 
d’influence [Jensen et Nielsen, 07] [Tatman et Shachter, 90]. Les variables du modèle de la 
Figure IV.6 sont ainsi progressivement éliminées à l’aide de différents opérateurs jusqu’à 
l’obtention du seul nœud d’utilité caractérisant le produit. Cette représentation permet 
l’évaluation récursive des trajectoires (des composants élémentaires vers le système complet) 
dont le principe est illustré sur la Figure IV.7.  
 
 
Les relations entre ces variables sont les suivantes :  
- Produit – Politique : l’arc entre ces deux nœuds est un arc de type information c’est-à-dire 
que la politique est définie ici en fonction de l’état du produit (dans le cas où elle doit être 
définie en fonction d’autres paramètres, d’autres arcs peuvent être introduits),  
- Politique – Action de valorisation & Politique – Opérations de déconstruction : ces relations 
caractérisent les conséquences de la décision c’est-à-dire la sélection d’une option de fin de 





Opération de déconstruction 
générant le produit 
Produit Politique 






Actions de valorisation 
Opérations de déconstruction  
Evaluation des composants   
Opérations de déconstruction  
Evaluation des composants   
Figure IV.7 – Illustration du principe de récursivité pour l’évaluation des trajectoires  
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- Produit – Actions de valorisation & Produit – Opérations de déconstruction : ces relations 
sont nécessaires pour modéliser le déroulement du processus de déconstruction et pour 
représenter les trajectoires de déconstruction admissibles (relations logiques entre les 
activités), 
- Opérations de déconstruction – Produits : ces relations caractérisent l’obtention du produit à 
partir de différentes opérations de déconstruction sur d’autres produits suivant la structure 
(composition) du système en fin de vie,  
- Opérations de déconstruction – Utilités composants : la sélection d’une opération de 
déconstruction comme option de fin de vie pour un produit implique la valorisation des 
composants générés par celle-ci. L’évaluation d’une opération de déconstruction comprend 
alors l’évaluation de la valorisation des composants (représentée par les nœuds « Utilité 
composants »).   
 
3.2. Evaluation des trajectoires  
 
Les trajectoires de déconstruction sont évaluées à l’aide de nœuds d’utilité rattachés aux activités du 
processus de déconstruction. Nous utilisons principalement trois types de nœuds d’utilité 
correspondant aux différents paramètres économiques d’évaluation des trajectoires. Ils caractérisent 
l’impact économique des différentes activités. Nous distinguons ainsi les nœuds suivants :  
 
- coûts de déconstruction : un nœud d’utilité est attaché à chaque variable modélisant une 
opération de déconstruction et permet d’évaluer ainsi ses différents modes de réalisation ;  
 
- coûts de valorisation : chaque nœud de ce type évalue les coûts de chaque action de 
valorisation ;  
 
- revenus de valorisation : ces nœuds caractérisent les revenus de chaque option de valorisation.  
 
Les tables d’utilité associées à chaque nœud d’utilité permettent de spécifier l’évaluation des activités. 
Dans le cadre d’une évaluation sans incertitude (situation de base du problème), les tables d’utilité de 
deux types de variables « activité » sont présentées sur le Tableau IV.3 pour les opérations et le 
Tableau IV.4 pour les actions de valorisation. Les paramètres utilisés correspondent aux coûts de 
réalisation de l’activité (cr(𝑂𝑃−
𝑃) et cr(𝑂−




















Tableau IV.4 – Evaluation d’une action de 
valorisation
 
Ces différents paramètres permettent d’évaluer le critère de sélection des trajectoires. Nous le 
décomposons au niveau de chaque produit afin de sélectionner la meilleure option ou opération pour 
chacun de ces produits. Pour cela, nous appelons politique de valorisation d’un produit l’activité de 
valorisation ou l’opération de déconstruction choisie pour celui-ci. Les politiques de valorisation sont 
modélisées par des nœuds de décision associés à chaque constituant du système en fin de vie. 
L’ensemble des politiques pour chaque constituant représente la trajectoire ou stratégie de 
valorisation. La signification du terme de stratégie fait référence à celle utilisée dans le cadre des 
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diagrammes d’influence où une stratégie renvoie à l’instanciation de l’ensemble des nœuds de décision 
du modèle.  
 
Un exemple de modélisation d’une politique est donné sur la Figure IV.8. Il s’agit d’une situation 
fréquente en déconstruction où l’on a un produit P que l’on peut soit réutiliser, soit recycler pour sa 
matière. Ces deux activités sont alors impliquées dans une relation de type OU caractérisée par le 
nœud de décision  « Politique_P » dont les états indiquent les activités possibles sur P. 
 
 
Pour déterminer la politique de valorisation optimale de chaque constituant, des nœuds d’utilité sont 
introduits pour toutes les activités identifiées dans le processus. Ils correspondent aux flux financiers 
en sortie des activités modélisant ainsi les coûts et revenus qu’elles génèrent. Sur l’exemple de la 
Figure IV.8(b), deux nœuds d’utilité ont été introduits, représentant les revenus générés par les deux 
activités de valorisation. Ces revenus sont spécifiés au niveau des tables d’utilité des nœuds R1 et R2. 
Les valeurs numériques sont exprimées dans une unité monétaire mais d’autres types de critères 
peuvent être utilisés (score écologique, …). Les techniques d’optimisation permettent ensuite 
d’évaluer les différentes politiques. Nous les présentons dans la suite de ce chapitre. Dans cet exemple, 
la politique de valorisation optimale pour le produit P est alors la réutilisation.  
 
Les revenus ou les coûts des différentes activités de valorisation sont souvent fonction d’un certain 
nombre de paramètres qu’il peut être intéressant d’introduire dans le modèle lorsqu’il existe une 
incertitude sur ceux-ci. Une activité de recyclage génère par exemple un revenu fonction de la matière 
du produit recyclé, de son poids et du niveau d’impureté. Pour évaluer différentes configurations de 
valeurs de ces paramètres, on utilise une modélisation comme sur la Figure IV.9. L’utilisateur peut 
ensuite spécifier différentes formules de calcul des revenus de l’activité dans la table d’utilité du nœud 
en fonction de ces différents paramètres ; le nœud « A(RM) » sert à activer le nœud R1 (i.e. si l’activité 





L’introduction de nœuds d’utilité permet ainsi de modéliser des fonctions d’évaluation des trajectoires 
de déconstruction plus ou moins complexes suivant les besoins liés au contexte. Pour l’instant, seul 
(a) (b) 
Figure IV.8 – Problème de décision en déconstruction 
A(RM) : recyclage matière de P 
Ma : matière  
Im : impureté 
P : poids 
R1 : profit  
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des nœuds déterministes ont été utilisés et les incertitudes liées au processus de désassemblage n’ont 
pas été prises en compte.  
 
3.3. Prise en compte des incertitudes  
 
La prise en compte des incertitudes inhérentes au problème de la déconstruction, nécessite la 
modification de l’ensemble des modalités des variables précédemment mentionnées. Dans le cadre du 
modèle que nous proposons, nous présentons la représentation et la spécification des incertitudes 
portant sur :   
- l’état du système,  
- les opérations de déconstruction,  
- les options de valorisation et les actions qui leur sont associées. 
 
Nous avons identifié dans le chapitre III l’origine de ces incertitudes avant de les caractériser. Nous 
abordons maintenant leur intégration et leur modélisation dans le cadre de la modélisation et de 
l’optimisation des trajectoires de déconstruction.  
 
3.3.1. Incertitudes relatives à l’état d’un système 
 
L’incertitude sur l’état des produits est prise en compte au niveau des variables « produit ». Celles-ci 
caractérisent alors les différents niveaux de dégradation de chaque constituant du système en fin de 
vie. L’impact de l’état d’un constituant sur les trajectoires est principalement le suivant : lorsqu’un 
élément est dans un état plus dégradé que la normale, certaines activités peuvent ne pas être 
réalisables.  
 
Pour prendre en compte les différents états des constituants, l’ensemble des modalités de chaque 
variable « produit » est modifié. La modalité « na » (non activé) est gardée pour modéliser la logique 
de fonctionnement du processus.  La modalité « a »  (activé) de ces variables est ainsi remplacée par 
plusieurs autres caractérisant différents niveaux de dégradation.  
 
Nous présentons les principes de modélisation de ces incertitudes et leur impact sur les trajectoires à 
partir d’un exemple ; les principes présentés peuvent facilement être adaptés à différentes situations. 
Sur la Figure IV.10, un produit pouvant être dans deux états de dégradation est modélisé par la 
variable « Produit_i ». Le paramétrage du nœud indique, lorsque celui-ci est activé, la probabilité pour 
que le produit soit dans un état « bon » ou dans un état « mauvais ». D’autres états peuvent ainsi être 
ajoutés suivant le contexte et le degré d’incertitude. Les causes de ces incertitudes peuvent être 
modélisées par des variables précédant la variable « produit » considérée. Les modes d’utilisation du 
système durant sa phase d’exploitation peuvent, par exemple, influencer l’état de ses constituants. 
Certaines opérations de déconstruction peuvent aussi présenter des risques de dégradation des 
constituants (opérations destructives notamment). Une des conséquences de l’état dégradé des produits 
est que certaines activités peuvent ne pas être possibles. L’exemple de la Figure IV.10 représente deux 
activités de valorisation sur un produit. L’activité de recyclage A(RM) est ici possible quel que soit 
l’état du produit contrairement à l’activité de réutilisation A(RU) qui n’est réalisable que si l’état du 
produit est « bon ». Les politiques de valorisation de chaque produit sont alors fonction de son état. On 
peut aussi modéliser un risque de non réalisation d’une action en fonction de l’état du produit en 
entrée. 




3.3.2. Incertitudes relatives aux opérations de déconstruction  
 
Nous avons vu précédemment (cf. chapitre III) que l’on pouvait envisager différents modes de 
réalisation des opérations de déconstruction représentant les modalités des variables de type 
« activité ». Ces modes de réalisation peuvent être caractérisés par un certain nombre de paramètres. 
Dans le cadre de l’évaluation des trajectoires, on s’intéresse généralement plus particulièrement à la 
durée de réalisation de l’activité et aux ressources utilisées pour leur réalisation. Ce sont en effet les 
principales caractéristiques soumises à des incertitudes.  
 
Pour une variable représentant une opération de déconstruction, on a par exemple les modalités 
suivantes :  
- « n » : elle correspond à un mode de réalisation normal de l’opération c’est-à-dire que sa durée 
est celle de référence et la ressource utilisée est celle initialement prévue, 
- « l » : il s’agit d’un mode lent c’est-à-dire que la durée de réalisation est plus longue que la 
durée de référence,  
- « ab » : elle correspond à l’abandon de l’opération lorsque la durée de l’opération est trop 
importante ou que l’opération n’est pas réalisable, 
- « nr » : l’opération n’est pas réalisée. 
 
L’utilisateur peut ainsi envisager d’autres modes de réalisation suivant le même principe. Le 
changement d’une ressource pour la réalisation de l’opération peut correspondre à un autre mode de 
réalisation caractéristique. Il sera alors représenté par une autre modalité de la variable correspondante.  
 
Il n’existe pas de situation générique pour la spécification des incertitudes au niveau de chaque 
variable « activité ». Les variables représentant une opération de déconstruction peuvent en effet être 
conditionnées par d’autres variables différentes suivant l’environnement de l’opération. On peut 
cependant mettre en évidence trois situations courantes de paramétrage d’une variable A(𝑂𝑃−
𝑃) 
modélisant une opération de déconstruction :  
- évaluation directe : l’incertitude sur les modes de réalisation est fonction de facteurs non 
modélisés c’est-à-dire que la variable n’est pas conditionnée par une autre variable du 
modèle : l’utilisateur évaluera alors la probabilité P(A(𝑂𝑃−
𝑃)),  
- évaluation en fonction de l’état des produits : l’état du produit déconstruit au cours de 
l’opération va influencer l’incertitude sur les modes de réalisation ; la variable est alors 
conditionnée par la variable PE(𝑂𝑃−
𝑃) modélisant le produit : la probabilité 
P(A(𝑂𝑃−
𝑃)/PE(𝑂𝑃−
𝑃)) doit alors être évaluée,  
- évaluation en fonction de la ressource utilisée : lorsque différentes ressources peuvent être 
utilisées pour une opération, elles peuvent influencer différemment la réalisation de 
l’opération : l’utilisateur doit évaluer P(A(𝑂𝑃−
𝑃)/RS(𝑂𝑃−
𝑃)) avec RS(𝑂𝑃−
𝑃) modélisant les 
ressources de l’activité A(𝑂𝑃−
𝑃).   
 
Un exemple de modélisation de l’incertitude liée à la réalisation d’opérations sur un produit est donné 
sur la Figure IV.11. On a deux activités de désassemblage possibles sur un produit « Produit_i » ayant 
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chacune deux modes de réalisation tels que ceux présentés précédemment. En mode normal « n », 
l’activité « démonter » a un coût cd1=-20 et l’activité « découper » a un coût cd2 =-10 (le temps de la 
première activité est supérieur à celui de la deuxième). Si l’on ne considère que ce mode de réalisation, 
il est préférable de choisir l’activité « découper » plutôt que l’activité « démonter ». Il existe 
cependant un risque que les deux activités aient des durées plus longues que prévue. Cette situation est 
caractérisée par les modes « lents » de chacune des activités ayant pour coûts cd1 =-50 et cd2 =-40. 
Etant données les différentes incertitudes sur les modes de réalisation des deux activités présentées sur 
les TPC du Tableau IV.5, l’exploitation du modèle (mécanismes d’inférence et d’optimisation que 
nous présentons dans la suite) donne un coût espéré de -23 pour l’activité « démonter » et de -25 pour 
l’activité « découper ». Il est donc préférable de sélectionner l’activité « démonter » pour minimiser 





n l nr 
1 (démonter) a 0.9 0.1 0 
2 (découper) a 0 0 1 
1 (démonter) na 0 0 1 
2 (découper) na 0 0 1 
 
 A(1) 
 n l nr 




n l nr 
1 (démonter) a 0 0 1 
2 (découper) a 0.5 0.5 0 
1 (démonter) na 0 0 1 
2 (découper) na 0 0 1 
 
 A(2) 
 n l nr 
PS(2) -10 -40 0 
 
Tableau IV.5 – Spécification d’incertitude et évaluation d’activités de déconstruction 
 
3.3.3. Incertitudes relatives aux actions de valorisation  
 
Dans le cadre de l’évaluation d’une action de valorisation, on s’intéresse aux coûts de réalisation de 
l’activité, au revenu qu’elle peut générer mais aussi aux coûts liés à la gestion des stocks.  Les 
incertitudes sur les actions de valorisation sont prises en compte au niveau des variables « activité »  
associées et des variables « contexte » modélisant la demande associée au produit valorisé.  
 
Le principe de modélisation de ces activités est identique à celui appliqué aux activités modélisant les 
opérations de déconstruction. Une variable est ainsi associée à chaque activité avec différentes 
modalités correspondant aux modes de réalisation de l’activité.  Deux modalités au minimum doivent 
être définies pour décrire le fonctionnement du processus indiquant si l’activité est réalisée ou non. On 
considère qu’une action de valorisation est réalisée lorsque le produit concerné (en flux d’entrée de 
l’activité) est effectivement pris en charge par la filière de valorisation. Dans ce cas, le flux de sortie 
de l’activité correspond aux revenus générés par la valorisation mais aussi aux coûts de l’activité 
(nettoyage, conditionnement, restauration, …). Dans le cas contraire, le produit est stocké et génère 
des coûts de stockage lorsque la demande issue de la filière de valorisation n’est pas immédiate. 
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D’autres états peuvent ensuite être ajoutés afin de prendre en compte différents modes de réalisation 
associés aux temps de réalisation de l’activité (i.e. temps avant l’enregistrement d’une demande).   
 
La modélisation de ces mécanismes est présentée sur la Figure IV.12. Elle représente une activité de 
valorisation d’un produit. Les deux modes de réalisation de l’activité sont proposés. Le mode normal 
« n »  correspond au temps moyen de stockage et de réalisation de l’activité avant l’enregistrement 
d’une demande pour ce produit. Le mode « l » correspond à un temps de stockage plus long en raison 
de l’absence de demande pour le produit. La différence entre les revenus et les coûts induits par 
chaque mode de réalisation est modélisée au niveau du nœud d’utilité Rv. Les revenus générés par la 
réalisation de l’activité suivant le mode « l » sont plus faibles en raison des coûts de stockage plus 
élevés. L’utilisateur peut aussi disposer d’indicateurs pour estimer la demande en produit à un instant 
donné. Dans cette situation, l’incertitude sur le mode de réalisation de l’activité peut être diminuée. 
L’exemple modélisé sur la Figure IV.12(a) montre que lorsque l’utilisateur estime la demande comme 
étant « élevée », le mode de réalisation de l’activité est de type normal « n » avec cependant une 
probabilité de 0.1 d’être en mode «l». Le cas inverse (demande « faible ») est représenté sur la 




Nous venons de présenter la modélisation des incertitudes pour les variables caractérisant les 
trajectoires (produits, opérations et actions de valorisation). L’un des avantages du modèle proposé est 
de pouvoir intégrer facilement d’autres variables afin de mieux représenter la connaissance 
(incertaine) de la trajectoire et adapter la modélisation à différentes situations.  
 
Le modèle présenté permet de représenter et spécifier l’ensemble des trajectoires de déconstruction 
d’un système en fin de vie et les incertitudes associées. Le décideur doit en sélectionner une. Nous 
proposons pour cela à la suite une démarche d’optimisation.  
 
3.4. Optimisation des politiques de valorisation  
 
Pour optimiser les trajectoires de déconstruction en fonction de la démarche de modélisation proposée 
jusqu’à maintenant, il existe différentes méthodes. Nous en présentons une dans ce paragraphe et nous 
l’adaptons à la structure spécifique du modèle de trajectoire. Les résultats de l’application de cette 
méthode sont présentés de manière générique sur le modèle de la Figure IV.6. L’objectif de cette 
présentation est de développer une méthode d’optimisation spécifique à l’optimisation des trajectoires 




Figure IV.12 – Caractérisation de l’incertitude relative à une action de valorisation 
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3.4.1. Nœud d’utilité et espérance conditionnelle  
 
Pour présenter la résolution du problème de décision tel que nous l’avons modélisé, nous utilisons les 
notations proposées dans [Tatman et Shachter, 90] notamment celles relatives au paramétrage des 
nœuds d’utilité.  
 
Dans les réseaux bayésiens, on associe à chaque nœud du graphe une distribution de probabilités 
conditionnelles sur l’ensemble des modalités possibles du nœud. Le même principe s’applique pour les 
variables aléatoires (nœuds chance) dans les diagrammes d’influence. Pour l’évaluation des 
trajectoires de déconstruction dans le cadre de notre modèle, nous nous intéressons à la spécification 
des nœuds d’utilité dans les diagrammes d’influence.  
 
On associe à chaque nœud d’utilité d’un diagramme d’influence une fonction d’espérance 
conditionnelle [Tatman et Shachter, 90]  qui donne une valeur pour chaque configuration des nœuds 
parent du nœud d’utilité. Si l’on considère un nœud d’utilité 𝑟 avec l’ensemble de ses parents 
noté 𝑝𝑎(𝑟), l’espérance conditionnelle de 𝑟 est notée 𝐸[𝑟/𝑝𝑎(𝑟)]. C’est une fonction définie 
sur 𝑝𝑎(𝑟)spécifiée à l’aide de la table d’utilité associée au nœud r.  
 
Un exemple de spécification d’un nœud d’utilité est proposé sur la Figure IV.13. Il s’agit de 
l’évaluation, représentée par le nœud d’utilité C, d’une opération de déconstruction représentée par la 
variable Opération dont les modalités caractérisent ses différents modes de réalisation. L’espérance 
conditionnelle du nœud C est spécifiée sur la table d’utilité qui lui est attachée. Elle caractérise les 





3.4.2. Règles d’optimisation par réduction  
 
Etant donnée la structure générique de modélisation proposée sur la Figure IV.6 et la spécificité du 
modèle (principe d’activation des variables), la méthode par réduction progressive du diagramme est 
particulièrement adaptée. Elle permet en effet de mettre en évidence un schéma récursif d’évaluation 
des trajectoires permettant une évaluation séparée de chaque constituant valorisable du système. La 
résolution et l’analyse de la déconstruction d’un type de système donné est ainsi facilitée. Nous 
présentons dans ce paragraphe cette technique de résolution sur le modèle générique d’évaluation 
d’une politique de valorisation d’un produit. 
 
La méthode de résolution est constituée de quatre opérations générales [Jensen et Nielsen, 07] sur les 
diagrammes. Ces opérations permettent de réduire progressivement le diagramme d’influence et de le 
résoudre ainsi par étapes jusqu’à obtenir un seul nœud d’utilité. Ce nœud représente l’utilité espérée de 
la déconstruction du système en fin de vie sachant qu’à chaque nœud de décision, la meilleure 
alternative est sélectionnée.  
 
Figure IV.13 – Spécification de l’espérance conditionnelle d’un nœud d’utilité 
Modélisation des trajectoires de déconstruction : approche statique  
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Les quatre opérations de réduction sont les suivantes : la fusion de nœuds d’utilité, la suppression de 
nœuds de type chance, la suppression de nœuds de décision et l’inversion d’arc. L’utilisation de ces 
quatre opérations permet de résoudre tous les diagrammes d’influence. Nous présentons tout d’abord 
ces différentes opérations de manière générale avant de les appliquer au modèle générique 
d’évaluation des politiques de valorisation.  
 
 (R1) Fusion de plusieurs nœuds d’utilité 
On considère un ensemble de nœuds d’utilité 𝑟1, …, 𝑟𝑛  d’un diagramme d’influence. Ces nœuds 
peuvent être fusionnés dans un seul nœud d’utilité 𝑟∗ dont l’espérance conditionnelle est donnée par :  
 
𝑬[𝒓∗/𝒑𝒂(𝒓𝟏) ∪ …∪ 𝒑(𝒓𝒏)] = 𝑬[𝒓𝟏/𝒑𝒂(𝒓𝟏)] + ⋯ + 𝑬[𝒓𝒏/𝒑𝒂(𝒓𝒏)]    (15) 
 
Cette règle a un intérêt particulier lorsque, par exemple, on a deux nœuds 𝑟1 et  𝑟2 avec 𝑝𝑎(𝑟1) ⊂
𝑝𝑎(𝑟2) (ou 𝑝𝑎(𝑟2) ⊂ 𝑝𝑎(𝑟1)).  Dans ces conditions, la taille de la table d’utilité de 𝑟
∗ n’est en effet pas 
augmentée par rapport à celle de  𝑟2 (ou 𝑟1) par cette opération de réduction. Cette remarque se 
généralise pour plus de deux nœuds d’utilité.  
 
 (R2) Suppression de nœud de type chance  
On considère un nœud 𝑋 ayant comme seul successeur un nœud d’utilité 𝑟. Sachant que le nœud 𝑋 est 
spécifié par la distribution de probabilité 𝑃 𝑋 ∕ 𝑝𝑎(𝑋)  et le nœud 𝑟 est spécifié par l’espérance 
conditionnelle 𝐸 𝑟 ∕ 𝑝𝑎(𝑟) , le nœud 𝑋 peut être supprimé en modifiant l’espérance conditionnelle du 
nœud 𝑟 de la manière suivante :  
 
𝑬 𝒓 ∕ 𝒑𝒂(𝑿) ∪ 𝒑𝒂 𝒓 \ 𝑿  =   𝑷 𝑿 ∕ 𝒑𝒂(𝑿) ∗ 𝑬 𝒓 ∕ 𝒑𝒂(𝒓) 𝑿      (16) 
 





Lorsque le nœud X a comme seul successeur plusieurs nœuds d’utilité 𝑟1, …, 𝑟𝑛 , le nœud 𝑋 et les 
nœuds 𝑟1, …, 𝑟𝑛  peuvent être supprimés en les intégrant dans un nouveau nœud d’utilité 𝑟
∗.  Cette 
réduction du diagramme est réalisée en deux étapes comme illustré sur la Figure IV.15 :  
- fusion des nœuds 𝑟1, …, 𝑟𝑛  en un nœud 𝑟
∗, 
- suppression du nœud 𝑋 en 𝑟∗. 
 
X 
A B C 
r 
A B C 
r 
Figure IV.14 – Exemple de suppression d’un nœud chance [Tatman et Shachter, 90] 






 (R3) Suppression de nœud de décision  
On considère un nœud de décision 𝐷 ayant comme seul successeur un nœud d’utilité 𝑟 dont les 
prédécesseurs sont aussi des prédécesseurs de 𝐷 (les prédécesseurs de 𝑟 sont supposés connus au 
moment de prendre la décision). Sachant que l’on cherche à déterminer la politique 𝛿𝐷  pour le nœud 𝐷 
et que le nœud 𝑟 est spécifié par l’espérance conditionnelle 𝐸 𝑟 ∕ 𝑝𝑎(𝑟) , le nœud 𝐷 peut être 
supprimé en modifiant l’espérance conditionnelle du nœud 𝑟 selon la relation (17) :  
𝑬[𝒓/𝒑𝒂(𝑫) ∪ 𝒑𝒂 𝒓 ∖ {𝑫}] =  𝒎𝒂𝒙𝑫(𝑬 𝒓 𝒑𝒂 𝒓   ), 𝑫 ∈ 𝒑𝒂(𝒓)   (17) 
 
La politique du nœud 𝐷 est alors définie de la manière suivante :  
𝜹𝑫 = 𝒂𝒓𝒈𝒎𝒂𝒙𝑫(𝑬[𝒓/𝒑𝒂(𝒓)])       (18) 
 





 (R4) Inversion d’arcs  
Lorsqu’aucune des règles précédentes ne peut être appliquée, certains arcs peuvent être inversés afin 
de se ramener à une situation où ces règles s’appliquent. Pour cela, le théorème de Bayes peut être 
utilisé. Cette opération de transformation d’un diagramme est illustrée sur la Figure IV.17. Dans le 
modèle de départ, les distributions de probabilité P(X/-) et P(Y/X,-) sont spécifiées en entrée. On 
cherche à définir à partir de celles-ci les distributions de probabilités P(X/Y,-) et P(Y/-) c’est-à-dire que 
l’on inverse l’arc entre X et Y tout en gardant la même probabilité jointe définie par le réseau. Ces 
dernières sont définies par la relation (19) :  
 
𝑷(𝒀/𝑨, 𝑩, 𝑪) =   𝑷(𝑿, 𝒀/𝑨,𝑩, 𝑪) =  𝑷(𝒀/𝑿, 𝑩, 𝑪) ∗ 𝑷(𝑿/𝑨, 𝑩)𝑿𝑿   
 
𝑷(𝑿/𝒀,𝑨, 𝑩, 𝑪) =
𝑷 𝑿,𝒀 𝑨 ,𝑩,𝑪 
𝑷 𝒀 𝑨 ,𝑩 
=
𝑷 𝒀 𝑿 ,𝑩,𝑪 ∗𝑷 𝑿 𝑨 ,𝑩 
𝑷 𝒀 𝑨 ,𝑩,𝑪 










X pa(X) r* 
pa(X) r* 
Figure IV.15 – Suppression d’un nœud chance avec plusieurs nœuds d’utilité 
Figure IV.16 – Exemple de suppression d’un nœud de décision 
Modélisation des trajectoires de déconstruction : approche statique  
124 
 






3.4.3. Application au modèle générique  
 
Nous appliquons les différentes règles de réduction présentées précédemment (relations (15) à (19)) 
pour optimiser les trajectoires de déconstruction modélisées sous forme de diagrammes d’influence. 
Pour cela, nous nous intéressons à l’optimisation du modèle générique présenté sur la Figure IV.6 
modélisant la valorisation d’un produit (constituant d’un système en fin de vie). Ce modèle se répète 
en effet pour chaque produit du système suivant la structure du système en fin de vie favorisant ainsi 
une résolution récursive en remontant des composants élémentaires jusqu’au système complet.  
 
La résolution du modèle générique se décompose en plusieurs étapes correspondant à l’application 
d’une règle de réduction sur une variable ou un ensemble de variables de même type. Nous 
caractérisons les six étapes suivantes :  
E1) Suppression des nœuds A(𝑂−
𝑃) représentant les actions de valorisation  
E2) Fusion des nœuds utilité U(𝑂𝑃−
𝑃) et U(𝐶𝑃−
𝑃)  relatifs aux opérations de déconstruction 
E3) Suppression des nœuds A(𝑂𝑃−
𝑃) représentant les opérations de déconstruction 
E4) Fusion des nœuds utilité relatifs à la politique 
E5) Suppression du nœud  politique  
E6) Suppression du nœud produit  
 
Avant de caractériser ces différentes étapes, nous reprenons le modèle de départ avec les notations 








Opération de déconstruction 




Actions de valorisation 
Opérations de déconstruction  















A B C 
Y 
X 
A B C 
Y 
Figure IV.17 – Exemple d’inversion d’arc [Tatman et Shachter, 90] 
(a) (b) 
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Variables Description des variables Paramétrages Description des paramétrages 
Produit 
Flux d’entrée des activités et 
état du produit P évalué 
P(Produit / Opération) 
Spécification de l’obtention du 
produit P  et de son état 
Politique 
Sélection d’une activité pour 
le produit P évalué 
δ(Politique / Produit) 
Indication de l’activité à 
sélectionner 
A(𝑂−
𝑃) Action de valorisation P(A(𝑂−
𝑃) / Produit, Politique) 








𝑃)] Coûts et revenus de l’activité 
A(𝑂𝑃−












𝑃))] Coûts de l’activité 
U(𝐶𝑃−
𝑃) 
Evaluation d’un composant 




Profit de valorisation du 
composant à déterminer avant 
l’évaluation du produit P 
U(Produit) Evaluation du produit P E[U(Produit)/Opération] Profit de valorisation du produit P 
Tableau IV.6 – Notation pour la spécification des variables 
En présence de variables « contexte », la structure du modèle diffère de celle présentée sur la 
Figure IV.18. Les variables supplémentaires modifient le paramétrage du modèle et donc les relations 
établies par l’application des règles de réduction. Ces variables peuvent cependant être supprimées 
préalablement à l’application des six étapes présentées ci-dessus par l’utilisation d’une marginalisation 
par rapport à ces variables « contexte ». Un exemple est donné sur la Figure IV.19. Le modèle 
représente une action de valorisation 𝑂−
𝑃
 sur un produit P (représenté par le nœud Produit) et dont 
l’incertitude est caractérisée en fonction d’une évaluation de la demande (nœud Demande). Pour se 
ramener à la structure du modèle générique, la variable Demande peut être éliminée et intégrée au 
nœud A(𝑂−
𝑃) suivant le principe présenté sur la Figure IV.19. 
 
A partir de ces notations, nous pouvons caractériser les différentes étapes d’optimisation. Pour chaque 
étape : nous justifions l’applicabilité d’une règle de réduction sur une ou plusieurs variables, nous 
présentons la modification de la représentation graphique et nous caractérisons la relation pour la 
modification du paramétrage du graphe.  
 
 (E1) Suppression des nœuds A(𝑶−
𝑷) représentant les actions de valorisation  (règle R2) 
Etant donné le modèle de départ sur la Figure IV.18, les nœuds représentant les actions de valorisation 
A(𝑂−
𝑃) peuvent être supprimés car ils ne possèdent comme seuls successeurs que des nœuds d’utilité 
servant à l’évaluation de ces options (U(𝑂−










𝑃) 𝑃𝑟𝑜𝑑𝑢𝑖𝑡  =   𝑃(𝐴(𝑂−









𝑃)/𝐷𝑒𝑚𝑎𝑛𝑑𝑒, 𝑃𝑟𝑜𝑑𝑢𝑖𝑡) 𝑃(𝐷𝑒𝑚𝑎𝑛𝑑𝑒) 
Figure IV.19 – Suppression de variable « contexte » 




Le paramétrage des nœuds d’utilité U(𝑂−
𝑃) est alors modifié suivant la relation suivante qui permet de 
supprimer les nœuds A(𝑂−
𝑃) sans perte d’informations dans la modélisation du problème :  
 
𝑬 𝑼(𝑶−
𝑷) 𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 , 𝑷𝒓𝒐𝒅𝒖𝒊𝒕 =   𝑷 𝑨(𝑶−
𝑷) 𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 , 𝑷𝒓𝒐𝒅𝒖𝒊𝒕 ∗ 𝑬[𝑼(𝑶−
𝑷)/𝑨(𝑶−𝑷) 𝑨(𝑶−
𝑷)]   (20) 
 
 (E2) Fusion utilités U(𝑶𝑷−
𝑷) et U(𝑪𝑷−
𝑷) opérations de déconstruction  (règle R1) 
A partir du modèle présenté sur la Figure IV.20, les nœuds d’utilité U(𝑂𝑃−
𝑃) et U(𝐶𝑃−
𝑃) reliés à un 
même nœud A(𝑂𝑃−




𝑃) le nœud ainsi créé qui est intégré au modèle comme sur la Figure IV.21.  
 
 
Le paramétrage du nœud U*(𝑂𝑃−
𝑃 ) est caractérisé par la relation suivante (on peut constater que la 




𝑷  )] =  𝑬[𝑼(𝑶𝑷−
𝑷/𝑨(𝑶𝑷−
𝑷)] +  𝑬 𝑼 𝑪𝑷−
𝑷 𝑨 𝑶𝑷−
𝑷   𝑪𝑷−𝑷∈ 𝑪𝑷𝑷     (21) 
 
 (E3) Suppression des nœuds A(𝑶𝑷−
𝑷) représentant les opérations de déconstruction (règle R2) 
Suivant le modèle obtenu à l’étape précédente, les nœuds A(𝑂𝑃−
𝑃) représentant les opérations de 
déconstruction sur le produit peuvent être supprimés étant donné qu’ils ne possèdent comme 
successeurs que des nœuds d’utilité U*(𝑂𝑃−






































































Figure IV.20 – Suppression  des nœuds « actions de valorisation » 




La modification du paramétrage du nœud U*(𝑂𝑃−
𝑃 ) est caractérisé par la relation suivante :  
 
𝑬 𝑼∗ 𝑶𝑷−
𝑷 𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 , 𝑷𝒓𝒐𝒅𝒖𝒊𝒕 =  𝑷(𝑨(𝑶𝑷−
𝑷)) 𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 , 𝑷𝒓𝒐𝒅𝒖𝒊𝒕) ∗ 𝑬[𝑼∗ 𝑶𝑷−
𝑷 𝑶𝑷−
𝑷 )]𝑨(𝑶𝑷−𝑷)    
(22) 
 (E4) Fusion nœuds utilité politique (règle R1) 
Sur le modèle obtenu dans l’étape précédente, l’ensemble des nœuds d’utilité possède les mêmes 
nœuds parents Politique et Produit. Ils peuvent être fusionnés dans un seul nœud d’utilité que nous 
notons U(Produit). Le graphe obtenu est présenté sur la Figure IV.23. 
 
 
Le paramétrage du nœud est alors caractérisé par la relation suivante :  
 
𝑬 𝑼(𝑷𝒓𝒐𝒅𝒖𝒊𝒕) 𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 , 𝑷𝒓𝒐𝒅𝒖𝒊𝒕 =
      𝑬 𝑼 𝑶−
𝑷 𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 , 𝑷𝒓𝒐𝒅𝒖𝒊𝒕 𝑶−𝑷∈𝑶𝑷 +  𝑬 𝑼
∗ 𝑶𝑷−
𝑷 𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 , 𝑷𝒓𝒐𝒅𝒖𝒊𝒕 𝑶𝑷−𝑷∈𝑶𝑷𝑷                       (23) 
 
 (E5) Suppression du nœud « politique » (règle  R3) 
Sur le modèle de la Figure IV.23, le nœud de décision Politique ne possède que le nœud d’utilité 
U(Produit) comme successeur et l’autre nœud parent de U(Produit) est aussi parent de Politique. Dans 
ces conditions, la politique de valorisation du produit est conditionnée par l’état du produit représenté 
par la variable Produit. Le nœud de décision Politique peut être supprimé en sélectionnant l’alternative 
optimale pour celui-ci comme sur la Figure IV.24.  
… 
… 










Produit  Politique 
 
U(Produit) 
Figure IV.23 – Fusion des nœuds d’utilité relatifs à la politique  
Figure IV.22 – Suppression des nœuds « opérations de déconstruction » 
A(𝑂𝑃−
𝑃) … 


























Le nœud d’utilité U(Produit) est modifié et intègre l’évaluation de la politique optimale en fonction de 
la relation suivante :  
𝑬[𝑼(𝑷𝒓𝒐𝒅𝒖𝒊𝒕)/𝑷𝒓𝒐𝒅𝒖𝒊𝒕] = 𝒎𝒂𝒙𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 𝑬[𝑼(𝑷𝒓𝒐𝒅𝒖𝒊𝒕)/𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆,𝑷𝒓𝒐𝒅𝒖𝒊𝒕]   (24) 
La règle de décision fixant l’alternative optimale suivant l’état du produit est déterminée par la relation 
suivante :  
𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 = 𝒂𝒓𝒈𝒎𝒂𝒙𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆  𝑬 𝑼 𝑷𝒓𝒐𝒅𝒖𝒊𝒕 𝑷𝒐𝒍𝒊𝒕𝒊𝒒𝒖𝒆 , 𝑷𝒓𝒐𝒅𝒖𝒊𝒕      (25)   
 
 E(6) Suppression du nœud « Produit » (Application de R2) 
Dans l’étape précédente, l’évaluation de la valorisation du produit était fonction de l’état de celui-ci. A 
partir du modèle de la Figure IV.24, le nœud Produit peut être supprimé. Le nœud U(Produit) contient 
alors l’évaluation du produit pour tous ses états possibles. Ce nœud est ensuite intégré au modèle des 
sous-ensembles contenant ce produit au niveau des opérations de déconstruction comme sur la 
Figure IV.25.  
 
L’évaluation de la valorisation d’un produit au niveau du nœud U(Produit) est donnée par la relation 
suivante :  
 
𝑬[𝑼(𝑷𝒓𝒐𝒅𝒖𝒊𝒕)/𝑶𝒑é𝒓𝒂𝒕𝒊𝒐𝒏]  =  𝑷(𝑷𝒓𝒐𝒅𝒖𝒊𝒕/𝑶𝒑é𝒓𝒂𝒕𝒊𝒐𝒏) ∗ 𝑬[𝑼(𝑷𝒓𝒐𝒅𝒖𝒊𝒕) ∕ 𝑷𝒓𝒐𝒅𝒖𝒊𝒕]𝑷𝒓𝒐𝒅𝒖𝒊𝒕        (26) 
 
Le schéma général d’optimisation est récapitulé sur la Figure IV.26 avec le rappel des six étapes et des 
paramétrages d’entrée. Il est répété de manière récursive pour chaque produit à partir des composants 
élémentaires jusqu’au système complet. Cette approche d’optimisation se rapproche de celle de la 
programmation dynamique présentée au début de ce chapitre avec l’avantage de prendre en compte 
différentes incertitudes de la déconstruction et d’utiliser un même support pour l’analyse du problème 
et son optimisation. L’ensemble des politiques de valorisation peut être fixé, déterminant ainsi la 
trajectoire optimale de déconstruction du système complet jusqu’aux produits valorisables. Les 
relations déterminées à chaque étape d’optimisation peuvent être réutilisées en fonction de différentes 





Figure IV.25 – Evaluation du produit 





Figure IV.24 – Suppression du nœud Politique 




Nous appliquons les différents principes de modélisation et d’optimisation à un exemple de système 
aéronautique.  
 
4. Application : déconstruction d’un système aéronautique  
 
Nous présentons dans ce paragraphe une application de la démarche de modélisation que nous venons 
de présenter sur un système aéronautique dans le but d’illustrer la modélisation et l’évaluation d’un 
ensemble de trajectoires. En complément des principes de modélisation que nous avons définis dans 
les paragraphes précédents, ce paragraphe permet de mettre en évidence :  
 les objectifs de l’analyse d’un système en fin de vie pour la modélisation des trajectoires,  
 l’ensemble des données d’entrée à établir pour représenter les trajectoires,  
 la structuration de ces données,  
 l’exploitation des spécificités du contexte de la modélisation, 
 une méthode d’optimisation spécifique au modèle de l’application développée sur la base de 
celle présentée dans les paragraphes précédents, 
 la lecture des résultats d’optimisation.   
 
4.1. Présentation du système  
 
Le système dont nous modélisons les trajectoires de valorisation est une turbine d’avion. Une 
représentation de celle-ci est donnée sur la Figure IV.27. Il s’agit du schéma du système comprenant 
une vue globale de celui-ci ainsi qu’une vue éclatée dans laquelle les différents constituants sont mis 
en évidence. Le système est ainsi constitué de sept produits élémentaires (dont le désassemblage ne 
sera pas envisagé) notés P1 à P7. Le schéma de la Figure IV.27 sert aussi de support pour l’analyse 
des relations entre ces différents produits (type de liaison, orientation du produit, …). Cette 
représentation fournit ainsi les éléments fondamentaux pour débuter l’analyse de la déconstruction du 
système.    
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Figure IV.27 – Schéma du système à valoriser  
La valorisation des composants élémentaires peut être analysée dans le but de déterminer les options 
de valorisation pour chacun d’eux. De manière générale, on distingue deux options de valorisation 
pour chaque produit élémentaire : le recyclage matière et le recyclage fonctionnel, principaux types de 
valorisation couramment rencontrés. 
  
A partir du schéma de la Figure IV.27, un modèle relationnel entre les composants peut être établi afin 
de déterminer les opérations de déconstruction élémentaires et les sous-ensembles qui peuvent être 
générés. Le graphe de liaison du système est présenté sur la Figure IV.28. On rappelle que les nœuds 
correspondent aux produits et les arcs correspondent aux liaisons entre les produits. Les techniques 
d’analyses de ce type de graphe ont été présentées dans le chapitre II.  Elles permettent d’obtenir les 
opérations de déconstruction élémentaires et les assemblages intermédiaires.  
 
Figure IV.28 – Graphe de liaison du système  
 
Parmi les sous-ensembles identifiés, nous ne retenons que les sous-ensembles valorisables dans la 
représentation des trajectoires. Les opérations de déconstruction correspondent alors à une agrégation 
d’opérations élémentaires. Les sous-ensembles valorisables du système sont :  
 
SA1 = {P2, P3, P4, P5, P6} ; SA2 = {P2, P4, P5} ; SA3 = {P3, P5, P6}. 
 
L’analyse du système en fin de vie doit ainsi permettre d’identifier les composantes des trajectoires 
c’est-à-dire les produits valorisables, leurs actions de valorisation et les opérations de déconstruction. 
Pour le système étudié, l’ensemble de ces éléments est récapitulé sur le Tableau IV.7. Les notations 
sont celles utilisées par la suite pour les variables du modèle. Un tiret indique qu’il n’y a pas 
d’opérations ou d’options possibles sur le produit. 
 










S DO1 - - 
SA1 DO2 ; DO3 MR1 FR1 
SA2 - MR2 - 
SA3 DO4 - FR2 
P1 -  MR3 FR3 
P2 - MR4 FR4 
P3 - MR5 FR5 
P4 - MR6 FR6 
P5 - MR7 FR7 
P6 - MR8 FR8 
P7 - MR9 FR9 
Tableau IV.7 – Composantes des trajectoires du système  
4.2. Construction du modèle  
 
A partir des éléments identifiés dans la phase d’analyse, le modèle des trajectoires de déconstruction 
du système peut être construit. Une variable est en effet définie pour chaque produit, opération de 
déconstruction et action de valorisation. Les variables de décisions (représentées symboliquement par 
des carrés) traduisent les politiques de valorisation à déterminer pour chaque produit. Elles sont 
intégrées au modèle ainsi que les variables d’évaluation (nœud d’utilité) des actions de valorisation et 
des opérations de déconstruction.  
 
Les variables sont interconnectées en fonction de la structure du système et des relations de 
précédence identifiées à l’aide du graphe de liaison. La forme générale du modèle global est présentée 
sur la Figure IV.29.  
 
 
Figure IV.29 – Modélisation des trajectoires de valorisation pour l’exemple  
 
Pour chaque produit identifié, on retrouve la structure générique proposée sur la Figure IV.6. Celle-ci 
est instanciée en fonction des opérations de déconstruction et des actions de valorisation possibles sur 
chaque produit. On retrouve par exemple pour le produit SA1 les deux nœuds correspondant aux 
actions de valorisation MR1 et FR1 et les deux nœuds correspondant aux opérations de déconstruction 
DO2 et DO3.  
 
Les modalités des différentes variables du modèle sont définies de manière générale pour chaque type 
de variable. Elles sont présentées sur le Tableau IV.8.  
 








n : normal l’état du produit correspond à son âge 
d : dégradé le produit est plus dégradé que la normale 
na : non activé  
Valorisation 
Mode de réalisation 
de l’action 
n : normal durée nominale 
l : lent allongement de la durée nominale 
a : abandon  
nr : non réalisé  
Opération 
Mode de réalisation 
de l’opération 
n : normal durée et ressource initialement prévues 
l : lent allongement de la durée et/ou changement de ressource 
a : abandon  
nr : non réalisé  
Tableau IV.8 – Modalités des variables du modèle 
Les modalités des variables de décision représentent les alternatives d’activités  pour chaque produit 
c’est-à-dire qu’un nœud de décision représentant une politique possède autant de modalités qu’il y a 
d’activités possibles sur le produit auquel il est associé.  
 
Les variables « performances » sont représentées par les nœuds d’utilité et instanciées selon un 
modèle de coûts en fonction de leurs nœuds parents. Pour chaque configuration des nœuds parents, 
une valeur est définie.  
 
4.3. Paramétrage spécifique au modèle  
 
L’étape suivante de modélisation consiste à spécifier le paramétrage des différents nœuds au travers 
des TPC et des tables d’utilité. Nous avons vu que le modèle proposé est constitué d’une structure 
générique pour chaque produit du système en fin de vie avec trois type de variables correspondant aux 
produits, aux opérations de déconstruction et aux actions de valorisation. Ceci nous permet de dégager 
un paramétrage spécifique pour chaque type de variable. 
 
 Variables « produit »  
Trois situations possibles de paramétrages des variables « produit » peuvent être identifiées pour le 
modèle de la Figure IV.29. Elles sont fonction du nombre d’antécédents de la variable « produit » à 
paramétrer (nombre d’opérations générant le produit). Les trois situations sont présentées sur la 
Figure IV.30. La première (a) correspond à celle de la variable représentant le système complet. Les 
deux autres (b) et (c) correspondent respectivement aux variables « produit » avec un et deux 
antécédents ; dans l’application que nous analysons, les variables « produit » n’ont pas plus de deux 
antécédents. Des situations avec plus de deux antécédents peuvent cependant être rencontrées dans 
d’autres applications. Dans ce cas, les principes de modélisation que nous utilisons ici peuvent être 
appliqués.  
 
Figure IV.30 – Situations de paramétrage de variable produit 
 
(a) (b) (c) 
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Le paramétrage induit par les arcs entre les variables « activité » et les variables « produit » peut 
représenter :  
- l’avancement du processus,  
- la corrélation entre les modes de réalisation d’une opération et l’état d’un produit, 
- l’influence d’une opération sur la dégradation du produit.  
 
Etant donnée la signification particulière des arcs, tous les paramètres des TPC ne sont pas utiles. Par 
exemple sur le Tableau IV.9(b), les situations où une des deux opérations n’est pas dans un état « nr » 
ne sont pas nécessaires car elles ne correspondent à aucune réalité physique. En effet, un produit du 
système ne peut être généré que par une seule opération de déconstruction. Les cellules colorées dans 
le Tableau IV.9(b) correspondent à ces paramètres. Nous réduisons ainsi le paramétrage des nœuds 
DOx à quatre types (p1 à p4) de paramètres. Pour chaque couple de variables opérations/produits 
(DOx, Py) reliées par un arc, ces paramètres correspondent aux probabilités identifiées sur le 
Tableau IV.9. 
 
 Variables « activité »  
Toutes les variables « activité » possèdent le même type de nœuds parent comme illustré sur la 
Figure IV.31(a). Une variable « produit » et une variable « politique » précédent une variable 
« activité ».  Le paramétrage des variables « activité » varie suivant le nombre de modalités possibles 
pour la variable de décision « politique ». En effet, une variable « politique » possède autant de 
modalités qu’il y a d’activités possibles sur le produit auquel elle est associée. Une variable 
« activité » prend cependant automatiquement la modalité « nr » (activité non réalisée) si elle n’est pas 
sélectionnée au niveau de la variable « politique ». Le nombre de paramètres à définir pour chaque 
variable « activité » est ainsi limité et identique. 
 
Sur le produit modélisé sur la Figure IV.31,  une action de valorisation et une opération de 
déconstruction sont possibles. La variable « politique » PLx associée à ce produit peut alors prendre 
deux modalités correspondant à ces deux activités. Elles sont notées « do » pour l’opération de 
déconstruction et « mr » pour l’option de valorisation. Etant données que trois modalités ont été 
définies pour la variable Px et quatre modalités pour la variable DOy, 24 paramètres sont à définir 
pour spécifier la variable DOy. On constate cependant comme illustré sur la Figure IV.31(b), que six 
paramètres sont utiles pour caractériser les incertitudes relatives aux activités. Les autres paramètres 
servent à spécifier l’enchaînement des activités dans les trajectoires de valorisation. Les six paramètres 
à définir pour chaque variable « activité » sont notés q1 à q6. Ils correspondent aux probabilités des 
différents modes de réalisation des activités en fonction de l’état des produits.  
(a) (b) 
Tableau IV.9 – Paramétrage des variables « produit » 




La mise en évidence d’un paramétrage spécifique pour le schéma de modélisation proposé nous 
permet à la suite de limiter le nombre de données d’entrée à spécifier et de développer une méthode de 
résolution simplifiée. Cette méthode sera ensuite généralisée à tous modèles de trajectoires respectant 
ce schéma.  
 
4.4. Structuration des données d’entrée  
 
Nous venons de mettre en évidence les principales données d’entrée représentant les incertitudes des 
trajectoires. Les autres données d’entrée sont relatives aux paramètres économiques. Ils sont spécifiés 
au niveau des nœuds d’utilité associés à chaque variable « activité ». Etant donné que quatre modalités 
ont été définies pour les variables « activité », on retrouve quatre paramètres pour les nœuds d’utilité.  
 
Les paramètres sont affectés aux différents nœuds du modèle comme illustré sur la Figure IV.32 
correspondant au module représentant la valorisation du produit SA3. On retrouve les trois ensembles 
de paramètres : p pour la variable SA3 (et la relation DO3-SA3), q pour les variables DO4 et FR2 et u 
pour les variables DO4 et FR2.  
 
Figure IV.32 – Représentation des données d’entrée 
L’ensemble des données d’entrée du modèle des trajectoires de valorisation du système est présenté 
sur le Tableau IV.10 pour les variables « activité », sur le Tableau IV.11 pour les nœuds d’utilité et sur 
le Tableau IV.12 pour les variables « produit ». Ces paramètres ont été fixés arbitrairement. Les trois 
ensembles de paramètres qx, x=1…6, uy, y=1..4 et pz, z=1…4 correspondent aux paramètres identifiés 
précédemment c’est-à-dire à la probabilité de chaque mode de réalisation des activités connaissant 
l’état du produit associé (paramètres qx), aux coûts et revenus de chaque activité en fonction de son 
mode de réalisation (paramètres uy) et à la probabilité d’état de chaque produit selon l’activité qui le 






Figure IV.31 – Paramétrage des variables « activité » 
u(DO4) 
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 q1 q2 q3 q4 q5 q6 
DO1 0.95 0.05 0 0.9 0.05 0.05 
DO2 0.9 0.1 0 0.8 0.1 0.1 
DO3 0.9 0.05 0.05 0.8 0.1 0.1 
DO4 0.95 0.05 0 0.9 0.05 0.05 
MR1 0.3 0.3 0.4 0.3 0.3 0.4 
MR2 0.9 0.1 0 0.8 0.2 0 
MR3 0.8 0.15 0.05 0.7 0.25 0.05 
MR4 0.8 0.2 0 0.8 0.2 0 
MR5 0.8 0.1 0.1 0.7 0.2 0.1 
MR6 0.9 0.1 0 0.8 0.1 0.1 
MR7 0.9 0.1 0 0.8 0.15 0.05 
MR8 0.9 0.1 0 0.8 0.1 0.1 
MR9 0.8 0.15 0.05 0.75 0.15 0.1 
FR1 0.6 0.2 0.2 0.2 0.3 0.5 
FR2 0.7 0.15 0.15 0.6 0.2 0.2 
FR3 0.75 0.15 0.1 0.2 0.3 0.5 
FR4 0.6 0.2 0.2 0.4 0.3 0.3 
FR5 0.9 0.1 0 0.5 0.25 0.25 
FR6 0.5 0.5 0 0.4 0.4 0.2 
FR7 0.8 0.1 0.1 0.5 0.25 0.25 
FR8 0.6 0.4 0 0.5 0.25 0.25 
FR9 0.7 0.25 0.05 0.6 0.3 0.3 
Tableau IV.10 – Paramétrage des variables 








 u1 u2 u3 u4 
U(DO1) -5 -7 -10 0 
U(DO2) -5 -10 -15 0 
U(DO3) -8 -10 -12 0 
U(DO4) -10 -15 -20 0 
U(MR1) 30 10 -5 0 
U(MR2) 60 30 -3 0 
U(MR3) 35 15 -5 0 
U(MR4) 20 10 -2 0 
U(MR5) 30 15 -2 0 
U(MR6) 20 10 -1 0 
U(MR7) 20 10 0 0 
U(MR8) 20 10 -2 0 
U(MR9) 30 10 -5 0 
U(FR1) 50 25 -10 0 
U(FR2) 200 35 -4 0 
U(FR3) 40 20 -3 0 
U(FR4) 30 10 -5 0 
U(FR5) 40 30 -6 0 
U(FR6) 60 10 -10 0 
U(FR7) 45 35 -4 0 
U(FR8) 50 25 -5 0 
U(FR9) 50 20 -5 0 
Tableau IV.11 – Paramétrage des variables 
« performance » (nœuds utilité) 
 
  p1 p2 p3 p4 
DO1 P1 0.95 0.05 0.8 0.2 
SA1 0.95 0.05 0.95 0.05 
P7 0.95 0.05 0.9 0.1 
DO2 SA2 0.9 0.1 0.85 0.15 
P6 0.9 0.1 0.9 0.1 
P3 0.9 0.1 0.85 0.15 
DO3 P2 0.9 0.1 0.75 0.25 
P4 0.8 0.2 0.7 0.3 
SA3 0.95 0.05 0.9 0.1 
DO4 P6 0.95 0.05 0.9 0.1 
P3 0.95 0.05 0.8 0.2 
P5 0.95 0.05 0.9 0.1 
Tableau IV.12 – Paramétrage des variables « produit » 
 
A ce niveau de la modélisation, le modèle graphique et les paramètres ont été spécifiés. Nous pouvons 
appliquer une méthode de résolution pour rechercher une trajectoire de valorisation optimale. 
 
4.5. Optimisation  
 
Pour déterminer la trajectoire optimale de valorisation du système étudié, nous appliquons la méthode 
présentée précédemment en mettant en évidence les spécificités du modèle proposé. Nous avons 
identifié les spécificités liées aux données d’entrée du modèle et mettons maintenant en évidence 
celles liées à leur exploitation dans la méthode de résolution du problème. Nous développons ensuite 
un algorithme d’optimisation reposant sur cette méthode et utilisant les spécificités du paramétrage des 
nœuds.  
 
4.5.1. Application à l’exemple  
 
Nous illustrons tout d’abord la méthode de résolution proposée dans le paragraphe 3.4 pour évaluer la 
valorisation du sous-ensemble SA3. Le modèle de valorisation est proposé sur la Figure IV.33 avec les 
paramètres devant être définis pour chaque nœud. Nous détaillons maintenant l’application des 
relations (20) à (26) afin de mettre en évidence les simplifications possibles et les paramètres utilisés.  
 




La méthode consiste à évaluer tout d’abord les composants élémentaires (sans opération de 
déconstruction) qui correspondent ici aux composants P6, P3 et P5.  
 
Les nœuds de valorisation peuvent dans un premier temps être éliminés (voir étape (E1) de la méthode 
du paragraphe 3.4.3). Par exemple, pour le produit P6, les nœuds MR8 et FR8 sont supprimés. Le 
paramétrage des nœuds d’utilité qui leur sont associés est modifié comme illustré sur le Tableau IV.13 
(relatif au nœud MR8). Nous constatons sur celui-ci que deux paramètres sont réellement utilisés pour 
l’optimisation des trajectoires. Nous les notons V1 et V2 et les déterminons pour chaque option de 
valorisation (paramètres V sur la Figure IV.33). Ils caractérisent l’évaluation des actions de 
valorisation en présence d’incertitudes.  
 
PL6 P6 E[U(MR8)/P6, PL6] 
mr n q1(MR8)*u1(MR8) + q2(MR8)*u2(MR8) + 
q3(MR8)*u3(MR8) = V1(MR8) 
mr d q4(MR8)*u1(MR8) + q5(MR8)*u2(MR8) + 
q6(MR8)*u3(MR8) = V2(MR8) 
mr na  
… … … 




Les nœuds d’utilité relatifs aux actions de valorisation déterminés précédemment peuvent ensuite être 
fusionnés (voir étape (E4), les étapes (E2) et (E3) concernent les opérations de déconstruction). Il n’y 
a pas de nouveau paramètre à déterminer à cette étape.  
 
Deux nouveaux paramètres sont calculés dans l’étape suivante (voir étape (E5)) comme présenté sur le 
Tableau IV.14. Ils sont notés K1 et K2 et sont associés à chaque composant élémentaire. Ils 








Figure IV.33 – Ensemble des paramètres d’évaluation 





n max (V1(MR8), V1(FR8)) = K1(P6) 
d max (V2(MR8), V2(FR8)) = K2(P6) 
na  
Tableau IV.14 – Evaluation des politiques 
de valorisation (composants élémentaires) 
 
 
Les produits sont ensuite évalués par rapport aux opérations de déconstruction qui les génèrent (voir 
étape (E6)). Deux nouveaux paramètres sont calculés suivant les formules présentées dans le 
Tableau IV.15. Ils sont notés U1 et U2 et sont associés à chaque couple de variables « activité » / 
« produit » reliés par un arc. Ils représentent l’évaluation des produits intégrant l’incertitude sur leur 




n p1(DO4,P6)*K1(P6) + p2(DO4,P6)*K2(P6) = U1(DO4,P6) 
l p3(DO4,P6)*K1(P6) + p4(DO4,P6)*K2(P6) = U2(DO4,P6) 
a  
na  
Tableau IV.15 – Evaluation de l’utilité d’un 
produit 
 
A ce niveau de la méthode, les composants élémentaires ont été évalués. On peut s’intéresser 
maintenant aux sous-ensembles (produit avec opérations de déconstruction) en l’occurrence ici le 
sous-ensemble SA3. 
 
Les opérations de déconstruction sont alors évaluées (étape (E2)). Trois nouveaux paramètres sont 
utilisés lors de la fusion des nœuds utilité relatifs aux opérations de déconstruction. Nous les notons 
X1, X2 et X4. Ils évaluent les modes de réalisation d’une opération. Pour la variable DO4, les formules 





,P5) = X1(DO4) 
l u2(DO4)+U2(DO4,P6)+U2(DO4,P3)+U2(DO4
,P5) = X2(DO4) 
a u3(DO4) = X3(DO4) 
na  




Les nœuds représentant les opérations peuvent ensuite être supprimés (étape (E3)). Deux nouveaux 
paramètres M1 et M2 sont introduits comme présenté sur le Tableau IV.17 pour la variable DO4. Ils 
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PLS3 SA3 E[U*(DO4)/SA3, PLS3] 
mr n q1(DO4)*X1(DO4) + q2(DO4)*X2(DO4) + 
q3(DO4)*X3(DO4)  
= M1(DO4) 
mr d q4(DO4)*X1(DO4) + q5(DO4)*X2(DO4) + 
q6(DO4)*X3DO4) 
= M2(DO4) 
mr na  
… … … 
Tableau IV.17 – Evaluation de l’utilité 
d’une opération 
 
Le produit SA3 peut alors être évalué suivant son état (étape (E5)). On retrouve les deux types de 
paramètres K1 et K2 définis pour les composants élémentaires. Les formules de calcul intègrent 




n max (V1(FR2), M1(DO4)) = K1(SA3) 
d max (V2(FR2), M2(DO4)) = K2(SA3) 
na  






L’ensemble des paramètres à déterminer pour évaluer la valorisation du produit SA3 est mis en 
évidence sur la Figure IV.33. Il s’agit de l’ensemble des paramètres réellement utilisés pour la 
détermination d’une trajectoire optimale. Leurs formules de calcul ont été mises en évidence du 
Tableau IV.13 au Tableau IV.18. Nous les exploitons maintenant afin de proposer un algorithme 
simplifié de résolution pouvant s’appliquer à toute modélisation de la valorisation d’un système en fin 
de vie répondant au même schéma.  
 
4.5.2. Généralisation  
 
Nous avons identifié au travers de l’exemple précédent les paramètres réellement utilisés lors de la 
mise en œuvre de la méthode de résolution présentée dans le paragraphe 3.7. Nous proposons 
maintenant un algorithme simplifié de recherche d’une trajectoire de valorisation optimale à partir des 
paramètres mis en évidence.  
 
Cet algorithme repose sur le schéma de modélisation des trajectoires de valorisation de systèmes en fin 
de vie composé des éléments suivants :  
- E : ensemble des produits du système,  
- S : produit représentant le système complet, 
- OP : ensemble des opérations de déconstruction,  
- O : ensemble des actions de valorisation,  
- G : graphe reliant les produits, les opérations de déconstruction et les actions de valorisation 
suivant le modèle générique présenté précédemment, 
- p(OP,E) : ensemble des paramètres relatifs aux probabilités sur l’état des produits,   
- qo(O) : ensemble des paramètres relatifs aux probabilités de réalisation des actions de 
valorisation, 
- qd(OP) : ensemble des paramètres relatifs aux probabilités de réalisation des opérations de 
déconstruction, 
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- uo(O) : ensemble des paramètres économiques relatifs à la réalisation des actions de 
valorisation, 
- ud(OP) : ensemble des paramètres économiques relatifs à la réalisation des opérations de 
déconstruction. 
 
Ce schéma de modélisation est directement tiré du modèle utilisant les diagrammes d’influence. 
L’algorithme que nous proposons utilise les notations présentées ainsi que les paramètres identifiés 
dans l’application de la méthode de résolution sur le module générique de valorisation d’un produit 
(Figure IV.6).  
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L’algorithme de résolution que nous proposons est le suivant :   
 
Tant que S n’est pas évalué  
  Pour i ∈ E 
    Si i est un composant élémentaire et i n’est pas évalué  
       Identification de l’ensemble SUCC_O(i) des options de valorisation de i  
 Pour j ∈ SUCC_O(i) 
   Calculer V1(j) = qo1(j)*uo1(j) + qo2(j)*uo2(j) + qo3(j)*uo3(j) 
      V2(j) = qo4(j)*uo1(j) + qo5(j)*uo2(j) + qo6(j)*uo3(j) 
    
Calculer K1(i) = 𝑚𝑎𝑥𝑗 ∈SUCC _O(𝑖)(𝑉1 𝑗 ) ; δ1 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑗∈SUCC _O(𝑖)(𝑉1 𝑗 )  
   K2(i) = 𝑚𝑎𝑥𝑗∈SUCC _O(𝑖)(𝑉2 𝑗 ) ; δ2 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑗∈SUCC _O(𝑖)(𝑉2 𝑗 )  
 
Identification de l’ensemble PRE(i) des opérations générant i  
Pour k ∈ PRE(i)  
     Calculer U1(k,i) = p1(k,i)*K1(i) + p2(k,i)*K2(i) 
        U2(k,i) = p3(k,i)*K1(i) + p2(k,i)*K2(i) 
   
    Si i est un sous-ensemble non évalué et tous les composants de i ont été évalués  
Identification de l’ensemble SUCC_O(i) des options de valorisation de i  
 Pour j ∈ SUCC_O(i) 
   Calculer V1(j) = qo1(j)*uo1(j) + qo2(j)*uo2(j) + qo3(j)*uo3(j) 
      V2(j) = qo4(j)*uo1(j) + qo5(j)*uo2(j) + qo6(j)*uo3(j) 
       
 Identification des opérations de i SUCC_OP(i) 
 Pour k ∈ SUCC_OP(i) 
              Identification de l’ensemble SUCC_P(k) des produits générés par k 
   Calculer X1(k) = ud1(k) +  𝑈1(𝑘, 𝑙)𝑙∈SUCC _P(𝑘)  
       X2(k) = ud2(k) +  𝑈2(𝑘, 𝑙)𝑙∈SUCC _P(𝑘)  
     X3(k) = ud3(k) 
 
  Calculer M1(k) = qd1(k)*X1(k) + qd2(k)*X2(k) + qd3*X3(k) 
       M2(k) = qd3(k)*X1(k) + qd4(k)*X2(k) + qd6*X3(k) 
  
Calculer K1(i) = 𝑚𝑎𝑥 𝑗 ∈𝑆𝑈𝐶𝐶_𝑂(𝑖)
𝑘  ∈𝑆𝑈𝐶𝐶_𝑂𝑃(𝑖)
(𝑉1 𝑗 ,𝑀1(𝑘)) ;  
δ1  = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑗∈𝑆𝑈𝐶𝐶 _𝑂(𝑖)
𝑘  ∈𝑆𝑈𝐶𝐶_𝑂𝑃(𝑖)
(𝑉1 𝑗 ,𝑀1(𝑘)) 
   K2(i) = 𝑚𝑎𝑥 𝑗∈𝑆𝑈𝐶𝐶 _𝑂(𝑖)
𝑘  ∈𝑆𝑈𝐶𝐶_𝑂𝑃(𝑖)
(𝑉2 𝑗 ,𝑀2(𝑘)) ;  
δ2  = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑗∈𝑆𝑈𝐶𝐶 _𝑂(𝑖)
𝑘  ∈𝑆𝑈𝐶𝐶_𝑂𝑃(𝑖)
(𝑉2 𝑗 ,𝑀2(𝑘)) 
Identification de l’ensemble des opérations générant i PRE(i) 
Pour k ∈ PRE(i)  
     Calculer U1(k,i) = p1(k,i)*K1(i) + p2(k,i)*K2(i) 
        U2(k,i) = p3(k,i)*K1(i) + p2(k,i)*K2(i) 
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L’algorithme proposé permet d’évaluer les différents constituants du système en fin de vie en 
remontant des composants élémentaires jusqu’au système complet. Différents paramètres d’évaluation 
sont calculés pour chaque nœud du graphe suivant leur type (produit, opération ou option). 
L’affectation des différents paramètres aux nœuds est le suivant :  
- à tout produit appartenant à E, on associe K1, K2 et les politiques δ1 et δ2, 
- à toute opération appartenant à OP, on associe X1, X2, X3, M1 et M2, 
- à toute option de valorisation appartenant à O, on associe V1 et V2.  
 
L’algorithme fournit ainsi pour chaque produit en fonction de son état :  
- l’évaluation de la valorisation, 
- la politique de valorisation c’est-à-dire l’action de valorisation ou l’opération de 
déconstruction à réaliser sur le produit considéré. 
 
4.6. Résultats d’optimisation  
 
Nous appliquons l’algorithme avec les données d’entrée précédentes. Les résultats en sortie sont 
présentés sur la Figure IV.34 avec les valeurs de tous les paramètres. La trajectoire optimale est tracée 
en rouge. Elle consiste à générer les produits P1, SA1, P7, P2, P4 et SA3. Pour chaque produit, la 
politique optimale est indiquée dans les nœuds de décision (rectangle) : pour le produit SA1 par 
exemple, elle indique la sélection de l’activité DO3. Pour les produits P1 et P2, elle varie en fonction 
de leur état. Si ces produits sont dans un état dégradé « d », la trajectoire est indiquée en vert. Si on 
considère une probabilité parfaite sur l’état normal ou dégradé du système S alors l’évaluation globale 










V(RF3) = [32.7 17.1] 
U(DO1,SA1)=[179.65   179.65] 
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V(RM8) = [19 16.8] V(RF8) = [40 30] 







V(RM5) = [25.3 23.8] V(RF5) = [39 26] 







V(RM7) = [19 17.5] V(RF7) = [39.1 30.25] 
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K(P1) = [32.7 28] 
RM4/RF4 
V(RM4) = [18 18] V(RF4) = [19 13.5] 







V(RM6) = [19 16.9] V(RF6) = [35 26] 







V(RF9) = [39.75 35.5] 






V(RM9) = [23.25   21.75] 




K(SA2) = [19 18] RF2 
V(RF2) = [144.65 126.2] 













A(DO3) U(DO3) U(DO2) 
V(RM1) = [10 10] 
V(RF1) = [35 17.5] 
M(DO2) = [127 113.2] 
M(DO3) = [180.2 169.6] 
X(DO2) = [128.4 114.5 -10] 
X(DO3) = [190.8 183.8 -15] 
X(DO4) = [111.5 106.6 -10] 
S 
A(DO1) U(DO1) 




U(DO3,SA3)=[143.72 142.8] U(DO2,SA2)=[56.7  56.55] 
U(DO2,P6)=[39 39] 
U(DO2,P3)=[37.7 26] 
U(DO1,P1)=[32.46  31.76] 
U(DO1,P1)=[39.53  39.32] 
U(S)= 240.1 
Figure IV.34 – Evaluation des trajectoires de déconstruction du système  
K(SA1) = [180.2 169.6] 





Dans ce chapitre, nous avons proposé un outil de modélisation et d’optimisation des trajectoires de 
déconstruction en présence d’incertitudes. La structure du modèle fournit un schéma pour l’analyse 
des trajectoires et la caractérisation des incertitudes associées. Il permet ensuite de prendre en compte, 
dans la représentation du problème mais aussi dans son optimisation, des incertitudes de natures 
diverses comme cela est généralement le cas dans la gestion des systèmes en fin de vie.  
 
Reposant sur l’utilisation des diagrammes d’influence, l’outil de modélisation reprend les 
caractéristiques des modèles de trajectoires de déconstruction, notamment des réseaux de Petri de 
désassemblage. Il permet ainsi de :  
- spécifier les contraintes de précédences entre les activités des trajectoires d’un système et les 
profondeurs de déconstructions possibles, 
- représenter les problématiques de sélection des options de valorisation pour chaque produit 
d’un système en fin de vie,  
- spécifier les fonctions d’évaluation (économique) des trajectoires, 
- analyser le processus de déconstruction induit par des trajectoires de déconstruction d’un 
système. La trajectoire caractérise en effet l’ossature d’un processus (enchaînement des 
activités) à laquelle le décideur ou l’analyste peut intégrer d’autres variables représentant des 
éléments du processus qu’il souhaite étudier (ressources, politique de contrôle, …). Nous 
avons pour cela proposé une modélisation générique d’une activité.  
 
L’outil permet ensuite d’intégrer les différentes incertitudes inhérentes à la problématique de 
déconstruction des systèmes en fin de vie que nous avons présentée dans le chapitre précédent. Nous 
avons notamment développé la prise en compte des incertitudes relatives à l’état des produits 
(variables « produit »), à la réalisation des activités (variables « activité ») et aux demandes pour des 
produits recyclables (variables « contexte). Une structure générique d’optimisation a été proposée pour 
déterminer une trajectoire optimale intégrant ces incertitudes. Les mécanismes d’optimisation sur cette 
structure ont été établis.   
 
L’application de l’outil à un exemple de système aéronautique a permis, tout d’abord, de proposer une 
structuration des données d’entrée nécessaires à l’optimisation des trajectoires de déconstruction en 
présence d’incertitudes. Nous avons ensuite montré à partir de cette application comment développer 
un algorithme d’optimisation adapté à un contexte donné. Nous avons enfin appliqué cet algorithme à 
un jeu de données d’entrée pour illustrer la représentation d’une trajectoire optimale.  
 
L’outil proposé dans ce chapitre est statique dans le sens où il n’intègre pas directement une dimension 
temporelle à la modélisation des trajectoires. Dans le chapitre suivant, nous allons développer cet outil 
dans le but d’analyser et modéliser plus en détail les incertitudes définies par rapport à une dimension 
temporelle (durée de réalisation des activités, dates des demandes et des arrivées, …) et prendre en 
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V – Planification des trajectoires de déconstruction : 







Dans le chapitre précédent, nous avons présenté un modèle statique de représentation et d’optimisation 
des trajectoires de déconstruction des systèmes en fin de vie. Il représentait une vue agrégée de 
l’horizon de planification et ne prenait en compte qu’une seule arrivée de système en fin de vie sur 
cette horizon. Lorsque le décideur dispose de prévisions plus détaillées sur les demandes et les 
arrivées, la planification peut être améliorée en considérant des horizons de planification couvrant les 
arrivées de plusieurs systèmes en fin de vie. L’objectif de ce chapitre est, d’une part, de développer le 
modèle de trajectoire permettant d’ajuster la réalisation des activités de déconstruction aux prévisions 
des demandes et des arrivées et, d’autre part, de caractériser de manière plus détaillée les incertitudes 
définies par rapport à une dimension temporelle.  
 
Dans un premier temps, nous décrivons le cadre d’application du modèle. Nous définissons pour cela 
la notion d’horizon de planification pour la déconstruction et les évènements à prendre en compte dans 
la modélisation. Les différentes situations de gestion des demandes que nous modélisons dans la suite 
sont présentées.  
 
Dans une seconde partie, nous décrirons les principes du modèle dynamique permettant de caractériser 
l’évolution temporelle des variables représentant les trajectoires de déconstruction. Les réseaux 
bayésiens dynamiques fournissent un support pour l’application de ces principes. Nous les présentons 
dans une troisième partie.  
 
Nous présentons dans une quatrième partie la structure générique du modèle dynamique pour la 
planification des trajectoires de déconstruction. Il est constitué de modules dont l’utilisateur doit 
définir les paramètres et les connexions pour caractériser les trajectoires envisagées pour un système 
en fin de vie.  
 
Dans une cinquième partie, nous développons les modules de base caractérisant chaque option de 
valorisation. Pour chaque module, nous présentons les variables qui le constituent, leur représentation 
graphique, les connexions avec les autres modules et leur paramétrage. Dans cette partie, une seule 
arrivée est prise en compte afin, notamment, de faire le lien avec le modèle statique.  
 
Nous proposons dans une sixième partie d’étendre le modèle dynamique à la prise en compte de 
plusieurs arrivées sur l’horizon de planification. Enfin, nous développons la notion de politique de 
valorisation qui peut être associée à chaque produit valorisable afin de sélectionner une option pour 
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1. Cadre de modélisation  
 
Nous présentons dans ce paragraphe le cadre de la modélisation des trajectoires permettant de définir 
leur mode de réalisation dans une dimension temporelle. Pour cela, nous redéfinissons la notion 
d’horizon de planification en caractérisant les évènements qui doivent être pris en compte dans la 
modélisation. Les éléments de gestion des incertitudes relatives à ces évènements qui seront 
développés dans ce chapitre sont aussi présentés. 
 
1.1. Caractérisation d’un horizon de planification  
 
Le problème de planification de la déconstruction (définition d’une trajectoire de déconstruction) tel 
que nous l’abordons consiste à déterminer les constituants d’un système en fin de vie à obtenir puis 
valoriser. Pour être considéré comme valorisable, un constituant doit faire l’objet d’une demande 
émanant d’une filière de valorisation. Dans ce cadre, un horizon de planification est défini comme 
l’intervalle de temps sur lequel les demandes en produits valorisables sont prises en compte. 
Précédemment (chapitre IV), nous avions défini des horizons de planification débutant à la date 
d’arrivée d’un système en fin de vie et se terminant à la date d’arrivée du système suivant. Dans ce 
chapitre, nous considérons d’autres types d’horizons de planification pour caractériser et gérer les 
demandes incertaines en produits issus de la déconstruction. Les jalons de l’horizon de planification 
considéré sont :  
- TO : date de début de l’horizon de planification qui correspond à l’instant courant où une 
planification est établie. Les produits valorisables à générer à partir des systèmes en fin de vie 
sont alors déterminés,  
- TH : date de fin de l’horizon de planification au-delà de laquelle les demandes ne sont plus 
prises en compte pour la planification en cours.      
 
L’horizon de planification peut être décomposé en périodes afin d’ajuster la planification en fonction :  
- d’observations à chaque période sur la réalisation des trajectoires,  
- des prévisions de la demande en produit définies pour chaque période,  
- des prévisions des arrivées de systèmes en fin de vie définies pour chaque période.  
 
La décomposition de l’horizon de planification en périodes élémentaires permet aussi de décomposer 
la modélisation de la réalisation dans le temps des trajectoires de déconstruction (durée des activités, 
dates des demandes et des arrivées). Le temps est en effet représenté de manière discrète dans le 
modèle dynamique développé dans ce chapitre.   
 
Les différentes caractéristiques d’un horizon de planification sont illustrées sur la Figure V.1.  
 




1.2. Gestion des demandes incertaines 
 
Nous venons de voir une caractérisation de l’horizon de planification. Nous nous intéressons 
maintenant aux évènements particuliers sur cet horizon dans l’objectif de mettre en évidence les 
éléments de gestion des demandes incertaines en produits valorisables que nous devons prendre en 
compte dans la modélisation [Godichaud et al., 08a]. Ces évènements correspondent :  
- à l’obtention des produits valorisables par la réalisation des activités d’une trajectoire,  
- aux demandes pour ces produits.  
 
Dans le cadre de la planification de la déconstruction, nous considérons plus particulièrement les dates 
d’apparition de ces évènements que l’on note :  
- 𝑇𝑃
𝑃 pour la date d’obtention d’un produit issu de la déconstruction,  
- 𝑇𝐷
𝑃pour la date d’enregistrement d’une demande.  
 
En fonction des relations entre ces deux dates, les concepts de gestion des demandes peuvent être 
établis de la manière suivante :  
- 𝑇𝑃
𝑃  < 𝑇𝐷
𝑃 : dans cette situation, le produit est stocké dans l’attente d’une demande ; on note s 
cette situation et, pour un produit valorisable P, on note sP la durée correspondante ;  
- 𝑇𝑃
𝑃  > 𝑇𝐷
𝑃 : cette situation induit une durée d’attente pour le client demandant le produit ; on 
note p cette situation car elle peut générer des pénalités pour le déconstructeur et, pour un 
produit valorisable P, on note pP la durée correspondante ;   
- 𝑇𝑃
𝑃  = 𝑇𝐷
𝑃 : cette situation est idéale puisqu’elle n’induit ni stockage ni attente client mais peu 
fréquente au regard des incertitudes inhérentes à la déconstruction. 
 
Ces différentes situations sont illustrées sur la Figure V.2. 
 
A partir des concepts précédents, la gestion des demandes dans le cadre de la définition de trajectoires 
de déconstruction vise à sélectionner les demandes pour des produits de la déconstruction susceptibles 






Stockage (situation s) Attente client (situation p) 
Figure V.2 – Evènements particuliers sur l’horizon de planification 
TP : date d’obtention d’un produit  
TD : date d’enregistrement d’une demande 
 
Temps Temps 
Horizon de planification 
TO TH 
t 
Période k  
Figure V.1 – Caractérisation d’un horizon de planification en déconstruction 
Ajustement de la planification en fonction de 
l’avancement des activités réalisées sur la période et 
des prévisions des périodes suivantes. 
Simulation de l’évolution de la trajectoire 
sur la période suivante  
Temps 
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produits à générer à partir d’un système en fin de vie est une des spécificités importantes de la 
planification de la déconstruction. L’utilisation de modèles adaptés est essentielle à ce niveau. Nous 
développons pour cela dans ce chapitre différents modèles de représentation et d’optimisation des 
trajectoires de déconstruction de systèmes en fin de vie. En plus des revenus de valorisation et des 
coûts de réalisation des activités de valorisation et de déconstruction, les critères de sélection des 
demandes devant être intégrés à l’évaluation des trajectoires concernent :  
- les coûts de stockage : liés à la durée de stockage de produits (𝑇𝑃
𝑃  < 𝑇𝐷
𝑃), ils peuvent 
correspondre à des coûts fixes ou variables (fonction de la durée de stockage et des quantités 
de produits stockés) couramment utilisés en gestion des stocks (voir par exemple 
[Dupont, 98]),  
- les coûts ou pénalités d’attente client : liés à la durée d’attente du produit par le client 
(𝑇𝑃
𝑃 > 𝑇𝐷
𝑃).   
 
Notre objectif dans ce chapitre est de prendre en compte la gestion des demandes (incertitudes et 
critères d’évaluation) dans l’optimisation des trajectoires de déconstruction en intégrant les éléments 
que nous venons de présenter au modèle de trajectoire de déconstruction. 
 
1.3. Trajectoires alternatives  
 
Afin d’améliorer la gestion des demandes incertaines, nous proposons dans ce chapitre de prendre en 
compte plusieurs arrivées de systèmes en fin de vie dans une planification. Une trajectoire spécifique à 
chaque système est établie au moment de la prise de décision en fonction des prévisions sur les 
demandes et les arrivées.  
 
Une situation type de problématique de planification de la déconstruction est présentée sur la 
Figure V.3 avec la prise en compte de deux arrivées de systèmes en fin de vie au moment de la prise 
de décision. L’horizon de planification est défini de la même manière que précédemment à partir des 
dates TO et TH (intervalle de temps sur lequel les demandes sont prises en compte). On considère la 
demande pour un produit P prévu à la date 𝑇𝐷
𝑃. Etant données les durées d’obtention du produit (par 
déconstruction) allant de TO à 𝑇𝑃
1,𝑃
 pour la première arrivée et de TA à 𝑇𝑃
2,𝑃
 pour la deuxième arrivée, 
les options possibles sont :  
- la satisfaction de la demande à partir de la déconstruction du système arrivant à TO avec une 
période de stockage. Le décideur devra alors définir une trajectoire ne contenant pas P pour le 
système arrivant à TA ou le stocker en vue de satisfaire une prochaine demande éventuelle ;   
- la satisfaction de la demande à partir de la déconstruction du système arrivant à TA avec, 
éventuellement, des pénalités ;  
- la non sélection de la demande : les deux trajectoires de déconstruction planifiées ne 
contiennent pas le produit P.  
 





Nous venons de présenter dans ce paragraphe les différents points que nous abordons dans ce chapitre 
pour la planification des trajectoires de déconstruction. Ils sont relatifs à :  
- la considération de différents types d’horizon de planification pour la simulation et 
l’ajustement des trajectoires, 
- la gestion des demandes incertaines et la prise en compte de critères liés à la gestion des 
stocks,  
- la prise en compte de plusieurs arrivées et la définition de plusieurs trajectoires à chaque prise 
de décision.  
 
2. Principe général de modélisation dynamique des trajectoires  
 
Nous avons vu au chapitre précédent qu’une trajectoire est caractérisée par un enchaînement 
d’activités de déconstruction et de valorisation connectées par des flux de produits. Un exemple de 
trajectoire a été donné sur la Figure IV.27 pour un système aéronautique. Nous nous intéressons 
maintenant à l’analyse de la durée de réalisation d’une trajectoire. Nous reprenons pour cela la 
structure de modélisation de trajectoire proposée précédemment et nous la développons pour 
caractériser l’évolution temporelle des variables. 
 
La durée de réalisation d’une trajectoire est notamment fonction des durées de réalisation des 
différentes activités qui la composent. Pour analyser ces dernières, nous reprenons les principes de 
modélisation bayésienne pour la représentation des trajectoires présentés au chapitre précédent en 
intégrant une dimension temporelle. Nous modélisons sur la Figure V.4 les deux situations types qui 
caractérisent les réalisations d’activité de type : (a) valorisation et (b) déconstruction. Nous rappelons 
que les mécanismes à modéliser pour caractériser l’enchaînement des activités dans une trajectoire 
concernent les variables « activités » (réalisation des activités), correspondant aux variables 𝐴𝑡(𝑥) sur 
la Figure V.4, et les variables « produit » (activation des flux en entrée et en sortie des activités), 
correspondant aux variables 𝑃𝐸𝑡(𝑥) et 𝑃𝑆𝑡(𝑥) sur la Figure V.4. Les indices t associés à chaque 
variable  indiquent que la variable est caractérisée à l’instant t. L’ensemble des modalités des variables 
« produit » n’est pas modifié dans le cadre de l’intégration d’une dimension temporelle au modèle. 
Nous utilisons dans le cas minimum les modalités « a » pour l’activation du flux à l’instant t (présence 
du produit) et « na » dans le cas contraire (absence du produit). L’ensemble des modalités des 
variables « activité » est, par contre, adapté pour caractériser leur évolution temporelle et leur date de 


















Figure V.3 – Situation type de planification de la déconstruction 
Décisions :  
- sélection de la demande avec période de stockage (s) 
- sélection de la demande avec pénalités (p) 
- non sélection de la demande 
TA 
Planification des trajectoires de déconstruction : approche dynamique  
150 
 
- « r » : indique que l’activité est en cours de réalisation à l’instant t,  
- « f » : caractérise la fin de l’activité,  
- « nr » : correspond à la non-réalisation de l’activité.  
 
La durée de réalisation d’une activité est ensuite représentée par les liaisons entre les variables :  
- 𝑃𝐸𝑡(𝑥) → 𝐴𝑡(𝑥) : 𝑃𝐸𝑡  représente le produit valorisé ou déconstruit par l’activité  𝐴𝑡(𝑥) 
considérée, cette relation permet de modéliser les conditions de déclenchement de l’activité 
(présence du produit),   
-  𝐴𝑡−∆𝑡(𝑥) →  𝐴𝑡(𝑥) : cette relation permet de caractériser la réalisation de l’activité sur 
l’intervalle de temps [t-∆t t] étant donné que l’activité était en cours de réalisation à l’instant t-∆t. 
 
Comme nous l’avons vu précédemment, la fin d’une activité est caractérisée par l’activation de flux de 
sortie. Pour les activités de valorisation, les flux de sortie peuvent correspondre à un produit valorisé 
ou à des flux financiers (variable 𝑃𝑆𝑡(1) sur la Figure V.4(a))  relatifs aux revenus générés par la 
valorisation et aux coûts de réalisation de l’activité. Dans le cas d’une opération de déconstruction, ces 
flux correspondent aux produits obtenus (variables 𝑃𝑆𝑡
1(2) et 𝑃𝑆𝑡
2(2) sur la Figure V.4(b)) ou à des 
flux financiers relatifs aux coûts de l’opération. L’activation des flux de sortie d’une activité est 
effective dès l’instant où la variable « activité » correspondante prend la modalité « f ».  
 
Le paramétrage des variables 𝐴𝑡(𝑥) permet de caractériser les incertitudes relatives à la durée de 
réalisation de ces activités (paramètre αt de la table de probabilité conditionnelle (TPC) présentée sur 
le Tableau V.1 avec 0 ≤ αt ≤ 1).  
 
  𝐴𝑡(𝑥) 
 𝐴𝑡−∆𝑡(𝑥) 𝑃𝐸𝑡(𝑥) r f nr 
r a 1- αt αt 0 
f a 0 1 0 
nr a 1 0 0 
r na 0 0 1 
f na 0 1 0 
nr na 0 0 1 
Tableau V.1 – Paramétrage d’un nœud activité 
 
Les nœuds 𝑃𝑆𝑡(𝑥) caractérisent les flux de sortie des activités en l’occurrence ici ces flux représentent 
des produits valorisés ou déconstruits. Ce sont des variables « produit » possédant les deux modalités 
« a » (activation ou présence du produit) et « na » (non activation ou absence du produit). Les produits 
étant obtenus lorsque l’activité amont est terminée, la TPC de ces variables est celle présentée sur le 







(a) Activité de valorisation (b) Activité de déconstruction 














r 0 1 
f 1 0 
nr 0 1 
Tableau V.2 - Paramétrage des nœuds flux de sortie 
Nous venons de voir les principes de modélisation des trajectoires de déconstruction dans le but de 
prendre en compte les incertitudes définies par rapport à une dimension temporelle concernant 
notamment les durées des activités d’une trajectoire. En s’appuyant sur la structure de modélisation du 
chapitre précédent, les principes de modélisation proposés s’appliquent sur une période donnée. Pour 
simuler des trajectoires, nous étendons ces principes à un ensemble de périodes définies sur un horizon 
de planification en utilisant les concepts de modélisation (représentation et inférence) des réseaux 





3. Réseaux bayésiens dynamiques  
 
A partir de la structure de modélisation des trajectoires présentées dans le chapitre précédent, nous 
proposons d’utiliser les concepts associés aux réseaux bayésiens dynamiques pour représenter les 
trajectoires de déconstruction et intégrer des incertitudes par rapport à une dimension temporelle. Nous 
présentons ces concepts dans ce paragraphe.  
 
Les réseaux bayésiens dynamiques (RBD) sont une extension des réseaux bayésiens permettant de 
représenter l’évolution temporelle des variables sur un horizon donné [Murphy, 02]. La dimension 
temporelle est divisée en pas de temps ou périodes élémentaires notées k. Les variables du réseau sont 
alors caractérisées à chaque pas de temps et une variable influence d’autres variables à l’instant 
suivant comme illustré sur l’exemple de la Figure V.5. Lorsque l’horizon est décomposé en T périodes 
avec k = 1…T, la variable Xk représente la variable X, définie sur un ensemble de modalités S(X), à la 
période k. Si N variables sont nécessaires pour caractériser un domaine (système, processus, …) à un 
instant donné et que l’on souhaite déterminer son évolution sur un horizon de T périodes, N*T 
variables devront être spécifiées. Le cadre des RBD permet cependant une représentation compacte 
avec un nombre de variables limité.  
 
 
Un RBD est défini par deux types d’éléments [Tchangani et Noyes, 06] :  
 
                                                     
2









X ∈ {a, b} 




Figure V.5 – Modélisation de l’évolution temporelle d’une variable 
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- sa structure : comme pour les réseaux bayésiens, elle est caractérisée par un graphe orienté 
acyclique représentant les relations entre les variables ; on distingue deux types de relation :  
o intra périodes : ce type de relation correspond aux arcs entre les variables définies à 
une même période k (ces relations sont celles mises en jeu dans les réseaux bayésiens 
statiques). On représente ainsi des relations instantanées,  
o inter périodes : ces relations sont représentées par les arcs reliant deux variables du 
graphe à deux périodes différentes (arc temporel sur la Figure V.5) ;    
 
- ses paramètres : comme pour les réseaux bayésiens, les paramètres d’un RBD correspondent à 
des distributions de probabilités conditionnelles ou marginales qui peuvent être représentées 
sous forme de table de probabilités conditionnelles (TPC) pour des variables de type discret ; 
les paramètres induits par les arcs inter périodes caractérisent ainsi la dynamique des 
variables.  
 
Etant données les variables d’entrée à k = 0, l’évolution temporelle des variables peut ensuite être 
déterminée par inférence. Différentes techniques d’inférence spécifiques au RBD sont possibles 
[Murphy, 02]. A partir du réseau défini sur une période, une méthode consiste à développer le réseau 
sur les T périodes de l’horizon. On obtient alors un réseau bayésien « simple » pour lequel on peut 
utiliser les techniques d’inférence et d’analyse associées ou des techniques spécifiques exploitant la 
répétitivité du modèle. La taille du réseau, proportionnel à T, peut cependant devenir importante 
lorsque T est grand et les périodes sont courtes. La visualisation du réseau peut alors devenir difficile 
et l’utilisateur perd ainsi la représentation graphique, atout important de la modélisation par réseaux 
bayésiens. Dans le cadre de la simulation de systèmes complexes ou de processus industriels et pour 
des horizons importants, une autre approche consiste à réaliser des inférences itératives 
[Weber et Jouffe, 05]. En effet, à partir de k=0 la distribution de probabilité sur les états de Xk=1,2, … est 
calculée par inférences successives comme présenté sur la Figure V.6. 
 
 
Nous proposons de modéliser les trajectoires de déconstruction sur des horizons temporels suivant les 
principes de modélisation mis en évidence dans le paragraphe précédent et les concepts associés aux 
RBD. Notre objectif est de proposer un outil de modélisation des trajectoires permettant de les 
comparer en prenant en compte des incertitudes définies par rapport à une dimension temporelle 
(durée de réalisation des activités, dates des demandes et des arrivées, …).  
 
4. Structure du modèle dynamique de trajectoire  
 
Dans un souci de généricité, le modèle présenté est structuré sous forme de modules. Il peut être ainsi 
adapté à différentes situations par modification des paramètres associés à chaque module. L’ensemble 
des modules que nous présentons représente la structure de base pour la simulation de différentes 
trajectoires. Il s’agit d’une primitive de modélisation sur laquelle peuvent venir se greffer d’autres 
éléments de modélisation caractérisant des contextes divers.  
 
Xk-1 Xk 
Réinitialisation : P(Xk-1) ← P(Xk) 
P(Xk) = P(Xk/Xk-1)*P(Xk-1) 
Figure V.6 – Principe d’inférence dans les RBD 
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La structure générique du modèle de simulation est présentée sur la Figure V.7. Le modèle est 
structuré par rapport aux produits valorisables du système en fin de vie qui doit être déconstruit. Un 
module « arrivée » est associé au module « produit » caractérisant le système complet mais chaque 
produit peut éventuellement faire l’objet d’une arrivée suivant le contexte. Les produits identifiés font 
l’objet d’une ou plusieurs options de valorisation que nous caractérisons par des modules option. 
Chaque module option est ensuite décomposé en quatre modules pour la modélisation de la réalisation 
d’une activité, la demande, le mode de gestion de l’option et son évaluation économique. Nous 
présentons tout d’abord ces quatre modules dans le cas où une seule arrivée est prise en compte puis 
nous généralisons aux cas avec plusieurs arrivées.   
 
 
Figure V.7 – Structuration du modèle dynamique de représentation de trajectoires de 
déconstruction  
 
La démarche de modélisation s’articule autour des modules positionnés sur la Figure V.7. Avant 
d’arriver à la création des variables du modèle, l’utilisateur doit en effet déterminer, pour une 
trajectoire donnée, l’ensemble des produits à traiter au cours de celle-ci. Pour chaque produit, il 
identifiera alors l’ensemble des options de valorisation possible sur celui-ci. Après cette première 
phase d’analyse, la spécification des variables du modèle peut être réalisée pour chaque module 
« option ». Nous détaillons à la suite les différents modules caractérisant une option de valorisation 
d’un produit donné. Un récapitulatif de l’ensemble des variables et paramètres du modèle est présenté 
sur la Figure V.8.  
 




Figure V.8 – Spécification des modules du modèle 
 
5. Modèle dynamique de trajectoire avec une seule arrivée 
 
Nous développons dans ce paragraphe le modèle de trajectoires de déconstruction dans le cadre de leur 
évaluation sur des horizons de planification prenant en compte une seule arrivée de système en fin de 
vie afin de mettre en évidence le lien entre le modèle statique et le modèle dynamique. Comme dans 
l’approche proposée au chapitre précédent, cette arrivée est considérée comme effective au début de 
l’horizon (TO). Le modèle dynamique caractérise la réalisation de la trajectoire jusqu’à TH (fin de 
l’horizon) pour chaque période k contrairement au modèle statique qui représentait une vue agrégée de 
l’horizon.   
 
5.1. Passage d’un modèle statique de trajectoire à un modèle dynamique  
 
Nous présentons tout d’abord le module représentant la réalisation d’une activité permettant le passage 
du modèle statique, présenté dans le chapitre précédent, au modèle dynamique pour la modélisation 
des incertitudes définies suivant une dimension temporelle. Les incertitudes temporelles relatives à la 
réalisation des activités sont modélisées suivant les principes présentés dans les paragraphes 
précédents (2 et 3). Nous les illustrons à l’aide d’un exemple afin de montrer leur mode d’exploitation 
dans le cadre de l’évaluation des trajectoires d’un système en fin de vie.  
 
L’exemple concerne le sous-ensemble SA3 du système aéronautique analysé dans le chapitre 
précédent. On souhaite simuler les deux trajectoires modélisées sur la Figure V.9. La première 
trajectoire consiste à déconstruire SA3 (opération de déconstruction modélisée par la variable DO4) et 
à valoriser ses composants (P3, P5, P6) par recyclage matière (variables RM1, RM2, RM3). La 
deuxième trajectoire vise à valoriser SA3 par recyclage fonctionnel (variable RF). Les variables 
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représentées en pointillées correspondent aux flux de sortie des activités. Elles seront abordées plus en 
détail dans la suite.  
 
 
Le modèle dynamique des trajectoires de SA3 est structuré comme sur la représentation de la 
Figure V.10. La création et la spécification des différentes variables et paramètres se font au niveau de 
chaque module option identifié.  
 
Figure V.10 – Structuration du modèle dynamique pour le produit SA3 
 
Sur la base de cette structure et des principes de modélisation vus précédemment, les modules activité 
pour chaque option sont présentés sur la Figure V.11. Des relations temporelles supplémentaires sur 
les variables activité sont ajoutées par rapport à la Figure V.9. Elles permettent de caractériser les 
(a) trajectoire 1 : 
déconstruction de SA3 
(b) trajectoire 2 :  
recyclage fonctionnel de SA3 
Figure V.9 – Représentation des trajectoires de déconstruction 
SA3 
Trajectoires de déconstruction  
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incertitudes sur les durées de réalisation de ces activités puis de simuler les deux trajectoires suivant 
les principes d’inférence associés aux réseaux bayésiens dynamiques.  
 
 
Les incertitudes sur les durées de réalisation des activités sont ensuite spécifiées au niveau des TPC 
suivant le modèle présenté sur le Tableau V.1. Un paramètre αk est défini pour chaque variable activité 
et, éventuellement en fonction de la distribution de probabilité à modéliser, pour chaque période k. Il 
caractérise la probabilité que l’activité associée soit réalisée sur l’intervalle de temps correspondant à 
une période. Les valeurs numériques que nous utilisons pour cet exemple sont présentées sur le 
Tableau V.3. Par exemple, la probabilité que l’activité associée à l’option DO4 soit réalisée au cours 
d’une période sachant que PEk(DO4) est activé est de 0.001.  
 
 DO4 RM1 RM2 RM3 RF 
αk 0.001 0.004 0.002 0.003 0.0009 
Tableau V.3 – Incertitudes relatives à la durée des activités 
 
Nous avons réalisé une simulation sur un horizon de 3000 périodes en considérant que les variables 
PEk(DO4) et PEk(RF) sont activées au début de l’horizon (i.e. le produit SA3 est disponible). Les 
résultats présentés sur la Figure V.12 correspondent aux probabilités que les activités soient terminées 
en fonction du temps. Ils permettent de comparer les probabilités de fin des deux trajectoires sur 
l’horizon considéré.  
 
PSk(DO4) 
























Figure V.11 – Modèles de simulation des trajectoires du produit SA3 






Nous avons vu dans les paragraphes précédents que les dates particulières de l’horizon de planification 
correspondaient notamment à TH, fin de l’horizon de planification (arrivée d’un nouveau système et/ou 
fin de prise en compte des demandes), et aux dates TD d’enregistrement des demandes pour les 
produits valorisables. La simulation d’une trajectoire permet de caractériser la probabilité d’avoir les 
produits à ces différentes dates.  
 
Si l’on considère, par exemple, un horizon de planification avec TH  = 2000 correspondant à la période 
où la prochaine arrivée est prévue, les probabilités d’obtenir les différents produits sélectionnés à la 
période TH sont :  
- pour la trajectoire 1 :  
o obtention de P6 : P(𝐴𝑇𝐻 (RM1)= f) = 0.95 ;  
o obtention de P5 : P(𝐴𝑇𝐻 (RM2) = f) = 0.78 ;  
o obtention de P3 : P(𝐴𝑇𝐻 (RM3) = f) = 0.89 ; 
- pour la trajectoire 2 : obtention de SA3 (valorisable) : P(𝐴𝑇𝐻 (RF)= f) = 0.83.  
 
A partir de ces valeurs, on peut évaluer des indicateurs relatifs à la validation des actions de 
valorisation d’une trajectoire, au stockage des produits ou encore aux retards. La valeur de ces 
indicateurs est fonction de ces probabilités et d’autres paramètres d’évaluation des conséquences 
relatives aux fins de réalisation des trajectoires (stockage, retard, …).  
 
En utilisant plusieurs indicateurs en parallèle, une analyse multicritère des trajectoires peut ainsi être 
réalisée en suivant les mêmes principes. On utilise par exemple les indices présentés sur le 
Tableau V.4 représentant une agrégation de plusieurs critères liés à la satisfaction de l’obtention des 
produits avant la période TH. L’indicateur d’évaluation des trajectoires consiste, dans cet exemple, à 
multiplier l’indice de satisfaction par la probabilité d’obtention pour chaque produit valorisable d’une 
trajectoire et à faire la somme sur l’ensemble de ces produits pour comparer différentes trajectoires. La 




















(a) Simulation de la trajectoire 1












(b) Simulation de la trajectoire 2





P(Ak(RM1) = f) 
P(Ak(RM2) = f) 
P(Ak(RM1) = f) 



















P6 2 0.95 1.9 
6.02 P5 3 0.78 2.34 
P3 2 0.89 1.78 
SA3 7 0.83 5.81 5.81 
Tableau V.4 – Exemple d’évaluation des trajectoires 
 
Nous venons de voir dans ce paragraphe comment passer du modèle statique présenté dans le chapitre 
précédent à un modèle dynamique intégrant une dimension temporelle. Nous avons ensuite montré 
comment simuler les trajectoires et la construction d’indicateurs d’évaluation. Nous proposons à la 
suite d’utiliser des indicateurs économiques pour comparer les différentes trajectoires. N’ayant pris en 
compte que les incertitudes relatives aux durées de réalisation des activités, nous présentons également 
le mode d’intégration des incertitudes temporelles relatives au demandes en produits de la 
déconstruction.  
 
5.2. Généralisation et description des modules  
5.2.1. Module activité  
 
Nous avons montré dans le paragraphe précédent que le modèle dynamique était structuré sur la base 
du modèle statique en deux temps :  
(1) répétition du modèle pour chaque période k de l’horizon de planification (chaque variable 
étant alors indicée par k),  
(2) création des relations temporelles entre les variables « activité ».  
 
Nous avons obtenu ainsi des modules activité pour chaque activité identifiée dans une trajectoire de 
déconstruction. La forme générique d’un module activité associée à une option de valorisation notée x 
est donnée sur la Figure V.13. L’exemple précédent a permis de présenter le principe d’interconnexion 
des modules activité d’une même trajectoire. Les TPC des variables d’un module activité sont définies 
comme sur le Tableau V.1 pour une variable « activité » Ak(x) et le Tableau V.2 pour une variable 




La définition des modules activité et de leurs interconnexions fixe l’ossature du modèle dynamique de 
trajectoire. Les autres modules s’articulent ensuite autour de celle-ci.  
 





Figure V.13 – Représentation graphique d’un module activité 
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5.2.2.Module demande  
 
Sur les résultats présentés sur la Figure V.12, des dates de demandes TD sont positionnées pour chaque 
produit. On peut ainsi évaluer les probabilités d’obtenir ces produits avant ou après ces demandes. Par 
exemple, la demande 𝑇𝐷
𝑆𝐴3 pour le produit SA3 est prévue à la période k=1500. La probabilité 
d’obtenir le produit après cette date, susceptible d’entraîner des pénalités de retard, est égale à 0.17  
(1-P(A1500(RF)=f)). Les dates des demandes peuvent cependant être incertaines, nous proposons dans 
ce paragraphe d’intégrer au modèle des variables « demande » caractérisant ces incertitudes. Elles sont 
structurées dans le cadre du module demande.  
 
La représentation graphique d’un module demande associé à une option de valorisation x est présentée 
sur la Figure V.14. Les variables Dk caractérisent la demande à la période k. Nous considérons deux 
modalités pour ces variables :  
- « o » : indique que l’on a une demande enregistrée à la période k.  
- « n » : indique que l’on n’a pas de demande enregistrée à la période k.  
 
 
La relation temporelle entre deux variables Dk-1 et Dk permet de caractériser la loi de probabilité 
associée à la demande comme présenté sur le Tableau V.5. Le paramètre βk caractérise la probabilité 





o 1 0 
n βk 1-βk 
Tableau V.5 – Exemple de TPC d’une variable « demande » 
Le modèle permet aussi de simuler d’autres profils de demande. On peut notamment prendre en 
compte la possibilité d’annulation d’une demande lorsque, par exemple, le temps d’attente du produit 
devient trop important. Nous ajoutons pour cela une modalité supplémentaire aux variables Dk : elle 
est notée « an » et indique que la demande est annulée à la période k. La TPC d’une variable Dk dans 
ce cas est présentée sur le Tableau V.6. Le paramètre γk correspond à la probabilité que la demande 




n o an 
n 1- βk βk 0 
o 0 1-γk γk 
an 0 0 1 




Figure V.14 – Représentation graphique d’un module demande 
Dk(x) Dk-1(x) 
D(x) : demande 
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5.2.3. Module gestion 
 
La validation d’une option de valorisation est fonction de la demande et de la réalisation de l’activité 
associées à cette option : une demande doit être enregistrée et le produit doit être disponible. Les 
autres situations particulières correspondent à l’attente du produit (activité non réalisée et demande 
enregistrée) et à l’attente de la demande (activité réalisée et pas de demande enregistrée).  
 
La prise en compte de ces différentes situations dans le modèle est réalisée au travers d’un module 




La variable VOk caractérise un flux de sortie de l’activité en fonction de la demande. Il s’agit d’un 
indicateur de validation de l’option de valorisation. Nous considérons deux modalités pour la variable 
VOk :  
- « a » : elle caractérise la validation de l’option de valorisation c’est-à-dire que l’on a une 
demande et le produit est disponible,  
- « na » : dans le cas contraire, cette modalité indique que l’option n’est pas validée.  
 
Pour représenter les concepts de gestion de la demande présentés dans les paragraphes précédents, on 
peut intégrer les variables suivantes : 
- ADk : activée lorsque le produit est disponible et en attente d’une demande, 
- APk : activée lorsqu’une demande est enregistrée et que le produit n’est pas disponible.  
 
Les TPC des différentes variables du module gestion sont présentées sur le Tableau V.7. Elles sont 












D(x) : demande 
VOk(x) ADk(x) APk(x) 
G(x) : gestion 
Figure V.15 – Représentation graphique d’un module gestion pour une option de valorisation 






r o 0 1 
f o 1 0 
nr o 0 1 
r n 0 1 
f n 0 1 






a na  a na 
r o 0 1  r o 1 0 
f o 0 1  f o 0 1 
nr o 0 1  nr o 1 0 
r n 0 1  r n 0 1 
f n 1 0  f n 0 1 
nr n 0 1  nr n 0 1 
Tableau V.7 – TPC des variables du module gestion 
D’autres indicateurs peuvent être intégrés au module de gestion. Nous présentons notamment la 
détermination des temps espérés d’attente des demandes et des produits à chaque période k. En effet, si 
l’indicateur ADk (repectivement APk) d’attente demande (repectivement attente produit) est activé à la 
période k alors le temps d’attente demande (repectivement attente produit) est incrémenté d’une unité 
de temps (ut) correspondant à la durée d’une période. Pour déterminer ces temps d’attente, on introduit 
deux variables au module gestion comme sur la Figure V.16 :  
 
- TADk : cette variable définit le temps d’attente demande à une période k :  
o  TADk = 1 si ADk = a : indique que la période k est une période d’attente de la 
demande c’est-à-dire que le temps d’attente demande à la période k est de une unité de 
temps (correspondant à la durée d’une période),  
o TADk = 0 dans le cas contraire (ADk = na),   
 
- TAPk: cette variable représente le temps d’attente produit à la période k ; le principe est le 
même que pour TADk avec comme variable conditionnelle APk.  
 
 
A partir de ces variables, on peut déterminer les temps moyens d’attente à une période k. Les temps 




 (pour chaque période) sont donnés par les 
relations :  
𝑻𝑨𝑫𝒌
𝒎𝒐𝒚
= 𝟏 ∗ 𝑷 𝑻𝑨𝑫𝒌 = 𝟏 + 𝟎 ∗ 𝑷 𝑻𝑨𝑫𝒌 = 𝟎 = 𝑷 𝑨𝑫𝒌 = 𝒂    (27) 
𝑻𝑨𝑷𝒌
𝒎𝒐𝒚
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 sur l’horizon de planification sont 






𝒌=𝟎 =   𝑷 𝑨𝑫𝒌 = 𝒂 
𝑻𝑯





𝒌=𝟎 =   𝑷 𝑨𝑷𝒌 = 𝒂 
𝑻𝑯
𝒌=𝟎     (30) 
5.2.4. Module économique 
 
Nous avons présenté les modules permettant d’élaborer de manière générale des indicateurs 
d’évaluation des activités d’une trajectoire en présence d’incertitudes temporelles relatives aux durées 
de ces activités et aux demandes. Nous nous intéressons maintenant plus particulièrement à 
l’évaluation et la comparaison de trajectoires à partir d’indicateurs de type économique.  
 
Nous présentons la modélisation de quatre types d’indicateurs économiques. Il s’agit des coûts et des 
revenus les plus courants dans le cadre de la gestion de la déconstruction. D’autres types de coûts ou 
de revenus peuvent cependant être définis en suivant les mêmes principes. Pour évaluer chaque 
activité nous déterminons :  
 
o le coût de réalisation : par rapport au modèle du chapitre précédent, le modèle 
dynamique permet, en intégrant une dimension temporelle, d’évaluer le coût de 
réalisation période par période et de déterminer ainsi le coût espéré associé en 
fonction de la probabilité d’allongement de la durée de réalisation de l’activité,  
 
o le coût de stockage ou d’immobilisation d’un produit : à partir d’une variable de type 
ADk, le modèle dynamique permet de spécifier ce type de coût en fonction de la durée 
séparant l’obtention du produit et l’enregistrement de la demande en intégrant les 
incertitudes relatives à ces deux évènements,  
 
o les pénalités de retard de satisfaction de la demande : à partir d’une variable de type 
APk, le modèle dynamique permet de spécifier une fonction relative aux pénalités de 
retard,    
 
o les revenus : ils sont générés dès l’instant où le produit est disponible et la demande 
est enregistrée ; le modèle dynamique permet ainsi de définir une fonction « revenu » 
à partir d’une variable de type VOk présentée précédemment.  
 
Une représentation générique d’un module économique pour l’évaluation d’une activité de valorisation 
intégrant ces différents indicateurs est présentée sur la Figure V.17. Ils sont représentés par des nœuds 
d’utilité (losanges) : CRk représente le coût de réalisation de l’activité à la période k, CSk le coût de 
stockage, PNk les pénalités et Rk le revenu généré par l’activité sur l’horizon de planification se 
terminant à k. En ce qui concerne les activités de type « opération de déconstruction », seul le coût de 
réalisation est pris en compte.  
 





Les valeurs des indicateurs économiques sont déterminées à l’aide de modèles de coûts. Dans le cadre 
du modèle simulation, ils sont spécifiés au niveau des tables des nœuds d’utilités. Un exemple de 
modèles de coûts pour chaque type de nœud d’utilité est donné sur le Tableau V.8. Pour les coûts de 
réalisation (CRk(x)), de stockage (CSk(x)) et les pénalités (PNk(x)), il s’agit de coûts proportionnels aux 
durées de réalisation, d’attente demande et d’attente produit.  
 AVk(x) 
 n f nr 
CRk(x) cr(x) 0 0 
Coûts de réalisation 
 
 ADk 
 a na 
CSk(x) cs(x) 0 
Coûts de stockage 
 APk(x) 
 a na 
PNk(x) pn(x) 0 
Coûts de stockage 
 
 FSk(x) 
 a na 
Rk(x) r(x) 0 
Coûts de stockage 
  
Tableau V.8 – Exemple de spécification des coûts d’une activité 
En ce qui concerne le coût de réalisation par exemple, la variable CRk (x) correspond au coût de 
réalisation à la période k et la table d’utilité indique qu’il vaut cr(x) (coût de réalisation par unité de 
temps) si l’opération est en cours de réalisation sur cette période. Le coût total de réalisation à la 
période k (CRTk(x)) est alors incrémenté de cr(x) suivant la relation (31).  
 
𝑪𝑹𝑻𝒌(𝒙) =  𝑪𝑹𝒊
𝒌
𝒊=𝟏 (𝒙) =   𝒄𝒓(𝒙) ∗ 𝑷(𝑨𝑽𝒊(𝒙) = 𝒓)
𝒌
𝒊=𝟏     (31) 
 
Le principe est le même pour les coûts de stockage et les pénalités (relations (32) et (33)) 
 
𝑪𝑺𝑻𝒌(𝒙) =  𝑪𝑺𝒌
𝒌
𝒊=𝟏 (𝒙) =   𝒄𝒔(𝒙) ∗ 𝑷(𝑨𝑫𝒊(𝒙) = 𝒂)
𝒌
𝒊=𝟏      (32) 
 
𝑷𝑵𝑻𝒌(𝒙) =  𝑷𝑵𝒊(𝒙)
𝒌
𝒊=𝟏 =   𝒑𝒏(𝒙) ∗ 𝑷(𝑨𝑷𝒊(𝒙) = 𝒂)
𝒌
𝒊=𝟏     (33) 





VOk(x) ADk(x) APk(x) 
G(x) : gestion 
E(X) : économique 
CRk(x) Rk(x) CSk(x) PNk(x) 
Figure V.17 – Représention graphique d’un module économique et de son intégration au modèle 
dynamique 




Le revenu de valorisation n’est par contre généré qu’une seule fois dès l’instant où VOk(x) est activé 
(passage de a à na). VOk(x) gardant la modalité a par la suite, on détermine le revenu espéré à chaque 
période k, noté Rk(x) :  
𝑹𝒌(𝒙) = 𝒓(𝒙) ∗ 𝑷 𝑽𝑶𝒌(𝒙) = 𝒂        (34) 
 
5.3. Déploiement du modèle avec une seule arrivée 
 
Nous appliquons dans ce paragraphe les principes de modélisation que nous venons d’introduire sur 
des exemples de valeurs numériques relatives au produit SA3. Les résultats de simulation sont 
représentés sous forme de graphiques représentant l’évolution dans le temps des probabilités ou des 
valeurs espérées d’indicateurs de réalisation d’une trajectoire. Nous présentons des résultats de 
simulation progressivement pour chaque module du modèle avant de passer à l’évaluation des 
différentes trajectoires.   
 





Pour illustrer la méthode de simulation et son 
exploitation, nous présentons tout d’abord une 
application numérique de la simulation du 
modèle de la Figure V.15 concernant l’option 
de valorisation notée FR2 du produit SA3. Les 
courbes obtenues sont présentées sur le 
graphique (a) avec αk(Ak(FR2))=0.0009 et 
βk(Dk(FR2))=0.001. Si l’on fixe l’horizon de 
planification à TH =2000, la probabilité de 
valider l’option de valorisation sur cet horizon 





Nous avons réalisé une nouvelle simulation 
avec un autre profil de demande. Il s’agit d’une 
demande avec possibilité d’annulation où 
γk(Dk(FR2))=0.0004. Les courbes obtenues 
sont présentées sur le graphique (b). La 
probabilité de valider l’option de valorisation à 
k=2000 est maintenant 
P(VO2000(FR2)=a)=0.43. La probabilité d’avoir 
une demande enregistrée étant moins 
importante en raison de la possibilité 
d’annulation, la probabilité de valider l’option 






































































Nous proposons maintenant de simuler le 
module gestion complet de la Figure V.15. La 
simulation avec les valeurs numériques 
αk(Ak(FR2))  et βk(Dk(FR2)) précédentes donne 
le graphique (c). Par exemple, à la période 
k=2000, on a les probabilités suivantes :  
- P(VO2000 (FR2) = a) = 0.72 : à k=2000 on 
a une probabilité de 0.72 d’avoir satisfait 
une demande et généré un revenu,  
- P(AD2000(FR2) = a) = 0.14 : la probabilité 
d’avoir le produit en stock et d’augmenter 
le coût de stockage est de 0.14,    
- P(AP2000 (FR2) = a) = 0.11 : la probabilité 
d’augmenter les pénalités à la période k 




L’évolution des temps d’attente sur l’horizon 
de planification à partir des résultats de la 
simulation précédente est donné sur le 
graphique (d). Par exemple à k=2000, le temps 
espéré d’attente demande est                     
𝑇𝐴𝐷2000
𝑚𝑜𝑦
= 349,6 ut et le temps d’attente 
produit espéré est 𝑇𝐴𝑃2000
𝑚𝑜𝑦
= 413.3 ut.









Nous appliquons maintenant la simulation des 
différents modules pour chaque option des 
trajectoires de déconstruction du produit SA3 
(voir Figure V.10). Nous intégrons les nœuds 
d’évaluation économiques et les paramètres 
présentés sur le Tableau V.9. Une visualiation 
de l’ensemble des indicateurs économiques 
pour une option de valorisation (ici le 
recyclage de SA3) est donnée sur le graphique 
(e). Les variables PRTk correspondent au profit 
espéré qui peut être généré par l’option. 









































(d) Simulation des temps d'attente espérés
TADmoy
TAPmoy
































Sur le graphique (f), l’évolution temporelle des 
deux variables profits pour les deux trajectoires 
de valorisation de SA3 sont présentées : TR1 
correspond à la déconstruction de SA3 et TR2 
correspond au recyclage de SA3.  On constate 
que si k > 1309 ou k < 414 alors la trajectoire 
TR1 est préférable à la trajectoire TR2 et, dans 
les autres cas la trajectoires TR2 est préférable 
à la trajectoire TR1. 
 
  Paramètres 
  α β cr cs pn r 
Options 
DO4 0.001 -- 0.2 -- -- -- 
RM1 0.004 0.001 0.05 0.01 0.1 100 
RM2 0.002 0.002 0.05 0.01 0.1 100 
RM3 0.003 0.001 0.05 0.01 0.1 50 
RF 0.0009 0.001 0.1 0.05 0.1 .300 
Tableau V.9 – Exemples de paramètres pour la simulation des trajectoires de déconstruction 
de SA3 
 
Nous avons présenté dans ce paragraphe les concepts de base relatifs au modèle dynamique de 
trajectoire de déconstruction. Le lien entre le modèle statique présenté dans le chapitre précédent et le 
modèle dynamique a notamment été mis en évidence au travers d’un exemple. La structure générique 
des différents modules a été présenté pour des horizons de planification prenant en compte une seule 
arrivée. Ces modules peuvent toutefois être généralisés pour la prise en compte de plusieurs arrivées 
déterministes ou incertaines.   
 
6. Extension du modèle pour la prise en compte de plusieurs arrivées  
 
Dans les paragraphes précédents, nous avons proposé une démarche de modélisation pour la 
simulation des trajectoires de déconstruction sur des horizons ne prenant en compte qu’une seule 
arrivée de système en fin de vie. Nous étendons la démarche pour prendre en compte plusieurs arrivées 
de systèmes.  
 
6.1. Cadre de modélisation avec plusieurs arrivées  
 
La caractérisation de l’horizon de planification dans ce cadre est illustrée sur la Figure V.18 où deux 
arrivées de systèmes en fin de vie sont prises en compte pour la valorisation d’un produit. L’horizon 
de planification est toujours défini à partir de la date TO, instant de prise de décision, et de la date TH  à 
partir de laquelle les prévisions des demandes et des arrivées ne sont plus considérées (correspond 
aussi à la prise de décision suivante). Pour un produit valorisable que l’on note P, les évènements 
particuliers sur un horizon correspondent aux :  
- arrivées des systèmes en fin de vie contenant  P, 
- obtentions de produit P,  
- demandes en produits P.  
 

























On rappelle que l’objectif de la planification dans le contexte que nous étudions est de mettre en 
relation et maîtriser les évènements présentées ci-dessus afin de déterminer les produits à générer pour 
chaque arrivée de système en fin de vie en fonction de critères liés à la gestion des demandes 
(stockage, revenus, pénalités,  …). On définit pour cela les dates suivantes :  
- 𝑇𝐴
𝑗 ,𝑃
 : date de la j
ième
 arrivée d’un système en fin de vie contenant le produit P,  
- 𝑇𝑃
𝑗 ,𝑃
 : date de la j
ième
 obtention du produit P,  
- 𝑇𝐷
𝑗 ,𝑃
 : date de la j
ième
 demande pour le produit P.  
 
Pour un produit P valorisable à partir de la j
ième
 arrivée d’un système en fin de vie, une option de 
valorisation d’une trajectoire peut alors être caractérisée à partir :  
- de la durée d’obtention du jième produit P ; elle est notée 𝑑𝑃
𝑗 ,𝑃
 et permet de déterminer 𝑇𝑃
𝑗 ,𝑃
 par 







      (35) 
- de la durée de stockage du jième produit P ; elle est notée 𝑠𝑃
𝑗 ,𝑃








)    (36) 
- de la durée d’attente pour le jième produit P ; elle est notée 𝑝𝑃
𝑗 ,𝑃
 et est déterminée par la 
relation (37),  
 𝒑𝑷
𝒋,𝑷




)     (37) 
- des revenus de valorisation : ils sont notés 𝑟𝑃
𝑗
 et comptabilisés lorsque qu’un produit est 
disponible et qu’une demande est enregistrée pour celui-ci.  
 
Nous proposons à la suite une extension de la démarche de modélisation permettant de simuler et 

























 : durée d’obtention 
𝑠𝑃
𝑗
 : durée de stockage  
𝑝𝑃
𝑗
 : durée d’attente produit (pénalité de retard)  
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6.2. Extension des modules  
 
L’objectif dans ce paragraphe est d’évaluer des trajectoires de déconstruction sur un horizon couvrant 
les arrivées de plusieurs systèmes en fin de vie avec ou sans incertitudes relatives aux arrivées. Nous 
reprenons les différents modules présentés précédemment en les adaptant pour la prise en compte de la 
réalisation de plusieurs produits. Nous verrons que pour cela la structure du modèle demeure 
inchangée (représentation graphique et connexions entre les modules). Par contre, les domaines de 
définition et les spécifications des variables sont modifiés.   
 
6.2.1. Module activité  
 
Nous modélisons tout d’abord la réalisation d’une activité sur l’horizon de planification afin de 
caractériser le nombre de produits ayant subi l’activité à chaque période ou pas de temps. Pour cela, 
nous reprenons la représentation graphique et les variables du modèle défini dans les paragraphes 
précédents (voir Figure V.13). 
 
Le domaine de définition des variables est modifié afin de prendre en compte les différentes arrivées 
sur l’horizon de planification :   
 
- les variables « activité » Ak correspondent au nombre de produits réalisés à la période k et le 
domaine de définition de ces variables est {0,1, …, 𝑁𝑀𝐴𝑋
𝐴 } où 𝑁𝑀𝐴𝑋
𝐴  est le nombre maximal de 
réalisations prévues de l’activité,  
 
- les variables « produit » PEk correspondent au nombre de produits arrivés à la période k 
(arrivés entre la période 1 et la période k) et le domaine de définition de ces variables est 
{0,1, …, 𝑁𝑀𝐴𝑋
𝑃𝐸 } où 𝑁𝑀𝐴𝑋
𝑃𝐸  est le nombre maximal d’arrivées prévues de produits devant subir 
l’activité.  
 
La TPC d’une variable « activité » Ak permet de spécifier la probabilité P(Ak = u / Ak-1 = v, PEk = w) 
d’avoir réalisé u fois l’activité à la période k étant donné que w produits sont arrivés à la période k et 
que l’activité avait été réalisée v fois à la période k-1. Si on note T_A la TPC d’une variable Ak, on a :  
 
T_A (w, v, u) = P(Ak = u / Ak-1 = v, FEk = w)            (38) 
Le mécanisme à modéliser est le suivant :  
- si le nombre de produits arrivés à la période k (PEk) est inférieur ou égal au nombre de 
réalisation de l’activité aval (Ak) alors tous les produits ont été traités, 
- sinon l’activité est en cours de réalisation.  
 
On peut alors construire la table T_A à partir de la relation (39).  
 
Si w ≤ u : T_A (w, u, u) = 1,       
Si w > u : T_A (w, u, u) = 1 – αk et T_A (w, u, u+1) = αk    (39) 
Suivant le paramétrage précédent, l’activité ne peut être réalisée au maximum qu’une seule fois au 
cours d’une période et αk correspond à la probabilité de réaliser l’activité au cours d’une période 
sachant qu’elle était en cours à la période précédente. La flexibilité du modèle permet aussi de 
considérer d’autres situations comme par exemple la possibilité de réaliser plusieurs fois l’activité à 
chaque période. 
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Pour deux arrivées prévues sur l’horizon de planification, on obtient par exemple la TPC présentée sur 




0 1 2 
0 0 1 0 0 
0 1 0 1 0 
0 2 0 0 1 
1 0 1-αk αk 0 
1 1 0 1 0 
1 2 0 0 1 
2 0 1-αk αk 0 
2 1 0 1-αk αk 
2 2 0 0 1 
Tableau V.10 – TPC d’une variable activité avec deux arrivées prévues 
Le résultat d’un exemple de simulation d’une activité avec deux arrivées prévues sur l’horizon de 
planification et avec αk = 0.002 est présenté sur la Figure V.19.  Les valeurs des probabilités obtenues 
peuvent être utilisées pour évaluer la satisfaction des demandes prévues à des dates données ou la 
disponibilité des produits pour débuter d’autres activités.  
 
Si l’activité est une action de valorisation  et que l’on s’intéresse par exemple à k=2000, les courbes 
données sur la Figure V.19 indiquent que :  
- la probabilité  de satisfaire au moins une demande à cette période est P(A2000 ≥ 1) = 0.98,  
- la probabilité  de satisfaire deux demande à cette période est P(A2000 = 2) = 0.91. 
 
Si l’activité est une opération de déconstruction intermédiaire d’une trajectoire, on s’intéresse alors à 
la probabilité de terminer l’opération et, par conséquent, de pouvoir commencer l’opération suivante. 
P(A2000 ≥ 1) correspond à la probabilité de commencer l’activité suivante à k=2000 pour le premier 
produit et P(A2000 = 2) à la probabilité de commencer l’activité suivante pour le deuxième produit.   
 
Figure V.19 – Exemple de simulation d’une activité avec plusieurs réalisations  
Nous avons présenté dans ce paragraphe la modélisation des différentes activités d’une trajectoire avec 
plusieurs réalisations possibles. Pour simuler la validation d’une trajectoire, il est nécessaire d’intégrer 
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6.2.2. Module demande  
 
Dans le cadre de la simulation des trajectoires sur des horizons couvrant les arrivées de plusieurs 
systèmes en fin de vie, les variables « demande » associées à chaque option de valorisation doivent 
permettre de prendre en compte plusieurs demandes. Le domaine de définition des variables Dk est 
modifié pour qu’une variable Dk représente le nombre de demandes enregistrées à la période k. Chaque 
variable Dk appartient alors à {0,1,  …, 𝑁𝑀𝐴𝑋
𝐷 } où 𝑁𝑀𝐴𝑋
𝐷  correspond au nombre maximal de demandes 
prévues sur l’horizon de planification.  
 
La représentation graphique du modèle n’est pas modifiée par rapport au module présenté sur la 
Figure V.14. Un exemple de spécification d’une variable Dk est donné sur le Tableau V.11. Les 
paramètres  𝛽𝑘
1 et 𝛽𝑘
2 correspondent respectivement aux probabilités d’enregistrement d’une première 
et d’une deuxième demande. On considère dans cet exemple que l’on ne peut enregistrer qu’une seule 




0 1 2 
0 1 -  𝛽𝑘
1  𝛽𝑘
1 0 
1 0 1 -  𝛽𝑘
2  𝛽𝑘
2 
2 0 0 1 
Tableau V.11 – Exemple de TPC pour la simulation d’une demande en produits valorisables 
Le module demande permet aussi de modéliser chaque demande séparément comme présenté sur la 
Figure V.20. Deux demandes 𝐷𝑘
1  et 𝐷𝑘
2 sont caractérisées indépendamment (représentant 
l’enregistrement de la demande). La variable 𝐷𝑘  est une agrégation de l’ensemble des demandes prises 
en compte et caractérise le nombre de demandes enregistrées à la période k. La spécification des TPC 











0 1 0 1 
0 1 −  𝛽𝑘
1  𝛽𝑘
1 0 1 −  𝛽𝑘
2  𝛽𝑘
2 
1 0 1 1 0 1 
 
𝐷𝑘
1 0 1 0 1 
𝐷𝑘
2 0 0 1 1 
Dk 
0 1 0 0 0 
1 0 1 1 0 
2 0 0 0 1 
Tableau V.12 – TPC pour la simulation de plusieurs demandes 
 
6.2.3. Module gestion 
 
Nous proposons d’intégrer au modèle trois types de variables pour la gestion des demandes 
incertaines. Elles permettent de caractériser la validation des options, les stocks intermédiaires, les 
Figure V.20 – Autre module de simulation d’une demande 
𝐷𝑘
2 (x) 𝐷𝑘−1
2  (x 




1  (x) 
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stocks de produits valorisables et les demandes en attente d’un produit disponible. Pour une option de 
valorisation notée x ces variables sont définies de la manière suivante :  
 
 une variable VOk(x) représente le nombre  de produits valorisés à la période k. Elle est 
dépendante du nombre de produits disponibles (variable Ak(x)) et du nombre de demandes 
enregistrées (variable Dk(x)) suivant la relation (40). 
VOk(x)  = min (Ak(x), Dk(x))     (40) 
 
 une variable Sk(x)  caractérise un stock de produits intermédiaires c’est-à-dire situé en amont 
d’une activité (opération de déconstruction ou action de valorisation) ;  
o son domaine de définition {0, 1, … , 𝑁𝑀𝐴𝑋
𝑆 } correspond au nombre de produits pouvant 
être en stock à chaque période k ; 
o elle dépend du nombre de produits arrivés à la période k (FEk(x)) en amont de 
l’activité et du nombre de réalisations de l’activité à la période k (Ak(x)) avec : 
𝑺𝒌(𝒙)  = 𝒎𝒂𝒙(𝟎, 𝑷𝑬𝒌(𝒙)  −  𝑨𝒌(𝒙) )       (41) 
 
 une variable ADk(x)  caractérise un stock de produits valorisables c’est-à-dire des produits en 
attente d’une demande ; 
o son domaine de définition {0, 1, … , 𝑁𝑀𝐴𝑋
𝐴𝐷 } correspond au nombre de produits pouvant 
être en attente d’une demande à chaque période k ;  
o elle dépend du nombre de demandes à la période k (Dk(x)) et du nombre de 
réalisations de l’activité à la période k (Ak(x)) avec : 
𝑨𝑫𝒌(𝒙)  = 𝐦𝐚𝐱 𝟎, 𝑨𝒌(𝒙)  −  𝑫𝒌(𝒙)       (42) 
 
 une variable APk(x)  caractérise le nombre de demandes non satisfaites à la période k ; 
o son domaine de définition {0, 1, … , 𝑁𝑀𝐴𝑋
𝐴𝑃 } correspond au nombre de demandes 
pouvant être en attente d’un produit à chaque période k ;  
o elle dépend du nombre de demandes à la période k (Dk(x)) et du nombre de 
réalisations de l’activité à la période k (Ak(X)) avec : 
𝑨𝑷𝒌(𝒙)  = 𝐦𝐚𝐱 𝟎, 𝑫𝒌(𝒙)  −  𝑨𝒌(𝒙)       (43) 
 
La représentation graphique des modèles permettant de simuler la gestion des demandes et des stocks 
pour une trajectoire de déconstruction est donnée sur la Figure V.21. La gestion des stocks de produits 
valorisables est modélisée par les variables VOk(x), ADk(x) et APk(x). Les arcs traduisent les relations 
de dépendance avec les autres variables que nous venons d’identifier : les variables « activité » Ak(x) et 
les variables « demande » Dk(x). L’évolution des stocks intermédiaires est modélisée par la variable 
Sk(x) en relation avec la variable « activité » Ak(x) et la variable PEk(x) correspondantes.  









𝑆 = 2, on obtient les tables présentées sur le Tableau V.13.  
 
Dk 0 0 0 1 1 1 2 2 2 
Ak 0 1 2 0 1 2 0 1 2 
ADk 
0 1 0 0 1 1 0 1 1 1 
1 0 1 0 0 0 1 0 0 0 
2 0 0 1 0 0 0 0 0 0 
APk 
0 1 1 1 0 1 1 0 0 1 
1 0 0 0 1 0 0 0 1 0 
2 0 0 0 0 0 0 1 0 0 
FEk 0 0 0 1 1 1 2 2 2 
Ak 0 1 2 0 1 2 0 1 2 
Sk 
0 1 1 1 0 1 1 0 0 1 
1 0 0 0 1 0 0 0 1 0 
2 0 0 0 0 0 0 1 0 0 
Tableau V.13 – Exemples de TPC des variables St, ADt et APt pour la gestion des demandes 
6.2.4. Module économique  
 
Dans la situation avec plusieurs arrivées prises en compte, le principe d’évaluation économique d’une 
trajectoire est le même que pour la situation avec une seule arrivée. La représentation graphique du 
modèle est la même que celle donnée sur la Figure V.17 excepté pour les coûts de réalisation CRk 
définis pour une période à partir du nombre de produits arrivés (PEk) et du nombre de réalisations de 
l’activité (Ak) (arcs allant de Ak vers CRk et de PEk vers CRk). Pour les autres variables d’évaluation, 
nous utilisons les mêmes types de coûts et de revenus modélisés par les nœuds d’utilité Rk, CSk, et PNk. 
Les modèles de coûts associés à ces variables sont cependant modifiés étant données les modifications 
des autres variables.  
 
Nous présentons pour chaque variable « performance » prise en compte les principes de modélisation 
des coûts et des revenus sur le Tableau V.14. Les modèles de coûts utilisés sont de type proportionnel 
c’est-à-dire que les coûts et les revenus sur chaque période sont proportionnels au nombre de produits 
stockés. Ces modèles de coûts sont spécifiés au travers des tables d’utilité associées aux variables 






D(x) : demande 
VOk(x) ADk(x) APk(x) 
G(x) : gestion 
Figure V.21– Module gestion avec variables « stock » 
Sk(x) 
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« performance » comme présenté sur le Tableau V.14. Les indicateurs utilisés pour évaluer 
économiquement les trajectoires correspondent aux coûts cumulés à une période donnée. Ils sont 
fonction des coûts espérés par période, eux-mêmes déduits des tables d’utilité. Les paramètres cr, cs, 
pn et r correspondent aux coûts unitaires par période et par produit. L’évaluation d’une trajectoire est 
donnée par la somme des coûts associés à chaque activité.   
 
6.2.5. Module arrivée 
 
Nous n’avons pas pris en compte jusqu’à présent les incertitudes relatives aux arrivées des systèmes 
en fin de vie. Comme nous l’avons vu précédemment, la gestion des incertitudes sur les arrivées 
représentant le flux d’entrée des systèmes de déconstruction sont en effet un élément incontournable 
de leur planification au regard de la nature et de la diversité des fins de vie possibles des systèmes à 
déconstruire. Notre objectif dans ce paragraphe est de prendre en compte ces incertitudes dans 
l’évaluation du profit espéré des trajectoires afin de comparer différentes trajectoires. Pour cela, les 
incertitudes relatives aux arrivées sont intégrées au modèle à l’aide de la spécification d’un module 
arrivée.  
 
Un module arrivée est constitué de variables « arrivée » ARk. Elles sont définies suivant le même 
principe que les variables « demande » et « activité » : une variable « arrivée » caractérise le nombre 
de systèmes en fin de vie arrivés pour être déconstruits à la période k. Son domaine de définition est 
{0, 1, …, 𝑁𝑀𝐴𝑋
𝐴𝑅 } où chaque élément de cet ensemble est un nombre entier et 𝑁𝑀𝐴𝑋
𝐴𝑅  caractérise le 
nombre maximal d’arrivée prévues sur l’horizon de planification. L’évaluation des arrivées se fait sur 
chaque période k et l’augmentation d’une (ou plusieurs) unité d’une période à l’autre est soumis à des 
incertitudes caractérisées par une probabilité.  
 
La représentation graphique d’un module arrivée est donnée sur la Figure V.22. A une période k, une 
variable ARk  est spécifiée par rapport à la variable ARk-1 : on caractérise ainsi la probabilité d’avoir une 
ou plusieurs arrivées sur une période. Pour modéliser des lois de probabilité plus complexes d’autres 
variables antérieures à ARk peuvent être prises en compte. Un module arrivée est intégré au modèle de 
simulation en le mettant en relation avec une variable PEk d’un module activité. En effet, une arrivée 
entraîne l’activation d’un flux d’entrée d’une activité (produit disponible).  
  
Table d’utilité 
Coût espéré par 
période 
Coût cumulé à la 
période k 
𝐶𝑅𝑘 = 
𝑐𝑟 ∗ 𝑃(𝑃𝐸𝑘 > 𝐴𝑘) 
 
𝐶𝑆𝑘 = 








 𝑥 ∗ 𝑟 ∗ 𝑃(𝑉𝑂𝑘 = 𝑥)
𝑥
 
𝐶𝑆𝑇𝑘 =  𝐶𝑆𝑖
𝑘
𝑖=1
 𝐶𝑅𝑇𝑘 =  𝐶𝑅𝑖
𝑘
𝑖=1




Tableau V.14 – Exemples de spécifications des modèles de coûts pour l’évaluation des 
trajectoires 
𝐶𝑅𝑘 =
𝑐𝑟 𝑠𝑖 𝑃𝐸𝑘 > 𝐴𝑘
0    𝑠𝑖𝑛𝑜𝑛         
 
            




Des exemples de TPC pour les variables ARk et PEk sont présentés sur le Tableau V.15. Sur la partie (a) 
du tableau, la TPC d’une variable ARk est définie dans le cas où deux arrivées sont prévues sur 
l’horizon de planification. Les paramètres 𝜃𝑘
1 et 𝜃𝑘
2 correspondent respectivement aux probabilités 
d’arrivées du premier et du deuxième système en fin de vie. Dans le cas où des arrivées 
supplémentaires doivent être prises en compte, la TPC peut être définie à partir de la relation (44).  
 
𝑷 𝑨𝑹𝒌 = 𝒗 𝑨𝑹𝒌−𝟏 = 𝒗 − 𝟏 = 𝜽𝒌
𝒗                 
𝑷 𝑨𝑹𝒌 = 𝒗 − 𝟏 𝑨𝑹𝒌−𝟏 = 𝒗 − 𝟏 = 𝟏 − 𝜽𝒌
𝒗               (44) 
 
Un exemple de TPC pour les variables PEk en présence de variables « arrivée » en amont est présenté 
sur la partie (b) du Tableau V.15.  
 
 ARk   PEk  
ARk-1 0 1 2  ARk 0 1 2  
0 1 -  𝜃𝑘
1 𝜃𝑘
1 0  0 1  0 0  
1 0 1 -  𝜃𝑘
2 𝜃𝑘
2  1 0 1 0  
2 0 0 1  2 0 0 1  
(a)  (b)  
Tableau V.15 – Exemples de TPC pour l’intégration de variables « arrivée » 
 
6.3. Déploiement du modèle avec plusieurs arrivées 
 
Nous présentons dans ce paragraphe des exemples de simulations de trajectoires pour illustrer les 
différents principes de modélisation que nous avons proposés. L’objectif est de présenter les résultats 
fournis par le modèle de simulation à partir de jeux de données d’entrée choisis arbitrairement. Nous 
exploitons ensuite ces résultats dans le cadre de la comparaison de deux trajectoires de valorisation 
d’un système (il s’agit du sous-ensemble SA3 de l’exemple de la turbine présenté dans le chapitre 
précédent). L’ensemble des simulations est réalisé sur un horizon de 3000 périodes. Nous considérons 
pour chacune d’entre elles deux arrivées de systèmes considérées comme certaines et réalisées pour 











Figure V.22 – Représentation graphique d’un module arrivée  
{0,1,  …,  𝑁𝑀𝐴𝑋
𝐴𝑅 } 
AR : arrivée 
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Nous simulons tout d’abord la validation d’une option de valorisation (recyclage fonctionnel de SA3 
par exemple) pour les deux arrivées considérées (la représentation graphique est celle de la 
Figure V.15). Nous fixons le paramètres αk(Ak(FR2))= 0.002 pour l’activité Ak(FR2) associée et les 
paramètres 𝛽𝑘
1(𝐷𝑘 𝐹𝑅2 ) =0.001 et 𝛽𝑘
2(𝐷𝑘 𝐹𝑅2 ) = 0.0005 pour la demande 𝐷𝑘 𝐹𝑅2 . Les résultats 
de simulation sont présentés sur les courbes (a) et (b). Les probabilités obtenues servent de support à 
l’évaluation de l’option. A partir de celles-ci, l’utilisateur peut en effet envisager l’occurrence 
d’évènements non souhaités et leurs conséquences (économiques, environnementales, …). Si l’on 
considère que l’on a un horizon de planification limité à TH = 2000, les probabilités de valider l’option 
pour les deux arrivées et pour au moins une arrivée sont respectivement P(VO2000(FR2)=2) = 0.68 et 
P(VO2000(FR2)≥1) = 0.96. Si l’option n’est pas validée à la fin de l’horizon de planification, les 
produits en attente ou en cours de traitement devront être intégrés au modèle de l’horizon de 
planification suivant. Cette situation modifie l’évaluation de la trajectoire considérée et les décisions 
qui peuvent être prises en conséquence (sélection d’une autre trajectoire, arrêt d’une activité en 
cours, …).  
 
 Simulation d’un module gestion  
  
 
Une des conséquences des incertitudes relatives aux durées de réalisation des activités et aux 
demandes porte sur les stocks de produit. Pour caractériser l’impact des stocks sur l’évaluation des 
trajectoires, nous avons intégré à la simulation précédente les variables représentant le stock amont à 
une activité et le stock aval comme présenté sur la Figure V.21. Ce dernier est, comme nous l’avons 
vu précédemment, déterminé à partir de deux variables ADk et APk. Les résultats de simulation pour 
ces variables sont présentés sur les courbes (c) et (d) pour le stock aval de valorisation et sur les 
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courbes (e) et (f) pour le stock amont. Ces simulations doivent permettre de comparer différentes 
politiques de gestion des demandes et des stocks.  
 
Une politique peut consister à sélectionner une trajectoire alternative (autre activité) en fonction du 
niveau de stock à une période donnée. Par exemple, si on impose  P(AD2000(RF2)=2) ≤ 0.1 (probabilité 
d’avoir deux éléments en stocks à k=2000) pour sélectionner l’option RF2, on constate sur la courbe 
(c) que P(AD2000(RF2)=2) = 0.12. Il est alors nécessaire d’envisager une autre option pour ce produit.  
 
Une politique de gestion des demandes peut aussi consister à sélectionner, à une période donnée, une 
option de valorisation en fonction du stock de produits en amont de l’activité associée. On considère 
par exemple la politique suivante pour une option de valorisation : si le stock de produit amont à 
l’activité correspondante à k=2000 est supérieur ou égal à 1 unité, une activité alternative est engagée. 
Dans l’exemple présenté sur la courbe (e), la simulation de l’activité donne P(S2000(RF2)≥1) = 0.09 qui 
correspond alors, suivant la politique proposée, à la probabilité d’engager l’activité alternative. La 
simulation des stocks moyens sur les courbes (d) et (f) va permettre d’évaluer les coûts de gestion des 
stocks liés à cette activité.  
 





Pour évaluer différentes trajectoires possibles sur un système donné, nous prenons l’exemple du sous-
ensemble SA3 utilisé jusqu’à présent. Nous avons simulé les deux trajectoires que nous notons TR1 
pour la déconstruction de SA3 et TR2 pour le recyclage fonctionnel de SA3. Les paramètres utilisés 
sont présentés sur le Tableau V.16.  
 
Les courbes du graphique (g) correspondent à l’évolution dans le temps des indicateurs économiques 
pour le recyclage de SA3 (évaluation de l’option RF2). La courbe PRT correspond au profit espéré par 
la réalisation de la trajectoire (somme des différents coûts et revenus).  
 
On constate sur la courbe (h) que si TH < 307 ou TH > 2762 alors la trajectoire TR1 induit un profit 
espéré supérieur à la trajectoire TR2. Pour des horizons compris entre ces deux valeurs, la trajectoire 
TR2 est préférable à la trajectoire TR1 avec par exemple pour TH = 2000 : PRT2000(TR2) = 177.7 et 
PRT2000(TR1) = 162.7. Différentes trajectoires pour un système peuvent ainsi être simulées dans 
l’objectif de les comparer. On pourrait aussi envisager, dans le cadre de l’exemple du système SA3, de 
sélectionner la trajectoire TR2 pour la première arrivée puis la trajectoire TR1 pour la deuxième 
arrivée. La prise en compte d’une trajectoire alternative de cette manière permet, dans certaines 
situations, de minimiser le risque de saturation des stocks lorsque la demande n’est pas assez 
importante.  






































(h) Comparaison des profits aux 2 trajectoires pour SA3
PRT(TR1)
PRT(TR2)
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  Paramètres 
  α β1 β2 cr cs pn r 
Option 
DO4 0.001 -- -- 0.2 -- -- -- 
RM1  0.002 0.001 0.0005 0.01 0.01 0.01 100 
RM2  0.001 0.0005 0.00025 0.01 0.005 0 150 
RM3  0.004 0.00025 0.000125 0.05 0.01 0.01 150 
RF  0.002 0.001 0.0005 0.1 0.05 0.1 300 
Tableau V.16 – Paramètres de simulations pour la comparaison des 2 trajectoires de SA3 
 
7. Modélisation de politiques de valorisation  
 
Nous avons vu dans les paragraphes précédents les différents modules constituant un modèle de  
trajectoires de déconstruction pour la modélisation sur des horizons de planification incluant une ou 
plusieurs arrivées de systèmes en fin de vie. Dans le cas de la prise en compte de plusieurs arrivées, 
nous avons considéré jusqu’à présent qu’une seule et même trajectoire était sélectionnée pour 
l’ensemble des arrivées prévues sur l’horizon. Nous présentons dans ce paragraphe comment exploiter 
la structure modulaire du modèle pour modéliser un ensemble de trajectoires alternatives c’est-à-dire 
qu’une trajectoire différente peut être sélectionnée pour chaque arrivée prévue. Nous intégrons pour 
cela au modèle dynamique la notion de politique de valorisation présentée au chapitre précédent.  
 
7.1. Description d’une politique de valorisation  
 
Afin de prendre en compte différentes trajectoires de déconstruction d’un système en fin de vie sur un 
horizon de planification donné, nous intégrons au modèle dynamique des politiques de valorisation. 
Elles sont associées à chaque produit du système pour lequel on considère plusieurs activités possibles 
pour le valoriser. Une politique représente l’action du décideur sur une trajectoire au niveau du produit 
auquel elle est associée. Elle indique l’option de valorisation à sélectionner en fonction de différents 
critères liés au contexte de la déconstruction du système.  
 
Dans le cadre de la modélisation sur des horizons de planification prenant en compte plusieurs arrivées 
de systèmes en fin de vie, une politique doit indiquer l’option de valorisation du produit à sélectionner 
pour chaque arrivée (l’option peut être différente pour chaque arrivée). Par exemple, si on considère 
un produit avec deux options de valorisation, notées O1 et O2,  et un horizon prenant en compte deux 
arrivées de systèmes en fin de vie, quatre politiques peuvent être envisagées qui consistent à 
sélectionner :  
- l’option O1 pour les deux arrivées,  
- l’option O1 pour la première arrivée et l’option O2 pour la deuxième,  
- l’option O2 pour la première arrivée et l’option O1 pour la deuxième,  
- l’option O2 pour les deux arrivées.  
 
Les politiques sont intégrées au modèle de simulation sous forme de nœuds de décision en amont des 
modules activités d’un même produit. Les modalités de ces variables correspondent aux politiques 
envisagées (il y a autant de modalités que de politiques envisagées). Le paramétrage des nœuds 
associés aux variables « activité » est alors fonction de la politique choisie en plus du nombre de 
produits disponibles en amont. Nous présentons les principes de modélisation correspondant dans les 
paragraphes suivants.    
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7.2. Principes de modélisation d’une politique : exemple du produit SA3 
7.2.1. Description du contexte  
 
Nous utilisons l’exemple du produit SA3 (constituant du système aéronautique présenté dans le 
chapitre précédent) pour définir les principes de modélisation des politiques de valorisation. Le 
contexte de la déconstruction pour cet exemple est caractérisé par les points suivants :  
 
- deux activités sont possibles pour le produit SA3 (voir Figure V.9) :  
o le recyclage fonctionnel,  
o la déconstruction qui implique le recyclage matière des trois composants de SA3,  
- pour chaque activité de valorisation deux demandes peuvent être prises en compte,  
- deux arrivées sont prévues sur l’horizon de planification,   
- trois politiques sont envisagées pour le produit SA3 sur l’horizon de planification :  
o le recyclage fonctionnel pour les deux arrivées (politique PL1),  
o le recyclage fonctionnel pour la première arrivée et la déconstruction pour la 
deuxième (politique PL2),  
o la déconstruction pour les deux arrivées (politique PL3).  
 
L’objectif de la modélisation est de déterminer la politique à sélectionner en fonction d’un critère 
économique caractérisant les profits espérés pour chaque politique prenant en compte les mêmes types 
de coûts et de revenus que ceux présentés dans les paragraphes précédents.  
 
7.2.2. Modélisation  
 
Le modèle de simulation des trajectoires de déconstruction du produit valorisable SA3 dans le contexte 
présenté précédemment est donné sur la Figure V.23. On retrouve les différents modules utilisés 
jusqu’à présent. Le nœud de décision « Politique » caractérise la sélection d’une option de SA3 par le 
décideur. Les modalités du nœud correspondent aux trois politiques possibles envisagées dans le 
paragraphe précédent (« Politique » prend ses valeurs dans {PL1, PL2, PL3}). Son instanciation est 
réalisée par le décideur lorsqu’il sélectionne une politique dans le but de l’évaluer. Dans le cadre d’une 
optimisation, le résultat de simulation (calcul des profits espérés) est associé à chaque politique et le 
décideur peut choisir celle qui maximise les profits espérés.  
 




La spécification des modules activité A(DO4) et A(FR2) diffère selon la politique choisie. Le nombre 
de réalisation possibles à une période donnée de ces deux activités varie en effet en fonction de la 
politique :  
- pour la politique PL1 : deux réalisations sont possibles pour A(FR2) mais aucune n’est 
possible pour DO4,  
- pour la politique PL2 : une réalisation pour chaque activité A(FR2) et A(DO4) est possible,  
- pour la politique PL3 : deux réalisations sont possibles pour A(DO4) et aucune n’est possible 
pour RF.  
 
Dissociant ces différentes contraintes, les TPC des variables Ak(FR2) et Ak(DO4) sont présentées sur le 
Tableau V.17. On vérifie que Ak(DO4) (respectivement Ak(FR2)) n’évolue pas sous la politique PL1 
(respectivement PL3). Pour la politique PL2, les parties sur fond jaune indiquent que Ak(FR2) est 
réalisée avant Ak(DO4). En effet, si une seule arrivée a été enregistrée à la période k (ARk = 1), on 
vérifie que seule Ak(FR2) peut être réalisée et Ak(DO4) n’évolue pas. Lorsque deux arrivées ont été 
enregistrées à la période k  (ARk = 2), Ak(DO4) peut être réalisé et Ak(FR2) peut être en cours (si        





























Figure V.23 – Modèles de simulation de politiques de valorisation 








Ak(FR2) Ak(FR2) Ak(FR2) 
0 1 2 0 1 2 0 1 2 
0 0 1 0 0 1 0 0 1 0 0 
0 1 0 1 0 0 1 0 0 1 0 
0 2 0 0 1 0 0 1 0 0 1 
1 0 1-α(FR2) α(FR2) 0 1-α(FR2) α(FR2) 0 1 0 0 
1 1 0 1 0 0 1 0 0 1 0 
1 2 0 0 1 0 0 1 0 0 1 
2 0 1-α(FR2) α(FR2) 0 1-α(FR2) α(FR2) 0 1 0 0 
2 1 0 1-α(FR2) α(FR2) 0 1 0 0 1 0 





Ak(DO4) Ak(DO4) Ak(DO4) 
0 1 2 0 1 2 0 1 2 
0 0 1 0 0 1 0 0 1 0 0 
0 1 0 1 0 0 1 0 0 1 0 
0 2 0 0 1 0 0 1 0 0 1 
1 0 1 0 0 1 0 0 1-α(DO4) α(DO4) 0 
1 1 0 1 0 0 1 0 0 1 0 
1 2 0 0 1 0 0 1 0 0 1 
2 0 1 0 0 1-α(DO4) α(DO4) 0 1-α(DO4) α(DO4) 0 
2 1 0 1 0 0 1 0 0 1-α(DO4) α(DO4) 
2 2 0 0 1 0 0 1 0 0 1 
Tableau V.17 – Spécification des variables RFk et DO4k en fonction de la politique 
7.2.3. Simulation  
 
Nous simulons le modèle sur 3000 périodes en relevant pour chaque période les profits espérés en 
fonction de chaque politique que l’on note PRT(PL1), PRT(PL2) et PRT(PL3). Les valeurs 
numériques des paramètres sont celles utilisées dans la simulation précédente (Tableau V.16) sauf 
pour :  
- le module demande relatif au recyclage fonctionnel de SA3 où l’on utilise un module du type 
de celui de la Figure V.20 (les deux demandes sont simulées séparément puis agrégées dans 
une variable) avec β(𝐷𝑘
1(𝐹𝑅2)) = 0.002 et β(𝐷𝑘
2(𝐹𝑅2)) = 0.001, 
- un module arrivée avec une première arrivée à k = 0 et une deuxième arrivée incertaine avec 
un paramètre 𝜃𝑘
2 = 0.001. 
 
 Nous obtenons les courbes présentées sur la Figure V.24.   
 
On constate tout d’abord que, quel que soit l’horizon de planification considéré, la politique PL3 
génère des profits inférieurs aux politiques PL1 et PL2. La comparaison de PL1 et PL2 dépend par 
contre de l’horizon. Trois types d’horizon de planification peuvent ainsi être identifiés :  
- TH < 855 : les deux politiques PL1 et PL2 peuvent être considérées comme identiques (en 
termes de profits espérés), 
- 855 < TH < 2288 : la politique PL1 est « meilleure » que la politique PL2,  
- TH > 2288 : la politique PL2 est « meilleure » que la politique PL1.  




Figure V.24 – Simulation des profits espérés des 3 politiques de valorisation de SA3 
 
Une politique de valorisation peut être définie pour chaque produit valorisable du système à 
déconstruire en suivant les principes de modélisation proposés dans ce chapitre. Pour cela, l’utilisateur 
défini un nœud de décision pour chaque produit ayant plusieurs options possibles. Les politiques 
permettent ainsi, pour chaque produit, d’adapter la planification à différents contextes (prévision des 
demandes, des arrivées, …). Le modèle permet d’évaluer chaque politique et l’utilisateur peut alors 




Dans ce chapitre, nous avons présenté un outil de modélisation pour la planification des trajectoires de 
déconstruction. En caractérisant la réalisation des trajectoires dans le temps, l’objectif est d’aider le 
décideur en déconstruction à évaluer et à comparer différentes trajectoires pour un système en fin de 
vie donné en prenant en compte plusieurs arrivées sur l’horizon de planification. L’adaptation des 
concepts et des méthodes associées aux réseaux bayésiens dynamiques permettent, à partir du modèle 
statique proposé dans le chapitre IV, de modéliser l’évolution temporelle des variables caractérisant 
une trajectoire et de spécifier leurs incertitudes définies par rapport à une dimension temporelle.  
 
Pour délimiter le cadre d’application du modèle, nous avons caractérisé la notion d’horizon de 
planification dans le contexte de la détermination d’une trajectoire de déconstruction. Nous avons mis 
en évidence les évènements à prendre en compte sur cet horizon. Ils correspondent aux arrivées de 
systèmes en fin de vie devant être déconstruits à l’obtention des produits valorisables à partir d’un 
système en fin de vie (réalisation des activités de la trajectoire) et aux demandes pour ces produits.  
Ces évènements induisent pour le décideur différentes situations à gérer correspondant à la validation 
ou non des options de valorisation, à l’attente d’un produit par le demandeur et l’attente d’une 
demande pour un produit. Le modèle dynamique proposé permet de représenter ces différentes 
situations pour chaque trajectoire envisagée pour un système en fin de vie.  
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Nous avons structuré le modèle sous forme modulaire. Le schéma générique du modèle fixe la 
démarche d’analyse du contexte et de modélisation des trajectoires de déconstruction et des 
incertitudes associées. Les différents modules permettent : 
- d’identifier les produits et les options d’une trajectoire (module produit, option) et de définir 
les relations de précédence entre les activités (connexion entre les modules activité), 
- de caractériser chaque type d’incertitude d’une trajectoire de manière locale pour chaque 
option de chaque produit d’un système en fin de vie et pour chaque période de l’horizon de 
planification (modules activité, demande, arrivée),  
- de spécifier des indicateurs pour la gestion de la déconstruction (module gestion), 
- de spécifier les critères d’évaluation (économique) des trajectoires (module économique). 
 
Nous avons également montré comment passer du modèle présenté dans le chapitre 4 au modèle 
dynamique en répétant la structure du modèle pour chaque période de l’horizon de planification et en 
créant des relations temporelles entre les variables « activité » au sein des modules activité. Nous 
avons ensuite développé les  modules de base décrivant chaque option de valorisation (modules 
activité, demande, gestion, économique). Pour chacun de ces modules, nous avons défini sa 
représentation graphique, ses connexions avec les autres modules et le paramétrage des variables qui le 
composent. Les principaux avantages de la structuration sous forme de modules concernent 
l’adaptabilité du modèle à différentes trajectoires et différents contextes, la facilité d’utilisation pour 
tester différents jeux de données d’entrées et la minimisation du travail de modélisation. Les modules 
peuvent en effet être considérés comme des  « boîtes noires » pour lesquels l’utilisateur définit les 
paramètres et qu’il connecte en fonction de la structure du système, des contraintes de précédence 
entre les activités et le contexte.  
 
Afin de prendre en compte plusieurs arrivées de systèmes en fin de vie dans une planification, nous 
avons étendu le modèle à une forme plus générale. La structure générale restant inchangée 
(représentation graphique des modules et de leurs connexions), nous avons modifié les domaines de 
définition des variables des différents modules de base. Ils permettent alors de représenter plusieurs 
réalisations de trajectoires et leur enchaînement sur l’horizon de planification. L’utilisateur peut ainsi 
sélectionner une ou plusieurs trajectoires pour les différentes arrivées prévues.  
 
Certains constituants d’un système en fin de vie peuvent faire l’objet de plusieurs options de 
valorisation. L’évaluation de ces options varie en fonction du contexte au moment de la prise de 
décision et l’optimalité d’une trajectoire n’est pas constante d’une planification à l’autre. Nous avons 
montré que le modèle permettait de prendre en compte cette situation en intégrant des nœuds de 
décision pour caractériser les politiques de valorisation possibles pour chaque produit valorisable. Un 
ensemble de trajectoires de déconstruction peut ainsi être pris en compte lors de la planification.    










La prise de conscience des enjeux du développement durable par les industriels, le renforcement 
législatif sur les produits en fin de vie ou les perspectives de profits économiques offertes par la 
revalorisation sont autant de facteurs qui font que le processus de déconstruction tient aujourd’hui une 
place primordiale dans la définition des systèmes au même titre que les processus de production ou de 
soutien logistique. Un point clé dans la maîtrise des processus de déconstruction concerne la gestion 
des incertitudes inhérentes au domaine de la gestion des systèmes en fin de vie. Pour cette raison, nos 
travaux ont porté sur la modélisation et l’optimisation des processus de déconstruction dans un cadre 
incertain. 
 
Sur la base du constat que le cadre général pour l’intégration de la déconstruction dans la définition 
des systèmes complexes était peu développé, nous avons tout d’abord proposé une description des 
processus de déconstruction et de leur mise en place. Ces premiers développements sont utiles aux 
industriels pour la mise en œuvre de projets de déconstruction et la caractérisation des problématiques 
associées.  
 
Sur la base de cette représentation, nous avons ensuite proposé l’instrumentation d’une démarche de 
définition d’un processus de déconstruction. Il est généralement admis qu’une telle démarche se 
décompose en trois étapes : l’analyse du système en fin de vie, la spécification et la modélisation du 
processus et, enfin, l’optimisation et la planification du processus. Notre contribution sur ce plan a 
consisté en un panorama et une analyse des différents modèles proposés dans la littérature, modèles 
susceptibles d’être utilisés pour déployer chacune des étapes de la démarche. Nous avons ainsi 
constaté un déficit de travaux académiques au niveau de la caractérisation et de la prise en compte des 
incertitudes dans cette démarche. La suite de nos travaux avait donc pour objectif de combler ce 
manque.  
 
A ces fins, nous avons alors proposé une structuration de l’analyse pour quantifier les incertitudes 
relatives à la déconstruction des systèmes en fin de vie. Un référentiel de variables génériques 
représentant les processus de déconstruction a été présenté. L’origine des incertitudes de chaque 
variable et leur impact sur le processus a également été caractérisée. Le décideur en déconstruction 
peut exploiter ce référentiel générique comme guide, par instanciation au contexte dans lequel il 
évolue. L’approche probabiliste a été retenue pour le déploiement des modèles de processus et la 
quantification des incertitudes. 
 
 Les modèles proposés visent à identifier les meilleures trajectoires de déconstruction. Une trajectoire 
de déconstruction est déterminée, pour un système en fin de vie donné, par identification, d’une part 
des produits à valoriser et, d’autre part, des modes et opérations permettant cette valorisation. Elle 
spécifie donc l’enchaînement des activités permettant de déconstruire un système pour l’établissement 
du processus de déconstruction. Chaque produit peut avoir de multiples options de valorisation 




(sélection d’une option parmi plusieurs). Pour des systèmes de taille importante (en nombre de 
produits et d’options) et dans le but d’analyser les différents paramètres du problème, l’utilisation d’un 
outil d’aide à la décision est appréciable. La suite de nos développements a été dans ce sens.  
 
Nous avons tout d’abord proposé un modèle statique (sans prise en compte des incertitudes 
temporelles) de trajectoire reposant sur l’utilisation des réseaux bayesiens. L’objectif était de présenter 
l’ensemble des trajectoires possibles pour un système donné puis de déterminer la trajectoire optimale 
en fonction d’un ou plusieurs critères. Le modèle a été structuré à partir d’une primitive de description 
d’une activité (opération de déconstruction ou action de valorisation). Le but était de représenter les 
modes de réalisation de l’activité ainsi que  ses flux d’entrée et de sortie. La connexion entre les 
modèles d’activité relatifs à un même produit a fait l’objet d’une deuxième primitive de description. 
Les primitives associées à chaque produit ont ensuite été connectées en fonction de la structure du 
système en fin de vie pour donner naissance à un modèle. 
 
Le principal avantage de ce modèle est de pouvoir prendre en compte, au niveau de chaque variable, 
des incertitudes d’origines diverses. Nous avons notamment montré comment représenter les 
incertitudes relatives à la réalisation des activités, à l’état des produit ou encore aux demandes en 
produits valorisables. Un autre avantage du modèle proposé est de permettre au décideur de prendre en 
compte ces incertitudes suivant le contexte en ajoutant les variables correspondantes sans modifier la 
structure de base du modèle. Finalement, le modèle permet de faciliter la construction de fonctions 
d’évaluation en spécifiant leurs composantes (évaluation des activités, des produits, ...) 
indépendamment les unes des autres. Nous avons utilisé un critère économique dans nos travaux mais 
d’autres types de critères (environnementaux notamment) pourraient être considérés.  
 
L’objectif des primitives de modélisation est aussi de structurer les mécanismes d’optimisation. Sur ce 
plan, nous avons décrit les modes d’exploitation des techniques d’optimisation associées aux 
diagrammes d’influence (extension des réseaux bayesiens pour représenter les problèmes de décision 
dans l’incertain). Nous avons aussi proposé une structure spécifique du modèle pour évaluer chaque 
produit séparément et déterminer la trajectoire optimale par récursivité. Ce travail a permis de 
diminuer fortement la complexité de l’optimisation.  
 
Le modèle à ensuite été déployé sur un exemple de déconstruction d’un système aéronautique. 
L’objectif était double. Il s’agissait, dans un premier temps, d’illustrer les principes de modélisation 
puis, dans un second temps, de guider le futur utilisateur dans son travail de développement d’un outil 
d’optimisation de trajectoire dédié à une application donnée.   
 
Nous avons ensuite étendu le périmètre de l’outil à la prise en compte des incertitudes d’origine 
temporelle. Ces incertitudes peuvent concerner en particulier la durée de réalisation des activités ainsi 
que la date des demandes ou des arrivées des systèmes en fin de vie. L’objectif était alors de planifier 
les trajectoires sur des horizons couvrant les arrivées de plusieurs systèmes en fin de vie. A ce niveau, 
le modèle permet d’ajuster les trajectoires pour chaque arrivée en fonction des prévisions des 
demandes et des arrivées sur l’horizon de planification. Nous avons finalement montré comment, à 
l’aide de la définition de critères appropriés, il était possible d’élargir le scope du modèle pour 
améliorer la gestion des stocks et l’utilisation des ressources de la déconstruction.  
 
Les travaux présentés dans ce mémoire ouvrent la voie à un certain nombre de perspectives concernant 
le déploiement du modèle de processus et la gestion des incertitudes en déconstruction.  
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Les principes de modélisation ont été posés et une première application a été réalisée. Il semblerait 
intéressant à court terme de développer une application industrielle réelle de taille plus importante. 
Elle permettrait, d’une part, de valider le modèle avec des données de « terrain » et, d’autre part, 
d’améliorer son utilisation en prenant en compte les besoins d’utilisateurs industriels. Née d’une 
opportunité géographique liée à l’implantation, sur le site de Tarbes, de la société Tarmac Aerosave 
dont la vocation est le démantèlement des Airbus en fin de vie, l’idée serait de tester le modèle sur ces 
systèmes grandeur nature.  
 
Nous avons utilisé lors de la présentation du modèle et de son application un critère de type 
économique. D’autres critères doivent être pris en compte dans le but de maîtriser un processus de 
déconstruction. Il s’agit notamment de critères environnementaux basés sur un bilan écologique du 
processus et correspondant à une évaluation des échanges avec l’environnement lors de la mise en 
œuvre du processus. Cette évaluation environnementale peut venir contrebalancer une évaluation 
économique dans la recherche d’une trajectoire optimale. 
 
Une piste intéressante pourrait conduire à explorer des voies nouvelles sur les risques spécifiques aux 
processus de déconstruction. Il s’agit principalement des risques induits par le prolongement de 
l’exploitation du système avant son retrait, le rapatriement des systèmes à déconstruire, le process de 
démantèlement ou encore la réintroduction des pièces issues dans le cycle de vie d’autres systèmes. La 
liste n’est pas exhaustive et d’autres critères peuvent sans doute être envisagés. Sur ce plan, la 
complexité résultant de cette vision élargie du processus de retrait de service s’accommoderait bien de 
méthodes d’analyse multicritères pour le choix de trajectoires réellement optimales. 
 
Le modèle proposé dans ce mémoire utilise un certain nombre de paramètres (probabilistes, 
économiques, ...). Ils doivent être déterminés à l’issue d’une analyse préliminaire du problème. Nous 
n’avons abordé que partiellement le problème d’acquisition de ces paramètres. Il serait intéressant 
dans ce cadre de développer des systèmes de retour d’expérience et de gestion des connaissances. Il 
s’agirait dans un premier temps de mettre en place des bases de données, de faits techniques et/ou de 
connaissance et de les exploiter ensuite dans la modélisation d’un processus. La prise en compte de 
modèles de prévision des demandes et des arrivées apporterait vraisemblablement une aide 
avantageuse. 
 
Un processus de déconstruction est un processus industriel. A ce titre, le modèle proposé représente un 
ensemble d’activités interactives coordonnées pour transformer progressivement des éléments d’entrée 
en éléments de sortie. Certains modules génériques proposés ne sont pas spécifiquement dédiés aux 
activités de déconstruction. Nous pensons ainsi que le modèle pourrait être exploité dans le cadre de la 
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Annexe 1 : Récapitulatif des notations 
 
Chapitre 4 : Modèle Processus 
 
x, y Désignations d’activités 
A(x) Variable représentant la réalisation d’une activité x 
𝑛𝑥  Nombre de flux d’entrée d’une activité x 
𝑚𝑥  Nombre de flux de sortie d’une activité x 
𝑃𝐸𝑖 𝑥      𝑖 ∈ {1,… , 𝑛𝑥} Variable représentant un flux d’entrée d’une activité x 
𝑃𝑆𝑗  𝑥      𝑗 ∈ {1,… , 𝑛𝑥} Variable représentant un flux de sortie d’une activité x 
𝐶(𝑥) Variable représentant les contrôles, les contraintes ou les perturbations 
sur une activité x  
𝑅𝑆(𝑥) Variable représentant les ressources d’une activité x 
{𝑎, 𝑛𝑎} Modalités minimales des variables 𝑃𝐸𝑖 𝑥  représentants les flux 
d’entrée d’une activité (a = activée, na = non activée)  
 𝑟, 𝑛𝑟   Modalités minimales des variables A(x) représentant la réalisation d’une 
activité 
 
Chapitre 4 : Modèle statique  
Description  
𝐽𝑂
𝑃 Nombre d’action de valorisation réalisables sur un produit P 
𝑂𝑃 = {𝑂1
𝑃 ,… , 𝑂
𝐽𝑂
𝑃
𝑃 } Ensemble des actions de valorisation réalisables sur un produit P  
𝑂−
𝑃   Elément de 𝑂𝑃 , action de valorisation sur un produit P 
𝐽𝑂𝑃
𝑃  Nombre des opérations de déconstruction réalisables sur un produit P 
𝑂𝑃𝑃 = {𝑂𝑃1
𝑃 ,… , 𝑂𝑃
𝐽𝑂
𝑃
𝑃 } Ensemble des opérations de déconstruction réalisables sur un produit P  
𝑂−
𝑃   Elément de 𝑂𝑃𝑃, opération de déconstruction sur un produit P 
𝐶𝑃𝑃 =  𝐶𝑃1
𝑃 ,… , 𝐶𝑃
𝐽𝐶𝑃
𝑃
𝑃   Ensemble des composants du produit P 
 𝐽𝐶𝑃
𝑃   Nombre de composants de P 
𝐶𝑃−




𝑃) Coût de réalisation d’une opération de déconstruction 𝑂𝑃−
𝑃  
𝑐𝑟(𝑂−
𝑃) Coût de réalisation d’une action de valorisation 𝑂−
𝑃  
𝑟(𝑂−




Produit Variable représentant l’état d’un produit P et le flux d’entrée des 
activités réalisation de P 
Politique Variable (décision) représentant la sélection d’une activité sur un 
produit P 
𝐴(𝑂−
𝑃)  Variable représentant l’action de valorisation 𝑂−
𝑃  d’un produit P 
𝑈(𝑂−
𝑃)  Variable (utilité) représentant l’évaluation de l’action de valorisation 
𝑂−
𝑃  sur le produit P 
𝐴(𝑂𝑃−
𝑃)  Variable représentant l’opération de déconstruction 𝑂𝑃−
𝑃  d’un produit P 
𝑈(𝑂𝑃−
𝑃)  Variable (utilité) représentant l’évaluation de l’opération de 
déconstruction 𝑂𝑃−
𝑃  d’un produit P 




𝑃)  Variable (utilité) représentant l’évaluation du composant 𝐶𝑃−
𝑃 d’un 
produit P 
𝑈(𝑃𝑟𝑜𝑑𝑢𝑖𝑡) Variable (utilité) représentant l’évaluation d’un produit P 
𝑃(𝑃𝑟𝑜𝑑𝑢𝑖𝑡 𝑂𝑝é𝑟𝑎𝑡𝑖𝑜𝑛 )  Distribution de probabilités conditionnelles pour la spécification d’une 
variable Produit 
𝛿(𝑃𝑜𝑙𝑖𝑡𝑖𝑞𝑢𝑒 𝑃𝑟𝑜𝑑𝑢𝑖𝑡)   Indication sous forme de table de décision de l’activité à sélectionner 
pour un produit P en fonction de son état 
𝑃 𝐴(𝑂−
𝑃 𝑃𝑟𝑜𝑑𝑢𝑖𝑡,   





𝑃  ]  Spécification de la fonction d’utilité d’une variable 𝑈 𝑂−
𝑃  
𝑃 𝐴(𝑂𝑃−
𝑃 𝑃𝑟𝑜𝑑𝑢𝑖𝑡,   









𝑃  ]  Spécification de la fonction d’utilité d’une variable 𝑈 𝐶𝑃−
𝑃  
𝐸[𝑈 𝑃𝑟𝑜𝑑𝑢𝑖𝑡 𝑂𝑝é𝑟𝑎𝑡𝑖𝑜𝑛 ]  Spécification de la fonction d’utilité d’une variable 𝑈 𝑃𝑟𝑜𝑑𝑢𝑖𝑡  
 
Application et algorithme d’optimisation 
S Désignation du système à déconstruire  
P1, ..., P7 Ensemble des composants élémentaires pour l’exemple 
SA1, SA2, SA3 Ensemble des sous-ensembles pour l’exemple  
DO1, ..., DO4 Ensemble des opérations de déconstruction pour l’exemple  
MR1, ..., MR9 Ensemble des actions de valorisation de type recyclage matière pour 
l’exemple 
FR1, ..., FR9 Ensemble des actions de valorisation de type recyclage fonctionnel pour 
l’exemple 
{n, d, na} Ensemble des modalités pour les variables représentant les produits 
(n=normal, d=dégradé, na=non activé) 
{n, l, a, nr} Ensemble des modalités pour les variables représentant les activités 
(n=normal, l=lent, a=abandon, nr=non réalisé) 
E Ensemble des produits d’un système à déconstruction 
OP Ensemble des opérations de déconstruction d’un système à déconstruire 
O Ensemble des options de valorisation d’un système à déconstruire 
p = [p1 ... p4] Paramètres relatifs aux probabilités sur l’état des produits 
q = [q1 ... q6] Paramètres relatifs aux probabilités de réalisation des activités 
qo = [qo1 ... qo6]  Paramètres relatifs aux probabilités de réalisation des actions de 
valorisation 
qd = [qd1 ... qd6] Paramètres relatifs aux probabilités de réalisation des opérations de 
déconstruction 
u = [u1 ... u4] Paramètres économiques relatifs à la réalisation des activités 
uo = [uo1 ... uo4] Paramètres économiques relatifs à la réalisation des actions de 
valorisation 
ud = [ud1 ... ud4] Paramètres économiques relatifs à la réalisation des opérations de 
déconstruction 
V = [V1 V2] Paramètres d’évaluation des actions de valorisation 
K = [K1 K2] Paramètres d’évaluation des produits en fonction de leur état 
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U = [U1 U2] Paramètres d’évaluation des produits  
X = [X1 X2 X3] Paramètres d’évaluation des opérations de déconstruction selon leur 
mode de réalisation  
M = [M1 M2] Paramètres d’évaluation des opérations de déconstruction  
δ = [δ1 δ2] Politique pour chaque produit 
 
Chapitre 5 : Modèle dynamique  
𝑇𝑜   Début de l’horizon de planification  
𝑇𝐻  Fin de l’horizon de planification  
𝑇𝐷
𝑃  Date de demande pour un produit P 
𝑇𝐷
𝑗 ,𝑃
  Date de la j
ième
  pour un produit P 
𝑇𝑃
𝑃  Date d’obtention d’un produit P 
𝑇𝑃
𝑗 ,𝑃
  Date de la j
ième
  obtention d’un produit P 
𝑇𝐷
𝑗
  Date de la j
ième
  arrivée d’un système en fin de vie 
𝑑𝑃
𝑗
  Durée d’obtention pour le jième produit P 
𝑠𝑃
𝑗
  Durée de stockage pour le j
ième
 produit P 
𝑝𝑃
𝑗
  Durée d’attente demande pour le jième produit P 
𝑥  Désignation d’une option de valorisation  
𝐴𝑘(𝑥)   Variable représentant la réalisation d’une activité à la période k 
𝛼𝑘(𝑥)   Probabilité de réalisation d’une activité à la période k 
{𝑟, 𝑓, 𝑛𝑟}   Première proposition de l’ensemble des modalités pour une variable 
𝐴𝑘(𝑥) (r=réalisation en cours, f=fin, nr=non réalisée) 
𝑁𝑀𝐴𝑋
𝐴   Nombre maximal de réalisations possibles des activités 
𝑃𝐸𝑘(𝑥)  Variable représentant le flux d’entrée de l’activité 𝐴𝑘(𝑥) à la période k 
𝑃𝑆𝑘(𝑥)  Variable représentant le flux de sortie de l’activité 𝐴𝑘(𝑥) à la période k 
𝑁𝑀𝐴𝑋
𝑃𝐸 , 𝑁𝑀𝐴𝑋
𝑃𝑆  Nombre maximal d’activations (nombre de produit) 
𝐷𝑘(𝑥) Variable représentant la demande à la période k 
𝛽𝑘 𝑥 , 𝛾𝑘 𝑥    Probabilité de réalisation d’enregistrement d’une demande à la période 
k 
𝑁𝑀𝐴𝑋
𝐷   Nombre maximal de demandes 
𝐴𝑅𝑘(𝑥) Variable représentant les arrivées à la période k 
𝜃𝑘 𝑥    Probabilité de réalisation d’enregistrement d’une arrivée à la période k 
𝑁𝑀𝐴𝑋
𝐴𝑅   Nombre maximal d’arrivées 
𝑉𝑂𝑘(𝑥) Variable représentant la validation d’une option x à la période k 
𝑁𝑀𝐴𝑋
𝑉𝑂   Nombre maximal de validations d’une option x 
𝐴𝐷𝑘(𝑥) Variable représentant l’attente de demandes pour une option x à la 
période k 
𝑁𝑀𝐴𝑋
𝐴𝐷   Nombre maximal de produits en attente d’une demande pour une option 
x 
𝐴𝑃𝑘(𝑥) Variable représentant l’attente de produits pour une option x à la 
période k 
𝑁𝑀𝐴𝑋
𝐴𝐷   Nombre maximal de demandes en attente d’un produit pour une option 
x 
𝑇𝐴𝐷𝑘(𝑥) Temps d’attente demande à la période k 
𝑇𝐴𝐷𝑘
𝑚𝑜𝑦
(𝑥) Temps d’attente demande moyen à la période k 





(𝑥) Temps d’attente demande moyen pour un horizon de k périodes 
𝑇𝐴𝑃𝑘(𝑥) Temps d’attente produit à la période k 
𝑇𝐴𝑃𝑘
𝑚𝑜𝑦
(𝑥) Temps d’attente produit moyen à la période k 
𝑇𝑇𝐴𝑃𝑘
𝑚𝑜𝑦
(𝑥) Temps d’attente produit moyen pour un horizon de k périodes 
𝐶𝑅𝑘(𝑥)  Variable représentant le coût de réalisation d’une activité à la période k 
𝑐𝑟𝑘(𝑥)   Paramètre traduisant le coût de réalisation d’une activité à la période k 
𝐶𝑆𝑘(𝑥)  Variable représentant le coût de stockage associé à une option x à la 
période k 
𝑐𝑠𝑘(𝑥)   Paramètre traduisant le coût de stockage associé à une option x à la 
période k 
𝑃𝑁𝑘(𝑥)  Variable représentant les pénalités associées à une option x à la période 
k 
𝑝𝑛𝑘(𝑥)   Paramètre traduisant les pénalités associées à une option x à la période k 
𝑅𝑘(𝑥)  Variable représentant les revenus associés à une option x à la période k 
𝑟𝑘(𝑥)   Paramètre traduisant les revenus associés à une option x à la période k 
𝐶𝑅𝑇𝑘(𝑥)  Coût de réalisation total pour l’activité associée à l’option x à la période 
k 
𝐶𝑆𝑇𝑘(𝑥)  Coût de stockage total pour l’option x à la période k 
𝑃𝑁𝑇𝑘(𝑥)  Pénalités totales pour l’option x à la période k 
𝑃𝑅𝑇𝑘(𝑥)  Profits total pour l’option x à la période k 









L’implémentation de l’algorithme présenté dans le paragraphe IV4.5.2 est proposé dans cette annexe. 
Le language utilisé est celui du logiciel MATLAB.  
 
 
NN = 33; 
P = [S P1 P2 P3 P4 P5 P6 P7 SE1 SE2 SE3]; 
lp = length (P); 
DO = [DC_S DC1_SE1 DC2_SE1 DC_SE3]; 
ldo = length (DO); 
O = [RM_P1 RF_P1 RM_SE1 RF_SE1 RM_P7 RF_P7 RM_SE2 ...  
    RM_P2 RF_P2 RM_P4 RF_P4 RM_SE3 RM_P6 RF_P6 RM_P3 RF_P3 RM_P5 RF_P5]; 
lo = length (O); 
 
 
%%%%Construction du graphe  
    %%%Arcs sortants noeuds produits 
das = zeros(NN); 
das(S, DC_S)=1; 
das(P1,[RM_P1 RF_P1])=1; 
das(SE1,[ RM_SE1 RF_SE1 DC1_SE1 DC2_SE1])=1; 








    %%%Arcs sortants noeuds opération  
das(DC_S,  [P1 SE1 P7])=1; 
das(DC1_SE1, [SE2 P6 P3])=1; 
das(DC2_SE1, [P2 P4 SE3])=1; 
das(DC_SE3,[P6 P3 P5])=1; 
  
%%%Recherche de sous-ensembles 
    %%% Recherche des successeurs de type DO d'un produit 
SUCC_DO = cell(1,lp); 
for i = 1 : lp 
    k=1; 
    for j = 1 : ldo 
        if das(P(i),DO(j))==1 
            SUCC_DO{i}(k)=j; 
            k = k+1; 
        end 
    end 
end 
    %%%Recherche des successeurs de type O d'un produit 
SUCC_O = cell(1,lp); 
for i = 1 : lp 
    k=1; 
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    for j = 1 : lo 
        if das(P(i),O(j))==1 
            SUCC_O{i}(k)=j; 
            k = k+1; 
        end 
    end 
end 
    %%%Recherche des prédécesseurs d'un produit 
PRE = cell(1,lp); 
for i = 1 : lp 
    k=1; 
    for j = 1 : ldo 
        if das(DO(j),P(i))==1 
            PRE{i}(k)=j; 
            k = k+1; 
        end 
    end 
end 
    %%%Recherche des successeurs de type P d'une opération 
SUCC_P = cell(1,ldo); 
for i = 1 : ldo 
    k=1; 
    for j = 1 : lp 
        if das(DO(i),P(j))==1; 
            SUCC_P{i}(k) = j; 
            k = k+1; 
        end 
    end 
end 
  
%%%Recherche des composants élémentaires  
CE = zeros (1,lp); 
for i = 1 : lp 
    u = length(SUCC_DO{i}); 
    if u == 0 
        CE(i)=1; 
    end 
end 
%%%Initialisation de l'évaluation des produits 
EVAL = zeros (1,lp);  
%%%Paramètre  
V1 = zeros(1,lo);V2 = zeros(1,lo); 
K1 = zeros(1,lp);K2 = zeros(1,lp); 
U1 = zeros(ldo,lp);U2 = zeros(ldo,lp); 
X1 = zeros(1,ldo);X2 = zeros(1,ldo);X3 = zeros (1,ldo); 
M1 = zeros(1,ldo);M2 = zeros(1,ldo); 
max1 = -100000000*ones(1,lp);maxx2 = -1000*ones(1,lp); 
politique1 = zeros (1,lp);politique2 = zeros (1,lp); 
while (EVAL(S)==0) 
for i = 1 : lp   
    %%%Boucle 1 : Evaluation des composants élémentaires  
    if CE(i)==1 && EVAL(i)==0 
        %%%Identification des options de valorisation pour un produit i => 
        %%%SUCC_O{i} 
            %%% Détermination des paramètres V pour chaque élément de 
            %%% SUCC_O{i} 
        for j = 1 : length(SUCC_O{i}) 
            V1(SUCC_O{i}(j))= q1(SUCC_O{i}(j))*c1(SUCC_O{i}(j))... 
                                + q2(SUCC_O{i}(j))*c2(SUCC_O{i}(j))... 
                                + q3(SUCC_O{i}(j))*c3(SUCC_O{i}(j)); 
            if V1(SUCC_O{i}(j)) > max1(i)  




                  max1(i) = V1(SUCC_O{i}(j)); 
                  politique1 (i) = SUCC_O{i}(j); 
            end 
            V2(SUCC_O{i}(j))= q4(SUCC_O{i}(j))*c1(SUCC_O{i}(j))... 
                                + q5(SUCC_O{i}(j))*c2(SUCC_O{i}(j))... 
                                + q6(SUCC_O{i}(j))*c3(SUCC_O{i}(j)); 
             if V2(SUCC_O{i}(j)) > maxx2(i)  
                  maxx2(i) = V2(SUCC_O{i}(j)); 
                  politique2 (i) = SUCC_O{i}(j); 
            end 
        end 
        %%%Détermination des paramètres K pour un produit => max(i) 
        %%%sélectionne la meilleure option 
        K1(i)=max1(i); 
        K2(i)=maxx2(i); 
        %%%Identification des opérations générant un produit i => PRE(i) 
            %%%Détermination des paramètres U pour chaque élément de PRE(i) 
        for k = 1 : length(PRE{i}) 
            U1(PRE{i}(k),i)=p1(PRE{i}(k),i)*K1(i)+p2(PRE{i}(k),i)*K2(i); 
            U2(PRE{i}(k),i)=p3(PRE{i}(k),i)*K1(i)+p4(PRE{i}(k),i)*K2(i); 
        end 
        %%%Le produit i est évalué 
        EVAL(i)=1; 
    %%%Boucle 2 : Evaluation des sous-ensembes      
    else if EVAL(i)==0 
        %%%Identification des sous-ensemble dont tous les composants ont 
        %%%été évalués => variable CT = 1 
        CT=1; 
        for u=1:length(SUCC_DO{i}) 
            %%%W = SUCC_P{SUCC_DO{i}(u)}; 
            for v=1:length(SUCC_P{SUCC_DO{i}(u)})              
                if EVAL(SUCC_P{SUCC_DO{i}(u)}(v))==0 
                    CT=0; 
                end 
            end 
        end 
        %%%Pour les sous-ensembles dont tous les composants ont été évalués 
        if CT == 1 
            i 
        %%%Identification des options de valorisation pour un produit i => 
        %%%SUCC_O{i} 
            %%% Détermination des paramètres V pour chaque élément de 
            %%% SUCC_O{i}             
        for j = 1 : length(SUCC_O{i}) 
            V1(SUCC_O{i}(j))= q1(SUCC_O{i}(j))*c1(SUCC_O{i}(j))... 
                                + q2(SUCC_O{i}(j))*c2(SUCC_O{i}(j))... 
                                + q3(SUCC_O{i}(j))*c3(SUCC_O{i}(j)); 
            if V1(SUCC_O{i}(j)) > max1(i)  
                  max1(i) = V1(SUCC_O{i}(j)); 
                  politique1 (i) = SUCC_O{i}(j); 
            end 
            V2(SUCC_O{i}(j))= q4(SUCC_O{i}(j))*c1(SUCC_O{i}(j))... 
                                + q5(SUCC_O{i}(j))*c2(SUCC_O{i}(j))... 
                                + q6(SUCC_O{i}(j))*c3(SUCC_O{i}(j)); 
             if V2(SUCC_O{i}(j)) > maxx2 (i) 
                  maxx2(i) = V2(SUCC_O{i}(j)); 
                  politique2 (i) = SUCC_O{i}(j); 
            end 
        end 
        %%%Identification des opérations sur un produit i => SUCC_DO{i} 
            %%%Détermination des paramètres X pour chaque élément de 
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            %%%SUCC_DO{i} 
        for k=1:length(SUCC_DO{i}) 
        X1(SUCC_DO{i}(k)) = cd1(k);X2(SUCC_DO{i}(k))=cd2(k); 
        X3(SUCC_DO{i}(k))=cd3(k); 
                %%%Identification des produits généré par chaque opération 
k de 
                %%%SUCC_DO{i} => SUCC_P{SUCC_DO{i}(k)} 
            for l = 1 : length(SUCC_P{SUCC_DO{i}(k)}) 
                
X1(SUCC_DO{i}(k))=X1(SUCC_DO{i}(k))+U1(SUCC_DO{i}(k),SUCC_P{SUCC_DO{i}(k)}(
l)); 
                
X2(SUCC_DO{i}(k))=X2(SUCC_DO{i}(k))+U2(SUCC_DO{i}(k),SUCC_P{SUCC_DO{i}(k)}(
l)); 
            end 
        end 
            %%%Détermination des paramètres M pour chaque élément de 
            %%%SUCC_DO{i} 
        for k = 1 : length(SUCC_DO{i}) 
            M1(SUCC_DO{i}(k))= x1(SUCC_DO{i}(k))*X1(SUCC_DO{i}(k))... 
                                + x2(SUCC_DO{i}(k))*X2(SUCC_DO{i}(k))... 
                                + x3(SUCC_DO{i}(k))*X3(SUCC_DO{i}(k)); 
            if M1(SUCC_DO{i}(k)) > max1 (i) 
                  max1(i) = M1(SUCC_DO{i}(k)); 
                  politique1 (i) = 20+SUCC_DO{i}(k); 
            end 
            M2(SUCC_DO{i}(k))= x4(SUCC_DO{i}(k))*X1(SUCC_DO{i}(k))... 
                                + x5(SUCC_DO{i}(k))*X2(SUCC_DO{i}(k))... 
                                + x6(SUCC_DO{i}(k))*X3(SUCC_DO{i}(k)); 
             if M2(SUCC_DO{i}(k)) > maxx2 (i) 
                  maxx2(i) = M2(SUCC_DO{i}(k)); 
                  politique2 (i) = 20+SUCC_DO{i}(k); 
            end 
        end 
        %%%Détermination des paramètres K pour un produit => max(i) 
        %%%sélectionne la meilleure option ou opération 
        K1(i)=max1(i); 
        K2(i)=maxx2(i); 
        %%%Identification des opérations générant un produit i => PRE(i) 
            %%%Détermination des paramètres U pour chaque élément de PRE(i) 
        for k = 1 : length(PRE{i}) 
            U1(PRE{i}(k),i)=p1(PRE{i}(k),i)*K1(i)+p2(PRE{i}(k),i)*K2(i); 
            U2(PRE{i}(k),i)=p3(PRE{i}(k),i)*K1(i)+p4(PRE{i}(k),i)*K2(i); 
        end 
        %%%Le produit i est évalué 
        EVAL(i)=1; 
        end 
        end 
















Annexe 3 : Exemple de programme de simulation 
d’une trajectoire utilisant l’inférence itérative 
 
 
%%%%Simulation trajectoire SA3 : 
déconstruction TR1 
%%%Paramètres généraux  
T = 3000; 
N = 2; 
VJ=3;IJ=1; 
SUCC_J = cell(1,VJ+IJ); 
SUCC_J{1}= [2 3 4]; 
%%%Matrice de transition  
    %%%Activité de valorisation  
 av = [0.001 0.002 0.001 0.004]; 
 MV = cell(VJ+IJ,N+1); 
 for j = 1:VJ+IJ 
     for k = 1:N+1 
        MV{j,k}=zeros(N+1,N+1); 
        for i = 1:N+1 
             if k <= i  
                MV{j,k}(i,i)=1; 
             else if i < N+1 
                MV{j,k}(i,i)=1-av(j); 
                MV{j,k}(i,i+1)=av(j); 
                  else 
                MV{j,k}(i,i)=1; 
                 end 
             end 
        end 
     end 
 end 
    %%%Indicateur FS 
Q = cell(VJ,N+1); 
for j=1:VJ 
    for k = 1 : N+1 
        u=k-1; 
        Q{j,k} = zeros(N+1,N+1); 
        for i = 1 : N+1  
        v=i-1; 
        if i < k 
            Q{j,k}(i,i)=1; 
        else  
            Q{j,k}(i,k)=1; 
        end 
        end 
    end 
end 
    %%%Indicateur AD et AP 
G1 = cell(VJ,N+1); 
G2 = cell(VJ,N+1); 
for j=1:VJ 
    for k = 1:N+1 
    m=k-1; 
    G1{j,k}=zeros(N+1,N+1); 
    G2{j,k}=zeros(N+1,N+1); 
    for i = 1:N+1 
        n=i-1; 
        if i < k  
            G1{j,k}(i,1)=1; 
            G2{j,k}(i,m-n+1)=1; 
        else 
            G1{j,k}(i,n-m+1)=1; 
            G2{j,k}(i,1)=1; 
        end 
    end 
    end 
end 
    %%%Indicateur d'en-cours 
EC = cell(VJ+IJ,N+1); 
for j =1: VJ+IJ 
    for k=1:N+1 
    EC{j,k}=zeros(N+1,2); 
        for i = 1:N+1 
        if k>i 
            EC{j,k}(i,2)=1; 
        else 
            EC{j,k}(i,1)=1; 
        end 
        end 
    end 
end 
  
%%%simulation activité  
P_FE = cell (IJ+VJ,T+1); 
P_FE{1,1} = [0 0 1]'; 
P_A = cell(IJ+VJ,T+1); 
P_EC = cell(1,T+1); 
for j=1:IJ+VJ 
P_A{j,1} = [1 0 0]'; 
P_EC{j,1} = [1 0]'; 
end 
for t=2:T+1 
    P_FE{1,t}=[0 0 1]'; 
    for j=1:IJ+VJ 
        P_A{j,t} = zeros(N+1,1); 
        P_EC{j,t} = zeros(2,1); 
        for k=1:N+1 
        
P_A{j,t}=P_A{j,t}+MV{j,k}'*P_A{j,t-
1}*P_FE{j,t}(k); 
        P_EC{j,t} = P_EC{j,t}+ 
EC{j,k}'*P_A{j,t-1}*P_FE{j,t}(k); 
        end 
        for q=1:length(SUCC_J{j}) 
        P_FE{SUCC_J{j}(q),t}=P_A{j,t}; 
        end 
    end 
end 
  
%%%Simulation des demandes  
b = [0.001 0.0005 0.00025];c = b/2; 
P_D = cell(VJ,T+1); 
for j=1:VJ 
    P_D{j,1}=[1 0 0]'; 
    for t=2:T+1 
        P_D{j,t} = [1-b(j) b(j) 0 ; 0 
1-c(j) c(j) ; 0 0 1]'*P_D{j,t-1}; 
    end 
end 
  
%%%Simulation des stocks  
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P_FS = cell(VJ,T+1); 
P_AD = cell(VJ,T+1); 
P_AP = cell(VJ,T+1); 
for j=1:VJ 
    for t = 1:T+1 
    P_FS{j,t} = zeros(N+1,1); 
    P_AD{j,t} = zeros(N+1,1); 
    P_AP{j,t} = zeros(N+1,1); 
    for k = 1 : N+1 
    P_FS{j,t} = P_FS{j,t} + 
Q{j,k}'*P_A{j+IJ,t}*P_D{j,t}(k);  
    P_AP{j,t} = P_AP{j,t} + 
G2{j,k}'*P_A{j+IJ,t}*P_D{j,t}(k);  
    P_AD{j,t} = P_AD{j,t} + 
G1{j,k}'*P_A{j+IJ,t}*P_D{j,t}(k); 
    end 




CR = zeros(IJ+VJ,T+1); CRT = zeros 
(IJ+VJ,T+1); cr = [0.2 0.01 0.01 
0.05];      
CS = zeros(VJ,T+1);CST = zeros 
(VJ,T+1); cs = [0.01 0.005 0.01];  
PN = zeros(VJ,T+1);PNT = zeros 
(VJ,T+1); pn = [0.01 0 0.01]; 
R = zeros(VJ,T+1); rv = [100 150 150]; 
PRT = zeros (IJ+VJ,T+1); %%%Profit de 
chaque activité  





PRT(j,t) = -CR(j,t); 
end 
end 
    %%%Cacul coûts et revenus 
activités de valorisation 
for j = 1:VJ 
for t=1:T+1 
    CR(j+IJ,t)= 
cr(j+IJ)*P_EC{j+IJ,t}(2); 
    CS(j,t) = 
0*cs(j)*P_AD{j,t}(1)+1*cs(j)*P_AD{j,t}
(2)+2*cs(j)*P_AD{j,t}(3); 
    PN(j,t) = 
0*pn(j)*P_AP{j,t}(1)+1*pn(j)*P_AP{j,t}
(2)+2*pn(j)*P_AP{j,t}(3); 






    %%%Calcul profits activité de 
valorisation  
for j = 1:VJ 
    CRT(j+IJ,1) = CR(j+IJ,1); 
CST(j,1) = CS(j,1); 
PNT(j,1) = PN(j,1); 




    CRT(j+IJ,t) = CRT(j+IJ,t-1) + 
CR(j+IJ,t); 
    CST(j,t) = CST(j,t-1) + CS(j,t); 
    PNT(j,t) = PNT(j,t-1) + PN(j,t); 
    R(j,t) = R(j,t); 
    %%%Profit par activité  




    %%%Profit total de la trajectoire 
PRTT = zeros (1,T+1); 
for t=1:T+1 
for j = 1:IJ+VJ 
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Annexe 4 : Détermination des sous-ensembles et des 
opérations de déconstruction élémentaires 
L’application de la méthode de recherche des cut-set admissibles proposé dans [Lambert et Gupta, 05] 
est présenté dans cette annexe pour l’exemple du paragraphe IV4.1. Elle repose sur l’utilisation du 
schéma du système (dessin, CAO, ...) et du graphe de liaisons. Elle consiste à lister dans un premier 
temps toutes les partitions de l’ensemble des composants élémentaires du système dans les colonnes 
« Cut-Set » des tableaux. On vérifie ensuite si chaque cut-set est réalisable topologiquement (existence 
physique des sous-ensembles créés). On établi ainsi les contraintes topologiques (colonnes CT). On 
vérifie ensuite si les cut-set restant peuvent être réalisé d’un point de vue géométrique (obstruction des 
composants entre eux). On obtient des contraintes géométriques (colonnes CG) qui peuvent être 
exprimées sous forme de règles. On retient alors seulement les cut-set qui vérifient toutes les 
contraintes. La démarche est ensuite réitérer pour chaque sous-ensemble admissible jusqu’à 
l’obtention de cut-set composé de composant élémentaire seulement.  
A=P1, B=P2, C=P3, D=P4, E=P5, F=P6, G=P7 
 
Cut-Set CT CG Règle New C-S 
A BCDEFG    A,BCDEFG 
B ACDEFG  reject AE not B  
C ABDEFG  reject AE not C  
D ABCEFG  reject AE not D  
E ABCDFG reject    
F ABDCEG  reject EG not F  
G ABCDEF    G,ABCDEF 
AB CDEFG  reject AB not E  
AC BDEFG reject    
AD BCEFG reject    
AE BCDFG reject    
AF BCDEG reject    
AG BCDEF reject    
BC ADEFG reject    
BD ACEFG  reject AE not B  
BE ACDFG  reject BE not A  
BF ACDEG reject    
BG ACDEF reject    
CD ABEFG reject    
CE ABDFG reject    
CF ABDEG  reject CF not E  
CG ABDEF reject    
DE ABCFG reject    
DF ABCEG reject    
DG ABCEF reject    
EF ABCDG reject    
EG ABCDF reject    
FG ABCDE reject    
ABC DEFG reject    
ABD CEFG  reject AB not E  
ABE CDFG reject    
ABF CDEG reject    
ACD BEFG reject    
ACE BDFG reject    
ACF BDEG reject    
ACG BDEF reject    
ADE BCFG reject    
ADF BCEG reject    
ADG BCEF reject    
AEF BCDG reject    
AEG BCDF reject    
AFG BCDE reject    
BCD AEFG reject    
BCE ADFG reject    
BCF ADEG reject    
BCG ADEF reject    
BDE ACFG reject    
BDF ACEG reject    
BDG ACEF reject    
BEF ACDG reject    
BEG ACDF reject    
BFG ACDE reject    
CDE ABFG reject    
CDF ABEG reject    
CDG ABEF reject    
CEF ABDG reject    
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CEG ABDF reject    
CFG ABDE reject    
DEF ABCG reject    
DEG ABCF reject    
DFG ABCE reject    
EFG ABCD reject    
 
Cut-Set Topo-C Geo-C Rule New C-S 
B CDEFG  reject DE not B   
C BDEFG       C,BDEFG 
D BCEFG       D,BCEFG 
E BCDFG reject     
F BCDEG   EG not F   
G BCDEF       G,BCDEF 
BC DEFG reject     
BD CEFG   BD not E   
BE CDFG reject     
BF CDEG reject     
BG CDEF reject     
CD BEFG reject     
CE BDFG reject     
CF BDEG   CF not E   
CG BDEF reject     
DE BCFG reject     
DF BCEG reject     
DG BCEF reject     
EF BCDG reject     
EG BCDF reject     
FG BCDE reject     
BCD EFG reject     
BCE DFG reject     
BCF DEG reject     
BCG DEF reject     
BDE CFG reject     
BDF CEG reject     
BDG CEF reject     
BEF CDG reject     
BEG CDF reject       
 
Cut-Set Topo-C Geo-C Rule New C-S 
A BCDEF       A,BCDEF 
B ACDEF  reject AE not B   
C ABDEF  reject AE not C   
D ABCEF  reject AE not D   
E ABCDF reject     
F ABCDE  reject EG not F   
AB CDEF  reject  AB not E   
AC BDEF reject     
AE BCEF reject     
AF BCDF reject     
BC BCDE reject     
BD ADEF   BD not E   
BE ACEF reject     
BF ACDE reject     
CD ABEF reject     
CE ABDF reject     
CF ABDE   CF not E   
DE ABCF reject     
DF ABCE reject     
EF ABCD reject     
ABC DEF reject     
ABD CEF   BD not E   
ABE CDF reject     
ABF CDE reject     
ACD BEF reject     
ACE BDF reject     
ACF BDE reject     
ADE BCF reject     
ADF BCE reject     
AEF BCD reject       
 
Cut-Set Topo-C Geo-C Rule New C-S 
B CDEF   reject DE not B   
C BDEF       C,BDEF 
D BCEF       D,BCEF 
E BCDF reject     
F BCDE  reject CE not F   
BC DEF reject     
BD CEF  reject BD not E   
BE CDF reject     
BF CDE reject     
CD BEF reject     
CE BDF reject     
CF BDE  reject CF not E   
DE BCF reject     
DF BCE reject     
EF BCD reject       
 




Cut-Set Topo-C Geo-C Rule New C-S 
B CEFG    B,CEFG 
C BEFG    C,BEFG 
E BCFG reject    
F BCEG  reject EG not F  
G BCEF    G,BCEF 
BC EFG reject    
BE CFG reject    
BF CEG reject    
BG CEF reject    
CE BFG reject    
CF BEG  reject EG not F  
CG BEF reject    
EF BCG reject    
EG BCF reject    
FG BCE reject    
 
Cut-Set Topo-C Geo-C Rule New C-S 
B DEFG  reject DE not B  
D BEFG    D,BEFG 
E BDFG reject    
F BDEG  reject EG not F  
G BDEF    G,BDEF 
BD EFG  reject BD not E  
BE DFG reject    
BF DEG reject    
BG DEF reject    
DE BFG reject    
DF BEG reject    
DG BEF reject    
EF BDG reject    
EG BDF reject    






Rule New C-S 
B DEF   reject  DE not B   
D BEF       D,BEF 
E BDF reject     
F BDE       F,BDE 
BD EF   BD not E   
BE DF reject     





Cut-Set Topo-C Geo-C Rule New C-S 
B CEF       B,CEF 
C BEF       C,BEF 
E BCF reject     
F BCE reject     
BC EF reject     
BE CF  reject CF not E   
BF CE reject       
 
Cut-Set Topo-C Geo-C Rule New C-
S 
C EFG       C,EFG 
E CFG reject     
F CEG reject     
G CEF       G,CEF 
CE FG reject     
CF EG  reject CF not E   
CG EF reject       
 
 
Cut-Set Topo-C Geo-C Rule New C-S 
B EFG       B,EFG 
E BFG reject     
F BEG  reject EG not F   
G BEF       G,BEF 
BE FG reject     
BF EG reject     




Geo-C Rule New C-S 
B EF       B,EF 
E BF reject     
F BE       F,BE 
B DE   reject DE not B   
D BE       D,BE 
E BD   reject BD not E   
E FG reject       
F EG  reject EG not F   
G EF       G,EF 
C EF       C,EF 
E CF  reject CF not E   
F CE reject       
 
