An approach to fault detection (FD) in industrial measurement systems is proposed in this paper which includes an identification strategy for early detection of the appearance of a fault. This approach is model based, i.e. nominal models are used which represent the fault-free state of the on-line measured process. This approach is also suitable for off-line FD. The framework that combines FD with isolation and correction (FDIC) is outlined in this paper. The proposed approach is characterized by automatic threshold determination, ability to analyse local properties of the models, and aggregation of different fault detection statements. The nominal models are built using data-driven and hybrid approaches, combining first principle models with on-line data-driven techniques. At the same time the models are transparent and interpretable. This novel approach is then verified on a number of real and simulated data sets of car engine test benches (both gasoline-Alfa Romeo JTS, and diesel-Caterpillar). It is demonstrated that the approach can work effectively in real industrial measurement systems with data of large dimensions in both on-line and off-line modes.
Introduction
Recently, significant growth has been observed in the size and complexity of the technological installations in the automotive, power, chemical and food industries [9] . A side effect of this growth is an increase in the concentration of measuring, processing and control devices. The likelihood of appearance of a fault that may lead to the breakdown of a component, or the whole system, increases with the complexity of the system [8] .
To tackle this problem, as well as to address the increasingly restrictive safety and environmental regulations, a significant rise in the demands on automatic fault detection, isolation and correction (FDIC) algorithms has been observed [18, 9] . These systems are required to cope with large dimensionality of the measured process variables, high sampling rates, nonstationary patterns, false alarms etc. The automation of diagnostic operations makes it possible to significantly shorten the time of identification and isolation of potential breakdowns, which has economic implications.
It is useful to formally define the fault of a system. The International Federation for Automatic Control, IFAC, has issued by one of its technical committees the following definition, which will be adopted in our paper [1] :
Fault is an unpermitted deviation of at least one characteristic property or variable of the system from its acceptable/usual/standard behaviour.
In fact, a fault is caused by wrong behaviour of the system, which can even be a serious danger for human beings, e.g. a broken pipe where gas effuses. In this sense, an early detection of faults is indispensable. In this paper, the key assumption is that most of the faults, and especially all significant faults, are reflected in the (on-line recorded) measurement data as untypical patterns, jumps, drifts etc. Hereby, the following three phases are considered:
• Fault detection (FD): concerns the detection and warning of fault presence.
• Fault isolation (FI): concerns the identification of the place of fault appearance.
• Fault correction (FC): concerns the automatic correction of faults (in the measurement data).
The main focus is mainly on FD as this phase is the most important one which is a prerequisite for the other two.
The proposed new concepts of automatic fault isolation and automatic fault correction (i.e. delivering correct measurement values) are also introduced.
There is a considerable body of literature concerning fault detection, isolation and correction (FDIC) in industrial measurement systems [8, 9, 12, 14, 18] . The approaches can be loosely divided into the following: The classification-based approaches use techniques such as principal component analysis (PCA), Fisher discriminant analysis (FDA), and work normally off-line (based on a batch set of data collected from the industrial system) [9] . The second group relies on statistical tests of hypotheses about the structure of the model. In [26] such an approach is combined with propositional logic. It has close links with the group of model-based approaches. Model-based approaches are perhaps the most popular type. They are based on the idea of a model that represents the ideal, fault-free process and the comparison of the real measurement with the reference model. The resulting deviations (residuals) can then be observed (in off-line or on-line mode) and used to trigger a fault detection mechanism [8, 29] . Different types of models (regression and correlation models [28] , fuzzy models [7, 19] , causalbased models [15] or first principle models [18] ) are used in different publications. However, thresholds are usually selected manually and residual calculations are very specific [19, 28] . Signal processing and filtering techniques are used, for example, in so-called intelligent sensors [2] , to detect sensor faults such as peaks, (mean) drifts or other anomalies [22] in both time and frequency domains.
In this paper, a generic framework for combined FDIC is proposed that is suitable for both on-line and off-line applications, including real-time. This is based on the results presented in [14, 24] . The proposed approach is model based and classification based. The basic structure of the proposed methodology is graphically presented in figure 1 .
The approach combines on-line adaptation and evolution of the reference model, which can be built based on the experimental/operational data. The on-line nature and the ability to detect faults as early as possible are the key features of the proposed new approach. As an additional option fault patterns can be used to train the data-driven model to help the process of fault correction (dotted line in figure 1 ).
The remainder of the paper is structured as follows. In section 2 the goals of the FDIC problem are formally stated. The role of reference models is discussed in section 3.1. The proposed approach for FDIC is presented in section 4. The evaluation methodology and results are presented in section 5. Section 6 concludes the paper and outlines directions for further work.
Problem statement
Let x 1 , x 2 , . . . , x n be n-independent measurement variables in an arbitrary industrial process recorded dynamically with certain frequency (time steps). Then, a general static model for a specific variable x i at time instant k can be defined aŝ
If we take the time component into account, equation (1) can be detailed aŝ
The constant l defines the order of the model. In both cases a dependence between x i and a subset of the other measurement variables in the system is described by a model f k at time instant k. When the model f k is based on first principles, it represents an analytical formula where all the parameters are known and set a priori and f k = f k+m for all m ∈ N. That means the parameters of the model, and hence the model itself, do not change with time.
In the alternative data-driven approach the parameters of the model f k are estimated based on data alone [3] . The data may be collected historically, by simulation of the considered process, or in on-line mode. When new recorded data x k+m are collected the model parameters are adjusted, and, moreover, the model structure may also be adapted/evolved [3] , such that f k = f k+m for some m ∈ N. With this notation, the goal of a fault detection (FD) strategy can be formulated in the following way: If only two classes are considered (one class representing the fault-free case and the other representing all possible faulty cases) the correct classifications can be split into correct detections of faults and into correct detection of no faults, both influencing the detection rate and false detection rate. This distinction is made, because the detection and false detection rates play different roles with different priorities. The ideal case would be 100% detection rate and 0% false detection rate, which can usually only be achieved with noise-free data and perfect models. Usually, the false detection rate is more important than the detection rate, as in the case of a high false detection rate the operator gets easily irritated and confidence in the system falls.
The goal of the fault isolation strategy can be defined in the following way [12] : Goal 2. Let x k+i , i ∈ {1, . . . , l}, l < m, represent l faulty measurements out of n measurements in total; then the goal of the fault isolation strategy is to keep the number of correct isolations as high as possible.
Similarly to goal 1, the number of correct isolations can be divided into (correct) isolations of faulty channels and into (correct) non-isolations of non-faulty channels, both influencing the false isolation rate [12] . As fault isolation is triggered by FD, it is obvious that the performance of the fault isolation with respect to correctly found faulty channels can be only as good as the FD method itself. In goal 2 the focus is kept only on one part of fault isolation, namely the detection of the measured and calculated channels affected by the fault. It should be noted that the time instant when the fault appears is usually known and registered (both in off-line and on-line modes of data collection).
The goal of the fault correction can be defined as follows: 
is as small as possible, i.e. the deviation of the corrected values from the real fault-free values is minimal.
Here the performance of fault correction depends strongly on both the performance of FD and the performance of fault isolation. The question arises whether it is possible to obtain the real fault-free values. Quite often during the testing and validation phase artificial errors are included although the real values are known. Ideally, the FD approach should detect all failures affecting any of the measurement channels included in the f 1,k , . . . , f m,k set of models. This covers all kinds of faults in the measurement system, and those system faults that affect the measured variables.
Models as reference situation
Equations (1) and (2) An example of a steady-state analytical model in an engine test bench system is the formula for the calculation of air inlet volumetric flow of the engine using a measuring sharp-edged orifice. In this case, the air flow rate (as the target channel) is expressed as a function of the input channel's air pressure, P air , and temperature, T air , and the pressure drop, P , through the orifice:
Knowledge-based models
Knowledge-based models are created from linguistic expert knowledge: knowledge expressed in the form of linguistic rules. This collection of rules is coded into binary or fuzzy rule bases triggering decision trees [6, 11] or complete fuzzy systems [25, 27] . From this point of view, they are built once and remain static for the whole application process in a similar way as for analytical models. As opposed to analytical models, they benefit from being applicable to very complex relationships within the system which cannot be described by an analytical model. They allow a good insight into some system behaviour for non-experts since linguistic rules are easily readable by humans. However, the drawback of a high development effort still remains, as expert knowledge is usually collected through extensive meetings and discussions. Additional drawbacks are that sometimes the expert knowledge is not enough to explain extraordinary system states or when the experts have contradictory opinions. In the literature knowledge-based models are also called weak white box models. As they are not included in the current FDIC framework, they will not be considered in this paper.
Data-driven models
Data-driven models are generated from data alone without any prior knowledge or assumptions about the physical attributes and meanings of the measurement channels [4] . This generation process is also called training or learning. Data can be available in the form of batch (off-line collected and prerecorded) data sets, most commonly stored in data matrices; or in the form of on-line measurements, which are recorded during the process operation. If the latter is the case the models should be kept up to date (usually with incremental learning techniques), especially when tracking highly timevariant system behaviour (figure 1). Data-driven models can be built up generically in the sense that no underlying physical, chemical or other laws about the measurement variables must be known. This produces the generic usability of such methods for any industrial system under the assumption that there exist observed or recorded measurements. However, faults in the data set can erode the trained models such that they lead to incorrect approximation results. This drawback can be avoided using feedback rejection as shown in figure 1 . In this way, only those data points which are classified as fault-free [22] , are incorporated into the model building process. In the proposed FDIC framework two kinds of data-driven models were applied:
• Linear correlation and regression models.
• Fuzzy models extracted from data.
Both types can be developed by batch learning or in an incremental (on-line) manner. While correlation and regression models [16] possess only linear parameters and therefore have a reduced flexibility, fuzzy models, especially Takagi-Sugeno fuzzy models, can approximate an arbitrary function to any degree of accuracy [30] . Such models are thus feasible choices for modelling nonlinear dependences between variables. Fuzzy models are preferable compared to neural networks because of their transparency and the interpretability of the underlying relationships [3] . Various methods exist in the literature for training fuzzy models in the batch learning mode [3, 10, 17] . For on-line (incremental) learning of fuzzy models refer to [5, 21, 23] . In [21] special attention is paid to the bias errors for specific types of fuzzy models, which will be an essential point in the FD approach presented in section 4. This type of method will be called fuzzy for the remainder of this paper.
Hybrid models
Often the considered steady process involves many variables which are not necessarily independent. Very often the average value of steady variables is influenced by transient phenomena. In these cases, theoretical analysis or empirical knowledge is useful in the identification of which variables or groups of variables are important. The functional structure can also be determined, but not the parameters. In this case, data-driven parameter identification using a reference database is a helpful addition to the analytical or empirical prior knowledge. The models obtained by this procedure are classified as hybrid models. In section 5 an example of this type of hybrid model will be demonstrated together with the applied identification strategy.
Fault detection isolation and correction approach

FD approach for models of equalities type
One obvious FD approach, when using models based on equalities with a unique target measurement variable as the fault-free reference situation, is to generate m residuals from m models for the current measurement (say the kth) by comparing the measured value with the values of the target variables estimated by these models
wherex k,m is the estimated value of the mth model using the kth measurement. This residual can be compared to a percentage threshold on the relative deviation of the measured value from the expected value of the model,
where perc thresh 0 can be tuned according to the precision requirements of the FD framework. The threshold is easily interpretable for an operator. As the threshold approaches 0 the risk of false detections becomes higher, whereas faults with lower intensities can be detected. From this point of view, there is always a trade-off between achieving high detection rates and low false detection rates. The previous formula denotes the condition for a fault. It is only valid in the case of perfect models and noise-free data, otherwise bias and variance errors have to be integrated into the fault condition in order to obtain correct and stable results. Moreover, in the case whenx k,m < with near zero, the above formula becomes unstable. The bias error is part of the whole model error (also called expected prediction error) which stems from the inflexibility of a model when reproducing a nonlinear process, e.g. in the case that the model has too low parameters or does not have an appropriate structure or appropriate inputs. The variance error is the part of the expected prediction error which is due to noise in the data and therefore yields uncertainty in the parameters of the generated model. Different levels of sensor inaccuracies can appear for different variables and also in different measurement systems. Thus, in order to guarantee automatic threshold determination and improve the correctness of FD statements, both the bias and the variance errors are incorporated into the estimated values of models:
Obviously, in the case of a high bias error the variance error can be neglected, while in the case of a low bias error the variance error produces a significant contribution to the expected prediction error which is important to avoid the wellknown overfitting effect for data-driven models [16] . For analytical models, the variance error can be estimated by applying an error back-propagation law [1] (8) which incorporates sensor inaccuracies in all input variables x 1 , . . . , x n contained in the model f m . The drawback of this approach lies with the indispensable a priori knowledge about sensor inaccuracies for all variables in a system, which is not always available. However, whenever measurement data of the underlying process are available, the expected prediction error can be estimated by the addition of a term to the squared bias 
The existence operator is used over all models because a significant violation of one model will classify the measurement as faulty.
Let us choose (without loss of generality) t to be a positive integer factor of bias error If t = 0, i.e. one-σ area, is used in order to allow only values inside the 'model error band', this will lead to a threshold which may be too small and result in too many false detections as demonstrated in figure 2.
FD approach for inequalities-based models
In previous subsections, only models in the form of a set of equations (1) for a static model or (2) for a dynamic model have been considered. However, very often the expert Figure 3 . Best threshold value with respect to number of training data points for building high-dimensional reference fuzzy models for specific data sets.
knowledge and analytical models can only be given in the form of inequalities. This happens frequently when the system is only known in a vague way and the available models are inaccurate. The proposed FD scheme is generally able to deal with this class of relationships and only small modifications are required to take this into account. Let us assume that equation (1) 
Adaptive thresholding in data-driven models
The estimation of the variance error as described in section 4.1 is not always trustworthy, and sometimes even impossible to calculate. An alternative is to have an adaptive threshold thr on the right-hand side of the fault conditions (11) and (13) . The threshold value depends on the number of training data points in a monotonically decreasing way because of overfitting and hence an increase in the variance error is more likely with a small number of data. This means the larger the number of data points fed into the training algorithm, the smaller the adaptive threshold gets. Ideally, it should ensure rates of detection and false detection similar to when trained with the full number of data points in a batch mode. Based on empirical tests with different data sets a functional dependence between the number of training data points and the best value of the threshold was extracted and was used for the car engine data sets shown later.
Local model errors
An interesting aspect of the analysis of the data space for potential faults concerns local model errors. For a specific local region in the input/output data space a separate model error can be introduced in the denominator of the fault condition (11) influencing the FD logic. This way a new incoming data sample is checked against the bias error of that part of the actual model which is nearest to this new point (with respect to some distance measure). It can be expected that the detection rate increases, as the model error is usually different for different regions (in some regions the model is more accurate than in others). This was verified using FD based on a fuzzy model where each separate rule denotes a specific local region in the input/output data space. It should be noted, however, that for on-line FD this will inevitably lead to additional computational burden, which may be prohibitive in real-time applications.
Consolidation of multiple FD outputs
The residuals calculated on the left-hand side of the inequality can be normalized into error hint fuzzy values based on different values of the monotonic transfer function as follows:
• transfunc(0) = 0.
• transfunc(thresh) = 0.5; in this case a value greater than 0.5 is classified as fault.
• transfunc(max res) = 1, where max res denotes the maximal value of a residual.
• transfunc is monotonic.
This normalization is indispensable considering that different components in a system can interact and contribute to the overall plausibility and fault occurrence in a complex industrial system. The condition defined above can be applied in a generic way in all model-based FD modules. Special attention should be paid to the threshold.
From the aggregated error hint fuzzy value the unique error hint crisp value is produced which yields a crisp FD statement concerning the current measurement. This value is zero in the case of no fault in the actual measurement or 1 in the case of fault in the actual measurement. Note that an error hint fuzzy value greater than 0.5 means fault. In addition to these two values a third value is generated and used within the consolidation process, the internal quality, which gives rise to the trustworthiness of the models which were used as faultfree references. One possible choice to calculate the internal quality is to evaluate the aggregated model quality and use this as a measure of the internal quality. The quality of an analytical or knowledge-based model can be determined using expert knowledge. Alternatively, it can be evaluated based on measurement data through the r-squared-adjusted formula. This measure incorporates the degrees of freedom of a model and penalizes more complex models relative to easier ones. It delivers values in the interval [0, 1], where a value near 1 means that a very reliable model is available and a value far below 1 suggests that the model is useless. This can be of essential help when generating data-driven models from a high-dimensional set of variables, where the input and output structures of the models are not given and have to be estimated automatically from data. Hence, models with a high quality can be used in the FD framework while others are skipped.
The values produced by different plausibility check algorithms, modelling and FD are combined directly together in a closed formula. In this sense, the direct consolidation method evaluates an overall plausibility statement for the current measurements. The consolidation of partial FD In this case the confidences of FD modules classifying a measurement as faulty are compared with those of FD modules classifying a measurement as fault-free. An error hint fuzzy value and an internal quality value are calculated that serve as overall fault likelihood measures. These two values are shown in the operator's GUI.
Fault isolation
Fault isolation is triggered by the FD. Indeed, only in the case of a detected fault is it undertaken. The proposed fault isolation approach incorporates the output of the consolidation process in FD, namely the error hint fuzzy value and the internal quality value produced by each model for each separate measurement. Additionally, the gradient information serves as an indicator of how strongly a certain variable influences the model. Hence, in order to get comparable and range-independent influence information, normalized gradients are computed for each variable in the actual point. The sensitivity vector introduced in [13] is upgraded with the gradient information and an estimate of the size of perturbation for a specific channel is derived using error hint fuzzy and internal quality in order to classify this channel as faulty (= to isolate the fault). From this estimation a fault likelihood for each channel is calculated. It is in the interval [−1, 1] (+1 for very likely, −1 for not likely; usually a threshold value of zero was used in order to get a crisp decision for each measurement channel). For further details see [12] .
Fault correction strategy
The fault correction strategy for delivering an expected value can be summarized based on the information provided by the reference model and using the proposed FD approach, consolidating the results from each module and causing fault isolation statements as described in section 4.6, as follows:
• If the faulty channel isolated using the fault isolation module is not a target channel (and hence only occurs as an input channel in at least one model and not on the left-hand side as y of any model), then no corrected value can be delivered for this channel. This may happen when no useful functional relationship to at least one other measurement channel in the system exists for the isolated channel which appears as target.
• If the faulty channel isolated using the fault isolation module is a target channel in only one model, take the estimated value from this model (= the target value) and deliver this as the corrected value.
• If the faulty channel isolated by the fault isolation module is a target channel in more than one model, take the model which is the most trustworthy, i.e. with the highest model quality-the other models for that channel can obviously be considered obsolete for fault correction as they possess a lower quality due to the less precise representation or lower flexibility (e.g., if input channels are missing etc).
Combining the FD, the consolidated estimate, fault isolation and correction, the overall FDIC framework is summarized as graphically presented in figure 1.
Evaluation and results
Measure values for evaluation
In order to be able to verify, validate, and compare the performance of the model-based FDIC approach an objective benchmark is needed. Using the labelled data (data sets marked as faulty or error-free) one can define the detection rate using the relative frequency of detections as follows,
where N FD denotes the number of measurements with a correct detection and N FM denotes the number of faulty measurements in the test data set. The false detection rate can also be defined using the labelled data and the relative frequency of false detections, leading to (16) where N FOD denotes the number of measurements with false detection and N FFM denotes the number of fault-free measurements in the test data set. A FD method that has both high detection rate, A det , and low false detection rate, A false , is preferable. For the cases when both detection rate, A det , and false detection rate, A false , are high it is not obvious which method is preferable. For such cases, one can use the following additional measure called external FD-method quality, or simply external quality, which combines detection rate and false detection rate in one value and incorporates the relative frequency of faulty data in the test data set overall,
where n is the number of the test data records, m is the number of faulty test data records, n−m is the number of fault-free test data records. The weights w false and w det , both ∈ [0, 2] with w false + w det = 2, reflect the impact of the correct detections and false detections on the external quality measure. The weights can be adjusted in such a way that the importance of correct detections dominates the importance of false detections or vice versa.
Application example
A real-world application example is used to demonstrate the viability of the proposed FDIC approach. The example is from the area of automotive engine test benches. This is an interesting industrial application which is characterized by high complexity, level of automation, and sophistication. The verification and validation of correct detections and false detections were carried out on data sets obtained through both simulation and real-life tests of three different car engines:
• Simulated engine data including noise-free data and faults with an intensity of 5% and 10%.
• Data set from a direct injection gasoline engine (Alfa Romeo JTS) including 19 channels and faults with intensities of 3%, 5%, 10%, 20% and 50%.
• Real measured data for a heavy diesel engine (Caterpillar) for real on-line check.
For the off-line tests, all data sets were divided into a training data set for generating and adapting data-driven (regression and fuzzy rule-based) models and into testing data set. These test data sets include artificially built-in faulty measurements. In this sense, some good measurement values in the data sets were disturbed by a percentage of their absolute value. For example, a value of 100 was reset artificially to a value 90, representing a (rather small) fault causing 10% disturbance in the data. Hence, from now on we simply speak about a fault level of 10% rather than a fault causing 10% disturbance in the data. According to the experience reported by several engine test specialists (both engineers and technical staff interviewed in several engine manufacturing companies and research institutes), the usual critical failures affect the signal value in one or several measurement channels by more than 10%. Hence, fault levels of 20% and 50% were selected for performance evaluation of our fault detection approach. Moreover, fault levels of 3%, 5% and 10% were also selected in order to evaluate the performance on less significant faults (e.g., resulting from sensor aging or slightly incorrect positioning/connection), which are harder to detect. In this sense, the performance at these fault levels defines the achievable limits for the fault detection approach.
For the Caterpillar data no training data set was used for off-line tests. Instead the data were sent sample by sample in the on-line mode. The model was built from the first 30 or 50 data samples and tested based on the remaining data. In addition, the fault-free data after the 30th or 50th data sample were used to adapt the model in the on-line mode. For all test results, the direct consolidation strategy is used with the 'OR' type of aggregation operator. This has been confirmed by a large number of empirical experiments. This is logical, when taking into account that the main focus is laid on keeping the false detection rate close to 0 for each FD module, since otherwise the confidence in the proposed approach amongst the human operators of the system would quickly diminish.
Off-line results
Results on simulated data.
The first tests were carried out on simulated (thus noise-free) data for a special diesel engine together with two rated check data sets; one containing fault levels of 10%, the other containing fault levels of 5% in some channels. Hence this data set is a good benchmark for the sensitivity of the methods with respect to less significant faults. The training data set contained around 1000 points, while the test data sets contained 2052 points, where approximately half of them were faulty. Practically, all the methods produced between 0% and 2% false detections using only an optimal value for the threshold. All the detection results are listed in table 1. From this table it can be concluded that the FD system based on the adaptive fuzzy inference system (ANFIS [17] ) and trained off-line produced by far the best results of all methods. This model and the training procedure described in [17] are, however, not suitable for use in the on-line mode because of the iterative nature of the gradient-based search algorithm used. When the data are fed into the system in the on-line mode (sample by sample) the results deteriorate significantly (a drop of detection rate from 87.27% to 46.95% in the case of fault levels of 10% and from 67.08% to 22.60% in the case of fault levels of 5% can be observed). A further analysis of these results is needed for the on-line case, because recent parallel studies [4, 23] ) indicate that the incremental on-line learning methods for fuzzy models outperform ANFIS. Surprisingly, the analytical models did not produced stronger results than all the data-driven modelling approaches for all tested fault levels. Furthermore, in the case of fault levels of 10% analytical models were even weaker than the incremental learning method for fuzzy systems (35.13% versus 46.95%).
Results on real measured engine test bench data.
The second tests concerned the plausibility check of hybrid (simulation) models. These models possess an analytical structure in the form of regressor terms and unknown linear parameters which should be identified using the training data, which was developed for a spark ignition engine with gasoline direct injection. Six different hybrid models were developed for engine-out emission using carbon monoxide, total unburned hydrocarbon and nitric oxide, in-cylinder air trapped mass, exhaust pressure and temperature, all measured as average values in steady operation. Actually, these variables are linked to the transient processes occurring in the cylinder during one or two consecutive crankshaft revolutions, namely the air flow through inlet valves during the down stroke of the piston, followed by compression, combustion, expansion, blow down and expulsion of exhaust gases. The common approach in taking into account these transient phenomena is a theoretical analysis leading to a differential equation representing the process. The problem is to find models usable by the FDIC algorithm, i.e. relationships with one target channel as a function of other input channels. Often, an integration of the differential equation does not lead to this result, but allows highlighting of the functional links between the various variables. The alternative is to resort to preexistent knowledge or experimental analysis on the effects of the variation of each input on the target variable. For inlet air mass flow the first method was followed, namely a preliminary analysis of the energy balance in differential terms, leading to a differential equation. By integration and the proper rearrangement, the following formula can be obtained,
where m denotes the air mass trapped inside the cylinder, ρ 0 is the reference air density, C is the cylinder displacement, p m is the inlet manifold mean pressure, T m is the inlet manifold mean temperature, R is the gas constant, N is the engine rotation speed, p exh is the exhaust manifold mean pressure, and p IVC is the pressure in the cylinder at the inlet valve closing. Regarding the exhaust gas temperature at the exhaust port, it is known that this mainly depends on spark advance, relative air/fuel ratio, and load related to inlet manifold pressure. Dependence on heat exchange was also considered including engine rpm. Thus the model
was proposed, where T exh denotes the exhaust manifold mean temperature, p exh is the exhaust manifold mean pressure, p m is the inlet manifold mean pressure, adv is the spark advance, λ is the relative air/full ratio and N is the engine rotation speed. The other four hybrid models that were used are not stated here in detail. The linear parameters within these models (see above) could be identified based on an experimental training fault-free data set in a generic manner and in terms of using the same estimation algorithm for all six models. 2204 values (116 data rows times 19 channels) of fault-free data samples were used. It is interesting to note that the resulting linear parameters and hence complete models were almost the same using both off-line training based on least-squares estimation [20] as well as on-line incremental learning [23] . It illustrates that convergence of the on-line incremental learning is quite satisfactory for real practical cases. The test data sets were obtained by introducing fault levels of 3%, 5%, 10%, 20% and 50% (with random + or − sign) in order to achieve 2% of faulty single values with respect to the total number of values 2204. Further random errors were added in the same way to achieve 5% and 10% of faulty single values respectively. This procedure produced 15 test data sets, from which detections were extracted as shown in figure 4 .
It can be clearly seen that the false detection rate is negligible, as it is 0 for all cases except in the case of a low rate of faulty data (2%). The detection rate is quite high, especially for fault levels (intensities) of 20% and more (which usually represent the really significant faults on an engine test bench). The relatively lower detection rates for fault levels of 3% and 5% stem from the fact that the model errors consisting of bias and variance error trigger confidence intervals which are larger than 3%, respectively 5%, deviation from the model in certain input regions. However, with the threshold thr as defined on the right-hand side of (11), the width of the confidence band can be enlarged. It was set to a value of 5 for all six hybrid simulation models (which was slightly below the default value of 8). It should also be recognized that the fault isolation rates were between 15% and 20% lower than the fault detection rates, but still inside an acceptable range for the operators.
On-line results
A fuzzy model and a correlation-based model were built based on the first 30 or 50 fault-free data samples. These models were later used for dynamic adaptation and to check the plausibility of the on-line recorded data from a diesel engine. For consolidation of different fault conclusions the 'OR' type of aggregation has been used. Faulty data points were ignored and not used for on-line model adaptation. The following results were obtained for real data coming in on-line from a large diesel engine: overall detection rate: 64.7%; overall false detection rate: 0.0%. This result is very promising bearing in mind that many small faults (with a deviation of 5% or less) were present in this real data set and no fuzzy models and correlation models were pre-built from fault-free and high-quality training data. Moreover, all major faults (with a deviation of 20% or more), which are significant and critical and hence have to be detected, have actually been detected. If the feedback is omitted (see the line on top of figure 1) faulty data points are also incorporated into the model building steps for both the fuzzy model and the correlation models, and the detection rate decreases by about 15-20%. This illustrates the essential role of the feedback for stopping the influence of the faulty data on the update of the FD model.
Conclusion and future directions
In this paper, the analytical basis of the FD logic integrated into a FDIC framework was demonstrated on real data from car engine test benches. The proposed FDIC framework has a generic nature and is applicable to any complex contemporary industrial measurement system. The proposed reference model-based framework has been applied to both off-line simulated data and real data in both off-line and on-line modes using vehicle engine test benches for Alfa Romeo and Caterpillar. The results demonstrate the viability of the proposed methodology and its superiority over the conventional correlation-and regression-based models and over analytical (first principles-based) models. The rate of false detections can be expected to be very small. The proposed approach is potentially very useful for early FDIC in real time in various industrial systems. Promising future extension includes development of the local error bars for data-driven models in order to cope with extrapolation and different data densities in different local areas. The application of the proposed approach to practical industrial measurement systems will be addressed in the near future.
