Pseudodifferential calculus on noncommutative tori, II. Main properties by Ha, Hyunsu et al.
ar
X
iv
:1
80
3.
03
58
0v
3 
 [m
ath
.O
A]
  6
 A
pr
 20
19
PSEUDODIFFERENTIAL CALCULUS ON NONCOMMUTATIVE TORI, II.
MAIN PROPERTIES
HYUNSU HA, GIHYUN LEE, AND RAPHAE¨L PONGE
Abstract. This paper is the 2nd part of a two-paper series whose aim is to give a detailed
description of Connes’ pseudodifferential calculus on noncommutative n-tori, n ě 2. We make
use of the tools introduced in the 1st part to deal with the main properties of pseudodifferential
operators on noncommutative tori of any dimension n ě 2. This includes the main results
mentioned in [2, 5, 11]. We also obtain further results regarding action on Sobolev spaces,
spectral theory of elliptic operators, and Schatten-class properties of pseudodifferential operators
of negative order, including a trace-formula for pseudodifferential operators of order ă ´n.
1. Introduction
This paper is the 2nd part of a two-paper series whose aim is to give a thorough account on
the pseudodifferential calculus on noncommutative tori of Connes [5] (see also [2]). Following the
seminal paper of Connes-Tretkoff [11], this pseudodifferential calculus has been used in numerous
recent papers (see [4, 9, 10, 13, 14, 18, 21, 22, 23, 24, 25, 26, 27, 28, 29, 38, 39, 42, 44, 46, 48, 49, 65]).
However, a detailed description of this calculus is still missing.
We consider n-dimensional tori associated with anti-symmetric real n ˆ n-matrices θ “ pθjlq,
with n ě 2. The datum of such a matrix gives rise to a C˚-algebra Aθ generated by unitaries
U1, . . . , Un satisfying the relations,
UlUj “ e2iπθjlUjUl, j, l “ 1, . . . , n.
A dense spanning linearly independent set is provided by the unitaries,
Uk “ Uk11 ¨ ¨ ¨Uknn , k “ pk1, . . . , knq P Zn.
We may think of series
ř
ukU
k, uk P C, as analogues of the Fourier series on the ordinary n-torus
T
n “ Rn{2πZn. The analogue of the integral is provided by the normalized state τ : Aθ Ñ C
such that τp1q “ 1 and τpUkq “ 0 for k ‰ 0. The associated GNS representation provides us
with a unital ˚-representation of Aθ into a Hilbert space Hθ, which is the analogue of the Hilbert
space L2pTnq (see Section 2). In particular, for θ “ 0 we recover the representation of continuous
functions on Tn by multiplication operators on L2pTnq.
There is a natural periodic C˚-action ps, uq Ñ αspuq of Rn on Aθ, so that we obtain a C˚-
dynamical system. We are interested in the dense subalgebra Aθ of smooth elements of this action.
These are elements of the form u “ řkPZn ukUk, where the sequence pukqkPZn has rapid decay
(see Section 2). When θ “ 0 we recover the algebra of smooth functions on Tn. In general, Aθ
is a Fre´chet ˚-algebra which is stable under holomorphic functional calculus. In addition, the
action of Rn induces a smooth action on Aθ which is infinitesimally generated by the derivations
δ1, . . . , δn such that δjpUkq “ δjkUk, j, k “ 1, . . . , n. They are the analogues of the partial
derivatives 1
i
Bx1 , . . . , 1i Bxn on Tn. Differential operators on Aθ are then defined as operators of
the form
ř
|α|ďN aαδ
α, aα P Aθ, where δα “ δα11 ¨ ¨ ¨ δαnn (see [5, 8]). For instance, the Laplacian
∆ “ δ21 ` ¨ ¨ ¨ ` δ2n is such an operator.
In the 1st part [35] (referred thereafter as Part I) we have introduced an oscillating integral for
Aθ-amplitudes and have used it to give a precise explanation of the definition of pseudodifferential
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operators (ΨDOs) on Aθ. In this paper we use the tools introduced in Part I to deal with the
main properties of ΨDOs on noncommutative tori. This includes the main results mentioned
in [2, 5, 11], along with some further results regarding action on Sobolev spaces, spectral theory
of elliptic operators, and Schatten-class properties of ΨDOs of negative order.
The oscillating integrals considered in Part I are of the form,
Ipaq “ p2πq´n
ĳ
eis¨ξaps, ξqdsdξ,
where aps, ξq is an Aθ-valued amplitude and the right-hand side is defined by means of suitable
integration by parts (see Part I and Section 4). An Aθ-valued amplitude is a smooth map a :
Rn ˆ Rn Ñ Aθ such that there is some m P R so that all the derivatives δαBβs Bγξ aps, ξq are
Opp|s| ` |ξ|qmq at infinity (see Section 4 for the precise definition).
Following [5] a ΨDO is a linear operator P : Aθ Ñ Aθ of the form,
(1.1) Pu “ p2πq´n
ĳ
eis¨ξρpξqα´spuqdsdξ, u P Aθ,
where ρ : Rn Ñ Aθ is a symbol. This means that there is m P R such that every partial derivative
δαBβξ ρpξq is Op|ξ|m´|β|q at infinity (see Section 3 for the precise definition). We consider standard
symbols and classical symbols. The latter admits an expansion ρpξq „ řjě0 ρq´jpξq, where q P C
and ρq´jpξq is homogeneous of degree q ´ j (see Section 3).
As ρpξqα´spuq is an amplitude the right-hand side makes sense as an oscillating integral. Differ-
ential operators are pseudodifferential operator associated with polynomial symbols. For instance
the Laplacian ∆ above is associated with the symbol |ξ|2 “ ξ21 ` ¨ ¨ ¨ ` ξ2n. More generally, given
any amplitude aps, ξq and u P Aθ, the map ps, ξq Ñ aps, ξqα´spuq is an amplitude as well, and
so we can associate with any amplitude a ΨDO by means of the formula (1.1) (see Part I and
Section 5).
Two important properties of ΨDOs in [2, 5] concern the stability of the pseudodifferential
calculus under composition and taking adjoints of ΨDOs together with explicit formulas for the
corresponding symbols. We derive these properties from the construction of a product 7 for
amplitudes such that, given any amplitudes a1ps, ξq and a2ps, ξq, we have
(1.2) Pa17a2 “ Pa1Pa2 ,
where Pa1 (resp., Pa2 , Pa17a2) is the ΨDO associated with the amplitude a1ps, ξq (resp., a2ps, ξq,
a17a2ps, ξq) (see Proposition 6.7). When a1ps, ξq and a2ps, ξq are compactly supported we have
a17a2ps, ξq :“ p2πq´n
ĳ
eit¨ηa1pt, η ` ξqα´tra2ps´ t, ξqsdtdη.
For general amplitudes the integral makes sense as an oscillating integral. We refer to Section 6 for
the construction of this product and its main properties. In particular, this defines a continuous
bilinear map on amplitudes (Proposition 6.5) and this product is associative (Proposition 6.8).
When ρ1pξq is a symbol of order m1 and ρ2pξq is a symbol of order m2 it can be shown that
ρ17ρ2 gives rise to a symbol of order m1 `m2, so that the corresponding composition Pρ1Pρ2 is a
ΨDO (see Proposition 7.4). Furthermore, by using the properties of the product 7 for amplitudes
we obtain the asymptotic expansion,
(1.3) ρ17ρ2pξq „
ÿ
α
1
α!
Bαξ ρ1pξqδαρ2pξq.
This is the asymptotic expansion of [2]. We further show that the remainder terms of the as-
ymptotic expansion give rise to continuous bilinear maps on the spaces of symbols (see Propo-
sition 7.10). This result is important for dealing with ΨDOs with parameters and holomorphic
families of ΨDOs in connection with the derivation of heat trace asymptotics and the construction
of complex powers and zeta functions of elliptic operators.
To deal with the formal adjoints of ΨDOs we first look at the case of a ΨDO P associated with
an amplitude aps, ξq. Thanks to the properties of the oscillating integral there are no difficulties
to show that P admits a formal adjoint which is precisely the ΨDO associated with the amplitude
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a:ps, ξq :“ α´srap´s, ξq˚s (Proposition 8.1). Specializing this to a symbol ρpξq, the amplitude
ρ:ps, ξq is not a symbol, since it depends on the variable s. Nevertheless, we observe that the
formula (1.2) for the constant amplitude a2ps, ξq “ 1 shows that ρ:ps, ξq defines the same ΨDO as
the symbol,
ρ‹pξq :“ ρ:71pξq “ p2πq´n
ĳ
eit¨ηα´t rρpξ ` ηq˚s dtdη.
Furthermore, this symbol satisfies the asymptotic expansion,
ρ‹pξq „
ÿ
α
1
α!
δαBαξ rρpξq˚s .
This is the asymptotic expansion of [2, 11]. Therefore, the formal adjoint of a classical ΨDO
is a classical ΨDO. In the same way as with ΨDOs on ordinary manifolds, this allows us to
show that every ΨDO uniquely extends to a continuous linear operators on the strong dual A 1θ
(Proposition 8.5). In particular, this provides us with a convenient framework for studying PDEs
on noncommutative tori.
Sobolev spaces on noncommutative tori were introduced by Spera [66] and have been considered
by several other authors [33, 51, 54, 55, 60, 71]. They are associated with the one-parameter group
Λs “ p1 `∆q s2 , s P R, where ∆ is the Laplacian of Aθ mentioned above. Each operator Λs is a
ΨDO of order s, and hence extends to a continuous endomorphism on A 1θ . The Sobolev space H
psq
θ
then consists of u P A 1θ such that Λsu P Hθ. Thus these spaces are the analogues of the Sobolev
spaces W s,2pTnq on the ordinary torus Tn. For s “ 0 we recover the Hilbert space Hθ. Each
Sobolev space H
psq
θ has a natural structure of a Hilbert space and has a natural characterization
in terms of Fourier series (see [66] and Section 9).
The Sobolev spaces satisfy the same type of properties as the Sobolev spaces of closed manifolds.
For s ă s1 the inclusion of H ps1qθ into H psqθ is compact (see [66] and Section 9). The duality
between Aθ and A
1
θ gives rise to a duality between H
p´sq
θ and H
psq
θ (see Proposition 9.8). In
addition, the Sobolev spaces provide us with a natural topological vector space scale interpolating
between Aθ and A
1
θ , in the sense that as a locally convex space Aθ (resp., A
1
θ) is the projective
(resp., inductive) limit of the Hilbert spaces H
psq
θ (see Proposition 9.10). As consequences we
obtain natural characterizations in terms of actions on Sobolev spaces of endomorphisms on Aθ
(Corollary 9.13) and smoothing operators (Corollary 9.15).
It was mentioned in [2, 5] that zeroth order ΨDOs gives rise to bounded operators on Hθ. We
give a proof of this result that takes advantage of the Fourier series decomposition on Hθ (see
Section 10). This proof seems to be new. More generally, we show that if P is a ΨDO of order m,
then P gives rise to a bounded operator P : H
ps`mq
θ Ñ H psqθ for every s P R (Proposition 10.4).
In particular, ΨDOs of negative order gives rise to compact operators on Hθ.
A (classical) ΨDO is called elliptic when its principal symbol is pointwise invertible. In fact,
the inverse is a smooth map, and hence this is a symbol (see Section 11). Combining this with
the asymptotic expansion (1.3) allows us to carry out the standard parametrix construction. A
(classical) ΨDO admits a ΨDO parametrix if and only if it is elliptic. Furthermore, in this
case we have an explicit algorithm to compute the homogeneous components of the symbol of any
parametrix (Proposition 11.7). In particular, the principal symbol of any parametrix is the inverse
of the principal symbol of the original operator. As a consequence, the inverse of an elliptic ΨDO
is always a ΨDO (see Corollary 11.8).
In the same way as with ΨDOs on ordinary closed manifolds, by combining the aforementioned
parametrix construction with the Sobolev mapping properties of ΨDOs allows us to get a version
of the elliptic regularity theorem for ΨDOs on noncommutative tori (Proposition 11.10). Namely,
if P is elliptic and we denote by m the (real part of the) order of P , then we have
Pu P H psqθ ðñ u P H ps`mqθ .
In particular, we see that Pu P Aθ if and only if u P Aθ. As a consequence, for every λ P C, the
space of solutions of the equation pP ´ λqu “ 0 is contained in Aθ (Corollary 11.11).
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We also look at the spectral properties of elliptic (classical) ΨDOs. If P is an elliptic (classical)
ΨDO of order q , then it gives rise to a Fredholm operator P : H
ps`mq
θ Ñ H psqθ for every
s P R (where m “ ℜpqq). Moreover, the Fredholm index is independent of s and is a homotopy
invariant of its principal symbol (Proposition 12.1). If P has positive order, then it gives rise to a
closed unbounded operator on Hθ with domain H
pmq
θ which is selfadjoint (resp., normal) when
P agrees (resp., commutes) with its formal adjoint (Proposition 12.4). This allows us to define
its spectrum. As in the setting of ordinary closed manifolds, we have the following alternative for
this spectrum: this is either all C or a discrete set consisting of isolated eigenvalues with finite
multiplicity (Proposition 12.10). In particular, we are in the first situation when the Fredholm
index of P is non-zero. When P is normal we further obtain the existence of an orthonormal
eigenbasis consisting of elements of Aθ (see Proposition 12.11).
Finally, we look at the Schatten-class properties of ΨDOs of negative order. We refer to
Section 13, and the references therein, for background on the Schatten classes L p and the weak
Schatten classes L pp,8q, p ě 1. They are important examples of Banach ideals in L pHθq. If P
has order m P r´n, 0q, then P is in the class L pp,8q, where p “ n|m|´1 (see Proposition 13.8), and
so P P L q for all q ą p. In particular, when m “ ´n we see that P is in the Dixmier ideal L p1,8q.
This was shown in [26] for noncommutative 2-tori. If P has order ă ´n, then P is trace-class and
its trace is given by
(1.4) TracepP q “
ÿ
kPZn
τ rρpkqs ,
where ρpξq is the symbol of P and τ is the normalized trace introduced above (see Proposi-
tion 13.13). As it turns out, some authors claimed an integral trace formula,
TracepP q “
ż
τ
“
ρpξq‰dξ.
Obviously, this is not consistent with (1.4). However, as we explain we still have an integral trace
formula provided the symbol is chosen suitably (see Proposition 13.21 for the precise statement).
Although this paper and Part I focus exclusively on noncommutative tori, most of the results
of the papers continue hold for C˚-dynamical systems associated with the action of Rn on a unital
C˚-algebras. In fact, all the results that that do not rely on Fourier series decompositions hold
verbatim in this general setting.
There are various approaches to noncommutative tori. Accordingly, there are various types of
pseudodifferential calculi depending on the perspective on noncommutative tori. In this paper and
Part I we regard noncommutative tori as C˚-dynamical systems, which is natural from the point
of view of noncommutative geometry. We refer to Part I for the equivalence of our class of ΨDOs
of this paper with the toroidal ΨDOs of [44]. A pseudodifferential calculus for Heisenberg modules
over noncommutative tori is given in [42]. Noncommutative tori can also be interpreted as twisted
crossed-products (see, e.g., [57]). We refer to [3, 17, 41, 53] for pseudodifferential calculi for twisted
crossed-products with coefficients in C˚-algebras. Another approach is to look at pseudodifferential
operators on noncommutative tori as periodic pseudodifferential operators on noncommutative
Euclidean spaces (see [31]). We also refer to [47] for an asymptotic pseudodifferential calculus on
noncommutative toric manifolds.
This paper is organized as follows. In Section 2 we review the main background on noncommu-
tative tori. In Section 3, we review the classes of symbols on noncommutative tori that are used
in this paper. In Section 4, we recall the construction and the main properties of the oscillating
integral for Aθ-valued amplitudes. In Section 5, we recall the definition of ΨDOs associated with
symbols and amplitudes and some of their properties established in Part I. In Section 6, we con-
struct the product 7 for amplitudes. In Section 7, we look at the composition of ΨDOs associated
with symbols. In Section 8, we deal with the formal adjoints of ΨDOs and their action on A 1θ .
In Section 9, we recall the definition and main properties of the Sobolev spaces on noncommu-
tative tori. In Section 10, we study the boundedness and Sobolev mapping properties of ΨDOs
on noncommutative tori. In Section 11, we explicitly construct parametrices of (classical) elliptic
ΨDOs and obtain a version of the elliptic regularity theorem for such operators. In Section 12,
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we look at the spectral properties of elliptic ΨDOs on noncommutative tori. In Section 13, we
study the trace-class and Schatten-classes properties of ΨDOs on noncommutative tori. Finally,
in Appendix A we include proofs of some of the properties of Sobolev spaces stated in Section 9.
Jim Tao [69] has independently announced a detailed account on Connes’ pseudodifferential
calculus on noncommutative tori. The full details of his approach were not available at the time
of completion of our paper series.
This paper is part of the PhD dissertations of the first two named authors under the guidance
of the third named author at Seoul National University (South Korea).
Acknowledgements. The authors would like to thank Edward McDonald, Hanfeng Li, Masoud
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Xiong, and Dmitriy Zanin for for useful discussions related to the subject matter of this paper.
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2. Noncommutative Tori
In this section, we survey the main definitions and properties of noncommutative n-tori, n ě 2.
We refer to Part I, and the references therein (including [8, 56, 57]), for a more comprehensive
account.
2.1. The Noncommutative torus Aθ. Throughout this paper, we let θ “ pθjkq be a real anti-
symmetric nˆ n-matrix (n ě 2). We denote by θ1, . . . , θn its column vectors. In what follows we
also let Tn “ Rn{2πZn be the ordinary n-torus, and we equip L2pTnq with the inner product,
(2.1) pξ|ηq “
ż
Tn
ξpxqηpxqd¯x, ξ, η P L2pTnq,
where we have set d¯x “ p2πq´ndx. For j “ 1, . . . , n let Uj : L2pTnq Ñ L2pTnq be the unitary
operator given by
pUjξq pxq “ eixjξ px` πθjq , ξ P L2pTnq.
We then have the relations,
(2.2) UkUj “ e2iπθjkUjUk, j, k “ 1, . . . , n.
The noncommutative torus Aθ is the C
˚-algebra generated by the unitary operators U1, . . . , Un.
For θ “ 0 we obtain the C˚-algebra C0pTnq of continuous functions on the ordinary n-torus Tn.
Note that (2.2) implies that Aθ is the closure in L pL2pTnqq of the algebra A 0θ , where A 0θ is the
span of the unitary operators,
Uk :“ Uk11 ¨ ¨ ¨Uknn , k “ pk1, . . . , knq P Zn.
When n “ 2 simple characterizations of isomorphism classes and Morita equivalence classes of
noncommutative tori have been given by Rieffel [56]. The extension of Rieffel’s results to higher
dimensional noncommutative tori is non-trivial (see [19, 20, 45, 59]).
Let τ : L pL2pTnqq Ñ C be the state defined by the constant function 1, i.e.,
τpT q “ pT 1|1q “
ż
Tn
pT 1qpxqd¯x, T P L `L2pTnq˘ .
In particular, we have
τ
`
Uk
˘ “ " 1 if k “ 0,
0 otherwise.
This induces a continuous linear trace on the C˚-algebra Aθ (see, e.g., Part I). The GNS construc-
tion allows us to associate with τ a ˚-representation of Aθ as follows.
Let p¨|¨q be the sesquilinear form on Aθ defined by
(2.3) pu|vq “ τ puv˚q , u, v P Aθ.
The family tUk; k P Znu is orthonormal with respect to this sesquilinear form. In particular, we
have a pre-inner product on the dense subalgebra A 0θ .
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Definition 2.1. Hθ is the Hilbert space arising from the completion of A
0
θ with respect to the
pre-inner product (2.3).
When θ “ 0 we recover the Hilbert space L2pTnq with the inner product (2.1). In what follows
we shall denote by } ¨ }0 the norm of Hθ. This notation allows us to distinguish it from the norm
of Aθ, which we denote by } ¨ }.
By construction pUkqkPZn is an orthonormal basis of Hθ. Thus, every u P Hθ can be uniquely
written as
(2.4) u “
ÿ
kPZn
ukU
k, uk “
`
u|Uk˘ ,
where the series converges in Hθ. When θ “ 0 we recover the Fourier series decomposition in
L2pTnq. By analogy with the case θ “ 0 we shall call the series řkPZn ukUk in (2.4) the Fourier
series of u P Hθ. Note that the Fourier series makes sense for all u P Aθ.
In addition, as a special case of the GNS construction (see, e.g., [1]; see also Part I) we have
the following result.
Proposition 2.2. The following holds.
(1) The multiplication of A 0θ uniquely extends to a continuous bilinear map Aθ ˆHθ Ñ Hθ.
This provides us with a unital ˚-representation of Aθ. In particular, we have
}u} “ sup
}v}0“1
}uv}0 @u P Aθ.
(2) The inclusion of A 0θ into Hθ uniquely extends to a continuous embedding of Aθ into Hθ.
In particular, the 2nd part allows us to identify any u P Aθ with the sum of its Fourier series in
Hθ. In general this Fourier series need not converge in Aθ, but it does converge when
ř |uk| ă 8.
2.2. The Smooth noncommutative torus Aθ. The natural action of R
n on Tn by translation
gives rise to a unitary representation sÑ Vs of Rn given by
pVsξq pxq “ ξpx` sq, ξ P L2pTnq, s P Rn.
We then get an action ps, T q Ñ αspT q of Rn on L pL2pTnqq given by
αspT q “ VsTV ´1s , T P L pL2pTnqq, s P Rn.
Note also that, for all s P Rn and T P L pL2pTnqq, we have
αspT ˚q “ αspT q˚, }αspT q} “ }T }, τ rαspT qs “ τ rT s .
We also have
αspUkq “ eis¨kUk, k P Zn.
This last property implies that the C˚-algebra Aθ is preserved by the action of Rn. In fact, the
induced action on Aθ is continuous, and so the triple pAθ,Rn, αq is a C˚-dynamical system (see,
e.g., Part I for a proof).
We are especially interested in the subalgebra of smooth elements of the C˚-dynamical system
pAθ,Rn, αq, i.e., the smooth noncommutative torus,
Aθ :“ tu P Aθ; αspuq P C8pRn;Aθqu .
All the unitaries Uk, k P Zn, are contained in Aθ, and so Aθ is a dense subalgebra of Aθ. When
θ “ 0 we recover the algebra C8pTnq of smooth functions on the ordinary torus Tn.
For N ě 1, we also define
(2.5) A
pNq
θ :“
 
u P Aθ; αspuq P CN pRn;Aθq
(
.
We also set A
p0q
θ “ Aθ. We note that Aθ and ApNqθ , N ě 1, are involutive subalgebras of Aθ that
are preserved by the action of Rn.
For j “ 1, . . . , n let δj : Ap1qθ Ñ Aθ be the derivation defined by
δjpuq “ Dsjαspuq|s“0, u P Ap1qθ ,
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where we have set Dsj “ 1i Bsj . We have the following properties:
δjpuvq “ δjpuqv ` uδjpvq, u, v P Ap1qθ ,
δjpu˚q “ ´δjpuq˚, u P Ap1qθ ,
Dsjαspuq “ δj pαspuqq “ αs pδjpuqq , u P Ap1qθ , s P Rn,
δjδlpuq “ δlδjpuq, u P Ap2qθ , j, l “ 1, . . . , n.
When θ “ 0 the derivation δj is just the derivation Dxj “ 1i BBxj on C1pTnq. In general, for
j, l “ 1, . . . , n, we have
δjpUlq “
"
Uj if l “ j,
0 if l ‰ j.
In addition, we have the following result.
Lemma 2.3 ([60]). For j “ 1, . . . , n, we have
τ rδjpuqs “ 0 @u P Ap1qθ ,
τ ruδjpvqs “ ´τ rδjpuqvs @u, v P Ap1qθ .(2.6)
Proof. See [60] (see also Part I). 
More generally, given u P ApNqθ , N ě 2, and β P Nn0 , |β| “ N , we define
δβpuq “ Dβsαspuq|s“0 “ δβ11 ¨ ¨ ¨ δβnn puq.
We then equip Aθ with the locally convex topology defined by the semi-norms,
Aθ Q u ÝÑ
››δβpuq›› , β P Nn0 .
In particular, a sequence puℓqℓě0 Ă Aθ converges to u with respect to this topology if and only if
}δβpuℓ ´ uq} ÝÑ 0 for all β P Nn0 .
In addition, every multi-order derivation δβ induces a continuous linear map δβ : Aθ Ñ Aθ.
Proposition 2.4. The following holds.
(1) Aθ is a unital Fre´chet ˚-algebra.
(2) The action of Rn on Aθ is continuous, i.e., ps, uq Ñ αspuq is a continuous map from
Rn ˆAθ to Aθ.
(3) For every u P Aθ, the map sÑ αspuq is a smooth map from Rn to Aθ.
Proof. See, e.g., Part I. 
In the following we denote by S pZnq the space of rapid-decay sequences pakqkPZn Ă C, i.e.,
sequences such that sup |kβak| ă 8 for all β P Nn0 . We equip it with the semi-norms,
S pZnq Q pakqkPZn ÝÑ sup
kPZn
|kβak|, β P Nn0 .
This turns S pZnq into a nuclear Fre´chet-Montel space [34, 70].
We have the following characterization of the elements of Aθ.
Proposition 2.5 ([7]). The following holds.
(1) Let u P Hθ have Fourier series
ř
ukU
k. Then u P Aθ if and only if the sequence pukqkPZn
is contained in S pZnq. Moreover, in this case the Fourier series converges to u in Aθ.
(2) The map pukq Ñ
ř
ukU
k is a linear homeomorphism from S pZnq onto Aθ.
(3) Aθ is a nuclear Fre´chet-Montel space. In particular, it is reflexive.
Proof. See, e.g., Part I. 
Let us now turn to the group of invertible elements of Aθ. We shall denote this group by A
´1
θ .
We will also denote by A´1θ the invertible group of Aθ.
Proposition 2.6 ([6]). The following holds.
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(1) We have A ´1θ “ A´1θ XAθ.
(2) A ´1θ is an open set of Aθ and uÑ u´1 is a continuous map from A ´1θ to itself.
(3) Aθ is stable under holomorphic functional calculus.
Proof. See, e.g., Part I. 
Given any u P Aθ we shall denote by Sppuq its spectrum, i.e.,
Sppuq “  λ P C; u´ λ R A ´1θ ( .
Thanks to Proposition 2.6 there is no distinction between being invertible in Aθ or Aθ. This
implies that the spectrum of u relatively to Aθ agrees with its spectrum relatively to Aθ, i.e., Aθ
is spectral invariant in Aθ. As Aθ is a C
˚-algebra, it then follows that Aθ is spectral invariant
in any C˚-algebra containing Aθ. In particular, as we have a ˚-representation of Aθ in Hθ, we
obtain the following result.
Corollary 2.7. For all u P Aθ, we have
Sppuq “ tλ P C; u´ λ : Hθ Ñ Hθ is not a bijectionu .
2.3. The Dual space A 1θ . Let A
1
θ be the topological dual of Aθ. We equip it with its strong
topology. This is the locally convex topology generated by the semi-norms,
v ÝÑ sup
uPB
| xv, uy |, B Ă Aθ bounded.
It is tempting to think of elements of A 1θ as distributions on Aθ. This is consistent with the
definition of distributions on Tn as continuous linear forms on C8pTnq. Any u P Aθ defines a
linear form on Aθ by
xu, vy “ τpuvq for all v P Aθ.
Note that, for all u, v P Aθ, we have
(2.7) xu, vy “ pv|u˚q “ pu|v˚q .
In particular, given any u P Aθ, the map v Ñ xu, vy is a continuous linear form on Aθ. Moreover,
as xu, u˚y “ }u}20 ‰ 0 if u ‰ 0, we get a natural embedding of Aθ into A 1θ . This allows us to
identify Aθ with a subspace of A
1
θ . Furthermore, given any bounded set B Ă Aθ, we have
sup
vPB
| xu, vy | “ sup
vPB
| pu|v˚q | ď }u} sup
vPB
}v}.
Therefore, we see that the embedding of Aθ into A
1
θ is continuous. It is immediate from (2.7) that
this embedding uniquely extends to a continuous embedding of Hθ into Aθ.
Combining (2.7) with the above embedding allows us to extend the definition of Fourier series
to A 1θ . Namely, given any v P A 1θ its Fourier series is the series,
(2.8)
ÿ
kPZn
vkU
k, where vk :“
@
v, pUkq˚D .
Here the unitaries Uk, k P Zn, are regarded as elements of A 1θ .
In what follows we denote by S 1pZnq the (topological) dual of S pZnq. It is naturally identified
with the space of sequences pvkqkPZn Ă C for which there are N ě 0 and CN ą 0 such that
|vk| ď CN p1 ` |k|qN for all k P Zn.
Proposition 2.8. Let v P A 1θ have Fourier series
ř
kPZn vkU
k. Then pvkqkPZn P S 1pZnq and v is
equal to the sum of its Fourier series in A 1θ .
Proof. See Part I. 
We observe that in any Fourier series (2.8) every summand is an element of Aθ. Therefore, as
an immediate consequence of Proposition 2.8 we obtain the following density result.
Corollary 2.9. The inclusion of Aθ into A
1
θ has dense range.
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2.4. Differential operators. In this subsection, we review a few facts on differential operators
on noncommutative tori.
Definition 2.10 ([11]). A differential operator of orderm on Aθ is a linear operator P : Aθ Ñ Aθ
of the form,
(2.9) P “
ÿ
|α|ďm
aαδ
α, aα P Aθ.
Remark 2.11. In (2.9) each coefficient aα, |α| ď m, is identified with the operator of left-
multiplication by aα. Thus, (2.9) means that
Pu “
ÿ
|α|ďm
aαδ
αu for all u P Aθ.
Remark 2.12. Any differential operator is a continuous linear operator on Aθ.
Remark 2.13. Let P “ ř|α|ďm aαδα be a differential operator of order m. The symbol of P is the
polynomial map ρ : Rn Ñ Aθ defined by
ρpξq “
ÿ
|α|ďm
aαξ
α, ξ P Rn.
Its m-th degree component ρmpξq “
ř
|α|“m aαξ
α is called the principal symbol of P .
Example 2.14. The (flat) Laplacian of Aθ is the 2nd order differential operator,
(2.10) ∆ “ δ21 ` ¨ ¨ ¨ ` δ2n.
Its symbol is ρpξq “ ξ21 ` ¨ ¨ ¨ ` ξ2n “ |ξ|2.
Example 2.15 ([36]). In the terminology of [61] a Riemannian metric on Aθ is given by a positive
invertible matrix g “ pgijq PMnpAθq whose entries are selfadjoint elements of Aθ. Its determinant
is defined by
detpgq :“ exp `Trrlogpgqs˘,
where logpgq P MnpAθq is defined by holomorphic functional calculus and Tr is the matrix trace
(see [36]). The determinant detpgq is a positive invertible element of Aθ, and so νpgq :“
a
detpgq
is a positive invertible element of Aθ. Let g
´1 “ pgijq be the inverse matrix of g. In [36] the
Laplace-Beltrami operator associated with g is the 2nd order differential operator ∆g : Aθ Ñ Aθ
given by
∆gu “ νpgq´1
ÿ
1ďi,jďn
δi
´a
νpgqgij
a
νpgqδjpuq
¯
, u P Aθ.
When gij “ δij we recover the flat Laplacian (2.10). When θ “ 0 we have
a
νpgqgij
a
νpgq “
gijνpgq, and so we recover the usual expression for the Laplace-Beltrami operator in Euclidean
coordinates with δj “ 1?´1Bj.
The following result shows that differential operators form a graded algebra.
Proposition 2.16 ([11]). Suppose that P and Q are differential operators on Aθ of respective
orders m and m1. Then PQ is a differential operator of order ď m`m1.
Proof. See, e.g., Part I. 
Let P “ ř|α|ďm aαδα be a differential operator of order m with symbol ρpξq “ ř|α|ďm aαξα.
Given u P Aθ, formal integration by parts and manipulations with the Fourier transform (cf.
Part I) show that we have
(2.11) Pu “
ĳ
eis¨ξρpξqα´spuqdsd¯ξ for all u P Aθ.
This formula is the main impetus for the definition of pseudodifferential operators on noncommu-
tative tori (cf. Section 5). We can give a full justification of this formula by using of the oscillating
integral of Part I. The construction of this oscillating integral is recalled in Section 4.
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3. Classes of Symbols on Noncommutative Tori
In this section, we review the main classes of symbols on noncommutative tori.
3.1. Standard symbols.
Definition 3.1 ([2, 5]). SmpRn;Aθq, m P R, consists of maps ρpξq P C8pRn;Aθq such that, for
all multi-orders α and β, there exists Cαβ ą 0 such that
(3.1)
›››δαBβξ ρpξq››› ď Cαβ p1` |ξ|qm´|β| @ξ P Rn.
Remark 3.2. We have č
mPR
S
mpRn;Aθq “ S pRn;Aθq,
where S pRn;Aθq is the space of Schwartz-class maps ρ : Rn Ñ Aθ (cf. Part I).
In what follows, we endow each space SmpRn;Aθq, m P R, with the locally convex topology
generated by the semi-norms,
p
pmq
N pρq :“ sup
|α|`|β|ďN
sup
ξPRn
p1` |ξ|q´m`|β|
›››δαBβξ ρpξq››› , N P N0.
Proposition 3.3 ([2]). SmpRn;Aθq, m P R, is a Fre´chet space.
Proof. See Part I. 
Remark 3.4. It follows from the very definition of the spaces SmpRn;Aθq, m P R, that, given any
multi-orders α and β, the partial differentiation δαBβξ gives rise to a continuous linear operator
from SmpRn;Aθq to Sm´|β|pRn;Aθq for every m P R.
Lemma 3.5. Let m1,m2 P R. Then the product of Aθ gives rise to a continuous bilinear map
from Sm1pRn;Aθq ˆ Sm2pRn;Aθq to Sm1`m2pRn;Aθq.
Proof. See Part I. 
We have the following approximation result.
Proposition 3.6 (see Part I). Let ρpξq P SmpRn;Aθq, m P R, and let χpξq P S pRnq be such that
χp0q “ 1. For 0 ă ǫ ď 1, let ρǫpξq P S pRn;Aθq be defined by
ρǫpξq “ χpǫξqρpξq, ξ P Rn.
Then the family pρǫpξqq0ăǫď1 is bounded in SmpRn;Aθq and, as ǫ Ñ 0`, it converges to ρpξq in
S
m1pRn;Aθq for every m1 ą m.
Remark 3.7. In the rest of the paper, we will often use Proposition 3.6 to reduce the proof of
equalities for continuous functionals on standard symbols to proving them for maps in C8c pRn;Aθq
or in S pRn;Aθq.
Definition 3.8 ([2]). Let ρpξq P SmpRn;Aθq,m P R, and, for j “ 0, 1, . . ., let ρjpξq P Sm´jpRn;Aθq.
We shall write ρpξq „ řjě0 ρjpξq when
ρpξq ´
ÿ
jăN
ρjpξq P Sm´N pRn;Aθq for all N ě 1.
3.2. Homogeneous and classical symbols.
Definition 3.9 (Homogeneous Symbols). SqpRn;Aθq, q P C, consists of maps ρpξq P C8pRnz0;Aθq
that are homogeneous of degree q, i.e.,
ρpλξq “ λqρpξq for all ξ P Rnz0 and λ ą 0.
Remark 3.10. Let ρpξq P SqpRn;Aθq, q P C. Then δαBβξ ρpξq P Sq´|β|pRn;Aθq for all α, β P Nn0 .
Remark 3.11. Let ρpξq P SqpRn;Aθq, q P C. Then ρpξq˚ is homogeneous of degree q, and so
ρpξq˚ P SqpRn;Aθq.
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Definition 3.12 (Classical Symbols; cf. [2]). SqpRn;Aθq, q P C, consists of maps ρpξq P C8pRn;Aθq
that admit an asymptotic expansion,
ρpξq „
ÿ
jě0
ρq´jpξq, ρq´j P Sq´jpRn;Aθq.
Here „ means that, for all integers N and multi-orders α, β, there exists CNαβ ą 0 such that, for
all ξ P Rn, |ξ| ě 1, we have
(3.2)
››››δαBβξˆρ´ ÿ
jăN
ρq´j
˙
pξq
›››› ď CNαβ |ξ|ℜq´N´|β|.
Remark 3.13. The symbol ρq´jpξq in (3.2) is called the homogeneous symbol of degree q ´ j of
ρpξq. The symbol ρqpξq is called the principal symbol of ρpξq. These homogeneous symbols are
uniquely determined by ρpξq since (3.2) implies that, for all ξ P Rnz0, we have
ρqpξq “ lim
λÑ8
λ´qρpλξq,
ρq´jpξq “ lim
λÑ8
λ´q`j
ˆ
ρpλξq ´
ÿ
ℓăj
λq´ℓρq´ℓpξq
˙
, j ě 1.
Example 3.14. Every polynomial map ρpξq “ ř|α|ďm aαξα, aα P Aθ, is a classical symbol of order
m. Its principal part is ρmpξq :“
ř
|α|“m aαξ
α.
Example 3.15. For ξ P Rn set xξy “ p1 ` |ξ|2q 12 . Given any s P C, the function xξys is a classical
symbol of order s. This can be seen by using the binomial expansion,
xξys “ |ξ|s `1` |ξ|´2˘ s2 “ ÿ
jě0
ˆ
s
2
j
˙
|ξ|s´2j , |ξ| ą 1.
In particular, the principal symbol of xξys is equal to |ξ|s.
Remark 3.16. Let q P C. Then we have an inclusion,
SqpRn;Aθq Ă SℜqpRn;Aθq.
Remark 3.17. Given q P C, let ρpξq P SqpRn;Aθq, ρpξq „
ř
ρq´jpξq. Then (3.2) and Re-
mark 3.10 imply that, for all multi-orders α and β, the partial derivative δαBβξ ρpξq is a symbol in
Sq´|β|pRn;Aθq and δαBβξ ρpξq „
ř
δαBβξ ρq´jpξq.
Remark 3.18. Given q P C, let ρpξq P SqpRn;Aθq, ρpξq „
ř
ρq´jpξq. Then (3.2) and Remark 3.11
imply that ρpξq˚ P SqpRn;Aθq and we have ρpξq˚ „
ř
ρq´jpξq˚.
Proposition 3.19 (see Part I). Let q P C and, for j “ 0, 1, . . . let ρq´jpξq P Sq´jpRn;Aθq. Then
there exists a symbol ρpξq P SqpRn;Aθq such that ρpξq „
ř
jě0 ρq´jpξq. Moreover, such a symbol
is unique modulo S pRn;Aθq.
Remark 3.20. Let ρpξq P C8pRn;Aθq be such that ρpξq „
ř
ℓě0 ρ
pℓqpξq, where ρpℓqpξq P Sq´ℓpRn;Aθq
and „ is taken in the sense of Definition 3.8. Then ρpξq is a symbol in SqpRn;Aθq, and we have
ρpξq „ řjě0 ρq´jpξq in the sense of (3.2), where
ρq´jpξq “
ÿ
ℓďj
ρ
pℓq
q´jpξq, j ě 0.
Here ρ
pℓq
q´jpξq is the symbol of degree q ´ j of ρpℓqpξq.
Finally, the following result shows that the product of Aθ gives rise to a (graded) bilinear map
on classical symbols.
Proposition 3.21. Let ρpξq P SqpRn;Aθq and σpξq P Sq1pRn;Aθq, q, q1 P C. Then ρpξqσpξq is in
Sq`q
1pRn;Aθq, and we have ρpξqσpξq „
ř
jě0pρσqq`q1´jpξq, where
pρσqq`q1´jpξq “
ÿ
p`r“j
ρq´ppξqσq1´rpξq, j ě 0.
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Proof. See Part I. 
4. Amplitudes and Oscillating Integrals
In this section, we recall the construction in Part I of the oscillating integral for Aθ-valued am-
plitudes. Our construction is done for amplitudes of any order. We refer to [58] for an alternating
construction of the oscillating integrals of zeroth order amplitudes with values in Fre´chet spaces.
We also refer to Appendix B of Part I for background on the integration of maps with values
in locally convex spaces. The extension of Lebesgue’s integral is carried out for maps with values
in quasi-complete Suslin locally convex spaces. The smooth noncommutative torus Aθ is such a
space, since this is a separable Fre´chet space.
4.1. Spaces of amplitudes. We shall use the following classes of Aθ-valued amplitudes.
Definition 4.1. AmpRnˆRn;Aθq, m P R, consists of maps aps, ξq in C8pRnˆRn;Aθq such that,
for all multi-orders α, β, γ, there is Cαβγ ą 0 such that
(4.1)
›››δαBβs Bγξ aps, ξq››› ď Cαβγ p1` |s| ` |ξ|qm @ps, ξq P Rn ˆ Rn.
Remark 4.2. In the same way as in Remark 3.2 we haveč
mPR
AmpRn ˆ Rn;Aθq “ S pRn ˆ Rn;Aθq.
We also define
A`8pRn ˆ Rn;Aθq :“
ď
mPR
AmpRn ˆ Rn;Aθq.
In what follows, we endow the space AmpRnˆRn;Aθq, m P R, with the locally convex topology
generated by the semi-norms,
q
pmq
N paq :“ sup|α|`|β|`|γ|ďN
sup
ps,ξqPRnˆRn
p1` |s| ` |ξ|q´m
›››δαBβs Bγξ aps, ξq››› , N P N0.
In particular, the inclusion of C into the center of Aθ gives rise to a continuous embedding of
AmpRn ˆRnq into AmpRn ˆRn;Aθq. In addition, the natural inclusion of AmpRn ˆRn;Aθq into
C8pRn ˆ Rn;Aθq is continuous.
Proposition 4.3 (see Part I). AmpRn ˆ Rn;Aθq, m P R, is a Fre´chet space.
Any map Rn Q ξ Ñ ρpξq P Aθ can be seen as a map Rn ˆ Rn Q ps, ξq Ñ ρpξq P Aθ that does
not depend on the variable s. In particular, this allows us to regard C8pRn;Aθq as a subspace of
C8pRnˆRn;Aθq. Keeping in mind this identification, we have the following relationship between
(standard) symbols and amplitudes.
Lemma 4.4 (see Part I). Let m P R, and set m` “ maxpm, 0q. Then we have a continuous
inclusion,
S
mpRn;Aθq Ă Am`pRn ˆ Rn;Aθq.
We also have the following version of Proposition 3.6.
Proposition 4.5 (see Part I). Let aps, ξq P AmpRn ˆRn;Aθq, m P R, and let χps, ξq P C8c pRn ˆ
Rnq be such that χp0, 0q “ 1. For 0 ă ǫ ď 1, define aǫps, ξq P C8c pRn ˆ Rn;Aθq by
aǫps, ξq “ χpǫs, ǫξqaps, ξq, ps, ξq P Rn ˆ Rn.
Then the family paǫps, ξqq0ăǫď1 is contained in C8c pRnˆRn;Aθq, it is bounded in AmpRnˆRn;Aθq
and, as ǫÑ 0`, it converges to aps, ξq in Am1pRn ˆ Rn;Aθq for every m1 ą m.
Remark 4.6. Similarly to Remark 3.7, Proposition 4.5 allows us to reduce the proof of equalities
for continuous functionals on amplitudes to checking them for maps in C8c pRn ˆ Rn;Aθq.
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4.2. Aθ-Valued oscillating integrals. Let aps, ξq P AmpRn ˆ Rn;Aθq, m ă ´2n. The esti-
mates (4.1) imply that, for every multi-order α, we haveĳ
}δα paps, ξqq} dsdξ ď
ĳ
p1` |s| ` |ξ|qm dsdξ ă 8.
As the semi-norms u Ñ }δαpuq}, α P Nn0 , generate the topology of the separable Fre´chet space
Aθ, this shows that the map R
n ˆ Rn Q ps, ξq Ñ eis¨ξaps, ξq P Aθ is integrable in the sense of
Definition B.11 of Part I. Therefore, we may define the Aθ-valued integral,
(4.2) J0paq :“
ĳ
eis¨ξaps, ξqdsd¯ξ,
where we have set d¯ξ “ p2πq´ndξ. More precisely, this is the unique element of Aθ such that
ϕ
ˆĳ
eis¨ξaps, ξqdsd¯ξ
˙
“
ĳ
eis¨ξϕraps, ξqsdsd¯ξ for all ϕ P A 1θ .
We obtain a linear map J0 : A
mpRn ˆ Rn;Aθq Ñ Aθ. Furthermore, we have the following result.
Lemma 4.7 (see Part I). The linear map J0 : A
mpRnˆRn;Aθq Ñ Aθ given by (4.2) is continuous
for every m ă ´2n.
In what follows, given any differential operator P on Rn ˆ Rn, we denote by P t its transpose.
This is the differential operator on Rn ˆ Rn such thatĳ
Pups, ξqvps, ξqdsdξ “
ĳ
ups, ξqP tvps, ξqdsdξ for all u, v P C8c pRn ˆ Rnq.
In fact, if we set P “ ř cβγps, ξqBβs Bγξ , cβγps, ξq P C8pRn ˆ Rnq, then we have
P tups, ξq “
ÿ
p´1q|β|`|γ|Bβs Bγξ pcβγps, ξqups, ξqq for all u P C8pRn ˆ Rnq.
We shall now explain how to extend the linear map J0 to the whole class A
`8pRn ˆ Rn;Aθq.
To reach this end let χps, ξq P C8c pRn ˆ Rnq be such that χps, ξq “ 1 near ps, ξq “ p0, 0q, and set
L :“ χps, ξq ` 1´ χps, ξq|s|2 ` |ξ|2
ÿ
1ďjďn
pξjDsj ` sjDξj q,
where we have set Dxj “ 1i Bxj , j “ 1, . . . , n. We note that
Lpeis¨ξq “ eis¨ξ.
We also denote by Lt the transpose of L.
Lemma 4.8 (see Part I). Let m P R. Then the differential operator Lt gives rise to a continuous
linear map,
Lt : AmpRn ˆ Rn;Aθq ÝÑ Am´1pRn ˆ Rn;Aθq.
We are now in a position to extend the linear map (4.2) to amplitudes of any order.
Proposition 4.9 (see Part I). The linear map (4.2) has a unique extension to a linear map
J : A`8pRn ˆ Rn;Aθq Ñ Aθ which is continuous on each space AmpRn ˆ Rn;Aθq, m P R. More
precisely, for every a P AmpRn ˆ Rn;Aθq, m P R, we have
(4.3) Jpaq “
ĳ
eis¨ξpLtqN raps, ξqsdsd¯ξ,
where N is any non-negative integer ą m` 2n.
Let Φ : Aθ Ñ Aθ be a an R-linear map. By Proposition C.17 of Part I the composition with Φ
gives rise to an R-linear map,
(4.4) C8pRn ˆ Rn;Aθq Q aps, ξq ÝÑ Φ raps, ξqs P C8pRn ˆ Rn;Aθq.
Moreover, given any aps, ξq P C8pRn ˆ Rn;Aθq, for all multi-orders β and γ, we have
Bβs Bγξ pΦ raps, ξqsq “ Φ
”
Bβs Bγξ aps, ξq
ı
.
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Lemma 4.10 (see Part I). Let Φ : Aθ Ñ Aθ be a continuous R-linear map.
(i) The linear map (4.4) induces a continuous R-linear map from AmpRn ˆ Rn;Aθq to itself
for every m P R.
(ii) If Φ is C-linear, then, for all aps, ξq P A`8pRn ˆ Rn;Aθq, we have
J pΦpaqq “ Φ pJpaqq .
(iii) If Φ is anti-linear, then, for all aps, ξq P A`8pRn ˆ Rn;Aθq, we have
J pΦpaqq “ Φ rJpa p´s, ξqqs .
We gather the main properties of the linear map J in the following statement.
Proposition 4.11 (see Part I). Let aps, ξq P AmpRn ˆ Rn;Aθq, m P R. The following holds.
(i) For all b1, b2 P Aθ, we have
Jpb1ab2q “ b1Jpaqb2.
(ii) Set a˚ps, ξq “ ap´s, ξq˚, s, ξ P Rn. Then a˚ps, ξq P AmpRn ˆ Rn;Aθq, and we have
Jpaq˚ “ Jpa˚q.
(iii) For every multi-order α, we have
δαJpaq “ Jpδαaq.
(iv) For all multi-orders α, β, we have
J
´
DαsD
β
ξ a
¯
“ p´1q|α|`|β|J `sβξαa˘ .
In this paper we will also need to consider oscillating integrals associated with families of
amplitudes. In particular, we will make use of the following result.
Proposition 4.12 (see Part I). Suppose U is an open subset of Rd, d ě 1. Given m P R, let
apx; s, ξq P C8pU ˆRnˆRn;Aθq be such that, for all compact sets K Ă U and for all multi-orders
α P Nd0 and β, γ, λ P Nn0 , there is CKαβγλ ą 0 such that, for all px, s, ξq P K ˆ Rn ˆ Rn, we have
(4.5)
›››BαxBβs Bγξ δλapx; s, ξq››› ď CKαβγλp1 ` |s| ` |ξ|qm.
Then xÑ Jpapx; ¨, ¨qq is a smooth map from U to Aθ, and, for every multi-order α, we have
BαxJ papx; ¨, ¨qq “ J rpBαxaqpx; ¨, ¨qs @x P U.
5. pseudodifferential operators on Noncommutative Tori
In this section, we recall the definition of pseudodifferential operators (ΨDOs) associated with
symbols and amplitudes.
5.1. ΨDOs associated with amplitudes. The results of the previous section allow us to give
sense to the integral appearing at the end of Section 2. More generally, we can give sense to
integrals of the form, ĳ
eis¨ξaps, ξqα´spuqdsd¯ξ,
where aps, ξq P AmpRn ˆ Rn;Aθq, m P R, and u P Aθ. Namely, such an integral is the oscillating
integral associated with aps, ξqα´spuq. Thus, we only have to justify that aps, ξqα´spuq is an
amplitude. In fact, we have the following result.
Lemma 5.1 (see Part I). Let m P R. Then the map pa, uq Ñ aps, ξqα´spuq is a continuous
bilinear map from AmpRn ˆ Rn;Aθq ˆAθ to AmpRn ˆ Rn;Aθq.
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Given any amplitude aps, ξq P AmpRn ˆ Rn;Aθq, m P R, the above lemma allows us to define
a linear operator Pa : Aθ Ñ Aθ by
Pau “ J paps, ξqα´spuqq
“
ĳ
eis¨ξaps, ξqα´spuqdsd¯ξ, u P Aθ.
Thanks to the continuity contents of Proposition 4.9 and Lemma 5.1 we have the following result.
Proposition 5.2. Let m P R. Then the map pa, uq Ñ Pau is a continuous bilinear map from
AmpRn ˆ Rn;Aθq ˆ Aθ to Aθ. In particular, for every aps, ξq P AmpRn ˆ Rn;Aθq, the linear
operator Pa : Aθ Ñ Aθ is continuous.
In what follows we denote by L pAθq the algebra of continuous linear maps T : Aθ Ñ Aθ. We
equip it with its strong dual topology (a.k.a. uniform bounded convergence topology). This is the
locally convex topology generated by the semi-norms,
T ÝÑ sup
uPB
}δαTu} , α P Nn0 , B Ă Aθ bounded.
Corollary 5.3 (see Part I). Let m P R. Then the map aps, ξq Ñ Pa is a continuous linear map
from AmpRn ˆ Rn;Aθq to L pAθq.
5.2. ΨDOs associated with symbols. As mentioned above, any symbol ρpξq P SmpRn;Aθq,
m P R, can be regarded as an amplitude in Am`pRn ˆ Rn;Aθq. We thus can define a continuous
linear operator Pρ : Aθ Ñ Aθ as in (2.11). We thus obtain the formula given in [5],
Pρu “
ĳ
eis¨ξρpξqα´spuqdsd¯ξ, u P Aθ,
where the integral is meant as an oscillating integral, i.e., this is Jrρpξqα´spuqs.
Combining Lemma 4.4 with Proposition 5.2 and Corollary 5.3 proves the following result.
Proposition 5.4. Let m P R. The following holds.
(1) The map pρ, uq Ñ Pρu is a continuous bilinear map from SmpRn;Aθq ˆAθ to Aθ.
(2) The map ρÑ Pρ is a continuous linear map from SmpRn;Aθq to L pAθq.
Proposition 5.5 ([2]). Let ρpξq P SmpRn;Aθq, m P R. For j “ 1, . . . , n, we have
rδj , Pρs “ Pδjρ.
Proof. See Part I. 
Definition 5.6. ΨqpAθq, q P C, consists of all linear operators P : Aθ Ñ Aθ that are of the form
P “ Pρ for some symbol ρpξq P SqpRn;Aθq.
Remark 5.7. Given P P ΨqpAθq there is not a unique symbol ρpξq P SqpRn;Aθq such that P “ Pρ.
However, the symbol is unique up to the addition of an element of S pRn;Aθq (cf. Corollary 5.13
infra). As a result, the homogeneous symbols ρq´jpξq P Sq´jpRn;Aθq, j “ 0, 1, . . ., are uniquely
determined by P . Therefore, it makes sense to call ρq´jpξq the symbol of degree q ´ j of P . In
particular, we shall call ρqpξq the principal symbol of P .
Proposition 5.8 ([11]). Let ρpξq P SmpRn;Aθq, m P R. Then, for every u “
ř
kPZn ukU
k P Aθ,
we have
(5.1) Pρu “
ÿ
kPZn
ukρpkqUk.
Proof. See Part I. 
Remark 5.9. By using (5.1) it can be shown that any ΨDO with standard symbol is a toroidal
ΨDO in the sense of [31, 44] (see Part I). Conversely, any toroidal ΨDO is a standard ΨDO(see
Part I as well).
Corollary 5.10. Let ρjpξq P SmpRn;Aθq, j “ 1, 2. Then Pρ1 “ Pρ2 if and only if ρ1pkq “ ρ2pkq
for all k P Zn.
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We are now in a position to justify the formula (2.11). Namely, we have the following result.
Corollary 5.11 (see Part I). Let P “ ř|α|ďm aαδα, aα P Aθ, be a differential operator of order m.
Then P “ Pρ, where ρpξq “
ř
|α|ďm aαξ
α is the symbol of P . In particular, P P ΨmpAθq.
We also mention the following results regarding the lack of uniqueness of the symbol of a ΨDO.
Proposition 5.12 (see Part I). Let ρpξq P SmpRn;Aθq, m P R, be such that Pρ “ 0. Then
ρpξq P S pRn;Aθq.
Corollary 5.13 (see Part I). Let P P ΨqpAθq, q P C. Then
(i) The symbol of P is uniquely determined by P up to the addition of an element of S pRn;Aθq.
(ii) The homogeneous components of the symbol of P are uniquely determined by P .
Let ∆ “ δ21 ` ¨ ¨ ¨ ` δ2n be the flat Laplacian of Aθ. This operator is isospectral to the ordinary
Laplacian on the usual torus Tn “ Rn{2πZn. More precisely, the family pUkqkPZn forms an
orthonormal eigenbasis of Hθ such that
(5.2) ∆
`
Uk
˘ “ |k|2Uk for all k P Zn.
We have a positive selfadjoint operator on Hθ with domain,
Domp∆q “
"
u “
ÿ
kPZn
ukU
k P Hθ;
ÿ
kPZn
|k|4|uk|2 ă 8
*
.
For any s P C we denote by Λs the operator p1`∆q s2 . Thus,
Λs
`
Uk
˘ “ `1` |k|2˘ s2 Uk for all k P Zn.
For ℜs ď 0 we obtain a bounded operator. For ℜs ą 0 we get a closed operator with domain,
(5.3) DompΛsq “
"
u “
ÿ
kPZn
ukU
k P Hθ;
ÿ
kPZn
|k|2ℜs|uk|2 ă 8
*
.
In particular, the domain of Λs always contains Aθ. We obtain a selfadjoint operator when s P R.
We also have the property,
Λs1`s2 “ Λs1Λs2 , s1, s2 P C.
In addition, when ℜs ă 0 we have p1 ` |k|2q s2 Ñ 0 as |k| Ñ 8, and so Λs is a compact operator
on Hθ.
Proposition 5.14 (see Part I). The family pΛsqsPC is a 1-parameter group of classical ΨDOs.
For every s P C, the operator Λs is the ΨDO associated with the symbol xξys. In particular,
Λs P ΨspAθq and the principal symbol of Λs is |ξ|s.
5.3. Smoothing operators. As mentioned in Section 2.3 the inclusion of Aθ into A
1
θ is dense.
This leads us to the following notion of smoothing operators.
Definition 5.15. A linear operator R : Aθ Ñ A 1θ is called smoothing when it extends to a
continuous linear operator R : A 1θ Ñ Aθ.
In what follows we shall denote by Ψ´8pAθq the space of smoothing operators. As the following
shows smoothing operators are precisely the ΨDOs associated with symbols in S pRn;Aθq.
Proposition 5.16 (see Part I). A linear operator R : Aθ Ñ Aθ is smoothing if and only if there
is a symbol ρpξq P S pRn;Aθq such that R “ Pρ.
6. Composition of ΨDOs. Amplitudes
In this section, we look at the composition of ΨDOs associated with amplitudes. More specifi-
cally, we seek for constructing a bilinear map,
(6.1) 7 : A`8pRn ˆ Rn;Aθq ˆA`8pRn ˆ Rn;Aθq ÝÑ A`8pRn ˆ Rn;Aθq,
such that
Pa1Pa2 “ Pa17a2 @ajps, ξq P A`8pRn ˆ Rn;Aθq.
We will need the following extension of the 3rd part of Proposition 2.4.
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Lemma 6.1. Let upxq P C8pU ;Aθq, where U is some open set of Rd, d ě 1. Then αsrupxqs is
contained in C8pRn ˆ U ;Aθq and, for all multi-orders β P Nn0 and γ P Nd0, we have
(6.2) Dβs Bγxαs rupxqs “ αs
“
δβBγxupxq
‰ “ αs “Bγxδβupxq‰ , ps, xq P Rn ˆ U.
Proof. Given any β P Nn0 , the differential operator δβ defines a continuous endomorphism on
Aθ. Thus, it follows from the smoothness of upxq and Proposition C.17 of Part I that δβupxq P
C8pU ;Aθq and, for every multi-order γ P Nd0, we have
Bγx
“
δβupxq‰ “ δβ rBγxupxqs for all x P U.
We also know by Proposition 2.4 that the action of Rn on Aθ gives rise to continuous map from
R
n ˆAθ to Aθ. Therefore, we see that αsrδβupxqs P C0pRn ˆ U ;Aθq.
Bearing this in mind, given any x P U , the 3rd part of Proposition 2.4 ensures us that s Ñ
αsrupxqs is a smooth map from Rn to Aθ such that, for j “ 1, . . . , n, we have
(6.3) Dsjαsrupxqs “ αs rδjupxqs for all s P Rn.
In particular, as αsrδjupxqs P C0pRn ˆ U ;Aθq we see that Dsjαsrupxqs P C0pRn ˆ U ;Aθq.
In addition, given any s P Rn, the action of αs gives rise to a continuous endomorphism on Aθ.
Therefore, Proposition C.17 of Part I ensures us that x Ñ αsrupxqs is a smooth map from U to
Aθ and, for l “ 1, . . . , d, we have
(6.4) Bxlαsrupxqs “ αs rBxlupxqs for all x P U.
In the same way as above it can be shown that αs rBxlupxqs P C0pRn ˆ U ;Aθq. Therefore, we see
that Bxlαsrupxqs P C0pRn ˆ U ;Aθq.
All this shows that the map Rn ˆ U Q ps, xq Ñ αsrupxqs P Aθ admits continuous first order
partial derivatives given by (6.3) and (6.4), and so this is a C1-map. An induction then shows that,
for every integer N ě 1, this is a CN -map whose partial derivatives of order ď N satisfy (6.2). In
particular, this is a smooth map. The proof is complete. 
We also record the following version of Peetre’s inequality.
Lemma 6.2. Let m P R. Then, for all ps, ξ, t, ηq P pRnq4, we have
(6.5) p1` |s` t| ` |ξ ` η|qm ď p1` |s| ` |ξ|qmp1` |t| ` |η|q|m|.
Proof. Let ps, ξ, t, ηq P pRnq4. Then we have
1` |s` t| ` |ξ ` η| ď 1` |s| ` |t| ` |ξ| ` |η| ď p1` |s| ` |ξ|qp1 ` |t| ` |η|q.
This proves the inequality (6.5) when m ě 0. Suppose m ă 0. Then we have
p1` |s` t| ` |ξ ` η|q´m ď p1` |s| ` |ξ|q´mp1` |t| ` |η|q|m|.
Substituting ps` t, ξ ` η,´t,´ηq for ps, ξ, t, ηq we obtain
p1` |s| ` |ξ|q´m ď p1` |s` t| ` |ξ ` η|q´mp1` |t| ` |η|q|m|.
This gives the inequality (6.5) when m ă 0. The proof is complete. 
To figure out what the bilinear map (6.1) must be it is worth looking at the special case of the
composition of ΨDOs associated with compactly supported amplitudes.
Lemma 6.3. Let ajps, ξq P C8c pRn ˆ Rn;Aθq, j “ 1, 2, and set
(6.6) a17a2ps, ξq :“
ĳ
eit¨ηa1pt, η ` ξqα´tra2ps´ t, ξqsdtd¯η, ps, ξq P Rn ˆ Rn.
Then a17a2ps, ξq P C8c pRn ˆ Rn;Aθq and Pa1Pa2 “ Pa17a2 .
Proof. Thanks to Lemma 6.1 the integrand eit¨ηa1pt, η` ξqα´tra2ps´ t, ξqs is a product of smooth
maps, and so by Corollary C.21 of Part I it depends smoothly on ps, t, ξ, ηq. It also has compact
support, since a1ps, ξq and a2ps, ξq are both compactly supported, and so we have a map in
C8c ppRnq4;Aθq. By using the results on integrals with parameters it then can be shown that (6.6)
defines a map a17a2ps, ξq P C8c pRn ˆ Rn;Aθq.
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Let u P Aθ. Then we have
Pa1Pa2u “ J pa1ps, ξqα´spPa2uqq “
ĳ
eit¨ηa1pt, ηqα´tpPa2uqdtd¯η.
Let t P Rn. As α´t induces a continuous endomorphism on Aθ, it commutes with the integration
of Aθ-valued integrable maps (cf. Part I). Thus,
α´tpPa2uq “ α´t
ˆĳ
eis¨ξa2ps, ξqα´spuqdsd¯ξ
˙
“
ĳ
eis¨ξα´tra2ps, ξqsα´ps`tqpuqdsd¯ξ.
In a similar way as with the integrand in (6.6), we see that eipt¨η`s¨ξqa1pt, ηqα´tra2ps, ξqsα´ps`tqpuq
is an element of C8c ppRnq4;Aθq. Therefore, by using Fubini’s theorem (cf. Part I) we get
Pa1Pa2u “
ĳ
eit¨ηa1pt, ηq
ˆĳ
eis¨ξα´tra2ps, ξqsα´ps`tqpuqdsd¯ξ
˙
dtd¯η
“
żżżż
eipt¨η`s¨ξqa1pt, ηqα´tra2ps, ξqsα´ps`tqpuqdsd¯ξdtd¯η.
Using the change of variables ps, ξ, t, ηq Ñ ps ` t, ξ, t, η ´ ξq and applying Fubini’s theorem once
again (cf. Part I) gives
Pa1Pa2u “
żżżż
eipt¨pη`ξq`ps´tq¨ξqa1pt, η ` ξqα´tra2ps´ t, ξqsα´spuqdsd¯ξdtd¯η
“
ĳ
eis¨ξ
ˆĳ
eit¨ηa1pt, η ` ξqα´tra2ps´ t, ξqsα´spuqdtd¯η
˙
dsd¯ξ
“
ĳ
eis¨ξ
ˆĳ
eit¨ηa1pt, η ` ξqα´tra2ps´ t, ξqsdtd¯η
˙
α´spuqdsd¯ξ
“
ĳ
eis¨ξa17a2ps, ξqα´spuqdsd¯ξ
“ Pa17a2u.
To get the 3rd equality we have used the fact that, as the right-multiplication by α´spuq defines a
continuous endomorphism on Aθ, it commutes with the integration of integrable maps (cf. Part I).
This shows that Pa1Pa2 “ Pa17a2 . The proof is complete. 
Given arbitrary amplitudes a1ps, ξq and a2ps, ξq in A`8pRnˆRn;Aθq, we let a16a2ps, ξ; t, ηq be
the map from pRnq4 to Aθ defined by
a16a2ps, ξ; t, ηq “ a1pt, η ` ξqα´tra2ps´ t, ξqs, ps, ξ, t, ηq P pRnq4.
This is a smooth map since Aθ is a Fre´chet algebra and Lemma 6.1 implies that ps, ξ, tq Ñ
α´tra2ps, ξqs is a smooth map from pRnq3 to Aθ.
Lemma 6.4. Let m1,m2 P R, and set m1` “ maxpm1, 0q. In addition, let α, β, γ, λ, µ be multi-
orders, and set N “ |α|`|β|`|γ|`|λ|`|µ|. Then there exists a constant C ą 0 such that, given any
amplitudes a1ps, ξq P Am1pRnˆRn;Aθq and a2ps, ξq P Am2pRnˆRn;Aθq, for all ps, ξ, t, ηq P pRnq4,
we have›››δαBβs Bγξ Bλt Bµη pa16a2qps, ξ; t, ηq›››
ď Cqpm1qN pa1qqpm2qN pa2qp1` |s| ` |ξ|qm1``m2p1` |t| ` |η|q|m1|`|m2|.
Proof. Let a1ps, ξq P Am1pRnˆRn;Aθq and a2ps, ξq P Am2pRnˆRn;Aθq. Given ps, ξ, t, ηq P pRnq4,
we have
}a16a2ps, ξ; t, ηq} ď }a1pt, ξ ` ηq} }α´tra2ps´ t, ξqs}
ď qpm1q0 pa1qqpm2q0 pa2qp1 ` |t| ` |ξ ` η|qm1p1` |s´ t| ` |ξ|qm2 .(6.7)
18
It follows from Lemma 6.2 that we have
p1` |t| ` |ξ ` η|qm1 ď p1` |ξ|qm1p1` |t| ` |η|q|m1| ď p1 ` |s| ` |ξ|qm1`p1` |t| ` |η|q|m1|,
p1 ` |s´ t| ` |ξ|qm2 ď p1 ` |s| ` |ξ|qm2p1` |t|q|m2| ď p1 ` |s| ` |ξ|qm2p1` |t| ` |η|q|m2|.
Combining this with (6.7) we obtain
(6.8) }a16a2ps, ξ; t, ηq} ď qpm1q0 pa1qqpm2q0 pa2qp1` |s| ` |ξ|qm1``m2p1` |t| ` |η|q|m1|`|m2|.
Note that, for j “ 1, . . . , n, we have
(6.9) Bsja16a2ps, ξ; t, ηq “ a1pt, η ` ξqα´trpBsja2qps´ t, ξqs “ a16pBsja2qps, ξ; t, ηq.
Likewise, we have
Bξja16a2ps, ξ; t, ηq “ pBξja1q6a2ps, ξ; t, ηq ` a16pBξja2qps, ξ; t, ηq,(6.10)
Bηja16a2ps, ξ; t, ηq “ pBξja1q6a2ps, ξ; t, ηq,(6.11)
δja16a2ps, ξ; t, ηq “ pδja1q6a2ps, ξ; t, ηq ` a16pδja2qps, ξ; t, ηq.(6.12)
In addition, for the partial derivative Dtj we get
Dtja16a2ps, ξ; t, ηq “ pDsja1q6a2ps, ξ; t, ηq ´ a16pδja2 `Dsja2qps, ξ; t, ηq.
More generally, it can be shown that δαBβs Bγξ Bλt Bµηa16a2ps, ξ; t, ηq is a sum of terms of the form,
C
αγλ
α1γ1λ1λ2
pδα1Bλ1s Bγ1`µξ a1q6pδα2`λ3Bβ`λ2s Bγ2ξ a2qps, ξ; t, ηq,
where α1, α2, γ1, γ2, λ1, λ2, λ3 are multi-orders such that α1 ` α2 “ α, γ1 ` γ2 “ γ and λ1 ` λ2 `
λ3 “ λ, and Cαγλα1γ1λ1λ2 is a universal constant depending only on α, γ, λ, α1, γ1, λ1 and λ2. Note
that for such multi-orders the partial differentiations δα1Bλ1s Bγ1`µξ and δα2`λ3Bβ`λ2s Bγ2ξ both have
order ď N , where N “ |α| ` |β| ` |γ| ` |λ| ` |µ|. Therefore, we see there is a constant C ą 0
depending on α, β, γ, λ, µ, but not on a1ps, ξq or a2ps, ξq, such that
(6.13)
›››δαBβs Bγξ Bλt Bµη pa16a2qps, ξ; t, ηq›››
ď C sup
|αj |`|βj|`|γj|ďN
›››pδα1Bβ1s Bγ1ξ a1q6pδα2Bβ2s Bγ2ξ a2qps, ξ; t, ηq››› .
Combining this with (6.8) we obtain
p1` |s| ` |ξ|q´pm1``m2qp1` |t| ` |η|q´p|m1|`|m2|q
›››δαBβs Bγξ Bλt Bµη pa16a2qps, ξ; t, ηq›››
ď C sup
|αj |`|βj|`|γj |ďN
q
pm1q
0 pδα1Bβ1s Bγ1ξ a1qqpm2q0 pδα2Bβ2s Bγ2ξ a2q.
This gives the result. 
Let a1ps, ξq P Am1pRn ˆRn;Aθq and a2ps, ξq P Am2pRn ˆRn;Aθq, m1,m2 P R. It follows from
Proposition 4.12 and Lemma 6.4 that we define a smooth map a17a2 from Rn ˆ Rn to Aθ by
(6.14) a17a2ps, ξq :“ J pa16a2ps, ξ; ¨, ¨qq , ps, ξq P Rn ˆ Rn.
Proposition 6.5. Let m1,m2 P R. Then (6.14) defines a continuous bilinear map,
7 : Am1pRn ˆ Rn;Aθq ˆAm2pRn ˆ Rn;Aθq ÝÑ Am1``m2pRn ˆ Rn;Aθq.
Proof. Set m “ |m1| ` |m2|. As J is a continuous linear map from AmpRn ˆRn;Aθq to Aθ, there
are N0 P N0 and CN0 ą 0 such that we have
}Jpaq} ď CN0qpmqN0 paq for all aps, ξq P AmpRn ˆ Rn;Aθq.
Let a1ps, ξq P Am1pRn ˆ Rn;Aθq and a2ps, ξq P Am2pRn ˆ Rn;Aθq. In addition, let N P N0 and
α, β, γ be multi-orders such that |α| ` |β| ` |γ| ď N . Using Proposition 4.11 and Proposition 4.12
we see that, for any ps, ξq P Rn ˆ Rn, we have
δαBβs Bγξ a17a2ps, ξq “ δαBβs Bγξ Jpa16a2ps, ξ; ¨, ¨qq “ JpδαBβs Bγξ a16a2ps, ξ; ¨, ¨qq.
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Thus,
(6.15)
›››δαBβs Bγξ a17a2ps, ξq››› ď CN0qpmqN0 pδαBβs Bγξ a16a2ps, ξ; ¨, ¨qq.
Set N1 “ N ` N0. We know by Lemma 6.4 that there is a constant C ą 0 independent of
a1ps, ξq and a2ps, ξq such that, for all ps, ξq P Rn ˆ Rn, we have
q
pmq
N0
pδαBβs Bγξ a16a2ps, ξ; ¨, ¨qq ď Cqpm1qN1 pa1qq
pm2q
N1
pa2qp1` |s| ` |ξ|qm1``m2 .
Combining this with (6.15) then gives›››δαBβs Bγξ a17a2ps, ξq››› ď CCN0qpm1qN1 pa1qqpm2qN1 pa2qp1` |s| ` |ξ|qm1``m2 .
This shows that a17a2 P Am1``m2pRn ˆ Rn;Aθq, and we have the semi-norm estimate,
q
pm1``m2q
N pa17a2q ď CCN0qpm1qN1 pa1qq
pm2q
N1
pa2q @aj P Amj pRn ˆ Rn;Aθq.
This proves the result. 
Proposition 6.6. Let a1ps, ξq P Am1pRnˆRn;Aθq and a2ps, ξq P Am2pRnˆRn;Aθq, m1,m2 P R.
Then, for j “ 1, . . . , n, we have
Bsj pa17a2q “ a17pBsja2q,(6.16)
Bξj pa17a2q “ pBξja1q7a2 ` a17pBξja2q,(6.17)
δjpa17a2q “ pδja1q7a2 ` a17pδja2q.(6.18)
In addition, for every multi-order α, we have
(6.19) psαa1q7a2 “ p´1q|α|pDαξ a1q7a2.
Proof. For j “ 1, . . . , n, let Dj be any of the derivations δj , Bsj or Bξj . Using Proposition 4.11
and Proposition 4.12 we get
(6.20) Djpa17a2q “ DjJpa16a2ps, ξ; ¨, ¨qq “ J pDjpa16a2qps, ξ; ¨, ¨qq .
For Dj “ Bsj , combining this with (6.9) gives
Bsja17a2 “ Jpa16pBsja2qps, ξ; ¨, ¨qq “ a17pBsja2q.
Likewise, by combining (6.20) with (6.10) and (6.12), we get (6.17) and (6.18), respectively.
Let α be a multi-order. Note that psαa1q6a2ps, ξ; t, ηq “ tαa16a2ps, ξ; t, ηq. Therefore, by using
Proposition 4.11 we obtain
(6.21) psαa1q7a2ps, ξq “ J ptαa16a2ps, ξ; ¨, ¨qq “ p´1q|α|J
`
Dαη pa16a2qps, ξ; ¨, ¨q
˘
.
It follows from (6.11) that Dαη pa16a2qps, ξ; t, ηq “ pDαξ a1q6a2ps, ξ; t, ηq. Combining this with (6.21)
we then get
psαa1q7a2ps, ξq “ p´1q|α|J
`pDαξ a1q6a2ps, ξ; ¨, ¨q˘ “ p´1q|α|pDαξ a1q7a2ps, ξq.
This proves (6.19). The proof is complete. 
We are now in a position to prove the main result of this section.
Proposition 6.7. Let m1,m2 P R. Then
Pa1Pa2 “ Pa17a2 @aj P Amj pRn ˆ Rn;Aθq.
Proof. We need to show that, given any u P Aθ and amplitudes ajps, ξq P Amj pRn ˆ Rn;Aθq,
j “ 1, 2, we have
(6.22) Pa1Pa2u “ Pa17a2u.
By Lemma 6.3 we have this equality when a1ps, ξq and a2ps, ξq have compact support.
Given any u P Aθ, we observe that it follows from Proposition 5.2 that the left-hand side
of (6.22) is a continuous bilinear map on Am
1
1pRn ˆRn;Aθq ˆAm12pRn ˆRn;Aθq for all m11 ą m1
and m12 ą m2. The same is true for the right-hand side by combining Proposition 5.2 with
Proposition 6.5. As both sides of (6.22) agree when a1ps, ξq and a2ps, ξq are in C8c pRn ˆRn;Aθq,
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by using Proposition 4.5 we deduce that they agree for all amplitudes a1ps, ξq P Am1pRnˆRn;Aθq
and a2ps, ξq P Am2pRn ˆ Rn;Aθq. This proves the result. 
Finally, we deal with the associativity of the bilinear map 7.
Proposition 6.8. Let ajps, ξq P A`8pRn ˆ Rn;Aθq, j “ 1, 2, 3. Then
(6.23) a17pa27a3qps, ξq “ pa17a2q7a3ps, ξq.
Proof. It follows from Proposition 6.5 that both sides of (6.23) give rise to continuous trilinear maps
from Am1pRnˆRn;AθqˆAm2pRnˆRn;AθqˆAm3pRnˆRn;Aθq to Am1``m2``m3pRnˆRn;Aθq
for all m1,m2,m3 P R. Combining this with Proposition 4.5 we see it is enough to prove (6.23)
when the amplitudes ajps, ξq, j “ 1, 2, 3, have compact support.
Suppose that ajps, ξq P C8c pRn ˆ Rn;Aθq, j “ 1, 2, 3. Let s, ξ P Rn. Then a17pa27a3qps, ξq is
equal to
(6.24)
ĳ
eiu¨ζa1pu, ξ ` ζqα´ura27a3ps´ u, ξqsdud¯ζ
“
ĳ
eiu¨ζa1pu, ξ ` ζqα´u
ˆĳ
eit¨ηa2pt, ξ ` ηqα´tra3ps´ u´ t, ξqsdtd¯η
˙
dud¯ζ.
Let u, ζ P Rn. As α´u is a continuous algebra automorphism on Aθ, it commutes with the
integration of integrable Aθ-valued maps (cf. Part I). Thus,
(6.25) α´u
ˆĳ
eit¨ηa2pt, ξ ` ηqα´tra3ps´ u´ t, ξqsdtd¯η
˙
“
ĳ
eit¨ηα´u ta2pt, ξ ` ηqα´t ra3ps´ u´ t, ξqsu dtd¯η
“
ĳ
eit¨ηα´ura2pt, ξ ` ηqsα´u´tra3ps´ u´ t, ξqsdtd¯η.
By arguing as in the proof of Lemma 6.3 it can be shown that
eipu¨ζ`t¨ηqa1pu, ξ ` ζqα´ura2pt, ξ ` ηqsα´u´tra3ps´ u´ t, ξqs P C8c
`pRnq6;Aθ˘ .
Thus, we may use Fubini’s theorem (cf. Part I) and combine it with (6.24)–(6.25) to see that
a17pa27a3qps, ξq is equal to
(6.26)
ĳ
eiu¨ζa1pu, ξ ` ζq
ˆĳ
eit¨ηα´ura2pt, ξ ` ηqsα´u´tra3ps´ u´ t, ξqsdtd¯η
˙
dud¯ζ
“
żżżż
eipu¨ζ`t¨ηqa1pu, ξ ` ζqα´ura2pt, ξ ` ηqsα´u´tra3ps´ u´ t, ξqsdtd¯ηdud¯ζ.
Similarly, it can be shown that pa17a2q7a3ps, ξq is equal to
(6.27)
ĳ
eit¨ηa17a2pt, ξ ` ηqα´tra3ps´ t, ξqsdtd¯η
“
ĳ
eit¨η
ˆĳ
eiu¨ζa1pu, ξ ` η ` ζqα´ura2pt´ u, ξ ` ηqsdud¯ζ
˙
α´tra3ps´ t, ξqsdtd¯η
“
żżżż
eiu¨pζ`ηqeipt´uq¨ηa1pu, ξ ` ζ ` ηqα´ura2pt´ u, ξ ` ηqsα´tra3ps´ t, ξqsdud¯ζdtd¯η.
We go from the quadruple integral in (6.26) to that in (6.27) by means of the the change of
variables pη, ζ, t, uq Ñ pη, ζ ` η, t ´ u, uq (cf. Part I). Thus, the amplitudes a17pa27a3qps, ξq and
pa17a2q7a3ps, ξq agree. This proves (6.23) for amplitudes with compact supports. The proof is
complete. 
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7. Composition of ΨDOs. Symbols
In this section, we look at the composition of ΨDOs associated with symbols. To this end it is
convenient to introduce symbols depending on the variable s.
Definition 7.1. SmpRnˆRn;Aθq, m P R, consists of maps σps, ξq P C8pRnˆRn;Aθq such that,
for all multi-orders α, β, γ, there is Cαβγ ą 0 such that›››δαBβs Bγξ σps, ξq››› ď Cαβγp1` |ξ|qm´|γ| @ps, ξq P Rn ˆ Rn.
We equip SmpRn ˆ Rn;Aθq, m P R, with the locally convex topology generated by the semi-
norms,
(7.1) p
pmq
N pσq :“ sup|α|`|β|`|γ|ďN
sup
ps,ξqPRnˆRn
p1 ` |ξ|q´m`|γ|
›››δαBβs Bγξ σps, ξq››› , N P N0.
Note that we have a natural (continuous) inclusion of SmpRn;Aθq into SmpRnˆRn;Aθq. Moreover,
by arguing along similar lines as that of the Proposition 4.3 and Lemma 4.4 we obtain the following
statement.
Lemma 7.2. Let m P R, and set m` “ maxpm, 0q. Then SmpRn ˆ Rn;Aθq is a Fre´chet space,
and we have a continuous inclusion,
S
mpRn ˆ Rn;Aθq Ă Am`pRn ˆ Rn;Aθq.
Let ρ1pξq P Sm1pRn;Aθq and ρ2pξq P Sm2pRn;Aθq, m1,m2 P R. As ρ2pξq does not depend on
the variable s, the map ρ16ρ2 does not depend on s either, and so it can be regarded as a smooth
map from pRnq3 to Aθ given by
ρ16ρ2pξ; t, ηq “ ρ1pξ ` ηqα´trρ2pξqs, ξ, t, η P Rn.
Incidentally, the map ρ17ρ2 does not depend on s and can be regarded as the smooth map from
R
n to Aθ given by
(7.2) ρ17ρ2pξq “ J pρ16ρ2pξ; ¨, ¨qq “
ĳ
eit¨ηρ1pξ ` ηqα´trρ2pξqsdtd¯η, ξ P Rn.
More generally, given a1ps, ξq P Am1pRn ˆ Rn;Aθq and a2ps, ξq P Am2pRn ˆ Rn;Aθq we set
a170a2pξq “ a17a2p0, ξq, ξ P Rn,(7.3)
a160a2pξ; t, ηq “ a16a2p0, ξ; t, ηq “ a1pt, ξ ` ηqα´tra2p´t, ξqs, ξ, t, η P Rn.
Obviously, a170a2pξq “ Jpa160a2pξ; ¨, ¨qq. In addition, a17a2pξq “ a170a2pξq when the amplitude
a2ps, ξq does not depend on s (and we regard a17a2pξq as a map on Rn as in (7.2)).
Lemma 7.3. Let m1,m2 P R. Then (7.3) defines a continuous bilinear map,
70 : Sm1pRn ˆ Rn;Aθq ˆ Sm2pRn ˆ Rn;Aθq ÝÑ Sm1`m2pRn;Aθq.
Proof. This is mere elaboration of the proofs of Lemma 6.4 and Proposition 6.5. Given any
symbols σ1ps, ξq P Sm1pRn ˆ Rn;Aθq and σ2ps, ξq P Sm2pRn ˆ Rn;Aθq, for all pξ, t, ηq P pRnq3, we
have
}σ160σ2pξ; t, ηq} ď }σ1pt, ξ ` ηq} }α´trσ2p´t, ξqs}
ď ppm1q0 pσ1qppm2q0 pσ2qp1` |ξ ` η|qm1p1` |ξ|qm2 .(7.4)
In addition, as the map J induces a continuous linear map from A|m1|pRn ˆRn;Aθq to Aθ, there
are N0 P N0 and C0 ą 0 such that
(7.5) }Jpaq} ď C0qp|m1|qN0 paq @aps, ξq P A|m1|pRn ˆ Rn;Aθq.
Let α, β, γ be multi-orders such that |α|`|β|`|γ| “ N0. It follows from (6.13) there is a constant
C 10 ą 0 such that, given any symbols σ1ps, ξq P Sm1pRnˆRn;Aθq and σ2ps, ξq P Sm2pRnˆRn;Aθq,
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for all pξ, t, ηq P pRnq3, we have›››δαBβt Bγησ160σ2pξ; t, ηq››› ď C 10 sup
|α1|`|β1|`|γ|ďN0
|α2|`|β2|ďN0
›››pδα1Bβ1s Bγξ σ1q60pδα2Bβ2s σ2qpξ; t, ηq››› .
Let α1, β1, γ be multi-orders such that |α1| ` |β1| ` |γ| ď N0 and α2, β2 multi-orders such that
|α2|`|β2| ď N0. Then the symbols δα1Bβ1s Bγξ σ1ps, ξq and δα2Bβ2s σ2ps, ξq are in Sm1´|γ|pRnˆRn;Aθq
and Sm2pRn ˆ Rn;Aθq, respectively. Therefore, by using (7.4) we obtain›››pδα1Bβ1s Bγξ σ1q60pδα2Bβ2s σ2qpξ; t, ηq›››
ď ppm1´|γ|q0
´
δα1Bβ1s Bγξ σ1
¯
p
pm2q
0
`
δα2Bβ2s σ2
˘ p1 ` |ξ ` η|qm1´|γ|p1 ` |ξ|qm2
ď ppm1qN0 pσ1q p
pm2q
N0
pσ2q p1` |ξ|qm2p1` |ξ ` η|qm1 .
By Peetre’s inequality (6.5) we have
p1` |ξ ` η|qm1 ď p1` |ξ|qm1p1` |η|q|m1| ď p1 ` |ξ|qm1p1` |t| ` |η|q|m1|.
Thus,›››pδα1Bβ1s Bγξ σ1q60pδα2Bβ2s σ2qpξ; t, ηq››› ď ppm1qN0 pσ1qppm2qN0 pσ2qp1` |ξ|qm1`m2p1` |t| ` |η|q|m1|.
It then follows there is a constant C20 ą 0 independent of σ1ps, ξq and σ2ps, ξq such that, for all
ξ P Rn, we have
q
p|m1|q
N0
pσ160σ2pξ; ¨, ¨qq ď C20ppm1qN0 pσ1qp
pm2q
N0
pσ2qp1` |ξ|qm1`m2 .
Combining this with (7.5) we then see that there is a constant C00 ą 0 independent of σ1ps, ξq
and σ2ps, ξq such that, for all ξ P Rn, we have
(7.6) }σ170σ2pξq} “ }J pσ160σ2pξ; ¨, ¨qq} ď C00ppm1qN0 pσ1qp
pm2q
N0
pσ2qp1` |ξ|qm1`m2 .
Let α, β be multi-orders. It follows from (6.17) and (6.18) that, for all ξ P Rn, we have
(7.7) δαBβξ pσ170σ2qpξq “
ÿ
α1`α2“α
β1`β2“β
ˆ
α
α1
˙ˆ
β
β1
˙
pδα1Bβ1ξ σ1q70pδα2Bβ2ξ σ2qpξq.
In the above summation the symbols δα1Bβ1ξ σ1ps, ξq and δα2Bβ2ξ σ2ps, ξq are in Sm1´|β1|pRnˆRn;Aθq
and Sm2´|β2|pRn ˆ Rn;Aθq, respectively. Note also that |αj | ` |βj | ď |α| ` |β|. Therefore, if we
set N “ |α| ` |β| and use (7.6), then we get›››pδα1Bβ1ξ σ1q70pδα2Bβ2ξ σ2qpξq›››
ď C00ppm1´|β1|qN0
´
δα1Bβ1ξ σ1
¯
p
pm2´|β2|q
N0
´
δα2Bβ2ξ σ2
¯
p1` |ξ|qm1´|β1|`m2´|β2|
ď C00ppm1qN0`N pσ1q p
pm2q
N0`N pσ2q p1` |ξ|qm1`m2´|β|.
It then follows there is a constant Cαβ ą 0 independent of σ1ps, ξq and σ2ps, ξq such that, for all
ξ P Rn, we have›››δαBβξ pσ170σ2qpξq››› ď Cαβppm1qN0`N pσ1q ppm2qN0`N pσ2q p1` |ξ|qm1`m2´|β|.
This shows that σ170σ2pξq P Sm1`m2pRn;Aθq and the map 70 gives rise to a continuous bilinear
map from Sm1pRn ˆRn;Aθq ˆ Sm2pRn ˆRn;Aθq to Sm1`m2pRn;Aθq. The proof is complete. 
As mentioned supra, given symbols ρ1pξq P Sm1pRn;Aθq and ρ2pξq P Sm2pRn;Aθq, m1,m2 P R,
the product ρ17ρ2 does not depend on the variable s, and so ρ170ρ2pξq “ ρ17ρ2pξq, where ρ17ρ2pξq
is given by (7.2). Therefore, by using Lemma 7.3 and Proposition 6.7 we arrive at the following
result.
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Proposition 7.4. Let m1,m2 P R. Then (7.2) gives rise to a continuous bilinear map,
7 : Sm1pRn;Aθq ˆ Sm2pRn;Aθq ÝÑ Sm1`m2pRn;Aθq.
In particular, given any symbols ρ1pξq P Sm1pRn;Aθq and ρ2pξq P Sm2pRn;Aθq, the composition
Pρ1Pρ2 is the ΨDO associated with the symbol ρ17ρ2pξq P Sm1`m2pRn;Aθq.
We shall now focus on the following result.
Proposition 7.5 ([2, 5]). Let ρ1pξq P Sm1pRn;Aθq and ρ2pξq P Sm2pRn;Aθq. Then we have
(7.8) ρ17ρ2pξq „
ÿ
α
1
α!
Bαξ ρ1pξqδαρ2pξq.
Before getting to the proof of Proposition 7.5, we note that by combining Proposition 7.4 and
Proposition 7.5 with Remark 3.17, Remark 3.20 and Proposition 3.21 we obtain the following
result.
Proposition 7.6 ([2, 5]). Let P1 P Ψq1pAθq and P2 P Ψq2pAθq, with q1, q2 P C. In addition, let
ρpξq „ řjě0 ρq1´jpξq and σpξq „ řjě0 σq2´jpξq be the respective symbols of P1 and P2.
(1) We have ρ7σpξq P Sq1`q2pRn;Aθq, and ρ7σpξq „
řpρ7σqq1`q2´jpξq, where
(7.9) pρ7σqq1`q2´jpξq “
ÿ
k`l`|α|“j
1
α!
Bαξ ρq1´kpξqδασq2´lpξq @j ě 0.
(2) We have P1P2 “ Pρ7σ, and hence P1P2 P Ψq1`q2pAθq.
The rest of this section is devoted to the proof of Proposition 7.5. This will be obtained as a
consequence of a series of lemmas.
Lemma 7.7. Let ρpξq P SmpRn;Aθq, m P R. Then, for every multi-order α, we have
(7.10) psαρq71pξq “ p´1q|α|Dαξ ρpξq.
Proof. Let us first prove (7.10) when α “ 0, i.e., ρ71 “ ρ. Let ξ P Rn. We have
pρ71q pξq “ J rρ61pξ; ¨, ¨qs “ J rρpξ ` ηqα´tp1qs .
Set ρξpηq “ ρpξ ` ηq, η P Rn. Then ρξpηq P SmpRn;Aθq. We observe that by the definition of Pρξ
and by Proposition 5.8 we have
pρ71q pξq “ J rρξpηqα´tp1qs “ Pρξ1 “ ρξp0q “ ρpξq.
This proves (7.10) when α “ 0.
Let α be a non-zero multi-order. Then by Proposition 6.6 we have psαρq71 “ p´1q|α|pDαξ ρq71.
Therefore, by the equality (7.10) when α “ 0 we get psαρq71 “ p´1q|α|Dαξ ρ, which is pre-
cisely (7.10) when α ‰ 0. The proof is complete. 
Lemma 7.8. Let σps, ξq P SmpRn ˆRn;Aθq, m P R. Given any integer N ě 1, there are symbols
rNαps, ξq in SmpRn ˆ Rn;Aθq, |α| “ N , such that, for all ps, ξq P Rn ˆ Rn, we have
σps, ξq “
ÿ
|α|ăN
sα
α!
Bαs σp0, ξq `
ÿ
|α|“N
sαrNαps, ξq.
Proof. By Taylor’s formula (cf. Proposition C.15 of Part I), for all ps, ξq P Rn ˆ Rn, we have
σps, ξq “
ÿ
|α|ăN
sα
α!
Bαs σp0, ξq `
ÿ
|α|“N
sαrNαps, ξq,
where we have set
rNαps, ξq :“ N
α!
ż 1
0
p1´ tqN´1pBαs σqpts, ξqdt.
24
Let α P Nn0 , |α| “ N . Note that rNαps, ξq P C8pRn ˆ Rn;Aθq (cf. Proposition C.28 of Part I).
In addition, let β, γ, λ be multi-orders, and set N 1 “ |β| ` |γ| ` |λ|. Then, for all t P r0, 1s and
s, ξ P Rn, we have›››δλBβs Bγξ pBαs σqpts, ξq››› “ t|β| ›››pδλBβ`αs Bγξ σqpts, ξq››› ď ppmqN`N 1pσqp1 ` |ξ|qm´|γ|.
Thus, ›››δλBβs Bγξ rNαps, ξq››› ď Nα!
ż 1
0
p1´ tqN´1
›››δλBβs Bγξ pBαs σqpts, ξq››› dt
ď 1
α!
p
pmq
N`N 1pσqp1 ` |ξ|qm´|γ|.
This shows that rNαps, ξq P SmpRn ˆ Rn;Aθq. The proof is complete. 
Lemma 7.9. Let σps, ξq P SmpRn ˆ Rn;Aθq, m P R, and define rσ : Rn ˆ Rn Ñ Aθ byrσps, ξq “ αsrσps, ξqs, ps, ξq P Rn ˆ Rn.
Then rσps, ξq P SmpRn ˆ Rn;Aθq.
Proof. It follows from Lemma 6.1 that rσps, ξq P C8pRn ˆRn;Aθq. In addition, let α, β, and γ be
multi-orders, and set N “ |α| ` |β| ` |γ|. Then we have
δαDβs Bγξ rσps, ξq “ DβsαsrδαBγξ σps, ξqs “ ÿ
β1`β2“β
ˆ
β
β1
˙
αs
”
pδα`β1Dβ2s Bγξ σqps, ξq
ı
.
Thus, for all ps, ξq P Rn ˆ Rn, we have›››δαDβs Bγξ rσps, ξq››› ď ÿ
β1`β2“β
ˆ
β
β1
˙›››αsrpδα`β1Dβ2s Bγξ σqps, ξqs›››
ď 2|β|ppmqN pσqp1 ` |ξ|qm´|γ|.(7.11)
This proves the result. 
We are now in a position to prove Proposition 7.5.
Proof of Proposition 7.5. Let ρ1pξq P Sm1pRn;Aθq and ρ2pξq P Sm2pRn;Aθq. We know by Propo-
sition 7.4 that ρ17ρ2pξq P Sm1`m2pRn;Aθq. Let N P N. It follows from Lemma 7.9 that
α´srρ2pξqs P Sm2pRnˆRn;Aθq. Therefore, by Lemma 7.8 there are rNαps, ξq P Sm2pRnˆRn;Aθq,
|α| “ N , such that, for all s, ξ P Rn, we have
α´srρ2pξqs “
ÿ
|α|ăN
sα
α!
Bαs rα´srρ2pξqsss“0 `
ÿ
|α|“N
sαrNαps, ξq
“
ÿ
|α|ăN
p´isqα
α!
δαρ2pξq `
ÿ
|α|“N
sαα´srrNαp´s, ξqs,(7.12)
where we have set rNαps, ξq “ α´srrNαp´s, ξqs. Note that Lemma 7.9 implies that rNαps, ξq is
contained in Sm2pRn ˆ Rn;Aθq.
Using (7.12) we see that, given any ξ, t, η P Rn, we have
ρ16ρ2pξ; t, ηq “ ρ1pξ ` ηqα´trρ2pξqs
“
ÿ
|α|ăN
p´itqα
α!
ρ1pξ ` ηqδαρ2pξq `
ÿ
|α|“N
tαρ1pξ ` ηqα´trrNαp´t, ξqs
“
ÿ
|α|ăN
p´iq|α|
α!
psαρ1q61pξ; t, ηqδαρ2pξq `
ÿ
|α|“N
psαρ1q60rNαpξ; t, ηq.
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As ρ17ρ2pξq “ Jpρ16ρ2pξ; ¨, ¨qq, we deduce that, for all ξ P Rn, we have
(7.13) ρ17ρ2pξq “
ÿ
|α|ăN
p´iq|α|
α!
J rpsαρ1q61pξ; ¨, ¨qδαρ2pξqs `
ÿ
|α|“N
psαρ1q70rNαpξq.
Bearing this in mind, using Proposition 4.11 we obtain
J rpsαρ1q61pξ; ¨, ¨qδαρ2pξqs “ J rpsαρ1q61pξ; ¨, ¨qs δαρ2pξq “ psαρ1q71pξqδαρ2pξq.
Combining this with Lemma 7.7 then gives
(7.14) J rpsαρ1q61pξ; ¨, ¨qδαρ2pξqs “ p´1q|α|Dαξ ρ1pξqδαρ2pξq.
In addition, by using Proposition 6.6 we see that
psαρ1q70rNαpξq “ p´1q|α|pDαξ ρ1q70rNαpξq.
Since Dαξ ρ1 P Sm1´N pRn;Aθq and rNα P Sm2pRn ˆ Rn;Aθq, it follows from Lemma 7.3 that
psαρ1q70rNα P Sm1`m2´N pRn;Aθq.
Combining this with (7.13)–(7.14) we deduce that
ρ17ρ2pξq ´
ÿ
|α|ăN
1
α!
Bαξ ρ1pξqδαρ2pξq P Sm1`m2´N pRn;Aθq.
This proves (7.8). The proof of Proposition 7.5 is complete. 
Finally, we mention the following extension of Proposition 7.4 and Proposition 7.5.
Proposition 7.10. Given m1,m2 P R and N P N, let RN be the bilinear map from Sm1pRn;Aθqˆ
Sm2pRn;Aθq to Sm1`m2´NpRn;Aθq defined by
RN pρ1, ρ2q “ ρ17ρ2 ´
ÿ
|α|ăN
1
α!
Bαξ ρ1δαρ2, ρjpξq P Smj pRn;Aθq.
Then RN is a continuous bilinear map.
Proof. As the input and output spaces are Fre´chet spaces, it follows from the closed graph theorem
that in order to prove the continuity of RN it is enough to check that its graph is closed. We
also observe that it follows from Proposition 7.4 that RN is continuous at least if we endow
Sm1`m2´N pRn;Aθq with the topology induced from that of Sm1`m2pRn;Aθq.
Let pρℓqℓě0 Ă Sm1pRn;Aθq and pσℓqℓě0 Ă Sm2pRn;Aθq be sequences such that:
(i) ρℓpξq converges to ρpξq in Sm1pRn;Aθq and σℓpξq converges to σpξq in Sm2pRn;Aθq.
(ii) RN pρℓ, σℓqpξq converges to νpξq in Sm1`m2´NpRn;Aθq.
It follows from (i) and the observation above that RN pρℓ, σℓqpξq converges to RN pρ, σqpξq in
Sm1`m2pRn;Aθq. Combining this with (ii) and the continuity of the inclusion of Sm1`m2´N pRn;Aθq
into Sm1`m2pRn;Aθq, we see that νpξq “ RN pρ, σqpξq. It then follows that the graph of RN is
closed. The proof is complete. 
8. Adjoints of ΨDOs. Action on A 1θ
In this section, we study the formal adjoints of ΨDOs and show they are ΨDOs as well. As a
consequence, this will allow us to let ΨDOs act on the strong dual A 1θ .
In what follows by the formal adjoint of a linear operator P : Aθ Ñ Aθ we shall mean a linear
operator P˚ : Aθ Ñ Aθ such that
pPu|vq “ pu|P˚vq @u, v P Aθ,
where p¨|¨q is the inner product (2.3). Note that if a formal adjoint exists, then it must be unique.
We first look at the formal adjoint of ΨDOs associated with amplitudes.
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Proposition 8.1. Let aps, ξq P AmpRn ˆ Rn;Aθq, m P R, and set
a:ps, ξq :“ α´s rap´s, ξq˚s , ps, ξq P Rn ˆ Rn.
Then a:ps, ξq P AmpRn ˆ Rn;Aθq and Pa: is the formal adjoint of Pa.
Proof. Let us first check that a:ps, ξq P AmpRn ˆ Rn;Aθq. It follows from Lemma 6.1 that
a:ps, ξq P C8pRnˆRn;Aθq. In addition, let α, β, γ P Nn0 and set N “ |α|` |β|` |γ|. Along similar
lines as that of the proof of Lemma 7.9 it can be shown that, for all s, ξ P Rn, we have›››δαBβs Bγξ a:ps, ξq››› ď 2NqpmqN paqp1` |s| ` |ξ|qm.
This shows that a:ps, ξq P AmpRn ˆ Rn;Aθq.
It remains to check that Pa: is the formal adjoint of Pa. Let u, v P Aθ. As w Ñ pw|vq is a
continuous linear form on Aθ, we may use Lemma 4.10 to get
pPau|vq “ pJ raps, ξqα´spuqs |vq “ J rpaps, ξqα´spuq|vqs .
Likewise, as wÑ pu|wq is a continuous anti-linear form on Aθ, by using Lemma 4.10 we also get
pu|Pa:vq “
`
u|J “a:ps, ξqα´spvq‰˘ “ J “`u|a:p´s, ξqαspvq˘‰ .
As αs : Aθ Ñ Aθ is an algebra map and preserves the inner product of Hθ, we have`
u|a:p´s, ξqαspvq
˘ “ pu|αs raps, ξq˚sαspvqq “ pα´spuq|aps, ξq˚vq “ paps, ξqα´spuq|vq .
It then follows that pPau|vq “ pu|Pa:vq for all u, v P Aθ. That is, Pa: is the formal adjoint of P .
The proof is complete. 
Let us now turn to ΨDOs associated with symbols.
Proposition 8.2 ([2]). Let ρpξq P SmpRn;Aθq, m P R, and set
ρ‹pξq “ pρ:71qpξq “
ĳ
eit¨ηα´t rρpξ ` ηq˚s dtd¯η, ξ P Rn.
Then ρ‹pξq P SmpRn;Aθq, and Pρ‹ is the formal adjoint of Pρ. Moreover, we have
(8.1) ρ‹pξq „
ÿ
α
1
α!
δαBαξ rρpξq˚s .
Proof. First, it follows from Proposition 5.8 that for ψpξq “ 1 the operator Pψ is the identity map
on Aθ. Therefore, using Proposition 6.7 we see that, for all aps, ξq P Am`pRn ˆ Rn;Aθq, we have
Pa “ PaP1 “ Pa71.
Replacing a by ρ: shows that Pρ: “ Pρ:71 “ Pρ‹ . Combining this with Proposition 8.1 we then
deduce that Pρ‹ is the formal adjoint of Pρ.
It remains to establish the asymptotics (8.1). Let N P N. Note that Lemma 7.9 ensures us
that ρ:ps, ξq “ α´srρpξq˚s is a symbol in SmpRn ˆ Rn;Aθq. Therefore, by Lemma 7.8 there are
symbols rNαps, ξq P SmpRn ˆ Rn;Aθq, |α| “ N , such that
ρ:ps, ξq “
ÿ
|α|ăN
sα
α!
Bαs rα´s pρpξq˚qss“0 `
ÿ
|α|“N
sαrNαps, ξq
“
ÿ
|α|ăN
p´isqα
α!
δα rρpξq˚s `
ÿ
|α|“N
sαrNαps, ξq.
Thus,
ρ‹pξq “ `ρ:71˘ pξq “ ÿ
|α|ăN
p´iq|α|
α!
psαδαρ˚q71pξq `
ÿ
|α|“N
psαrNαq71pξq.
By Lemma 7.7 we have
p´iq|α|psαδαρ˚q71pξq “ i|α|Dαξ δα rρpξq˚s “ Bαξ δα rρpξq˚s .
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Moreover, by Proposition 6.6 and Lemma 7.3 we also have
psαrNαq71 “ p´1q|α|pDαξ rNαq71 P Sm´N pRn;Aθq.
Therefore, we see that, for all N ě 0, we have
ρ‹pξq “
ÿ
|α|ăN
1
α!
δαBαξ rρpξq˚s mod Sm´N pRn;Aθq.
This means that ρ‹pξq „ řα 1α!δαBαξ rρpξq˚s. The proof is complete. 
Combining Proposition 8.2 with Remark 3.17, Remark 3.18 and Remark 3.20 leads us to the
following statement.
Proposition 8.3 ([2]). Let P P ΨqpAθq, q P C, have symbol ρpξq „
ř
jě0 ρq´jpξq.
(1) ρ‹pξq P SqpRn;Aθq, and we have ρ‹pξq „
ř
ρ‹q´jpξq, where
ρ‹q´jpξq “
ÿ
k`|α|“j
1
α!
δαBαξ rρq´kpξq˚s , j ě 0.
(2) Pρ‹ is the formal adjoint of P , and hence P
˚ P ΨqpAθq.
We also mention the following continuity result.
Proposition 8.4. Letm P R. Then ρpξq Ñ ρ‹pξq is a continuous anti-linear map from SmpRn;Aθq
to itself.
Proof. It follows from the estimate (7.11) that σps, ξq Ñ αsrσps, ξqs gives rise to a continuous
linear map from SmpRn ˆ Rn;Aθq to itself. It then follows that ρpξq Ñ ρ:ps, ξq “ α´srρpξq˚s is a
continuous anti-linear map from SmpRn;Aθq to SmpRnˆRn;Aθq. Combining this with Lemma 7.3
we deduce that ρpξq Ñ ρ‹pξq “ pρ:71qpξq is a continuous anti-linear map from SmpRn;Aθq to itself,
proving the result. 
Recall that any continuous linear operator P : Aθ Ñ Aθ defines by duality a linear operator
P t : A 1θ Ñ A 1θ by @
P tu, v
D “ xu, Pvy for all u P A 1θ and v P Aθ.
This operator is called the transpose of P . This is a continuous operator with respect to the strong
topology of A 1θ . Assume further that P has a continuous formal adjoint P
˚ : Aθ Ñ Aθ. Then,
given any u, v P Aθ, we have
(8.2) xPu, vy “ pPu|v˚q “ pu|P˚pv˚qq “ @u, rP˚pv˚qs˚D .
Let P˜˚ : Aθ Ñ Aθ be the linear operator defined by
P˜˚puq “ rP˚pu˚qs˚ , u P Aθ.
This is a continuous operator, since P˚ is continuous by assumption. Thus, it has a continuous
transpose operator pP˜˚qt : A 1θ Ñ A 1θ . Moreover, using (8.2) we see that, for all u, v P Aθ, we have
xPu, vy “
A
u, P˜˚v
E
“
A
pP˜˚qtu, v
E
.
This shows that pP˜˚qt agrees with P on Aθ. As pP˜˚qt is continuous and Aθ is dense in A 1θ , we
then deduce that P uniquely extends to a continuous linear map from A 1θ to itself.
Combining this with Proposition 8.1 and Proposition 8.2 we then arrive at the following state-
ment.
Proposition 8.5. Any ΨDO (associated with an amplitude or a symbol) uniquely extends to a
continuous linear operator on A 1θ .
More specifically, given any symbol ρpξq P SmpRn;Aθq, as Pρ‹ is the formal adjoint of Pρ by
Proposition 8.2, we have
(8.3) xPρu, vy “
@
u, rPρ‹pv˚qs˚
D
for all u P A 1θ and v P Aθ.
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Proposition 8.6. Let m P R. Then ρÑ Pρ gives rise to continuous linear map from SmpRn;Aθq
to L pA 1θ q.
Proof. Let Υ : L pAθq Ñ L pAθq be the anti-linear map defined by
ΥpP qpuq “ P pu˚q˚ , P P L pAθq, u P Aθ.
This is a well defined continuous linear map, since uÑ u˚ is a continuous anti-linear involution of
Aθ. Moreover, given any ρpξq P SmpRn;Aθq, it follows from (8.3) that, for all u P A 1θ and v P Aθ,
we have
xPρu, vy “
@
u,ΥpP ‹ρ qv
D “ @ΥpP ‹ρ qtu, vD .
Therefore, the map SmpRn;Aθq Q ρÑ Pρ P L pA 1θ q is the composition of the following maps:
(i) SmpRn;Aθq Q ρÑ Pρ‹ P L pAθq.
(ii) Υ : L pAθq Ñ L pAθq.
(iii) The transpose map L pAθq Q P Ñ P t P L pA 1θq.
The maps (ii) and (iii) are continuous. Moreover, it follows from Proposition 5.4 and Proposi-
tion 8.4 that the map (i) is continuous as well. Therefore, we see that the linear map SmpRn;Aθq Q
ρÑ Pρ P L pA 1θ q is continuous. The result is proved. 
9. Sobolev Spaces on Noncommutative Tori
In this section, we recall the construction of the Sobolev spaces on noncommutative tori. We
also clarify the relationships between their Hilbert space structures and the respective topologies
of Aθ and A
1
θ .
The Sobolev spaces that we consider here are noncommutative versions of the L2-Sobolev spaces
of Rn. Sobolev spaces with positive integer exponents were introduced by Spera [66]. They have
been also considered by various authors [33, 51, 54, 55, 60, 67]. An extensive account on Lp-Sobolev
spaces for noncommutative tori is given in [71].
Let s P R. As above we let ∆ “ δ21 ` ¨ ¨ ¨ ` δ2n be the flat Laplacian on Aθ. We know
by Proposition 5.14 that Λs “ p1 ` ∆q s2 is a (classical) ΨDO of order s. In particular, by
Proposition 8.5 it uniquely extends to a continuous linear operator Λs : A 1θ Ñ A 1θ . We then define
the Sobolev space H
psq
θ by
H
psq
θ “
 
u P A 1θ ; Λsu P Hθ
(
.
In particular, H
p0q
θ “ Hθ. In addition, if u “
ř
ukU
k P A 1θ , then we have
Λsu “
ÿ
ukΛ
spUkq “
ÿ
ukp1` |k|2q s2Uk.
Thus,
u P H psqθ ðñ
ÿ
kPZn
p1` |k|2qs|uk|2 ă 8.
In particular, when s ą 0 we see that H psqθ agrees with the domain of Λs in (5.3).
When s is a positive integer we have the following simple description of H
psq
θ .
Proposition 9.1 ([66, 71]). For every integer N ě 1, we have
H
pNq
θ “ tu P Hθ; δαpuq P Hθ @α P Nn0 , |α| “ Nu .
Proof. Let u “ řukUk P A 1θ . We know that u P H pNqθ ô řp1 ` |k|2qN |uk|2 ă 8. Thus,
u P H pNqθ if and only if we haveÿ
kPZn
|uk|2 ă 8 and
ÿ
kPZn
|k|2N |uk|2 ă 8.
The first condition exactly means that u P Hθ. The second condition is equivalent to
(9.1)
ÿ
kPZn
k2α|uk|2 ă 8 @α P Nn0 , |α| “ N.
29
Recall that δαpuq “ řukδαpUkq “ ř kαukUk. Therefore, the condition (9.1) exactly means that
δαpuq P Hθ for all α P Nn0 such that |α| “ N . Therefore, we see that H pNqθ exactly consists of all
u P Hθ satisfying this property. The proof is complete. 
Given any s P R we turn H psqθ into a pre-Hilbert space by means of the inner product,
(9.2) pu|vqs “ pΛsu|Λsvq , u, v P H psqθ .
The corresponding norm on H
psq
θ is given by
}u}s “ }Λsu}0, u P H psqθ .
Proposition 9.2 (see also [66, 71]). Let s P R.
(1) The Sobolev space H
psq
θ is a Hilbert space with respect to the inner product (9.2).
(2) For every t P R, the operator Λt induces a unitary operator Λt : H psqθ Ñ H ps´tqθ with
inverse Λ´t : H ps´tqθ Ñ H psqθ .
(3) Given any s1 ą s, the inclusion of H ps1qθ into H psqθ is compact.
Proof. Given any t P R, it follows from the group property Λs´tΛt “ Λs and the definitions of the
Sobolev spaces and their inner products that Λt induces an isometric isomorphism Λt : H
psq
θ Ñ
H
ps´tq
θ with inverse Λ
´t : H ps´tqθ Ñ H psqθ . In particular, we have an isometric isomorphism
Λs : H
psq
θ Ñ Hθ. As Hθ is a Hilbert space it then follows that H psqθ is a Hilbert space.
Let s1 ą s. For all u P H ps1qθ we have u “ Λ´sΛs´s
1
Λs
1
u, where we regard Λ´s (resp., Λs
1
) as
an operator in L pHθ,H psqθ q (resp., L pH ps
1q
θ ,Hθq) and we regard Λs´s
1
as a bounded operator
on Hθ. As s ´ s1 ă 0 this operator is compact, and so we see that the inclusion of H ps
1q
θ into
H
psq
θ is compact. The proof is complete. 
Remark 9.3. In [66] parts (1) and (3) of Proposition 9.2 are proved when s P N.
Remark 9.4. Part (3) of Proposition 9.2 is a version of Rellich theorem for the L2-Sobolev spaces
on NC tori. There is a version for Lp-spaces on NC tori given by [71, Theorem 6.16]. The
result follows by combining the result for L2-Sobolev spaces (on NC tori) with some interpolation
theory argument (cf. Remark 5.3 and Lemma 6.14 of [71]). A similar argument is used for Besov
spaces [71, Theorem 6.15]. In both cases the arguments rely on the Rellich theorem for L2-Sobolev
spaces on NC tori of [66]. As mentioned in Remark 9.3, in [66] this result is stated for Sobolev
spaces of positive integer exponents only. However, the arguments in [71] require to have the result
for all real exponents, including negative real exponents. This result is precisely the contents of
part (3) of Proposition 9.2, and so this allows us to complete the proofs of the aforementioned
results of [71].
Lemma 9.5. Let s P R. Then, for all u P A 1θ and v P Aθ, we have
(9.3) xu, vy “ @Λ´su,ΛsvD .
Proof. As both sides of (9.3) defines continuous bilinear forms on A 1θ ˆAθ, it is enough to prove
the equality when u “ Uk and v “ U l with k, l P Zn. In this case, we have@
Λ´spUkq,ΛspU lqD “ xky´sxlys @Uk, U lD .
If l ‰ ´k, then @Uk, U lD “ `Uk|pU lq˚˘ “ 0, and hence @Λ´spUkq,ΛspU lqD “ @Uk, U lD “ 0. If
l “ ´k, then we have @Λ´spUkq,ΛspU´kqD “ xky´sx´kys @Uk, U lD “ @Uk, U lD. Therefore, we see
that
@
Λ´spUkq,ΛspU lqD “ @Uk, U lD for all k, l P Zn. This completes the proof. 
Proposition 9.6 ([71]). Let s P R. Every u P H psqθ is equal to the sum of its Fourier series (2.8)
in H
psq
θ . In particular, Aθ is dense in H
psq
θ .
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Proof. Let u P H psqθ . Its Fourier series is
ř
ukU
k, where uk “
@
u, pUkq˚D, k P Zn. In addition,
as pUkqkPZn is an orthonormal basis of Hθ and Λ´s is a unitary operator from Hθ onto H psqθ , we
see that pΛ´spUkqqkPZn is an orthonormal basis of H psqθ . Thus,
u “
ÿ
kPZn
`
u|Λ´spUkq˘
s
Λ´s
`
Uk
˘ “ ÿ
kPZn
xky´s `Λsu|Uk˘Uk,
where the series converge in H
psq
θ . To complete the proof it only remains to identify each coefficient
xky´s `Λsu|Uk˘, k P Zn, with the corresponding Fourier coefficient uk. To see this note that`
Λsu|Uk˘ “ @Λsu, pUkq˚D. Therefore, by using Lemma 9.5 we get
xky´s `Λsu|Uk˘ “ xky´s @u,Λs `pUkq˚˘D “ @u, pUkq˚D “ uk.
The proof is complete. 
As a consequence of Proposition 9.6 we obtain the following formulas for the inner product and
norm of H
psq
θ .
Corollary 9.7. Let s P R. Then, for all u “ řukUk and v “ ř vkUk in H psqθ , we have
(9.4) pu|vqs “
ÿ
kPZn
p1` |k|2qsukvk and }u}2s “
ÿ
kPZn
p1 ` |k|2qs|uk|2.
Proof. Since u “ řukUk and v “ ř vkUk in H psqθ , we have
pu|vqs “
ÿ
k,lPZn
ukvk
`
Uk|U l˘
s
“
ÿ
k,lPZn
ukvk
`
ΛspUkq|ΛspU lq˘ .
As
`
ΛspUkq|ΛspU lq˘ “ p1` |k|2q s2 p1` |l|2q s2 `Uk|U l˘ “ p1` |k|2qsδk,l we get the result. 
As with the usual Sobolev spaces we have a natural duality between Sobolev spaces.
Proposition 9.8. Let s P R.
(1) The duality between A 1θ and Aθ gives rise to a unique continuous bilinear pairing,
x¨, ¨y : H p´sqθ ˆH psqθ ÝÑ C.
(2) The corresponding map H
p´sq
θ Ñ
´
H
psq
θ
¯1
is an isometric isomorphism. In particular,
(9.5) }v}´s “ sup
}u}s“1
|xv, uy| for all v P H p´sqθ .
Proof. See Appendix A. 
As an immediate consequence of Proposition 9.8 we obtain the following characterization of the
Sobolev spaces H
psq
θ .
Corollary 9.9. Let u P A 1θ . Then u P H psqθ , s P R, if and only if there is C ą 0 such that
| xu, vy | ď C}v}´s @v P Aθ.
As the following result shows the Sobolev spaces H
psq
θ provide us with a natural “topological”
scale of Hilbert spaces interpolating between Aθ and A
1
θ .
Proposition 9.10. The following holds.
(1) We have
Aθ “
č
sPR
H
psq
θ and
ď
sPR
H
psq
θ “ A 1θ .
(2) The topology of Aθ is generated by the Sobolev norms } ¨ }s, s P R. In particular, the
inclusion of Aθ into H
psq
θ is continuous for every s P R.
(3) The strong topology of A 1θ is the strongest locally convex topology on A
1
θ with respect to
which the inclusion of H
psq
θ into A
1
θ is continuous for every s P R.
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Proof. See Appendix A. 
Remark 9.11. The fact that Aθ “
Ş
sPR H
psq
θ is proved in [66]. The 2nd part is also mentioned
in [55].
Remark 9.12. The 3rd part implies that the strong topology of A 1θ is the inductive limit of the
H
psq
θ -topologies. In particular, a basis of neighborhoods of the origin in A
1
θ is given by all convex
balanced sets U Ă A 1θ such that U X H psqθ is a neighborhood of the origin in H psqθ for every
s P R.
We mention the following consequences of Proposition 9.10.
Corollary 9.13. A linear operator T : Aθ Ñ Aθ is continuous if and only if, for every s P R,
there are t P R and Cst ą 0 such that
}Tu}s ď Cst}u}t @u P Aθ.
Corollary 9.14. Let E be a locally convex space. Then a linear map T : A 1θ Ñ E is continuous
if and only if it restricts to a continuous linear map T : H
psq
θ Ñ E for every s P R.
Proof. Suppose that T is continuous and let s P R. As the inclusion of H psqθ into A 1θ is continuous,
we see that T restricts to a continuous linear map T : H
psq
θ Ñ E.
Conversely, suppose that T restricts to a continuous linear map T : H
psq
θ Ñ E for every s P R.
Let V be a convex balanced neighborhood of the origin in E, and set U “ T´1pV q. Then U is a
convex balanced set. Moreover, as T restricts to a continuous linear map T : H
psq
θ Ñ E for every
s P R, we see that U XH psqθ is a neighborhood of the origin in H psqθ for every s P R. Therefore,
it follows from Remark 9.12 that U “ T´1pV q is a neighborhood of the origin in A 1θ . This shows
that T is continuous. The proof is complete. 
Finally, as a further application of Proposition 9.10 we have the following characterization of
smoothing operators.
Corollary 9.15. An operator R : Aθ Ñ A 1θ is smoothing if and only if it uniquely extends to a
continuous linear operator R : H
psq
θ Ñ H ptqθ for all s, t P R.
Proof. Suppose that R is a smoothing operator, i.e., it uniquely extends to a continuous linear
operator R : A 1θ Ñ Aθ. Let s, t P R. As the inclusion of H psqθ into A 1θ and the inclusion of Aθ into
H
ptq
θ are continuous, we see that R gives rise to a continuous linear operator from H
psq
θ to H
ptq
θ .
Since Aθ is dense in H
psq
θ , this operator is the unique extension of R as a continuous operator on
H
psq
θ .
Conversely, suppose that R uniquely extends to a continuous linear operator R : H
psq
θ Ñ H ptqθ
for all s, t P R. Let s P R. Then R uniquely extends to a continuous linear operator from H psqθ
to H
ptq
θ for every t P R. As we know by Proposition 9.10 that Aθ “
Ş
tPR H
ptq
θ and the Sobolev
norms } ¨ }t, t P R, generate the topology of Aθ, we deduce that R induces a continuous linear
operator Rpsq : H psqθ Ñ Aθ. This is the unique continuous extension of R to H psqθ . In particular,
if s1 ą s then Rpsq|
H
ps1q
θ
“ Rps1q. As A 1θ “
Ť
sPR H
psq
θ we deduce that there is a unique linear map
R : A 1θ Ñ Aθ such that R “ Rpsq on H psqθ . This implies that R restricts to a continuous linear
map from H
psq
θ to Aθ for every s P R. Therefore, by Corollary 9.14 this is a continuous linear
map from A 1θ to Aθ, i.e., R is a smoothing operator. The proof is complete. 
Remark 9.16. We refer to [62, Theorem 4.3.1] for a version for the above characterization of
smoothing operators when θ “ 0
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10. Boundedness and Sobolev Mapping Properties
In this section, we study the boundedness and Sobolev mapping properties of ΨDOs on non-
commutative tori.
Proposition 10.1 ([2, 5]). Let ρpξq P S0pRn;Aθq. Then Pρ uniquely extend to a bounded linear
operator Pρ : Hθ Ñ Hθ. Thereby, we obtain a continuous linear map from S0pRn;Aθq to L pHθq.
Proof. Given any u “ řk ukUk and v “ řk vkUk in Aθ, using Proposition 5.8 we get
(10.1) pu|Pρvq “
ÿ
kPZn
uk
`
Uk|Pρv
˘ “ ÿ
k,lPZn
ukvl
`
Uk|ρplqU l˘ .
Claim. Let a P Aθ. Then, for every N P N0, we have
(10.2)
ˇˇ`
Uk|aU l˘ˇˇ ď `1` |k ´ l|2˘´N ››p1`∆qNa›› @k, l P Zn,
where ∆ “ δ21 ` ¨ ¨ ¨ ` δ2n is the Laplacian of Aθ.
Proof of the Claim. Let k, l P Zn. For j “ 1, . . . , n we have
δjpUkpU lq˚q “ δjpUkpU lq´1q “ pkj ´ ljqUkpU lq˚.
This implies that p1 ` ∆qpUkpU lq˚q “ p1 ` |k ´ l|2qUkpU lq˚. An induction then shows that
p1`∆qN pUkpU lq˚q “ p1` |k ´ l|2qNUkpU lq˚ for all N P N0. Thus,`
Uk|aU l˘ “ `UkpU lq˚|a˘ “ p1` |k ´ l|2q´N `p1`∆qN pUkpU lq˚q|a˘ .
As p1`∆qN is selfadjoint, we get
p1` |k ´ l|2qN ˇˇ`Uk|aU l˘ˇˇ “ ˇˇ`UkpU lq˚|p1`∆qNa˘ˇˇ ď ››p1`∆qNa›› .
This proves the claim. 
Let N be an integer ą 1
2
n. As p1`∆qNρpξq P S0pRn;Aθq, we may set CN pρq :“ pp0q0 pp1`∆qNρq,
and then }p1`∆qNρplq} ď CN pρq for all l P Zn. Combining this with (10.1) and (10.2) and using
Cauchy-Schwarz’s inequality we get
|pu|Pρvq| ď
ÿ
k,lPZn
|uk||vl|
ˇˇ`
Uk|ρplqU l˘ˇˇ
ď CN pρq
ÿ
k,lPZn
|uk||vl|p1` |k ´ l|2q´N
ď CN pρq
ˆ ÿ
k,lPZn
|uk|2p1` |k ´ l|2q´N
˙ 1
2
ˆ ÿ
k,lPZn
|vl|2p1` |k ´ l|2q´N
˙ 1
2
.
We haveÿ
k,lPZn
|uk|2p1` |k ´ l|2q´N “
ÿ
kPZn
|uk|2
ÿ
lPZn
p1` |k ´ l|2q´N “ }u}20
ÿ
lPZn
p1` |l|2q´N .
Likewise, we have ÿ
k,lPZn
|vl|2p1 ` |k ´ l|2q´N “ }v}20
ÿ
kPZn
p1` |k|2q´N .
Thus,
(10.3) |pu|Pρvq| ď C 1N pρq}u}0}v}0,
where we have set C 1N pρq “ CN pρq
ř
kp1` |k|2q´N . Therefore, for all v P Aθ, we have
}Pρv}0 “ sup
}u}0ď1
|pu|Pρvq| ď C 1N pρq}v}0.
As Aθ is dense in Hθ this shows that Pρ uniquely extends to a bounded operator Pρ : Hθ Ñ Hθ.
Finally, it follows from (10.3) that }Pρ} ď C 1N pρq. As p1`∆qN is a continuous linear operator
on Aθ we see that CN pρq and C 1N pρq are continuous semi-norms on S0pRn;Aθq. Therefore, we
obtain a continuous linear map from S0pRn;Aθq to L pHθq. The proof is complete. 
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Remark 10.2. The above proof of the boundedness of zeroth order ΨDOs seems to be new. It
strongly relies on the Fourier series decomposition in Hθ. We refer to [2] for the outline of an
alternative proof in the greater generality of ΨDOs on C˚-dynamical systems associated with
actions of Rn.
Remark 10.3. We observe that the arguments of the proof of Proposition 10.1 only requires ρpξq
to satisfy the symbols estimates (3.1) on Zn for m “ 0 with β “ 0 and |α| ď N for some N ą n.
In particular, along the same lines we obtain the boundedness of the toroidal ΨDOs with symbols
in the class S00,0 of [31]. We refer to [31, Theorem A.2] for the boundedness of toroidal ΨDOs with
symbols in the classes S0ρ,ρ with 0 ď ρ ď 1. The result is obtained by “transference” of the theory
of ΨDOs on noncommutative Euclidean spaces developed in [31].
We are now in a position to look at the action of ΨDOs on Sobolev spaces.
Proposition 10.4. Let ρpξq P SmpRn;Aθq, m P R. For every s P R, the operator Pρ uniquely
extends to a continuous linear map Pρ : H
ps`mq
θ Ñ H psqθ . This provides us with a continuous
linear map from SmpRn;Aθq to L pH ps`mqθ ,H psqθ q.
Proof. By using Proposition 5.14 and Proposition 7.4 we get
Pρ “ Λ´spΛsPρΛ´ps`mqqΛs`m “ Λ´sPρ˜Λs`m,
where we have set ρ˜pξq “ xξys7ρ7xξy´ps`mq. As ρ˜pξq P S0pRn;Aθq we know by Proposition 10.1
that Pρ˜ extends to a bounded operator from Hθ to itself. We also know by Proposition 9.2 that
Λs`m gives rise to a unitary operator from H ps`mqθ onto Hθ and Λ
´s gives rise to a unitary
operator from Hθ onto Hθ. Therefore, we see that Pρ uniquely extends to a continuous linear
map Pρ : H
ps`mq
θ Ñ H psqθ . Furthermore, as Λs`m : H ps`mqθ Ñ Hθ and Λ´s : Hθ Ñ H psqθ are
unitary operators we have
(10.4) }Pρ}L pH ps`mq
θ
,H
psq
θ
q “ }Λ´sPρ˜Λs`m}L pH ps`mq
θ
,H
psq
θ
q “ }Pρ˜}L pHθq.
We know by Proposition 10.1 that there are N P N0 and CN ą 0 such that
}Pσ}L pHθq ď CNpp0qN pσq for all σ P S0pRn;Aθq.
Combining this with (10.4) gives
(10.5) }Pρ}L pH ps`mq
θ
,H
psq
θ
q ď CNp
p0q
N pρ˜q for all ρ P SmpRn;Aθq.
Moreover, it follows from Proposition 7.4 that ρpξq Ñ ρ˜pξq “ xξys7ρ7xξy´ps`mq is a continuous
linear map from SmpRn;Aθq to S0pRn;Aθq. Therefore, we see that ρ Ñ pp0qN pρ˜q is a continuous
semi-norm on SmpRn;Aθq. Combining this with the semi-norm estimate (10.5) then shows that
we have a continuous linear map ρ Ñ Pρ from SmpRn;Aθq to L pH ps`mqθ ,H psqθ q. The proof is
complete. 
Corollary 10.5. Let ρpξq P SmpRn;Aθq, m P R. Then Pρ gives rise to a compact operator
Pρ : H
psq
θ Ñ H ptqθ for all s, t P R with t ă s´m.
Proof. Let s, t P R, t ă s ´m. We know by Proposition 10.4 that Pρ gives rise to a continuous
linear operator from H
psq
θ to H
ps´mq
θ . Composing it with the inclusion of H
ps´mq
θ into H
ptq
θ
we get a continuous linear operator Pρ : H
psq
θ Ñ H ptqθ . As by Proposition 9.2 the inclusion of
H
ps´mq
θ into H
ptq
θ is compact the operator Pρ : H
psq
θ Ñ H ptqθ is compact. 
Specializing Corollary 10.5 to m ă 0 and s “ t “ 0 we obtain the following statement.
Corollary 10.6 ([2, 5]). Let ρpξq P SmpRn;Aθq, m ă 0. Then Pρ gives rise to a compact operator
Pρ : Hθ Ñ Hθ.
By Proposition 5.16 every smoothing operator is of the form Pρ with ρpξq P S pRn;Aθq. Such
an operator satisfies Corollary 10.5 for all m P R. Therefore, we arrive at the following result.
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Corollary 10.7. Let R P Ψ´8pAθq. Then R gives rise to a compact operator R : H psqθ Ñ H ptqθ
for all s, t P R.
11. Ellipticity and Parametrices
In this section, we explicitly construct parametrices of (classical) elliptic ΨDOs. This will lead
us to a version of the elliptic regularity theorem for these operators.
Definition 11.1. An operator P P ΨqpAθq, q P C, is elliptic when its principal symbol ρqpξq is
invertible for all ξ P Rnz0.
We infer that if P is elliptic, then the inverse of its principal symbol is a smooth symbol. This
is a consequence of the following general smoothness result.
Lemma 11.2. Suppose that V is an open set of Rd, d ě 1. Let upxq P C8pV ;Aθq be such that
upxq P A ´1θ for all x P V . Then upxq´1 P C8pV ;Aθq.
Proof. It follows from Proposition 2.6 that upxq´1 P C0pV ;Aθq. Moreover, given any x, y P V , we
have upyq´1 ´ upxq´1 “ ´upyq´1 pupyq ´ upxqqupxq´1. Combining this with the differentiability
of upxq and the continuity of upxq´1, we see that upxq´1 is a differentiable map from V to Aθ,
and we have
Bxj
“
upxq´1‰ “ ´upxq´1 `Bxjupxq˘ upxq´1, j “ 1, . . . , d.
The continuity of upxq´1 and Bxjupxq, j “ 1, . . . , d, further imply that the above partial derivatives
are continuous, and so upxq´1 P C1pV ;Aθq. An induction then shows that upxq´1 P CN pV ;Aθq
for every N ě 1, and each partial derivative Bβx rupxq´1s is a linear combination of terms of the
form,
upxq´1
´
Bβp1qx upxq
¯
upxq´1 ¨ ¨ ¨upxq´1
´
Bβplqx upxq
¯
upxq´1,
where βp1q, ..., βplq are multi-orders such that βp1q`¨ ¨ ¨`βplq “ β. It then follows that xÑ upxq´1
is a smooth map from V to Aθ. The proof is complete. 
Proposition 11.3 ([2]). Let ρpξq P SqpRn;Aθq be such that ρpξq P A ´1θ for all ξ P Rnz0. Then
ρpξq´1 P S´qpRn;Aθq.
Proof. It follows from Lemma 11.2 that ρpξq´1 P C8pRnz0;Aθq. Moreover, for all λ ą 0, we
have ρpλξq´1 “ pλqρpξqq´1 “ λ´qρpξq´1. This shows that ρpξq´1 P S´qpRn;Aθq. The proof is
complete. 
This leads us to the following ellipticity criterion.
Corollary 11.4. Let P P ΨqpAθq, q P R, have principal symbol ρqpξq. Assume there is c ą 0 such
that
(11.1) pρqpξqη|ηq ě c|ξ|q}η}20 for all η P Hθ and ξ P Rnzt0u.
Then P is elliptic.
Proof. Let ξ P Rnz0. It follows from (11.1) there is cpξq ą 0 such that pρqpξqη|ηq ě cpξq}η}20 for
all η P Hθ. This implies that ρqpξq is an invertible positive operator of Hθ (see, e.g., [12, VII.6.4,
VIII.3.8]). Combining this with Corollary 2.7 we deduce that Sprρqpξqs Ă p0,8q. In particular,
we see that ρqpξq P A ´1θ for all ξ P Rnz0, i.e., P is elliptic. The proof is complete. 
Example 11.5. The (flat) Laplacian ∆ “ δ21 ` ¨ ¨ ¨ ` δ2n has principal symbol |ξ|2, and so this is an
elliptic operator.
Example 11.6. Let ∆g : Aθ Ñ Aθ be the Laplace-Beltrami operator associated with some Rie-
mannian metric g “ pgijq on Aθ (cf. Example 2.15). Given any u P Aθ, we have
∆gu “ νpgq´1
ÿ
1ďi,jďn
δi
´a
νpgqgij
a
νpgqδjpuq
¯
“
ÿ
1ďi,jďn
νpgq´ 12 gijνpgq 12 δiδjpuq ` νpgq´1
ÿ
1ďi,jďn
δi
´a
νpgqgij
a
νpgq
¯
δjpuq.
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In particular, we see that ∆g is a 2nd order differential operator with principal symbol,
ρ2pξq “
ÿ
1ďi,jďn
νpgq´ 12 gijνpgq 12 ξiξj “ νpgq´ 12
ˆ ÿ
1ďi,jďn
gijξiξj
˙
νpgq 12 .
As g´1 “ pgijq is a positive invertible element of MnpAθq, it is shown in [36] that
ř
ij g
ijξiξj is a
positive invertible element of Aθ when ξ ‰ 0, and so in this case ρ2pξq is invertible in Aθ. It then
follows that ∆g is elliptic.
In what follows, given a continuous linear operator P : Aθ Ñ Aθ, we shall call parametrix of
P any continuous linear operator Q : Aθ Ñ Aθ that inverts P modulo smoothing operators, i.e.,
there are operators R1, R2 P Ψ´8pAθq such that
PQ “ 1´R1 and QP “ 1´R2.
Proposition 11.7 ([2, 5]). Let P P ΨqpAθq, q P C, have symbol ρpξq „
ř
ρq´jpξq. Then P is
elliptic if and only if it has a parametrix Q P Ψ´qpAθq. Moreover, in this case Q has symbol
σpξq „ řσ´q´jpξq, where the symbols σ´q´jpξq are given by the recursive relations,
σ´qpξq “ ρqpξq´1,(11.2)
σ´q´jpξq “ ´
ÿ
k`l`|α|“j
lăj
1
α!
ρqpξq´1Bαξ ρq´kpξqδασ´q´lpξq, j ě 1.(11.3)
Proof. Let Q P Ψ´qpAθq have symbol σpξq „
ř
σ´q´jpξq. We shall say that Q is a left (resp.,
right) parametrix of P when Q is a left (resp., right) inverse of P modulo smoothing operators, i.e.,
QP ´ 1 (resp., PQ´ 1) is in Ψ´8pAθq. By Proposition 7.6 we have PQ´ 1 “ PρPσ ´ 1 “ Pρ7σ´1.
Combining this with Proposition 5.12 and Proposition 5.16 we then deduce that Q is a right
parametrix if and only if ρ7σ ´ 1 P S pRn;Aθq, i.e., ρ7σpξq „ 1. We also know by Proposition 7.6
that ρ7σpξq „ řpρ7σq´jpξq, where pρ7σq´jpξq is given by (7.9). Thus, Q is a right parametrix if
and only if we have
ρqpξqσ´qpξq “ 1,(11.4) ÿ
k`l`|α|“j
1
α!
Bαξ ρq´kpξqδασ´q´lpξq “ 0 for j ě 1.(11.5)
In particular, we see that if Q is a right parametrix, then ρqpξq must be invertible for all ξ P Rnz0,
i.e., P is elliptic.
Conversely, suppose that P is elliptic, so that ρqpξq is invertible for all ξ P Rnz0. In this
case (11.4) is equivalent to σ´qpξq “ ρqpξq´1. Moreover, upon rewriting (11.5) as
ρqpξqσ´q´jpξq “ ´
ÿ
k`l`|α|“j
lăj
1
α!
Bαξ ρq´kpξqδασ´q´lpξq, j ě 1,
we see that it is equivalent to (11.3). We know by Proposition 11.3 that ρ´qpξq´1 P S´qpRn;Aθq.
An induction on j then shows that (11.4)–(11.5) uniquely define symbols σ´q´jpξq P S´q´jpRn;Aθq,
j ě 0. By Proposition 3.19 there is a symbol σpξq P S´qpRn;Aθq such that σpξq „
ř
σ´q´jpξq.
Then Q :“ Pσ is a right parametrix of P , since the symbols σ´q´jpξq, j ě 0, satisfy (11.4)–(11.5).
Similarly, we see that if σ1pξq P S´qpRn;Aθq, then Pσ1 is a left parametrix of P if and only if
we have
σ1´qpξqρqpξq “ 1,
ÿ
k`l`|α|“j
1
α!
Bαξ σ1´q´kpξqδαρq´lpξq “ 0, j ě 1.
In the same way as above, this uniquely defines symbols σ1´q´jpξq P S´q´jpRn;Aθq. Thus, if we
let σ1pξq P S´qpRn;Aθq be such that σ1pξq „
ř
σ1´q´jpξq, then Q1 :“ Pσ1 is a left parametrix of P .
Set R “ 1 ´ PQ and R1 “ 1 ´ Q1P . The operators R and R1 are both smoothing. We have
Q1pPQq “ Q1p1 ´ Rq “ Q1 mod Ψ´8pAθq. Likewise, pQ1P qQ “ p1 ´ R1qQ “ Q mod Ψ´8pAθq,
and so we see that Q “ Q1 mod Ψ´8pAθq. Thus, QP “ Q1P “ 1 mod Ψ´8pAθq, and so Q is
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a two-sided parametrix. This shows that if P is elliptic, then it has a (two-sided) parametrix in
Ψ´qpAθq whose homogeneous symbols are given by (11.2)–(11.3). The proof is complete. 
Corollary 11.8. Let P P ΨqpAθq, q P C, be elliptic. Suppose there is a continuous linear operator
Q0 : Aθ Ñ A 1θ such that
(11.6) PQ0u “ Q0Pu “ u @u P Aθ.
Then Q0 P Ψ´qpAθq, and so Q0 is a continuous inverse of P on Aθ.
Proof. As P is elliptic, we know by Proposition 11.7 that P admits a parametrix Q P Ψ´qpAθq,
and so there are R1, R2 P Ψ´8pAθq such that QP “ 1´R1 and PQ “ 1´R2. For all u P Aθ, we
have
Q0u “ pQP `R1qQ0u “ QpPQ0uq `R1Q0u “ Qu`R1Q0u.
This means that Q0 “ Q ` R1Q0. Obviously Q maps continuously Aθ to itself. As R1 is a
smoothing operator, it maps continuously A 1θ to Aθ. As Q0 maps continuously Aθ to A
1
θ we then
see that the composition R1Q0 maps continuously Aθ to itself. Thus, the operator Q0 “ Q`R1Q0
maps continuously Aθ to itself. Combining this with (11.6) then shows that Q0 is a continuous
inverse of P on Aθ.
For all u P Aθ, we also have
Q0u “ Q0pPQ`R2qu “ pQ0P qQu`Q0R2u “ Qu`Q0R2u.
That is, Q0 “ Q`Q0R2. We observe that as R2 is a smoothing operator and Q0 maps continuously
Aθ to Aθ, the composition Q0R2 is a smoothing operator. Thus, Q0 and Q agree modulo a
smoothing operator. As Q P Ψ´qpAθq and Ψ´8pAθq Ă Ψ´qpAθq, it then follows that Q0 P
Ψ´qpAθq. The result is proved. 
Definition 11.9. An operator P : A 1θ Ñ A 1θ is hypoelliptic when, for any u P A 1θ , we have
Pu P Aθ ðñ u P Aθ.
As a consequence of Proposition 11.7 we obtain the following version of the elliptic regularity
theorem for ΨDOs on noncommutative tori.
Proposition 11.10. Let P P ΨqpAθq, q P C, be elliptic, and set m “ ℜq.
(1) The operator P is hypoelliptic. In particular, we have
kerP :“  u P A 1θ ; Pu “ 0( Ă Aθ.
(2) Let s P R. Then, for any u P Aθ1, we have
Pu P H psqθ ðñ u P H ps`mqθ .
(3) For all s, t P R with t ă s`m, there is a constant Cst ą 0 such that
(11.7) }u}s`m ď Cst p}Pu}s ` }u}tq @u P H ps`mqθ .
Proof. As P is elliptic, by Proposition 11.7 it admits a parametrix Q P Ψ´qpAθq, so that the
operator R :“ QP ´ 1 is smoothing. This implies that, for all u P A 1θ , we have
(11.8) QPu “ u`Ru “ u mod Aθ.
Obviously, if u P Aθ, then Pu P Aθ. Conversely, if Pu P Aθ, then QPu P Aθ, and so by using (11.8)
we see that u P Aθ. This proves the first part.
Let u P H ps`mqθ . We know by Proposition 10.4 that P gives rise to a continuous linear operator
from H
ps`mq
θ to H
psq
θ . Thus, if u P H ps`mqθ , then Pu P H psqθ . Conversely, let u P A 1θ be such
that Pu P H psqθ . As Q P Ψ´qpAθq, it also follows from Proposition 10.4 that Q maps continuously
H
psq
θ to H
ps`mq
θ . As Pu P H psqθ , we see that QPu P H ps`mqθ , and so by using (11.8) we deduce
that u P H ps`mqθ .
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Finally, let t ă s`m. As R is a smoothing operator, we know by Corollary 9.15 that R gives rise
to a continuous linear operator R : H
ptq
θ Ñ H ps`mqθ . As mentioned above, Q maps continuously
H
psq
θ to H
ps`mq
θ . Therefore, for all u P H ps`mqθ , we have
}u}s`m “ }QPu´Ru}s`m ď }QPu}s`m ` }Ru}s`m ď C p}Pu}s ` }u}tq ,
where we have set C “ maxt}Q}
L pH psq
θ
,H
ps`mq
θ
q, }R}L pH ptq
θ
,H
ps`mq
θ
qu. This proves the esti-
mate (11.7). The proof is complete. 
Corollary 11.11. Let P P ΨqpAθq be elliptic with m :“ ℜq ą 0. Then, for every λ P C, the
operator P ´ λ is hypoelliptic. In particular, we have
kerpP ´ λq :“  u P A 1θ ; pP ´ λqu “ 0( Ă Aθ.
Proof. Let λ P C. We know by Proposition 11.10 that P is hypoelliptic. Therefore, we may assume
that λ ‰ 0. Let u P A 1θ be such that pP ´λqu P Aθ. Proposition 9.10 ensures us that u P H psqθ for
some s P R. Set s “ supts P R;u P H psqθ u. Suppose that s ă 8. Then u P H psqθ for all s ă s. Let
s P ps´m, sq. Then u P H psqθ , and so Pu “ pP ´ λqu ` λu is contained in H psqθ . Therefore, by
using Proposition 11.10 we see that u P H ps`mqθ , and hence s`m ď s. This is in contradiction
with the choice of s P ps ´m, sq. Therefore, we see that s “ 8. This means that u is contained
in every Sobolev space H
psq
θ , s P R. As by Proposition 9.10 the intersection of all these Sobolev
spaces is precisely Aθ, we deduce that u P Aθ. This proves the result. 
12. Spectral Theory of Elliptic Operators
In this section, we look at the spectral properties of elliptic ΨDOs on noncommutative tori.
12.1. Fredholm properties. Recall that given Banach spaces E1 and E2, a continuous operator
T : E1 Ñ E2 is Fredholm when ranT is closed and the spaces kerT and cokerT :“ E2{ranT both
have finite dimension. We denote by F pE1, E2q the set of Fredholm operators T : E1 Ñ E2. This
is an open subset of L pE1, E2q. In addition, it can be shown that T is Fredholm whenever it is
invertible modulo compact operators.
If T P F pE1, E2q, then we define its Fredholm index by
ind T “ dimkerT ´ dim cokerT.
The Fredholm index indT is invariant under compact perturbations and continuous-path defor-
mations within F pE1, E2q. If in addition E1 and E2 are Hilbert spaces, then cokerT » kerT ˚,
and so we have
indT “ dimkerT ´ dim kerT ˚.
Proposition 12.1 (see also [2, 5]). Let P P ΨqpAθq, q P C, be elliptic, and set m “ ℜq.
(1) The nullspaces kerP and kerP˚ are finite dimensional subspaces of Aθ.
(2) For every s P R, the operator P : H ps`mqθ Ñ H psqθ is Fredholm, and we have
indP “ dimkerP ´ dimkerP˚,
where P˚ is the formal adjoint of P . In particular, the Fredholm index is independent of
the value of s.
(3) The index of P is a homotopy invariant of its principal symbol.
Proof. We know by Proposition 11.10 that kerP is a subspace of Aθ. By Proposition 8.3 the
formal adjoint P˚ is a classical ΨDO of order q. Moreover, if we denote by ρqpξq the principal
symbol of P , then the principal symbol of P˚ is ρqpξq˚. In particular, we see that its principal
symbol is invertible, and so this is an elliptic operator. In particular, kerP˚ Ă Aθ.
Let s P R. We know by Proposition 10.4 that P gives rise to a continuous linear operator P psq :
H
ps`mq
θ Ñ H psqθ . Moreover, by Proposition 11.7 there are Q P Ψ´qpAθq and R1, R2 P Ψ´8pAθq
such that
(12.1) PQ “ 1´R1 and QP “ 1´R2.
38
Thanks to Proposition 10.4 we know that Q gives rise to a continuous linear map Qpsq : H psqθ Ñ
H
ps`mq
θ . Moreover, we know by Corollary 10.7 that R1 and R2 give rise to compact operators
R1 : H
psq
θ Ñ H psqθ and R2 : H ps`mqθ Ñ H ps`mqθ . Combining this with (12.1) we then deduce that
Qpsq inverts P psq modulo compact operators, and so P psq is a Fredholm operator. In particular,
kerP psq has finite dimension. Here kerP psq “ kerP X H ps`mqθ , but as kerP Ă Aθ Ă H ps`mq,
we see that kerP psq “ kerP . Incidentally, kerP has finite dimension. Likewise, kerP˚ has finite
dimension.
Claim. The adjoint of P psq is Λ´2ps`mqP˚Λ2s : H psqθ Ñ H ps`mqθ .
Proof of the Claim. Let u, v P Aθ. We have´
P psqu|v
¯
s
“ pΛsPu|Λsvq “
´
pΛsPΛ´ps`mqqpΛs`mqu|Λsv
¯
.
As Λs and Λ´ps`mq are formally selfadjoint, we get´
P psqu|v
¯
s
“
´
Λs`mu|Λ´ps`mqP˚Λ2sv
¯
“
´
u|Λ´2ps`mqP˚Λ2sv
¯
s`m
.
Combining this with the density of Aθ in H
psq
θ and H
ps`mq
θ gives the claim. 
Combining this claim with the fact that Λ2s : H
psq
θ Ñ H p´sqθ and Λ´2ps`mq : H p´s´mqθ Ñ
H
ps`mq
θ are unitary operators, we see that kerpP psqq˚ is isomorphic to kerP˚ XH p´sqθ “ kerP˚.
Thus,
indP psq “ dim kerP psq ´ dimkerpP psqq˚ “ dimkerP ´ dim kerP˚.
In particular, we see that indP psq is independent of s. We shall simply denote it by indP .
If P 1 P Ψq´1pAθq, then we know by Corollary 10.5 that P 1 gives rise to a compact operator
P 1 : H ps`mqθ Ñ H psqθ , and so indpP ` P 1q “ indP . Thus, the index of P depends only on the
class of P in ΨqpAθq{Ψq´1pAθq. Since this class is uniquely determined by the principal symbol
ρqpξq, we deduce that the index of P only depends on its principal symbol.
Let pρtpξqq0ďtď1 be a continuous path in SqpRn;Aθq such that ρtpξq|t“0 “ ρqpξq and ρtpξq
is invertible for all t P r0, 1s. Here continuity is meant in the sense that the map t Ñ ρtpξq is
continuous from r0, 1s to C8pRnz0;Aθq. Let χpξq P C8c pRnq be such that χpξq “ 1 near ξ “ 0.
In addition, for t P r0, 1s set ρ˜tpξq “ p1 ´ χpξqqρtpξq, ξ P Rn. Then pρ˜tpξqq0ďtď1 is a continuous
family with values in SmpRn;Aθq such that ρ˜tpξq „ ρtpξq for all t P r0, 1s. Combining this with
Proposition 10.4 we see that Pρ˜t : H
pmq
θ Ñ Hθ, t P r0, 1s, is a continuous path in L pH pmqθ ,Hθq.
Moreover, as ρtpξq is invertible, the operator Pρ˜t is elliptic, and so the operator Pρ˜t : H pmqθ Ñ Hθ
is Fredholm. Therefore, we see that we have a continuous path of Fredholm operators. Thus,
indPρ˜t “ indPρ˜t |t“0 “ indPp1´χqρq “ indP.
This shows that indP is a homotopy invariant of ρqpξq. The proof is complete. 
Remark 12.2. We refer to [2, 5] for formulas computing the indices of elliptic ΨDOs on Aθ in
terms of the K-theory classes defined by their principal symbols.
Corollary 12.3. Let P P ΨqpAθq be elliptic with m :“ ℜq ą 0. In addition, let λ P C.
(1) For every s P R, the operator P ´ λ : H ps`mqθ Ñ H psqθ is Fredholm and has same index
as P .
(2) kerpP ´ λq is a finite dimensional subspace of Aθ.
Proof. Let s P R. As m ą 0, the inclusion of H ps`mqθ into H psqθ is compact. This implies that
P ´ λ : H ps`mqθ Ñ H psqθ is a compact perturbation of P : H ps`mqθ Ñ H psqθ . Therefore, this is
a Fredholm operator with same index as P . Incidentally, its nullspace has finite dimension. This
nullspace is just kerpP ´ λq X H ps`mqθ . Corollary 11.11 ensures us that kerpP ´ λq is contained
in Aθ. Therefore, this nullspace agrees with kerpP ´ λq, and so kerpP ´ λq is a finite dimensional
subspace of Aθ. The proof is complete. 
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12.2. Spectra of positive order elliptic ΨDOs. Throughout the remainder of this section we
let P P ΨqpAθq be an elliptic operator with m :“ ℜq ą 0. We shall regard P as an unbounded
operator of Hθ with domain H
pmq
θ . This is the maximal domain of P since it follows from
Proposition 11.10 that Pu P Hθ ô u P H pmqθ . In what follows we let P˚ P Ψq¯pAθq be the formal
adjoint. As mentioned above this is also an elliptic ΨDO.
Proposition 12.4 ([2]). The operator P with domain H
pmq
θ is closed. Its adjoint is P
˚ with
domain H
pmq
θ . If P is formally selfadjoint (resp., P commutes with its formal adjoint), then P
is selfdjoint (resp., normal).
Proof. Let puℓqℓě0 Ă H pmqθ be such that uℓ Ñ u and Puℓ Ñ v in Hθ as ℓ Ñ 8. As P maps
continuously Hθ to H
p´mq
θ we see that Puℓ Ñ Pu in H p´mqθ as ℓ Ñ 8. Thus, Pu “ v P Hθ.
Combining this with Proposition 11.10 shows that u P H pmqθ , and so the pair pu, vq “ pu, Puq is
contained in the graph of P . This shows that the graph of P is closed in Hθ ˆHθ, that is, P is a
closed operator.
Let P : be the adjoint of P . This is the operator given by the graph,
GpP :q “
!
pu, vq P Hθ ˆHθ ; pu|Pwq “ pv|wq @w P H pmqθ
)
.
The graph of P˚ with domain H pmqθ is GpP˚q “ tpu, P˚uq;u P H pmqθ u. In addition, as P is the
formal adjoint of P˚, it follows that the action of P˚ on A 1θ is given by
(12.2) xP˚u, vy “ xu, P pv˚q˚y for all u P A 1θ and v P Aθ.
If u P H pmqθ , then P˚u P Hθ, and so, for all w P Aθ, we have
pP˚u|wq “ xP˚u,w˚y “ xu, pPwq˚y “ pu|Pwq .
As Aθ is dense in H
pmq
θ and P maps continuously H
pmq
θ to Hθ, we deduce that pu|Pwq “ pP˚u|wq
for all w P H pmqθ . That is, pu, P˚uq P GpP :q. Thus, GpP˚q Ă GpP :q.
Conversely, let pu, vq P GpP :q. Using (12.2) we see that, for all w P Aθ, we have
xv, wy “ pv|w˚q “ pu|P pw˚qq “ xu, P pw˚q˚y “ xP˚u,wy .
Thus, v “ P˚u. As P˚ is elliptic and v P Hθ, we deduce from Proposition 11.10 that u P H pmqθ ,
and so pu, vq “ pu, P˚uq P GpP˚q. This shows that GpP :q Ă GpP˚q. It then follows that the
graph P : is GpP˚q, and so P : is P˚ with domain H pmqθ . In particular, if P “ P˚, then P is
selfadjoint.
Finally, suppose that P commutes with its formal adjoint. Since the domain of P : is H pmqθ ,
the domain of P :P consists of all u P Hθ such that Pu P H pmqθ . The ellipticity of P and
Proposition 11.10 ensures us this is precisely the Sobolev space H
p2mq
θ . Likewise, the domain of
PP : is H p2mqθ . Moreover, as P and P
˚ commute, for all u in H p2mqθ , we have
P :Pu “ P˚Pu “ PP˚u “ PP :u.
This shows that P :P “ PP :, i.e., P is a normal operator. The proof is complete. 
Remark 12.5. In what follows we shall not distinguish between the adjoint and formal adjoint.
We shall denote both of them by P˚.
Definition 12.6. The resolvent set of P consists of all λ P C such that P ´ λ : H pmqθ Ñ Hθ is a
bijection with bounded inverse. The spectrum of P , denoted by SppP q, is the complement of its
resolvent set.
Lemma 12.7 (see also [2]). Let λ P C. Then the following are equivalent:
(i) λ is in the resolvent set of P .
(ii) P ´ λ is a bijection from H pmqθ onto Hθ.
(iii) kerpP ´ λq “ kerpP˚ ´ λq “ t0u.
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Moreover, if (i)–(iii) hold, then the inverse pP ´ λq´1 : Hθ Ñ Hθ is a compact operator.
Proof. As P ´λ maps continuously H pmqθ to Hθ, it follows from the open mapping theorem that,
if P ´λ is a bijection from H pmqθ onto Hθ, then its inverse pP ´λq´1 : Hθ Ñ H pmqθ is continuous.
As m ą 0, we have a compact inclusion of H pmqθ into Hθ, and so we obtain a compact operator
pP ´ λq´1 : Hθ Ñ Hθ. In particular, we see that (i) and (ii) are equivalent.
The operator P´λ : H pmqθ Ñ Hθ is a bijection if and only if kerpP´λq “ t0u and ranpP´λq “
Hθ. We know by Corollary 12.3 that the operator P ´ λ : H pmqθ Ñ Hθ is Fredholm. In
particular, it has closed range, and so ranpP ´ λq “ Hθ if and only if pranpP ´ λqqK “ t0u. As
pranpP ´ λqqK “ kerpP ´ λq˚ “ kerpP˚ ´ λq, we deduce that P ´ λ : H pmqθ Ñ Hθ is a bijection
if and only if kerpP ´ λq “ kerpP˚ ´ λq “ t0u. Thus, the conditions (ii) and (iii) are equivalent.
The proof is complete. 
We observe that in the condition (iii) of Lemma 12.7 the pairs pP, λq and pP˚, λ˚q play a
symmetric role. Therefore, the respective conditions (i) for these two pairs are equivalent. We
thus arrive at the following result.
Corollary 12.8. We have SppP˚q “  λ;λ P SppP q(.
We also mention the following consequence concerning the Fredholm index of P .
Corollary 12.9. If SppP q ‰ C, then indP “ 0.
Proof. We know by Corollary 12.3 that, for every λ P C, the operator P ´ λ : H pmqθ Ñ Hθ is a
Fredholm operator with same index as P . Moreover, if λ is in the resolvent set of P , then this
operator is invertible, and so its index is zero. It then follows that if SppP q ‰ C, then the index
of P must be zero. The result is proved. 
Proposition 12.10. There are only two possibilities for the spectrum of P . Either SppP q “ C,
or SppP q is a discrete set consisting of isolated eigenvalues with finite multiplicity.
Proof. Suppose that SppP q ‰ C, so that there is λ0 P C which is contained in the resolvent set of
P . By Lemma 12.7 the resolvent T0 :“ pP ´ λ0q´1 is a compact operator of Hθ which maps onto
H
pmq
θ . In particular, the spectrum of T0 has no limit points except may λ “ 0. Moreover, each
non-zero spectral value of T0 is an eigenvalue with finite multiplicity.
Let λ P Cztλ0u. Then on H pmqθ we have
(12.3) P ´ λ “ P ´ λ0 ´ pλ´ λ0q “ ´pλ´ λ0q
“
T0 ´ pλ´ λ0q´1
‰ pP ´ λ0q.
As P ´λ0 is a bijection of H pmqθ onto Hθ, we deduce that P ´λ is a bijection of H pmqθ onto Hθ if
and only if T0´pλ´λ0q´1 is a bijection of Hθ onto itself. Combining this with Lemma 12.7 shows
that λÑ pλ´ λ0q´1 induces a bijection from SppP q onto SppT0qz0. Thus, SppP q is a discrete set
with no limit points. Moreover, if λ P SppP q, then it follows from (12.3) that we have
kerpP ´ λq “ pP ´ λ0q´1
`
ker
“
T0 ´ pλ´ λ0q´1
‰˘ » ker “T0 ´ pλ´ λ0q´1‰ .
Therefore, we see that λ is an eigenvalue with finite multiplicity. The proof is complete. 
Proposition 12.11. Suppose that P is normal and SppP q ‰ C (e.g., P is selfadjoint).
(1) We have the following orthogonal decomposition,
Hθ “
à
λPSppP q
kerpP ´ λq.
(2) There is an orthonormal basis peℓqℓě0 of Hθ such that each eℓ P Aθ and Peℓ “ λℓeℓ with
|λℓ| Ñ 8 as ℓÑ8.
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Proof. We know by Corollary 12.3 and Proposition 12.10 that, for every λ P SppP q, the eigenspace
kerpP ´ λq is a finite dimensional subspace of Aθ. Let λ0 P Cz SppP q, and set T0 “ pP ´ λ0q´1.
We know that T0 P L pHθ,H pmqθ q. Moreover, by (12.3) for λ ‰ λ0 we have
P ´ λ “ ´pλ´ λ0qpP ´ λ0q
“
T0 ´ pλ´ λ0q´1
‰
.
As pP ´ λ0q is one-to-one we deduce that kerrT0 ´ pλ ´ λ0q´1s “ kerpP ´ λq. Note that T ˚0 “
pP˚ ´ λ0q´1. As P ´ λ0 is a normal operator, we see that T0 is a normal compact operator on
Hθ. Thus, it diagonalizes in an orthonormal basis. As T0 is one-to-one, we obtain an orthogonal
decomposition,
Hθ “
à
µPSppT0q
kerpT0 ´ µq “
à
λPSppP q
kerpP ´ λq.
The above orthogonal splitting implies that there is an orthonormal basis peℓqℓě0 of Hθ such
that eℓ P Aθ and Peℓ “ λℓeℓ. We observe that, as each eigenspace kerpP ´λq has finite dimension,
each eigenvalue of P is repeated at most finitely many times in the sequence pλℓqℓě0. Thus, any
accumulation point of this sequence would be an accumulation point of SppP q. As SppP q has no
accumulation points, we deduce that the sequence pλℓqℓě0 has no accumulation points. It then
follows that |λℓ| Ñ 8 as ℓÑ8. The proof is complete. 
Remark 12.12. We refer to [63] for an example of normal elliptic operator whose spectrum is C.
13. Trace-Class and Schatten-Classes Properties of ΨDOs
In this section, we look at the trace-class and Schatten-classes properties of ΨDOs on noncom-
mutative tori.
13.1. Schatten classes. In this subsection we briefly review the construction of the Schatten
classes L p, p ě 1, and their interpolated ideals L pp,8q. We refer to the monographs [30, 50, 64]
for more detailed accounts on operator ideals, including Schatten ideals and their interpolated
spaces.
In what follows we denote by K the closed two-sided ideal of compact operators on Hθ. Given
any T P K , for k “ 0, 1, . . . we denote by µkpT q its pk ` 1q-th characteristic value, i.e., the
pk` 1q-th eigenvalue of the absolute value |T | “ ?T ˚T . Recall that by the min-max principle we
have
µkpT q “ inf
 ››T|EK ›› ; dimE “ k( .
We then have the following properties:
µkpT q “ µkpT ˚q “ µkp|T |q,
µkpλT q “ |λ|µkpT q, λ P C,
µkpATBq ď }A}µkpT q}B}, A,B P L pHθq,(13.1)
µkpU˚TUq “ µkpT q, U P L pHθq, U unitary.
In addition, for N “ 1, 2, . . . set
σN pT q “
ÿ
kăN
µkpT q.
We have the following sub-additivity property,
σN pS ` T q ď σN pSq ` σN pT q, S, T P K .
The trace-class L 1 consists of operators T P K such that
}T }1 :“
ÿ
kě0
µkpT q ă 8.
This is a two-sided ideal on which } ¨ }1 defines a Banach norm. If T P K is positive or trace-class,
then its trace is defined by
TracepT q “
ÿ
kě0
pTξk|ξkq ,
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where pξkqkě0 is any orthonormal basis of Hθ. In particular, we have
Tracep|T |q “
ÿ
kě0
µkpT q “ }T }1 for all T P K .
For p ą 1 the Schatten class L p consists of operators T P K such that
Trace p|T |pq “
ÿ
kě0
µkpT qp ă 8.
Let p1 be such that 1
p
` 1
p1
“ 1. It can be shown that, for all T P K , we have
Trace p|T |pq 1p “ sup
!
|TracepST q| ; Trace
´
|S|p1
¯
ď 1
)
.
The Schatten class L p is a two-sided ideal of L pHθq and a Banach space with respect to the
norm,
}T }p “ Trace p|T |pq
1
p “
ˆÿ
kě0
µkpT qp
˙ 1
p
, T P L p.
In fact, it follows from (13.1) that for p ě 1 the norm } ¨ }p is actually a Banach ideal norm, i.e.,
}ATB}p ď }A}}T }p}B} for all T P L p and A,B P L pHθq.
The ideal L pp,8q, p ě 1, is obtained by interpolating L p and L8 “ K . For p ą 1, it consists
of operators T P K such that
σN pT q “ O
´
N1´
1
p
¯
as N Ñ8.
This is a Banach ideal with respect to the norm,
}T }pp,8q “ sup
Ně1
σN pT q
N1´
1
p
, T P L pp,8q.
For p “ 1 the ideal L p1,8q consists of operators T P K such that
σN pT q “ O plogNq as N Ñ8.
This is a Banach ideal with respect to the norm,
}T }p1,8q “ sup
Ně2
σN pT q
logN
, T P L p1,8q.
In particular, L p1,8q is the natural domain of the Dixmier trace [16] (see also [8, 50]). Recall that
this trace plays the role of the integral in the framework of the quantized calculus of Connes [8].
Lemma 13.1. If p ą 1, then
L
pp,8q “
!
T P K ; µkpT q “ O
´
k´
1
p
¯)
.
When p “ 1 we have a strict inclusion,
L
p1,8q Ľ  T P K ; µkpT q “ O `k´1˘( .
Remark 13.2. Set L p` :“ tT P K ; µkpT q “ Opk´ 1p qu, p ě 1. It is immediate that L p` Ă
L pp,8q. For p ą 1 the converse inclusion is a consequence of the inequalities,
(13.2) µkpT q ď 1
k
σkpT q ď }T }pp,8qk´
1
p .
When p “ 1 there are operators in L p1,8q that are not in L 1` (see, e.g., [32]).
Lemma 13.3. Let p ě 1 and q ą p. Then we have continuous inclusions,
L
p Ă L pp,8q Ă L q.
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Remark 13.4. Let p ą 1. The inclusion of L p into L pp,8q and its continuity are consequences of
the Ho¨lder inequality,
σN pT q “
ÿ
kăN
µkpT q ď
˜ ÿ
kăN
1
¸1´ 1
p
˜ ÿ
kăN
µkpT qp
¸ 1
p
ď N1´ 1p }T }p.
Moreover, if q ą p, then (13.2) implies that L pp,8q Ă L q and this inclusion is continuous.
Remark 13.5. Suppose that p “ 1. The fact that there is a continuous inclusion of L 1 into L p1,8q
is a consequence of the obvious inequality,
plogNq´1σN pT q ď plog 2q´1}T }1, N ě 2.
Moreover, if T P L p1,8q and q ą 1, then in the same way as in (13.2) we have
µkpT qq ď
`
k´1σkpT q
˘q ď }T }qp1,8qpk´1 log kqq.
As
řpk´1 log kqq ă 8, we deduce that T P L q and we have a continuous inclusion of L p1,8q into
L q.
13.2. Schatten-classes properties of ΨDOs. Let us now look at the Schatten-classes properties
of ΨDOs on Aθ. They are consequences of the following lemma.
Lemma 13.6. Let ρpξq P SmpRn;Aθq, m ă 0. Then, we have
(13.3) µkpPρq “ O
`
k
m
n
˘
as k Ñ 8.
Proof. It follows from (5.2) that the Laplacian ∆ “ δ21`¨ ¨ ¨`δ2n is isospectral to the flat Laplacian
on the ordinary torus Tn “ Rn{2πZn. Thus, if we let 0 “ λ0p∆q ď λ1p∆q ď ¨ ¨ ¨ be the eigenvalues
of ∆ counted with multiplicity, then by Weyl’s law, as k Ñ8, we have
λkp∆q „
`
c´1k
˘ 2
n , where c “ π n2 Γ
´n
2
` 1
¯´1
.
As m ă 0 and the eigenvalues of Λm “ p1`∆qm2 are p1` λkp∆qqm2 we see that
(13.4) µk pΛmq “ p1` λkp∆qqm2 “ O
`
k
m
n
˘
as k Ñ8.
Bearing this in mind, we have PρΛ
´m “ Pσ, where σ “ ρ7xξy´m is a symbol of order 0, and so
PρΛ
´m is bounded on Hθ. Therefore, using (13.1) we get
µkpPρq “ µk
`pPρΛ´mqΛm˘ ď ››PρΛ´m››µk pΛmq .
Combining this with (13.4) then shows that µkpPρq “ Opkmn q as k Ñ8, proving the lemma. 
Remark 13.7. In the language of the quantized calculus of Connes [8], the estimate (13.3) means
that Pρ is an infinitesimal operator of order ď |m|n .
Proposition 13.8. Let m P r´n, 0q, and set p “ n|m|´1.
(1) For every symbol ρpξq P SmpRn;Aθq, the operator Pρ is in the class L pp,8q.
(2) We have a continuous linear map ρÑ Pρ from SmpRn;Aθq to L pp,8q.
Proof. It immediately follows from Lemma 13.6 that, for every symbol ρpξq P SmpRn;Aθq, the
operator Pρ is in the class L
pp,8q. We thus have a linear map from SmpRn;Aθq to L pp,8q.
Its graph is closed since we know by Proposition 10.1 that this map is continuous with respect
to the topology on L pp,8q induced by that of L pHθq. As SmpRn;Aθq and L pp,8q are Fre´chet
spaces, the closed graph theorem then ensures us that we have a continuous map with respect the
} ¨ }pp,8q-norm. The proof is complete. 
Remark 13.9. In dimension n “ 2 it was shown by Fathizadeh-Khalkhali [26] that any classical
ΨDO of order ´2 is in the class L p1,8q. Thus, Proposition 13.8 can be seen as a generalization
of Fathizadeh-Khalkhali’s result.
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Remark 13.10. For m “ ´n Proposition 13.8 implies that any ΨDO of order ď ´n is in the
domain of the Dixmier trace. When n “ 2 we refer to [26] for a computation of the Dixmier trace
of ΨDOs on noncommutative 2-tori.
Combining Proposition 13.8 with the continuity of the inclusion of L pp,8q into L q, q ą p, we
immediately arrive at the following result.
Corollary 13.11. Let m P r´n, 0q and q ą n|m|´1.
(1) For every symbol ρpξq P SmpRn;Aθq, the operator Pρ is in the Schatten class L q.
(2) We have a continuous linear map ρÑ Pρ from SmpRn;Aθq to L q.
Remark 13.12. More generally, let I be a Banach ideal of L pHθq or even a quasi-Banach ideal.
By arguing along the same lines as in the proof of Proposition 13.8 it can be shown that, if Λm P I
for some m ă 0, then Pρ P I for all ρ P SmpRn;Aθq, and this provides us with a linear map from
S
mpRn;Aθq to I . In particular, this allows us to extend Proposition 13.8 and Corollary 13.11 to
standard symbols of order m ă ´n. In that case the results are stated in terms of the Schatten
classes L q and weak Schatten classes L pp,8q with 0 ă p ă q ă 1, where p “ n|m|´1. We refer
to [37, 52, 68] and the references therein for background on quasi-Banach ideals.
13.3. Trace-class ΨDOs. Let us now focus on the trace-class properties of ΨDOs on noncom-
mutative tori.
Proposition 13.13. Let m P p´8,´nq.
(1) For every ρpξq P SmpRn;Aθq, the operator Pρ is trace-class.
(2) We have a continuous linear map ρÑ Pρ from SmpRn;Aθq to L 1.
(3) For every ρpξq P SmpRn;Aθq, we have
(13.5) TracepPρq “
ÿ
kPZn
τ rρpkqs .
Proof. The first part is an immediate consequence of Lemma 13.6. The 2nd part can be proved
by arguing as in the proof of Proposition 13.8. It then remains to prove the trace formula (13.5).
Let ρpξq P SmpRn;Aθq. As pUkqkPZn is an orthonormal basis of Hθ, we have
(13.6) TracepPρq “
ÿ
kPZn
`
PρpUkq|Uk
˘ “ ÿ
kPZn
τ
“
PρpUkqpUkq˚
‰
.
As we know by Proposition 5.8 that PρU
k “ ρpkqUk, we get
τ
“
PρpUkqpUkq˚
‰ “ τ “ρpkqUkpUkq˚‰ “ τ “ρpkqUkpUkq´1‰ “ τ rρpkqs .
Combining this with (13.6) gives the trace-formula (13.5). The proof is complete. 
It has been inferred by some authors (see [11, 21]) that if ρpξq P SmpRn;Aθq, m ă ´n, then
the trace of Pρ is given by
(13.7) TracepPρq “
ż
Rn
τ rρpξqs dξ.
At first glance, the above formula is not consistent with (13.5). The latter is the correct formula.
However, as we shall now see, some form of (13.7) still holds.
Lemma 13.14 ([62, Lemma 4.5.1]). There exists a function φpξq P S pRnq such that
(i) φp0q “ 1 and φpkq “ 0 for all k P Znz0.
(ii) For every multi-order α, there is φαpξq P S pRnq such that Bαξ φpξq “ ∆
α
φαpξq.
(iii)
ş
φpξqdξ “ 1.
Remark 13.15. We have denoted by ∆
α
the finite-difference operator p∆1qα1 ¨ ¨ ¨ p∆nqαn , where
the operator ∆i : C
8pRn;Aθq Ñ C8pRn;Aθq is given by
∆iupξq “ upξq ´ upξ ´ eiq, u P C8pRn;Aθq.
Here pe1, . . . , enq is the canonical basis of Rn.
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Remark 13.16. The idea of Lemma 13.14 is due to Yves Meyer (see [15, page 4]).
Remark 13.17. Our convention for the Fourier transform differs from that in [62]. We get a function
φpξq satisfying the properties (i)–(ii) of Lemma 13.14 as the Fourier transform φpξq “ θˆpξq, where
θpxq “ θ1px1q ¨ ¨ ¨ θ1pxnq and θ1ptq is a smooth even function on R with support in p´2π, 2πq
such that θ1ptq ` θ1p2π ´ tq “ p2πq´1 on r0, 2πs. Note this implies that θ1p0q “ p2πq´1, and so
θp0q “ p2πq´n. As observed in [44] this yields the property (iii), since we haveż
φpξqdξ “ p2πqnφˇp0q “ p2πqn`θˆ˘_p0q “ p2πqnθp0q “ 1.
Given ρpξq P SmpRn;Aθq, we define the map ρ˜ : Rn Ñ Aθ by
(13.8) ρ˜pξq “
ÿ
kPZn
φpξ ´ kqρpkq, ξ P Rn.
where φpξq P S pRnq satisfies the properties (i)–(iii) of Lemma 13.14.
Lemma 13.18 (see also [44]). The following holds.
(i) ρ˜pξq is a symbol in SmpRn;Aθq that agrees with ρpξq on Zn.
(ii) The difference ρ˜pξq ´ ρpξq is contained in S pRn;Aθq.
(iii) If ρpξq P SqpRn;Aθq, q P C, then ρ˜pξq P SqpRn;Aθq and has the same homogeneous
components as ρpξq.
(iv) If m ă ´n, then ş ρ˜pξqdξ “ řkPZn ρpkq.
Proof. The part (i) is a consequence of the results of Section 6 of Part I on the relationship between
toroidal symbols and standard symbols. We refer to Part I and [44] for the precise definition of
the classes of toroidal symbols SµpZn;Aθq, µ P R. They are discrete versions of the symbol classes
SµpRn;Aθq, µ P R. Thus, if σpξq P SµpRn;Aθq, then the sequence pσpkqqkPZn is a toroidal symbol
in SµpZn;Aθq (see Part I). In particular, the sequence pρpkqqkPZn is contained in SmpZn;Aθq.
As shown in Part I, if pρkqkPZn P SmpZn;Aθq, then
ř
kPZn φpξ´ kqρk is a symbol in SmpRn;Aθq
that agrees with the ρk on Z
n (see also [44, 62]). Applying this construction to ρk “ ρpkq, k P Zn,
shows that ρ˜pξq is a symbol in SmpRn;Aθq. Moreover, it is not difficult to check that ρ˜ and ρ
agree on Zn. Indeed, let k P Zn, then by using the the property (i) of Lemma 13.14 we get
ρ˜pkq “
ÿ
ℓPZn
φpk ´ ℓqρpℓq “
ÿ
ℓPZn
δℓ,kρpℓq “ ρpkq.
As the symbols ρ˜pξq and ρpξq agree on Zn, it follows from Proposition 5.12 that they differ by
a symbol in S pRn;Aθq. In particular, if ρpξq is a classical symbol in SqpRn;Aθq, q P C, then ρ˜ is
in SqpRn;Aθq as well and it has the same homogeneous components as ρpξq.
It remains to prove (iv). Suppose thatm ă ´n. As δαρpkq “ Op|k|mq as |k| Ñ 8 for all α P Nn0 ,
we see that the series
ř
kPZn φpξ´kqρpkq converges in L1pRn;Aθq (cf. Part I, Appendix B). Recall
also that the property (iii) of Lemma 13.14 asserts that
ş
φpξqdξ “ 1. Thus,ż
ρ˜pξqdξ “
ÿ
kPZn
ż
φpξ ´ kqρpkqdξ “
ÿ
kPZn
ˆż
φpξqdξ
˙
ρpkq “
ÿ
kPZn
ρpkq.
This gives (iv). The proof is complete. 
Definition 13.19. We say that a symbol ρpξq P SmpRn;Aθq is normalized whenż
ρpξqdξ “
ÿ
kPZn
ρpkq.
Lemma 13.20. Any P P ΨqpAθq, ℜq ă ´n, admits a normalized symbol.
Proof. Let P P ΨqpAθq, ℜq ă ´n. Then P “ Pρ for some symbol ρpξq P SqpRn;Aθq. If ρpξq is
not normalized, then by Lemma 13.18 the map ρ˜pξq given by (13.8) is a normalized symbol in
SqpRn;Aθq that agrees with ρpξq on Zn. In particular, by Corollary 5.10 we have Pρ˜ “ Pρ “ P .
This proves the result. 
We are now in a position to state the correct version of the integral formula (13.7).
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Proposition 13.21. Let P P ΨqpAθq, ℜq ă ´n. Then
TracepP q “
ż
Rn
τ
“
ρpξq‰dξ,
where ρpξq P SqpRn;Aθq is any normalized symbol of P .
Proof. Let ρpξq P SqpRn;Aθq be a normalized symbol of P ; such a symbol exists by Lemma 13.18.
Here P “ Pρ and ρpξq P SmpRn;Aθq, with m “ ℜpqq ă ´n. Therefore, by Proposition 13.13 we
have
(13.9) TracepP q “ TracepPρq “
ÿ
kPZn
τ rρpkqs .
As ρpξq is a normalized symbol, we have řkPZn ρpkq “ ş ρpξqdξ. Moreover, the fact that ρpξq is
a symbol of order m ă ´n ensures us that the series řkPZn ρpkq and the integral ş ρpξqdξ converge
absolutely in Aθ. Combining this with the continuity of τ on Aθ then givesÿ
kPZn
τ
“
ρpkq‰ “ τ ˜ ÿ
kPZn
ρpkq
¸
“ τ
ˆż
ρpξqdξ
˙
“
ż
τ
“
ρpξq‰dξ.
Combining this with (13.9) proves the result. 
Remark 13.22. More generally, for any standard symbol ρpξq P SmpRn;Aθq, m ă ´n, we have
TracepPρq “
ż
Rn
τ
“
ρ˜pξq‰dξ,
where ρ˜pξq P SmpRn;Aθq is any normalized symbol that agrees with ρpξq on Zn.
Remark 13.23. We refer to [42, 43] for a trace formula for pseudodifferential operators on Heisen-
berg modules over noncommutative tori.
Appendix A. Proofs of Proposition 9.8 and Proposition 9.10
In this appendix, we include proofs of Proposition 9.8 and Proposition 9.10.
Proof of Proposition 9.8. The proof is similar to the proof for the Sobolev spaces of Rn. We first
deal with the case s “ 0. We know that, given any u, v P Aθ, we have xu, vy “ pv|u˚q. Thanks
to the density of Aθ in A
1
θ and Hθ the equality continues to hold when u P Hθ. In fact, if we let
Φ : Hθ Ñ H 1θ be the Riesz isomorphism, then, for all u P Hθ and v P Aθ, we have
(A.1) xu, vy “ pv|u˚q “ xΦpu˚q, vy .
Therefore, we see that xu, ¨y uniquely extends to a continuous linear form on Hθ, and so we obtain
a linear map Hθ Q u Ñ xu, ¨y P H 1θ . In fact, as (A.1) shows, this map is just the composition of
Φ with the involution u Ñ u˚ of Hθ. As these maps are isometric anti-linear isomorphisms we
deduce that we have obtained an isometric (linear) isomorphism Φ˜ : Hθ Ñ H 1θ .
Suppose that s ‰ 0. Given any u P H p´sqθ and v P Aθ, by Lemma 9.5 we have
xu, vy “ @Λ´su,ΛsvD “ AΦ˜ ˝ Λ´spuq,ΛsvE “ ApΛsqt ˝ Φ˜ ˝ Λ´spuq, vE ,
where pΛsqt : H 1θ Ñ H psqθ
1
is the transpose of the operator Λs : H
psq
θ Ñ Hθ. As pΛsqt˝Φ˜˝Λ´spuq P
H
psq
θ
1
we see that xu, ¨y uniquely extends to a continuous linear form on H psqθ . We thus obtain
a linear map from H
p´sq
θ to H
psq
θ
1
. This map is precisely the composition pΛsqt ˝ Φ˜ ˝ Λ´s, and
so this is a unitary operator, since all three maps pΛsqt, Φ˜, and Λ´s are unitary operators. The
proof is complete. 
Proof of Proposition 9.10. We know that Aθ Ă H psqθ for all s P R. Conversely, let u “
ř
ukU
k
be in every H
psq
θ , s P R. This means that
řp1 ` |k|2qs|uk|2 ă 8 for all s P R. In particular, the
sequence pp1` |k|qNukqkPZn is bounded for every N ě 0. This means that pukqkPZn P S pZnq, and
hence u P Aθ. Therefore, we see that Aθ “
Ş
sPR H
psq
θ .
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Let α P Nn0 and u “
ř
ukU
k P Aθ. As δαpuq “
ř
kαukU
k, we have
}δαpuq} ď
ÿ
kPZn
|kαuk| }Uk} “
ÿ
kPZn
|kαuk| .
Let m ą n
2
. Then we have
}δαpuq}2 ď
ˆ ÿ
kPZn
`
1` |k|2˘´m˙ˆ ÿ
kPZn
`
1` |k|2˘m k2α|uk|2˙
ď
ˆ ÿ
kPZn
`
1` |k|2˘´m˙ˆ ÿ
kPZn
`
1` |k|2˘m`|α| |uk|2˙.
Combining this with (9.4) we see there is a constant Cm ą 0 such that
(A.2) }δαpuq} ď Cm}u}m`|α| for all u P Aθ.
Let s P R and N P N be such that N ě s. We observe that }u} “ sup}v}0ď1 }uv}0 ě }u1}0 “
}u}0. Applying this to δαpuq, |α| ď N , we get
}δαpuq}2 ě }δαpuq}20 “
ÿ
kPZn
k2α|uk|2.
Combining this with the inequality p1` |k|2qN ď pn` 1qN sup|α|ďN k2α, we deduce that
}u}2N “
ÿ
kPZn
`
1` |k|2˘N2 |uk|2 ď pn` 1qN sup
|α|ďN
}δαpuq}2.
As }u}s ď }u}N we deduce that
}u}s ď pn` 1qN2 sup
|α|ďN
}δαpuq} for all u P Aθ.
This estimate and the estimate (A.2) show that the Sobolev norms p} ¨ }sqsPR and the semi-norms
uÑ }δαpuq}, α P Nn0 , are equivalent semi-norm families, and so they generate the same topology.
This proves the 2nd part of Proposition 9.10.
By definition the Sobolev spaces H
psq
θ , s P R, are subspaces of A 1θ . Conversely, let u P A 1θ . As
the topology of Aθ is generated by the Sobolev norms } ¨ }s, s P R, there is s P R and Cs ą 0 such
that
| xu, vy | ď C}v}´s @v P Aθ.
By Corollary 9.9 this means that u P H psqθ . Therefore, we see that A 1θ “
Ť
sPR H
psq
θ . This
completes the proof of the first part of Proposition 9.10.
It remains to prove the 3rd part of Proposition 9.10. Let us denote by T the strongest locally
convex topology on A 1θ with respect to which the inclusion of H
psq
θ into A
1
θ is continuous for every
s P R. A basis of neighborhoods of the origin for T consists of all convex balanced sets U Ă A 1θ
such that U X H psqθ is a neighborhood of the origin in H psqθ for every s P R. We have to show
that T agrees with the strong topology of A 1θ . Recall that the strong topology is generated by
the semi-norms,
(A.3) qBpuq “ sup
vPB
| xu, vy |, B Ă Aθ bounded.
Given s P R, let B be a bounded subset of Aθ. As } ¨ }´s is a continuous norm on Aθ, there is
C ą 0 such that }v}´s ď C for all v P B. Using (A.3) we see that, for every u P H psqθ , we have
qBpuq ď sup
}v}´sďC
| xu, vy | ď C sup
}v}´sď1
| xu, vy | “ C}u}s.
This shows that the inclusion of H
psq
θ into A
1
θ is continuous for every s P R. It then follows that
the topology T is stronger than the strong topology.
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Conversely, let us denote by Aˆ 1θ the space A
1
θ equipped with the T -topology. In addition, let B
be the closed unit ball for some continuous semi-norm on Aˆ 1θ , i.e., B is a closed balanced convex
neighborhood of the origin in Aˆ 1θ . Set
B “ tu P Aθ; | xv, uy | ď 1 @v P Bu .
Let s P R. As B X H p´sqθ is a neighborhood of the origin in H p´sqθ , there is ǫ ą 0 such that
B X H p´sqθ Ą tu P H p´sqθ ; }u}´s ď ǫu. Combining this with (9.5) we deduce that, for all u P B,
we have
}u}s “ sup
}v}´sď1
|xu, vy| “ ǫ´1 sup
}v}´sďǫ
|xv, uy| ď ǫ´1 sup
vPBXH p´sq
θ
|xv, uy| ď ǫ´1.
Therefore, we see that B is bounded with respect to all the Sobolev norms } ¨ }s, s P R. As
these norms generate the topology of Aθ, it then follows that B is a bounded set of Aθ. Let
qB : A
1
θ Ñ r0,8q be the semi-norm (A.3) associated with B. As B is a bounded set of Aθ this
semi-norm is continuous with respect to the strong topology. Let BqB p0, 1q be its closed unit ball.
Note that
(A.4) BqB p0, 1q “
 
v P A 1θ ; qBpvq ď 1
( “  v P A 1θ ; | xv, uy | ď 1 @u P B( .
As we shall now see, there is a natural identification between Aθ and the topological dual pAˆ 1θq1.
Given any u P Aθ, the set tv P A 1θ ; | xv, uy | ă 1u is an open set of the strong topology, and so
this is an open set of Aˆ 1θ since the topology T is stronger than the strong topology. Therefore,
the evaluation map v Ñ xv, uy is a continuous linear form on Aˆ 1θ . This gives rise to a linear map
ιˆ : Aθ Ñ pAˆ 1θq1. Furthermore, this map is one-to-one, since xu˚, uy “ pu|uq “ }u}20 ‰ 0 for all
u P Aθz0.
Claim. The linear map ιˆ : Aθ Ñ pAˆ 1θ q1 is onto.
Proof of the Claim. Let ϕ P pAˆ 1θ q1. As the inclusion of Hθ into Aˆ 1θ is continuous, the restriction
of ϕ to Hθ defines a continuous linear form on Hθ. Thus, by Proposition 9.8 there is u P Hθ such
that xϕ, vy “ xv, uy for all v P Hθ. More generally, given any s ą 0, there is upsq P H psqθ such that
xϕ, vy “ @v, upsqD for all v P H p´sqθ . We then have @v, upsqD “ xv, uy for all v P Hθ, which implies
that u “ upsq. Therefore, we see that u is contained in every Sobolev space H psqθ , s ě 0. The first
part of Proposition 9.10 then implies that u P Aθ.
Let v P A 1θ . The first part of Proposition 9.10 also implies there is s ą 0 such that v P H p´sqθ ,
and hence xϕ, vy “ @v, upsqD “ xv, uy. It then follows that ϕ “ ιˆpuq, and so ιˆ is onto. This proves
the claim. 
Bearing all this in mind, let B^ be the polar of B in pAˆ 1θq1, i.e.,
B
^ “
"
ϕ P
´
Aˆ
1
θ
¯1
; |xϕ, vy| ď 1 @v P B
*
.
We observe that ιˆ´1pB^q “ tu P Aθ; |xv, uy| ď 1 @v P Bu “ B. Thus, by using (A.4) we see that
the bipolar set pB^q_ of B is equal to 
v P A 1θ ; |xϕ, vy| ď 1 @ϕ P B^
( “  v P A 1θ ; |xv, uy| ď 1 @u P B( “ BqB p0, 1q.
In addition, the bipolar theorem ensures us that pB^q_ is the closed convex balanced hull of B
(see, e.g., [12]). As B is a closed convex balanced set, we see that B “ pB^q_ “ BqB p0, 1q. In
particular, B is a neighborhood of the origin with respect to the strong topology. As the closed
unit balls of T -continuous semi-norms form a basis of neighborhoods of the origin in Aˆ 1θ , it then
follows that the strong topology is stronger than the topology T . As the latter is stronger than the
former, we conclude that these topologies agree. This completes the proof of Proposition 9.10. 
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Remark A.1. The estimate (A.2) was proved in [66] (see also [69]). As mentioned, e.g., in Part I,
the algebra A
pNq
θ , N ě 0, in (2.5) is a Banach algebra with respect to the norm,
~u~N “ sup
|β|ďN
}δβpuq}, u P ApNqθ .
The estimate (A.2) then implies that for s ą n
2
`N we have a continuous embedding of H psqθ into
A
pNq
θ (see [66]; see also [69]). In particular, we have a continuous embedding of H
psq
θ into Aθ for
all s ą n
2
.
Remark A.2. The 3rd part of Proposition 9.10 can be also deduced from Proposition 9.8 and the
2nd part by using the general duality between projective limits of Banach spaces and inductive
limits of their duals (see, e.g, [40, Theorem 11]).
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