Abstract. We show that the class of C-hereditarily conjugacy separable groups is closed under taking arbitrary graph products whenever the class C is an extension closed variety of finite groups. As a consequence we show that the class of C-conjugacy separable groups is closed under taking graph products. In particular, we show that right angled Coxeter groups are hereditarily conjugacy separable and 2-hereditarily conjugacy separable, and we show that infinitely generated right angled Artin groups are hereditarily conjugacy separable and p-hereditarily conjugacy separable for every prime number p.
Introduction
Let G be a group. We say that G is residually finite (RF) if for every non-trivial element g ∈ G there exists a a finite group F and a group homomorphism φ : G → F such that φ(g) = 1 in F . We say that the group G is conjugacy separable (CS) if for every pair of elements f, g ∈ G such that f is not conjugate to g in G there is a finite group F and a homomorphism φ : G → F such that φ(f ) is not conjugate to φ(g) in F .
In this paper we will be dealing with conjugacy separability and its various generalisations.
1.1. Motivation. We quickly list some applications of residual finiteness and conjugacy separability. Mal'cev proved in [16] that finitely presented residually finite groups have solvable word problem. Similarly in [21] Mostowski showed that finitely presented conjugacy separable groups have solvable conjugacy problem. Residual finiteness and conjugacy separability also give us information about properties of groups of (outer) automorphisms. In [3] Baumslag gave a proof that if G is a finitely generated residually finite group then Aut(G) is residually finite. Let G be a group; we say that automorphism φ ∈ Aut(G) is pointwise inner if φ(g) is conjugate to g for all g ∈ G. In [11] Grossman showed that if G is a finitely generated conjugacy separable group such that every pointwise inner automorphism of G is inner then Out(G) is residually finite.
The following classes of groups are known to be conjugacy separable: virtually free groups (Dyer [8] ), virtually polycyclic groups (Formanek [9] , Remeslennikov [23] ), virtually surface groups (Martino [17] ), limit groups (Chagas and Zalesskii [7] ), right angled Artin groups (Minasyan [19] ), even Coxeter groups whose diagram does not contain (4, 4, 2)-triangles (Caprace and Minasyan [5] ), finitely presented residually free groups (Chagas and Zalesskii [6] ), one-relator groups with torsion (Minasyan and Zalesskii [20] ) and fundamental groups of compact orientable 3-manifolds (Hamilton, Wilton and Zalesskii [13] ).
Conjugacy separability is similar to residual finiteness but is much stronger. Clearly every CS group is RF: an element g is conjugate to 1 if and only if g is trivial, thus if g ∈ G \ {1} and G is CS then there is a finite group F and a homomorphism φ : G → F such that φ(g) is not conjugate to 1 in F , i.e. φ(g) is non-trivial. However, the implication in the opposite direction does not hold. Perhaps the easiest example of a RF group which is not CS was given by Stebe in [26] and independently by Remeslenikov in [22] when they proved that SL 3 (Z) is not CS.
It is easy to see that being residually finite is a hereditary property: if a group G is RF then every H ≤ G is residually finite as well. Unlike residual finiteness, conjugacy separability does not behave well with respect to subgroups, not even of finite index. In [18] Martino and Minasyan showed that for every integer m ≥ 2 there exists a finitely presented conjugacy separable group T that contains a subgroup S ≤ T such that |T : S| = m and S is not CS. We say that a group G is hereditarily conjugacy separable (HCS) if G is conjugacy separable and if H ≤ G is of finite index in G then H is CS as well.
Let C be a class of finite groups (we will always assume that classes of finite groups are closed under isomorphisms) and let G be a group. We say that G is residually-C if for every non-trivial g ∈ G there is a group F ∈ C and a homomorphism φ : G → F such that φ(g) is non-trivial in F . Similarly, we say that G is C-conjugacy separable (C-CS) if for every tuple f, g ∈ G such that f is not conjugate to g in G there is a group F ∈ C and a homomorphism φ : G → F such that φ(f ) is not conjugate to φ(g) in F . We say that G is C-hereditarily conjugacy separable (C-HCS) if it is C-CS and every subgroup H ≤ G, open in pro-C topology, is C-CS (H is open in pro-C topology if and only if there is K G such that K ≤ H and G/K ∈ C -see Section 2). If the class C satisfies certain closure properties we can equip the group G with the so called pro-C topology and use basic terminology and methods from point-set topology to significantly simplify our proofs. Basic properties of pro-C topologies on groups, their connection to closure properties of the class C and definitions of residually-C, C-CS and C-HCS groups in terms of pro-C topologies are given in Section 2.
We say that a class of finite groups C is an extension closed variety of finite groups if it is closed under taking subgroups, direct products, quotients and extensions. The most common examples of extension closed varieties of finite groups would be the class of all finite p-groups, where p is a prime number, the class of all finite soluble groups or the class of all finite groups.
In this paper we study the behaviour of C-(hereditary) conjugacy separability under group constructions, where the class C is an extension closed variety of finite groups. It is easy to see that a direct product of C-CS groups is again a conjugacy separable group, similarly for hereditary conjugacy separability. It was proved by Stebe in [27] and independently by Remeslennikov in [22] that the class of conjugacy separable groups is closed under taking free products and using this result one can show that a free product of HCS groups is again an HCS group. In his paper [30] Toinet proved a specialised version of Dyer's theorem: free-by-(finite p) groups are p-CS. This result was generalised by Ribes and Zalesskii in [29] : finitely generated free-by-C groups are C-CS whenever C is an extension closed variety of finite groups. Using the result of Ribes and Zalesskii one could easily generalise the result of Stebe and Remeslennikov to C-CS and C-HCS groups. Our aim is to show that the property of being C-(H)CS is stable under graph products.
1.2. Statement of the results. By a graph we will always mean a simplicial graph: i.e. graph Γ is a tuple (V Γ, EΓ), where V Γ is a set and EΓ ⊆ V Γ 2 . We call V Γ the set of vertices of Γ and EΓ the set of edges of Γ.
Let Γ be a graph and let G = {G v |v ∈ V Γ} be a family of groups indexed by the vertices of Γ. The graph product ΓG is the quotient of the free product * v∈V Γ G v obtained by adding all the relations of the form
Clearly if Γ is a complete graph then ΓG is equal to the direct product v∈V Γ G v and if Γ is the totally disconnected graph, meaning that EΓ = ∅, the resulting graph product is equal to the free product * v∈V Γ G v . We say that the group ΓG is a finite graph product if the corresponding graph Γ is finite. Note that we will always assume that the vertex groups are non-trivial, i.e. G v = {1} for all v ∈ V Γ. If G v = Z, the additive group of integers, for all v ∈ V Γ, then we are talking about right angled Artin groups (RAAGs), and if G v = C 2 , the cyclic group of order 2, we are talking about right angled Coxeter groups (RACGs). In a way, RAAGs sit between free groups and free abelian groups. Since both free abelian groups and free groups are CS it is natural to ask whether RAAGs are CS as well. The positive answer to this question was given by Minasyan in [19] , where he proved that finitely generated RAAGs are HCS. Toinet modified Minasyan's proof and showed that finitely generated RAAGs are p-HCS for every prime number p.
Minasyan's proof uses the fact that special HNN-extensions of finite groups are freeby-finite and hence by Dyer's result they are HCS. Similarly Toinet uses the the fact that special HNN-extensions of finite p-groups are free-by-(finite p) and hence by [30, Theorem 4 .2] they are p-HCS. We use the result of Ribes and Zalesskii to prove the following generalisation of results of Minasyan and Toinet. Theorem 1.1. Assume that C is an extension closed variety of finite groups. Then the class of C-HCS groups is closed under taking finite graph products.
The main idea of the proof of Theorem 1.1 is to use induction on the number of vertices of the graph Γ: describe our graph product in a suitable way as an amalgamated free product of its full subgroups (see Section 3, Subsection 3.1), which are graph products with smaller numbers of vertices, and use the induction hypothesis. That is why in Section 5 we develop the theory of special amalgams to obtain criteria for conjugacy solely in terms of its factors in order to be able to adapt methods used in [19] . In order to have control over conjugacy classes in special amalgams we need to have control over centralisers. In Section 4 a connection between centraliser conditions and hereditary conjugacy separability is established. We put all these together to prove Theorem 1.1 in Section 6. In Section 3 we give a conjugacy criterion for graph products which we later use in Section 7 along with Theorem 1.2 to prove the following two theorems. Theorem 1.2. Assume that C is an extension closed variety of finite groups. Then the class of C-CS groups is closed under taking arbitrary graph products. Theorem 1.3. Let C be an extension closed variety of finite groups. Then the class of C-HCS groups is closed under taking arbitrary graph products.
Note that unlike Theorem 1.1, Theorems 1.2 and 1.3 do not impose any restrictions on the cardinality of the corresponding graph, i.e. |V Γ| can be any cardinal.
In a forthcoming paper we plan to apply the above to show that Out(ΓG) is residually finite for finite graph products of finitely generated groups satisfying some natural conditions. Acknowledgements. The author would like to thank Ashot Minasyan for explaining his work in [19] , discussions, help and guidance.
Pro-C topologies on groups
In this section we will expose basic properties of pro-C topologies on groups. In the profinite (or pro-p) case these are standard results and are part of mathematical folklore. We include this section in order to make this paper self-contained and readers familiar with pro-C topologies on groups can skip it.
What closure properties do we require the class C to have? We will be considering the following ones:
(c1) subgroups: let G ∈ C and suppose that H ≤ G; then H ∈ C, (c2) finite direct products: let G 1 , G 2 ∈ C; then G 1 × G 2 ∈ C, (c3) quotients: let G ∈ C and let N G; then G/N ∈ C, (c4) extensions: let Q, K ∈ C and let G be a group such that the following sequence
Let C be a class of finite groups and let G be a group. If N G is such that G/N ∈ C then we say that N is a co-C subgroup of G. We will use N C (G) = {N G | G/N ∈ C} to denote the set of all co-C subgroups of G. We want the system of cosets B C (G) = {gN | g ∈ G, N ∈ N C (G)} to form a basis of open sets for a topology on G, thus we need the set N C (G) to be closed under intersections.
Lemma 2.1. Let C be a class of groups. If C satisfies (c1) and (c2), then the set N C (G) is closed under intersections for every group G.
Proof. Let G be a group and let N 1 , N 2 ∈ N C (G). Clearly N 1 ∩ N 2 is a normal subgroup of G. By assumption G/N 1 , G/N 2 ∈ C and thus G/N 1 × G/N 2 ∈ C since the class C is closed under direct products. By a standard result we see that
Since we assume that the class C is closed under taking subgroups we get that G/(N 1 ∩ N 2 ) ∈ C and we can conclude that
Suppose that the system of cosets B C (G) forms a basis of open sets for a topology on a group G. This topology is called the pro-C topology on G and we will use pro-C(G) to refer to this topology. If C is the class of all finite groups this topology is the profinite topology PT (G) and if C is the class of all finite p-groups, where p is a prime number, this topology is referred to as pro-p topology.
We say that a subset X ⊆ G is C-separable or C-closed in G if the subset X is closed pro-C(G). In other words, a subset X ⊆ G is C-separable if for every g ∈ G \ X there is N ∈ N C (G) such that gN ∩ X = ∅. Similarly we say that a subset X ⊆ G is C-open if it is open in pro-C(G).
2.1. Basic properties. Unless stated otherwise we will only assume assume that the class C satisfies (c1) and (c2).
If the class C satisfies (c1) and (c2) then the pro-C topology on G is well-defined for every group G by Lemma 2.1. Note that it would be enough to assume that the class C is closed under subdirect products: let G, N 1 , N 2 be as in the proof of the Lemma 2.1, then G/(N 1 ∩ N 2 ) is a subdirect product of G/N 1 and G/N 2 . Being closed under taking direct products and subgroups is a much stronger property. However, if we assume that the class C is also closed under taking subgroups we see that equipping a group G with pro-C topology is actually a functor from the category of groups to the category of topological groups. Proof. To show that G is a topological group we need to show that maps
are continuous. Since (gh) −1 = h −1 g −1 we have i −1 (gH) = Hg −1 meaning that i continuous because a preimage of an open set is an open set. Note that we do not consider pro-C topology on G × G, we consider the product topology thus the basic open sets in G × G are of the form g 1 H 1 × g 2 H 2 where g 1 , g 2 ∈ G and
which is an union of open sets. This means that both • and i are continuous and consequently G together with pro-C(G) is a topological group. Let A, B be groups equipped with pro-C topology and let φ : A → B be a group homomorphism. Let B ′ ∈ N C (B) and b ∈ B. Set A ′ = φ −1 (B ′ ) and consider the map φ : A/A ′ → B/B ′ given byφ(aA ′ ) = φ(a)B. Clearlyφ is an monomorphism and thus A/A ′ is isomorphic to a subgroup of B/B ′ . Since we assume that the class C satisfies (c1) we see that Note that if the class C was not closed under taking subgroups then only epimorphisms would be continuous.
One of the consequences of the lemma we have just proved is that the pro-C topology on a group G is invariant under group translation: if X ⊆ G is C-closed in G then so are the sets gX and Xg for all g ∈ G.
Lemma 2.3. Let G be a group. Then the following are equivalent
note that a topology on a set is discrete if and only if all singleton sets are open. If {1} ∈ N C (G) then it is C-open in G. Let g ∈ G be arbitrary. Clearly {g} = g{1} and therefore {g} is C-open in G as it is a translate of an C-open set.
(i) ⇐ (ii): assume that pro-C(G) is discrete. Then X = G \ {1} is C-closed and 1 ∈ X, thus there is N ∈ N C (G) such that 1N ∩ X = N ∩ X = ∅. Clearly the only such N is {1}.
The following lemma will help us to shorten and simplify proofs.
Lemma 2.4. Let G be a group. Then X ⊆ G is C-closed in G if and only if for every g ∈ G \ X there is a group F and a homomorphism φ : G → F , such that φ(g) ∈ φ(X) and φ(X) is C-closed in F .
Proof. Suppose X is C-closed in G. Clearly if we take F = G and φ = id G then φ(X) = X is C-closed in G and φ(g) = g ∈ φ(X) = X for all g ∈ G \ X.
Let X ⊆ G and suppose that for every g ∈ G \ X there is a group homomorphism φ g : G → F g such that φ g (g) ∈ φ g (X) and φ g (X) is C-closed in F g . By Remark 2.2 we see that the set φ −1 g (φ g (X)) is C-closed in G as it is a preimage of a C-closed set. Clearly X = g∈G\X φ −1 g (φ g (X)) and thus X is C-closed in G as it is intersection of C-closed sets.
As we already said: a group G is residually-C if for every g ∈ G \ {1} there is a group F ∈ C and a group homomorphism π : G → F such that π(g) = 1 in F . Assuming that the class C satisfies (c1) and (c2) we equivalently can say that G is residually-C if for every g ∈ G \ {1} there is N ∈ N C (G) such that g ∈ N .
Lemma 2.5. Let G be a group. Then the following are equivalent:
, which is a contradiction as we assume that g ∈ N for all N ∈ N C (G).
(iii) ⇒ (i): let N ∈N C (G) N = {1} and let g ∈ G \ {1}. We see that {1} is an intersection of C-closed subsets and thus it is C-closed in G. As g ∈ {1} there is N ∈ N C (G) such that gN ∩ {1} = ∅, hence g ∈ N and we see that G is residually-C.
(i) ⇒ (iv): let g 1 , g 2 ∈ G be arbitrary such that g 1 = g 2 . Then g −1 1 g 2 = 1 and thus there is N ∈ N C (G) such that g −1 1 g 2 ∈ N . This means that g 1 N ∩ g 2 N = ∅, therefore any two distinct elements of G can be separated in G and thus pro-C(G) is Hausdorff.
(iv) ⇒ (i): let g ∈ G \ {1} be arbitrary. Since pro-C(G) is Hausdorff we see that there are N, N ′ ∈ N C (G) such that 1N ∩ gN ′ = ∅. This means that g ∈ N and thus G is residually-C.
Being residually-C is clearly a hereditary property. Remark 2.6. Let G be a group and let H ≤ G. If G is residually-C then H is residually-C.
Let G be a group and assume that H ≤ G. For an element g ∈ G we will use g H to denote {hgh −1 | h ∈ H} ⊆ G, the set of H-conjugates of H. The symbol ∼ H will denote the relation of being H-conjugates, i.e. f ∼ H g if and only if f ∈ g H . We can then restate the definition of C-conjugacy separability in terms of pro-C topologies: group G is C-CS if the conjugacy class g G is C-closed in G for every g ∈ G.
Note that a specialised version of Lemma 2.4 is that a group G is C-CS if and only if for every tuple of elements f, g ∈ G such that f ∼ G g there is a C-CS group H and a homomorphism φ : G → H such that φ(f ) ∼ H φ(g).
2.2.
C-open and C-closed subgroups. Let H ≤ G be such that there is N ∈ N C (G) such that N ≤ H. Then clearly H is a union of cosets of N and hence H is C-open in G as it is a union of C-open subsets of G. It turns out that the opposite implication holds as well. Proof. The sufficiency holds trivially as discussed before the statement of the lemma.
Now let H ∈ G be C-open in G. Since 1 ∈ H then H must contain some open neighbourhood of 1, hence there is N ∈ N C (G) such that N ≤ H. Obviously G \ H is a union of cosets of N and thus G \ H is C-open subset of G. Hence H is C-closed in G. Finally as |G : N | < ∞ and N ≤ H we see that |G : H| < ∞.
Lemma 2.7 allows us to restate the definition of C-hereditary conjugacy separability in terms of pro-C topology: a group G is C-HCS if G is C-CS and H ≤ G is C-CS as well whenever H is C-open in G.
We have a classification of C-open subgroups. What can be said about C-closed subgroups?
Lemma 2.8 (Classification of C-closed subgroups). Let G be a group and let H ≤ G. Then H is C-closed in G if and only if it is an intersection of C-open subgroups of G.
This is true if and only if g ∈ N H. Since we assume that N f.i. G we see that N H is a finite union of cosets of H and thus it is a C-open subgroup of G. Also H ≤ N H thus N H ∈ H. However, g ∈ N H but g ∈ H = H ′ ∈H H ′ , which is a contradiction.
Note that statements similar to Lemmas 2.7 and 2.8 are proved in [28, Lemma 3.1.2] . However the authors assume that the class C is closed under taking quotients, which we do not.
2.3.
Restrictions of pro-C topologies. Imagine the following situation: let G be a group and let H be its subgroup. The pro-C topology induces a subspace topology on H, say T . However, this topology might not necessarily be the same as pro-C topology on H: pro-C(H) will usually be finer than T . If X ⊆ H is C-closed in G then clearly X is C-closed in H. However, the implication in the other direction does not hold: let G be the Baumslag-Solitar group BS (2, 3) given by the presentation a, b ba 2 b −1 = a 3 . It is well known that this group is not residually finite. Take H = a ≤ G. Clearly H ∼ = (Z, +), which is a residually finite group. Thus the singleton set {1} is closed in the profinite topology on H but it is not closed in the profinite topology on G as G is not residually finite.
Definition 2.9. Let G be a group and let H ≤ G be its subgroup. We say that the pro-C(H) is a restriction of pro-C(G) or that pro-C(H) is induced by pro-C(G) if for all X ⊆ H we have that X is C-closed in H if and only if it is C-closed in G.
Showing that pro-C topology is a restriction directly can be sometimes inconvenient. We will often use the following lemma to make life easier. Lemma 2.10. Let G be a group and let H ≤ G. Then pro-C(H) is a restriction of pro-C(G) if and only if the following condition is met: every N ∈ N C (H) is C-closed in G.
Proof. Suppose that pro-C(H) is a restriction of pro-C(G) and let N ∈ N C (H) be arbitrary. Note that
We see that X is contained in a C-closed subset of G that does not contain g, hence g can be separated from X in G and therefore X is C-closed in G.
One type of subgroups on which the pro-C topologies behave well are retracts. Let G be a group and let R ≤ G. We say that R is a retract of G if there is a homomorphism ρ : G → R such that ρ ↾ R = id R . We will refer to ρ as to the retraction corresponding to R. We will often abuse the notation and consider ρ as an endomorphism of G as well. One could then equivalently say that R is a retract of G if and only if there is ρ : G → G such that ρ • ρ = ρ and R is the image of ρ.
Note that if R ≤ G is a retract then G can be viewed as semidirect product G = ker(ρ) ⋊ R, where ρ : G → R is the corresponding retraction.
Lemma 2.11. Let G be a residually-C group and let R ≤ G be a retract. Then pro-C(R) is a restriction of pro-C(G).
Proof. We will use Lemma 2.10 to prove this statement. Let ρ : G → R be the corresponding retraction and let K = ker(ρ). Clearly G splits as a semidirect product G = K ⋊ R and thus every g ∈ G can be uniquely expressed as kr, where k ∈ K and r ∈ R.
Define
However, this is a contradiction because kr ∈ H for all H ∈ H R . Hence R = R ′ and we see that R is
is C-closed in G as it is an intersection of two C-closed sets. Consequently, by Lemma 2.10 we see that pro-C(R) is a restriction of pro-C(G).
So far we have only been using assumptions that the class C satisfies (c1) and (c2). From now on we will also require the class C to satisfy (c4).
Lemma 2.12. Suppose that C is a class of finite groups satisfying (c1), (c2) and (c4). Let G be a group and let H ≤ G be C-open in G. Then pro-C(H) is a restriction of pro-C(G).
Proof. By Lemma 2.7 we see that there is N ∈ N C (G) such that N ≤ H. Let N ′ ∈ N C (H) be arbitrary. We want to show that N ′ is C-closed in G to be able to use Lemma 2.10.
Denote M = N ∩ N ′ . Note that M ∈ N C (H) since C is closed under taking subgroups and thus M ∈ N C (N ) as well. Note that for every g ∈ G we have gM g −1 ∈ N C (N ). Also since M ≤ f.i. G we see that M has only finitely many distinct conjugates in G. Let L = g∈G gM g −1 . Clearly L f.i. G. We see that L is an intersection of finitely many co-C subgroups of N , thus L ≤ N C (N ). Consider the following short exact sequence:
Since N/L, G/N ∈ C we see that G/L ∈ C as the class C is closed under extensions by assumption. We see that
By Lemma 2.10 we see that pro-C(H) is a restriction of pro-C(G).
As we mentioned earlier, the property of being residually-C is passed to subgroups. Obviously, the implication in the opposite direction does not hold: the group BS(2,3) contains a residually finite subgroup but BS(2,3) is not residually finite. However, the property of being residually-C is passed upwards from C-open subgroups.
Corollary 2.13. Let C be a class of finite groups satisfying (c1), (c2) and (c4). Let G be a group and let H ≤ G be C-open in G. If H is residually-C then G is residually-C as well.
Proof. The singleton set {1} is C-closed in H by Lemma 2.5. By Lemma 2.12 we see that the singleton set {1} is C-closed in G as the pro-C(H) is a restriction of pro-C(G). By Lemma 2.5 we see that the group G is residually-C.
The structure of classes of finite groups that satisfy (c1) and (c2) only can be quite wild. However, what if we also require the class C to satisfy (c4)? Suppose that C is a class of finite groups satisfying (c1), (c2) and (c3) and suppose that there is a nontrivial group F such that F ∈ C. Let n = |F | and let p be a prime number such that p divides n. Clearly there is g ∈ F such that ord(g) = p and thus F contains C p , the cyclic group of size p as a subgroup and thus C p ∈ C as well. We see that the class C contains all finite p-groups as every finite p-group can be constructed from C p by a series of extensions. It is well known fact (see [12] ) that free groups are residually-p for every prime number p and therefore free groups are residually-C whenever the class C satisfies (c1), (c2) and (c4) and contains at least one nontrivial group. Lemma 2.14. Let C be a class of finite groups satisfying (c1), (c2) and (c4) and assume that C contains a nontrivial group. Then free-by-C groups are residually-C.
Proof. Let G be a free-by-C group. By assumption there is N ∈ N C (G) such that N is free. Clearly N is C-open in G. By previous argumentation we know that N is residually-C and hence G is residually-C by Corollary 2.13. Remark 2.15. Let C be a class of finite groups that satisfies (c1), (c2) and (c4), let G be a C-HCS group and let H ≤ G be C-open in G. Then H is C-HCS.
As it was mentioned before, conjugacy separability is not hereditary: subgroups of a conjugacy separable group do not necessarily have to be conjugacy separable. However, conjugacy separability is stable under retractions.
Lemma 2.16. Assume that C is a class of groups satisfying (c1) and (c2). Let G be a C-CS group and let R ≤ G be a retract of G. Then R is C-CS as well. Moreover, if the class C also satisfies (c4), G is C-HCS and V ≤ G is a C-virtual retract of G then V is C-HCS as well.
Proof. Let g, f ∈ R and suppose that f ∼ G g, thus there is c ∈ G such that f = cgc −1 . Let ρ : G → R be the corresponding retraction. Clearly
Consequently L is C-CS and therefore V is C-HCS.
Graph products of groups
Let Γ be a simplicial graph and let G = {G v | v ∈ V Γ} be a family of groups indexed by V Γ. Recal that the graph product ΓG is the quotient of the free product * v∈V Γ G v obtained by adding relations of the form
For v ∈ V Γ we define link(v) to be the the set of vertices adjacent to v in Γ (excluding v itself), more precisely link
For v ∈ V Γ we define star(v) to be the the set of vertices adjacent to v in Γ including v, more precisely star(v) = {u ∈ V Γ | {u, v} ∈ EΓ} ∪ {v}. For a subset A ⊆ V Γ we define star(A) = v∈A star(v).
Let G = ΓG be a graph product. Then every g ∈ G can be obtained as a product of a sequence of generators W ≡ (g 1 , g 2 , . . . , g n ) where each g i belongs to some G v i ∈ G. We will say that W is a word in G and the g i are its syllables. The number of syllables is the length of a word. For 1 ≤ i < j ≤ n we say that syllables g i , g j can be joined together if they belong to the same vertex group and 'everything in between commutes with them'. More formally: g i , g j ∈ G v for some v ∈ V Γ and for all i < k < j we have g k ∈ G v k such that v k ∈ link(v). In this case obviously the words W ≡ (g 1 , . . . ,
. . , g n ) represent the same group element in G, but the word W ′ is strictly shorter than W .
We say that a word W ≡ (g 1 , g 2 , . . . , g n ) is Γ-reduced if it is either an empty word or if g i = 1 for all i and no two distinct syllables can be joined together. To avoid any confusion with the terminology of special amalgams (see Section 5) we will be using the greek letter Γ to emphasise that we are considering sequences and elements (cyclically) reduced in the context of graph products and not in the context of special amalgams.
Transformations of the three following types can be defined on words in graph products:
(T1) remove a syllable g i if g i = Gv 1, where v ∈ V Γ and g i ∈ G v , (T2) remove two consecutive syllables g i , g i+1 belonging to the same vertex group G v and replace them by a single syllable
The last transformation is also called syllable shuffling. Note that the transformations (T1) and (T2) decrease the length of a word whereas (T3) preserves it. Thus by applying these transformations to a word W we will eventually get a word W ′ of minimal length representing the same element in G.
The following theorem was proved by E. Green [10, Theorem 3.9].
Theorem 3.1 (Normal Form Theorem). Let G = ΓG be a graph product. Every element g ∈ G can be represented by a Γ-reduced word. Moreover, if two Γ-reduced words W, W ′ represent the same element in the group G then W can be obtained from W ′ by a finite sequence of syllable shuffling. In particular, the length of a Γ-reduced word is minimal among all words representing g, and a Γ-reduced word represents the trivial element if and only if it is the empty word.
Thanks to Theorem 3.1 the following definitions make sense. Let g ∈ G and let W = (g 1 , . . . , g n ) be reduced word representing g. We define the length of g in G to be |g| = n and the support of g in G to be supp(g) = {v ∈ V Γ|∃i ∈ {1, . . . , n} such that
We define FL(g) ⊆ V Γ as the set of all v ∈ V Γ such that there is a Γ-reduced word W that represents the element g and starts with a syllable from G v . Similarly we define LL(g) ⊆ V Γ as the set of all v ∈ V Γ such that there is a Γ-reduced word W that represents the element g and ends with a syllable from G v . Note that FL(g) = LL(g −1 ). Let x, y ∈ G and let W x ≡ (x 1 , . . . , x n ) be a Γ-reduced expression for x and let W y ≡ (y 1 . . . , y m ) be a Γ-reduced expression for y. We say that the product xy is a Γ-reduced product if the word (x 1 , . . . , x n , y 1 , . . . , y m ) is Γ-reduced. Obviously, xy is a Γ-reduced product if and only if |xy| = |x| + |y|. Or equivalently we could say that xy is Γ-reduced product if and only if LL(x) ∩ FL(y) = ∅. We can naturally extend this definition: for g 1 , . . . , g n ∈ G we say that the product g 1 . . . g n is Γ-reduced if
3.1. Full and parabolic subgroups. Let Γ be a graph. For any subset A ⊆ V Γ we will denote the corresponding full subgraph by Γ A : V Γ A = A and for u, v ∈ A we have {u, v} ∈ EΓ A if and only if {u, v} ∈ EΓ.
Let A ⊆ V Γ and let G A denote the subgroup of G generated by all G v , where v ∈ A. We can construct the restricted graph product Γ A G A , where
By the Normal Form Theorem we get that Γ A G A embeds into G. Also by the previous argument it is obvious that G A is given by the presentation
We will call subgroups of this type full subgroups of ΓG, and we say that a full subgroup G A is a proper full subgroup if A is a proper subset of V Γ. We say that a full subgroup
is also a full subgroup corresponding to the empty subset of V Γ.
The full subgroups are actually retracts.
Remark 3.2. Let G = ΓG be a graph product of groups and let G A ≤ G be a full subgroup. Then G A is a retract in G with corresponding retraction map ρ A : G → G A defined on generators of G as follows:
Let A, B ⊆ V Γ be arbitrary. Let G A , G B ≤ G be the corresponding full subgroups and let ρ A , ρ B ∈ End(G) be the corresponding retractions. We see that ρ A and ρ B commute:
This result can be generalised and strengthened.
Let K ≤ G. We say that K is parabolic subgroup of G if K is conjugate to a full subgroup, i.e., if there are A ⊆ V Γ and g ∈ G such that K = gG A g −1 . As it turns out, intersection of parabolic subgroups is again a parabolic subgroup. The following theorem was proved in [1, Corollary 3.6].
As an easy consequence of Theorem 3.3 we get the following lemma.
Lemma 3.4. Let g ∈ G = ΓG and suppose that |V Γ| < ∞ and g = 1. Then there is a maximal full subgroup A of G such that g ∈ A G .
Proof. Let g ∈ G \ {1} and assume that the statement of the lemma does not hold for g, thus for every maximal full subgroup A v , where
By Theorem 3.3 we see that there are h ∈ G and C ⊆ v∈V Γ V Γ \ {v} such that g ∈ hG C h −1 . However, v∈V Γ V Γ \ {v} = ∅ and thus we see that g = 1, which is a contradiction because we assumed that g = 1.
The following theorem was proved in [1, Proposition 3.10].
Theorem 3.5. Let X be a subset of the graph product G = ΓG such that at least one of the following conditions holds:
(i) the graph Γ is finite;
(ii) the subgroup X ≤ G is finitely generated. Then there exists a unique minimal parabolic subgroup of G containing X.
Suppose that a subset X ⊆ G is contained in a minimal parabolic subgroup of G. Then this subgroup will be called the parabolic closure of X and will be denoted by Pc Γ (X).
For a subset X ⊆ we will use N G (X) to denote {g ∈ G | gXg −1 = X}, the normaliser of X in G. The following characterisation of normalisers of parabolic subgroups was given in [1, Proposition 3.13].
Theorem 3.6. Let K be a nontrivial parabolic subgroup of the graph product G = ΓG.
Centralisers in graph products were fully described by Barkauskas in [2] . We give simple a lemma describing centralisers of elements in terms of certain special subgroups and centralisers in full subgroups.
Lemma 3.7. Let G = ΓG be a graph product of groups and let g ∈ G be arbitrary.
Suppose that there is
A ⊆ G such that Pc Γ ( g ) = G A . Then C G (g) = C G A (g)G link(A) . Proof. Clearly C G (g) ≤ N G ( g ). Since G A = Pc Γ ( g ) we see by [1, Lemma 3.12] that N G ( g ) ⊆ N G (G A ). By Theorem 3.6 we see that N G (G A ) = G A · G link(A) and thus C G (g) ⊆ G A · G link(A) . We can then write C G (g) = C G (g) ∩ G A · G link(A) . Note that G link(A) ≤ C G (G A ) and thus G link(A) ≤ C G (g). This means that C G (g) ∩ G A · G link(A) = (C G (g) ∩ G A )G link(A) and we see that C G (g) = C G A (g)G link(A) .
Cyclically reduced elements and conjugacy in graph products
. . , g n ) be a reduced expression for g. We say that a sequence W ′ = (g j+1 , . . . , g n , g 1 , . . . , g j ), where j ∈ {1, . . . , n − 1}, is a cyclic permutation of W . We say that the element g ′ ∈ G is a cyclic permutation of g if g ′ can be expressed by a cyclic permutation of some reduced expression for g.
Let W ≡ (g 1 , . . . , g n ) be some reduced expression in G. We say that W is Γ-cyclically reduced if all cyclic permutations of W are Γ-reduced. We would like to extend this definition to elements of G. However, to achieve that we first need to show that this property does not depend on the choice of Γ-reduced expression.
Lemma 3.8. Let g ∈ G be arbitrary and let W ≡ (g 1 , . . . g n ) be some Γ-reduced expression for g. If W is Γ-cyclically reduced then all Γ-reduced expressions representing g are Γ-cyclically reduced.
Proof. Assume that W = (g 1 , . . . , g n ) is Γ-cyclically reduced sequence and let i ∈ {1, . . . , n − 1} be arbitrary such that [g i , g i+1 ] = 1. Consider the expression W ′ = (g 1 , . . . , g i−1 , g i+1 , g i , g i+2 , . . . , g n ). Obviously W ′ is a Γ-reduced expression for g as well. Let W ′′ be some cyclic permutation of W ′ . Then there are three cases to consider:
Consider the case (i) first. The expression W ′′ can be rewritten to the expression V = (g j+1 , . . . , g n , g 1 , . . . , g j ) by swapping the syllables g i and g i+1 . We see that V is Γ-reduced as it is a cyclic permutation of W and W is Γ-cyclically reduced by assumption. It follows by Theorem 3.1 that W ′′ is Γ-reduced as it represents the same element as V and both W ′′ and V are of the same length. The case (iii) can be dealt with similarly.
For case (ii) we see that the segment (g i+2 , . . . , g n , g 1 , . . . , g i−1 ) is Γ-reduced as it is a segment of a cyclic permutation of W and W is Γ-cyclically reduced. Suppose that the sequence W ′′ is not Γ-reduced. Suppose that g i can be joined with g k , where k ∈ {i + 2, . . . , n}. If this was the case then the syllable g i could have been joined with g k in W which is a contradiction with our assumption that W is Γ-reduced. Suppose that the syllable g i can be joined with g l , where l ∈ {1, . . . , i − 1}. Since the syllables g i and g i+1 commute we see that g i and g l could be joined in the expression P = (g i , g i+1 , . . . , g n , g 1 , . . . , g i−1 ). However, P is a cyclic permutation of W and therefore P is Γ-reduced as W is Γ-cyclically reduced by assumption. By a similar argumentation we can show that the syllable g i+1 cannot be joined with any of the syllables g 1 , . . . , g i−1 or g i+1 , . . . , g n . Clearly g i cannot be joined with g i+1 as we assume that W is Γ-reduced. Therefore we see that W ′′ is Γ-reduced.
We have shown that the property of being Γ-cyclically reduced is preserved by transformation (T3). By Theorem 3.1 every Γ-reduced expression for g can be obtained from W by a finite sequence of transformation of type (T3). Hence all Γ-reduced expressions for g are Γ-cyclically reduced.
As a direct consequence of this lemma we see that a Γ-reduced expression W = (g 1 , . . . , g n ) is Γ-cyclically reduced if and only if the following condition is satisfied: let i, j ∈ {1 . . . , n} be such that g i can be shuffled to the beginning of W and g j can be shuffled to the end of W and g i and g j belong to the same vertex group; then i = j. Definition 3.9. Let g ∈ G be arbitrary. We say that g is Γ-cyclically reduced if either g is trivial or some Γ-reduced word representing g is Γ-cyclically reduced.
Note that FL(g) ∩ LL(g) = ∅ does not necessarily mean that g is not Γ-cyclically reduced. Suppose that supp(g) ∩ star(supp(g)) = ∅. Then there is v ∈ supp(g) such that it is connected with all the other vertices in supp(g). This means that there is i ∈ {1, . . . , n} such that the syllable g i commutes with all the other syllables and can be shuffled to the both ends of g, thus v ∈ FL(g) ∩ LL(g). Definition 3.10 (P-S decomposition). Let g ∈ G. We define S(g) = supp(g) ∩ star(supp(g)). Similarly, we define P (g) = supp(g) \ S(g). Obviously g uniquely factorises as a Γ-reduced product g = s(g)p(g) where supp(s(g)) = S(g) and supp(p(g)) = P (g). We call this factorisation the P-S decomposition of g.
Note that FL(g) = S(g)∪FL(p(g)), LL(g) = S(g)∩LL(p(g)) and S(p(g)) = ∅. Another simple observation is that if g ′ is cyclic permutation of g then g ′ can be uniquely factorised as s(g)p ′ , where p ′ is a cyclic permutation of p(g).
Lemma 3.11. Let g ∈ G. Then the following are equivalent:
. . , g n ) be some Γ-reduced expression for g. Without loss of generality we may assume that
Since v ∈ FL(g) we see that g i can be shuffled to beginning of g. Similarly g j can be shuffled to the end of g and hence
is also a Γ-reduced expression for g. However, the expression
is not reduced which is a contradiction as W ′ is a cyclic permutation of W and g is Γ-cyclically reduced.
(ii) ⇒ (iii): suppose that (FL(g) ∩ LL(g)) \ S(g) = ∅. As mentioned before, FL(g) = FL(p(g))∪S(g) and LL(g) = LL(p(g))∪S(g) and therefore
assume that p(g) is Γ-cyclically reduced and there is v ∈ FL(p(g)) ∩ LL(p(g)). Let (p 1 , . . . , p m ) be a Γ-reduced expression for p(g). Suppose that there are 1 ≤ i < j ≤ m such that p i , p j ∈ G v . This is clearly a contradiction since p(g) is Γ-cyclically reduced by assumption. This means that there is i ∈ {1, . . . , n} such that the expression (p 1 , . . . , p n ) can be rewritten by shuffling to (p i , p 1 , . . . , p i−1 , p i+1 , . . . , p n ) and to (p 1 , . . . , p i−1 , p i+1 , . . . , p n , p i ) as well. This means that p i commutes with all the other syllables from p(g) and hence the vertex v is adjacent to all the vertices in P (g) \ {v}. But since v is also connected to all the vertices in S(g) by the definition of S(g) we see that v ∈ S(g). This is a contradiction as v ∈ supp(p(g)) ⊆ P (g), hence we may assume that FL(p(g)) ∩ LL(p(g)) = ∅. As stated before, FL(g) = FL(p(g))∪S(g) and
. . , g m ) be a Γ-reduced expression for g. Suppose that there are i, j ∈ {1, . . . , n} such that g i can be shuffled to the beginning of W , g j can be shuffled to the end of g and g i and g i belong to the same vertex group. Since FL(g) ∩ LL(g) = S(g) we see that g i , g j ∈ G s for some s ∈ S(g) as w is Γ-reduced. This means that i = j and consequently that g is Γ-cyclically reduced.
Lemma 3.12 (Conjugacy criterion for graph products). Let x, y be Γ-cyclically reduced elements of G = ΓG. Then x ∼ G y if and only if the all of the following are true:
Proof. The "if" part of the claim holds trivially. Let x, y ∈ G be Γ-cyclically reduced such that x ∼ G y. Without loss of generality we will assume that |x| ≥ |y|. Let X ⊆ G denote the set of all cyclic permutations of
is Γ-reduced and the claim holds for g ′′ = g ′ and x ′′ = x ′ . Suppose that | LL(g) ∩ FL(x ′ )| = c > 0 and that the statement holds for all c ′ < c. Let (g 1 , . . . , g k ) be a Γ-reduced expression for g ′ and let (x 1 , . . . , x n ) be a Γ-reduced expression for x ′ . Without loss of generality we may assume that g k and x 1 belong to the same vertex group, say G v . Then
.
1 as otherwise we could replace x ′ by x 2 . . . x n x 1 , a cyclic permutation of x, and g ′ by g 1 . . . g k−1 . Clearly x 2 . . . x n x 1 ∈ X G S(X) and
= y which is a contradiction with our choice of x ′ and g ′ as |g 1 
and again we have a contradiction with our choice of x ′ and g ′ . We see that v ∈ S(x) and thus LL(g ′ ) = LL(g ′ x 1 ) and also v ∈ FL(x 2 . . . x n x 1 ). Note that if g i can be shuffled to the end of g ′ then [g i , g k ] = 1 and necessarily {u, v} ∈ EΓ, where
. Now we can use induction hypothesis and we are done.
We have g ′′ x ′′ = yg ′′ . Since g ′′ x ′′ is a Γ-reduced product we see that |g ′′ x ′′ | = |g ′′ | + |x ′′ | = |g| + |x| = n + k. Also |yg ′′ | ≤ |y| + |g| = m + k, where m = |y|. However, we assumed that |x| ≥ |y| and thus we see that n = m and consequently yg ′′ is a Γ-reduced product as well. Let (y 1 , . . . , y n ) be some Γ-reduced expression for y and suppose that (x 1 , . . . , x n ) and (g 1 , . . . , g k ) are Γ-reduced expressions for x ′′ and g ′′ . We have
) cannot be Γ-reduced by Theorem 3.1. Assume that the syllable g −1 k can be joined up with g j for some j ∈ {1, . . . , k}. But then by definition [g
which is a contradiction with the minimality of |g|. Since g ′′ x ′′ is a Γ-reduced product we then see that the expression (x 1 , . . . , x n , g
) is not Γ-reduced. Without loss of generality we may assume that g k and x n belong to the same vertex group. Assume that g k = x n . Then we have
From the construction of x ′′ and g ′′ we see that (g 1 , . . . , g n , x 1 , . . . , x n−1 , x n g −1 k ) is a Γ-reduced expression and so is (y 1 , . . . , y n , g 1 , . . . , g k−1 ). However, this is a contradiction with Theorem 3.1 as both of these expressions represent the same group element, but they are not of the same length. Hence we see that
which is a contradiction as we could replace x n x 1 . . . x n−1 , a cyclic permutation of x ′′ and thus element of X G S(x) and g ′′ by g 1 . . . g k−1 and get a shorter conjugator. We see that unless g = 1 we always get a contradiction. It follows that y = x ′′ ∈ X G S(x) and consequently supp(x) = supp(y), s(y) ∈ s(x) G S(x) and p(x) is a cyclic permutation of p(y).
C-centraliser conditions and C-conjugacy separability
In this section we will assume that the class C satisfies (c1), (c2) and (c4), i.e. we will assume that the class C is closed under taking subgroups, direct products and extensions. Definition 4.1. We say that a group G satisfies the C-centraliser condition (C-CC) if for every K ∈ N C (G) and
where ψ : G → G/L is the natural projection.
Centraliser condition was introduced by Chagas and Zalesskii in [6] in case when C is the class of all finite groups. However, their definition of centraliser condition was given in terms of profinite completion. They showed that if group G is conjugacy separable and satisfies centraliser condition then G is HCS. Minasyan gave the definition in terms of subgroups of finite index and showed that for residually finite groups the definitions are equivalent. Minasyan also showed that the implication in the other direction holds as well: CS group G is HCS if and only if it satisfies CC (see [19, Proposition 3.2] ). Toinet proved that the same statement holds when C is the class of all finite p-groups for some p ∈ P (see [30, Proposition 3.6] ). We show that the statement is true whenever the class C satisfies (c1), (c2) and (c4). (i) G is C-HCS, (ii) G is C-CS and satisfies C-CC.
Before we proceed with the proof of Theorem 4.2 we need to define two more conditions. Definition 4.3. Let G be a group and let H ≤ G and g ∈ G. We say that the pair (H, g) satisfies the C-centraliser condition in
Note that a group G satisfies C-CC if and only if the pair (G, g) has C -CC G for every g ∈ G.
Definition 4.4. Let G be a group and let H ≤ G be a subgroup. We say that that H satisfies the C-centraliser condition in G (C-CC G ) if the pair (H, g) satisfies C-CC for every g ∈ G.
Very often our proofs require case by case analysis. To keep the our proofs simple we will use the following lemma, which is a centraliser condition analogue of Lemma 2.4.
Lemma 4.5. Let G be a group and let H ≤ G and g ∈ G. Then the pair (H, g) satisfies C-CC G if and only if for every K ∈ N C (G) there is a group F and a surjective homomorphism φ : G → F , such that ker(φ) ≤ K, the pair (φ(H), φ(g)) satisfies C-CC F and
Proof. Assume that the pair (H, g) has C-CC G , thus for every
where ψ : G → G/L is the natural projection. Then we can take φ = id G and the statement clearly holds. To prove sufficiency let K ∈ N C (G) be arbitrary. By assumption there is a group F and a homomorphism φ : G → F such that ker(φ) ≤ K, φ(K) ∈ N C (F ) and the pair (φ(H), φ(g)) satisfies C-CC F , thus there is
and thus the equation (1) can be rewritten to
Since K was arbitrary we see that the pair (H, g) satisfies C-CC G .
In order to be able to prove Theorem 4.2 we will need the following three statements. All the proofs in this chapter (except for Lemma 4.5) closely follow those given in [19, Section 3] . Lemma 4.6. Let G be a group, let H ≤ G and g ∈ G. Assume that the pair (G, g) satisfies C-CC G and the conjugacy class g G is C-closed in G. If the double coset C G (g)H is C-closed in G then the set g H is also C-closed in G.
Assume that y ∈ g G \ g H , thus y = zgz −1 for some z ∈ G \ H. Suppose C G (g) ∩ z −1 H is nonempty, thus there is f ∈ C G (g) such that zf ∈ H. Then g = f gf −1 and thus y = zgz −1 = (zf )g(zf ) −1 ∈ g H which is a contradiction as we assume that y ∈ g H , thus
where φ : G → G/L is the natural projection.
Suppose that φ(y) ∈ φ(g H ), thus there is some h ∈ H such that φ(y) = φ(zgz −1 ) = φ(hgh −1 ). We see that
This means that
But that is a contradiction with the construction of K.
He have showed that for arbitrary
Corollary 4.7. Let G be a C-CS group satisfying C-CC and let H ≤ G such that C G (h)H is C-closed in G for every h ∈ H. Then H is C-CS. Moreover, for every h ∈ H the set h H is C-closed in G.
Lemma 4.8. Let G be a group and suppose that H ≤ G, g ∈ G and K ∈ N C (G). If the set g H∩K is C-closed in G then there is L ∈ N C (G) such that L ≤ K and
If necessary we can renumber the elements z i so that there is l ∈ {0, 1, . . . , k −1} such that z
Let x ∈ C φ(H) (φ(g)) be arbitrary. Clearly x = φ(x) for some x ∈ H and thus φ(x −1 gx) = φ(g) in G/L, therefore x −1 gx ∈ gL in G. As x ∈ H there is i ∈ {1, 2, . . . , k} and y ∈ H ∩ K such that x = z i y, thus x −1 gx = y −1 z −1 i gz i y. As a consequence we see that z
G/L and thus from construction of L we see that l < i ≤ k, therefore z −1 i gz i ∈ g H∩K and there is some u ∈ H ∩ K such that z −1 i xz i = ugu −1 . We see that z i u ∈ C H (g) and φ(g) ) was arbitrary we see that
which concludes the proof. Now we are ready to prove the main statement of this chapter.
Proof of Theorem 4.2. (i)
(i) ⇒ (ii): assume that G is C-HCS. Let g ∈ G and K ∈ N C (G)
where φ : G → G/L is the natural projection. Since g ∈ G and K ∈ N C (G) were arbitrary we see that G has C-CC.
Note that we used the fact the class C is closed under extensions only in the proof of Theorem 4.2 when we used Lemma 2.12. All the other statements in this chapter require only (c1) and (c2).
Special amalgams
In order to be able to understand certain properties of graph products we will turn our attention to special amalgams. The following section is a close analogue of [19, Section 7] .
Definition 5.1. Let A, C be groups and let H ≤ A. Then we define A ⋆ H C, the special amalgam of A and C over H, to be the following free product with amalgamation:
The main reason why we are interested in special amalgams is that they naturally appear in graph products. Proof. Let v ∈ V Γ be arbitrary, set A, C ⊆ V Γ as in the statement of the remark and let B = star(v). Obviously G C ≤ G B , G C ≤ G A and G = G A , G B . By looking at the presentations it is easy to see that
There are two extreme cases that can occur. If v ∈ V Γ is an isolated vertex, i.e. v is not connected to any other vertex, we see that G C = {1} and G = G A * G v . On the other side, if link(v) = V Γ \ {v}, i.e. if v is central in Γ, we see that
5.1. Normal form and functorial property. Let G = A ⋆ H C. Obviously every element g ∈ G can be represented as a product x 0 c 1 x 1 . . . c n x n where x i ∈ A for i = 0, 1, . . . , n and c j ∈ C for j = 1, . . . , n. We say that g = x 0 c 1 x 1 . . . c n x n is in a reduced form if x i ∈ H for i = 1, . . . , n − 1 and c j = 1 for j = 1, . . . , n. By using the normal form theorem for free products with amalgamation [15, Theorem 4.4] we can prove the following. Proof. The first assertion of the lemma follows directly from normal form theorem for free products with amalgamation. Now, assume that g = x 0 c 1 x 1 . . . c n x n , where x i ∈ A for i = 0, 1, . . . , n and c i ∈ C for i = 1, 2, . . . , n, f = y 0 d 1 y 1 . . . d m y m , where y i ∈ A for i = 0, 1, . . . , m and d i ∈ C for i = 1, 2, . . . , m, are both in reduced form and f = g. We will proceed by induction on m + n.
In case m + n = 2 we see that m = n = 1 and thus g = x 0 c 1 x 1 , f = y 0 d 1 y 1 . By the assumption we have that y (2) is not reduced. Since both f, g were in reduced form we see that y The above lemma shows that if g = x 0 c 1 x 1 . . . c n x n is reduced then c 1 , . . . , c n are given uniquely. We will call them the consonants of g. Denote |g| C = n and we will call |g| C the consonant length of g.
Special amalgams are useful because they have a functorial property.
Remark 5.4. Let H, A, C, Q, S be groups such that H ≤ A and let ψ A : A → B, ψ C : C → S be group homomorphisms. Then by universal property of amalgamated free products ψ A , ψ C uniquely extend to a homomorphism ψ : G → P , where G = A ⋆ H C and P = Q ⋆ ψ(H) S, such that
Lemma 5.5. With notation as stated in Remark 5.4, ker(ψ) = ker(ψ A ), ker(ψ C ) G .
Proof. Let's use N = ker(ψ A ), ker(ψ C ) G . Obviously N ≤ ker(ψ), thus we need to show the opposite inclusion.
Let φ : G → G/N be the natural projection, thus N = ker(φ). Let θ : G/N → P be a homomorhism such that ker(θ) = φ(ker(ψ)) and ψ = θ •φ. Note that ker(ψ A ) = ker(ψ)∩ A and ker(ψ) ∩ C = ker(ψ C ) thus it makes sense to define ξ A : ψ(A) → φ(A) be the homomorphism given by ξ A (ψ(a)) = φ(a) and ξ C : ψ(C) → φ(C) be the homomorphism given by ξ C (ψ(c)) = φ(c).
Therefore by von Dyck's theorem the homomorphisms ξ A , ξ C extend to a homomorphism ξ : P → G/L defined on the generators of P by
Then clearly ξ • θ : G/L → G/L is the identity as it is defined on the generators of G/L by following:
It follows that ξ is injective and thus ker(θ) = {1} = φ(ker(ψ)). Therefore ker(ψ) ≤ ker(φ). Altogether we see that ker(ψ) = ker(ψ A ), ker(ψ C ) G .
5.2.
Cyclically reduced elements and conjugacy. From now on let H ≤ A, C be groups and let G denote A ⋆ H C, the special amalgam of A and C along H.
Definition 5.6. Let g = c 1 x 1 . . . c n x n , where x i ∈ A and c i ∈ C for i = 1, . . . , n. We say that g is cyclically reduced if c 1 x 1 . . . c n x n is a reduced expression and if n ≥ 2 then x n ∈ H. We will say that an element p ∈ G is a prefix of g if p = c 1 x 1 . . . c l x l for some 0 ≤ l ≤ n and that s ∈ G is a suffix of g if s = c n−m x n−m . . . c n x n for some −1 ≤ m ≤ n − 1.
Note that we define prefix and suffix only for cyclically reduced elements.
Lemma 5.7. Let g = c 1 x 1 . . . c n x n and f = d 1 y 1 . . . d n y n , where x i , y i ∈ A and c i , d i ∈ C for i = 1, 2, . . . , n, be cyclically reduced elements of G such that n ≥ 1 and x n ∈ H. Assume that ugu −1 = f for some u ∈ G. Let u = z 0 e 1 z 1 . . . e m z m , where z i ∈ A and e j ∈ C for i = 0, 1, . . . , m and j = 1, . . . , m, be a reduced expression. Then exactly one of the following is true a) m = 0 and u ∈ H, b) m ≥ 1, z m ∈ H and there is a prefix p of g such that u = hp −1 g −l for some h ∈ H and l ∈ N 0 , c) m ≥ 1, x n z −1 m ∈ H and there is a suffix s of g such that u = hsg l for some h ∈ H and l ∈ N 0 . Proof. If m = 0, then u = z 0 and thus
This product clearly cannot be reduced and therefore z 0 must belong to H. Now suppose m ≥ 1. Then since f = ugu −1 we get
Right hand side of this equation is shorter than left hand side and right hand side is reduced by assumption, therefore left hand side cannot be reduced and thus we see that either z m ∈ H or x n z −1 m ∈ H. Since x n ∈ H we see that exactly one of these two possibilities may happen.
First suppose that z m ∈ H. Then e m z m = z m e m and thus we have 
Again, left hand side cannot be reduced. Since z m ∈ H we cannot have z m−1 z m ∈ H as that would make z m−1 ∈ H which would contradict our assumption that u is reduced. Thus we must have that e m = c −1 and since this expression has longer consonant length than the right hand side of the equation we see that it cannot be reduced and therefore h 1 = z m−1 z m x 1 ∈ H. If m = 1 we get that u = h 1 (c 1 x 1 ) −1 and the lemma is proved. Now suppose that m = M > 1 and that the statement has been already proved for all u ∈ G such that |u| C < M , thus we can use the induction hypothesis for f, g ′ and u ′ as |u ′ | C = |u| C − 1.
We have 
Now two possibilities can occur. As p ′ is a prefix of g ′ we see that p ′ = c 2 x 2 . . . c k x k where 2 ≤ k = n. Then either c 1 x 1 p ′ is a prefix of g or c 1 x 1 p ′ = g. Either way we are done.
In case x n z −1 m ∈ H we can proceed analogously. Let g = c 1 x 1 . . . c n x n , where x 1 , . . . , x n ∈ A and c 1 , . . . , c n ∈ C with h, be a cyclically reduced element of G. Then we say that g ′ ∈ G is a cyclic permutation of g if g ′ = c m x m . . . c n x n c 1 x 1 . . . c m−1 x m−1 for some 1 ≤ m ≤ n. Equivalently, g ′ is a cyclic permutation of g if there is f , a prefix (or a suffix) of g , such that g = x −1 gx (or g ′ = xgx −1 ).
5.3.
Centralisers and a conjugacy criterion. Recall that G = A⋆ H C. The following lemma is a special version of [14, Chapter IV, Theorem 2.8]. 
Clearly every cyclically reduced element has only finitely many cyclic permutations. Lemma 5.8 motivates us to give a sufficient and necessary condition for whether two cyclically reduced elements of G are conjugate by some element of H.
Lemma 5.9. Suppose g = cx ∈ G such that c ∈ C \ {1} and x ∈ H. Then
Proof. Obviously f ∈ C G (g) if and only if f gf −1 = g. Let f ∈ C G (g) and let f = z 0 e 1 z 1 . . . e m z m , where z 0 , z 1 , . . . , z m ∈ A and e 1 , . . . , e m ∈ C, be the reduced expression for f . Then Thus we may assume that m = 1 and consequently f = z 0 ez 1 with z 0 , z 1 ∈ H. Therefore
Since m ≥ 1 we see that e = 1 and consequently c −1 ec = 1. This leaves us with z 0 z 1 xz
1 ∈ H and z 0 ∈ H we see that
This gives us that e ∈ C C (c) and
Lemma 5.10. Let H ≤ A, C be groups and let G = A ⋆ H C. Suppose that g = c 1 x 1 . . . c n x n , c i ∈ C, x i ∈ A for i = 1, . . . , n, is cyclically reduced in G and n ≥ 1.
, be the set of all prefixes of g satisfying p
Proof. If x n ∈ H then g is cyclically reduced in G if and only if n = 1. Then the claim follows from the previous lemma. Suppose x n ∈ A \ H. Let u ∈ C G (g) thus g = ugu −1 . Then by Lemma 5.7 we know that there are h ∈ H and l ∈ N such that either there is a prefix p of g such that u = hp −1 g −l or there is a suffix s of g such that u = hsg l . In the second case there is a prefix p of g such that s = p −1 g and thus u = hsg l = hp −1 g l+1 . Thus without loss of generality we may assume that u = hp −1 g l for some prefix p of g, h ∈ H and l ∈ Z.
We see that g = hp −1 g l gg −l ph −1 = hp −1 gph −1 , therefore p ∈ {p 1 , . . . , p k } and thus there is h i ∈ H such that h i p −1 gph
So it has been proven that C G (g) ⊆ C H (g) g Ω. Inclusion in the opposite direction is obvious. 
Again, since b ∈ (y 0 y 1 )H(x 0 x 1 ) −1 we see that (y 0 y 1 ) −1 b(x 0 x 1 ) ∈ H and thus (6) rewrites to
By repeating this argument n-times we rewrite (6) to
Which is equal to 1 by assumption, thus f ∈ g B . Now assume f ∈ g B , so there is b ∈ B such that
By Lemma 5.3 we see that m = n and c i = d i for i = 1, . . . , n, thus we've established (i).
There is a natural retraction ρ : G → A defined by ρ(a) = a for all a ∈ A and ρ(c) = 1 for all c ∈ C. By applying this retraction we establish (ii). Let b 0 be an arbitrary element of B such that y 0 y 1 . . .
. From assumptions we have that By applying this step n-times we establish (iii), thus I = ∅.
Lemma 5.12. Let H ≤ A, C be groups and let G = A ⋆ H C, suppose B ≤ A. Let g ∈ G and g = x 0 c 1 x 1 . . . c n x n , where x 0 , . . . , x n ∈ A and c 1 , . . . , c n ∈ C, be a reduced expression of g with n ≥ 1. Then C B (g) = I, where
Proof. Clearly g ∼ G g and thus by previous lemma for any
. . x n we have I = ∅, where
We can set b 0 = 1. Now take b ∈ I by argumentation analogous to the proof of the previous lemma we see that bgb −1 = g and thus I ⊆ C B (g). Let b ∈ C B (g). Then bgb −1 = g. By the previous lemma we see that b ∈ I. Therefore I = C G (g).
Proof of the main result
From now on we will assume that the class C is an extension closed variety of finite groups, i.e. C satisfies (c1), (c2), (c3) and (c4).
6.1. Some auxiliary statements. The following two statements were proved first by Minasyan in [19, Lemma 5.6 and 5.7] in case when C is the class of all finite groups. Later in his paper [30] Toinet proved them in case when C is the class of all finite p-groups for some prime number p. The proofs can easily be generalised for the case when the class C is an extension closed variety of finite groups and we leave them to the reader. Lemma 6.1. Let G be a group and let A, B ≤ G be retracts of G with corresponding
Lemma 6.2. Let G be a group and let A, B ≤ G be retracts of G with corresponding
Suppose that the conjugacy classes α A∩B and g A∩D are C-closed in G, and the pair (A ∩ B, α) satisfies Theorem 6.3. Let C be an extension closed variety of finite groups and let G be finitely generated free-by-C group. Then G is C-CS.
Clearly every subgroup of a free-by-C group is free-by-C as well so we can state the following corollary as an immediate consequence of Theorem 6.3.
Corollary 6.4. Let G be finitely generated free-by-C group. Then G is C-HCS.
As an immediate consequence of the result of Ribes and Zalesskii we get the following corollary.
Corollary 6.5. Let Q, S ∈ C and suppose that R ≤ Q. Then G = Q ⋆ R S is C-HCS.
Proof. Let σ : G → Q × S be the epimorphism defined on the generators of G as follows:
Clearly ker(σ) ∈ N C (G) as C is closed under taking direct products. We want to show that ker(σ) is a free group. From the definition of σ we see that ker(σ) ∩ R × S = {1}. Let T be the Bass-Serre tree for Q ⋆ R S = Q * R (R × S) and consider the induced action of ker(σ) on T . By a standard result of Bass-Serre theory (see [4, Theorem 12 .1]) we know that the stabiliser of a vertex v has to be conjugate either into Q or R × S, but since ker(σ) is normal and does not intersect any of the factors we see that ker(σ) acts freely on T and thus it is free. As a consequence we see that G is free-by-C.
By the previous corollary we see that G is C-HCS.
6.2.
Proof of Theorem 1.1. Before we proceed to the proof we first give a proof of a weaker statement. This was first proved by Green in [10] both for the case when C is the class of all finite groups and for the case when C is the class of all finite p-groups for some prime number p.
Lemma 6.6. Let C be a class of finite groups satisfying (c1), (c2) and (c4). Then the class of residually-C groups is closed under taking finite graph products.
Proof. The proof will by done by induction on |V Γ|. If |V Γ| = 1 we see that ΓG = G v and G v is residually-C by assumption. Now assume that the statement has been proved for all graph products ΓG such that |V Γ| ≤ r. Let G = ΓG be such that |V Γ| = r + 1 and let g ∈ G \ {1} be arbitrary. Pick v ∈ V Γ and denote
By the induction hypothesis we get that A, C, H are residually-C. Let g = x 0 c 1 x 1 . . . c n x n , where x 0 , x 1 , . . . , x n ∈ A and c 1 , . . . , c n ∈ C, be a reduced expression for g in G. There are two cases to consider: either n = 0 or n ≥ 1. If n = 0 then g = x 0 ∈ A \ {1} and we can use the fact that A is a retract in G, thus we can consider the canonical retraction ρ A : G → A. Then ρ A (x 0 ) = x 0 and A is residually-C by induction hypothesis.
Suppose that n ≥ 1. Clearly, H is a retract of A and therefore by Lemma 2.11 we see that H is C-closed in A. This means that there is a group Q ∈ C and an epimorphism α : A → Q such that α(x i ) ∈ α(H) for whenever x i ∈ H. Similarly since C is residually-C by assumption as it is a vertex group we see that there is a group S ∈ C and an epimorphism γ : C → S such that γ(c i ) = 1 in S for all i = 1, . . . , n. Let φ : G → P , where P = Q ⋆ α(H) S, be the canonical extension of α and γ (see Remark 5.4). We see that
, is a reduced expression and thus φ(g) nontrivial in P is by Lemma 5.3. In the proof of Corollary 6.5 we showed if the class C satisfies (c1) and (c2) then a special amalgam of groups belonging to C is a free-by-C group, hence P is free-by-C. By Lemma 2.14 we see that P is residually-C.
We have showed that both in case if n = 0 and if n ≥ 1 we can separate g from {1}. Using Lemma 2.4 we see that {1} is C-closed in G and thus G is residually-C by Lemma 2.5.
The main idea of the proof of Theorem 1.1 is somewhat similar to the proof of Lemma 6.6. However, significantly more work needs to be done. To be able to prove Theorem 1.1 we will need the following two lemmas.
Lemma 6.7. Let Γ be a finite graph and let G = ΓG be a graph product where G v is C-HCS for all v ∈ V Γ. Then all full subgroups of G satisfy C-CC G .
Lemma 6.8. Let Γ be a finite graph and let G = ΓG be a graph product where G v is C-HCS for all v ∈ V Γ. Then for all g ∈ G and all full subgroups B ≤ G the set g B is C-separable in G.
Lemmas 6.7 and 6.8 will be proved simultaneously by induction on |V Γ|. If |V Γ| = 1 we see that both lemmas hold trivially as G = G v which is C-HCS by assumption. Now assume that the two lemmas are true for all ΓG where |V Γ| ≤ r.
To be able to control conjugacy classes and centralisers in special amalgam A ⋆ H C we need to be able to control intersections of conjugates of the amalgamated group H inside A as stated in Lemmas 5.10 and 5.11. In terms of our setting with graph products this means that we need to be able to control intersections of conjugates of full subgroups. This is established in Lemma 6.10. The rest of Section 6 is a case analysis dealing with all possible situations that might occur and shows that in all of the cases we can construct a suitable homomorphism from our graph product onto a special amalgam groups belonging to the class C which is a free-by-C group and thus by Corollary 6.5 is C-CS group.
Remark 6.9. Let G be a group and let H, F ≤ G, b, x, y ∈ G be arbitrary. If bH ∩xF y = ∅ then for any a ∈ bH ∩ xF y we have bH ∩ xF y = a(H ∩ y −1 F y).
Proof. Let a ∈ bH ∩ xF y. Since a ∈ bH we see that aH = bH. Since a ∈ xF y we have a = xf y for some f ∈ F . Thus we can write
The following statements and their proofs very closely follow the contents of [19, Section 8].
Lemma 6.10. Let G be a graph product and assume that every full subgroup B ≤ G satisfies C-CC G and for each g ∈ G the conjugacy class g B is C-closed in G.
Let A 1 , . . . , A n ≤ G be full subgroups of G, let A 0 be a conjugate of a full subgroup of G and let b, x 0 , x i , y i ∈ G for i = 1, . . . , n. Then for any
. . , n and y j = ψ(y j ), j = 1, . . . , n.
Proof. We will proceed by induction on n. If n = 0 then we just want
By assumption A 0 = hAh −1 for some h ∈ G and A ≤ G and thus the pair (A, h −1 gh) has C-CC G . We can consider φ h −1 , the inner automorphism of G given by h −1 . Obviously
. Since ker(φ h −1 ) = {1} we can use Lemma 4.5 to see that the pair (A 0 , g) has C-CC G as well, thus there is L ∈ N C (G) such that
Base of the induction: let n = 1. First suppose that bC A 0 (x 0 ) ∩ x 1 A 1 y 1 = ∅. This is equivalent to x 1 ∈ bC A 0 (x 0 )y
By theorem 3.3 we see that A ∩ A 1 and A ∩ D are conjugates of full subgroups. Thus for arbitrary f ∈ G we have that f A∩D (or f A 1 ∩A ) and the pair (A ∩ D, f ) (or (A 1 ∩ A, f ) ) has C-CC G for all f ∈ G, thus by Lemma 6.2 we see that the double coset C A (g)D is C-separable in G. Then bhC A (g)Dh −1 y −1 is C-separable as well. Equivalently bC A 0 (x 0 )y
, and thus from construction of N we see that
, where E = A 0 ∩ y −1 A 1 y. By Theorem 3.3 we see that E is a conjugate of some full subgroup of G and thus the pair (E, x 0 ) has C-CC G and therefore there is M ∈ N C (G) such that M ≤ K and 
where ψ : G → G/L is the natural projection. It can be easily checked that
where h = ψ(h). Thus
Since ψ(a) = a ∈ bC A 0 (x 0 ) ∩ x 1 A 1 y 1 we can use Remark 6.9 and write
Clearly ψ(M ) = ker(ξ) and thus
Altogether this means that
Combined with (10) we get
Now suppose n > 1 and that the result has been proved for all m ≤ n − 1.
A n y n thus by using the base case of the induction we can get that there is M ∈ N C such that M ≤ K and
Note that ker(ψ) = L ≤ M = ker(φ). Therefore
Using (11) we get
Finally, this leads us to
Which concludes the proof of the lemma.
From now on we assume that Lemmas 6.7 and 6.8 are hold for all graph products ΓG such that |V Γ| ≤ r. Let G = ΓG be a graph product such that |V Γ| = r + 1. Let v ∈ V Γ be arbitrary and set A = G V Γ\{v} , H = G link(v) and C = G v . Then by Remark 5.2 we see that G = A ⋆ H C. Also, suppose that B ≤ A is a full subgroup of A.
Lemma 6.11. Let g ∈ G\A and f ∈ G\g B . Then there are homomorphisms ψ A : A → Q and ψ C : C → S where Q, S ∈ C such that for the corresponding extension ψ : G → P , where P = Q ⋆ ψ A (H) S, we have ψ(f ) ∈ ψ(g) ψ(B) .
Proof. Let g = x 0 c 1 x 1 . . . c n x n , where x 0 , x 1 , . . . , x n ∈ A and c 1 , . . . , c n ∈ C, and f = y 0 d 1 y 1 . . . y m d m , where y 0 , y 1 , . . . , y m ∈ A and d 1 , . . . , d m ∈ C, be the reduced expressions for g and f respectively. Since g ∈ A we see that n ≥ 1. We have to consider four separate cases.
Case 1: suppose n = m. Since G is residually-C by Lemma 6.6 (and A as well) and H is a full subgroup of A, H is a retract in A and thus is C-closed in A by Lemma 2.11. Thus there is L ∈ N C (A) such that ψ A (x i ) ∈ ψ A (H) whenever x i ∈ H and ψ A (y j ) ∈ ψ A (H) whenever y j ∈ H, where ψ A : A → A/L is the natural projection. Since C is a vertex group we have that C is residually-C by assumption and thus there is M ∈ N C (C) such that ψ C (c i ) = 1 and ψ C (d j ) = 1 for i = 1, 2, . . . , n, j = 1, 2, . . . , m where ψ C : C → C/M is the natural projection. Then for the corresponding extension
These are again reduced expressions and n = m. Then by Lemma 5.11 we see that ψ(g) ∈ ψ(f ) ψ(B) .
Case 2: n = m and c j = d j for some j. Again by argumentation analogous to previous case we see that there are L ∈ N C (A) and M ∈ N C (C) such that ψ A (x i ) ∈ ψ A (H) whenever x i ∈ H, ψ A (y i ) ∈ ψ A (H) whenever y i ∈ H and ψ C (c j ) = ψ C (d j ) where ψ A : A → A/L ψ C : C → C/M are the corresponding natural projections. Then for the corresponding extension ψ :
These are again reduced expressions and ψ(c j ) = ψ(d j ). Then again by Lemma 5.11 we see that ψ(g) ∈ ψ(f ) ψ(B) .
Case 3: n = m, c i = d i for i = 1, 2, . . . , n and x 0 x 1 . . . x n ∈ (y 0 y 1 . . . y n ) B . Since x = x 0 x 1 . . . x n ∈ A and B is a full subgroup of A we see that x B is C-closed in G by Lemma 6.8 and therefore there is L ∈ N C (A) such that ψ A (x) ∈ ψ A (g) ψ A (B) , where ψ A : A/L is the natural projection. Since C is a vertex group we know by assumption that it is residually-C and thus there is M ∈ N C (C) such that ψ C (c i ) = 1 = ψ C (d i ) for i = 1, 2, . . . , n, where ψ C : C → C/M is the natural projection. By extending
Case 4: Now we assume that condition (i) and (ii) from conjugacy criterion for special amalgams are satisfied and (iii) is not. Namely: let b 0 ∈ B be such that bxb −1 = y and I = ∅ where
where x = x 0 x 1 . . . x n . By assumption H is a full subgroup of A and thus it is C-closed in A by Lemma 2.11, hence there is K ∈ N C (A) such that x i K ∩ H = ∅ = y i K ∩ H for all i = 0, 1, . . . , n. We assume that Lemmas 6.7 and 6.8 are true for A and thus assumptions of Lemma 6.10 are true for A. Therefore we can use Lemma 6.10 to see that there is L ∈ N C (A) such that L ≤ K and
where ψ A : A → A/L is the natural projection and
. Note that since I = ∅ we have ψ A (IK) = ∅. Also since C is a vertex group we know it is C-HCS and thus residually-C, hence there is M ≤ N C (C) such that ψ C (x i ) = 1 = ψ C (y i ) = 1 for i = 1, 2, . . . , n, where ψ C : C → C/M is the natural projection. Therefore if we extend ψ A :
by Lemma 5.11 as the condition (iii) is not true for ψ(f ) and ψ(g). 
are cyclically reduced in P .
Proof. We set B := H which is a full subgroup of A thus we can apply Lemma 6.11 to pairs (
Note that since H is a retract of A and A is residually-C we get that H is C-closed in A by Lemma 2.11. Thus there is K ∈ N C (A) such that x i K ∩ H = ∅ whenever x i ∈ H and y j K ∩ H = ∅ whenever y j ∈ H. Also by the same argumentation there is
A → A/L and ψ C : C → C/M be the natural projections and let ψ : A ⋆ H C → A/L ⋆ ψ A (H) C/M . Clearly, this is the map we are looking for. Lemma 6.13. Let K ∈ N C (G), B ≤ A be a full subgroup of A (and thus of G). Let g ∈ G \ A be an element with reduced form g = x 0 c 1 x 1 . . . c n x n , where x 0 , x 1 , . . . , x n ∈ A and c 1 , . . . , c n ∈ C, such that n ≥ 1. Then there are groups Q, S ∈ C and epimorphisms ψ A : A → Q, ψ C : C → S with the corresponding extension ψ : A ⋆ H C → P , where P = Q ⋆ ψ A (H) S, such that the following are true:
Proof. Since A is residually-C and H is a retract in A we see that H is C-closed in A by Lemma 2.11. Thus there is M 1 ∈ N C (A) such that x i M 1 ∩H = ∅ for all i = 1, 2, . . . , n−1.
We may replace M 1 by M 1 ∩ (A ∩ K) to ensure that M 1 ≤ A ∩ K. By Lemma 5.12 we have C B (g) = I where
and x = x 0 x 1 . . . x n . Since A is a graph product with less than n vertices we may assume that both Lemmas 6.7 and 6.8 hold for A. Thus we can use Lemma 6.10 to show the there is
where
Since C is C-HCS it is also residually-C and thus there is Z ∈ N C (C) such that Z ≤ C ∩ K and ψ C (c i ) = 1 in C/Z for i = 1, 2, . . . , n, where ψ C : C → S = C/Z is the natural projection.
Let P = Q ⋆ ψ A (H) S and let ψ : A ⋆ H C → P be the canonical extension of ψ A and ψ C to G. Now Lemma 5.12 . This means that
therefore the first assertion of the lemma holds. Note that ker(
G by Lemma 5.5 we see that ker(ψ) ≤ K and thus the second assertion holds as well.
Lemma 6.14. Let K ∈ N C (G) and let g = c 1 x 1 . . . c n x n , where c 1 , . . . c n ∈ C and x 1 , . . . , x n ∈ A, be a cyclically reduced element of G with n ≥ 1. Then there are homomorphisms ψ A : A → Q and ψ C : C → S, where Q, S ∈ C, with a corresponding extension ψ : G → P , where P = Q ⋆ ψ A (H) S, such that the following is true
Proof. We need to consider two separate cases: x n ∈ H or x n ∈ H. Suppose x n ∈ H. Then by Lemma 5.10 we see that n = 1 and
. Since A is a graph product with less than n vertices we can use the induction hypothesis of Lemma 6.8 to find L ∈ N C (A) such that L ≤ K ∩ A and C α(H) (α(x 1 )) ⊆ α(C H (x 1 )(K ∩A)), where α : A → Q = A/L is the natural projection. Since C is a vertex group we assume that it is C-HCS and therefore it satisfies C-CC by Theorem 4.2. This means that there is M ∈ N C (C) such that M ≤ K∩C and C S (γ(c 1 )) ⊆ γ(C C (c 1 )(K∩C)), where S = C/M and γ : C → S is the canonical projection. Note that since A is residually-C by Lemma 6.6 and C is residually-C by assumption these maps can be chosen so that α(x 1 ) = 1 in Q and γ(c 1 ) = 1 in S. Let ψ : A ⋆ H C → P , where P = Q ⋆ α(H) S, be the canonical extension of α and γ to G. Since ψ(g) = γ(c 1 )α(x 1 ) is again reduced by Lemma 5.10 we see that C P (g) = C S (γ(c 1 )) × C P (α). From the construction of the maps α and γ we see that C P (ψ(g)) ⊆ ψ(C G (g)K). Suppose x n ∈ H. Let {p 1 , p 2 , . . . p n+1 } be the set of prefixes of g and assume there is 1 ≤ m < n such that p
Using Lemma 6.12 we see that there are C-groups Q 1 and S 1 and epimorphism α 1 : A → Q 1 and γ 1 : C → S 1 such that if we take the corresponding extension
By Lemma 6.13 there are C-groups Q 2 , S 2 and an epimorphism α 2 : A → Q 2 , γ 2 : C → S 2 such that if we take the corresponding extension ψ 2 :
Take L = ker(α 1 ) ∩ ker(α 2 ) A and let M = ker(γ 1 ) ∩ ker(γ 2 ) C. Let α : A → Q = A/L and γ : C → S = C/M be the natural projections. Note that L ∈ N C (A) and M ∈ N C (C). Let ψ : G → P be the corresponding extension, where
the element ψ(g) = γ(c 1 )α(x 1 ) . . . γ(c n )α(x n ) is cyclically reduced in P . Since we assume that x n ∈ H we get by Lemma 5.10 that
where Ω is given by (12) . Also by Lemma 5.10 we see that in P we have
Altogether we see thatΩ = ψ(Ω). Finally, ψ(g) = ψ( g ). From this we see that
and thus the lemma holds.
Proof of Lemma 6.7. We will proceed by induction on |V Γ|. If |V Γ| = 0 then G = {1} and the statement holds trivially. Now suppose that the statement holds for all graph products ΓG with |V Γ| ≤ r − 1. Let G = ΓG where |V Γ| = r. There are two cases to be distinguished: B = G and B = G.
Suppose B is a proper full subgroup of G. Then we can pick a maximal proper full subgroup A ≤ G such that B ≤ A. If g ∈ A then g B is C-closed in A by induction hypothesis and thus it is C-closed in G by Lemma 2.11 as A is a retract in G and G is residually-C by Lemma 6.6. Suppose that g ∈ G \ A and let f ∈ G \ g B be arbitrary. By Lemma 6.11 there are C-groups Q, S and epimorphism α : A → Q, γ : C → S with the corresponding extension ψ : G → Q ⋆ α(H) S such that ψ(f ) ∈ ψ(g) ψ(B) in P . Since P is a special amalgam of (finite) C-groups we see that it is residually-C by Lemma 6.5. Since |Q| < ∞ we see that ψ(B) is a finite subset of Q and therefore ψ(g) ψ(B) is finite and thus is C-closed in P . By Lemma 2.4 we see that g B is C-closed in G.
Now suppose B = G. If g = 1 then 1 G = {1} is C-separable in G since it is finite subset of G and G is residually-C. Let's assume g = 1. Then by Lemma 3.4 there is a maximal full subgroup A ≤ G such that g ∈ A G . Then G naturally splits as G = A ⋆ H C where H is a full subgroup of A and C is a vertex group. Then g is a conjugate to some cyclically reduced element of G, say g 0 . Suppose g 0 = c 1 x 1 . . . c n x n , where x 1 , . . . , x n ∈ A and c 1 , . . . , c n ∈ C, is the cyclically reduced expression for g 0 Note that
There are two sub-cases to consider: f ∈ A G and f ∈ A G .
Suppose f ∈ A G . Let f 0 be a cyclically reduced element of G conjugate to f , thus
. . , y m ∈ A and d 1 , . . . , d m ∈ C, be the reduced expression for f 0 and let f 1 , f 2 , . . . f m denote the set of all of its cyclic permutations. Clearly f i ∈ g H for all i since f ∈ g G . Then by Lemma 6.12 there are groups Q, S ∈ C and epimorphisms α : A → Q, γ : C → S with corresponding extension ψ : G → P , where
are all the cyclic permutations of ψ(f 0 ) we can conclude that ψ(f ) ∈ ψ(g) P by Lemma 5.8.
Assume that f ∈ A G . By Lemma 6.12 there are groups Q, S ∈ C and projections α : A → Q, γ : C → S with extension ψ : G → P , where P = Q ⋆ α(H) S, such that ψ(g 0 ) = γ(c 1 )α(x 1 ) . . . γ(c n )α(x n ) is cyclically reduced in P . Since n ≥ 1 by Lemma 5.8 we see that ψ(g 0 ) ∈ Q P = ψ(A G ). As we assume that f ∈ A G we see that ψ(f G ) = ψ(f ) P ⊆ ψ(A G ). We see that ψ(g 0 ) ∈ ψ(f ) P and hence ψ(f ) ∼ P ψ(g).
Either way, in both cases when f ∈ A G and f ∈ A G we have found a homomorphism ψ that separates f from g G in an amalgam of C-groups which is C-HSC by Lemma 6.5. Thus by Lemma 2.4 we see that g G is C-closed in G.
Proof of Lemma 6.8. Again, we proceed by induction on |V Γ|. If |V Γ| = 0 then G = {1} and the statement holds trivially. Now suppose that the statement holds for all Γ with |V Γ| ≤ r − 1. Let G = ΓG where |V Γ| = r. Let K ∈ N C (G) be arbitrary. There are two cases to be distinguished: B = G and B = G.
Suppose B is a proper full subgroup of G. Then there is a maximal full subgroup A ≤ G such that B ≤ A. Clearly A is a graph product with r − 1 vertices and therefore the statement holds for A. Let K A = K ∩ A and let K C = K ∩ C. Obviously G splits as G = A ⋆ H C, where H is a full subgroup of A and C is a vertex group. We consider two separate sub-cases: g ∈ A and g ∈ G \ A.
Assume that g ∈ A. By induction we see that the pair (B, g) has C-CC A in A. Thus there is a C-group Q such that L 1 = ker(α) ≤ K A , and
where α : A → Q is the natural projection. Let ρ A : G → A be the canonical retraction of G onto A and set
Thus we see that if g ∈ A then the pair (B, g) has C-CC G . Now suppose that g ∈ G \ A. Let g = x 0 c 1 x 1 . . . c n x n , where x 0 , . . . , x n ∈ A and c 1 , . . . , c n ∈ C, be a reduced expression for g. By Lemma 6.13 we can find C-groups Q, S and epimorphisms α : A → Q, γ : C ∩ S with corresponding extension ψ :
P is a special amalgam of C-groups and thus is residually-C by Corollary 6.5. Since Q is finite we see that ψ(K) ∩ ψ(B) ≤ ψ(B) ≤ Q is finite, thus ψ(g) ψ(B)∩ψ(K) is C-closed in P . By Lemma 4.8 one obtains ξ : P → R, where R ∈ C such that ker(ξ) ≤ ψ(K) and
Take φ : G → R to be defined as φ = ξ • ψ. Obviously, φ is the map we are looking for.
We are left with the last remaining case, when B = G. We may assume g ∈ G \ {1} as the pair (G, 1) has C-CC G trivially. By Lemma 3.4 there is a maximal full subgroup A ≤ G such that g ∈ A G . Then G naturally splits as G = A ⋆ H C, where H ≤ A is a full subgroup of A and C is a vertex group in G. There is z ∈ G such that g 0 = zgz −1 is cyclically reduced in G. Let g 0 = c 1 x 1 . . . c n x n , where x i ∈ A and c i ∈ C for i = 1, . . . , n, be a reduced expression for g 0 . Since g ∈ A G we see that n ≥ 1. By Lemma 6.14 there are C-groups Q, S and epimorphisms α : A → Q, γ : C → S with a corresponding extension ψ : G → P , where
Since P is special amalgam of C groups we see that it is C-HCS by Corollary 6.5 and thus the pair (ψ(G), ψ(g)) satisfies C-CC P in P . Note that in every case the homomoprhism ψ was constructed so that ker(ψ) ≤ K thus by Lemma 4.5 we see get that the pair (g, G) has C-CC G in G.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let G = ΓG be a graph product such that |V Γ| < ∞ and G v is C-HCS for all v ∈ V Γ. Note that G is a full subgroup of itself and thus by Lemma 6.7 we see that the pair (G, g) has C-CC G for every g ∈ G and thus G satisfies C-CC. By Lemma 6.8 we see that the set g G is C-closed in G for every g ∈ G, hence G is C-CS. Finally using Theorem 4.2 we get that G is C-HCS.
Note that every group from the class C is C-HCS. Then as an immediate consequence of the Theorem 1.1 we get that graph products of groups belonging to an extension closed variety of finite groups C are C -HCS.
Corollary 6.15. Assume that C is an extension closed variety of finite groups. Let Γ be a finite graph and let G = {G v | v ∈ V Γ} be a family of groups such that G v ∈ C for all v ∈ V Γ. Then the group G = ΓG is C-HCS.
Infinite graphs and C-CS groups
Again, we will assume that the class C is an extension closed variety of finite groups.
7.1. Graph products of C-conjugacy separable groups. Before we proceed we mention one important property of graph products: they are functorial.
Remark 7.1. Let Γ be a graph and let G = {G v |v ∈ V Γ} and F = {F v |v ∈ V Γ} be two families of groups indexed by vertices of V Γ. Assume that for every v ∈ V Γ there is a homomorphism φ v : G v → F v . Then there is a unique homomorphism φ : G → F , where G = ΓG and F = ΓF such that φ ↾ Gv = φ v for all v ∈ V Γ We will use Corollary 6.15 to show that the class of C-CS groups is closed under graph products. The main idea is to construct a suitable map onto a finite graph product of groups belonging to the class C. First we need to show that we can always find such a homomorphism that preserves length and support of a given element. Lemma 7.2. Let G = ΓG be a graph product such that G v is residually-C for every v ∈ V Γ and let g ∈ G. Then there is F = {F v |v ∈ V Γ}, a family of C-groups indexed by V Γ, and a homomorphism φ v : G v → F v for every v ∈ V Γ such that for the corresponding extension φ : G → F (given by Remark 7.1), where F = ΓF, all of the following are true:
(i) |g| = |φ(g)|,
(ii) supp(g) = supp(φ(g)), (iii) If g is Γ-cyclically reduced in G then φ(g) is Γ-cyclically reduced in F .
Proof. Let (g 1 , . . . , g n ) be a Γ-reduced expression for g in G. For every v ∈ V Γ let I v = {i | g i ∈ G v } ⊆ supp(g) be the set of indices such that the corresponding syllables belong to G v . Since I v is finite and G v is residually-C for every v by assumption there is F v ∈ C and a homomorphism φ v : G v → F v such that φ v (g i ) = 1 in F v for all i ∈ I v . By Remark 7.1 we have the corresponding unique extension φ : G → F , where F = ΓF. Clearly, (φ v 1 (g), . . . , φ vn (g n )) is a Γ-reduced expression for φ(g) therefore |g| = |φ(g)| and supp(g) = supp(φ(g)).
Suppose that g is Γ-cyclically reduced in G. Obviously FL(g) = FL(φ(g)), LL(g) = LL(φ(g)) and S(g) = S(φ(g)) and thus (FL(φ(g)) ∩ LL(φ(g))) \ S(φ(g)) = (FL(g) ∩ LL(g)) \ S(g) = ∅ by Lemma 3.11 because g is Γ-cyclically reduced and therefore φ(g) is Γ-cyclically reduced in F again by Lemma 3.11.
In fact we are can generalise the previous lemma to any finite number of given elements.
Corollary 7.3. Let f, g ∈ G be Γ-cyclically reduced in G and assume that f = g. Then there is F = {F v |v ∈ V Γ}, a family of C-groups indexed by V Γ, and a homomorphism φ v : G v → F v for every v ∈ V Γ such that for the corresponding extension φ : G → F , where F = ΓF, all of the following are true:
(i) |g| = |φ(g)| and supp(g) = supp(φ(g)),
(ii) |f | = |φ(f )| and supp(f ) = supp(φ(f )), (iii) φ(f ), φ(g) are Γ-cyclically reduced in F , (iv) φ(f ) = φ(g) in F .
Proof. We use Lemma 7.2 on g,f and gf −1 to obtain three corresponding families F f , F g and F f g −1 . For every v ∈ V Γ we set K v = ker(φ ) and define φ v : G v → F v , where F v = G v /K v . Clearly the family of C-groups F = {F v |v ∈ V Γ} together with homomorphisms φ v : G v → F v and the extension φ : G → ΓF has all the claimed properties.
The proof of the following remark is left as a simple exercise for the reader.
Remark 7.4. Suppose that C is a class of finite groups satisfying (c1) and (c2). Then the class of C-CS groups is closed under taking direct products.
Proof of Theorem 1.2. Let g ∈ G be arbitrary and let f ∈ G such that f ∼ G g. Note that the set of vertices X = supp(g) ∪ supp(f ) ⊆ V Γ is finite and ρ X (f ) = f ∼ G X ρ X (g) = g, where ρ X : G → G X is the canonical retraction corresponding to the full subgroup G X ≤ G given by the set X ⊆ V Γ. Hence without loss of generality we may assume that |V Γ| < ∞. Let f 0 , g 0 ∈ G be Γ-cyclically reduced elements of G such that f 0 ∼ G f and g 0 ∼ G g. Clearly f 0 ∼ G g 0 .
By Lemma 3.12 we have three possibilities to consider: (i) supp(g 0 ) = supp(f 0 ) or |g 0 | = |f 0 |, (ii) p(f 0 ) is not a cyclic permutation of p(g 0 ), (iii) s(f 0 ) ∈ s(g 0 ) G S(g 0 ) .
Assume that either supp(g 0 ) = supp(f 0 ) or |f 0 | = |g 0 |. Then we can use Corollary 7.3 to obtain a family of C-groups F = {F v |v ∈ V Γ} and a homomorphism φ v : G v → F v for every v ∈ V Γ such that for the corresponding extension φ : G → ΓF we have either supp(φ(f 0 )) = supp(φ(g 0 )) or |φ(f 0 )| = |φ(g 0 )| respectively. By Lemma 3.12 we see that φ(f 0 ) ∼ ΓF φ(g 0 ) and hence φ(f ) ∼ ΓF φ(g). Note that ΓF is a finite graph product of groups belonging to the class C and thus by Corollary 6.15 we see that the group ΓF is C-HCS. Assume that supp(g 0 ) = supp(f 0 ) and |g 0 | = |f 0 |. Suppose that p(f 0 ) is not a cyclic permutation of p(g 0 ). Let {p 1 , . . . , p m } ⊂ G be the set of all cyclic permutations of p(g 0 ) including p(g 0 ). Then p i = p(f 0 ) for i = 1, . . . , m and we can use Corollary 7.3 for each pair p(f 0 ), p i , where 1 ≤ i ≤ m, to obtain a family of C-groups F i = {F i v |v ∈ V Γ} with homomorphisms φ i v :
ker(φ i v ) and denote F v = G v /K v . Set F = {F v |v ∈ V Γ} and let φ v : G v → F v be the natural projection corresponding to v. Let φ : G → ΓF be the natural extension. Note that p(φ(f 0 )) = φ(p(f 0 )) and p(φ(g 0 )) = φ(p(g 0 )). Clearly the set C = {φ(p 1 ), . . . , φ(p m )} is the set of all cyclic permutations of p(φ(g 0 )) and we see that p(φ(f 0 )) ∈ C and thus p(φ(f 0 )) is not a cyclic permutation of p(φ(g 0 )). By Lemma 3.12 we see that Let x, y ∈ F be arbitrary. It is obvious that if ϕ(x) = ϕ(y) then φ(x) = φ(y) and thus ker(ϕ) ≤ ker(φ) = φ(K). We see that there is unique homomorphism δ : D → G/K such that φ = δ • ϕ. Denote δ = δ • φ. The following commutative diagram illustrates the situation. Now we need to show that C δ(G) (δ(g)) ⊆ δ(C G (g)K). One can easily check that Pc Γ ( g ′ ) = G A and therefore by Lemma 3.7 we have C G (g ′ ) = C G A (g ′ )G link(A) . Denote δ A = δ ↾ G A . From the construction of δ it is easy to see that δ A : G A → D A is an isomorphism. Let P = Pc ∆ (δ( g ′ )). As D A is a full (and hence parabolic) subgroup of D and δ(g ′ ) ∈ P we see that P ≤ D A due to minimality of P . By [1, Lemma 3.7] we see that P is actually parabolic in ∆ A D A = D A . Let P ′ = δ A (P ) −1 ≤ G A ≤ G. From the construction of the map δ we see that P ′ is parabolic in G A (and thus in G) and that g ′ ∈ P ′ . Since Pc Γ ( g ′ ) = G A and g ′ ∈ P ′ we see that G A ≤ P ′ and therefore P ′ = G A . This means that P = D A . We see that Pc ∆ ( δ(g ′ ) ) = Pc ∆ (δ( g ′ )) = D A and hence by Lemma 3.7 we get that C D (δ(g ′ )) = C D A (δ(g ′ ))D link(A) .
Again, since δ ↾ G A is an isomorphism we see that δ(C G A (g ′ )) = C D A (δ(g ′ )) = C δ(G A ) (δ(g ′ )). From the construction of the equivalence ≈ we see that for every v ∈ V Γ we have [v] ≈ ∈ link(A) in ∆ if and only if v ∈ link(A) in Γ and hence δ(G link(A) ) = D link(A) . We see that
For every v ∈ V ∆ the group D v is either an infinite C-HCS group or belongs to the class C. By Theorem 1.1 we see that the group D is C-HCS and hence D satisfies C-CC by Theorem 4.2. Consequently, the pair (D, δ(g ′ )) satisfies C-CC in D. By Lemma 4.5 we see that the pair (G, g) satisfies C -CC G for any g ∈ G and therefore G satisfies C-CC. We have proved that G is C-CS and satisfies C-CC, hence by Theorem 4.2 we see that G is C-HCS.
7.3. Some corollaries. Applying Theorem 1.3 to the most obvious types of extension closed varieties of finitely presented groups we immediately get that the class of HCS groups is closed under taking finite graph products, similarly for p-HCS and (finite solvable)-HCS.
We can also extend the results of Minasyan (see [19] ) and Toinet (see [30] ) to infinitely generated right angled Artin groups.
Corollary 7.5. Infinitely generated RAAGS are HCS and p-HCS for every prime number p.
In [5, Theorem 1.2] Caprace and Minasyan proved that finitely generated RACGs are CS. By applying Theorem 1.3 to RACGs once in the context of the class of all finite groups and once in the context of all finite 2-groups we get following strengthening of the mentioned result.
Corollary 7.6. Arbitrary (possibly infinitely generated) right angled Coxeter groups are HCS and 2-HCS.
The statement of Corollary 7.6 can be compared with the following example: the group G = Sym(X) of finitary permutations of an infinite set X is an infinitely generated Coxeter group, but it is not even residually finite. Clearly being right angled is a strong requirement.
As we mentioned in the introductory section virtually polycyclic groups are HCS, thus we can state the following corollary.
Corollary 7.7. Let Γ be any graph and let G = {G v | v ∈ V Γ} be a family of groups such that the group G v is virtually polycyclic for every v ∈ V Γ. Then the group G = ΓG is HCS.
