Nonparametric order tests for homogeneity and component independence are proposed, which are based on data compressors. For homogeneity testing the idea is to compress the word obtained by ordering the combined samples and writing the number of the sample in place of each element. H 0 should be rejected if the string is compressed to a certain degree and accepted otherwise. We show that such a test obtained from an ideal data compressor is valid against all alternatives. Component independence is reduced to homogeneity testing.
Introduction
We consider two classical problems of mathematical statistics. The first one is homogeneity testing: r samples X j = {X The second problem is component independence: a sample Z 1 , . . . , Z n is given, generated i.i.d. according to some distribution F Z . Each Z i consists of two components Z 1 i and Z 2 i . We wish to test whether the components are independent of each other. That is, H 0 is that the marginal distributions are independent whereas H 1 is that there is some dependency. Again, no assumption is made on the distribution F Z .
The literature on these statistical problems is vast, in particular there are many classic non-parametric tests (e.g. Kolmogorov-Smirnov test for homogeneity), some of which use ranks (e.g. Wilcoxon's test); we refer to [3] for an overview. The idea to use real-life data compressors for testing some classical statistical hypotheses was suggested in [7, 8] . The hypotheses considered there mostly concern data samples drawn from discrete spaces. Some tests for continuous spaces are also proposed based on partitioning.
Here we extend this approach to order (rank) tests, allowing testing homogeneity and component independence without the need of partitioning the sample spaces and making them finite. The main advantage of the suggested tests is that they are absolutely distribution free and provide a simple tool for applying real data compressors (and thus all the achievements of that field) to solving statistical problems.
The idea of using data compressors for tasks other than actual data compression was suggested in [1, 2, 4] , where data compressors are applied to such problems as classification and clustering. These works were largely inspired by Kolmogorov complexity, which is also an important tool for the present work.
An "ideal" data compressor is such that compresses its input up to its Kolmogorov complexity. This is intuitively obvious since, informally, Kolmogorov complexity of a string is the length of the shortest program that outputs this string. Such data compressors do not exist; in particular, Kolmogorov complexity itself is incomputable. Real data compressors, however, can be considered as approximations of ideal ones. Intuitively, an ideal data compressor can find all regularities in data, while real data compressors can find regularities (in sequential data) of those types that were found practically useful and simple enough.
The suggested tests provide a simple way to use these regularities to find inhomogeneities (homogeneity testing) and dependencies (component independence) in the data. Thus in this work we provide a simple empirical procedure for testing homogeneity and component independence with data compressors; we show that for an ideal data compressor this procedure provides a statistical test which is valid against all alternatives (Type II error goes to zero); while Type I error is guaranteed to be below a pre-defined significance level for all data compressors, not only for ideal ones. It should also be noted that the theoretical assumption underlying data compressors used in real life is that the data to compress is stationary. Thus the tests designed in [7, 8] are provably valid against any stationary and ergodic alternative, while these tests are based on real data compressors, not only on ideal ones. In our case, the alternative arising in rank test under H 1 is not stationary. Thus we prove theorems only about ideal data compressors, and real data compressors can be used heuristically. However, it can be conjectured that the same results can be proven for some particular real-life data compressors, for example for those which are based on the measure R from [6] or on the LZ algorithm [10] .
Main results
Homogeneity testing. We are given r samples
No assumptions are made on the distributions F j . Thus
Denote m = r j=1 m j . We use |K| for the length of a string K. A code ϕ is a function ϕ : B * → {1, 2} * from finite words over B = {1, 2, . . . , r} to finite binary words, such that ϕ is an injection (a = b implies ϕ(a) = ϕ(b)). For r = 2 a trivial example of a code is the identity ϕ id (a) = a. Less trivial examples that we have in mind are data compressors, such as zip, rar, arj, or others. We will construct (reasonable) tests for homogeneity from (good) data compressors.
First jt is the vth element in the binary expansion of the uth component of X j t (in case the expansion is ambiguous always take the one with more zeros). Denote the described function which converts X j toX j by τ . Construct the string A applying the (single-dimensional) procedure described above to the samples
For any code ϕ the test for homogeneity G ϕ rejects the hypothesis H 0 at the level of significance α if
and log is base 2, and accepts H 0 otherwise. The intuition is as follows. Let r = 2 (just two samples). Under H 0 (the distributions F 1 and F 2 are equal) the string A is a random binary string with m 1 1s and m 2 2s; all such strings are equiprobable. Thus a good data compressor should be able to compress A to about log N bits, but no code can compress many such strings to less than log N − t bits (t > 0), since there are N such strings and only 2 −t N binary strings of length log N − t.
Theorem 1 (Type I error). For any code ϕ and any α ∈ [0, 1] the Type I error of the test G ϕ with level of significance α is not greater than α:
Proof. As it was noted, under H 0 for every string a ∈ B m such that a has m j elements j, for 1 ≤ j ≤ r, we have P (A = a) = 1/N . Since there are only αN binary strings of length log αN and ϕ is an injection, we get P {(X 1 , . . . , X r ) : |ϕ(A)| ≤ log αN } ≤ 1 N N α = α which together with the definition of G ϕ implies (1).
Clearly, for some codes the test is of little use (for example if ϕ is the identity mapping) and Theorem 1 is only useful when the Type II error is small too. Next we will define "ideal" codes and show that for them the probability of accepting H 0 goes to zero under any distribution in H 1 . Codes used in real data compressors can then be thought of as practical approximations of ideal codes.
Informally, Kolmogorov complexity of a string A is the length of the shortest program that outputs A (on the empty input). More formally, complexity of a string A ∈ B * with respect to a Turing machine ζ is defined as
where p ranges over all binary strings (interpreted as programs for ζ; minimum over empty set is defined as ∞). There exists a Turing machine ζ such that C ζ (A) ≤ C ζ (A) + c ζ for any A and any Turing machine ζ (the constant c ζ depends on ζ but not on A). Fix any such ζ and define Kolmogorov complexity of a string A ∈ {0, 1} ∞ as
For more details see e.g. [9, 5] . Clearly, if A is a binary string then C(A) ≤ |A| + b for some b depending only on ζ. Call a code ϕ ideal if some constant c the equality |ϕ(A)| ≤ C(A) + c holds for every A. Clearly such codes exist.
Theorem 2 (Type II error: universal validity). For any ideal code ϕ Type II error of the test G ϕ with any fixed significance level α > 0 goes to zero: Proof. First observe that if X i and X j are distributed according to different distributions thenX i andX j are also distributed according to different distributions. Indeed, the function τ is one to one, and transforms cylinder sets (sets of the form {x ∈ R d :
to cylinder sets. So together with F j it defines some distribution Fj on R. If distributions Fj and Fī are different then they are different on some cylinder set T , but then Fī(τ (T )) = Fj(τ (T )). Thus further in the proof we will assume that d = 1. We will consider the case of two samples r = 2, the general case is analogous. We have to show that Kolmogorov complexity C(A) = |ϕ(A)| of the string A is less than log αN ≥ mh(
for any fixed α from some m on. To show this, we have to find a sufficiently short description s(A) of the string A; then the Kolmogorov complexity |ϕ(A)| is not greater than |s(A)| + c for some constant c. If H 1 is true then there exist some interval T = (−∞, t] and some δ > 0 such that |F 1 (T )−F 2 (T )| > 2δ. Hence from some m 1 , m 2 on with probability 1 we have
Let A be the starting part of A that consists of all elements that belong to T and let m 1 := #{x ∈ X 1 ∩ T } and m 2 := #{y ∈ X 2 ∩ T }. A description of A can be constructed as the index of A in the set (ordered, say, lexicographically) of all binary strings of length m 1 + m 2 that have m 1 zeros and m 2 ones plus the description of m 1 and m 2 . The length of such a description is bounded by , from Jensen's inequality we obtain
where the infimum is taken over all pairs m 1 , m 2 that satisfy the condition of the theorem 0 < a < So, as a corollary of Theorems 1 and 2 we get the following statement.
Theorem 3. For any code ϕ and any α ∈ (0, 1] the Type I error of the test G ϕ with level of significance α is not greater than α. If, in addition, the code ϕ is ideal then the Type II of G ϕ error tends to 0 as the sample size n approaches infinity.
Component independence testing.
A sample Z = Z 1 , . . . , Z n is given where each Z i consists of r components
The goal is to test whether the components are distributed independently. That is, H 0 is that
H 1 is the negation of H 0 (the equality is false for some selection of the sets T j , 1 ≤ j ≤ r). Again, no assumption is made on the form of the distribution F Z .
Fix any code ϕ and construct the test for component independence I ϕ as follows. Assume that n = 2m for some m and define the samples X andȲ as the first and the second half of the sample Z: X 1 = Z 1 , . . . , X m = Z m andȲ 1 = Z m+1 , . . . ,Ȳ m = Z 2m (if n is odd then make samples X andȲ of sizes The component independence test I ϕ (with level of significance α) consists in application of the test for homogeneity G ϕ to the samples X and Y (with level of significance α).
Indeed, it is easy to check that H 0 is true if and only if X and Y are distributed according to the same distribution (i.e. only in this case permuting one of the components independently does not change the distribution). So we get the following statement.
Theorem 4. For any code ϕ and any α ∈ (0, 1] the Type I error of the test I ϕ with level of significance α is not greater than α. If, in addition, the code ϕ is ideal then the Type II error of I ϕ error tends to 0 as the sample size n approaches infinity.
