Abstract-We study a problem of scheduling real-time traffic with hard delay constraints in an unreliable wireless channel. We consider the uplink channel of an infrastructure network with a base station and a fixed number of wireless users. Packets are generated at a constant rate and they need to be delivered to the base station within a fixed number of slots. In a fading wireless channel, we are interested in the fraction of packets that can be successfully delivered within the hard delay bound. Using a notion of rate region, we provide a characterization of the achievable packet delivery rates for the wireless network. We consider a general network model that permits multiple access as a contention mechanism to schedule a user. The multiple access strategy improves the achievable packet delivery rates in comparison with earlier works such as [1]. We discuss rate optimal and utility maximizing strategies for the network using the rate region framework. Using simulations, we evaluate the performance of the multiple access strategy and discuss its advantages.
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I. INTRODUCTION
P ROVISIONING quality of service for real time traffic in a wireless network is crucial and is gaining importance, especially with applications of voice and video streaming, surveillance, control and sensor networks. In this paper, we consider an unreliable, time varying wireless channel and we study the problem of scheduling a real time traffic with hard delay constraints. In [2] and in [3] , variants of earliest due date policy has been proposed to schedule real-time traffic with deadlines. In [1] , Hou et al, propose a QoS framework for real time traffic in an infrastructure setup and characterize the feasible packet delivery rates for hard delay constraint. In [4] , the framework was extended to include heterogeneous delay constraints. In our work, we extend the framework studied in [1] and [4] to include the multiple access strategy. Scheduling for ad hoc wireless networks with heterogeneous delay constraints is studied in [5] . In [6] , Li and Eryilmaz propose a fast-CSMA algorithm for deadline constrained scheduling in a distributed wireless channel.
In this work, we propose an extension to the QoS framework studied in [1] that accommodates delay, throughput and channel unreliabilities in an infrastructure setup. In [1] , the base station polls a single user in a slot to schedule the user. We propose a generalization that permits a multicast poll and a multiple-access response in a slot to schedule a user. Further, we characterize the achievable packet delivery rates for the wireless network using a notion of rate region of the frame. Fig. 1 . Slots, frame structure and arrival process for the wireless network. Slots are grouped into frames and the arrows indicate packet arrivals for every user at the beginning of the frame.
II. NETWORK MODEL
We consider an infrastructure wireless network with a base station or an access point and a fixed number, N , of wireless users. Time is assumed to be slotted and is grouped into frames of τ slots each, as shown in Figure 1 . Each user generates a packet of a fixed size at the beginning of every frame (uplink traffic scenario). The packets have a strict delay constraint and have to be delivered to the base station within the frame; if undelivered, the users discard the packet at the end of the frame. We consider an unreliable wireless channel between the base station and the users, and the users and the base station (with symmetric channel assumption). The channel of user i is assumed to be ON with probability p i in every slot (and is OFF with probability 1 − p i ). The channel state is assumed to be constant in a time slot and varies independently across time and users.
We assume an ideal collision channel and a single user can be successfully scheduled in a slot. We consider a centralized scheduling strategy where the base station seeks to schedule a user based on the QoS requirements. In the network model studied in [1] , the base station polls, with a control packet, at most a single user at the beginning of a slot to schedule the user. If the wireless channel between the base station and the user is ON, the user will successfully receive the control packet and will then respond back with the data packet. We will refer to this network model, studied in [1] , as the Polling model. In our work, we propose a generalization that permits the base station to send a multicast poll packet (instead of a unicast poll packet as in [1] ). At the beginning of a slot, the base station will broadcast a multicast (poll) control packet addressing a subset of the users. The users with ON channel in the slot will respond to the multicast poll packet with a data packet if the user is in the multicast group. The multicast control packet, thus, can lead to simultaneous packet transmissions in a slot. If the base station observes a single successful packet as a response, the user which responded in the slot is deemed scheduled in the slot. If the base station notices a collision (due to simultaneous transmissions) or if there is no transmission in the slot, the slot is considered wasted. We will refer to this general model as the Multipleaccess model. Using a notion of rate region, we will study 2162-2337/14$31.00 c 2014 IEEE the feasible packet delivery rates for the polling model and the multiple-access model in Sections III and IV respectively. We assume that the slot duration is long enough to accommodate the transmission of control packet, data packet and any acknowledgement packet.
The performance metric of interest in this work is the long term average packet delivery rate. The long term average packet delivery rate of a user i is defined as
where I i (k) is the indicator of a successful transmission for
be a feasible long term average packet delivery rate vector, i.e., there exists some scheduling strategy, possibly non-causal, that can achieve this long term average rate vector for the users. Then, we define the capacity region of the wireless network, C, as the set of all feasible packet delivery rate vectors
The network objective in this work is to identify a scheduler that can support any feasible rate vector for the wireless network and to maximize a network utility on the capacity region.
III. RATE REGION WITH POLLING MODEL
In this section, we will characterize the capacity region of the wireless network for the polling model using a notion of rate region of a frame. In [1] , Hou et al. have studied the problem of scheduling users with hard delay requirements when a single user is polled in a slot. They provide a characterization of the capacity region using the load constraints on the network. In Lemma 5 in [1] , the authors show that an
where S is any subset of {1, 2, · · · , N} and E[I S ] is the expected number of idle slots in a frame when the set of S users are polled in the frame. In our work, we characterize the capacity region directly by identifying the average packet delivery rates feasible with all possible Ergodic schedules in a frame. The capacity of a wireless channel has been studied in a number of works for a variety of network scenarios (see e.g., [7] , [8] ). We identify that the channel is i.i.d. in every frame in the network models considered here and note that the capacity region can be similarly defined as in the earlier works. We will first identify the set of possible schedules in a frame and compute the rate vectors associated with the schedules. The convex hull of the rate vectors (of the schedules) would then provide us the set of all feasible packet delivery rate vectors.
Rate Region view point of the Polling Model: We propose to consider the following set of schedules for the polling model. Given any subset of users {i 1 N C k faces (see [1] ). We can compute the average packet delivery rate vector corresponding to a schedule similar to the expected throughput computed for a slot in [10] .
Rate Region of a Two User Example
We will now illustrate the idea using an example with two users. The rate region of a two user network N = 2 can be obtained by considering the following ordered schedules possible in a frame: allocate all the slots to user one (indicated as schedule 1), all slots to user two (2), allocate slots in a frame to user one till the user succeeds and then to user two (1/2) and vice versa (2/1). In Figure 2 , we have marked the rate vectors corresponding to the four schedules {1, 2, 1/2, 2/1}. For example, the rate vector achieved with the schedule 1 is (1 − (1 − p 1 ) τ , 0); (1 − p 1 ) τ is the probability that user 1 fails in every attempt to transmit a packet in a frame. The rate vector achieved with schedule 1/2 is (1
is the probability that user 1 successfully transmits a packet in slot k and user 2 successfully transmits a packet in the remaining slots. The convex hull of the above rate vectors (along with the (0, 0) rate vector) is the capacity region of the wireless network with the polling model.
IV. MULTIPLE-ACCESS NETWORK MODEL
In this section, we will characterize the average packet delivery rates feasible for the multiple-access network model using a rate region viewpoint and discuss admission control and suboptimal implementations. We note here that the load based framework proposed in [1] does not lead to a simple characterization of the capacity region for the multiple-access model.
Rate Region of a Two User Example
Consider the two user network studied in Section III, Figure 2 . The set of schedules considered for the polling model for the wireless network is {0, 1, 2, 1/2, 2/1}. The multiple-access model permits additional schedules such as (1 + 2) and (1 + 2)/ (1 + 2) c .
(1 + 2) schedules users 1 and 2 simultaneously in a multicast combination until a successful packet transmission and schedule (1 + 2)/(1 + 2) c proceeds to schedule the remaining user in the multicast combination in the remainder of the slots. The packet delivery rates achievable with the schedules can be computed as before. For example, the rate vector achievable with
where
is the probability that there is no success until slot k and p 1 (1−p 2 ) is the probability that user 1 succeeds in the k th slot. The convex hull of the rate vectors of the schedules {0, 1, 2, 1/2, 2/1, (1+2), (1+2)/( 1+ 2) c } gives the set of all feasible packet delivery rate vectors for the two user example. In Figure 2 , we plot the rate vectors achievable with the multiple-access network model illustrating the enhancement in the capacity region in comparison with the polling model.
A. Admission Control and Sub-optimal Implementation
We will now comment on the capacity region and an admission control policy (i.e., evaluation of the feasibility of a desired packet delivery rate vector) for the multipleaccess network model. The channel and the traffic is i.i.d. in every frame, hence, we can restrict our attention to Ergodic schedules. In Section III, we limited our attention to ordered schedules of the form i 1 / · · · /i k . The Multiple-access network model permits such schedules as well as the multicast schedules. Hence, the capacity region of the multiple-access network model is at least as large as the capacity region of the polling model. Also, the multiple-access network model necessitates the use of dynamic schedules adapted with the outcome of a multicast contention, which further enhances the capacity region.
In Section III, we characterized the capacity region of the polling model as having (d 1 , d 2 , · · · , d N ) , whose feasibility is to be evaluated, is ordered such that the number of original schedules (corner-points) with the considered ordering is N i=0 1 = N + 1 and the number of original faces with the considered ordering is also N +1 (every original schedule with the considered ordering induces a face in the rate region). Thus, the number of checks that ensures the feasibility of a given delivery rate vector is N + 1 (including the non-negativity condition). In [1] , the authors have proposed a simple admission control policy for the feasibility of an average rate vector based on the above idea. The multipleaccess network model, however, has many more schedules and faces in comparison with the polling model. For example, for a N = 3 user wireless network, the number of schedules (or corner points) and faces (constraints) for the multiple-access network model is 28 and 24 respectively (much larger than the polling model). In the following discussion, we will restrict to a subset of the multiple-access schedules to improve the rate region and thus reduce the complexity of the schedule and the admission control policy.
In Figure 3 , we plot the set of feasible delivery rate vectors achieved using a simple suboptimal multiple-access strategy and compare it with the polling model. We consider a wireless network with N = 3 users and we assume that p i = 0.2 for all the users and τ = 6. We consider a suboptimal implementation of the multiple-access strategy, where we restrict to the following static schedules
cc } in addition to the ordered schedules corresponding to the polling strategy. We have not included any dynamic schedules and any combination of multicast and ordered schedules in this implementation. From the figure, we note that the suboptimal strategy enhances the capacity region very well; also, the suboptimal strategy performs as good as the optimal strategy for the wireless network (not reported in the figure) . Further, we note that the implementation has fewer constraints to verify for admission control in comparison with the optimal implementation. 
V. PERFORMANCE EVALUATION
The description of the capacity region permits us to propose the use of simple and popular throughput optimal and utility maximizing strategies for the wireless network. By stabilizing the virtual queues that hold the difference between the number of packets generated and packets transmitted successfully (see [1] for additional details), we can achieve a desired rate vector for the wireless users even for the multiple-access capacity region. Also, we can maximize any concave network utility over the capacity region of the multiple-access wireless network using gradient schedulers (see, e.g., [11] and [12] ).
In Figure 4 , we report the performance of the multipleaccess contention model in comparison with the polling model for a typical cellular setup. We consider 30 users deployed randomly and Uniformly in a circle of radius 1 Km with the base station at the center. The transmit power of the users is fixed at 1 Watt, the path loss coefficient is 4 and the SNR threshold value for communication is assumed to be 10 dBm. We assume that the users experience a Rayleigh fading wireless channel with mean 1. The frame length is taken as 30 slots. The scheduler seeks to achieve the proportionally fair operating point in the capacity region. In Figure 4 , we plot the CDF of the packet delivery rates of the users for the multipleaccess model and the polling model. We have considered a suboptimal implementation for the multiple-access model by restricting to N k=0 N P k ordered schedules and N C 2 multicast schedules that combines at most two users at a time. We observe from the plot that there is considerable improvement in the packet delivery rates of the users in comparison with the polling strategy even with the suboptimal implementation.
VI. CONCLUSION
In this paper, we have proposed a rate region viewpoint to study a QoS problem in a fading wireless channel. For a real-time traffic with hard delay constraints, we characterize the feasible packet delivery rate vectors using a notion of rate region. We study the use of multiple access for contention resolution and report an enhancement in the capacity of the wireless network in comparison with polling. We discuss admission control and utility maximizing strategies and have evaluated the network performance using simulations as well.
