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Resumen: En este art́ıculo presentamos una aproximación novedosa para el trata-
miento de la polaridad en comentarios sobre productos. Nuestro método se centra en
identificar y eliminar las oraciones que tienen una polaridad opuesta a la del comen-
tario (oraciones asimétricas) como paso previo a la identificación de los comentarios
positivos y negativos. Nuestra hipótesis de partida es que las oraciones asimétricas
son morfo-sintácticamente más complejas que las oraciones simétricas (oraciones con
la misma polaridad que la del comentario) por lo que es posible mejorar la detección
de la polaridad eliminado este tipo de oraciones del texto. Para validar esta hipótesis,
hemos medido la complejidad sintáctica de ambos tipos de oraciones en diferentes
dominios y hemos contrastado tres configuraciones de datos diferentes basadas en el
uso y la omisión de las oraciones asimétricas.
Palabras clave: Análisis de la polaridad, mineŕıa de opiniones, complejidad
sintáctica
Abstract: In this paper, we present a novel approach to polarity analysis of product
reviews which detects and removes sentences with the opposite polarity to that of the
entire document (asymmetric sentences) as a previous step to identify positive and
negative reviews. We postulate that asymmetric sentences are morpho-syntactically
more complex than symmetric ones (sentences with the same polarity to that of the
entire document) and that it is possible to improve the detection of the polarity
orientation of reviews by removing asymmetric sentences from the text. To validate
this hypothesis, we measured the syntactic complexity of both types of sentences
in a multi-domain corpus of product reviews and contrasted three relevant data
configurations based on inclusion and omission of asymmetric sentences from the
reviews.
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1 Introduction
In recent years, there has been a growing in-
terest in mining opinions from user-generated
content on the Web. This interest is motiva-
ted in part by an increase in freely available
online reviews of products and services.
According to Ricci and Wietsma (2006), a
product review can be defined as a subjective
piece of text describing the user’s experien-
ces, product knowledge and opinions, toget-
her with a numerical rating. A common cha-
racteristic of a posted review is the presence
of an overall opinion polarity, which describes
the positive or negative opinion of the author
with respect to the evaluated item.
A review, like all other opinionated do-
cuments, often consists of some evaluative
text units and non-evaluative text units that
jointly contribute to the overall polarity of
the document. These units have either the
same or the opposite polarity as that of the
entire review. In this regard, in traditional
approaches to polarity analysis, the overall
polarity of a text is the average polarity of
all its units, mostly words (e.g. adjectives),
phrases, and sentences. In contrast to those
studies that consider the overall polarity as
the result of the average polarity of sentences,
in this work we retrieve sentences expressing
similar and opposite polarity orientation in
relation to the entire review and analyze the
differences between them. This paper starts
from the premise that both types of senten-
ces use different language constructs becau-
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se sentences with the same semantic orienta-
tion of the review have less complex structu-
res than sentences with the opposite polarity
orientation. On the basis of this assumption,
we made the following hypothesis:
Hypothesis 1
We hypothesize that sentences with the
same polarity to that of the entire re-
view are syntactically different from tho-
se with the opposite polarity.
In this paper we call “symmetric senten-
ces” those sentences that have the same pola-
rity as that of the entire review, and “asym-
metric sentences” those that do not. Based
on this, a second hypothesis can be stated:
Hypothesis 2
We hypothesize that it is possible to im-
prove the detection of the polarity orien-
tation of reviews by removing from the
text the asymmetric sentences.
With the aim of verifying hypotheses 1
and 2, we conducted two experiments with
a multi-domain corpus of product reviews in
English. These experiments are designed to
demonstrate: a) that it is possible to pre-
dict accurately when a particular sentence
is symmetric or asymmetric, and b) that it
is possible to improve the automatic detec-
tion of the polarity orientation of reviews by
removing asymmetric sentences. The results
from both experiments are promising. In par-
ticular we show that removing asymmetric
sentences improves the performance of the
baseline to determine the overall polarity of
positive and negative reviews.
The rest of this paper is organized as fo-
llows: Section 2 looks at the related work on
polarity analysis of customer reviews. Next,
Section 3 describes syntactic complexity mea-
sures. Section 4 explains the experimental
analysis (data, tools and results). Finally, we
present conclusions in Section 5.
2 Related Work
The traditional state-of-the-art approaches
classify polarity of natural language text by
analyzing vector representations using, e.g.,
machine learning (ML) techniques (Pang,
Lee, and Vaithyanathan, 2002). ML solutions
involve building classifiers from a collection
of annotated texts, where each text includes
some linguistic-related processing for prepa-
ring features such as lemmatization or stem-
ming. Alternative approaches are semantic /
lexicon-based (Turney, 2002; Taboada et al.,
2011), which renders them robust across do-
mains and texts and enables linguistic analy-
sis at a deeper level. Semantic-based methods
involve the use of dictionaries where different
kinds of words are tagged with their semantic
orientation (SO).
The great majority of works in polarity
analysis have mainly focused on analysis of
sentences expressing a direct or comparati-
ve opinion1 (Dastjerdi, Ibrahim, and Gho-
rashi, 2012; Ganapathibhotla and Liu, 2008;
Jindal and Liu, 2006). There are few stu-
dies analysing how other type of sentences
affect the polarity of the entire reviews (cp.
Roberto, Salamó, and Mart́ı (2014); Wu and
He (2011); Ramanand, Bhavsar, and Pedane-
kar (2010); Goldberg et al. (2009); and Kim
and Hovy (2006)). More specifically, Kim and
Hovy (2006) presented a system that auto-
matically extracts the pros and cons sen-
tences from online reviews. They focused on
extracting pros and cons which include not
only sentences that contain opinion-bearing
expressions about products and features but
also sentences with reasons why an author of
a review writes the review.
Goldberg et al. (2009) conducted a novel
study on building general “wish detectors”2
for natural language text, and demonstrated
their effectiveness on domains as diverse as
consumer product reviews and online politi-
cal discussions. In the same vein, Ramanand,
Bhavsar, and Pedanekar (2010) described ru-
les that can help detect “wishes” from texts
such as reviews or customer surveys. Wu and
He (2011) analyzed the problem of automa-
tically identifying wishes in product reviews.
They built an approach towards such detec-
tions, by the use of keyword set construc-
ted by modal words and sequential patterns.
Finally, Roberto, Salamó, and Mart́ı (2014)
analyzed the role played by narrative sen-
tences in determining the polarity of reviews.
Specifically, they applied an algorithm to de-
1According to Liu (2010), “direct opinions”give a
positive or negative opinion about a object without
mentioning any other similar objects and “compara-
tive opinions”declare a preference relation of two or
more objects based on some of their shared features.
2Wishes are sentences in which authors make sug-
gestions about a product or service or show intentions
to purchase a product or service.
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tect sentences containing events semantically
connected (narrative chains).
3 Syntactic Complexity
As we stated in Section 1, we hypothesize
that symmetric sentences are syntactically
different from asymmetric ones. In this sec-
tion, we define syntactic complexity and we
present a number of different measures of
syntactic complexity.
Syntactic complexity refers to “the ran-
ge of forms that surface in language produc-
tion and the degree of sophistication of such
forms”(Ortega, 2003). Even though there is
no single agreed-upon measurement of syn-
tactic complexity, it is mostly a matter of
sentence embedding3 (compare sentences a.
and b. in example 1) and non-canonical word
order (compare sentences a. and b. in exam-
ple 2).
(1) a. I eat and you cook.
b. I eat if you cook.
(2) a. The student that met the teacher
(subject relative clause).
b. The student that the teacher met
(direct object relative clause).
Some measures of syntactic complexity are
common in first and second language acquisi-
tion and development (e.g. Index of Produc-
tive Syntax or Developmental Sentence Sco-
ring (Moyle and Long, 2013)). However, the
act of giving an opinion is a cognitive activity
that does not concern with the language ac-
quisition or development. For this reason, we
selected three measures that are not directly
linked to language acquisition processes but
quantify the demand of cognitive processing
of different types of syntactic constructions:
Yngve’s depth algorithm (Yngve, 1960), Fra-
zier’s local nonterminal count (Frazier, 1985),
and Pakhomov’s length of grammatical de-
pendencies (Pakhomov et al., 2011).
Yngve (1960) assumes that the production
of a sentence imposes demands on a limited-
capacity working memory. The depth of any
word in a sentence represents the number of
planned grammatical constituents that have
not yet been realized during the production
of the sentence. Yngve depth is determined
3Embedding refers to the combining of simple sen-
tences into a more complex sentence.
by numbering the branches below each node
from right to left in a syntactic tree, starting
with zero. The depth of each word was the
sum of all the branches connecting the word
to the root or top-most node of the senten-
ce. Figure 1 illustrates the calculation of the
Yngve depth measure in the sentence “it was
still starting but a bit sluggish”. In this figu-
re, Total Ydepth is the sum of the depth of
each word in the sentence and mean Ydepth
is the total divided by the number of words.
Figura 1: Parse tree fragments with scores for
Yngve depth analysis.
Frazier’s complexity metric (1985) is ba-
sed on the idea that syntactic complexity in-
volves the number of non-terminal nodes that
the parser must construct when it processes
a sentence. The Frazier’s approach proceeds
in a bottom-up fashion. It traces a path from
a word up the tree until reaching either the
root of the tree or the lowest node which
is not the leftmost child of its parent. Each
non-terminal node in the path contributes a
score of 1, with 1.5 points for branches from
a sentence node (S). Figure 2 illustrates the
calculation of the Frazier local non-terminal
count measure for the same example sentence
“it was still starting but a bit sluggish”. To-
tal Fdepth is the sum of the scores for each
word in the sentence and mean Fdepth is the
total divided by the number of words.
The Pakhomov’s scoring method (2011) is
inspired in Gibson (1998). It computes the
length of grammatical dependencies between
lexical items in a sentence based on the Stan-
ford syntactic parser. In the Pakhomov’s ap-
proach, each dependency relation receives a
distance score calculated as the absolute dif-
ference between the serial positions of the
words that participate in the relation. For
example, the distance for the nominal subject
relation (nsubj) is 4-1 = 3. Total SynDepLen
is the sum of all dependencies in the sentence
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Figura 2: Parse tree fragments with scores for
Frazier’s node count.
and mean SynDepLen is the total divided by








total SynDepLen: 3 + 2 + 1 + 1 + 1 + 1 + 4 = 13
mean SynDepLen: 1.8
Figura 3: A graph view of typed dependencies
of a sentence as computed by Stanford parser
and the calculation of the dependency length
for Pakhomov scoring method.
In the experiments we apply the Yngve,
Frazier, and Pakhomov’s indices of comple-
xity to characterize symmetric and asymme-
tric sentences.
4 Experiments and results
This section evaluates the hypotheses stated
in Section 1. First, it describes the data and
tools used in the experiments. Second, it pre-
sents the results obtained in the two experi-
ments addressed to evaluate the hypotheses.
4.1 Data and tools
The data used in our experimental analysis is
the multi-domain corpus of product reviews
by Cruz Mata (2012). Originally, this corpus
is a collection of 2,547 reviews extracted from
www.ciao.com. This corpus has been chosen
in order to analyze symmetric and asymme-
tric sentences because each review is anno-
tated with the overall polarity and the po-
larity of its features in every single senten-
ce. A pre-processing of the corpus has been
performed automatically in order to remo-
ve sentences that do not express any pola-
rity or induce inconsistencies (noise) in the
data set. In the latter case, first, we elimi-
nate all text passages that contain multiple
sentences with a unique polarity assigned to
it. Second, we also subtract those sentence
with mixed polarity (e.g. “It is a nice ho-
tel, small but very nice and clean.”). Finally,
we removed one-word sentences because they
are not relevant for our analysis (e.g. “ok”,
“avoid”, “duuuhhh”). Table 1 describes the
corpus used in our experiments after remo-
ving those sentences.
Sentence Cars Headphones Hotels All
# Symm 403 194 334 994
# Asymm 403 194 334 994
Total 806 388 668 1988
Tabla 1: Number of symmetric (Symm) and
asymmetric (Aymm) sentences in each do-
main.
As we mentioned in Section 1, sentences
with the same polarity as that of the entire
review have been referred to as symmetric
(symm) and those with different polarity as
asymmetric (asymm).
We used the Computerized Linguistic
Analysis System (CLAS) (Pakhomov et al.,
2011) for the computation of syntactic com-
plexity measures. CLAS system implements
Yngve (1960), Frasier (1985), Gibson (1998),
and other computational approaches to esta-
blish the syntactic complexity of English sen-
tences. This software uses the Stanford syn-
tactic parser, which provides basic informa-
tion on the hierarchical constituent structure
of the sentence as well as syntactic dependen-
cies between lexical items.
We used the Semantic Orientation CAL-
culator System (SO-CAL) (Taboada et al.,
2011) for calculating the polarity orientation
of reviews. SO-CAL is a general purpose sys-
tem that was designed for determining se-
mantic orientation on the level of complete
texts. SO-CAL uses manually built dictiona-
ries of words (adjectives, nouns, verbs, and
adverbs) annotated with their polarity and
strength, and incorporates negation and in-
tensification (e.g., very, slightly).
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4.2 Symmetric and asymmetric
sentences classification
This experiment attempts to answer the fo-
llowing question: Is it possible to predict ac-
curately when a particular sentence will be
symmetric or asymmetric?
To answer this question, we analyzed the
syntactic complexity of opinionated senten-
ces from reviews using the Computerized Lin-
guistic Analysis System (Pakhomov et al.,
2011). The fifteen scores obtained with this
tool (listed in Table 2) were used as attri-
butes to train and test different classifiers in
Weka (Witten et al., 1999).
N. Attributes
1 Mean of Frazer depth scores on individual
tokens (mean Fdepth).
2 Sum of Frazer depth scores on individual to-
kens (total Fdepth).
3 Mean of Yngve depth scores on individual
tokens (mean Ydepth).
4 Sum of Yngve depth scores on individual to-
kens (total Ydepth).
5 Mean of syntactic dependency lengths in the
dependency parse (mean SynDepLen).
6 Sum of syntactic dependency lengths in the
dependency parse (total SynDepLen).
7 Number of “S”nodes in the parse tree.
8 Raw count of nouns.
9 Raw count of adjectives.
10 Raw count of adverbs.
11 Raw count of verbs.
12 Raw count of determiners.
13 Raw count of conjunctions.
14 Raw count of prepositions.
15 Raw count of proper nouns.
Tabla 2: List of the fifteen scores/attributes
generated by the Computerized Linguistic
Analysis System (CLAS).
With the aim of determining the consis-
tency of the scores obtained automatically
by CLAS, we randomly selected 30 senten-
ces from the corpus (10 for each domain) that
were labeled and scored by a trained linguist.
To compare automatic and human scores, we
have used a Kappa statistic approach. The
average Kappa score was 0.76, showing an
acceptable degree of agreement for the task.
Additionally, we performed a linear trans-
formation on the original data to scale the
value of all features in the range [0..1] using
the R package “ppls”(Krämer and Sugiya-
ma, 2011). For classification, a 10-fold cross
validation methodology was performed from
which we report accuracies.
Table 3 shows the accuracies obtained for
each one of the classifiers analyzed. First co-
lumn contains the list of classification algo-
rithms that have been tested. Subsequent co-
lumns list the distribution of accuracies per
domains (cars, headphones, hotels) and all
domains as a whole. Finally, the last row con-
tains the average accuracies obtained for each
domain.
Algorithm Cars Headphones Hotels All
BayesNet 70.3 70.1 67.2 73.1
LWL 65.0 71.9 66.5 76.3
DTNB 72.3 70.6 69.5 75.8
Decis.Table 71.5 72.7 71.0 76.0
JRip 70.3 70.6 68.7 76.3
Ridor 71.7 70.4 69.9 76.4
ADTree 70.6 73.7 71.1 76.0
BFTree 71.7 71.1 70.4 76.4
LADTree 71.3 72.9 71.7 75.5
REPTree 70.7 71.6 69.5 75.5
SimpleCart 70.7 71.6 72.2 76.3
Average 70.6 71.6 69.8 75.8
Tabla 3: Percentage of symmetric and asym-
metric sentences correctly classified in each
domain.
The findings of this study reveal that a
good accuracy can be obtained using syn-
tactic complexity for determining symmetric
and asymmetric sentences. Note that on ave-
rage all the results are around 70 %. In par-
ticular, a 70.6 % in the cars domain, a 71.6 %
in the headphones domain, and 69.8 % in
the hotels domain. In the cars domain, the
best classifier achieves an accuracy of 72.3 %
for distinguishing symmetric from asymme-
tric sentences. The best accuracy estimated
using the same syntactic complexity measu-
res is 73.7 % and 72.2 % for headphone and
hotel domains, respectively. The best results
are achieved bringing all domains: all clas-
sification accuracies are above 73 % and the
general average is 75.8 %.
Additionally, we apply four well known
selection methods to pick up the five
most informative attributes that are used
to classify symmetric and asymmetric sen-
tences, as shown in Table 4. In gene-
ral, we have found that the attributes ba-
sed on the use of syntactic complexity
measures (total SynDepLen, total Y depth,
total Fdepth, mean Fdepth, mean Y depth,
and mean SynDepLen) are among the five
most discriminative attributes.
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Tabla 4: The most relevant features retained by the attribute selection methods for each domain.
In summary, the most discriminative fea-
tures are the ones based on the syntactic com-
plexity measures and the accuracies obtained
using these features support the hypothesis
that it is possible to predict accurately when
a particular sentence express the same (sym-
metric) or the opposite (asymmetric) polarity
to that of the entire review.
4.3 Polarity classification
This experiment attempts to answer the
following question: Is it possible to improve
the accuracy of polarity classifiers by remo-
ving asymmetric sentences from reviews?
To answer this question, we calculated the
overall polarity of reviews using the Semantic
Orientation CALculator System (Taboada et
al., 2011). We contrasted three relevant da-
ta configurations based on the extraction of
different types of sentences from the reviews.
These configurations are:
1. Gold standard: the polarity analy-
sis was performed using only symmetric
sentences based on a hypothetical pre-
diction accuracy of 100 % for the detec-
tion of this type of sentences. The input
to the SO-CAL system is formed by all
the sentences labeled with the same po-
larity to that of the entire review.
2. Baseline: the polarity analysis was per-
formed in standard fashion, that is, by
using the entire review. The input to the
SO-CAL system is formed by all the sen-
tences from the review.
3. Approach: the polarity analysis was
performed removing some of the asym-
metric sentences from reviews based on
the factual categorization accuracies ob-
tained in experiment one (see Table 3).
The input to the SO-CAL system is for-
med by all the sentences from the review
except the 70 % of asymmetric senten-
ces for cars, the 71 % of asymmetric sen-
tences for headphones, and the 69 % of
asymmetric sentences for hotels.
The results of this experiment are sum-
marized in Table 5. The performance of
the baseline is consistent with other pu-
blished studies (Taboada, 2011). The so-
called gold standard configuration improves
from 88 % to 93.2 % the performance of the
baseline for positive reviews and from 76.8 %
to 84.5 % the performance of the negative re-
views. Recall that the gold standard configu-
ration is based on hypothetical accuracies for
symmetric and asymmetric sentences catego-
rization.
Approach is the second best configuration
but, in contrast to the gold standard, it is ba-
sed on the factual data gathered from the first
experiment. Under this configuration, the po-
sitive polarity obtains an average accuracy of
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Configurations Gold Baseline Approach
Review Polarity + – + – + –
Cars 93.4 85 88.1 77.3 89.4 83.2
Headphones 89.2 80.6 81 74.3 83.3 78.7
Hotels 97 88 95 78.8 96.7 81.9
Averages 93.2 84.5 88 76.8 89.8 81.2
Tabla 5: Polarity analysis of product reviews (based on SO-CAL system) under four different
configurations. The reported values are classification accuracies, that is, the percentage of correct
choices.
89.8 %. This is a worthy improvement over
the 88 % that results when all sentences are
used (baseline). Nevertheless, the most sig-
nificant increment is observed in the case of
negative reviews: approach configuration im-
proves from 76.8 % to 81.2 % the average ac-
curacy of the baseline for negative reviews.
This huge improvement is shared by every
domain.
In summary, these results show that the
polarity analysis of reviews improves by re-
moving their asymmetric sentences, as shown
in the Averages at the bottom of Table 5.
5 Conclusions
In this paper we analyze the function of sym-
metric and asymmetric sentences (opiniona-
ted sentences expressing similar and opposite
polarity orientation in relation to the entire
document) with the aim of improving the po-
larity detection of reviews. For this purpose
we have performed two tasks.
The first task consists of the evaluation of
the usefulness of different syntactic comple-
xity measures to characterize both symmetric
and asymmetric sentences. To this end, we
have trained a cascade of classifiers using the
Weka Environment. Our experiments show
that syntactic complexity is an effective way
to characterize symmetric and asymmetric
sentences and it is possible to detect accura-
tely when a particular sentence is symmetric
or asymmetric.
The second task consists of the classifica-
tion of the reviews as being positive or nega-
tive. To this end, we contrasted three relevant
data configurations based on the removal of
different types of sentences from the reviews.
The experimental results indicate that remo-
ving asymmetric sentences increases the per-
formance on the determination of the overall
polarity of reviews. There is a noticeable im-
provement in the case of the negative reviews.
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para el Procesamiento del Lenguaje Na-
tural. Sociedad Española para el Procesa-
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