Abstract. We introduce a stochastic telegraph equation by adding a random inhomogeneity to the classical (second order linear hyperbolic) telegraph differential equation. The inhomogeneities we consider are proportional to the two-dimensional white noise, and solutions to our equation are two-dimensional random Gaussian fields. We show that such fields arise naturally as asymptotic fluctuations of the height function in a certain limit regime of the stochastic six vertex model in a quadrant. The corresponding law of large numbers -the limit shape of the height function -is described by the (deterministic) homogeneous telegraph equation.
1. Introduction 1.1. Preface. The central object of this work is a second order inhomogeneous linear differential equation
on an unknown function f (X, Y ) with given right-hand side u(X, Y ) and constants β 1 , β 2 ∈ R. The equation (1) is known (in equivalent forms) as the telegraph equation or the Klein-Gordon equation.
We will be particularly interested in the case when the inhomogeneity u(X, Y ) is proportional to the two-dimensional white noise,
where the prefactor v(X, Y ) will be made explicit later. We call (1), (2) the stochastic telegraph equation.
While the deterministic equation (1) is a classical object, see e.g. [CH, Chapter V], we have not seen such a stochastic version in the literature before. The only known direction of introducing noise into hyperbolic equations that we are aware of originates from [Fe] that suggested a way of generalizing the wave equation by treating it as a pair of evolution equations. The random term was added in [Ca] , and there have been further developments since then as well (see, e.g., [Fu] , where a nonlinear situation is considered). What we do in the present paper appears to be different, however.
Our interest in the stochastic telegraph equation stems from the fact that it governs the asymptotics of the macroscopic fluctuations for a particular case of a celebrated lattice model of Statistical Mechanics called the six-vertex model; we refer to [Bax] for general information about this and related models.
More concretely, we deal with the stochastic six-vertex model (as well as its deformation -the dynamic six-vertex model), that was first introduced in [GS] and whose asymptotic behavior has been recently studied in [BCG] , [A2] , [A1] , [CT] , [RS] , [BBCW] , [CGST] . The model is defined in the positive quadrant via a sequential stochastic procedure. We postpone the exact definition till the next subsection, and for now let us just say that the configurations of the model can be viewed as collections of lattice paths on the square grid that may touch each other but can never cross, We investigate the limit regime in which the mesh size of the grid goes to 0, and simultaneously the turns of the paths become rare -the weights of two of the six possible local edge configurations around a vertex converge to zero. We find that the exponential q H(X,Y ) , where q is a quantization parameter involved in the definition of the model (that tends to 1 in our limit regime), converges to a non-random limit shape, which solves (1) with zero right-hand side u(X, Y ) ≡ 0. Simultaneously, centered and scaled fluctuations of q H(X,Y ) converge to solutions of the stochastic telegraph equation (1), (2).
The stochastic six-vertex model and our results can be put in several contexts. The asymptotic results of [GS] , [BCG] , [CT] , [CGST] treat the model as an interacting particle system in the Kardar-Parisi-Zhang (KPZ) universality class [KPZ] , [Co] . In fact, there is a limit transition [BCG] , [A1] from the stochastic six-vertex model to a ubiquitous member of this class -the Asymmetric Simple Exclusion Process (ASEP). There are two further limits from the ASEP to stochastic partial differential equations: the first one leads to a certain Gaussian field of fluctuations [DPS] , [DG] , while the second one leads to the KPZ equation itself [BeGi] , [ACQ] , [SS] , [BO] . However, in both cases the resulting SPDEs are stochastic versions of a parabolic PDE -the heat equation, while in our limit regime we observe a hyperbolic PDE with a stochastic term.
While the heat equation is closely related to Markov processes (indeed, the transition probabilities of the Brownian motion are given by the heat kernel), the telegraph equation (1) is not. It provides the simplest instance of a non-Markovian evolution, and we refer to [DH] for a review of its relevance in physics. From the point of view of the approximation by the six-vertex model, the lack of Markov property is a corollary of the fact that for a rarely turning path, it is important to know not only its position, but also the direction in which it currently moves. Thus, in order to create a Markov process, one would need to extend the state space so that the direction is also recorded; see [P] for nice lectures about such random evolutions.
For the six-vertex model with fixed (i.e., not changing with the mesh size) weights, there is a general belief that the model should develop deterministic limit shapes as the mesh size goes to zero, see [PR] , [Re] . However, mathematical understanding or description of them remains a major open problem
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. In the stochastic case [BCG] computes the limit shape for the domain wall boundary conditions, and [GS] , [RS] explain that, more generally, the limit shape has to satisfy a version of the inviscid Burgers equation. The telegraph equation can be treated as a regularization of this equation (cf. inviscid vs. viscous Burgers equation); in Remark 5.3 below, we explain how the PDE of [RS] can be recovered as a limit of (1). One might be surprised that while the six-vertex hydrodynamic equation of [GS] , [RS] does not look linear, (1) is. The explanation lies in the change of the unknown function H(X, Y ) → q H(X,Y ) , which linearizes the equation. A vague analogy would be with the Hopf-Cole transform, which identifies the exponentials of solutions of the (non-linear) KPZ equation with solutions of the (linear, with multiplicative noise) stochastic heat equation.
In the rest of the introduction, we give a precise definition of the stochastic sixvertex model, describe our limit regime, and list the asymptotic results. We further outline our results on the telegraph equation and its discrete version that, to our best knowledge, appear to be new.
1.2. The dynamic stochastic six-vertex model. Our main object of study is the homogeneous stochastic six-vertex model of [GS] , [BCG] and its one-parameter deformation introduced as the dynamic stochastic six-vertex model in [Bor17] . Consider the configurations of the six-vertex model in positive quadrant. These are non-intersecting paths that are allowed to touch (see Figure 1 ) or, equivalently, assignments of six types of vertices (see Figure 3) to the integer points of the quadrant.
For some of our results, we focus on the domain wall boundary conditions, when the paths enter the quadrant through every point of its left boundary, see Figure 1 . For other results, we allow arbitrary deterministic boundary conditions (configurations of incoming paths) along the x and y axes.
A key tool of our approach is the height function H(x, y). It has a local definition: We set H(1, 0) = 0, declare that the height function is increased by 1, H(x, y + 1) − H(x, y) = 1, whenever we move up and the segment [(x − 1 2 , y + )] crosses a path. The height function is constant in regions with no paths. One way to think about the height function is that it is defined not at the integer points, but at the half-integers -centers of the faces of the square grid; then H(x, y) corresponds to the point (x − 1 2 , y +
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).
2 Figure 1 shows an example. For the domain wall boundary conditions, H(x, y) counts the number of paths that pass through or below (x, y). Formally, for (x, y) ∈ Z 2 ≥1 , H(x, y) is the total number of vertices of types II, III and V at positions (x, y ) with y ≤ y. We further extend H(x, y) to real (x, y) first linearly in the x-direction, and then linearly in the y-direction. The resulting function is monotone and 1-Lipschitz in x and y directions.
We also need a modified version of the height function defined through
When we move one step to the right, d(x, y) increases by 1 if we follow a path. When we move one step up, it decreases by 1 if we follow a path. Therefore, along each path the height changes piecewise-linearly, growing along the horizontal segments and decaying along the vertical ones. Note that this rule is contradictory at points where two paths touch, as we will have two values of d(x, y) with difference 2, cf. Figure 2 . However, this is not important, as we will never need the value of the function d(x, y) at such points. We now define the probability distribution on our path configurations. The random configuration is obtained by a sequential construction from the bottom-left corner in the up-right direction, and the vertices are sampled according to the probabilities in Figure 3 . The probabilities depend on three fixed real parameters: 0 ≤ q ≤ 1, α ≥ 0, 0 < b < 1. At α = 0, we return to the setting of the stochastic six-vertex model of [BCG] with b 1 = b, b 2 = bq.
Limit regime and main asymptotic results.
In what follows, we take L as a large parameter and set
The parameter α ≥ 0 will remain fixed. Further, we consider the limit L → ∞ , and it is sometimes convenient to use alternative parameters q and s defined by
We will sometimes switch between β 1 , β 2 notations and q, s notations to make formulas more aesthetically pleasing. We will always assume β 1 = β 2 , which implies q, s = 1.
We prove the following results.
(1) For the domain wall boundary conditions and any α ≥ 0, we develop in Theorems 2.1, 2.4 the Law of Large Numbers for the height function H(x, y) and the Central Limit Theorem for its centered and rescaled fluctuations. The relevant limit quantities are given as contour integrals, and the proofs are based on exact expressions for the expectation of shifted q-moments of the height function H(X, Y ). We rely on several ingredients -contour integral expressions of [Bor17] , a Gaussianity lemma for random variables with moments given by contour integrals of [BG] , and a novel combinatorial argument of Theorem 2.10 linking cumulants with their shifted versions. (2) For arbitrary (deterministic) boundary conditions in the case α = 0, we prove in Theorem 5.1 the Law of Large Numbers by showing that q H(x,y) converges in probability to the solution of the telegraph equation (1) with u(x, y) ≡ 0 and prescribed boundary values along the lines x = 0 and y = 0. The proof is based on a novel stochastic four point relation of Theorem 3.1 for q H(x,y) . This relation does not seem to be present in the existing literature but, once written, its proof is immediate from the definition of the model. It can also be derived from the duality relations of [CP, (2.6) ], [CT, Proposition 2.6] , [CGST, Corollary 3.4] . We were lead to this relation by [W] that provided different derivations of its averaged version. (3) For arbitrary low density boundary conditions (which means that there are few paths entering through the boundary), in the case α = 0, we prove in Theorem 7.1 the Central Limit Theorem for the properly centered and scaled q H(x,y) . The answer is given by the stochastic telegraph equation (1), (2) with the variance of the white noise v(x, y) being a linear function of the limiting profile for q H(x,y) afforded by the Law of Large Numbers. The proof again exploits the four point relation of Theorem 3.1. (4) For arbitrary high density boundary conditions in the α = 0 case, we present the conjectural Central Limit Theorem for q H(x,y) in Conjecture 6.1. The answer is again given by (1), (2), but this time the variance of the white noise is a quadratic function of the limiting profile. This feature makes the statement harder, and we did not manage to find a rigorous proof. Still, we provide two different (and fairly involved) heuristic arguments for it in Section 6.
1.4. The classical telegraph equation and its discretization. As many of our results are based on the analysis of the telegraph equation (1) and its discrete counterpart encoded in the four point relation of Theorem 3.1, we need some information about its solutions. There is a classical part here (see, e.g., [CH] ) -existence/uniqueness of the solutions to hyperbolic PDEs and an integral representation of the solutions through the Riemann function of the equation. We review this part at the beginning of Section 4. We further demonstrate in Theorem 4.7 that the discrete version of the telegraph equation admits a similar theory, with the Riemann function replaced by an appropriate discrete analogue. This greatly simplifies the proofs, as the convergence of the discretization to the telegraph equation itself becomes a corollary of the convergence for the (explicit) Riemann functions.
Motivated by the fact that we obtained the telegraph equation from a stochastic system of non-intersecting paths, we further develop a theory for the representations of its solutions as path integrals. This may be viewed as an analogue of the FeynmanKac formula for the parabolic equations. For the homogeneous equation (1) with u(x, y) ≡ 0, such a theory was previously known - [G] , [Ka] , see also [P] , explain that a solution at (x, y) can be represented as an expectation of the boundary data at the point where a persistent Poisson random walk started at (x, y) exits the quadrant, see Theorem 4.11 for the exact statement.
For the inhomogeneous equation we find a stochastic representation (that we have not seen before) in terms of two persistent Poisson random walks. The additional term is the integral of the right-hand side u(X, Y ) over the domain between two (random) paths with sign depending on which path is higher. We refer to Theorem 4.11 for more details.
In addition, we develop, in Theorems 4.8, 4.9, a stochastic representation for the solutions of the discretization of the telegraph equation. The result is similar: one needs to launch a random walk from the observation point and compute the expectation at the exit point to get the influence of the boundary data, and one needs to sum the inhomogeneity of the equation over the domain between trajectories of two random walks. The needed random walk combinatorially is the same path of the six-vertex model, but with flipped stochastic weights, as in Figure 4 .
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The domain wall boundary conditions
In this section we focus on the domain wall boundary conditions: the paths enter at every integer point of the y-axis and no paths enter through the x-axis, as in Figures  1, 2 . We prove the Law of Large Numbers and the Central Limit Theorem for the height function.
Formulation of LLN and CLT. For a point
Theorem 2.1. For each α ≥ 0, in the limit regime (4) we have
where h(x, y) is the only real (deterministic) solution of
with integration in positive direction around the singularity at −1. At α = 0 the left-hand side of (7) becomes q h(x,y) − 1.
Remark 2.2. In terms of β 1 and β 2 , the right-hand side of (7) can be rewritten as
with a positively oriented integration contour encircling z = −β 1 , but not −β 2 or 0.
Proposition 2.3. In the setting of Theorem 2.1 with α = 0, consider the limit q → 0 with fixed value of s < 1. Then
Note that the right-hand side of (9) is precisely the limit shape of the stochastic six-vertex model in the asymptotic regime of fixed q as L → ∞, as obtained in [BCG, Theorem 1.1] .
Let us apply the differential operator f → f xy + β 1 f y + β 2 f x to (8). We can differentiate under the integral sign, which gives
This shows that a functional of the limit shape (which is q h(x,y) in α = 0 case and the left-hand side of (7) for general α) satisfies the equation f xy + β 1 f y + β 2 f x = 0, which is a variant of the telegraph equation, cf. e.g. [CH] . In Section 5 we upgrade the Law of Large Numbers at α = 0 to general boundary conditions and prove that the link to the telegraph equation persists.
Theorem 2.4. Fix k = 1, 2, . . . , and reals y > 0 and x 1 ≥ x 2 ≥ · · · ≥ x k > 0. For each α ≥ 0, in the limit regime (4) the random variables
converge as L → ∞ (in the sense of moments) to a centered Gaussian vector. The asymptotic covariance is given in terms of O(x, y) by
where positively oriented integration contours enclose −1, but not 0 or − 1 s
, and for the first integral the z 1 -contour is inside the z 2 -contour. If α = 0, then
with similar integration contours.
Remark 2.5. Expanding
and noticing that ln(q) is of order L −1 , one can derive the covariance of H(Lx, Ly) from that of q H (Lx,Ly) , or from that of O(Lx, Ly). However, the resulting formulas are much bulkier than (11), (12), and we have not found a good way to simplify them.
At α = 0, we can generalize Theorem 2.4: In Section 6.2 we upgrade Theorem 2.4 to Bernoulli boundary conditions, and in Section 6 we describe its conjectural upgrade to general boundary conditions and link it to a stochastic telegraph equation.
In the remainder of this section we prove Theorems 2.1, 2.4, and Proposition 2.3.
2.2.
Observables. The asymptotic analysis of this section is based on (algebraic) results from [Bor17] , that generalize those of [BCG] , [CP] , [BP1] , [BP2] ; more powerful results can be found in [A3] .
As before, we use the notation O(x, y) = −α −1 q H(x,y) + q y−x+1−H(x,y) .
Theorem 2.6 ([Bor17, Theorem 10.1]). For any fixed y ≥ 1 and x 1 ≥ x 2 ≥ · · · ≥ x n ∈ Z >0 the expectation
with positively oriented integration contours encircling −q and no other poles of the integrand. In particular, E N (x 1 , . . . , x N ) does not depend on α.
Remark 2.7. The expression q y−x+1 − α −1 q 2k−2 − q k−1 O(x, y) in (13) can be written as
In the case α = 0, the observable E N simplifies to
Remark 2.8. The formula (14) matches [BCG, Theorem 4.12] , with
Note that there is a shift by 1 because of slightly different coordinate systems.
Proposition 2.9. In (14), for each n ≥ 1, and for q, b sufficiently close to 1, one can deform the contours so that they still include the poles at −q, and in addition are nested: z i is inside qz j for 1 ≤ i < j ≤ N . This deformation does not change the value of the integral.
Proof. We start from the contours being tiny circles around −q and deform the z N contour to be a large circle centered at −q. In the process, we must collect residues at points z n = q −1 z k , k = 1, . . . , n − 1. For a given k, the residue is given by the
Note that the integrand of (16) as a function of z k has no singularities inside the integration contour. Indeed, the factors z i −z k in denominators cancel out with similar factor in numerators, and the same holds for the factor (1 + q −1 z k ) y . Therefore, the integral (16) vanishes.
We can further deform z N −1 -contour, . . . , z 2 -contour. Using the same argument, no nontrivial residues are picked up on each step, and the integral remains unchanged.
In what follows we always use the result of Theorem 2.6 on the contours of Proposition 2.9.
2.3. Limit of expectation. Straightforward limit transition in the N = 1 version of Theorem 2.6 yields that
is the expression in the right-hand side of (7).
Second order expansion of N = 1 version of Theorem 2.6 can be similarly used to obtain the second order expansion of E[O(Lx, Ly)] as L → ∞. This expectation is used for the centering in Theorem 2.4.
2.4. Limit of covariance. Applying N = 2 version of Theorem 2.6, we get for
where the contours (see Proposition 2.9) are such that they both enclose −1 and z 1 -contour is inside the z 2 -contour. On the other hand,
Thus, as L → ∞ in the regime (4),
We conclude that
Using (19), (17), and the computation of Section 2.3 we arrive at (11).
2.5. Cumulant-type sums. Our proof of the asymptotic Gaussianity in Theorem 2.4 relies on a combinatorial statement presented in this section. Let S n denote the set of all set partitions of {1, . . . , n}. An element s ∈ S N is a collection S 1 , . . . , S k of disjoint subsets of {1, . . . , n} such that
The number of non-empty sets in s ∈ S n will be called the length of s and denoted as (s). Fix n = 1, 2, . . . and suppose that for each subset A ⊂ {1, 2, . . . , n} we are given a number M A called the "joint moment of A". Then we define the corresponding joint cumulant C n through (20)
Theorem 2.10. Fix n > 2. Take n random variables ξ 1 , . . . , ξ n , n deterministic real numbers r 1 , . . . , r n , n(n − 1)/2 real numbers a ij , 1 ≤ i < j ≤ n, and an auxiliary small parameter ε > 0. Define two different sets of moments
Then the corresponding cumulants C n , C n given by (20) are related through
where the remainder P is a polynomial in ε, r i , a ij , 1 ≤ i, j ≤ n, and joint moments of ξ i of the total order up to n.
Remark 2.11. If a ij depend only on the second index, a i,j =ã j , then M A can be rewritten as
This is the form which appears in our proof of Theorem 2.4.
Proof of Theorem 2.10. Let us expand M A into a large sum, opening the parentheses, substitute into C n and collect the terms. Each term is a product of (usual) moments M B , numbers r i k and a i k ,i l , and powers of ε. We plug in the expansions into the definition of C n and further expand and collect the same terms as much as possible. Let us introduce a combinatorial encoding for each term of the resulting sum. We start with n vertices, representing the indices {1, 2, . . . , n}. We proceed by drawing edges between some of the vertices: an edge joining i with j represents the factor ε 2 · a i,j , i < j. Some of the vertices will be linked into (disjoint) clusters: a cluster with vertices i 1 , . . . , i m represents the factor ε m E m k=1 ξ i k . Amy vertex t that does not belong to any cluster produces the factor r t . We call the resulting combinatorial structure a clustered graph and identify it with the expression obtained by multiplying the factors corresponding to its edges and clusters.
Claim. For each clustered graph with non-zero contribution to C n one of the following holds:
(1) Either there are no clusters and the remaining graph is connected, or (2) Each of the vertices should is (by a path consisting of edges) to a vertex belonging to a cluster (in other words, each edge-connected component intersects with a cluster). Before proving the claim note that it implies the statement of the theorem. Indeed, if there are no clusters, then we must have at least n − 1 edges, which produces the factor ε 2(n−1) = O(ε n+1 ). Otherwise, each vertex in a cluster produces a factor of ε, and all vertices outside the clusters produce at least ε m+1 , where m ≥ 1 is their number. Altogether we again get O(ε n+1 ). We conclude that the only structures that have the power of ε smaller than ε n+1 are those with no edges at all and with all vertices belonging to some clusters. This gives ε n prefactor and these terms precisely combine into the conventional cumulant C n .
We now prove the claim. Fix a clustered graph G for which neither of the properties hold. Then this graph has an edge-connected component A which does not intersect with clusters and A = {1, . . . , n}. Take a set partition s 0 of the set {1, . . . , n}\A. Note that each set partition s in (20) for which the graph G arises in the decomposition (when M A are replaced by M A ), is necessarily obtained by taking such s 0 and then either adding A to one of the sets, or by putting A as a new set of the partition. Each choice leads to one appearance of G. Let us sum over all these choices. For that suppose that s 0 has r parts. When we add A to one of the sets of s 0 , then the resulting partition has r parts, and therefore the corresponding coefficient in (20) is (−1) r+1 (r − 1)!. On the other hand, if A creates a new set, then the coefficient becomes (−1) r+2 r!. Since there are precisely r sets to which A can be added and r · (−1) r+1 (r − 1)! + (−1) r+2 r! = 0, we see that the total contribution of G in (20) (with M A instead of M A ) vanishes.
Proof of LLN and CLT.
Proof of Theorem 2.1. In Section 2.3 we have shown that E(O(Lx, Ly)) converges to the expression given by (7). The covariance computation of Section 2.4 implies that lim L→∞ E(O(Lx, Ly) − E(O(Lx, Ly))) 2 = 0 and, therefore, O(Lx, Ly) converges in probability to the deterministic limit given by (7). Since Proof of Theorem 2.4. In Section 2.4 we obtained the formulas for the asymptotic covariance of L 1/2 O(Lx k , Ly) which matches (11), (12). It remains to prove the asymptotic Gaussianity, for which we are going to show that the joint cumulants of L 1/2 O(Lx k , Ly) of orders higher than 2 vanish as L → ∞. Fix n > 3 and take n-tuple x 1 ≤ x 2 ≤ · · · ≤ x n . We aim to prove that the nth joint cumulant of {O(Lx k , Ly)} n k=1 , which we denote C n , decays faster than
. . , i m ), as given by (14). As in Section 2.5, we denote through C n the corresponding joint "cumulant". Contour integral expressions of Theorem 2.6 combined with [BG, Lemma 4 .2] (with γ = 1) yields that C n = o(L −n/2 ) as L → ∞. Note that a priori C n is different from the conventional cumulant C n . However, we can relate them using Theorem 2.10. For that we write
where O ∞ (x, y) = EO(Lx, Ly) and ∆O(x, y) is the fluctuation, for which we know (from the covariance computation of Section 2.4) that it is tight as L → ∞.
Let us examine the kth factor of (24). The numerator splits into four terms, each of them has the form appearing in Theorem 2.10. We need to deal with the denominator. For that we choose an integer M > n/2 and expand
Note that we can ignore o((q − 1) M ), as this term has smaller order than the desired cumulants. In the rest, we expand each (q k−1 − 1) b into b + 1 terms using the Binomial theorem. Altogether we get 1 + 2 + · · · + (M + 1) = (M + 1)(M + 2)/2 terms.
We plug the resulting sum into the kth factor of (24) and get a sum of 2(M +1)(M + 2) terms. Each term has a form
where u is a positive integer, r is a deterministic number, ξ is a random variable. We arrive at an expression of the form of the definition of M A in (21), see Remark 2.11. The conclusion is that (24) turns into a sum of finitely many expressions, each of which has the form of M A (for various choices of parameters) in Theorem 2.10. At this point we would like to apply Theorem 2.10 with ε = L −1/2 . Note that the "cumulants" C n in this theorem are multilinear over the choices of r i and ξ i . In other words, if we fix 1
. Thus, after we expand the kth factor in (24) into 2(M + 1)(M + 2) terms for each k = 1, . . . , m and further plug the expansions into "cumulant" C n , then using the multilinearity we get a sum of n · 2(M + 1)(M + 2) "cumulants". For each of those we apply Theorem 2.10 to reduce them to the conventional cumulants. At this point most of the terms vanish, as they involve the conventional cumulant of a constant (in fact, zero) random variable. In order L −n/2 the only remaining term is L −n/2 times the conventional cumulant of ∆O(x 1 , y), . . . ∆O(x n , y). Since by [BG, Lemma 4.2] , the entire sum, C n , is o L −n/2 , we conclude that the latter cumulant, C n , is o L n/2 .
2.7. q → 0 limit. Here we prove Proposition 2.3. Although an extension of this computation to the case of general α is possible, we do not address is here.
At α = 0, we take the statement of Theorem 2.1 and absorb 1 as the residue at 0 of the contour integral, getting the formula
with integration contour enclosing 0 and −1, but not −s −1 . The q → 0 limit means that ln(q) is a large parameter. We study the asymptotics of (25) through the steepest descent method. We thus need to find critical points of the argument of the exponent, i.e. to solve
The solutions z c are given by (27) 1
We need the solution with ∂
as we want the steepest descent contour to be orthogonal to the real axis. I.e., we need
Note that the solution with − sx y in (27) always has 1 + sz c > 0, and 1 + z c < 0.
Therefore, it does not satisfy (28). We conclude that the correct solution has + sx y in (27), i.e.,
At this point, we restrict ourselves to the case
then z c > 0, and, therefore, we can deform the contour in (25) to run through the critical point. The usual critical point approximation arguments show that the integral then behaves as
where κ c is half of the second derivative at the critical point -the integral is evaluated to 2π/κ c . Therefore,
which is precisely (9). By combinatorics of the model, we then have h(x, y) = 0 for x/y > s −1 , and h(x, y) = y − x for x/y < s. In the formula (7) this can be also seen: the integral will now be dominated not by the neighborhood of the critical point, but by the residue at 0 or ∞, which appears when we deform the contour to reach the critical point.
Four point relation
All our results for more general (than domain wall) boundary conditions are based on the following statement.
Theorem 3.1. Consider the stochastic six-vertex model in the quadrant with arbitrary (possibly, even random) boundary conditions. For each x, y ≥ 0 we have an identity
where the conditional expectation and variance for ξ are
Remark 3.2. The relation (32) implies that ξ(x, y) are uncorrelated, i.e., Eξ(x, y)ξ(x , y ) = 0 for any (x, y) = (x , y ).
Proof of Theorem 3.1. Let us denote H(x, y) through h. We fix the types of vertices at positions (x, y), (x + 1, y), (x, y + 1) and sample the vertex at (x + 1, y + 1) according to the probabilities of Figure 3 . There are four cases to consider.
(1) If no paths enter into the vertex (x + 1, y + 1) from below or from the left, then the type of the vertex is I and H(x + 1, y) = H(x, y + 1) = H(x + 1, y + 1) = h, ∆ x = ∆ y = 0. In particular, ξ(x + 1, y + 1) = 0, and, therefore, its conditional expectation and variance vanish, which agrees with (32), (33). (2) If two paths enter into the vertex (x + 1, y + 1) (one from below and one from the left), then the type of the vertex is II, and H(x + 1, y) = h − 1,
Again, the conditional expectation and variance vanish matching (32), (33). (3) If the path enters into the vertex (x + 1, y + 1) from below, but no path enters from the left, then we choose between the vertex types IV and V I with probabilities bq and 1 − bq, respectively. In both cases H(x + 1, y) = h − 1,
In the first case of type IV , H(x + 1, y + 1) = h − 1 and
In the second case of type V I, H(x + 1, y + 1) = h and
The conditional expectation of ξ(x + 1, y + 1) becomes
The conditional variance is
which matches (33).
(4) If the path enters into the vertex (x + 1, y + 1) from the left, but no path enters from below, then we choose between the vertex types III and V with probabilities b and 1 − b, respectively. In both cases H(x + 1, y) = h, H(x, y + 1) = h+1, ∆ x = 0, ∆ y = q h (q−1). In the first case of type III, H(x+1, y+1) = h + 1 and
In the second case of type V , H(x + 1, y + 1) = h and
The conditional variance of ξ(x + 1, y + 1) is
At times it will be convenient to use the integrated form of (31).
Corollary 3.3. In the notations of Theorem 3.1, for each X, Y ≥ 1 we have
ξ(x, y).
Proof. We sum (31) over x = 0, . . . , X − 1, y = 0, . . . , Y − 1.
The telegraph partial differential equation
We saw in Theorem 2.1 that the limit shape (after a non-linear transformation) solves the telegraph equation. In order to move forward, we need to collect the facts about this equation and its solutions. Some parts of this section are based on [CH, Chapter V].
4.1. Existence and uniqueness of solutions. Take three arbitrary real parameters λ, µ, ν and a continuous function g(x, y) : R ≥0 × R ≥0 → R. Consider the following integral equation for an unknown continuous function φ(x, y), x ≥ 0, y ≥ 0: 
We claim that for sufficiently small a, b the map Θ is a contraction. Indeed,
By the contraction mapping principle (Banach fixed-point theorem), there exists a unique φ such that Θφ = φ, which gives the unique solution to (35).
Differentiating (35), we rewrite it as a partial differential equation (withg = g xy )
For various choices of λ, µ, ν andg this equation has various names, e.g. the telegraph equation or Klein-Gordon equation. The solutions to (36) with different λ, µ, ν are readily related to each other by an observation that if φ solves (36), then ψ(x, y) = e ax+by φ(x, y) solves Remark 4.3. When the boundary data org(x, y) are less regular, then one need to understand the solution φ in a generalized sense through (35), (38). In the next section we provide an explicit formula (42) for the solution, which can be also used for extending to more general initial data, see Remark 4.5 below.
Proof of Proposition 4.2. Using transformation (37) if necessary, we may and will consider only the case λ = µ = 0. We integrate the equation to get (38)
which is (35) with
By Proposition 4.1, there is a unique continuous solution. Since φ(X, Y ) in (38) is given by the sum of double integrals of continuous functions and two other continuously differentiable functions, its mixed partial derivative exists and is continuous. Thus, we can differentiate (38) returning to (36). 
where the integration goes in positive direction and encircles −β 1 , but not −β 2 . Note that we can also integrate in the negative direction around −β 2 for the same result, because the residue of the integrand at infinity vanishes.
Theorem 4.4. Consider the equation
with boundary conditions 
Remark 4.5. If we integrate by parts the terms involving ψ (y) and χ (x) in (42), then we get an expression which continuously depends on the boundary data ψ(y), χ(x) (in the supremum norm). This can be used to define the solution to (40) for non-differentiable χ(x), ψ(y).
Proof. The function R(X, Y ; x, y) satisfies the following properties, which are checked by direct differentiation under the integral sign: Using these properties we apply the differential operator F → F XY + β 1 F Y + β 2 F X to each term in (42). The first term gives 0 by the first property. The second term gives (using the first two properties)
A STOCHASTIC TELEGRAPH EQUATION FROM THE SIX-VERTEX MODEL 19
The third term also vanishes by similar reasoning with the first and third properties. The forth term gives (using all four properties)
We conclude that (42) satisfies (40). It remains to check the boundary conditions. At X = 0, the third and forth terms in (42) vanish. Integrating by parts and using the third and forth properties, we obtain
At Y = 0, the second and forth terms in (42) vanish. Integrating by parts and using the second and forth properties, we then get
4.3. Discretization. The telegraph equation has a natural discretization, which we present here. (We have not seen it in the literature before.) Consider the following equation for an unknown function Φ(x, y), x, y = 0, 1, 2, . . . :
with a given right-hand side u and subject to boundary conditions
We take b 1 and b 2 to be arbitrary distinct real numbers satisfying 0 < b 1 , b 2 < 1. Although, these restrictions can be easily removed if needed (this mould lead to natural modifications of the formulas below). Proof. Using (43) and starting from (44), we recursively define the values of Φ(x, y) first for the point (1, 1), then for the points (1, 2), (2, 1), then for the points (1, 3), (2, 2), (3, 1), etc.
Define the discrete Riemann function through
where the integration goes in positive direction and encircles −
. Note that we can also integrate in the negative direction around − 1 b 1 (1−b 2 ) for the same result.
Theorem 4.7. The solution to (43), (44) has the form
Proof. Directly from the definition, we see that the function R d satisfies:
We apply the difference operator
to each of the four terms of (46) using the properties of R d . The first term gives zero by the first property. The second term gives (using the first and second properties)
The third term gives zero for similar reasons via the first and third properties. The forth term gives (using all four properties) Figure 4 . The weights of the random walk towards the origin.
We conclude that (46) satisfies (43), and it remains to check the boundary conditions. At X = 0, note that by the third property of
. Therefore, we have (using the forth property as well)
At Y = 0, by the second property,
, and thus,
4.4. Solutions as path integrals: discrete case. In this section we interpret the formula of Theorem 4.7 as an expectation of a certain path integral. Essentially, this is a development of a version of the Feynman-Kac formula for the difference equation (43).
Consider a random path that starts at a point (X, Y ) in the positive quadrant and moves in the direction of decreasing x and y. At each step, the path moves by one to the left, or down, or makes a turn. The choices are made according to probabilities of Figure 4 . These weights are obtained from the weights of Figure 3 by central symmetry (x, y) → (−x, −y). In other words, the weights of the straight segments remained the same, while the weights of corners were swapped in order to preserve stochasticity. We will give a proof a little later, and now we will see what happens when u = 0. Suppose that we are given a trajectory T of a path build out of the blocks of Figure 4 . For a point (x, y) ∈ Z × Z we say that (x, y) is weakly below T , if any of the points of the square (x − 1/2, x + 1/2) × (y − 1/2, y + 1/2) is below (i.e., has a smaller vertical coordinate and the same horizontal coordinate) than a point of the path. Similarly, we sat that (x, y) is weakly to the left from T , if any point of (x − 1/2, x + 1/2) × (y − 1/2, y + 1/2) is to the left of a point of the path. Now suppose that we are given two paths T − and T | . Define (52) I between (x, y) = 1 (x,y) is weakly below T − + 1 (x,y) is weakly to the left from T | − 1.
In other words, I between (x, y) is ±1 between the paths T − , T + and vanishes otherwise. The sign depends on which path is higher. An illustration of the values of this function is shown in Figure 5 .
Theorem 4.9. Consider the equation (43), (44) where we use the definition (52). In words, Φ(X, Y ) is the expected signed sum of all the inhomogeneities of (43) between the paths.
By linearity of the equation, the solution to (43) when both u and χ, ψ are nonvanishing is the sum of the right-hand sides in (51), (53).
Corollary 4.10. In the notations of Theorem 4.8, 4.9 consider the case when both u(x, y) and χ, ψ are non-vanishing. Then
u(x, y)I between (x, y) .
Proof of Theorem 4.8. By linearity, it suffices to consider the case
In this case the right-hand side of (51) becomes the probability of intersecting the line x = 1/2 at point (1/2, y 0 ). Let us compute this probability.
We start by considering a particular case of the stochastic six-vertex model (with the weights of Figure 3 at α = 0) when we have only one path. In this case the expectation of the height function has a simple probabilistic meaning:
1 − q = Prob the path passes to the right from (x + 1/2, y + 1/2)
= Prob the path passes below (x + 1/2, y + 1/2) .
In this formula we think about the paths as having integer coordinates, and we introduced shifts by 1/2 to avoid ambiguity for the case when the path passes exactly through the point of interest. 
Theorem 4.7 gives a closed formula:
Consider the difference
Relation (56) implies that it computes the probability that the path, which entered the quadrant horizontally at (1, y 0 ), ends horizontally at (X + 1/2, Y ) (i.e., the path enters into (X + 1, Y ) from the left). Using (59) we get
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Since R d (X, Y ; x, y) depends only on differences X − x, Y − y, the sum telescopes and (60) simplifies to
By translation invariance, the same formula holds for the path which starts not by entering from the left into (1, y 0 ), but into an arbitrary point (x 0 + 1, y 0 ):
Note that this holds for Y = y 0 as well, if we agree that R d (X, y 0 ; x 0 , y 0 + 1) = 0. By symmetry, we can also obtain similar formulas for the case when the path starts by entering from below into a point (x 0 , y 0 + 1). The probability of this path entering into (X, Y + 1) from below is
Let us return to proving (51) in the particular case (55). We need to show that
Note that we changed the signs of the coordinates to reflect the fact that the walk in the direction of growing (x, y) with weights of Figure 3 differs from the one from Figure 4 that we need to use. The defition of P −,− readily implies that (64) satisfies the boundary condition (44), (55). On the other hand, note that since R d (X, Y ; x, y) depends only on (X − x), (Y − y), the first property in the proof of Theorem 4.7 is equivalent to
Combining (61) with (65), we conclude that (64) satisfies (43).
Proof of Theorem 4.9. By linearity, it suffices to prove (53) for the case when u(x, y) is nonzero only at one point, where it equals 1. In this case, by Theorem 4.7 the solution is
When either X < x 0 or Y < y 0 , matching with (53) is immediate, so we will only consider the case X ≥ x 0 , Y ≥ y 0 . Then (53) suggests that we need to compute the expectation of I between (x 0 , y 0 ).
Using the notations from the proof of Theorem 4.8 and (62), (63), we have
where we agree that
On the other hand, let us sum (65) over x = x 0 + 1 . . . , X + 1, y = y 0 + 1 . . . , Y + 1 except for (x, y) = (X + 1, Y + 1). Note that the formula (45) for R d makes sense even when x > X, and moreover it vanishes identically. This implies that (65) still holds for such x (as its proof is just a computation showing identical vanishing of the integrand). Similarly, we can deform the contour in (45), so that it encloses −
. Then the result vanishes for y > Y , and therefore, (65) holds again. Note however, that we can not take both x > X and y > Y simultaneously, as then the argument no longer works.
We get (67)
4.5. Solutions as path integrals: continuous case. In this section we develop a continuous analogue of Section 4.4 and present the Feynman-Kac formula for the solution of the telegraph equation (40). The basic stochastic object is the persistent Poisson random walk. It starts from (X, Y ) ∈ R 2 >0 and moves towards the origin along vertical and horizontal directions. Whenever it moves horizontally, it turns down with intensity β 1 > 0. Whenever it moves vertically, it turns to the left with intensity β 2 > 0. This process is the limit of the random walks of Section 4.4 with weights of Figure 4 in the limit regime (4). There is one choice to be made -when the path leaves (X, Y ) it can start by going horizontally or vertically. We denote the resulting (random) trajectories through T − and T | , respectively. Theorem 4.11. Consider the telegraph equation (40), (41) . Assume that ψ(0) = χ(0) = 0 and extend these functions to negative arguments as identical zeros. The solution φ(X, Y ) admits the following stochastic formula. Consider two (independent) persistent Poisson paths T − and T | , leaving (X, Y ) horizontally and vertically, respectively. Let y be the ordinate of the first intersection of T − with the y-axis, and let x be the abscissa of the first intersection of T | with the x-asix. Further, for any point (x, y) ∈ R 2 >0 , define
Proof. Consider the limit transition (4) with simultaneous rescaling by L of the coordinates x and y, boundary conditions χ, ψ, the right-hand side u(x, y), and the solutions Φ(X, Y ). Then Corollary 4.10 and the straightforward limit relation
implies that the solution to the difference relation (43) turns into the solution to the telegraph equation (40). Simultaneously, the same limit transition turns the random walks of Section 4.4 into persistent Poisson random walks. We conclude that (68) is the L → ∞ limit of (54).
Law of Large Numbers through four point relation
From now on we set α = 0 and study only the stochastic six-vertex model. Our aim is to extend Theorem 2.1 to arbitrary boundary conditions. Our main technical tool is the four point relation of Section 3. 
Then the height function of the stochastic six-vertex model (α = 0) satisfies the Law of Large Numbers in the limit regime (4):
Remark 5.2. Proposition 4.2 says that (69) has a unique solution in the quadrant x, y ≥ 0 for any continuously differentiable boundary data on the lines x = 0, y = 0.
When the boundary data are less regular, one has to consider the integrated form (35) of the equation instead. Note that h(x, 0) and h(0, y) must be 1-Lipschitz by the definition of the height function.
Remark 5.3. In terms of the partial derivatives of h(x, y) and q, s parameters, the equation (69) turns into a non-linear PDE
In terms of ρ = h x it gives (writing (71) as an expression of h y through h x , h xy and differentiating with respect to x)
As q → 0, (72) becomes the equation for the limit shape of the stochastic six-vertex model discussed in [RS] , in agreement with Proposition 2.3 above. Another limit is s → 1 with fixed q, which turns (71) into h x + h y = 0. The limit shape h becomes constant along the lines x − y = const.
Proof of Theorem 5.1. The function 1 L H(Lx, Ly) is monotone and 1-Lipschitz in each of its variables. Therefore, by the Arzela-Ascoli theorem, the sequence of functions Eq H(Lx,Ly) has subsequential limits (with respect to supremum norm topology on continuous functions in [0, a] × [0, b]) which are also Lipschitz. Leth(x, y) be one of such limits. Taking the expectation of (34), we obtain (73)
By Proposition 4.1, the integral equation (74) has a unique solution. Hence, all limiting pointsh coincide with a unique limit h, and q h solves (69).
So far we have shown that the expectation Eq H converges to q h , and next we show that the fluctuations decay to 0. Lx,Ly) . Subtracting (73) from (34), we obtain
We claim that the maximum of right-hand side of (75) 
converges to 0 in probability as L → ∞. Indeed, consider the function
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Thus, it suffices to show that for some fixed X and Y , V (X, Y ) → 0 in probability. Using (32), see Remark 3.2, we get
We further use (33) to compute each term of the right-hand side. Note that |∆ x | < C(1 − q), |∆ y | < C(1 − q) for a constant C > 0 which depends only on a, b. It follows that as
and (76) (75), which reads
By Proposition 4.1, the only solution to (77) isŨ ≡ 0. Thus, the law of
, converges to the law of the zero function.
We have thus shown that sup
Conjectural CLT for general boundary conditions
The goal of this section is to argue the validity of the following statement.
Conjecture 6.1. In the setting of Theorem 5.1 the fluctuation field Lx,Ly) converges as L → ∞ to a random (Gaussian) field φ(x, y), x, y ≥ 0, which solves
with zero boundary conditions φ(x, 0) = φ(0, y) = 0, whereẆ is the two-dimensional white noise, and q h is the limit shape afforded by Theorem 5.1.
Remark 6.2. There are two ways to make sense of the solution to (82). One can use the integrated form (35) to smooth out the white noise. Alternatively, one can use the formula for the solution of Theorem 4.4.
Remark 6.3. If we denote φ(x, y) = ψ(x, y)q h(x,y) ln(q), so that
then (82) is rewritten as (83)
Below we present two different heuristic arguments towards Conjecture 6.1. A few steps in both are non-rigorous, and we view producing a rigorous proof as an interesting and difficult challenge. We believe in the validity of the conjecture. In particular, we checked on a computer the consistency between (82) and Theorem 2.4. Namely, using Theorem 4.4, the solution to (40) has the covariance (84)
with V ∞ as in (89) below. Plugging into (84) the contour integral expressions for R and the expressions for q h of Theorem 2.1 for the domain wall boundary conditions we arrive at a 6-fold integral expression. On the other hand it should be equal to the double contour integral of Theorem 2.4 (for points on the same horizontal line, as in that theorem). We actually do not know how to verify it rigorously, but evaluation of both expressions using Maple software (using symbolic computations of terms for converging series) shows that they are indeed equal.
6.1. Conjecture 6.1 through the four point relation. We combine Theorem 3.1 with Theorem 4.7 to get
The first three terms in (85) are deterministic, while the expectation of ξ(x, y) vanishes. Therefore, rescaling (X, Y ) → (LX, LY ), we get
Relation (73) implies that ξ(x, y) is uncorrelated noise; denote its variance by V (x, y).
It is reasonable to expect that by a suitable 2d version of the martingale Central Limit Theorem, ξ(Lx, Ly) should become V (Lx, Ly) times the Gaussian white noise. On the other hand, in the limit regime (4)
Thus, approximating the sum in (86) by the integral, we get
It remains to figure out the L → ∞ behavior of V (Lx, Ly). Since it is being averaged in (87), one should be able to replace V (Lx, Ly) by EV (Lx, Ly). Thus, via (33), we would like to understand the limit behavior of
From Theorem 4.4 we expect that q
Dealing with E∆ x ∆ y is a bit more tricky. For the case when q is kept fixed as L → ∞, [A2] constructs a family of translationally-invariant stationary measures for the stochastic six-vertex model. It is reasonable to expect that locally the random configuration near every point is asymptotically described by one of such measures, and that similar phenomenology persists in our limit regime (4), i.e., when q → 1.
3 A feature of the measures of [A2] is that their marginals on x and y positive semi-axes are two independent copies of the Bernoulli process (in terms of vertical and horizontal paths, respectfully). What this means is that increments of the height function in x and y direction are asymptotically independent. If we believe in that, then
Collecting all terms, we get
Substituting ln(q) = β 1 − β 2 and plugging (89) into (87) we conclude that Lx,Ly) converges to the solution of (82) written in the form of Theorem 4.4.
6.2. Conjecture 6.1 through a variational principle and contour integrals. Our second approach to Conjecture 6.1 was inspired by [BD, Appendix] . In a sense, we develop (non-rigorously) a version of the local variational principle for the stochastic six-vertex model in the limit regime (4). It would be interesting to see whether this variational principle can be applied to other situations. For the computations we rely on contour integral formulas of [A2] .
We start by considering another integrable case of boundary conditions for the stochastic six-vertex model that generalizes domain wall boundary conditions of Section 2.
At each point of the y-axis we flip an independent coin. It comes heads with probability p 1 , and in such a case we place a path entering from the left at this point. Otherwise, there is no path. Similarly, for each point of the x axis we flip a coin which comes heads with probability p 2 to create paths entering from the bottom. [A2] develops proves a multiple contour integral formula for the joint moments of q H in this situation, generalizing the α = 0 case of Theorem 2.6. The formulas are quite similar and only differ by simple rational factors.
In particular, [A2, (3.13), (3.19) ] yields
where n ≥ 1, ρ i = (90) is proven in the case ρ −1 1 ρ 2 s −1 q −n < 1; for other values of parameters, one needs to make an analytic continuation in ρ 1 , ρ 2 of both sides in (90).
The following statement is a simple corollary of (90), extending Theorem 2.1 and matching the computations of Section 5.2.
where ε 2 M (p 1 , p 2 ) is q h multiplied by the leading ε → 0 term of the expression (93) with x = y = 1, and ε 2 V [p 1 , p 2 ] is q 2h multiplied by the leading ε → 0 term of the expression (98) with x = y = 1. The multiplication by q h and q 2h appears because of the height function at the origin was zero in Proposition 6.4 and Claim 6.6, while we need the value h ij here.
At this point we can multiply (99) over all i, j to get the joint law of h i,j , i, j = 1, 2, . . . . Implicitly we use the Markovian structure of the stochastic six-vertex model here. Now let us analyze various parts of (99). Recall that as L → ∞, q H(Lx,Ly) approximates a smooth profile q h (x, y) plus
multiplied by the fluctuation field φ(x, y) as in Conjecture 6.1. Then we have
Therefore, plugging in the expression for M [p 1 , p 2 ], the joint law of all h i,j can be approximated as
where in (i, j)th term all functions are evaluated at the point (x, y) = (εi, εj). 
Note that informally the second line in (101) approximates as ε → 0 the exponential of a double integral, which shows that the scalings are chosen in the correct way. On the other hand, it matches Conjecture 6.1. Indeed, the numerator in the exponential is the left-hand side of (82), and the denominator is the same as the (squared) coefficient in the right-hand side. The noise in (82) is Gaussian, as is density in (101). Finally, the noise is white (uncorrelated), and (101) has the product structure over points of the plane manifesting the independence.
Low density limit
The Law of Large Numbers of Section 5 and the conjectural Central Limit Theorem of Section 6 admit a low density degeneration in which the asymptotic equations become linear. In this setting we turn Conjecture 6.1 into a theorem.
4 Alternatively, one can use the leading exponential part of (100) to show that q 7.1. Low density formulation. We still work in the asymptotic regime (4), but we change the asymptotic behavior of the boundary conditions H(x, 0) and H(0, y), as compared to Theorem 5.1 and Conjecture 6.1. We introduce a new parameter 0 < δ < 1 and assume that H(Lx, 0) and H(0, Ly) grow proportionally to L 1−δ . This means that there are much fewer paths entering the quadrant from the bottom and from the left. Hence, the density of lines everywhere in the quadrant would stay low and tend to 0 as L → ∞.
Theorem 7.1. Fix a, b > 0, and 0 < δ < 1. Take two continuous monotone functions χ : [0, a] → R, ψ : [0, b] → R such that χ(0) = ψ(0). Suppose that the boundary condition in the stochastic six-vertex model is chosen so that as L → ∞,
and a random field φ :
with zero boundary conditions φ(x, 0) = φ(0, y) = 0, whereẆ is the two-dimensional white noise. Then the height function H(x, y) of the stochastic six-vertex model (α = 0)
Remark 7.2. We prove the convergence in (105) in the sense of finite-dimensional distributions. It probably can be upgraded to the functional convergence in distribution. The second order corrections in (104) can be also readily accessed by our tools.
Let us present an interpretation of Theorem 7.1. Consider an
The height function H(x, y) changes by a constant when we cross the box and, therefore, there are finitely many paths inside. Each path has frequent turns and, as L → ∞ it turns into a persistent Poisson random walk :
• Whenever the path travels to the right, it turns upwards with intensity β 1 , • whenever the path travels upwards, it turns to the right with intensity β 2 . Recall that the paths were interacting with each other through the non-intersecting condition. Let us now change the way we view the vertices of type V of Figure 3 : instead of thinking that paths touch each other, let us imagine that we observe an intersection of vertical and horizontal paths. Now paths simply do not feel each other; the only interaction is that whenever paths intersect, they can not turn at exactly the same moment. However, since intersections are rare, this interaction is negligible as L → ∞. We conclude that in an L 1−δ × L 1−δ box the configuration as L → ∞ is probabilistically indistinguishable from a collection of independent persistent Poisson random walks. Gluing together all L 1−δ × L 1−δ boxes, we conclude that the entire configuration in [1, LX] × [1, LY ] looks like that.
Thus, Theorem 7.1 can be treated as the Law of Large Numbers and Central Limit Theorem for the height function of a collection of independent persistent Poisson random walks with prescribed densities of entry points on the boundary of the quadrant. We find it somewhat surprising that the stochastic PDE (103) appears in such a simple setup. It should be possible to prove this Poisson result directly without appealing to the discretization provided by the six-vertex model, but we leave this question out of the scope of the article. 7.2. Proof of Theorem 7.1. Theorem 3.1 written in terms of q H − 1 and combined with Theorem 4.7 implies that
The first two terms of the right-hand side of (106) are deterministic and give E(q H − 1), while the third one is responsible for the fluctuations. Resuming (106) and using q H(0,0) = 1, we obtain
We now pass to the limit L → ∞ in (107). For that note the deterministic inequality
In addition, with the notation of Section 4,
We conclude that The remaining proof proceeds in the following two steps: we first show that the finitedimensional distributions of (110) converge to those of the Gaussian process (β 1 − β 2 )φ(X, Y ), and then deduce the limit for the centered height function H(LX, LY ) as a corollary. In fact, in the first step we will detail only one-point convergence; the convergence of any finite-dimensional distributions is proven in the same way by invoking the multi-dimensional Central Limit Theorem instead of the one-dimensional version.
Let us investigate the variance of the right-hand side of (110) We sum by parts in (112) and compute the limit L → ∞. For the first sum we get Note that this is precisely the variance of (β 1 − β 2 )φ(X, Y ), when we use Theorem 4.4 to solve (103). The next step is to show that the remaining terms in (111) indeed do not contribute to the leading asymptotic behavior. We start from the first line in (111).
5 Note that (q H(x,y) − q H(x−1,y) )(q H(x,y) − q H(x,y−1) ) ≤ 0 and R d is uniformly bounded as L → ∞ (because it converges to R). Thus, the absolute value of the first line in (111) (q H(x−1,y) − q H(x,y) )(q H(x,y) − q H(x,y−1) ).
Note that the (x, y)-summand is non-zero if and only if both H(x − 1, y) = H(x, y) + 1 and H(x, y − 1) = H(x, y). In other words, this happens if the vertex at (x, y) has type II (cf. Figure 3) . We conclude that (116) is bounded from above by ). Next note that each vertex of type II must belong to a column (vertical line of fixed x-coordinate) in which either a path enters into the quadrant from below or there is a corner in this column. For the same reason, each vertex of type II must belong to a row with similar properties. Since the number of both such rows and columns is O(L 1−δ ), we conclude that the number of vertices of type II is O(L 1−δ · L 1−δ ). Plugging into (117) we get
which is of lower order than the leading term of (111). The justification of the fact that the remainder terms that were left out when passing from (111) to (112) is straightforward and we omit it. We have computed the asymptotic variance of (110) and now proceed to showing the asymptotic Gaussianity. Let us linearly order the integer points inside the rectangle [1, LX] × [1, LY ] as follows: (1, 1), (2, 1), (1, 2), (3, 1), (2, 2), (1, 3), (4, 1), (3, 2), (2, 3), (1, 4),. . . , i.e., we sequentially trace the diagonals x + y = const. Theorem 3.1 implies that then R d (LX, LY ; x, y)ξ(x, y) is then a martingale difference in (x, y) and we can apply the Martingale Central Limit Theorem, see e.g. [HH, Section 3] . There are two conditions to check:
(1) The conditional variance, which by Theorem 3.1 is given by (the expression below differs from (111) For the first condition note that since we already know the decay of variance in (111), we can infer that L 1−δ H(Lx, Ly) → h(x, y) in probability. Since H is a monotone function in each of its variables, the one-point convergence further implies the convergence to h as a continuous function of two variables in the suppremum norm. Then the same argument as for (111) goes through and we obtain the same asymptotics (115) for (118) as for (111).
For the Lindeberg condition note that by its definition (31), |ξ(x, y)| is uniformly bounded by C L for a deterministic constant C. Thus, the indicator I ξ 2 (x,y)L 1+δ >ε becomes empty as L → ∞, and the expression (119) vanishes for large L.
The asymptotic Gaussianity follows, and we have thus shown the following convergence in finite-dimensional distributions: and the proof of Theorem 7.1 is now complete.
