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Abstract--This paper discusses everal aspects of the solution of fluid-flow problems. A model 
problem is described which captures everal of the salient characteristics of such problems. The 
model problem is derived from the one-dimensional Euler equations. It corresponds to the 
subcooled liquid region of a three-region reactor steam-generator model. The defining partial 
differential equations are discretized spatially using the method of pseudo-characteristics. The 
resulting system of ordinary differential equations (ODEs) is then solved by the method of lines 
using each of several available ODE solvers. In addition to demonstrating that fluid-flow problems 
can be solved effectively using adaptive mathematical software, the results also illustrate the typical 
performance of each solver as well as the relative merits of special solver features (e.g. automatic 
method switching and exploitation of problem sparsity or bandedness). The model problem is also 
modified and used to illustrate several commonly observed characteristics of fluid-flow models. The 
results illustrate the potential effect on solver performance of characteristics such as inaccurate 
water property calculations. Consequently, they explain apparent anomalies often attributed 
incorrectly to poor solver design and algorithmic implementation. The results also support he 
choice of the sparse ODE solver LSODES for the solution of fluid-flow problems. 
NOMENCLATURE 
p = Density (kg/m 3) 
G = Mass flux (kg/m zs) 
T = Temperature (C) 
K = Frictional pressure drop coefficient = 10 
g, = Gravitational cceleration = 9.80665 (m/s z) 
= 90 ° 
@ = Heat flux = 1.1 E+5 (w/m z) 
PH ---- Heat perimeter -- 7.97318E + 2 (m) 
Af = Flow area = 3.82760 (m 2) 
L = Length = 1.0 (m) 
7" -- Absolute temperature = T + 273.15 (K) 
p -- Pressure (MPa = 106 Pa) 
v = Specific volume (m3/kg) 
h = Specific enthalpy (kJ/kg) 
s = Specific entropy (kJ/kg K) 
L c;' =~ = Reciprocal of constant pressure specific heat (kg K/k J) 
x - l=  -v~-~P v r = Reciprocal of isothermal compressibility (kgK/kJ) 
~-, v ~r = v p = Reciprocal of coefficient of volume expansion (K) 
a = \~p ] j  -- Sound speed (m/s) 
p,., = Saturation density (kg/m 3) 
I. INTRODUCTION 
It is possible to solve complex fluid-flow problems of practical interest using adaptive 
mathematical software. Several such problems are described in Ref. [1]. (Another 
1125 
1126 S. THOMr,SO~ 
interesting problem is described in Ref. [2].) These problems include reactor-core reflood 
analysis, modeling of a reactor pressurizer, vapor growth in a time-dependent pressure 
field, simulation of upset transients, steam-generator analysis and similar problems. 
Unfortunately, these problems cannot easily be defined in a compact manner. They also 
entail the use of proprietary software in some cases and consequently are not available for 
public distribution. In this report a model inviscid fluid-flow problem ([3]), which contains 
several of the characteristics a sociated with the above problems, will be considered. In 
addition to illustrating the types of problems encountered in this context, the problem also 
provides an illustration of the applicability of several available ordinary differential 
equation (ODE) solvers. 
The model problem is derived from a variant of the one-dimensional Euler equations. 
The underlying partial differential equations (PDEs) are spatially discretized in order to 
obtain a system of ODEs. The resulting system of ODEs is then integrated using each of 
several available ODE solvers. The formulation of the model problem (which employs 
temperature, density and flow rate as the primary dependent variables in lieu of a 
pressure-related formulation) is representative of the manner in which fluid-flow models 
are often posed for solution by computer codes. It thus provides a means of assessing the 
performance of available ODE software for such problems. At the same time, it provides 
a means of demonstrating the relative merits of several techniques which are implemented 
in some of the most advanced ODE solvers (e.g. automatic method switching and sparse 
solution techniques). 
It is often difficult for users to appreciate the adverse ffects model characteristics an 
have on solver performance. This is particularly true for users not experienced in the use 
of automatic ODE solvers and for users accustomed to working with computer codes 
based on fixed stepsize, first-order methods. For example, problem bandedness and natural 
sparsity (arising from coupling, say, kinetics, heat-transfer and fluid-flow equations) are 
sometimes destroyed when local momentum equations are replaced by global pressure 
calculations and lumped-parameter approximations. In this case, reduction in the size of 
the system to be solved can actually (and usually does) result in significant increases in 
required computer memory and execution time. Inaccurate water property calculations can 
also degrade the performance of most automatic software. Paradoxically, the fact that 
good ODE software still usually succeeds in solving such problems accurately often masks 
the real problems and makes it difficult to appreciate the effect of the problems. To 
emphasize these remarks, the model problem is modified and used to illustrate the 
performance of several solvers in the presence of such model difficulties. 
2. THE MODEL PROBLEM 
The following formulation [3] of the one-dimensional Euler equations will be considered: 
0U A 0U 
---~-+ .--~-z=C (O<~t,O<~z<~L), (1) 
where 
U = (p, G, T) r, (2) 
( )T, a2~," 
C= O,-KGlG/p[-pg, sinO, ------~x (3) C.Af 
A = 
I ' ° 1 2 G _fl_ | px p" p ~c 
I_oU 
L p-C  p 
(4) 
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and 
a, x, fl, Cp =f(T,  p) (equation of state). 
The following boundary conditions will be used: 
p (0, t) = P0 = 795.521, 
T(0, t) = To = 255.000 
and 
(5) 
G (L, t) = Go = 270.900. (6) 
The objective is to approximate the steady-state solution determined by the given 
boundary conditions. Variants of this problem are discussed in Ref. [3]. In order to 
facilitate the distribution of the problem actually discussed in Ref. [3], the equation-of-state 
calculations (which require the use of a proprietary water property calculation package) 
were replaced by tabular values. The values were obtained by solving the problem and 
saving the final steady-state property values. The qualitative behavior of the resulting 
simplified problem is virtually identical to that of the original problem. In particular, each 
of the qualitative characteristics discussed below for the spatially discretized problem are 
present in both the original and the modified models. 
3. THE SPATIALLY DISCRETIZED PROBLEM 
The model problem can be solved by substituting finite-difference approximations for 
the spatial (z) derivatives in equation (1) and integrating the resulting discretized system 
of ODEs with respect to time until steady state is achieved. This so-called method-of-lines 
[2, 4] approach permits the use of available ODE solvers for the solution. A partition 
z, . . . . .  Zu+t with z i=L( i -1 ) /M( i  = l . . . . .  M + 1) is first defined. After the spatial 
differences are defined at each spatial node zi, and the boundary conditions are applied, 
there results a system containing 3M ODEs. It is this system of ODEs which may be 
integrated in time to obtain the desired solution. 
The flow equations constitute a first-order quasilinear hyperbolic system of equations. 
Consequently, the spatial derivative approximations must be done with care to avoid the 
formation of shocks which prevent the achievement of steady state. Many commonly used 
approximations simply will not work for this problem. The approach taken here is to use 
a pseudo-characteristics formulation [3]. This may be done as follows. 
The eigenvalues of A are seen to be 
G/p,G/p+a and G/p-a .  (7) 
In the usual method of characteristics solution, one would first reduce the equations to 
characteristic form by diagonalizing A. This requires finding a nonsingular matrix B for 
which 
BAB -I = D, (8) 
where ~ is a diagonal matrix whose diagonal elements are the above eigenvalues. A
straightforward derivation shows that one such matrix is 
[ fla:T 0 -PCP 1 (9) 8 = -Gxa  + 1 pxa pfl " 
Gxa + 1 -pxa pfl 
Multiplying the terms in equation (1) by this matrix gives the following characteristic form 
of the equations: 
au ~.au  = B.c. (lo) 
~'-57 +D"  ~z 
1128 S. THOMPSON 
The idea behind the pseudo-characteristic olution for equation (I0) is as follows. At 
each spatial node, one-sided difference approximations are calculated for the spatial 
derivatives: 
P:,0, G:,o, Z_-.0; 
p:.+, G:.., T..,.; 
and 
Here, Pz means ap/dz, for example. The subscripts 0, + and - indicate the one-sided 
differences are computed with the direction of the differencing dictated by the sign of the 
local characteristics G/p, G/p + a, G/p -a ,  respectively. For each local characteristic, 
backward ifferences are used if the characteristic is positive; otherwise forward differences 
are used (hence the terminology pseudo-characteristic method). All results described in this 
paper were obtained using two-point spatial differences. 
When the resulting values are substituted into the characteristic equation (10), there 
results a linear system of three equations in the three unknowns: 
dp dG dT 
and 
dt '  dt dt 
at each node. At node zi the 3 x 3 system of linear equations to be solved is 
' d t '  d t )  =E'  ( l l )  
where ~3 in equation (9) is evaluated at zi using Pi, G~ and T~, and the vector E is defined 
in the following manner using C in equation (3) and the spatial differences: 
3 
El = E BI j 'C j  - -  (G, Ip,)" {B,, P:.o + B,2 G:.o + Bt3 7"...0 }, 
j=l  
3 
E2 = ~ B2j'Cj - (Ge/R~ + ai). (B,, p:. + + B22 G. + + B23 T:. + } (1 2) 
j= l  
and 
3 
j * |  
The solution is 
dpi, dG, dT,~ r
which defines the time derivatives for the ODE solver in question. 
4. REMARKS ON THE QUALITATIVE BEHAVIOR OF THE 
SOLUTION OF THE DISCRETIZED PROBLEM 
Several comments regarding the solution of the discretized problem are in order. We 
point out that we have experimented with a variety of well-known discretization methods. 
The pseudo-characteristic approach is the only spatial discretization we have found which 
works for the problem in question. The effect of boundary conditions is also important. 
For example, if T and G are specified at the inlet (z = 0) and p is specified at the outlet 
(z = L), as is customary in many flow models, false reflections in G at the outlet cause 
severe numerical difficulties. (In this case, continuation on • may be used to calculate the 
steady-state solution.) The questions of an appropriate spatial discretization scheme and 
how to accommodate boundary conditions will not be discussed further in the present 
paper. 
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Another interesting characteristic of the discretized problem is the damped oscillatory 
nature of the solution. For example, large oscillations are present in the inlet flow rate, 
as well as the remaining variables (to a lesser extent). The magnitude of the oscillation is 
roughly an order of magnitude larger than the final steady-state inlet flow rate. The results 
reported in this paper were obtained by using a linear temperature ise to define T(z); p (z) 
was defined using T(z) and a constant pressure. Interestingly enough, the oscillation is 
present even if the integration is initiated from the exact solution to the underlying 
nondiscretized problem! (At steady state Op/3t = 0 implies G is a constant. The system of 
three PDEs can thus be reduced to a system of two ODEs, where z is the independent 
variable. These ODEs may be integrated to any degree of accuracy to determine the 
steady-state profiles for Tand p.) Finally, the steady-state solution for each of the variables 
G, T and p is monotone in the spatial direction if two-point spatial differences are used. 
The present model is actually a mock-up of a subcooled liquid (incompressible) region 
for a three-region steam-generator model. (L ,~ 2.09 corresponds to the "end" of the region 
for the given conditions.) In the three-region model, the subcooled region is followed by 
a mixture region of saturated liquid and steam. This second region is followed by a 
superheated (compressible) steam region. In addition to the difficulties for the subcooled 
region discussed in this paper, additional difficulties must be considered for the three- 
region model. These difficulties include the necessity to track the moving boundaries of 
the intermediate mixture region, and the disappearance and reappearance of the subcooled 
and/or the superheated regions. These questions will not be discussed further in this paper. 
One of the virtues of the pseudo-characteristic patial differencing scheme is the fact that 
it introduces damping into the discretized equations without the necessity of resorting to 
techniques such as explicitly including artificial viscosity terms in the PDEs [5]. This may 
be seen by explicitly solving the linear equations (11) and grouping terms. If this is done, 
approximations to second-order terms Txx, Pxx and Gx~ result (hence the damping). 
However, there is not as much damping in G as there is in p and IP. This may be seen by 
observing that 
7"=-[E~-(E2+E3)a2flT/2]/[pCp+pfl2a2T], 13=(E~+E3)/2--pflT" (13) 
and 
d = -[E 3-  (Gxa + 1)~ -p~T] /pxa.  
Using the relationship Cp+ a"~2T = pCpxa 2, these equations may also be written as 
7 ~ = [(E: + E3)a2/~T/2 - E, ]/p2 Cvxa ~, 1 
= (E2 + E3)12 - p /~ f (14) 
and 
O = -[E 3 -(Gxa + 1)t~ -p#T]/pxa.  
A dimensional nalysis may now be performed to see that 0 is more lightly damped than 
or 7". This accounts for the severity of the oscillations in G (particularly near the inlet 
z = 0). 
We emphasize the fact that even though the objective is to obtain a steady-state solution 
for the problem, the discretized system of ODEs initially has an extremely rapid oscillatory 
transient. For m = 20, the transient settles down around t = 0.01205. However, several 
hundred (in some cases, several thousand) steps are required to track the solution to this 
time. A steady-state solution is then quickly achieved. 
An initial guess for the solution was obtained using a linear rise for temperature from 
z = 0 to z = L and using a constant pressure to calculate the corresponding density. 
Solutions were calculated using a well-known ODE solver [6] for several successively 
refined spatial meshes using two-point spatial differences. Table 1 illustrates the effect of 
the mesh size for these solutions. 
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Table I. Selected results for two-point spatial differences 
Maximum error 
Number of in calculated Execution time 
spatial mesh steady-state (CPU s. 
points (M + I) flow rates Cyber 855) 
3 252.901 7.5 
5 162.011 12.4 
11 93.701 26.8 
21 53.127 73.2 
41 29.231 226.9 
81 14.876 855.5 
101 12.030 1270.5 
The results in Table 1 illustrate the first-order spatial convergence of the solution. 
Observe that 41 spatial mesh points (120 ODEs) are required to obtain a maximum relative 
flow rate error of about 10%; and 81 spatial mesh points (240 ODEs) are required for a 
relative rror of 5%. These calculations emphasize the importance of carefully scrutinizing 
the results of many computer codes which use first-order methods in time and space and 
which use only a small number of spatial nodes. 
Observe that the execution time increases rather dramatically as the spatial mesh size 
is reduced. The size of the ODE system roughly doubles each time the spatial mesh size 
is halved. In fact, the stiffness of the system (discussed below) also roughly doubles. 
(Typical stiffness ratios are 10731.3, 24557.4 and 46357.8 for M=5,  I0 and 20, 
respectively). This contributes to the dramatic increase in execution time as the number 
of mesh points increases. For M = 30, the stiffness ratio varies between approx. 10 4 and 
105 for the present problem. This ratio is defined by 
stiffness 
= max (1Re(~.e)l}/min {I Re(A,)l} (15) 
index i i 
when each of the eigenvalues 2,of the Jacobian matrix has a negative real part. 
Table 2 contains asummary of representative results for the present problem. The results 
were obtained by modifying the Jacobian subroutine for one of the solvers (DEBDF). 
Eigenanalysis and linear algebra routines were used to calculate the eigenvalues and 
estimate the condition numbers of the Jacobian matrix J and of the iteration matrix 
P = 1 - h/~ J each time the subroutine was called. Table 2 summarizes pertinent results for 
the first 25 and for the last 5 calls. Similar results for approx. I00 intermediate calls are 
not shown. 
The results tell a great deal about the problem in question. Observe the oscillation of 
the inlet flow rate between positive and negative values. Also, one of the eigenvalues moves 
into and back out of the right half-plane near the beginning of the integration, The 
Jacobian matrix d is poorly conditioned throughout the integration as indicated by the 
inverse of the estimated condition umber being nearly zero. Initially, the iteration matrix 
P (which is used internally by the solvers) is better conditioned although it too is poorly 
conditioned near the end of the integration. By that time the solver has essentially obtained 
the steady-state solution and has built up the stepsize considerably; so the condition of 
P does not adversely affect solver performance. 
5. APPLICABLE MATHEMATICAL SOFTWARE 
(CHOICE OF ODE SOLVERS) 
ODE solvers which implement the stiffly stable backward differentiation formulas 
(BDF) have become the de facto standard by which the performance of other stiff solvers 
is usually assessed. Despite the existence of methods which avoid certain deficiencies (e.g. 
those sometimes observed for problems with eigenvalues near the imaginary axis), 
associated software development has not been successful in surpassing the BDF-based 
software. This remains true for implicit Runge-Kutta, blended multistep, composite cyclic 
and second-derivative m thods. Consequently, only BDF-based software is considered in
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Table 2. Representative ix'suits 
I131 
Inlet flow rate rain {Re(:.,)} max {Re(;.,)} Stiffness index 
Time (G~) (Condition P)-~ (Condition J ) - t  ~t 3 x 3 
0.74442E - 08 0.27090E + 03 0.83285E + 00 0.21473E - 07 -0 .19968E + 05 -0 .19950E + 01 0.10009E + 05 
0.29330E - 05 0.27243E + 03 0.12180E - 02 0.22309E - 07 -0 .19968E + 05 -0 .19778E + 01 0.10096E + 05 
0.13809E - 04 0.27861E + 03 0.62595E-03 0.27383E - 07 -0 .19968E + 05 - 1.18998E + 01 0 .105 l ie  + 05 
0.36492E - 04 0.29411E + 03 0.28696E - 03 0.19547E - 07 -0 .19969E + 05 -0 .16136E + 01 0.12376E + 05 
0.72199E - 04 0.32660E + 03 0.13050E - 03 0.54769E - 08 -0 .19971E + 05 -0 .63060E + 00 -0 .31670E + 05 
0.14136E - 03 0.42225E + 03 0.78101E - 04 0.17177E - 07 -0 .19975E + 05 -0 .28492E + 01 -0 .70107E + 04 
0.37895E - 03 0,11488E + 04 0.22140E - 04 0.15169E - 07 -0 .19986E + 05 -0 .17112E + 01 -0 .11679E + 05 
0.10935E - 02 0.31439E + 04 0.13698E - 04 0.19529E - 07 -0 ,19991E + 05 -0 .23317E + 01 0,85736E -~ 04 
0.20050E - 02 -0 .30165E + 02 0.39765E - 04 0.11676E - 07 -0 .19969E + 05 -0 .59887E + 00 0.39242E + 05 
0.22502E - 02 -0 ,73892E + 03 0.12048E - 02 0.14546E - 07 - 0A9979E + 05 -0 .21452E + 01 0.93132E + 04 
0.22815E - 02 -0 ,82809E + 03 0 .31772E-  03 0.14700E - 07 -0 .19980E + 05 -0 .22217E + 01 0.89931E + 04 
0.23549E - 02 -0 .10294E + 04 0.35839E - 04 0.14785E - 07 -0 .19983E + 05 - 0.23424E + 01 0.85308E + 04 
0.25424E - 02 -0 .14474E + 04 0.17059E - 04 0.14064E - 07 -0 .19988E + 05 -0 .23942E + 01 0.8348-~E + 04 
0 .27129E-  02 -0 .16343E + 04 0.42148E - 04 0.13384E - 07 -0 .19990E + 05 -0 .23043E + Ol 0.86751E + 04 
0.28850E - 02 -0 .15931E + 04 0.19336E - 04 0,13398E - 07 -0 .19989E + 05 -0 .21756E + 01 0.91880E + 04 
0.31441E - 02 -0 .11477E + 04 0 . l l624E  - 04 0.12860E - 07 -0 ,19983E + 05 -0 .18118E + 01 0.11029E + 05 
0.35739E - 02 0.79660E + 02 0.24051E - 04 0.41899E - 08 -0 .19967E + 05 -0 .29661E + 00 0.67317E + 05 
0.41008E - 02 0.14955E + 04 0.84538E - 05 0.29910E - 07 -0 ,19981E + 05 -0 .30922E + 01 0.6-.~617E + 04 
0.45450E - 02 0.20421E + 04 0.41072E - 05 0.19133E - 07 -0 .19986E + 05 -0 .21473E + 01 0.93075E + 04 
0.54984E - 02 0.48505E + 03 0.73282E - 05 0.28972E - 07 -0 .19973E + 05 -0 .17907E + 01 0.11153E + 05 
0.57621E - 02 -0 .13758E + 03 0.17754E - 04 0,71120E - 08 -0 .19970E + 05 -0 .62420E + 00 0.31992E + 05 
0.57278E - 02 -0 .62469E + 02 0.34424E - 03 0.68498E - 08 -0 .19969E + 05 -0 .45957E + O0 0.43451E + 05 
0.57878E - 02 -0 .19231E + 03 0.92458E - 04 0.79489E - 08 -0 .19971E + 05 -0 .72124E + 00 0.27689E + 05 
0.59083E - 02 - 0.42777E + 03 0.21736E - 04 0.94729E - 08 -0A9974E + 05 -0 ,10793E + Ol 0.18507E + 05 
0.61089E - 02 -0 .72514E + 03 0.84343E - 05 0.11280E - 07 -0 .19978E + 05 -0 .14611E + 01 0.13673E + 05 
0.60352E + 02 0.36358E + 03 0 .10557E-  07 0.10337E - 07 -0 .19975E + 05 -0 .12442E + 01 0.16055E + 05 
0.41205E + 03 0.36358E + 03 0 .10361E-  07 0.10337E - 07 -0 .19975E + 05 -0 .12442E + 01 0A6055E + 05 
0.39290E + 04 0.36358E + 03 0.10340E - 07 0.10337E - 07 -0 .19975E + 05 -0 .12442E + 01 0.16055E + 05 
0.39098E + 05 0.36358E + 03 0.10338E - 07 0. I0337E - 07 -0 .19975E + 05 -0 .12442E + 01 0.16055E + 05 
0.39079E + 06 0.36358E + 03 0.10337E - 07 0.10337E - 07 -0A9975E + 05 -0 .12442E + 01 0.16055E + 05 
this paper. The BDF-based solvers currently used are descendants of the well-known 
DIFSUB code of Gear. Almost any high-quality mathematical library contains one such 
solver. The choice of solver thus actually depends somewhat on one's favority library. 
Table 3 contains a summary of several such solvers. 
In general, the author prefers the solvers [7] developed at Lawrence Livermore 
Laboratory. These solvers continue to define the state-of-the art for (stiff) ODE solvers. 
Due to increased flexibility and added enhancements, more recent codes such as LSODE 
are usually preferable to older codes such as DGEAR [10]. (There is no real reason to 
switch solvers in programs using the older codes, however.) It is difficult to recommend 
one solver over another which solves the same problem. For example, choosing between 
LSODE and DEBDF seems to be an academic exercise (assuming the same error 
tolerances, norms etc. are used). Even the fashionable recommendation of LSODE over 
DGEAR is not totally obvious. The author prefers using one solver whenever possible. 
Most of his experience in fact has been with a solver (DSTPGT) described in Ref. [1] which 
Table 3. Some available BDF solvers 
Library/ 
Solver developer References 
LSODE LLL [7] 
DEBDF SLATEC [8] 
DGEAR IMSL [10, I l] 
LSODA LLL [7] 
LSODAR LLL [7] 
LSODES LLL [7] 
DC01AD, Harwell [I 2] 
DC02AD 
DO2EAF, NAG [I 3] 
DO2EBF, 
D02EGF,  
DO2EHF 
Noteworthy features 
Dense or banded Jacobian 
Dense or banded Jacobian 
SLATEC driver for LSODE 
Dense Jacobian, ancestor of LSODE 
LSODE with automatic switching 
petw~n stiff and nonstiff methods 
LSODA with rootfinding 
Sparse Jacobian 
Curtis" implementations of BDF 
NAG implementations of BDF 
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evolved from two ancestors (both named GEARS), of LSODES, and LSODE. Special 
debugging options, rootfinding and diagnostics implemented in DSTPGT also influence 
the author's thinking in this regard. 
Results are given for the following solvers: 
I. LSODES (sparse solver). 
2. DSTPGT (sparse solver). 
3. LSODE (dense or banded solver). 
4. DEBDF (SLATEC driver for LSODE). 
5. DGEAR (IMSL dense solver). 
6. A sparse nonlinear equation solver DSPOOF 
(for which the results are given only to 
illustrate certain specific points). 
7. LSODA (which performs automatic method switching). 
Cyber results were obtained using single-precision versions of the routines. 
In order to better understand the performances of the banded and sparse ODE solvers, 
it is necessary to consider the ordering of the variables for the solvers. Denote by Y the 
solution vector for the ODE solver. Two orderings were used for the present problem. The 
first (blockwise) ordering used was 
Y=(GI , . . .  , G,,, 7, . . . . .  T , , - l ,p , .  . . . . .  pro+l) r. (16) 
The second (nodewise) ordering was 
Y = (Gt, G2, T2, P2, G3, 7"3, P3 . . . . .  Gin, T,n, pm, Tm+ 1, Pm + 1 )T. (17) 
With the first ordering, the Jacobian matrix ~ = (O F/d Y) has upper and lower bandwidths 
of 2(M + 1). The total bandwidth is 4M + 5. [The nonzero elements of the Jacobian 
matrix belong to five tridiagonal strips. The upper diagonals begin in locations 
( i , j )  = (1, 2), (1, M + 1), (1, 2M + 1), (M + 1, 3) and (2M + 1, 3).] Since the number of 
equations i  N = 3M, the Jacobian matrix seen by a banded solver for this ordering is 
nearly a full matrix. [The number of zero elements outside the band is M.(M-  1). The 
percentage of elements within the band is thus 100(8/9 + I /M)  ~ 90% for large M.] On 
the the other hand, the Jacobian matrix for the second ordering has upper and lower 
bandwidths of 5 and a total bandwidth of 11. Thus, a banded solver will have to do much 
less work for the second ordering. 
Both orderings were used in the tests for several reasons. The second ordering shows 
approximately the best performance that can be expected of a banded solver for the model 
problem. The first ordering corresponds more closely to the manner in which calculations 
are usually arranged in a modularized computer code for fluid flow. In fact, for most 
problems, various correlations are usually present which couple the blocks corresponding 
to G, T and p. This coupling introduces additional sparsity in the Jacobian and makes it 
difficult to reduce the total bandwidth by reordering the variables. 
The number of nonzero elements in the Jacobian is approximately 9N = 27M. The 
percentage of nonzero elements in the Jacobian matrix is thus approximately 
1 O0 (9N) /N  2 = 100 (27M) /9M2 = 300/M. 
For M = 50, say, the Jacobian matrix is thus roughly 6% dense. Also, the sparse solvers 
automatically reorder the equations (internally) to reduce fill-in during the Gaussian 
elimination stage in solving linear systems arising in the corrector iteration. For a banded 
matrix such as the Jacobian matrix for the present problem, the sparse solvers perform 
roughly the same for any reordering of the variables. Finally, the column grouping 
algorithm used by the sparse solvers requires nine function evaluations toapproximate he 
Jacobian matrix for the present problem, regardless of the variable ordering. 
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6. DESCRIPT ION OF TEST ING 
A maximum norm was used for each solver tested with the exception of DGEAR,  for 
which it was not convenient to replace the standard root-mean-square norm. The solution 
at time t was weighted by a vector W = (W~ . . . . .  W~) r, where 
and 
W,(t) = E '(1 + IM,(t)l), 
E = local error tolerance 
yi(t) = solution at time t. t (18) 
Values of E = 10-k(k = 3 . . . . .  7) were used. All of those results given in the tables 
correspond to a value of E = 10 -5. These results are typical of those obtained for the other 
values of E used. 
To avoid the use of proprietary water property routines, properties were calculated and 
supplied via tables to the test program. (Note: no interpolations were performed in the 
tables.) The values of M used were M = 10, 20 . . . . .  70. The numbers of differential 
equations in the system were thus M = 30, 60 . . . . .  210. Although these do not constitute 
extremely large systems, they are representative of systems often encountered in fluid-flow 
problems. Such systems typically consist of a few to several hundred ODEs. To illustrate 
problems that can arise due to certain model deficiencies, the trailing digits of the 
calculated erivatives were also randomly perturbed. The effect of these perturbations will 
be discussed below. 
Several integration statistics and solution parameters were recorded for each problem. 
These include: 
(i) Number of derivative valuations. 
(ii) Number of Jacobian evaluations. 
(iii) Number of successful integration steps. 
(iv) The range of computed values for each of G, T and/9 at any time during 
the integration. 
(v) The maximum magnitude of any component of the derivative in the final 
calculated solution. 
(vi) Execution time (Cyber 855 s). 
(vii) The largest component of the spatial discretization error in the final 
calculated solution, viz. {maxlGi-G01, i=1  . . . . .  m+l} ,  where 
Go = 270.9 is the exact steady-state flow rate. In each case, this error 
occurred at the inlet z = 0. The error reported is thus I Gt -  a0f. 
A sparse nonlinear equation solver was also used to solve each problem. Due to the 
poorly conditioned Jacobian matrix d, it was not generally possible to directly solve the 
nonlinear system p = 0. Instead, 10 background Euler steps of length t~naJlO were solved 
using the nonlinear equation solver. At each step, the previous solution was used as the 
initial guess for the next solution and the nonlinear system 
0 = Yncw - (Yo~d + hPncw) (19) 
was solved for y . . . .  
7. D ISCUSSION OF RESULTS 
Test results are summarized in Tables 4-16. The solvers are "ranked" in a somewhat 
cavalier fashion in Table 4. The ranking was determined according to the total execution 
times required to solve the problem. The actual execution times are summarized in Table 
5. A second ranking corresponding to the number of function evaluations required is given 
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Table 4. Ranking with respect to execution time' 
.~[ 
Solver I0 20 30 40 50 60 70 
DSPOOF (nonlinear) 1 I 1 I I 1 I 
DSTPGT (sparse) 2 2 2 2 2 2 2 
LSODES (sparse) 3 3 3 3 3 3 3 
DEBDF (banded b) 4 4 4 4 4 4 4 
LSODE (dense) 8 6 5 . . . .  
LSODA (dense) 7 7 6 . . . .  
DGEAR (dense) 5 5 8 . . . .  
DEBDF (dense) 6 8 7 . . . .  
'Cyber 855 s. 
bReordered bandwidth = l l. 
in Table 6. The actual derivative counts are summarized in Table 7. Tables 8-14 summarize 
the various integration statistics and solution parameters described in the previous section 
for the values of M considered. 
The results for the nonlinear equation solver DSPOOF are included to illustrate the 
difficulty of integrating through the initial transient region. Much of the work expended 
by the solvers occurred in this region. However, the first backward Euler step for the 
nonlinear solution stepped over this region. This accounts for its smaller derivative counts 
and execution times. It is generally neither possible nor desirable to ignore a region in 
which the solution changes so dramatically. Hence, the inclusion of the results for the 
Table 5. Execution times" 
M 
Solver 10 20 30 40 50 60 70 
DSPOOF (nonlinear) 933 + 0 213 + 1 297 + 1 427 + I 576 + I 751 + 1 868 + I 
DSTPGT (sparse) 974+ 1 291 +2 751 +2 121 +3 283+3 314+3 509+3 
LSODES (sparse) 106+2 359+2 765+2 151+3 310+3 483+3 544+3 
DEBDF (banded b) 173+2 311 +3 206+3 355+3 482+3 695~3 1033+4 
LSODE (dense) 570 + 2 219 + 3 560 + 3 . . . .  
LSODA (dense) 265 + 2 231 + 3 574 + 3 . . . .  
DGEAR (dense) 144 + 2 764 + 2 737 + 3 . . . .  
DEBDF (dense) 258+2 311 +3 583+3 . . . .  
'Cyber 855 s. 
bReordered bandwidth = 11. 
Table 6. Ranking with respect to number of derivative evaluations required 
M 
Solver 10 20 30 40 50 60 70 
DSPOOF (nonlinear) 1 I 1 I 1 I I 
DSTPGT (sparse) 3 2 3 2 2 2 3 
LSODES (sparse) 2 3 2 3 3 3 2 
DEBDF (banded') 4 4 4 4 4 4 4 
LSODE (dense) 8 6 6 . . . .  
LSODA (dense) 7 7 7 . . . .  
DGEAR (dense) 5 5 8 . . . .  
DEBDF (dense) 6 8 5 . . . .  
IReordered bandwidth = Ill 
Table 7. Number of derivative evaluations required 
M 
Solver 10 20 30 40 50 60 70 
DSPOOF (nonlinear) 176 218 248 277 307 337 345 
DSTPGT (sparse) 2065 3348 6029 7312 13724 12952 I7985 
LSODES (sparse) 1959 3539 5204 7748 13049 17229 t6602 
DI:BDF (banded')  2936 6364 12500 16737 18962 21996 28935 
LSODE (dense) 12826 25765 43721 . . . .  
LSODA (dense) 5616 26802 44253 . . . .  
DGEAR (dense) 3088 8042 51080 . . . .  
DEBDF (dense) 5250 34558 41941 . . . .  
'Reordered bandwidth ~ 11. 
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nonlinear solution should not be interpreted as a recommendation f its use in lieu of an 
ODE solver. 
As was to be expected, the dense solvers did not perform as well as did the banded solver 
which in turn did not perform as well as did the sparse solvers. Due to the cost of the tests, 
the dense solvers were not used for values of M > 30. Among the dense solvers, a 
consistent pattern did not emerge--further supporting the contention that for complex 
problems, it is difficult to recommend one dense solver over another. A more careful 
comparison (using a maximum norm in DGEAR, for example) would be required to 
differentiate the performance of the solvers. 
In each case the automatic switching mechanism in LSODA forced exactly one switch 
from the nonstiff method to the stiff method. However, this did not improve the overall 
performance of the base solver (LSODE). Very badly behaved Jacobian matrices can 
adversely affect the performance of the switching mechanism [9]. While it is not reasonable 
to expect a solver to not be adversely affected in this case, this does tend to suggest hat 
currently used automatic switching mechanisms are not a panacea for fluid-flow problems 
with variable stiffness characteristics. 
The performance of the banded solver DEBDF was superior to that of either of the 
dense solvers, as well it should be for a problem with a relatively small bandwidth. It was 
inferior to that of both of the sparse solvers which were considered. Coupled with the facts 
that (i) it is probably less reasonable to expect a user to reorder the equations to reduce 
the bandwidth than it is to ask him to use a sparse solver and (ii) problems with small 
bandwidths do not arise often in really complex models, this supports the contention that 
a sparse solver is usually more appropriate for fluid-flow problems. In all fairness, it should 
be pointed out that a banded solver usually requires less working array storage than does 
a sparse solver. Consequently, it is sometimes possible to solve larger problems with a 
banded solver. 
Results are included for two sparse solvers. DSTPGT is a proprietary solver whose basic 
algorithm evolved primarily from two predecessors of LSODES. LSODES contains 
algorithmic hanges which often result in considerably fewer Jacobian evaluations being 
required, at the expense of additional integration steps (see Table 15). This is a smart 
tradeoff since the Jacobian-related linear algebra usually drives the cost of solving a 
model--particularly as problem sparsity decreases. [Consequently, the corresponding 
algorithmic hanges in LSODES were incorporated in the version of DSTPGT which is 
implemented in Ref. [14].) 
The present results actually demonstrate the importance of distinguishing between 
comparisons of algorithms and software implementations of the algorithms. For the 
reordered problem, the Jacobian matrix has a relatively small bandwidth. It may therefore 
be surprising that the banded solver does not perform as well as the sparse solver in this 
case (since there are more overhead-related tasks which must be performed for the sparse 
matrix calculations). A contributing factor to the superior performance of the sparse solver 
is that it requires 9 as opposed to 11 derivative evaluations for the banded solver to 
approximate the Jacobian matrix. However, the real reason for the better performance of 
the sparse solver LSODES is that it is biased toward forming the Jacobian less often, at 
the expense of requiring more integration steps (see Tables 8-14). If one were to bias the 
banded solver in the same fashion, it would be necessary to tone down the arguments given 
in this paper in favor of the sparse solver (for the reordered problem). The relative 
performances of the dense solvers could be improved in the same way. It is interesting to 
note that some continuous imulation languages such as ACSL [14] take advantage of such 
strategies in their implementation of BDF. 
Table 16 contains a summary of selected results for DSTPGT in which trailing digits 
of the derivatives were randomly perturbed. (The magnitude of the relative perturbation 
is denoted by EPSRAN in Table 16.) These perturbations were performed to illustrate a 
situation seen repeatedly by the author over a several year period. Observe the overall 
degradation of the results as the magnitude of the perturbation approached that of the 
local error tolerance. Eventually, the integrator's adaptive controls were swamped by the 
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errors--resulting in dramatic jumps in counts and expense for EPSRAN = I.E - 6 and 
EPSRAN = 1.E - 5. The answer to the question "Why doesn't it still work?" can often 
be related to an auxiliary calculation whose error is of roughly the same order of 
magnitude as that of the local integration error. The answer to this question is often 
complicated by the fact that the solver generates the same answers (as was the case here 
except for EPSRAN= I .E -7 ) .  The present results are overly dramatic since the 
calculation of 3) for the same value of y does not yield the same results. However, this 
problem can actually arise in models which use certain well-known and widely distributed 
water property programs. It usually may be related to an iterative property calculation 
which does not reinitialize ach time it is performed but uses the result of the previous 
calculation to initiate the new iteration. In fact, the order of the relative error in the 
iterative calculation is sometimes everal orders of magnitude larger than the local 
integration error. 
8. SOME FINAL REMARKS 
Available evidence convinces the author that the sparse solver LSODES is the most 
appropriate ODE solver currently available in the public or commercial domain. However, 
experience in solving complex problems (for example, see Ref. [1]) indicates that 
rootfinding capabilities are absolutely essential for any solver intended for serious use. This 
requirement s ems from the necessity to locate times corresponding to special events (e.g. 
discontinuities) and to correctly process these events. See Ref. [1] for more detailed 
discussions of rootfinding. The attractiveness of LSODES would be greatly enhanced if 
it contained the rootfinding capabilities of, say, LSODAR [7]. Several continuous 
simulation languages such as ACSL [14] have already started to implement such 
techniques. 
Libraries such as Harwell, IMSL, NAG and SLATEC would also do well do consider 
implementing one such "supersoiver". Of course, many users would continue to need only 
the standard solver from the library. Such users should not be burdened with the additional 
effort required in using such a more complex solver. However, such an addition would 
increase the attractiveness of the library for sophisticated users and would encourage use 
of the library for more difficult problems. 
The portion of the Yale Sparse Matrix Package which is implemented in LSODES does 
not perform partial pivoting in the linear algebra for the iteration matrix P = 0 - hfl,D. The 
idea is that any resulting inaccuracies will be detected in the corrector iteration and the 
stepsize h will be reduced appropriately. The new iteration matrix will then more closely 
resemble the well-conditioned identity matrix 0. For a small enough value of h the 
potentially deleterious effects of not pivoting will thus be eliminated, at the expense of 
reducing the stepsize. However, the relative advantages and disadvantages of pivoting are 
not obvious. The present benchmark problem has been used to assess the effect of pivoting 
in a version of LSODES which uses another well-known sparse matrix package which 
performs pivoting. The results will be discussed in a forthcoming report. They suggest that 
the lack of pivoting in LSODES is not a matter of concern. 
9. SUMMARY AND CONCLUSIONS 
This paper discussed several aspects of the solution of fluid-flow problems using adaptive 
mathematical software. A model problem was described and used to illustrate the 
performance of several available ODE solvers. Results were given to support the 
contention that the sparse solver LSODES is the most appropriate ODE solver for the 
solution of fluid-flow problems. Several other questions which are currently being 
considered were raised. Recommendations for the enhancement of LSODES (specifically, 
by adding the rootfinding capabilities of LSODAR to LSODES) were also mentioned. 
Suggestions were given for enhancing several available mathematical libraries through the 
addition of such a solver. 
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