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Abstract of the Dissertation
Fluctuations in ultra-relativistic heavy ion collisions
by
Aleksas Mazeliauskas
Doctor of Philosophy
in
Physics
Stony Brook University
2017
Fluctuations are one of the main probes of the physics of the new state of
hot and dense nuclear matter called the Quark Gluon Plasma (QGP) which
is created in the ultra-relativistic heavy ion collisions. In this dissertation we
extend and improve upon the existing descriptions of heavy ion collisions in
three different directions: we study the new signatures of initial state fluctu-
ations, the propagation of perturbations in the early stages of the collision,
and the effect of thermal fluctuations on the hydrodynamic expansion of the
QGP.
First, in Chapter 3 we study initial state fluctuations by examining the
complete statistical information contained in the two-particle correlation
measurements in hydrodynamic simulations of Pb+Pb collisions at the CERN
Large Hadron Collider (
√
sNN = 2.76 TeV). We use Principal Component
Analysis (PCA) to decompose the spectrum of harmonic flow, vn(pT ) for
n = 0–5, into dominant components. The leading component is identified
with the standard event plane vn(pT ), while the subleading component de-
scribes additional fluctuations in the two-particle correlation function. We
iii
find good geometric predictors for the orientation and the magnitude of the
leading and the subleading flows. The subleading v0, v1, and v3 flow harmon-
ics are shown to be a response to the radial excitation of the corresponding
eccentricity εn. In contrast, for v2 the subleading flow in peripheral collisions
is dominated by the nonlinear mixing between the leading elliptic flow and
radial flow fluctuations. Nonlinear mixing also plays a significant role in gen-
erating subleading v4 and v5 harmonics. The PCA gives a systematic way of
studying the full information of the two-particle correlation matrix and iden-
tifying the subleading flows, which we show are responsible for factorization
breaking in hydrodynamics.
Second, in Chapter 4 we study the thermalization and hydrodynamiza-
tion of fluctuations at the early stages of heavy ion collisions. We use leading
order effective kinetic theory, accurate at weak coupling, to simulate the pre-
equilibrium evolution of transverse energy and flow perturbations. For the
short evolution we can use a linear response theory to construct the pre-
equilibrium Green functions. Then the energy-momentum tensor at a time
when hydrodynamics becomes applicable can be expressed as a linear con-
volution of response functions with the initial perturbations. We propose
combining effective kinetic theory with weak coupling initial state models,
such as IP-Glasma, to model the complete pre-thermal evolution from satu-
rated nuclei to hydrodynamics in a weak coupling framework.
Last, in Chapter 5 we consider out-of-equilibrium hydrodynamic fluctu-
ations in the expanding QGP. We develop a set of kinetic equations for a
correlator of thermal fluctuations which are equivalent to nonlinear hydro-
dynamics with noise. We first show that the kinetic response precisely repro-
duces the one-loop renormalization of the shear viscosity for a static fluid.
We then use the hydro-kinetic equations to analyze thermal fluctuations for
a Bjorken expansion. The steady state solution to the kinetic equations de-
termine the coefficient of the first fractional power of the gradient expansion
(∝ 1/(τT )3/2), which was computed here for the first time. The formalism of
hydro-kinetic equations can be applied to more general background flows and
coupled to existing viscous hydrodynamic codes to incorporate the physics
of hydrodynamic fluctuations.
iv
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We have to remember that what we observe is not nature in itself, but
nature exposed to our method of questioning — Werner Heisenberg [5]
ix
x
Contents
Abstract iii
Contents xi
List of Figures xv
List of Tables xxiii
Acknowledgments xxv
1 Foreword 1
2 Introduction 5
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Topical review . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Longitudinal geometry and Bjorken expansion . . . . . 9
2.2.2 Initial conditions . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 Transverse geometry and spatial anisotropies . . . . . . 15
2.2.4 Hydrodynamics . . . . . . . . . . . . . . . . . . . . . . 17
2.2.5 Equation of state . . . . . . . . . . . . . . . . . . . . . 20
2.2.6 Freeze-out . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.7 Momentum anisotropies . . . . . . . . . . . . . . . . . 23
2.2.8 QCD medium at high temperature . . . . . . . . . . . 29
2.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.1 Chapter 3: Principal Component Analysis . . . . . . . 32
xi
2.3.2 Chapter 4: Weak coupling equilibration . . . . . . . . . 36
2.3.3 Chapter 5: Non-equilibrium thermal fluctuations . . . 39
3 Subleading flows and factorization breaking with principal
components 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Principal components . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4 Subleading triangular flow . . . . . . . . . . . . . . . . . . . . 52
3.5 Average geometry in the subleading plane . . . . . . . . . . . 55
3.6 Geometrical predictors . . . . . . . . . . . . . . . . . . . . . . 58
3.6.1 Testing linear response . . . . . . . . . . . . . . . . . . 62
3.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.7.1 Radial flow . . . . . . . . . . . . . . . . . . . . . . . . 64
3.7.2 Elliptic flow . . . . . . . . . . . . . . . . . . . . . . . . 67
3.7.3 Triangular and directed flows . . . . . . . . . . . . . . 69
3.7.4 The n = 4 and n = 5 harmonic flows . . . . . . . . . . 70
3.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Appendices
3.A List of figures . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4 Equilibration in weakly coupled effective kinetic theory 83
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 Linearized kinetic theory . . . . . . . . . . . . . . . . . . . . . 87
4.2.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2.2 Hydrodynamization close to equilibrium . . . . . . . . 89
4.3 Hydrodynamization of fluctuations far from equilibrium . . . . 90
4.3.1 Evolution of the background energy density . . . . . . 93
4.3.2 Evolution of the perturbations . . . . . . . . . . . . . . 97
4.4 A Green function for hydrodynamics . . . . . . . . . . . . . . 98
4.4.1 The kinetic theory response at asymptotically small k . 98
4.4.2 Response in coordinate space . . . . . . . . . . . . . . 101
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
xii
Appendices
4.A Collision kernel . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.B Fourier transform of Green functions . . . . . . . . . . . . . . 108
5 Non-linear noise corrections in Bjorken expansion 111
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.1.2 Hydrodynamics with noise and fractional powers in the
gradient expansion . . . . . . . . . . . . . . . . . . . . 113
5.2 Hydrodynamic fluctuations in a static fluid . . . . . . . . . . . 118
5.2.1 Relaxation equations for hydrodynamic fluctuations . . 118
5.2.2 Linear response to gravitational perturbations . . . . . 121
5.3 Hydrodynamic fluctuations for a Bjorken expansion . . . . . . 125
5.3.1 A Bjorken expansion with initial transverse momentum
fluctuations . . . . . . . . . . . . . . . . . . . . . . . . 126
5.3.2 Kinetic equations of hydrodynamic fluctuations . . . . 128
5.3.3 Nonlinear fluctuations in the energy momentum tensor 131
5.3.4 Out of equilibrium noise contributions to energy mo-
mentum tensor . . . . . . . . . . . . . . . . . . . . . . 135
5.3.5 Qualitative discussion of Eq. (5.74) . . . . . . . . . . . 137
5.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 140
Appendices
5.A Computation of finite residual contributions . . . . . . . . . . 144
6 Conclusion 149
Bibliography 153
xiii
xiv
List of Figures
2.1 Illustration of the overlap region (shaded area) of two colliding
nuclei (circles). The arrows indicate the hydrodynamic flow.
(a) The event averaged “almond shaped” overlap of peripheral
collisions driving the elliptic flow v2. (b) Triangular deforma-
tions due to event-by-event fluctuations causing the triangular
flow v3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 The early years of soft heavy ion observables in the RHIC.
Figure taken from Ref. [49] . . . . . . . . . . . . . . . . . . . . 7
2.3 The Lorentz contracted nuclei traveling along the z-axis collide
with the impact parameter b, which in each event is randomly
oriented in the transverse x–y plane. The observed particle
orientation along the beam axis is given by pseudo-rapidity η,
Eq. (2.3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Approximately boost invariant measured charged particle mul-
tiplicity dNch/dη in various centrality bins by (a) ATLAS [78]
and (b) CMS [79] experiments. . . . . . . . . . . . . . . . . . 11
2.5 Event plane view of the colliding nucleons along the beam axis.
(a) The “almond shaped” overlap region (generally impact
parameter b is randomly oriented in the transverse plane). (b)
Monte Carlo Glauber sampled nucleon positions of participant
nucleons (dark colored circles) and spectators (light colored
circles) (Figure adapted from Ref. [84]). . . . . . . . . . . . . . 13
xv
2.6 A typical entropy density profile (times τinit ∼ 0.6 fm) for a
single event used as an initial condition in current hydrody-
namic simulations at the LHC for a 0-5% centrality class [1].
An event averaged initial condition is shown by the dashed
line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.7 (a) State of the art lattice equation of state at zero chemical
potential. Figure taken from Ref. [116] (b) A sketch of QCD
phase diagram as a function of temperature T and baryon
chemical potential µB. The dashed line indicates a smooth
crossover between hadronic and QGP phases, the solid line—
a conjectured first order transition with second order critical
end point (CEP). Figure taken from Ref. [29]. . . . . . . . . . 21
2.8 Comparison of rms anisotropic flow coefficients 〈v2n〉1/2 as a
function of transverse momentum in hydrodynamic simulation
and experimental data [60]. Figure taken from Ref. [65]. . . . 27
2.9 Factorization ratio, r2, as a function of transverse momentum
difference paT−pbT in bins of paT for Pb+Pb collisions at
√
sNN =
2.76 TeV. Figure taken from Ref. [132]. . . . . . . . . . . . . . 28
2.10 (a) Hard elastic 2 → 2 scattering with ∼ T momentum ex-
change (b) Soft elastic 2 → 2 scattering with medium reg-
ulated mth ∼ gT propagator (c) Collinear splitting of hard
quasi-particle into two hard particles due to soft ∼ gT mo-
mentum exchange with the medium. . . . . . . . . . . . . . . 30
2.11 Strong coupling constant αs(Q) as a function of energy scale
Q. Figure taken from Ref. [16] . . . . . . . . . . . . . . . . . . 31
2.12 Factorization ratio r2(pT1, pT2) [Eq. (2.51)] for elliptic flow and
its approximations with principal components (PCs) in hydro-
dynamical simulations of central (0–5%) and peripheral (45–
50%) collisions. . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.13 First and second principal component for elliptic flow as a
function of pT in different centrality bins for Pb+Pb collisions
at
√
sNN = 2.76 TeV. Figure taken from Ref. [161]. . . . . . . . 35
xvi
2.14 Kinetic theory describes the evolution from the microscopic
formation time τ0 to the equilibration time τinit, when hydro-
dynamics becomes applicable [70]. By causality, for a given
point in the transverse plane it is sufficient to analyze the pre-
equilibrium evolution within the causal neighborhood of that
point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.15 The hydro-kinetic description of noise is based on the sep-
aration of scales between the long wavelength hydrodynamic
background (with k ∼ ω/cs), and shorter wavelength hydrody-
namic fluctuations (with k ∼ k∗ ≡
√
ω/γη). The wavelengths
of the hydrodynamic fluctuations are still much longer than
microscopic mean free path. The hydrodynamic fluctuations
are driven out of equilibrium by the expanding background,
and this deviation is the origin of the long-time tail correction
to the stress tensor. . . . . . . . . . . . . . . . . . . . . . . . 42
3.1 Factorization ratio r2(pT1, pT2) [Eq. (3.11)] for elliptic flow and
its approximations with principal components (PCs) in central
(0–5%) and peripheral (45–50%) collisions. . . . . . . . . . . . 50
3.2 Momentum dependence of triangular flow components in cen-
tral collisions. a) Principal flow vectors, V
(a)
3 (pT ). b) Princi-
pal flow vectors divided by the average multiplicity, v
(a)
3 (pT ) ≡
V
(a)
3 (pT )/ 〈dN/dpT 〉. . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3 Centrality dependence of triangular flow eigenvectors ψa(pT ). . 55
3.4 Centrality and viscosity dependence of scaled eigenvalues ‖v(a)3 ‖.
(The subleading flow has been magnified 5 times to bring to
scale with leading flow.) . . . . . . . . . . . . . . . . . . . . . 56
3.5 Average geometry×r3 in the leading and subleading princi-
pal component planes in central collisions minus an averaged
radially symmetric background, r3(S(x; ξ
(a)
3 )−
〈
S(x)|ξ(a)3 |
〉
).
Peak fluctuations are ±10–20% above the background. . . . . 57
xvii
3.6 Correlation between the principal components and the trian-
gular geometry,
〈
S3(r)ξ
∗(a)
3
〉
, for the leading and subleading
flows in central collisions. The result has been multiplied by r4
and normalized by StotR
3
rms, so that the area under the leading
curve is approximately εrms3,3 . . . . . . . . . . . . . . . . . . . . 58
3.7 Quality plot (or Pearson correlation coefficient) for as a single
k mode predictor for principal triangular flows (central colli-
sions). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.8 Angle and magnitude correlations between the leading and
subleading triangular flow and the optimal linear predictor
based on two k modes, Eq. (3.27). . . . . . . . . . . . . . . . . 61
3.9 Comparison of event-by-event hydro (averaged response) and
single-shot hydrodynamics (response to average geometry) in
central collisions. The singe-shot hydrodynamic results are
generated from the initial conditions in Fig. 3.5. . . . . . . . . 62
3.10 Hydrodynamic evolution of the subleading triangular flow for
the averaged initial conditions shown in Fig. 3.5(b). The color
contours indicate the radial momentum density per rapidity,
τT τr, while the arrows indicate the radial flow velocity. . . . . 63
3.11 (a) The pT dependence of the principal components of ra-
dial flow normalized by the average multiplicity, v
(a)
0 (pT ) ≡
V
(a)
0 (pT )/ 〈dN/dpT 〉. (b) The Pearson correlation coefficient
[Eq. (3.23)] between the subleading radial flow and various
predictors versus centrality. The best linear predictor is de-
scribed in Sec. 3.6. . . . . . . . . . . . . . . . . . . . . . . . . 65
3.12 The magnitudes of the principal components of elliptic flow,
‖v(a)2 ‖, versus centrality [see Eq. (3.10)]. . . . . . . . . . . . . 66
3.13 The pT dependence of the principal components of elliptic flow
normalized by the average multiplicity, v
(a)
2 (pT ) ≡ V (a)2 (pT )/ 〈dN/dpT 〉,
for central (0–5%) and peripheral collisions (45–50%). . . . . 66
3.14 Pearson correlation coefficient between the subleading elliptic
flows and the best linear predictor [Eq. (3.26)] with and with-
out the nonlinear mixing between the radial and leading ellip-
tic flows, ξ
(1)
2 ξ
(2)
0 . (a) and (b) show the correlation coefficient
for v2 subleading and v2 subsub-leading flows respectively. . . 68
xviii
3.15 Pearson correlation coefficients for the subleading elliptic flow
at viscosity over entropy ratio η/s = 0.16. Dashed lines repeat
η/s = 0.08 results from Fig. 3.14(a) for the ease of comparison. 69
3.16 Pearson correlation coefficient between the subleading (a) di-
rected and (b) triangular flows and the best linear predictor
with and without radial flow mixing. . . . . . . . . . . . . . . 70
3.17 Pearson correlation coefficient between the subleading v4 and
v5 flows and the best linear predictor with and without several
nonlinear terms [see Eqs. (3.37) and (3.38)]. . . . . . . . . . . 71
3.18 Principal component analysis for n = 0 harmonic flow. . . . . 76
3.19 Principal component analysis for n = 1 harmonic flow. . . . . 77
3.20 Principal component analysis for n = 2 harmonic flow. . . . . 78
3.21 Principal component analysis for n = 3 harmonic flow. . . . . 79
3.22 Principal component analysis for n = 4 harmonic flow. . . . . 80
3.23 Principal component analysis for n = 5 harmonic flow. . . . . 81
4.1 A typical entropy density profile (times τinit) for a single event
used as an initial condition in current hydrodynamic simula-
tions at the LHC for a 0-5% centrality class [1]. An event
averaged initial condition is shown by the dashed line. Often
the initial flow velocity is set to zero. The different scales are
discussed in the text. . . . . . . . . . . . . . . . . . . . . . . 85
4.2 The dispersion relation of sound modes with thermal back-
ground from the EKT. The long wavelength modes are de-
scribed by ideal hydrodynamics with ω = csk and c
2
s = 1/3,
and the approach to ideal hydrodynamics is well described
by 2nd order hydrodynamics. For modes with wave numbers
larger than k & 0.4T , the dispersion relation differs signifi-
cantly from the hydrodynamic expectation. . . . . . . . . . . 88
xix
4.3 (a) A comparison of the relevant combination e(τ) + T zz(τ)
for the kinetic theory background with the hydrodynamic con-
stitutive equations of (4.16a). (b) The background effective
temperature as obtained from the Landau matching condi-
tion e = νg
pi2
30
T 4. Extrapolation of first order hydro (fitted
at asymptotic late times) is shown for comparison, Eq. (4.21).
The scales in physical units correspond to Qs = 1.4 GeV which
yields the entropy required by hydrodynamic simulations (see
text). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4 δT xx/T 00 compared with hydrodynamic constitutive equations
(the curves have been normalized by the magnitude of the ini-
tial perturbation δT 00(τ0)/T
00(τ0)). Long wavelengths with
k . 0.1T are described by the hydrodynamics at approxi-
mately the same time as the background Qsτ ∼ 10. Shorter
wavelengths with k ∼ 0.4Qs are never well described by hy-
drodynamics. . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5 Normalized linear response functions in k-domain [Eqs. (4.22)
and (4.23)] for the initial energy perturbation (a) at Qsτ = 10
and (b) at Qsτ = 20 . . . . . . . . . . . . . . . . . . . . . . . . 99
4.6 (a) Normalized energy perturbation versus time in the (asymp-
totically) small k limit. 8/9 is the change in (e + T xx)/e
between free streaming and ideal hydrodynamic limits (see
(4.29)). (b) The velocity perturbation versus time in the
(asymptotically) small k limit scaled by −∂xe/(e + T xx) (see
(4.34)). The result is compared to 1
2
(τ−τ0) (see also ref. [208])
and first order hydrodynamics. . . . . . . . . . . . . . . . . . . 100
4.7 (top) Energy and (bottom) momentum Green functions, Eq. (4.35),
for initial energy perturbation in coordinate space at (left)
Qsτ = 10 and (right) Qsτ = 20. . . . . . . . . . . . . . . . . . 102
4.8 Energy Green functions for initial energy perturbations in co-
ordinate space at late times (a) Qsτ = 50 and (b) Qsτ = 500.
The results are compared to linearized second order hydrody-
namics (Eqs. (4.15) and (4.16)), with the initial conditions
obtained from kinetic theory at Qsτ=10 and Qsτ=20 (see
Fig. 4.5). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
xx
5.1 The hydro-kinetic description of noise is based on the sep-
aration of scales between the long wavelength hydrodynamic
background (with k ∼ ω/cs), and shorter wavelength hydrody-
namic fluctuations (with k ∼ k∗ ≡
√
ω/γη). The wavelengths
of the hydrodynamic fluctuations are still much longer than
microscopic mean free path. The hydrodynamic fluctuations
are driven out of equilibrium by the expanding background,
and this deviation is the origin of the long-time tail correction
to the stress tensor. . . . . . . . . . . . . . . . . . . . . . . . 116
5.2 Steady state solutions of Eq. (5.65) for the two point energy-
momentum correlation functions during a Bjorken expansion
at late times, τ  τ0. The correlations are plotted as a func-
tion of K[γητ ]
1/2 for final time angle cos θK = 0.1. For com-
parison leading order viscous solutions in 1/(γηK
2τ) are also
shown, Eq. (5.66). The differences of the steady state solu-
tions from their asymptotic forms induces finite corrections to
energy-momentum tensor, Eq. (5.74). . . . . . . . . . . . . . 132
xxi
xxii
List of Tables
3.1 Table of parameters from the Glauber model (all distances are
measured in fm). . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.1 Numerical values of finite pieces of regularized R
(r)
AA integrals
for energy momentum tensor corrections. For the special case
of
∫
d3rR
(r)
T1T1
the remaining one dimensional time integral can
be done analytically. . . . . . . . . . . . . . . . . . . . . . . . 147
xxiii
xxiv
Acknowledgments
First, I would like to thank my advisor Derek Teaney for being an exemplary
scientist and caring mentor. I was privileged to work closely with and learn
from someone whose physical insight, knowledge, hard work, and passion
for physics is an inspiring example for a young physicist. His optimism and
enthusiastic support were invaluable during my PhD.
I would also like to thank Nuclear Theory Group (NTG) professors Thomas
Kuo, Edward Shuryak, Jacobus Verbaarschot, Ismail Zahed, and Dmitri
Kharzeev for welcoming me into the group, lively lunch discussions and a
character building seminar experience. I am thankful to Edward Shuryak for
the NTG generous support of graduate student travel.
I am grateful for the opportunity to meet and work with the numerous
NTG postdocs and visiting scholars. My special thanks to Jean-Franc¸ois
Paquet for being a great colleague and friend.
For the work presented in this dissertation, I gratefully acknowledge my
collaborators Derek Teaney, Yukinao Akamatsu, Liam Keegan and Aleksi
Kurkela. I am especially thankful to Aleksi Kurkela for inviting me to CERN
where our collaboration started.
I would like to thank my fellow nuclear theory graduate students Moshe,
Rasmus, Mark, and Adith for keeping me the company in C-115 and helping
organizing the NTG Friday socials.
There are many other people, who made my five year stay at Stony Brook
both enjoyable and worthwhile. I thank the Physics and Astronomy depart-
ment administrative staff for the professionalism (especially Sara Lutterbie
xxv
for the superluminal reply speed), professors for the excellent lectures (espe-
cially Peter van Nieuwenhuizen and his advanced physics courses), graduate
students for their friendship (Abhishodh, Ahsan, Andrea, Andrew and his
wife Lizzy, Bertus, Ben, Choi, Eric, Hari, JP, Naveen, Mehdi, Mingliang,
Saebyeok, Spencer, Xinan, Yiqian, and many others), and my host families
Marilyn and Harold, Laima and Virginijus, and Rachel and Derek for the
hospitality.
This dissertation is a culmination of my long held dream of becoming
a professional physicist. It was an incredible journey, which brought me to
many wonderful places and helped me to meet many remarkable people. At
every step along the way I was helped by numerous people. I cherish the
education I received from all my teachers and mentors, financial support
of many benefactors, and the encouragement I received from the countless
people. There is no way I can repay the debt I owe them, but I hope that I
have met their expectations. Finally, I thank my parents for their love and
especially my mother for the never wavering belief in me.
xxvi
Publications
• A. Mazeliauskas and D. Teaney, Subleading harmonic flows in hydro-
dynamic simulations of heavy ion collisions, Phys. Rev. C91, 044902
(2015) [1]. Copyright (2015) by the American Physical Society
• A. Mazeliauskas and D. Teaney, Fluctuations of harmonic and radial
flow in heavy ion collisions with principal components, Phys. Rev. C93,
024913 (2016) [2], Copyright (2016) by the American Physical Society
• L. Keegan, A. Kurkela, A. Mazeliauskas and D. Teaney, Initial condi-
tions for hydrodynamics from weakly coupled pre-equilibrium evolution
J. High Energ. Phys. 08, 171 (2016) [3]. Copyright (2016) by authors.
• Y. Akamatsu, A. Mazeliauskas and D. Teaney, A kinetic regime of
hydrodynamic fluctuations and long time tails for a Bjorken expansion,
Phys. Rev. C95, 014909 (2017) [4]. Copyright (2017) by the American
Physical Society
xxvii
xxviii
Chapter 1
Foreword
For the most of science history physicists investigated phenomena governed
by just two fundamental forces—gravity and electromagnetism. Gravity
holds together the large scale structures like planets and galaxies, while elec-
tromagnetic interactions bond atoms together. Electromagnetic forces are
also responsible for many different phases of matter and endless diversity of
chemical compounds.
The turn of the twentieth century marked a new era in physics with the
discovery of subatomic particles, e.g. electron and proton. Two new and
short ranged forces, i.e. acting only at subatomic distances, were introduced:
a weak interaction to explain the β decay [6] and a strong interaction to
provide a necessary bond between protons and neutrons in the nucleus [7].
In the following decades huge theoretical and experimental advances lead
to a detailed description of electromagnetic, weak and strong interactions in
terms of quantum field theories [8–13]. This description together with the list
of discovered particles forms a highly successful particle physics framework
known as the Standard Model [14–17]. It is still an ongoing research effort
to incorporate gravity on the same footing as other interactions [18].
The quantum field theory which describes the strong interactions between
the fundamental constituents of a nucleus (quarks and gluons) is called the
Quantum Chromodynamics (QCD) [14, 15, 17]. Unlike the Quantum Elec-
trodynamics, QCD is a non-abelian gauge theory and the particular num-
ber of quark flavors and color charges make QCD look weak at very short
distances—a phenomena known as asymptotic freedom [19–21]. Therefore
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certain processes at high energy, which probe the small distance limit of the
QCD, can be accurately described by perturbative expansion in the coupling
constant αs. In contrast, at large distances (or small energies) the strength
of the strong interaction grows and new, non-perturbative phenomena ap-
pear, e.g. color confinement—quarks and gluons are hidden in color neutral
hadrons [22–24].
Although the fundamental QCD equations of motion are known, most of
their physical consequences remain an unsolved mathematical problem [25].
Thanks to the complex nature of the strong force and many body interac-
tions, a hot and dense QCD medium is a fascinating phase of matter with
unprecedented properties [26, 27]. One very successful approach of study-
ing the strongly interacting QCD has been the discretized QCD formula-
tion on a lattice [22]. With the progress of numerical methods and com-
putational power, Lattice QCD is able to reproduce and even predict some
properties of the QCD, notably, the hadron spectrum and the QCD equa-
tion of state [28, 29]. However, transport properties of the QCD medium
or simulations at the non-zero baryon chemical potential are very difficult
in Lattice QCD [29]. String theory research (which too has its roots in
the attempt to describe the non-perturbative phenomena of strong interac-
tions [30]) produced a new perspective of strongly coupled systems known
as a gauge/gravity duality [31]. This holographic duality allows to map the
non-perturbative regime of certain gauge theories to classical supergravity in
higher dimensions, where calculations are tractable [32]. Although no dual
of the QCD is known, other gauge theories are used to infer generic features
of strongly coupled systems, e.g. viscosity over entropy ratio η/s [33, 34].
Physics is an empirical science and its ultimate guidance principle must be
the experiment. To create matter where the asymptotic degrees of freedom
are quarks and gluons one has to reach energies and densities exceeding that
of nucleus core [35]. Such state of matter known as the Quark Gluon Plasma
(QGP) is believed to have existed during the first few microseconds of the
Big bang and possibly exists at the center of neutron stars [36–39]. On Earth
the only way of creating such extreme conditions is in the relativistic hadron
colliders [40]. Nuclei of heavy elements, e.g. lead (Pb) or gold (Au), are
accelerated to ultra-relativistic energies and collided, momentarily creating
a droplet of melted nuclear matter which evaporates into a cloud of hadrons
in less than ∼ 10−22 seconds. The debris of the collision are then used to
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infer the interesting properties of the ultra-dense nuclear matter. Such events
or “little Big bangs” are repeated billions of times, thus making statistical
analysis of the QGP evolution possible.
In the last couple decades the successful hadron collision programs in the
US and Europe produced a wealth of experimental data, many surprising
results, and new understanding of the behavior of matter under the extreme
conditions. Heavy ion collisions are a dynamical and multistage process,
which requires a sophisticated description of every stage of the collision: the
initial impact, creation and equilibration of the QGP, the fast QGP expan-
sion and cooling down, and the transition from quarks and gluons into the
observed hadrons. To make the problem more tractable, the different regimes
of the QCD medium are treated in a number of theoretical limits, which have
become sizable subfields in their own right (Color Glass Condensate, rela-
tivistic hydrodynamics, gauge/gravity duality of QCD-like theories, finite
temperature QCD, etc. [41]). The contrasting pictures of different stages of
the heavy ion collision evolution is not unlike a famed group of blind men
touching an elephant—individual descriptions might look contradictory, but
when combined correctly, a remarkably successful model of the expanding
QGP fireball emerges.
In this dissertation I will review my contributions to the physics of heavy
ion collisions, which, needless to say, depend on the many decades of experi-
mental and theoretical work done before. Specifically, together with collabo-
rators I worked on the fate of initial and thermal fluctuations in the expanding
QGP medium. In Chapter 2, I give a short introduction to the main com-
ponents of heavy ion physics and the outline of the three research directions
addressed in this manuscript. In Chapter 3, I present a published work on
the Principal Component Analysis of harmonic flow and factorization break-
ing [1, 2]. Chapter 4 covers a published work on the QGP equilibration in a
weak coupling framework [3]. Finally in Chapter 5, I present my work with
collaborators on the effects of thermal fluctuations on the hydrodynamic ex-
pansion of the QGP [4]. In Chapter 6, I conclude with a short summary of
the conducted work and an outlook.
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Chapter 2
Introduction
2.1 Overview
Ultra-relativistic heavy ion collisions is nearly half a century old subject [42].
Below we touch only on the recent development of the field driven by discov-
eries at RHIC and LHC over the past fifteen years. There is a considerable
body of terminology specific to this field, but to avoid interrupting the dis-
cussion definitions of the main concepts in heavy ion collisions are given
separately in Sec. 2.2.
The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Lab-
oratory in the United States was built with the purpose of mass production
of the new state of matter named the Quark Gluon Plasma (QGP) [42].
Since the start of operation in 2000, RHIC has been exploring a number of
different ion systems, Au-Au, Cu+Cu, U+U, and etc., at various collisions
energies
√
sNN = 8-200 GeV [43]. This makes the RHIC a versatile machine
and particularly well suited for mapping out the phase diagram of the dense
QCD matter. The ongoing Beam Energy Scan program (BES) is searching
for the QCD critical point—a conjectured end point of the first order phase
transition line between the QGP and the hadronic matter [44]. In 2010, the
Large Hadron Collider (LHC) at CERN in Switzerland has also started a
heavy ion collision program [40, 45]. With higher achievable collision ener-
gies (
√
sNN = 2.76-5.02 TeV for Pb+Pb), the LHC can create a hotter, larger
and longer lasting QGP droplets. The larger space-time volume of QGP
medium allows physicists to understand better the bulk properties of hot nu-
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Figure 2.1: Illustration of the overlap region (shaded area) of two colliding
nuclei (circles). The arrows indicate the hydrodynamic flow. (a) The event
averaged “almond shaped” overlap of peripheral collisions driving the ellip-
tic flow v2. (b) Triangular deformations due to event-by-event fluctuations
causing the triangular flow v3.
clear matter. In fact, thanks to the high collision energies, measurements of
high multiplicity p+Pb and p+p collisions suggest the formation of a QGP
fireball even in smaller systems, defying all expectations [46–48].
Since the start of the RHIC over 15 years ago, heavy ion physics has
progressed tremendously (see the timeline of RHIC physics in Fig. 2.2). The
first results of Au+Au collisions at RHIC showed that the produced particle
distribution in the plane transverse to the beam has a significant azimuthal
anisotropy quantified by the elliptic flow coefficient v2
v2 =
〈p2x〉 −
〈
p2y
〉
〈p2x〉+
〈
p2y
〉 , (2.1)
where 〈p2x〉 and
〈
p2y
〉
are momentum averages of observed particles relative to
the event plane (see Fig. 2.1(a)) [50]. The presence of the elliptic flow was
a strong evidence that QGP expansion is driven by hydrodynamic pressure
gradients. In peripheral collisions the average overlap of two colliding nu-
clei is “almond shaped” and the pressure gradients are the largest along the
short axis of the ellipsoid. Then anisotropically flowing medium emits par-
ticles boosted in the flow direction and therefore the observed particles have
a momentum anisotropy approximately proportional to the initial elliptic
6
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Figure 1: Timeline of important experimental and theoretical developments leading towards increasingly
precise understanding of flow, transport properties of the quark-gluon plasma, and the initial state
and its fluctuations. The three key figures are taken from [115, 71, 116]. On the right, the increasing
precision in one key observable, the shear viscosity to entropy density ratio η/s near its minimal value,
is illustrated. Shown results were obtained in [117] (pQCD) [34] (AdS/CFT limit) [118, 119, 120]
(lattice QCD - pure glue at ∼ 1.6Tc, 1.24Tc, and 1.58Tc, respectively) [121, 122] (ideal hydrodynamics)
[123, 124] (perturbative QCD/kinetic theory) [125, 71, 126, 105] (viscous hydrodynamics constrained
by flow measurements).
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Figure 2.2: The early years of soft heavy ion observables in the RHIC. Figure
taken from Ref. [49]
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deformation, or eccentricity, ε2
ε2 = −〈x
2〉 − 〈y2〉
〈x2〉+ 〈y2〉 , v2 ∝ ε2. (2.2)
Here 〈x2〉 and 〈y2〉 are coordinate averages in the center of mass frame of
the overlap energy density. At the early years of RHIC, observed momen-
tum anisotropy was reasonably well described by modeling QGP as ideal
fluid (see Fig. 2.2 top left). Later, the importance of viscous effects was
recognized and heavy ion collisions became a promising way of determin-
ing the transport coefficients of high density hot nuclear mater. Relativistic
viscous hydrodynamic simulations favored viscosity over entropy η/s value
quite close to the quantum bound η/s ≥ 1/(4pi) obtained for a certain class
of supersymmetric gauge theories (Fig. 2.2 center left) [33, 34, 51–53]. The
accurate determination of viscosity and other transport coefficients is an on-
going work, which requires strong constraints on the initial conditions and
detailed understanding of the many stages of heavy ion collisions [54, 55].
The elliptic flow associated with eccentricity in initial state does not van-
ish even in central collisions. It was later understood that on event-by-event
basis the initial geometry is not smooth, but fluctuates around the average
geometry due to random positions of a finite number of colliding nucleons
(see Fig. 2.1(b)) [56]. The initial state fluctuations can produce any or-
der geometric deformations: elliptical ε2, triangular ε3, quadruple ε4, and
other harmonics, which in turn generate momentum anisotropies, and are
quantified by flow harmonics vn (see Sec. 2.2 for the definitions). Higher
order harmonics are damped by the dissipative effects in the QGP [57, 58],
but thanks to small viscosity harmonics up to n = 6 were measured ex-
perimentally at the LHC [59–61] and the RHIC [62–64], and successfully
reproduced (and sometimes predicted) by viscous hydrodynamic simulations
(see Fig. 2.2) [58, 65].
Improvements in experimental data, better description of initial state
fluctuations, and sophistication of hydrodynamic evolution enabled physi-
cists to study detailed properties of flow harmonics vn. For example, the
event-by-event probability distribution of flow magnitudes p(vn), the nonlin-
ear correlations between different harmonic orders, e.g. v4 and v
2
2, and flow
anisotropy dependence on transverse momentum pT and rapidity η [66–68].
However, despite the substantial success, the heavy ion collision picture is not
8
yet complete. One of the main theoretical challenges in heavy ion collision
physics is the description of the initial moments of the collision. The initial
conditions is a primary source of uncertainties in hydrodynamic modeling
of QGP expansion [54]. In addition, the applicability of hydrodynamic de-
scription at early times raises questions of how equilibrates [32, 69–71]. The
apparent flow signals from small, short lived collision systems like p+Pb and
p+p makes this issue especially urgent [72, 73]. Finally, in order to improve
our understanding of the hot and dense nuclear matter, one must consider
additional physical effects, e.g. large stochastic fluctuations near the QCD
critical point [74]. To address these important issues, we pursued several dif-
ferent directions, outlined in Sec. 2.3, of improving and extending the current
heavy ion collision picture.
2.2 Topical review
In this section we briefly review the main concepts of heavy ion collision
physics pertaining to this work. When a concrete collision system is needed,
we consider lead-lead (207Pb +207 Pb) collisions at the LHC center of mass
energy
√
s = 2.76 TeV1 per nucleon pair (or ∼ 46µJ for each nucleus). For
more complete review please see Refs. [66–68, 75, 76].
2.2.1 Longitudinal geometry and Bjorken expansion
The high center of mass energy of ultra-relativistic ion collisions allows con-
siderable simplification of the longitudinal kinematics (see Fig. 2.3). In the
z-axis direction (along the beam), the nuclei are traveling at 99.99998% of
speed of light and are Lorentz contracted by a relativistic factor of γ ∼ 1500,
so in the laboratory frame their passage can be considered instantaneous.
1We use the natural units c = ~ = kB = 1 in which
1 [Length] · [Energy] = ~ · c = 0.1973 GeV · fm,
1 [Length] · [Time]−1 = c = 2.998× 1023 fm · s−1,
1 [Energy] · [Temperature]−1 = kB = 8.617× 10−13 GeV ·K−1,
1 [Energy] · [Mass]−1 = c2 = 5.610× 1026 GeV · kg−1.
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Figure 2.3: The Lorentz contracted nuclei traveling along the z-axis collide
with the impact parameter b, which in each event is randomly oriented in
the transverse x–y plane. The observed particle orientation along the beam
axis is given by pseudo-rapidity η, Eq. (2.3).
The direction of detected particles along the beam axis is given in terms
of pseudo-rapidity η
ηpseudo ≡ 1
2
ln
|p|+ pz
|p| − pz = − ln tan
θ
2
(2.3)
where θ is the angle from the beam axis and p is the momentum of a freely
moving particle. Note that η = 1 corresponds to θ ≈ 40◦ and η = 2.5 to
θ ≈ 9.4◦ (typical acceptance windows in a detector). When the mass of
a particle can be neglected, E ≈ |p|, the pseudo-rapidity agrees with the
particle momentum rapidity y defined as
yparticle ≡ 1
2
ln
E + pz
E − pz . (2.4)
The heavy ion collision picture known as the Bjorken expansion was a
result of the important observation that the measured inclusive particle pro-
duction is approximately flat in central rapidity η ≈ 0 region [77], (see the
current data in Fig. 2.4). The key assumption of this picture is that for the
central rapidity region the system is boost invariant—system evolution and
particle production looks the same in all reference frames related by a Lorentz
10
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Figure 2.4: Approximately boost invariant measured charged particle multi-
plicity dNch/dη in various centrality bins by (a) ATLAS [78] and (b) CMS [79]
experiments.
boost in z-direction. Such kinematics is best studied in the coordinates of
“proper time” τ =
√
t2 − z2 and space-time rapidity2
ηspace-time ≡ 1
2
ln
t+ z
t− z . (2.5)
In τ–η coordinates, the (mostly positive) metric becomes
ds2 = −dτ 2 + dx2 + dy2 + τ 2dη2. (2.6)
and boost-invariance in z direction is equivalent to translational invariance
in η coordinate. The typical longitudinal momentum of produced parti-
cles is much larger than the transverse momentum pz  p⊥ and the sub-
sequent expansion does not change the particle rapidity significantly. Since
pz/E = vz ≈ z/t produced particles with momentum rapidity y will reach
the detector at space-time rapidity η ≈ y.
Eqs. (2.3), (2.4), (2.5) define three different quantities: pseudo, parti-
cle and space-time rapidities, which are often used interchangeably when
2Note that τ is the real proper time only for observers moving with constant velocity
vz = z/t.
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making estimates in heavy ion physics. Experimental results are given in
pseudo-rapidity η, which directly relates to the detector coordinate system.
Meanwhile simulations are often done using space-time rapidity η. The in-
variant mass of a pion—the most abundant species of detected hadrons—
mpi ≈ 140 MeV is small compared to the typically measured energy of pions
with transverse momentum p⊥ ∼ 1 GeV. Therefore massless pion approxi-
mation is adequate and indeed all three types of rapidities are approximately
equal [80]
ηpseudo ≈ ypi ≈ ηspace-time. (2.7)
In the subsequent discussion we will not make a distinction between different
types of rapidity and use the boost invariant picture of heavy ion collisions.
2.2.2 Initial conditions
One of the least understood stages in heavy ion collisions is the period be-
tween the passing of two nuclei and the formation of approximately equili-
brated plasma around τ ∼ 1 fm [81]. The first principle QCD calculation of
heavy ion nucleus wavefunction is not yet possible and a number of different
models are used to describe the collision process [82].
Two nuclei collide when they pass each other at distance |b| . 2Rrms,
where Rrms ∼ 5 fm is the root mean squared charge radius of a Pb nucleus
(see Fig. 2.5(a)) [83]. Current heavy ion collision models are based on a
picture of a heavy ion nucleus composed of nucleons, whose positions are
randomly distributed according to the average nuclear charge density func-
tion and subject to certain physical constrains, e.g. nucleons can not overlap
due to nucleon-nucleon repulsion (see Fig. 2.5(b) for an example of nucleon
positions sampled according to a popular Monte Carlo Glauber (MCG) pro-
cedure) [84–86]. At the LHC energies the two nuclei pass each other almost
instantaneously ∆tpassing ∼ 2RPb/(cγ) ∼ 0.01 fm. Furthermore, the longi-
tudinal boost of the nucleus is much larger than the intrinsic energy scale
ΛQCD ∼ 200 MeV inside a nucleus and the transverse nuclear dynamics can be
neglected3. Then the nucleons appear frozen in the transverse plane during
the passage and travel on straight lines along the beam axis [80, 84].
3ΛQCD is (somewhat ill-defined) energy scale at which the strong coupling αs diverges,
i.e. it characterizes the non-perturbative QCD energy scale [16].
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by
x
Figure 2.5: Event plane view of the colliding nucleons along the beam axis.
(a) The “almond shaped” overlap region (generally impact parameter b is
randomly oriented in the transverse plane). (b) Monte Carlo Glauber sam-
pled nucleon positions of participant nucleons (dark colored circles) and spec-
tators (light colored circles) (Figure adapted from Ref. [84]).
The principal difference between numerous initial state models (MCG,
MCKLN, MCrcBK, IP-Glasma, EKRT) is in their treatment of which nu-
cleons collide and how energy is deposited in the collision region [82]. The
nucleons which do interact are called wounded nucleons or participants, while
the remaining undeflected nucleons are known as spectators. Interaction be-
tween participant nucleons results in the extended energy deposition in the
rapidity direction, from which the Quark Gluon Plasma is created. In the
popular Monte Carlo Glauber model colliding nucleons are treated like spher-
ical balls, which collide with one or more nucleons from the other nucleus if
they are less than one diameter D away in the transverse plane
D =
√
σNN/pi ∼ 1.5 fm. (2.8)
Here σNN is a nucleon-nucleon inelastic cross-section obtained from p+p
collision experiments [84]. When wounded nucleons are identified, one has to
decide on energy or entropy deposition in the event. The equilibration process
of colliding nucleons is highly nontrivial and largely unsolved problem [32,
70, 71], but essential features of the process can be efficiently parametrized
by a handful of quantities and then fitted to reproduce the measured yields of
particles [87, 88]. According to the two-component model used in simulations
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Figure 2.6: A typical entropy density profile (times τinit ∼ 0.6 fm) for a single
event used as an initial condition in current hydrodynamic simulations at the
LHC for a 0-5% centrality class [1]. An event averaged initial condition is
shown by the dashed line.
in Chapter 3, a lump amount of entropy density per rapidity is deposited
in the transverse plane for each participant nucleon with adjustments for
multiple binary collisions. This energy density distribution (example shown
in Fig. 2.6) is then passed to the subsequent hydrodynamic evolution at time
τinit ∼ 0.6 fm.
A considerable success of heavy ion simulations using MC Glauber initial
conditions indicates that, indeed, the wounded nucleon distribution in the
transverse collision area is the main source of variance in the collision [56, 89].
A more microscopic description of the early stages of hadron collisions can be
obtained using the idea of Color Glass Condensate (CGC) [90–95], which is
motivated by the precision data from the DESY Hadron-Electron Ring Ac-
celerator (HERA) [96]. At large collision energies the central rapidity region
is dominated by the interactions of small Bjorken-x partons (mostly gluons)4.
The small x gluons are produced (long before the collision) by highly boosted
valence color charges, which evolve at much longer time scales and appear
frozen, i.e. like Color Glass. Gluon density saturates at very high values
4Bjorken-x is the fraction of the total longitudinal nucleus momentum carried by a
parton [17].
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ρ ∼ 1/αs  1, when gluon fusion becomes as favorable as collinear emission.
Such high density gluons can be described as classical fields governed by
Yang-Mills equations of motion [97]. The classical field evolution describes
the energy liberation from the color currents, but does not lead to equilib-
rium and cannot be smoothly matched to hydrodynamic evolution [98, 99].
In Chapter 4 we use effective kinetic theory described in Sec. 2.2.8 to con-
struct a practical implementation of the “bottom-up” thermalization scenario
matching CGC initial conditions to hydrodynamics [70, 100]. However, even
without the precise description of equilibration, heavy ion collision simula-
tions using CGC initial conditions show improvements over MC Glauber
initial conditions for some observables, e.g. probability distribution of the
magnitude of flow harmonics [65].
In Chapter 3 we use hydrodynamic heavy ion simulations with MC Glauber
initial conditions, while in Chapter 4 we study the equilibration of CGC in-
spired initial state gluon distribution function.
2.2.3 Transverse geometry and spatial anisotropies
The transverse collision geometry is the dominant source of variance in heavy
ion collisions and its description is of paramount importance for the inter-
pretation of many experimental observables [66, 67].
It is customary to classify heavy ion collisions by their multiplicity—the
number of produced charged particles (pions, kaons and protons) in each
event [78, 79, 101]. For the small impact parameter |b|, i.e. central (or head
on) collision, the number of interacting nucleons is large and such collisions
are likely to produce more particles. Conversely, the collisions at large |b| are
peripheral and low in multiplicity. However, centrality does not completely
fix the initial geometry configuration due to fluctuating number of partic-
ipants even at a fixed impact parameter. Nevertheless, comparing central,
mid-central and peripheral centrality bins allows one to study the effects of
average background geometry.
The positions of wounded nucleons (few tens to four hundred) are the
most import ingredients in determining the initial transverse energy distri-
bution in the collision. Note that because of the finite number of wounded
nucleons, participant distribution does not need to align with the overlap of
average nuclear density illustrated in Fig. 2.5(a) and thus the collision geom-
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etry fluctuates on event-by-event basis as shown in Fig. 2.5(b) [56]. These
event-by-event fluctuations in the transverse geometry are typically charac-
terized by a series of eccentricity coefficients εn,m defined in the center of
mass frame as [66, 67]
εn,me
inΦn,m ≡ − [r
meinφ]
[rm]
. (2.9)
Here index n is the order of the azimuthal harmonic einφ, m is the power of
the radial weight rm, and phase angle Φn,m (defined modulo 2pi/n) indicates
the orientation of the particular azimuthal anisotropy relatively to the im-
pact parameter b. For example, the elliptic eccentricity given by Eq. (2.2)
corresponds to the case n = m = 2 and Φ2,2 = 0, i.e. the situation illustrated
in Fig. 2.1(a).
Eccentricity is not experimentally measurable quantity and the precise
way of computing them differs among authors, so brackets [. . .] can denote
averaging with respect to either transverse energy or entropy density. Often
the normalization factor [rm] is computed event-by-event together with the
nominator to ensure that eccentricities are bounded above, |εn,meinΦn,m| < 1.
In Chapter 3, we deviate from the common practice and use eccentricities
defined in terms of transverse entropy distribution with event-class averaged
normalization Rmrms.
On average, peripheral collisions have an “almond shaped” overlap, there-
fore ε2,2, characterizing the elliptical deformation of collision geometry (see
Fig. 2.5(a)), is the dominant eccentricity in all but the most central colli-
sions. During the QGP expansion geometric anisotropies εn are converted
to momentum anisotropies vn of detected particles. A conventional minus
sign in the eccentricity definition, Eq. (2.9), is chosen for a positive cor-
relation between the two types of anisotropies. Thanks to event-by-event
fluctuations, many other eccentricities can be excited, but the subsequent
dissipative evolution of QGP suppresses higher harmonics [57, 58].
In Chapter 3 we show that standard eccentricities alone, given by Eq. (2.9),
are not sufficient to capture all relevant information about the initial ge-
ometry and generalized eccentricities have to be considered to improve the
correlation between the initial geometry and final momentum anisotropies.
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2.2.4 Hydrodynamics
Significant momentum anisotropies vn of the observed particle spectrum in
heavy ion collisions are strongly suggestive of the collective hydrodynamic
motion in the expanding QGP fireball [102]. Indeed, phenomenological mod-
els have been remarkably successful in describing many soft observables
and generally predicts the hydrodynamic phase to last from τ ∼ 1 fm to
τ ∼ 10 fm [66–68, 75, 76].
Hydrodynamics is the long wavelength effective theory based on funda-
mental conservation laws of energy and momentum5 [103]
DµT
µν = 0, (2.10)
where Dµ is the covariant derivative
6. The simplifying assumption of hy-
drodynamics is that T µν is a function of only four independent fields: the
rest-frame energy density e and the time-like flow velocity uµ (uνuν = −1),
satisfying
T µνuν = −euµ. (2.11)
The system of equations, Eq. (2.10), is closed by specifying the constitutive
equations for the energy momentum tensor T µν(e(x), uµ(x)), which for the
smooth background fields can be systematically expanded in gradients
T µν(e, uµ) = T µνideal +T
µν
1st order(∂e, ∂u
µ) +T µν2nd order(∂
2e, ∂2uµ) +O(∂3). (2.12)
Then truncation at the nth order in gradients defines the nth order hydro-
dynamics.
Ideal
The zeroth order truncation gives the ideal energy momentum tensor
T µνideal = eu
µuν + p∆µν , (2.13)
where ∆µν = gµν + uµuν is the projection operator orthogonal to uν and p
is the pressure given by the equation of state p = P (e) (see Sec. 2.2.5). At
5There can by additional conserved charges, e.g. baryon number with an associated
chemical potential µB .
6DµT
µν ≡ ∂µTµν + ΓµµρT ρν + ΓνµρTµρ. For τ–η coordinates discussed in Sec. 2.2.1 the
non-zero Christoffel symbols are Γτηη = τ and Γ
η
ητ = Γ
η
τη = τ
−1.
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high temperatures T  Tc ∼ 155 MeV, QGP is often approximated as a gas
of massless particles with constant speed of sound c2s ≡ ∂p/∂e = 1/3, i.e.
p = c2se.
Using Eqs. (2.10) and (2.13) it is easy to show that the ideal equations
of motion for energy density e and flow velocity uµ are
De = −(e+ p)θ, Duµ = − ∇
νp
(e+ p)
, (2.14)
with the following covariant notation
D ≡ uµDµ, ∇µ ≡ ∆ νµ Dν , θ ≡ Dµuµ. (2.15)
An important translationally invariant solution of Eq. (2.14) in τ–η co-
ordinates is the Bjorken flow. It corresponds to a stationary fluid, where
uτ = 1 and θ ≡ Dµuµ = τ−1. The energy density e then obeys
∂τe = −e+ p
τ
(2.16)
and e ∝ τ−1−c2s for c2s = const.
Navier-Stokes
Despite the initial success of ideal hydrodynamics in heavy ion collisions, it
was recognized that there are viscous corrections which contributes at first
order in gradients [51–53]. The only tensor structures built from energy and
velocity gradients consistent with symmetries and Eq. (2.11) are
T µν1st order(∂e, ∂u
µ) = Π∆µν + piµν . (2.17)
where Π(∂e, ∂uµ) is a scalar and piµν(∂e, ∂uµ) is a symmetric, traceless and
uµ-orthogonal tensor [104]. The lower order equations of motion, Eqs. (2.14),
can be used to replace energy gradients ∂e with gradients in velocity ∂uµ.
Then the first order viscous corrections are determined uniquely up to the
overall coefficient
Π = −ζθ, piµν = −ησµν , 7 (2.18)
7For Bjorken flow θ = τ−1, σxx = σyy = − 23τ−1 and τ2σηη = 43τ−1.
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where σµν is expressed in velocity gradients Dµuν
σµν = 2 〈Dµuν〉 ≡ ∆µα∆νβ(Dαuβ +Dβuα)− 2
3
∆µν∆αβDαuβ. (2.19)
Transport coefficients ζ and η are called bulk and shear viscosity re-
spectively and are of great interest in heavy ion collision physics. The ef-
fective constant shear viscosity is found to be in the range 1 . 4piη/s .
3–6 [105, 106], and quite close to the so called quantum bound of η/s =
1/(4pi) ≈ 0.08. Constraining the temperature dependence of η/s is an ongo-
ing work [107]. Bulk viscosity ζ is expected to be small and perhaps become
relevant close to the QCD transition temperature Tc ∼ 155 MeV [108–110].
Therefore ζ is often neglected in hydrodynamic simulations of heavy ion col-
lisions (but see, for example, [111]).
Second order
The dispersion relation ω(k) of relativistic Navier-Stokes equations predicts
superluminal propagation of large wavenumber k modes [112]. To render
the equations of motion causal, the shear stress tensor piµν is promoted to
a dynamical field, and the first order constitutive equations, Eq. (2.18), are
imposed through a relaxation type equation [113]
∂τpi
µν ∼ − 1
τpi
(piµν + ησµν). (2.20)
This is equivalent to modifying constituent equations at second order in
gradients. In conformal field theories8 in flat space-time there are only four
such independent gradient structures9 [114]
T µν2nd order = ητpi
[
〈Dσµν〉+ 1
3
σµνθ
]
+ λ1
〈
σµλσ
νλ
〉
+ λ2
〈
σµλΩ
νλ
〉
+ λ3
〈
ΩµλΩ
νλ
〉
(2.21)
and four second order transport coefficients τpi, λ1, λ2 and λ3. Here Ω
µν stands
for vorticity tensor
Ωµν =
1
2
∆µα∆νβ(∆αuβ −∆βuα). (2.22)
8At high energies T is the only relevant scale and the QCD is approximately confor-
mal. The invariance under scale transformations in d dimensions constrains the conformal
equation of state p = 1d−1e, bulk viscosity ζ/s = 0, and η/s = const.
9For Bjorken flow 〈Dσµν〉+ 13σµνθ = − 23τ−1σµν and Ωµν = 0.
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For strongly coupledN = 4 supersymmetric Yang Mills theory the second
order transport coefficients can be calculated analytically [114, 115]
τpi
η/(sT )
= 4− ln 4, λ1
τpiη
=
1
2− ln 2 ,
λ2
τpiη
= − ln 4
2− ln 2 ,
λ3
τpiη
= 0, (2.23)
where the shear viscosity over entropy ratio saturates the quantum bound
η/s = 1/(4pi).
Using piµν = −ησµν in Eq. (2.21) one obtains a dynamical equation for
the shear-stress tensor piµν
piµν = −ησµν − τpi
[
〈Dpiµν〉+ 4
3
piµνθ
]
− λ1
η
〈
piµλσ
νλ
〉− λ2
η
〈
piµλΩ
νλ
〉
+ λ3
〈
ΩµλΩ
νλ
〉
.
(2.24)
Then e, uµ and five independent components of piµν are evolved according
to Eqs. (2.10) and (2.24). For studies concerning observables at the central
rapidity region (as it is the case in this manuscript), one often assumes boost
invariance along the z-direction. Then dependence on rapidity η coordinate
is dropped, reducing the problem to the so called 2+1D hydrodynamics.
In Chapter 3 we perform hydrodynamic simulations using second order
conformal hydrodynamic equations of motion Eqs. (2.10) and (2.24) with
η/s = 1/(4pi) and second order transport coefficients given in Eq. (2.23),
but we employ non-conformal lattice equation of state (see Sec. 2.2.5). In
Chapter 5 for the analytic calculations we use Navier-Stokes equations with
constant speed of sound c2s = 1/3.
2.2.5 Equation of state
One necessary ingredient for the hydrodynamic description of heavy ion col-
lisions is the relation between energy density e, baryon chemical potential
µB and pressure p, i.e. the equation of state p = p(e, µB). Thanks to the
enormous computational effort, the first principle calculations of the equa-
tion of state are available from Lattice QCD [29]. Because of the famous
sign problem for µB > 0, lattice computations are typically done at zero
chemical potential. For high energy collisions the initial baryon number is
negligible compared to the total produced number of particle-antiparticle
pairs, therefore µB ≈ 0 is a reasonable approximation.
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Figure 2.7: (a) State of the art lattice equation of state at zero chemical
potential. Figure taken from Ref. [116] (b) A sketch of QCD phase diagram as
a function of temperature T and baryon chemical potential µB. The dashed
line indicates a smooth crossover between hadronic and QGP phases, the
solid line—a conjectured first order transition with second order critical end
point (CEP). Figure taken from Ref. [29].
At temperatures below the deconfinement temperature Tc ∼ 155 MeV,
the main degrees of freedom of the QCD are hadrons and a hadron resonance
gas (HRG) model agrees well with the low temperature behavior of lattice
equation of state (see Fig. 2.7(a)). At temperatures much higher than the
deconfinement temperature Tc, the system is better described in terms of
weakly interacting quarks and gluons and the equation of state is not too far
from the massless gas limit. Lattice computations show that at zero chemical
potential the transition between the two phases is a smooth crossover [117].
However, for µB > 0 one can have a first order phase transition line, which
terminates at the critical end point (CEP) [118] (see Fig. 2.7(b)). This part
of the phase diagram is accessible at medium energy nuclear collisions and is
the target of the Beam Energy Scan program at RHIC [119, 120].
In Chapter 3, we use hydrodynamic equations derived in the confor-
mal limit, but with lattice equation of state (s95p-v1 parametrization from
Ref. [121]). The effective kinetic theory of Chapter 4 treats the QGP as a
gas of weakly interacting massless particles, which automatically leads to a
conformal equation of state p = e/3. For the sake of simplicity, the conformal
equation of state is also used in semi-analytical computations of Chapter 5.
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2.2.6 Freeze-out
In heavy ion collisions the QGP phase exists only for τ ∼ 10 fm before evap-
orating into hadrons, and it is only the long lived particles (pions, kaons
and protons) which are eventually detected [122]. Transition from the de-
confined quarks and gluons to the hadronic degrees of freedom is described
by a freeze-out procedure.
When the plasma temperate falls below the pseudo-critical temperature
Tc ∼ 155 MeV, gluons and quarks recombines into hadrons (pions being the
most abundant species). The change in the degrees of freedom is reflected
in the rapid crossover of the equations of state (see Fig. 2.7(a)). As the
system continues to expand and cool down, the hadronic rescatterings are not
sufficiently rapid to keep the system in local equilibrium. The macroscopic
hydrodynamic description has to be replaced with microscopic kinetic theory
evolution of hadrons until all interactions and decays terminate.
The transition to kinetic description is typically done at a constant tem-
perature Tfo ∼ Tc, where all particle species are assumed to be in chemical
and thermal equilibrium. Then the particle distribution functions is given
by the Cooper-Frye formula [123]
E
d3Ns
d3p
=
νs
(2pi)3
∫
σ
fs(x
ν , pν)pµdσµ, (2.25)
where σ is the freeze-out surface (T = Tfo) and fs(x,p) is the distribution
function for particle species s produced by a fluid cell moving with velocity
uν . In ideal fluid dynamics, one simply takes boosted equilibrium distribution
fs(x,p) = feq(−uνpν/T ), but in a dissipative fluid the distribution function
fs acquires viscous corrections [124].
The subsequent kinetic evolution of hadrons can be done in hadronic
transport models, e.g. UrQMD [125]. In practice the kinetic interactions does
not modify the pion spectrum significantly therefore in qualitative (and even
quantitative) studies only the freeze-out spectrum, Eq. (2.25), is used to
estimate the observed flow harmonics [88, 126, 127].
In Chapter 3 we use the pion freeze-out spectrum at Tfo = 140 MeV to
estimate the flow harmonics at the end of hydrodynamic evolution.
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2.2.7 Momentum anisotropies
In each heavy ion collision event thousands of particles are detected over
several units of pseudo-rapidity η and azimuthal angle ϕ. Particles can be
further binned by species and the transverse momentum pT they carry. Par-
ticles with energy well above QGP temperature, i.e. pT & 5 GeV, are pro-
duced at the initial instant of the heavy ion collision and are the source of
the jet phenomena [128, 129]. High energy parton jets interact with the
QGP medium, but are generally not considered part of it. Meanwhile soft
momentum particles pT . 5 GeV are shown to exhibit collective behavior
characteristic of an equilibrated medium evolving as a whole [66–68, 75, 76].
In this work we will concentrate on the properties of the medium and will
not discuss the high pT -physics.
The key consequence of considering QGP as a locally equilibrated medium
is that particles are produced according to some underlying probability dis-
tribution in pT , η and ϕ [130]
E
d3N
d3p
=
d3N
pTdpTdηdφ
(2.26)
and each event is a finite realization of this distribution. However, each
collision happens at a random impact parameter b (both the size and the
orientation of b can fluctuate). Therefore events are classified in centrality
bins (∼ |b|), while the event plane angle (∼ orientation of b) is estimated
from the measured particles (or observables are constructed in such a way
that they do not depend on the event plane angle).
In the QGP medium paradigm, all soft-physics information about the
event is contained in the particle distribution function and accurate compu-
tation of the distribution function is the principal goal of heavy ion collision
simulations [67]. Similarly, experimentalists try to determine the underlying
distribution function from heavy ion collision measurements and separate it
from the high-pT physics [130]. In the rest of this section we will define
several observables on which theory to experiment comparisons are typically
performed, and which play an important role in Chapter 3.
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Theory definitions
At rest a thermalized medium produces particles isotropically in the az-
imuthal angle ϕ. However, the non-isotropic expansion of the QGP fireball
introduces azimuthal anisotropies in the particle spectrum known as flows,
which are studied using the azimuthal Fourier series of particle distribution
function [130, 131]
E
d3N
d3p
=
d2N
2pipTdpTdη
(
1 + 2
∞∑
n=1
vn(pT , η) cosn(ϕ−Ψn(pT , η))
)
. (2.27)
Here particle distribution function is expressed in terms of azimuthally aver-
aged particle yield d2N/2pipTdpTdη and Fourier coefficients vn(pT , η)—flow
harmonics. The azimuthal angle Ψn(pT , η) defines the orientation of the
particular anisotropy in the transverse plane. The index n labels the order
of Fourier harmonics and only the first few terms are significant and have
associated terminology
n = 1 directed flow, (2.28)
n = 2 elliptic flow, (2.29)
n = 3 triangular flow, (2.30)
n = 4 quadrangular flow, (2.31)
n = 5 pentagonal flow. (2.32)
The n = 0 Fourier coefficient is normalized to one in Eq. (2.27), but it is
by far the largest Fourier component of the underlying distribution function
and is called the radial flow.
When boost invariant picture of heavy ion collisions is applicable (the
case assumed throughout this manuscript), the rapidity dependence can be
dropped or integrated over in Eq. (2.27). Furthermore, it is also often as-
sumed that the orientation of a particular flow component in the transverse
plane, Ψn, is pT independent [67]. Then
1
∆η
∫ ηmax
ηmin
dη E
d3N
d3p
=
dN
2pipTdpT
(
1 + 2
∞∑
n=1
vn(pT ) cosn(ϕ−Ψn)
)
, (2.33)
and the momentum dependent vn(pT ) flow vector has momentum indepen-
dent orientation Ψn in the azimuthal plane. In Chapter 3 we show that this
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particular assumption does not hold exactly due to the existence of sublead-
ings flows. Finally, a single number characterizing the strength of harmonic
flow in a collision is the momentum integrated vn
dN
dϕ
∝ 1 + 2
∞∑
n=1
vn cosn(ϕ−Ψn), (2.34)
where dN/dϕ is particle yield over all rapidity η and momentum pT bins.
Experimental definitions
Theoretically it is simpler to start with the most differential observable,
Eq. (2.27), and then narrow down to integrated quantities, Eq. (2.34). In the
experiment, however, the finite number of measured particles in each event
makes differential observables the most challenging ones to measure [130].
On the other hand, the integrated vn in a single event can be estimated by
averaging over all detected particles
vobsn e
inΨobsn =
〈
einϕ
〉
. (2.35)
This estimated value vobsn fluctuates event-by-event around the true value vn,
but can be corrected through a number of methods [130]. The number of
particles in one event is not sufficient to have an accurate estimate of more
differential flow observables, instead one uses the large number of similar
events to do the event average. For example, the event-plane method uses
the orientation of the integrated vn, Eq. (2.35), to calculate the differential
momentum anisotropy in the vn plane [67, 130]
vn(pT ) = 〈cos(n(ϕ(pT )−Ψn)〉 . (2.36)
Such measurement does not depend on the random orientation of the impact
parameter b in the lab frame (see Fig. 2.3) and can be safely averaged over
many different events.
An alternative method of extracting the underlying distribution function
is to look at pair correlations in the collision [67, 130]
vn∆(pT1, pT2) =
〈〈
ein(ϕ1−ϕ2)
〉〉
events
, (2.37)
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where ϕ1 and ϕ2 are azimuthal angles of two separate particles with momen-
tum pT1 and pT2 respectively in the same event. The two-particle angular
correlation is clearly independent of the collision orientation.
The equilibrated medium emits particles independently, thus for one event
the pair production yield factorizes into single particle distribution functions
d6Npairs
d3p1d3p2
=
d3N
d3p1
d3N
d3p2
+O(N). (2.38)
The factorizable term scales with the particle number as O(N2) and is the
source of so called collective or flow correlations. The second term denotes
the non-flow correlations, which have typical O(N) scaling. These are the
correlations that are not collective for the entire medium, e.g. resonance
decay chain, Bose-Einstein correlation, etc. The non-flow correlations are
usually narrow in rapidity η, therefore they can be further suppressed by
imposing pseudo-rapidity gaps between the correlated particles [130]. We
will neglect the non-flow contributions in further discussion.
Substituting single particle distribution function Eq. (2.27) in the pair
production yield formula Eq. (2.38) and taking the average over events results
in the following relation between the two-particle and the single particle
Fourier components
vn∆(pT1, pT2) ≡
〈〈
ein(ϕn1−ϕn2)
〉〉
events
= 〈vn(pT1)vn(pT2) cosn(Ψn1 −Ψn2)〉events
(2.39)
The correlation matrix on the left is experimentally measurable and encodes
information about the single particle distribution function. For instance, the
diagonal of the correlation matrix gives the root-mean-square of the harmonic
flow vn(pT )
vn{2}(pT ) ≡ vn∆(pT , pT ) =
√
〈vn(pT )2〉. (2.40)
The rms harmonic flow vectors is well reproduced by hydrodynamic simula-
tions of heavy ion collisions and agrees with experimental measurements as
shown in Fig. 2.8.
If the flow angle Ψn is independent of momentum pT and there are no
event-by-event fluctuations in flow magnitude vn(pT ), then the right hand
side of Eq. (2.39) factorizes
vn∆(pT1, pT2) = vn(pT1)× vn(pT2). (2.41)
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Figure 2.8: Comparison of rms anisotropic flow coefficients 〈v2n〉1/2 as a func-
tion of transverse momentum in hydrodynamic simulation and experimental
data [60]. Figure taken from Ref. [65].
Such flow factorization can be experimentally tested by measuring the fac-
torization ratio
rn(pT1, pT2) =
vn∆(pT1, pT2)√
vn∆(pT1, pT1)vn∆(pT2, pT2)
. (2.42)
Experimental measurements show that at
√
sNN = 2.76 TeV Pb+Pb collisions
factorization is broken [132–134]. In particular, for the second harmonic flow
v2 factorization breaking reaches ∼ 20% for the most central Pb+Pb, but is
small in peripheral collisions (see Fig. 2.9). Initially, factorization breaking
was interpreted as a sign of non-flow effects, but later it was understood that
even in purely hydrodynamic models initial fluctuations will cause factor-
ization breaking [135]. Studying the entire two-particle correlations matrix,
Eq. (2.39), or factorization ratio, Eq. (2.42), provides an access to initial
fluctuations not captured by the integrated flow observables.
In Chapter 3 we use Principal Component Analysis to decompose the
two-particle correlations, Eq. (2.39), into the most significant components
for boost invariant hydrodynamic simulations at
√
sNN = 2.76 TeV. We
show how principal components can be used to describe and interpret the
transverse momentum factorization breaking.
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Figure 2.9: Factorization ratio, r2, as a function of transverse momentum
difference paT − pbT in bins of paT for Pb+Pb collisions at
√
sNN = 2.76 TeV.
Figure taken from Ref. [132].
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2.2.8 QCD medium at high temperature
One of remarkable properties of the QCD is the running of the coupling con-
stant αs = g
2/(4pi). At large collision energies, the coupling appears small
and the hard cross-sections can be calculated using leading order QCD dia-
grams in vacuum [14, 15, 17]. Indeed, many calculations for proton-proton
collisions based on the Standard Model compares excellently against the ex-
perimental measurements [136]. The increased collision energy of heavy ion
collisions at LHC (from
√
sNN = 200 GeV at RHIC to
√
sNN = 2.76 GeV and√
sNN = 5.02 GeV at LHC) allows creation of matter with initial tempera-
ture 2-4 times above the QCD transition temperature Tc ∼ 155 MeV [137].
Therefore the bulk dynamics of the early stages of the collision might be
described by the perturbative processes of high temperature QCD [138].
QCD processes in a medium are more complicated than those in vac-
uum, because a naive diagrammatic expansion in coupling constant fails to
correctly account for all contributing processes at the same order in g, as
clarified by Braaten and Pisarski [139]. For a systematic treatment of such
contributions, one needs a separation of scales. At weak coupling g  1
and high temperature T  Tc , the QGP is energetically dominated by high
energy quasi-particles with typical (hard) momentum p ∼ T . Loop correc-
tions to the free propagator create an effective thermal mass mth ∼ gT which
is much smaller than the hard particle energy scale p ∼ T , therefore hard
partons can be treated as nearly massless excitations of the plasma traveling
in ∼ gT background. Over times much longer than duration of any scatter-
ing process, hard particles can be described by an effective kinetic theory;
the phase space density f(x,p) of hard particles then obeys a Boltzmann
equation,
(∂t + v · ∇x)f = −C[f ], (2.43)
where |v| = 1 and C[f ] is the collision kernel. The leading order effective
kinetic theory of high temperature gauge theories was laid out in the seminal
paper by Arnold, Moore and Yaffe [140], and is known as the AMY formalism.
At leading order the hard parton dynamics is governed by elastic 2 ↔ 2
scatterings and inelastic 1↔ 2 particle number changing QCD bremsstrahlung.
When two hard partons exchange O(T ) momentum, they undergo a large
angle θ ∼ 1 scattering with a rate ∼ g4T (see Fig. 2.10(a)). For a soft
momentum exchange (small scattering angle), the cross-section is quadrati-
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Figure 2.10: (a) Hard elastic 2→ 2 scattering with ∼ T momentum exchange
(b) Soft elastic 2→ 2 scattering with medium regulatedmth ∼ gT propagator
(c) Collinear splitting of hard quasi-particle into two hard particles due to
soft ∼ gT momentum exchange with the medium.
cally divergent in vacuum, but in the medium it is regulated by a thermal
mass mth ∼ gT (diagram Fig. 2.10(b)). Therefore small angle scatterings
θ ∼ g occur at a rate ∼ g2T , i.e. much more often than large angle scat-
terings, but the cumulative diffusive effect is of the same order as a single
hard scattering. In addition to elastic scatterings, hard quasi-particles can
split into two near collinear hard particles thanks to soft momentum ∼ gT
exchange with the medium (see Fig. 2.10(c)). Such radiative process is pro-
hibited by energy-momentum conservation in vacuum and is crucial to the
equilibration of the ultra-relativistic plasma [100, 141]. The perturbed hard
parton has small virtuality and travels distance ∼ (g2T )−1 before splitting.
During this time multiple soft scatterings can occur and the destructive in-
terference between different scattering events leads to suppression of collinear
splitting known as the Landau-Pomeranchuk-Migdal (LPM) effect. Fully re-
summed leading order effective 1 ↔ 2 scattering rate can be obtained from
an integral-differential equation [142].
With all leading order terms correctly accounted for, the kinetic theory
provides an effective description of high temperature QCD medium and can
be used to calculate, for example, the transport properties of the medium [143].
The AMY formulation of the effective kinetic theory has a number of require-
ments [140]:
• The temperature T is sufficiently high that the coupling constant is
small g  1 and all other QCD scales (quark masses and ΛQCD) are
negligible compared to the thermal masses mth ∼ gT .
• The system is sufficiently close to local thermal equilibrium, which is
defined by slowly varying local temperature T (x) and velocity uµ(x)
30
QCD αs(Mz) = 0.1181 ± 0.0013
pp –> jets
e.w. precision fits (NNLO)  
0.1
0.2
0.3
αs (Q2)
1 10 100Q [GeV]
Heavy Quarkonia (NLO)
e+e–   jets & shapes (res. NNLO)
DIS jets (NLO)
October 2015
τ decays (N3LO)
1000
 (NLO
pp –> tt (NNLO)
)(–)
Figure 2.11: Strong coupling constant αs(Q) as a function of energy scale Q.
Figure taken from Ref. [16]
fields
f(x,p) = n(|p|;T (x), uµ(x)) + δf(x,p), δf  f (2.44)
where n(|p|;T, uµ) is an equilibrium (Bose or Fermi) distribution.
As can be seen from Fig. 2.11, the running of the coupling constant αs is
slow and g =
√
4piαs is never parametrically small in the accessible energy
range. Consequently, “hard” ∼ T and “soft” ∼ gT momentum scales are
not widely separated and the soft sector contributions have to be calculated
non-perturbatively [144]. Modern perturbative theory techniques were shown
to reproduce various thermodynamic quantities for T > 2–3Tc [145, 146]
and there is a considerable progress of extending dynamical calculations of
effective kinetic theory beyond the leading order [147]. Therefore applying
the leading order AMY kinetic theory at realistic values of the coupling
constant αs ∼ 0.3 in heavy ion collisions is an extrapolation from the weak
coupling regime, but it is built on first principle systematically improvable
calculations with single parameter—the coupling constant.
At the initial moments after the collision, the QGP is believed to be in
highly anisotropic state with longitudinal pressure PL much smaller than the
transverse pressure PT [98, 99]. In AMY formulation of the kinetic theory
the distribution function is restricted to parametrically small anisotropies,
because of Weibel instability [148, 149]. The origin of Weibel instability
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is that charged particles respond differently to magnetic field perturbations
depending on their direction of motion. In isotropic plasma the positive
and negative feedbacks cancel out, but if the particle distribution function is
anisotropic, certain field perturbations will be reinforced leading to an insta-
bility. However, in the QCD the self interaction between the soft modes slows
down the exponential growth of the instability and classical lattice simula-
tions show that plasma instabilities are not important beyond the transient
time [98, 99, 150–152]. This motivates applying isotropically screened kinetic
theory even to systems with considerable anisotropy. However, the applica-
bility of effective kinetic theory could be considerably widened if anisotropic
screening would be taken into account non-perturbatively [153–155].
In Chapter 4 we use leading order effective kinetic theory with isotropic
screening to model isotropization of gluon distribution function at realistic
values of the coupling constant αs ≈ 0.26.
2.3 Outline
2.3.1 Chapter 3: Principal Component Analysis
Problem
The evolution of heavy ion collisions is a highly non-trivial map between
initial conditions and observables. Thanks to small QGP viscosity, many im-
prints of the initial state features can be seen in the measured particle spec-
trum. The observed flow factorization breaking (see Fig. 2.9 and Sec. 2.2.7)
can be explained by flow angle and magnitude decorrelations with the trans-
verse momentum [135, 156, 157], indicating that that there are multiple in-
dependent sources of harmonic flow in heavy ion collisions. These subleading
flows are a response to different features of the initial geometry, and therefore
their combined contribution to vn cannot be predicted by a single geomet-
rical quantity like εn. Only by correctly identifying the generating sources
for all subleading flows, one can fully understand the map between initial
conditions and final state observables.
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Idea
To disentangle the separate causes of flow, one can use the full information
contained in the two-particle correlation matrix, Eq. (2.39). A simple statis-
tical method to achieve that is Principal Component Analysis (PCA) [158,
159]. Given a N × N covariance matrix of N observables, PCA identifies
the largest statistically uncorrelated sources of variance in the system. This
greatly reduces the dimensionality of the problem. Instead of the full N ×N
covariance matrix, one can deal with just few dominant principal compo-
nents. Schematically, event-by-event harmonic flow vn(pT ) can be written as
a sum of leading principal components
vn(pT )e
inΨn(pT ) ∝ ξ1v(1)n (pT ) + ξ2v(2)n (pT ) + . . . (2.45)
where ξ1 and ξ2 are complex coefficients encoding angle and magnitude fluc-
tuations of leading and subleading principal components. PCA guarantees
that different components are statistically uncorrelated, i.e.
〈
ξiξ
∗
j
〉
= δij (2.46)
and that (real) principal component vectors v
(a)
n (pT ) are mutually orthogonal
with a certain measure w(pT ), which has to be specified∫
dpTw(pT )v
(a)
n (pT )v
(b)
n (pT ) ∝ δab. (2.47)
The weight function w(pT ) can be chosen to maximize the difference be-
tween physically independent sources of momentum dependent harmonic flow
vn(pT ). However, if the response has the same momentum dependence, one
needs additional information to differentiate between flow sources. Since we
are interested in collective flow, we weigh each momentum bin by correspond-
ing multiplicity, thus giving the largest weight to correlations involving the
largest number of particles. Therefore our choice for the weight function is
w(pT ) =
(
dN
2pipTdpT
)2
, (2.48)
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Figure 2.12: Factorization ratio r2(pT1, pT2) [Eq. (2.51)] for elliptic flow and
its approximations with principal components (PCs) in hydrodynamical sim-
ulations of central (0–5%) and peripheral (45–50%) collisions.
but other choices are also possible. The weight function can be absorbed by
defining multiplicity weighted harmonic flow10
V (a)n (pT ) ≡ v(a)n (pT )×
dN
2pipTdpT
. (2.49)
With this definition Vn flow is proportional to the observed particle count
and is analogous to the experimentally measured Qn vector [130]. Then
the multiplicity weighted two-particle correlation function can be efficiently
expanded in terms of principal components. For elliptic flow〈
V2,pT1V
∗
2,pT2
〉
= V
(1)
2 (pT1)V
(1)
2 (pT2) + V
(2)
2 (pT1)V
(2)
2 (pT2) + . . . . (2.50)
Just two or three terms are needed to give an excellent approximation of the
full factorization ratio r2(pT1, pT2) defined now as
r2(pT1, pT2) ≡ 〈V2(pT1)V
∗
2 (pT2)〉√〈|V2(pT1)|2〉 〈|V2(pT2)|2〉 . (2.51)
In Fig. 2.12 we see that indeed principal components efficiently describe
factorization ratio in hydrodynamical simulations, which can be compared
with experimentally measurements in Fig. 2.9.
10Note that in the literature Vn(pT ) can also denote the standard (normalized) flow
harmonic vn(pT ).
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Figure 2.13: First and second principal component for elliptic flow as a
function of pT in different centrality bins for Pb+Pb collisions at
√
sNN =
2.76 TeV. Figure taken from Ref. [161].
Application
Principal Component Analysis is a systematic way of expressing harmonic
flow in statistically uncorrelated components. Because principal components
are typically strongly ordered, only the leading two or three components are
sufficient to describe factorization breaking [160]. In Chapter 3, we demon-
strate that each component can be given an intuitive physical interpretation
as a hydrodynamic response to particular initial state features (radial exci-
tations of eccentricities) or a nonlinear response to the lower order harmonic
flow. The first phenomenological application of PCA in studying factoriza-
tion breaking in heavy ion collisions was introduced in [1, 160], which was
followed by the first experimental measurements of principal components for
elliptic and triangular flow in Pb+Pb and p+Pb collisions in Ref. [161]. As
can be seen from the experimental results shown in Fig. 2.13, the subleading
elliptic flow is significant in peripheral and ultra-central collisions, which is
consistent with findings in our work. However the subleading principal com-
ponent for triangular flow was found to be negligible for Pb+Pb collisions at√
sNN = 2.76 TeV [161].
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Another area of applications for PCA is the factorization breaking in
pseudo-rapidity η [60, 132, 162]. Here the flow decorrelation at different
rapidity bins was associated with forward-backward asymmetric in nuclear
collisions [163–165]. The η dependent flow or multiplicity can be decomposed
in terms of orthogonal polynomials [164, 166] or principal components as
an optimal basis [160]. Analogously to the case of transverse momentum
correlations, principal component analysis presents itself as a data driven
method of utilizing all information of the two particle correlations function.
In Chapter 3 we present a comprehensive Principal Component Analysis
for flow harmonics n = 0–5 in boost invariant hydrodynamic simulations of
heavy ion collisions at
√
sNN = 2.76 TeV.
2.3.2 Chapter 4: Weak coupling equilibration
Problem
The process of equilibration in heavy ion collisions is currently a hotly de-
bated topic [32, 69–71]. Conventionally, for hydrodynamics to be applica-
ble, one needs an approximate local thermal equilibrium or at least pres-
sure isotropization [167], but phenomenological simulations use relativistic
second order hydrodynamics at times as early as τ = 0.2 fm, when pressure
anisotropies are still large [65, 168]. This naturally leads to a question of how
QGP approaches hydrodynamic behavior in such a short time. In addition,
the initial out-of-equilibrium evolution determines the starting conditions for
hydrodynamics, which is one of the main sources of uncertainty in the ex-
traction of QGP transport coefficients [105, 106]. A clear understanding of
pre-equilibrium dynamics is necessary to have a consistent picture of heavy
ion collisions and can be crucial in interpreting signals of collectivity in small
collisions systems like p+Pb and p+p.
Idea
At asymptotically high temperatures, but moderate densities, the QGP can
be viewed as a gas of weakly coupled particles with effective kinetic descrip-
tion, which is also applicable out-of-equilibrium. By following the evolution
of these hard partons in kinetic theory, one can understand the equilibra-
tion from the first principle QCD calculations. For heavy ion collisions such
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“bottom-up” path to thermalization in weakly coupled QCD was laid out
in the seminal paper by Baier, Mueller, Schiff and Son [100]. The paper as-
sumes the Color Glass Condensate (CGC) picture of the initial state of heavy
ion collision, which is characterized by large saturation scale Qs  ΛQCD,
parametrically high density f ∼ α−1s and strongly interactions (despite the
coupling constant αs  1 being small). By the time τQs > 1 the longitudinal
expansion dilutes the system sufficiently that it can be described as a collec-
tion of quasi-particles with well defined, but highly anisotropic distribution
function f(x,p). Most of energy is carried by hard p ∼ Qs gluons, which
undergo elastic 2 ↔ 2 scatterings, but thanks to longitudinal expansion the
anisotropy continues to grow. Eventually the number density of hard gluons
drops below one and they start cascading to the soft sector through collinear
splitting. The soft gluons (relatively to the saturation scale Qs) collide often
and quickly thermalize. The remaining hard partons loose their energy to
this thermal bath and the system reaches equilibrium.
Another important aspect of the pre-thermal evolution for heavy ion col-
lision is the propagation of initial fluctuations in the transverse plane (see
Fig. 2.14). In weak coupling framework the different stages of thermalization
are parametrically separated by the inverse powers of the coupling constant
αs  1 and the kinetic theory describes the evolution of the system from
the microscopic formation time τ0 ∼ Q−1s to the (much later) times when
hydrodynamics becomes applicable τinit ∼ τequilibrium [70]. In practice (and
for realistic values of the coupling constant αs ≈ 0.26 in kinetic theory [169]),
the hydrodynamization time is short, τinit ∼ 1 fm, and initial perturbations
interact locally. In other words, for a given point x0 in the transverse plane
the causally connected region |x− x0| ≤ c(τinit − τ0) ∼ 1 fm is much smaller
than the total transverse nuclear geometry RPb ∼ 5 fm, but comparable to
a single nucleon scale Rp ∼ 1 fm. Therefore heavy ion collisions evolution
from τ0 to τinit can be decomposed into equilibration of translationally invari-
ant background and small perturbations around it in the causally connected
region |x − x0| ≤ c(τinit − τ0) (see Fig. 2.14). For linear perturbations the
pre-equilibrium evolution can be conveniently expressed in terms of Green
functions, which map initial perturbations to energy momentum tensor at the
times when hydrodynamics is applicable. By convolving kinetic theory re-
sponse functions with microscopic initial state models like IP-Glasma, we can
obtain initial conditions for hydrodynamics with the complete pre-thermal
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Figure 2.14: Kinetic theory describes the evolution from the microscopic for-
mation time τ0 to the equilibration time τinit, when hydrodynamics becomes
applicable [70]. By causality, for a given point in the transverse plane it is
sufficient to analyze the pre-equilibrium evolution within the causal neigh-
borhood of that point.
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evolution history.
Application
The early time dynamics in heavy ion collisions is under active investigations
in both strong coupling holographic approach in model theories [32] and weak
coupling framework in QCD [71]. Realistic collisions happen in neither of
these idealized limits, but both can be used as physically motivated bounds
for the equilibration in heavy ion collisions [170]. Recent work on classical
Yang-Mills evolution [98, 99], showed that the “bottom-up” scenario [100]
is the preferred thermalization picture in a weak coupling framework. It
was put to practice for uniform boost invariant background in Ref. [169],
showing that kinetic theory (extrapolated to realistic values of the coupling
constant αs ≈ 0.26) describes equilibration and approach to hydrodynamics
in phenomenologically feasible, i.e. short enough, time. In Chapter 4 we
extend this work to include the equilibration of transverse perturbations and
demonstrate that they too hydrodynamize.
One of the goals of early time dynamics is to complement the success-
ful hydrodynamic simulations of heavy ion collisions with the complete pre-
equilibrium evolution. Various approaches taken include continuing classical
Yang-Mills evolution [171], using free streaming [172, 173], taking holography
inspired initial conditions [70, 174, 175] or different formulations of hydrody-
namics [176]. The main advantages of kinetic theory equilibration are that it
is based on the first principle QCD and automatically leads isotropization and
approach to hydrodynamics. Kinetic theory is also a natural continuation of
the successful microscopic initial state models based on CGC framework.
In Chapter 4 we use effective kinetic theory to construct Green func-
tions for the linearized perturbations around boost invariant background and
demonstrate equilibration and hydrodynamization of CGC inspired out-of-
equilibrium initial conditions.
2.3.3 Chapter 5: Non-equilibrium thermal fluctuations
Problem
Since fluctuations in heavy ion collisions is one of the main tools of infer-
ring medium properties, understanding the various sources of fluctuations
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is central to heavy ion physics. A considerable effort went into modeling
the creation and propagation of initial state fluctuations, e.g. second order
hydrodynamics or IP-Glasma initial conditions. However, the QGP (as any
dissipative medium) must also have thermal fluctuations [177, 178]. Ordi-
narily, such fluctuations are suppressed by the large number of constituents,
but a QGP droplet is on the edge of what can be called a macroscopic sys-
tem with of order ∼ 104 of produced particles [78, 79]. Secondly, thermal
fluctuations have been long known to create long time tails ∝ t− 32 in the
two point correlation functions [179–181]. Formally such fractional power
terms break the gradient expansion of relativistic hydrodynamics at the sec-
ond order [182] and therefore a consistent higher order description of heavy
ion collisions needs to assess the nonlinear noise contributions. Finally, the
discovery of the QGP opened up a completely new domain in the phase di-
agram of hot and dense nuclear matter. Naturally, chartering out this new
territory requires determining the transition line between the QGP and ordi-
nary hadronic matter. At high collision energies, i.e. small baryon chemical
potential, lattice computations indicate a smooth transition between the two
phases, however at µB > 0 a first order transition is possible [118]. The
ongoing Beam Energy Scan (BES) program at RHIC is aimed to find the
signs of the first order transition and the critical end point—the point where
smooth crossover turns into the first order transition. Critical points in the
phase diagrams are characterized by and dominated by stochastic fluctua-
tions [177]. Therefore thermal fluctuations must be an important ingredient
in the correct interpretation of the experimental signatures of the critical
point.
Idea
Any system in thermal equilibrium at temperature T must satisfy fluctuation-
dissipation theorem, which in frequency space ω is
GS(ω) =
2T
ω
ImGR(ω), (2.52)
where GS(ω) is symmetrized correlator capturing the magnitude of fluctua-
tions and GR(ω) is the retarded Green function describing system response to
perturbations [177]. Microscopically the meaning of fluctuation-dissipation
theorem is that a dissipative system can loose energy only to the microscopic
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degrees of freedom, however in equilibrium, the opposite process must occur
and microscopic degrees of freedom induces macroscopic thermal fluctuations
in the system.
Hydrodynamics is an effective theory describing long wavelength physics
λ lmfp, where lmfp is microscopic medium scale, e.g. mean free path. The
medium properties like rest frame energy density e and pressure p is the man-
ifestation of kinetic and potential energy contained in the microscopic degrees
of freedom. Similarly, transport coefficients like viscosity η characterize the
energy transfer from modes with λ > lmfp to those below the hydrodynamic
cut-off, λ < lmfp. The hydrodynamics discussed in Sec. 2.2.4 does not include
thermal fluctuations, however it is well known how to incorporate stochastic
terms in hydrodynamic equations of motion [177, 178] (for a recent review
see [104])
DµT
µν = 0, T µν = T µνideal + T
µν
visc. + S
µν , (2.53)
where Sµν is a noise term with zero mean, and variance 〈SµνSρσ〉∼2Tηδ(t−
t′). Solving hydrodynamics with noise gives the complete energy density and
velocity evolution for all wavelengths λ > lmfp, for which Eq. (2.53) is valid,
but the solution is not deterministic and depends on the stochastic noise.
Short wavelength fluctuations make numerical simulations very challenging
and one is typically interested in the average noise effect to the long wave-
length physics. Averaging Eq. (2.53) over noise gives an effective equation
of motion for physical perturbations over length scales much larger than the
dominant distances of noise
Dµ 〈T µν(e, uσ)〉 = 0. (2.54)
Energy momentum tensor is a non-linear function in background fields e
and uσ, therefore expanding T µν around the averaged fields gives
〈T µν(e, uσ)〉 = T µν(〈e〉 , 〈uσ〉) +O(〈vivj〉) . . . (2.55)
As we see fluctuations modify the background constitutive equations by the
quadratic contributions from two point correlation functions N ij ∼ 〈vivj〉. In
equilibrium such terms can be calculated using thermal correlation functions
and it amounts to a constant renormalization of background energy and
transport coefficients. Rest frame energy density renormalization can be
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Figure 2.15: The hydro-kinetic description of noise is based on the separation
of scales between the long wavelength hydrodynamic background (with k ∼
ω/cs), and shorter wavelength hydrodynamic fluctuations (with k ∼ k∗ ≡√
ω/γη). The wavelengths of the hydrodynamic fluctuations are still much
longer than microscopic mean free path. The hydrodynamic fluctuations are
driven out of equilibrium by the expanding background, and this deviation
is the origin of the long-time tail correction to the stress tensor.
simply understood as including kinetic energy of noise fluctuations in the
average energy density. After the appropriate redefinition of background
fields and transport coefficients ordinary hydrodynamic equations can be
solved.
The situation is different in systems where the evolution, characterized
by frequency ω, is fast enough to drive hydrodynamic fluctuations out of
equilibrium. The dissipative relaxation timescale of modes with wavenumber
k is given by γηk
2, where γη = η/(e+p) is the momentum diffusion coefficient.
Balance between the driving frequency and relaxation rate
ω ∼ γηk2∗ (2.56)
defines a dissipative scale k∗ separating the long wavelength physics at ω/cs
and short wavenumber hydrodynamic fluctuations, which remain in equilib-
rium (see Fig. 2.15)
ω
cs
 k∗  1
lmfp
. (2.57)
Importantly, out-of-equilibrium hydrodynamic fluctuations at k ∼ k∗
obey the known hydrodynamic equations of motion, Eq. (2.53), and we show
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that by using the separation of scales given by Eq. (2.57) it is possible to de-
rive hydro-kinetic equations for expectation of two point correlation functions
N ij ∼ 〈vivj〉 for k ∼ k∗
∂τN = − Dk2(N −N0)︸ ︷︷ ︸
relaxation to equilibrium
+ FN︸︷︷︸
forcing
. (2.58)
Deviations of a stationary solution of Eq. (2.58) from the equilibrium value
N0 around the dissipative scale k∗ determines modifications to the nonlinear
noise contributions in Eq. (2.55), which is the principal outcome of hydrody-
namics with noise.
Application
Thermal fluctuations occur naturally in dissipative systems, but in the con-
text of heavy ion collisions hydrodynamic fluctuations have been considered
only recently [182, 183]. The direct dependence of thermal noise on the
medium parameters makes hydrodynamic fluctuations an attractive alterna-
tive probe of viscous coefficients in QGP. Previous calculations considered one
dimensional averaged noise effects for the expanding Bjorken flow [184, 185]
and numerical simulations of hydrodynamics with noise on smooth [186–188]
and event-by-event fluctuating backgrounds [189]. The short range of noise
correlations makes it problematic to simulate noise correctly on numerical
grids. Instead in Chapter 5 we propose effective hydro-kinetic equations,
which can be in principle coupled to existing hydrodynamic simulations to
determine the nonlinear noise contributions to the relevant long wavelength
physics. In the framework of hydro-kinetics, the 3D momentum phase space
of hydrodynamic fluctuations can be straightforwardly organized to give
a physically intuitive interpretation of different noise effects. Finally, the
hydro-kinetics is not restricted to close-to-equilibrium systems and can be
applied to general hydrodynamic backgrounds.
In Chapter 5 we derive effective hydro-kinetic equations for noise correla-
tions in the expanding Bjorken background and calculate the nonlinear noise
modifications of background constitutive equations.
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Chapter 3
Subleading flows and
factorization breaking with
principal components
The material in the following sections previously appeared in:
• A. Mazeliauskas and D. Teaney, Subleading harmonic flows in hydro-
dynamic simulations of heavy ion collisions, Phys. Rev. C91, 044902
(2015) [1]. Copyright (2015) by the American Physical Society
• A. Mazeliauskas and D. Teaney, Fluctuations of harmonic and radial
flow in heavy ion collisions with principal components, Phys. Rev. C93,
024913 (2016) [2], Copyright (2016) by the American Physical Society
3.1 Introduction
Two-particle correlation measurements are of paramount importance in study-
ing ultra-relativistic heavy ion collisions, and provide an extraordinarily strin-
gent test for theoretical models. Indeed, the measured two-particle corre-
lations exhibit elliptic, triangular, and higher harmonics flows, which can
be used to constrain the transport properties of the quark gluon plasma
(QGP) [66, 67]. The remarkable precision of the experimental data as a
function of transverse momentum and pseudorapidity has led to new anal-
yses of factorization breaking, nonlinear mixing, event shape selection, and
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forward-backward fluctuations [132, 190–194]. In this paper we analyze the
detailed structure of two-particle transverse momentum correlations by us-
ing event-by-event (boost-invariant) hydrodynamics and principal compo-
nent analysis (PCA) [160]. Specifically, we decompose the event-by-event
harmonic flow Vn(pT ) into principal components and investigate the physical
origin of each of these fluctuations. Here we present an extensive theoretical
study of n = 0–5 flow harmonics at the LHC (Pb+Pb at
√
sNN = 2.76 TeV) .
In particular, we demonstrate the importance of radial flow fluctuations for
subleading flows of higher harmonics.
Taking the second harmonic for definiteness, the two-particle correlation
matrix of momentum dependent elliptic flows, C2(pT1, pT2) ≡ 〈V2(pT1)V ∗2 (pT2)〉
is traditionally parametrized by factorization ratio r2(pT1, pT2) [135],
r2(pT1, pT2) ≡ 〈V2(pT1)V
∗
2 (pT2)〉√〈|V2(pT1)|2〉 〈|V2(pT2)|2〉 . (3.1)
If there is only one source of elliptic flow in the event [for example if in
each event V2(pT ) = f(pT )ε2 with ε2 a complex eccentricity and f(pT ) a fixed
real function of pT ] then the correlation matrix of elliptic flows C2(pT1, pT2)
factorizes into a product of functions, and the r2 parameter is unity. However,
if there are multiple independent sources of elliptic flow in the event, then
the correlation matrix does not factorize, and the r2 parameter is less than
unity [135]. The r2 parameter has been extensively studied both experimen-
tally [60, 132, 134, 162] and theoretically [135, 156, 157]. PCA is a statistical
technique that decomposes the flow correlation matrix into eigenvectors and
eigenvalues. The procedure naturally identifies the most important contri-
butions to flow fluctuations. Typically only two or three modes are needed
to give an excellent description of the full covariance matrix (see Fig. 3.1).
When there are only two significant eigenvectors, the rn matrix can be ex-
pressed as [160]
rn(pT1, pT2) ' 1− 1
2
(
V
(2)
n (pT1)
V
(1)
n (pT1)
− V
(2)
n (pT2)
V
(1)
n (pT2)
)2
, (3.2)
where V
(1)
n (pT ) and V
(2)
n (pT ) are the first and second eigenvectors. In partic-
ular, in the case of triangular flow, factorization breaking in event-by-event
hydrodynamics arises because the simulated triangular flow is predominantly
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the result of two statistically uncorrelated contributions—the linear response
to ε3 [86] and the linear response to the first radial excitation of ε3. The ex-
tension of this understanding of factorization breaking to the other harmonics
was surprisingly subtle due to the quadratic mixing between the leading and
subleading harmonic flows.
Experimentally, it is observed that factorization breaking is largest for
elliptic flow in central collisions (see in particular Fig. 28 of Ref. [60] and Fig. 1
of Ref. [132]). Indeed, the r2 parameter decreases rather dramatically from
mid-central to central collisions. This indicates that the relative importance
of the various initial state fluctuations which drive elliptic flow are changing
rapidly as a function of centrality. The current manuscript explains the
rapid centrality dependence of factorization breaking in v2 as an interplay
between the linear response to the fluctuating elliptic geometry, and the
nonlinear mixing of the radial flow and average elliptic flow. This quadratic
mixing is similar to the mixing between v5 and v2, v3 [89, 195–197], and
this picture can be confirmed experimentally by measuring specific three
point correlations analogous to the three plane correlations measured in the
v5, v2, v3 case [190, 191].
To understand the linear and nonlinear contributions quantitatively, we
will break up the fluctuations in hydrodynamics into their principal compo-
nents, and analyze the linear and nonlinear contributions of each principal
component to the simulated harmonic spectrum. In Sects. 3.2 and 3.3 we
review the analysis definitions, and the key features of simulations. To gain
insight into the results of PCA analysis, we will first look at the leading and
subleading harmonics of triangular flow (which is sourced entirely by fluctu-
ations). Section 3.4 studies the basic properties of the subleading triangular
flow, such as its dependence on centrality and viscosity. In Sec. 3.5 we show
that the subleading triangular flow arises (predominantly) from the radial
excitation of the triangular geometry. In Sec. 3.6 we discuss the strategy
for constructing the best linear predictor for leading and subleading flows.
We define a generalized eccentricity εn{ρ(r)} in Eq. (3.26) and use radial
Fourier modes to optimize the radial weight ρ(r). The geometric predictors
described above are ultimately based on the assumption of linear response.
At least for the third harmonic, these assumptions are checked in Sec. 3.6.1.
After gaining experience with the triangular flow, we summarize the key
results of a comprehensive principal component analysis of flow harmonics
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n = 0–5 in the second part of our paper. In Sec. 3.7 we give individual dis-
cussions for each harmonic flow and construct optimal predictors for leading
and subleading flows based on initial geometry and nonlinear mixing. First,
we discuss radial flow fluctuations in Sec. 3.7.1 and then demonstrate their
importance in generating subleading elliptic flow in Sec. 3.7.2. In Sec. 3.7.3
we describe our PCA results for direct and triangular flows. Finally, in
Sec. 3.7.4 we discuss the quadrangular and pentagonal flows and how the
nonlinear mixing of lower order principal components adds to these flows.
We put forward some experimental observables in the discussion in Sec. 3.8.
For convenience, we present a catalog of figures showing PCA results for each
harmonic in the Appendix.
3.2 Principal components
PCA is a statistical technique for extracting the dominant components in
fluctuating data. In the context of flow in heavy ion collisions it was first
introduced in Ref. [160] to quantify the dominant momentum space fluctu-
ations of harmonic flows in transverse momentum and rapidity in a precise
way. This section provides a brief review of this statistical technique.
Paraphrasing Ref. [160], in the flow picture of heavy ion collisions the
particles in each event are drawn independently from a single particle dis-
tribution which fluctuates from event to event. The event-by-event single
particle distribution is expanded in a Fourier series
dN
dp
= V0(pT ) +
∞∑
n=1
Vn(pT )e
−inϕ + H.c. , (3.3)
where dp = dy dpT dϕ notates the phase space, ϕ is the azimuthal angle of
the distribution, and H.c. denotes Hermitian conjugate. Vn(pT ) is a complex
Fourier coefficient recording the magnitude and orientation of the nth har-
monic flow. This definition deviates from the common practice of normalizing
the complex Fourier coefficient by the multiplicity, vn(pT ) = Vn(pT )/V0(pT ).
Up to non-flow corrections of order the multiplicity N , the long-range
part of the two-particle correlation function is determined by the statistics
of the event-by-event fluctuations of the single distribution〈
dNpairs
dp1dp2
〉
=
〈
dN
dp1
dN
dp2
〉
+O (N) . (3.4)
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If the two-particle correlation function is also expanded in a Fourier series〈
dNpairs
dp1dp2
〉
=
∑
n
Vn∆(pT1, pT2)e
−in(ϕ1−ϕ2) , (3.5)
then this series determines the statistics of Vn(pT )
Cn(pT1, pT2) ≡ Vn∆(pT1, pT2)−〈Vn,pT1〉
〈
V ∗n,pT2
〉
=
〈(
Vn,pT1−〈Vn,pT1〉
)(
V ∗n,pT2−
〈
V ∗n,pT2
〉 )〉
.
(3.6)
The covariance matrix Cn(pT1, pT2), which is real, symmetric, and positive-
semidefinite, can be decomposed into real orthogonal eigenvectors V
(a)
n (pT ),
Cn(pT1, pT2) =
∑
a
λaψ(a)n (pT1)ψ
(a)
n (pT2) =
∑
a
V (a)n (pT1)V
(a)
n (pT2), (3.7)
where V
(a)
n (pT ) ≡
√
λa ψ
(a)
n (pT ) is the square root of the eigenvalue times
a normalized eigenvector
∫∞
0
dpT ψ
(a)ψ(b) = δab. The eigenvalue records the
squared variance of a given fluctuation.
The principal components V
(1)
n (pT ), V
(2)
n (pT ), . . . of a given event ensemble
can be used as optimal basis for event-by-event expansion of harmonic flow
Vn(pT )− 〈Vn(pT )〉 = ξ(1)n V (1)n (pT ) + ξ(2)n V (2)n (pT ) + . . . . (3.8)
The complex coefficients ξ
(a)
n are the projections of harmonic flow onto princi-
pal component basis and record the orientation and event-by-event amplitude
of their respective flows. Principal components are mutually uncorrelated〈
ξ(a)n ξ
∗(b)
n
〉
= δab. (3.9)
Typically the eigenvalues of Cn(pT1, pT2) are strongly ordered and only the
first few terms in the expansion are significant. Often the large components
have a definite physical interpretation. We define the scaled magnitude of
the flow vector V
(a)
n (pT ) as
‖v(a)n ‖2 ≡
∫ (
V
(a)
n (pT )
)2
dpT∫ 〈dN/dpT 〉2 dpT , (3.10)
which is a measure of the size of the fluctuation without trivial dependencies
on the mean multiplicity in a given centrality class.
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Figure 3.1: Factorization ratio r2(pT1, pT2) [Eq. (3.11)] for elliptic flow and
its approximations with principal components (PCs) in central (0–5%) and
peripheral (45–50%) collisions.
The leading flow vector V
(1)
n (pT ) corresponds to fluctuations with the
largest root-mean-square amplitude, while subsequent components maximize
the variance in the remaining orthogonal directions. This yields a very effi-
cient description of the full covariance matrix Cn(pT1, pT2) and factorization
ratio
rn(pT1, pT2) ≡ Cn(pT1, pT2)√
Cn(pT1, pT1)Cn(pT2, pT2)
≤ 1 . (3.11)
rn(pT1, pT2) is bounded by unity within hydrodynamics [135]. By truncating
series expansion of the covariance matrix [Eq. (3.7)] at two or three principal
components we can approximate Cn(pT1, pT2) and rn(pT1, pT2). Truncating
at the leading term would constitute complete flow factorization, i.e., rn = 1.
The factorization matrix for elliptic flow is shown in Fig. 3.1. We see that
in peripheral collisions at low momentum pT < 2.5 GeV just two principal
components are sufficient to describe momentum dependence of factorization
ratio r2. In central collisions (as explained in Sec. 3.7.2) the subleading and
subsub-leading elliptic flows are comparable and both are needed to given an
excellent description of r2.
Analogous decompositions of two-particle correlations into principal com-
ponents exist for all harmonics and all centralities. Interpreting these large
flow components physically is the goal of this work.
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3.3 Simulations
We used boost-invariant event-by-event viscous hydrodynamics to simulate
5000 Pb-Pb collisions at the CERN Large Hadron Collider (LHC) (
√
sNN =
2.76 TeV) in fourteen 5% centrality classes selected by impact parameter.
Our simulations are boost invariant and implement second order viscous
hydrodynamics [114], using a code base which has been developed previ-
ously [126, 197]. For the initial conditions we use the Phobos Glauber Monte
Carlo [86], and we distribute the entropy density in the transverse plane ac-
cording to a two-component model. Specifically, for the ith participant we
assign a weight
Ai ≡ κ
[
(1− α)
2
+
α
2
(ncoll)i
]
, (3.12)
with α = 0.11, κ = 35.1 for η/s = 0.08, and κ = 32.8 for η/s = 0.16. (ncoll)i
is the number of binary collisions experienced by the ith participant; so the
total number of binary collisions is Ncoll =
1
2
∑
i(ncoll)i. The entropy density
in the transverse plane at initial time τo and transverse position x = (x, y)
is taken to be
s(τo,x) =
∑
i∈Nparts
si(τo,x− xi) , (3.13)
where xi = (x, y) labels the transverse coordinates of the ith participant, and
si(τo,x) = Ai
1
τo(2piσ2)
e−
x2
2σ2
− y2
2σ2 , (3.14)
with
√
2σ = 0.7 fm. The parameters κ and α are marginally different from
Qiu’s thesis [88], and we have independently verified that this choice of pa-
rameters reproduces the average multiplicity in the event.1
The equation of state is motivated by lattice QCD calculations [198] and
has been used previously by Romatschke and Luzum [199]. In this paper
we compute “direct” pions (i.e. pions calculated directly from the freeze-
out surface) and we do not include resonance decays. We use a freeze-out
temperature of Tfo = 140 MeV.
1 More precisely we have verified that for these parameters hydrodynamics with aver-
aged initial conditions reproduces dNch/dη|η=0 as a function of centrality after all reso-
nance decays are included. Assuming that the ratio of the charged particle yield to the
direct pion yield is the same as in the averaged simulations, the current event-by-event
simulations reproduces dNch/dη.
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Simulation results were generated for fourteen 5% centrality classes with
impact parameter up to b = 12.4fm and at two viscosities, η/s = 0.08 and
η/s = 0.16. Unless specified, the results are for η/s = 0.08. We generated
5000 events per centrality class.2 We then performed PCA for the nth har-
monic Vn(pT ) by discretizing Vn(pT ) results from hydrodynamics into 100
equally spaced bins between pT = 0 . . . 5 GeV, and finding the eigenvalues
and eigenvectors of the resulting Hermitian matrix.
Table 3.1 records the Glauber data which is used in this analysis. Event-
by-event averages with the initial entropy density are notated with square
brackets, e.g.
[r2] ≡ 1
Stot
∫
d2x τos(τo,x)r
2, (3.15)
where Stot is the average total entropy in a given centrality class,
〈∫
d2x τos(τo,x)
〉
.
Averages over events are notated with 〈 〉, so that the root mean square radius
is
Rrms ≡
√
〈[r2]〉 . (3.16)
As a technical note, here and below the radius is measured from the center
of entropy, so [x] = 0. εn,m is defined in a somewhat unorthodox fashion in
Eq. (3.24), with εrms3,3 ≡
√〈|ε3,3|2〉. rmax is the averaged maximum participant
radius, max |xi|.
3.4 Subleading triangular flow
To gain insight into principal components of harmonic flow, we first analyze
triangular flow, since it is a strong signal and is driven entirely by fluctu-
ations [56]. As a first step, we list the (scaled) magnitudes of flows ‖v(a)3 ‖
[Eq. (3.10)] in central collisions for the simulations described above.
a 1 2 3 4
‖v(a)3 ‖ 1.5× 10−2 2.6× 10−3 4.8× 10−4 1.1× 10−4
Note that the scaled magnitudes are proportional to the square-root of
the eigenvalues, ‖v(a)3 ‖ ∝
√
λa. From the decreasing magnitudes of the listed
2 We thank Soumya Mohapatra for collaboration during the initial stages of this project.
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Centrality (bmin, bmax) Npart Rrms rmax ε
rms
3,3
0–5 % (0.0, 3.3) 384 4.1 8.1 0.11
5–10 % (3.3, 4.7) 335 3.9 7.8 0.14
10–15% (4.7, 5.7) 290 3.7 7.5 0.17
15–20% (5.7, 6.6) 250 3.6 7.3 0.20
20–25% (6.6, 7.4) 215 3.4 7.0 0.22
25–30% (7.4, 8.1) 184 3.3 6.7 0.25
30–35% (8.1, 8.8) 156 3.2 6.4 0.28
35–40% (8.8, 9.4) 132 3.1 6.2 0.32
40–45% (9.4, 9.9) 110 3.0 5.9 0.35
45–50% (9.9, 10.5) 91 2.9 5.7 0.39
50–55% (10.5, 11.0) 74 2.7 5.4 0.44
55–60% (11.0, 11.5) 60 2.7 5.1 0.48
60–65% (11.5, 11.9) 47 2.6 4.8 0.52
65–70% (11.9, 12.4) 37 2.4 4.4 0.55
Table 3.1: Table of parameters from the Glauber model (all distances are
measured in fm).
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Figure 3.2: Momentum dependence of triangular flow components in cen-
tral collisions. a) Principal flow vectors, V
(a)
3 (pT ). b) Principal flow vectors
divided by the average multiplicity, v
(a)
3 (pT ) ≡ V (a)3 (pT )/ 〈dN/dpT 〉.
(scaled) magnitudes, we see that the first two eigenmodes account for 99.9%
of the squared variance, which can be represented as a sum of the eigenvalues∫ ∞
0
dpT 〈V3(pT )V ∗3 (pT )〉 =
∑
a
λa ∝
∑
a
‖v(a)3 ‖2 . (3.17)
Figure 3.2(a) displays the eigenvectors, V
(a)
3 (pT ), for the leading and first
two subleading modes. We see that for triangular flow only the first two
flow modes are significant. To make contact with the more traditional defi-
nitions of v3(pT ), we divide by 〈dN/dpT 〉 and present the same eigenmodes
in Fig. 3.2(b).
We also investigated the centrality and viscosity dependence of the prin-
cipal components. The normalized principal flow eigenvectors ψ
(a)
3 (pT ) are
approximately independent of viscosity (not shown). In Fig. 3.3, we show
the centrality dependence of these normalized eigenvectors. In more central
collisions the eigenvectors shift to larger transverse momentum, which can
be understood with the system size scaling introduced in Ref. [200].
The magnitude of the flow, i.e. the squared integral
∫
(V
(a)
3 (pT ))
2dpT ,
depends on both centrality and viscosity. To factor out the trivial multi-
plicity dependence of V3(pT ), we plot the scaled flow eigenvalues ‖v(a)n ‖ [see
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Eq. (3.10)] in Fig. 3.4. Going from η/s = 0.08 to η/s = 0.16 we see signifi-
cant suppression of the leading mode. In general the subleading scaled flow
‖v(a)3 ‖ depends weakly on centrality.
We present PCA results on all harmonic n = 0–5 in the Appendix 3.A.
Namely, we show the flow magnitude dependence on centrality for the largest
three principal components, and principal eigenvectors in central 0-5% bin.
Individual discussions for each harmonic are given in Sec. 3.7.
3.5 Average geometry in the subleading plane
In this section, we clarify the physical origin of the subleading flow by corre-
lating the subleading hydrodynamic response with the geometry.
As a first step, we determined the average initial geometry in the prin-
cipal component plane. Specifically, for each event the phase of the princi-
pal component ξ
(a)
n [see Eq. (3.8)] defines orientation of the flow. We then
rotate each event into ξ
(a)
n plane and average the initial entropy density,
S(x) ≡ τos(τo,x). More precisely, the event-by-event geometry in the prin-
cipal component plane is defined to be
S(r, φ; ξ(a)n ) ≡
1
n
n−1∑
`=0
S
(
r, φ+ (arg ξ(a)n + 2pi`)/n
)
, (3.18)
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(The subleading flow has been magnified 5 times to bring to scale with leading
flow.)
where we have averaged over the phases of
n
√
ξ
(a)
n . Next, we average S(r, φ; ξ
(a)
n )
over all events weighted by the magnitude of the flow3
S(r, φ; ξ(a)n ) ≡
〈
S(r, φ; ξ(a)n )|ξ(a)n |
〉
. (3.19)
Figure 3.5 shows the in-plane averaged geometry S(r, φ; ξ
(a)
3 ) for the leading
and subleading principal components of the triangular flow in central colli-
sions. Clearly, the leading triangular principal component V
(1)
3 is strongly
correlated with the triangular components of the initial geometry, while the
subleading component V
(2)
3 is correlated with the radial excitations of this
geometry. In central collisions, subleading flows of other harmonics n = 0–5
are also predominantly correlated with radial excitations of the correspond-
ing order eccentricity. However, in peripheral collisions, flow harmonics with
significant nonlinear mixing, e.g. subleading v2, v4 and v5, are not entirely
due to radially excited geometry (as explained in Sec. 5.4) and thus the av-
eraged geometry in the subleading principal component plane does not show
sharp features of radial excitations.
3Radial flow V0(pT ) does not have a particular orientation in the transverse plane.
Instead we average event-by-event geometry with respect to the sign and magnitude of
the radial flow S(r, φ; ξ
(a)
0 ) ≡
〈
S(r, φ)ξ
(a)
0
〉
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Figure 3.5: Average geometry×r3 in the leading and subleading principal
component planes in central collisions minus an averaged radially symmetric
background, r3(S(x; ξ
(a)
3 ) −
〈
S(x)|ξ(a)3 |
〉
). Peak fluctuations are ±10–20%
above the background.
To give a one-dimensional projection of Fig. 3.5, we integrate Eq. (3.19)
over the azimuthal angle to define
Sn(r; ξ
(a)
n ) ≡
∫ 2pi
0
dφS(r, φ; ξ(a)n ) e
inφ. (3.20)
This is equivalent to defining Sn(r),
Sn(r) ≡
∫ 2pi
0
dφS(r, φ) einφ , (3.21)
and correlating this with the flow fluctuation ξ
(a)
n
Sn(r; ξ
(a)
n ) =
〈
Sn(r)ξ
∗(a)
n
〉
. (3.22)
Results for the triangular geometry S3(r; ξ
(a)
3 )r
4 are shown by the blue (gray)
curves in Fig. 3.6. Again we see that the leading triangular flow originates
from a geometric fluctuation with a large integrated eccentricity, while the
subleading flow is sensitive to the radial excitation of the triangularity. We
conclude that the relatively small subleading flow can correspond to a fairly
significant fluctuation of the initial geometry.
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3.6 Geometrical predictors
It is clear from Fig. 3.6 that usual geometric predictors based on a single
coarse grained quantity like εn,n cannot capture all the features of the ra-
dially excited geometry. In this section we will construct several geometric
predictors for the leading and subleading flows following strategy outlined in
Ref. [196]. Keeping the discussion general, let ξ
(a)
n pred be a geometric quantity
which predicts the event-by-event amplitude and phase of the corresponding
flow ξ
(a)
n . For example, for the leading n = 3 component the triangularity
ε3,3 (defined below) is an excellent choice for ξ
(1)
3 pred.
The geometric predictors are designed to maximize the correlation be-
tween a particular flow signal and the geometry. Specifically, the predictors
maximize the Pearson correlation coefficient between the event-by-event mag-
nitude and orientation of ath principal component, ξ
(a)
n , and the geometrical
predictor ξ
(a)
npred
max Q(a)n =
〈
ξ
(a)
n ξ
∗(a)
npred
〉√〈
ξ
(a)
n ξ∗n
(a)
〉〈
ξ
(a)
npredξ
∗(a)
n pred
〉 . (3.23)
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We constructed several predictors for the flow ξ
(a)
n by assuming a linear
relation between the flow and the geometry. The simplest predictor consists
of linear combinations of the first two eccentricities of the initial geometry.
These are defined as
εn,n ≡ − [r
neinφ]
Rnrms
, (3.24a)
εn,n+2 ≡ − [r
n+2einφ]
Rn+2rms
, (3.24b)
where the square brackets [ ] denote an integral over the initial entropy
density for a specific event, normalized by the average total entropy S¯tot.
Rrms ≡
√〈[r2]〉 is the event averaged root-mean-square radius. Note that our
definitions of εn,n and εn,n+2 are chosen to make the event-by-event quanti-
ties εn,n and εn,n+2 linear in the fluctuations. In this notation, the geometric
predictor based on these eccentricities is
ξ
(a)
n pred = εn,n + c1 εn,n+2, (3.25)
where c1 is adjusted to maximize the correlation coefficient in Eq. (3.23),
and the overall normalization is irrelevant. While the first two eccentricities
provide an excellent predictor for the leading flow, they do not predict the
subleading flow very well. This is in part because the radial weight rn+2 is
too strong at large r.
More generally, one can define eccentricity as a functional of radial weight
function ρ(r):
εn{ρ(r)} ≡ − [ρ(r)e
inφ]
Rnrms
. (3.26)
It is the goal of this paper to find the optimal radial weight function ρ(r) for
predicting both leading and subleading flows.
It is evident from Fig. 3.6 that the leading and subleading geometries have
different characteristic wave numbers. To find the optimal radial weight we
expand ρ(r) in radial Fourier modes
ρ(r) =
nk∑
b=1
wb
2nn!
knb
Jn(kbr), (3.27)
where Jn(x) is a Bessel function of order n, wb are expansion coefficients,
and kb are definite wavenumbers specified below. The prefactor is chosen so
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mode predictor for principal triangular flows (central collisions).
that for a single k mode (w1 = 1, wb>1 = 0) at small k (kRrms  1) the
generalized eccentricity approaches εn,n
lim
k→0
εn{ρ(r)} = εn,n. (3.28)
At small k, we expand the Jn(kr) and find
εn{ρ(r)} ' εn,n + c1 εn,n+2, (3.29)
where c1 = −(kRrms/2)2/(1 + n). Thus the functional form of ρ(r) adopted
here yields a tunable linear combination of the eccentricities in Eq. (3.24),
but the wave number parameter regulates the behavior at large r.
In Fig. 3.7 we show Pearson correlation coefficient Q
(a)
3 (k) between the
triangular flow and a single k mode predictor. We see that the leading
triangular component is produced by low-k fluctuations, while subleading
flow originates from fluctuations at larger k. By using only two well chosen
kb values for the Fourier expansion in Eq. (3.27) an approximately optimal
radial weight can be found (see Fig. 3.8). Including additional k modes in the
functional form of ρ(r) does not significantly improve the predictive power
of the generalized geometric eccentricity. For the two k modes we required
(somewhat arbitrarily) that the ratio of k values would be fixed to the ratio
of the first two Bessel zeros:
k1
k2
=
jn,1
jn,2
. (3.30)
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leading triangular flow and the optimal linear predictor based on two k
modes, Eq. (3.27).
With this choice our basis functions were orthogonal in the interval [0, Ro],
where k1 = jn,1/Ro. We then adjusted Ro to maximize the correlation coef-
ficient between εn{ρ(r)} and the flow ξ(a)n . To account for changing system
size with centrality, we used a fixed Ro/Rrms ratio. In most cases we used
Ro/Rrms ≈ 3.0, but for all directed flow components (ξ(1)1 and ξ(2)1 ) and the
second elliptic flow component (ξ
(2)
2 ), we found that Ro/Rrms ≈ 2.0 optimized
the correlation between the flow and the geometry.
Ultimately, the assumption that the amplitude and phase of the flow is
determined at least approximately by initial eccentricity, εn{ρ(r)}, is based
on linear response. If nonlinear physics becomes important (as in the case
of v4 and v5) then the predictors should be modified to incorporate this
physics (see below and Ref. [196]). Thus, below we will refer to the εn{ρ(r)}
(with an optimized radial weight) as the best linear predictor and incorporate
quadratic nonlinear corrections to the predictor as needed.
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Figure 3.9: Comparison of event-by-event hydro (averaged response) and
single-shot hydrodynamics (response to average geometry) in central colli-
sions. The singe-shot hydrodynamic results are generated from the initial
conditions in Fig. 3.5.
3.6.1 Testing linear response
The success of the linear flow predictors discussed in this work depends on the
applicability of linear response. A straightforward way to check this assump-
tion is to compare the averaged response of event-by-event hydrodynamics
to the hydrodynamic response to suitably averaged initial conditions.
In Sec. 3.5 we computed the average geometry in the event planes of
the leading and subleading triangular flows (see Fig. 3.5). It is straightfor-
ward to simulate this smooth initial condition and to compute the associated
V3(pT ). This is known as “single-shot” hydrodynamics in the literature [89].
In Fig. 3.9 we compare V3(pT ) from the leading and subleading average ge-
ometries to the principal components V
(1)
3 (pT ) and V
(2)
3 (pT ) of event-by-event
hydro. The qualitative features of both principal components are reproduced
well by single-shot hydrodynamics, especially for the leading flow. It is par-
ticularly notable how the single-shot evolution reproduces the change of sign
in V
(2)
3 (pT ). However, in an important pT range, pT ∼ 1.2 GeV, the single-
shot evolution misses the event-by-event curve for subleading flow by ∼ 30%.
It is useful to examine the time development of the subleading triangular
flow in the single-shot hydrodynamics. In Fig. 3.10, we present three snap-
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Figure 3.10: Hydrodynamic evolution of the subleading triangular flow for
the averaged initial conditions shown in Fig. 3.5(b). The color contours
indicate the radial momentum density per rapidity, τT τr, while the arrows
indicate the radial flow velocity.
shots of the subleading flow evolution. The color contours show the radial
momentum density per rapidity,
τT τr = τ(e+ p)uτur , (3.31)
as a function of proper time τ .
Shortly after the formation of the fireball, at τ = 2.6 fm we observe nega-
tive triangular flow in Fig. 3.10(a). This flow is produced by the excess of ma-
terial at small radii flowing into the “valleys” at larger radii [see Fig. 3.5(b)].
However, the radial flow has not developed yet, and therefore this phase of
the evolution creates negative flow at small transverse momentum. After
this stage, we see typical flow evolution of a triangular perturbation, i.e. the
negative geometric eccentricity at small radii is transformed into positive tri-
angular flow at large transverse momentum [see Figs. 3.10(b) and (c)]. The
inner eccentricity dominates over the outer eccentricity at high pT because
the radial flow has more time to develop before freeze-out, and because there
is more material at small radii.
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3.7 Results
In this section we report the principal component analysis summary and se-
lected plots for flow harmonics n = 0–5. The comprehensive list of figures
for each harmonic is given in Appendix 3.A. Following the discussion of tri-
angular flow in previous sections, we first identify the dominant principal
components and then clarify their physical origin by finding an optimized
geometric predictor as explained in Sec. 3.6. A new feature absent for the
triangular flow is the nonlinear flow coupling to lower order principal com-
ponents. We find that the subleading elliptic flow in peripheral collisions has
a strong nonlinear coupling to the radial flow fluctuations ξ
(2)
0 . We also find
the nonlinear mixing in subleading n = 4 and n = 5 flow components.
3.7.1 Radial flow
Radial flow (or V0(pT )) is the first term in the Fourier series, Eq. (3.3), and is
by far the largest harmonic. Traditionally, the experimental and theoretical
study of the fluctuations of V0(pT ) (i.e., multiplicity and pT fluctuations) has
been distinct from elliptic and triangular flow. There is no reason for this
distinction.
Examining the scaled V0(pT ) eigenvalues shown in Fig. 3.11(a), we see
that there are two large principal components. The first principal compo-
nent is sourced by multiplicity fluctuations, i.e., the magnitude of V0(pT )
fluctuates (but not its shape) due to the impact parameter variance in a
given centrality bin. Corroborating this inference, Fig. 3.11(a) shows the
momentum dependence of the leading principal component, which is approx-
imately flat.4 Clearly this principal component is not particularly interesting,
and the PCA procedure gives a practical method for isolating these trivial
geometric fluctuations in the data set. The second principal component is of
much greater interest, and shows a linear rise with pT that is indicative of
the fluctuations in the radial flow velocity of the fluid [160].
In early insightful papers [201, 202], the fluctuations in the flow velocity
4There is a small upward tending slope in our simulations of this component, because
multiplicity and mean pT fluctuations only approximately factorize into leading and sub-
leading principal components. Using different definitions of centrality bins could perhaps
make this separation cleaner.
64
-0.04
-0.02
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0 1 2 3
v
(a
)
0
(p
T
)
pT (GeV)
0 - 5%
v
(1)
0 (pT )
v
(2)
0 (pT )
v
(3)
0 (pT )
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0 10 20 30 40 50 60 70
|Q
(2
)
0
|
centrality (%)
v0 subleading
best lin.
ε0,0 + ε0,2
δpT
Figure 3.11: (a) The pT dependence of the principal components of radial
flow normalized by the average multiplicity, v
(a)
0 (pT ) ≡ V (a)0 (pT )/ 〈dN/dpT 〉.
(b) The Pearson correlation coefficient [Eq. (3.23)] between the subleading
radial flow and various predictors versus centrality. The best linear predictor
is described in Sec. 3.6.
(or mean pT ) were associated with the fluctuations in the initial fireball
radius. These radial fluctuations are well described by both the eccentricities
(ε0,0, ε0,2), Eq. (3.24), and the optimized eccentricity ε0{ρ(r)}, Eq. (3.26).
Therefore, as seen in Fig. 3.11(b), the subleading flow signal is strongly
correlated with these linear geometric predictors.
Also shown in Fig. 3.11(b) is the correlation between subleading radial
flow ξ
(2)
0 and mean transverse momentum fluctuations around the average
δpT ≡ [pT ]− 〈[pT ]〉 . (3.32)
Indeed, the subleading radial flow correlates very well with mean momentum
fluctuations in all centrality bins.
In the next sections we will study the nonlinear mixing between the radial
flow ξ
(2)
0 and all other harmonics.
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3.7.2 Elliptic flow
Nonlinear mixing and elliptic flow
We next study the fluctuations of V2(pT ) as function of centrality. As seen
in Fig. 3.12, the principal component spectrum of elliptic flow in central col-
lisions consists of two nearly degenerate subleading components in addition
to the dominant leading component. This degeneracy is lifted in more pe-
ripheral bins. Comparing the pT dependence of the principal flows shown in
Figs. 3.13(a) and 3.13(b), we see that going from central (0–5%) to periph-
eral (45–50%) collisions, the magnitude of the second principal component
increases in size and its momentum dependence changes dramatically. By
contrast, the growth of the third principal component is much more mild.
This strongly suggests that the average elliptic geometry is more important
for the subleading than the subsub-leading mode.
To find a geometrical predictor for the sub- and sub-sub-leading modes we
first tried the best linear predictor ε2{ρ(r)}. In Fig. 3.14(a) (the red circles),
we see that the correlation coefficient between this optimal linear predictor
and the subleading flow signal drops precipitously as a function of centrality.
As we will explain now, this is because nonlinear mixing becomes important
for the subleading mode.
The ellipticity of the almond shaped geometry in peripheral collisions is
traditionally parametrized by eccentricity ε2,2 and it serves as an excellent
predictor for the leading elliptic flow. However, ε2,2 does not completely fix
the initial geometry, and the radial size of the fireball can fluctuate at fixed
eccentricity. As explained in Sec. 3.7.1, the radial size fluctuations modulate
the momentum spectrum of the produced particles, and for a background
geometry with large constant eccentricity this generates fluctuations in the pT
dependence of the elliptic flow, i.e., subleading elliptic flow. This subleading
flow lies in the reaction plane following the average elliptic flow, but its sign
(which is determined by δpT ) is uncorrelated with ε2,2.
The orientation of the reaction plane in peripheral bins is strongly cor-
related with the integrated v2 or the leading elliptic principal component
ξ
(1)
2 , while the mean pT fluctuations are tracked by the subleading radial flow
component ξ
(2)
0 . Therefore we correlated the sub- and sub-sub-leading ellip-
tic flows with the product of the leading elliptic and radial flows, i.e. we
computed the correlation coefficient in Eq. (3.23) with ξ
(2)
2,pred = ξ
(1)
2 ξ
(2)
0 . Ex-
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Figure 3.14: Pearson correlation coefficient between the subleading elliptic
flows and the best linear predictor [Eq. (3.26)] with and without the nonlinear
mixing between the radial and leading elliptic flows, ξ
(1)
2 ξ
(2)
0 . (a) and (b)
show the correlation coefficient for v2 subleading and v2 subsub-leading flows
respectively.
amining Fig. 3.14(a) (the black line), we see see that the correlation between
the subleading elliptic flow and the nonlinear mixing rises with centrality,
as the correlation with best linear predictor drops. Examining Fig. 3.14(b)
on the other hand, we see that the subsub-leading elliptic flow has stronger
correlation with the initial geometry than the nonlinear mixing. Combining
best linear geometric predictor and quadratic mixing terms in the predictor,
i.e.
ξ
(2)
2 pred = ε2{ρ(r)}+ c1ξ(1)2 ξ(2)0 , (3.33)
we achieve consistently high correlations for all centralities [the blue dia-
monds in Fig. 3.14(a) and (b)].
Dependence on viscosity
Before leaving this section we will briefly comment on the viscosity depen-
dence of these results. Figure 3.15 shows a typical result for a slightly larger
shear viscosity, η/s = 0.16. As discussed above, the subleading elliptic flow
[i.e., the event-by-event fluctuations in V2(pT )] is a result of the linear re-
sponse to the first radial excitation of the elliptic eccentricity, and a nonlinear
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Figure 3.15: Pearson correlation coefficients for the subleading elliptic flow
at viscosity over entropy ratio η/s = 0.16. Dashed lines repeat η/s = 0.08
results from Fig. 3.14(a) for the ease of comparison.
mixing of radial flow fluctuations and the leading elliptic flow. In Fig. 3.15
we see that a slightly larger shear viscosity tends to preferentially damp the
linear response leaving a stronger nonlinear signal. This is because the initial
geometry driving the linear response has a significantly larger gradients due
to the combined azimuthal and radial variations. Thus in Fig. 3.15 the linear
response dominates the subleading flow only in very central collisions. These
trends with centrality are qualitatively familiar from previous analyses of the
effect of shear viscosity on the nonlinear mixing of harmonics [197, 203].
3.7.3 Triangular and directed flows
In Fig. 3.21(d) in the appendix we show the correlation coefficient between
the leading flow amplitudes ξ
(1)
3 and the predicted amplitudes ξ
(1)pred
3 using
the optimal linear predictor and the ε3,3, ε3,5 fit. As is well known, the leading
triangular mode is very well predicted by ε3,3 and ε3,5, though the quality
degrades towards peripheral collisions [204]. As shown in Fig. 3.16(b), for
the subleading flow the linear correlation coefficient is reduced relative to the
leading flow, and a high degree of correlation is only achieved for the 0–40%
centrality range. The simple geometric predictor based on ε3,3 and ε3,5 is
reasonably correlated with the subleading flow in central collisions, but this
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Figure 3.16: Pearson correlation coefficient between the subleading (a) di-
rected and (b) triangular flows and the best linear predictor with and without
radial flow mixing.
correlation rapidly deteriorates in more peripheral collisions. The optimal
linear predictor ε3{ρ(r)} based on two judiciously chosen k values generally
out performs all other predictors we studied for both leading and subleading
flows. Adding the nonlinear mixing term ξ
(2)
0 ξ
(1)
3 to the best linear predictor
marginally improves the already good correlation with the subleading flow
in peripheral collisions.
Directed flow exhibits many similarities to triangular flow. Specifically,
the subleading directed flow is reasonably well correlated with the optimal lin-
ear predictor characterizing the radially excited dipolar geometry. Nonlinear
mixing between the leading directed flow and the radial flow is unimportant
[see Fig. 3.16(a)].
3.7.4 The n = 4 and n = 5 harmonic flows
It is well known that the leading components of the n = 4 and n = 5
harmonics are determined by the nonlinear mixing of lower order harmonics
in peripheral collisions [89, 191, 195–197].
For comparison with other works [196, 204], in the Appendix in Figs. 3.22(d)
and 3.23(d) we construct a predictor based on a linear combination of the
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eccentricities
ε4,4 + c1ε2,2ε2,2 for n = 4, (3.34)
ε5,5 + c1ε2,2ε3,3 for n = 5, (3.35)
where here and below the coefficient c1 is adjusted to maximize the correlation
with the flow. This predictor is compared to a linear combination of the
optimal eccentricity εn{ρ(r)} and the corresponding nonlinear mixings of
the leading principal components
ε4 {ρ(r)}+ c1ξ(1)2 ξ(1)2 for n = 4, (3.36a)
ε5 {ρ(r)}+ c1ξ(1)2 ξ(1)3 for n = 5. (3.36b)
Both sets of predictors perform reasonably well, though the second set has a
somewhat stronger correlation with the flow.
Returning to the subleading components, we first correlated the best
linear predictors, ε4{ρ(r)} and ε5{ρ(r)}, with the corresponding subleading
flow signals. As seen in Fig. 3.17 (the red circles), the correlation decreases
rapidly with centrality, especially for v4. Motivated by Eq. (3.36) which
predicts the event-by-event leading v4 and v5 in terms v2 and v3, we construct
a predictor for the subleading v4 and v5 in terms of the fluctuations of v2 and
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v3 (see Secs. 3.7.2 and 3.7.3, respectively). The full predictor reads
ε4 {ρ(r)}+ c1ξ(1)2 ξ(2)2 , for n = 4, (3.37a)
ε5 {ρ(r)}+ c1ξ(1)2 ξ(2)3 + c2ξ(1)3 ξ(2)2 , for n = 5. (3.37b)
Including the mixings between the subleading v2 and v3 and the correspond-
ing leading components greatly improves the correlation in mid-central bins
(the blue diamonds). Finally, in an effort to improve the v4 predictor in the
most peripheral bins we have added additional nonlinear mixings between
the radial flow and the leading principal components
ε4 {ρ(r)}+ c1ξ(1)2 ξ(2)2 + c2ξ(1)4 ξ(2)0 , for n = 4, (3.38a)
ε5 {ρ(r)}+ c1ξ(1)2 ξ(2)3 + c2ξ(1)3 ξ(2)2 + c3ξ(1)5 ξ(2)0 , for n = 5. (3.38b)
As seen in Fig. 3.17(a) (the grey line) the coupling to the radial flow improves
the correlation between the subleading v4 and the predictor in peripheral
collisions. On the other hand, for v5, Fig. 3.17(b), all of the information
about the coupling to the radial flow is already included in Eq. (3.37b) and
adding v0 does not improve the correlation.
3.8 Discussion
In this paper we classified the event-by-event fluctuations of the momentum
dependent Fourier harmonics Vn(pT ) for n = 0–5 by performing a principal
component analysis of the two-particle correlation matrix in hydrodynamic
simulations of heavy ion collisions. The leading principal component for each
harmonic is very strongly correlated with the integrated flow, and therefore
this component is essentially the familiar vn(pT ) measured in the event plane.
The subleading components describe additional pT dependent fluctuations of
the magnitude and phase of vn(pT ). The subleading flow is uncorrelated with
the integrated vn and thus it is projected out in analyses of harmonic flow
based on the scalar product or event plane methods. This paper focuses on
the physical origins of the subleading flows, which are the largest source of
factorization breaking in hydrodynamics.
First, we first studied the basic properties of principal components for
the specific case of triangular flow such as its dependence on transverse mo-
mentum (Fig. 3.2), and centrality and shear viscosity (Fig. 3.4). The leading
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principle component of the triangular flow was found to be the hydrodynamic
response to the participant triangularity, while the subleading flow (which is
uncorrelated with the leading flow) is the hydrodynamic response to the first
radial excitation of the triangularity. This conclusion was reached by aver-
aging the event-by-event geometry in the event plane of the subleading flow
(Fig. 3.5). The magnitude of this radial excitation is on par with the mag-
nitude of the triangularity (Fig. 3.6), although the hydro response is smaller
in magnitude. The triangular flow response is approximately linear to the
geometrical deformation. This was checked by simulating the response to the
average in-plane geometry with “single-shot” hydrodynamics (Fig. 3.10), and
comparing this result to event-by-event hydrodynamics; i.e., we compared the
response to the average with the averaged response (Fig. 3.9).
Having gained experience with triangular flow principal components, we
conducted an extensive survey of principal flows for n = 0–5 harmonics. We
summarized the main results in Sec. 3.7, and for convenience reproduced
PCA plots for all harmonics in the Appendix 3.A. Our systematic study
started by placing radial flow (the n = 0 harmonic) in the same framework
as the other harmonic flows in Sec. 3.7.1. We identified the subleading n = 0
principal component with mean pT fluctuations and confirmed (as is well
known [201, 202]) that these fluctuations are predicted by the variance of the
radial size of the fireball.
Next, we investigated the nature of the subleading elliptic flows in Sec. 3.7.2.
The principal component analysis reveals that in central collisions there are
two comparable sources of subleading elliptic flow, but they have strikingly
different centrality dependence (see Figs. 3.12 and 3.13). In mid-peripheral
collisions the first subleading component mainly reflects a nonlinear mixing
between elliptic and radial flows, and this component is only weakly cor-
related with the radially excitations of the elliptic geometry. The second
subleading component in this centrality range is substantially smaller and
more closely reflects the radial excitations. In more central collisions, how-
ever, the nonlinear mixing with the average elliptic flow becomes small, and
the sub and subsub-leading principal components become comparable in size.
Thus, the rapid centrality dependence of factorization breaking in v2 is the
result of an interplay between the linear response to the fluctuating elliptic
geometry, and the nonlinear mixing of the radial and average elliptic flows.
Larger shear viscosity only strengthens the trend as shown in Fig. 3.15.
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This nonlinear mixing can be confirmed experimentally by measuring
the correlations between the principal components
〈
ξ
(2)
2 (ξ
(1)
2 ξ
(2)
0 )
∗
〉
which is
predicted in Fig. 3.14. The prediction is that three point correlation between
the subleading elliptic event plane, the mean pT fluctuations, and the leading
elliptic event plane defined by the Q2 vector, i.e.,
〈
ξ
(2)
2 δpTQ
∗
2
〉
√〈(δpT )2〉 〈|Q2|2〉 , (3.39)
changes rapidly from central to midperipheral collisions. This correlation
is analogous to the three plane correlations such as 〈V5(V2V3)∗〉 measured
previously [191].
In Sec. 3.7.3 the subleading directed and triangular flows were shown to
be a linear response to the radial excitations of the corresponding eccentricity
of the initial geometry. In these cases a generalized eccentricity εn{ρ(r)} with
an optimized radial weight (describing the radial excitation) provides a good
predictor for the subleading flows (Fig. 3.16 and 3.8).
Finally, in Sec. 3.7.4 we studied factorization breaking in v4 and v5. With
the comprehensive understanding of the fluctuations of v2 and v3 described
above, the corresponding fluctuations in v4 and v5 were naturally explained as
the nonlinear mixing of subleading v2 and v3 with their leading counterparts,
together with linear response to the quadrangular and pentagonal geometries
(see Fig. 3.17).
The study of the fluctuations in the harmonics spectrum presented here
shows the power of the principal component method in elucidating the physics
which drive the event-by-event flow. We hope that this motivates a compre-
hensive experimental program measuring the principal components and their
correlations for n = 0 − 5. Such an analysis would clarify the initial state
in typical and ultra-central events with unprecedented precision, and would
strongly constrain the dynamical response of the quark gluon plasma.
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Appendices
3.A List of figures
Here we present a comprehensive catalog of PCA plots for each harmonic
n = 0–5. Centrality dependence of flow magnitudes for n = 0, appearing
as Fig. 3.12 in the text above, is repeated here as Fig. 3.18(a), and anal-
ogous plots for other harmonics are given in Figs. 3.19(a)-3.23(a). The pT
dependence of normalized principal components for radial and elliptic flows
in central (0-5%) collisions shown in Figs. 3.11(a) and 3.13(a) are repro-
duced as Figs. 3.18(c) and 3.20(c) and complemented with Figs. 3.19(c) and
3.21(c)-3.23(c). Additionally, Figs. 3.18(b)-3.23(b) depict the same principal
components, but without normalization by average multiplicity 〈dN/dpT 〉.
Finally, in the paper we showed the Pearson correlation coefficients for the
subleading flows for each harmonic n = 0-5 in Figs. 3.11(b),3.14(a),3.16(a),
3.16(b), 3.17(a) and 3.17(b), while in this appendix we show results for both
leading and subleading flows in the series of figures Figs. 3.18(d)-3.23(d) and
Figs. 3.18(e)-3.23(e).
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Figure 3.18: Principal component analysis for n = 0 harmonic flow.
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Figure 3.19: Principal component analysis for n = 1 harmonic flow.
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Figure 3.20: Principal component analysis for n = 2 harmonic flow.
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Figure 3.21: Principal component analysis for n = 3 harmonic flow.
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Figure 3.22: Principal component analysis for n = 4 harmonic flow.
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Figure 3.23: Principal component analysis for n = 5 harmonic flow.
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Chapter 4
Equilibration in weakly coupled
effective kinetic theory
This chapter contains material published in
• L. Keegan, A. Kurkela, A. Mazeliauskas and D. Teaney, Initial condi-
tions for hydrodynamics from weakly coupled pre-equilibrium evolution
J. High Energ. Phys. 08, 171 (2016) [3]. Copyright (2016) by authors.
The discussion of the Green functions for the initial momentum perturba-
tions, i.e. the Appendix C of the original publication, was omitted here.
4.1 Introduction
Viscous relativistic hydrodynamics provides a remarkably detailed and phe-
nomenologically successful description of the expansion of the Quark Gluon
Plasma (QGP) in the ultra-relativistic heavy-ion collisions realized at the
BNL Relativistic Heavy Ion Collider (RHIC) and at the CERN Large Hadron
Collider (LHC) [66, 67, 75]. Hydrodynamics is an effective theory based on an
assumption that the medium is sufficiently close to local thermal equilibrium
that the full stress tensor can be expanded in gradients of the energy and
momentum densities [114]. However, due to the singular geometry of heavy
ion collisions, the gradients diverge at early times, and the hydrodynamic
approach does not apply during the initial stages of the evolution. Indeed,
hydrodynamic simulations start at some sufficiently late initialization time
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τinit ∼ 1 fm/c, when the gradient expansion becomes a useful approximation
scheme. The initial conditions for hydrodynamics at τinit are generally un-
known, and must be parametrized and fitted to data [205]. This procedure
often neglects any prethermal evolution, and limits the empirical determina-
tion of the transport coefficients of the QGP [173].
A useful prethermal model should smoothly and automatically approach
hydrodynamics. If this is the case, the combined pre-thermal and hydrody-
namic evolutions will be independent of the initialization time [70, 174, 175].
In most simulations the prethermal evolution is either completely neglected
[168], or modelled in a way that does not contain the correct physics to pro-
duce hydrodynamic flow [171–173]. In addition, in some models (such as the
successful IP-glasma model [171] motivated by parton saturation) the initial
conditions contain strong gradients which limit the effectiveness of the hy-
drodynamic derivative expansion [206, 207]. Different hydrodynamic codes
regulate these extreme initial conditions in different ad hoc ways, e.g. by
arbitrarily setting the shear stress tensor to zero when the hydrodynamics
is initialized. Again, these ambiguities limit the ability of hydrodynamic
simulations to determine the transport properties of the QGP.
In the limit of weak coupling αs  1 the approach to hydrodynamics,
or hydrodynamization, is described by an Effective Kinetic Theory (EKT)
[140], which takes into account the non-trivial in-medium dynamics of screen-
ing and the Landau-Pomeranchuk-Migdal suppression of collinear radiation.
In ref. [169] (which includes one of the authors), it was shown that the
EKT, starting with initial conditions motivated by the Color-Glass Con-
densate (CGC) saturation framework [90–94], reaches hydrodynamics in a
phenomenologically reasonable time scale of ∼ 10/Qs, where Qs is the (ad-
joint representation) saturation scale, which is estimated to be of order of
few GeV for central heavy-ion collisions at the LHC. This first calculation
used the EKT to monitor the equilibration of a uniform plasma of infinite
transverse extent during a Bjorken expansion.
Transverse gradients in the profile will initiate flow during the equilibra-
tion process. This preflow and the accompanying modifications of the initial
energy density profile will influence the subsequent hydrodynamic evolution.
The goal of the current paper is to use the EKT to precisely determine the
preflow and the components of the energy momentum tensor T µν(τinit,x⊥)
that should be used to initiate the hydrodynamic evolution for a given initial
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Figure 4.1: A typical entropy density profile (times τinit) for a single event
used as an initial condition in current hydrodynamic simulations at the LHC
for a 0-5% centrality class [1]. An event averaged initial condition is shown
by the dashed line. Often the initial flow velocity is set to zero. The different
scales are discussed in the text.
energy density profile. Although the kinetic theory calculation can be used
to match different models for the initial energy profile to hydrodynamics, the
weak coupling approximations made in the IP-glasma model lead naturally
to effective kinetic theory.
Fig. 4.1 shows a typical transverse (entropy) profile that is used in current
hydrodynamic simulations [1]. Clearly during the equilibration process the
profile will change and generate initial flow. The equilibration time, cτinit,
is short compared to the nuclear radius, R. For this reason the prether-
mal evolution is insensitive to the global collision geometry. Indeed, we may
decompose the transverse plane into causally disconnected patches of size
cτinit  R whose prethermal evolution can be separately determined. In
these patches, the global nuclear geometry determines a small gradient that
can be considered as a linear perturbation over a translationally invariant
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background. Thus, corrections to initial conditions for hydrodynamics from
the global geometry are of order cτinit/R [208]. In addition to the global
geometry, the initial energy density profile includes event-by-event fluctua-
tions at smaller scales set by the nucleon size Rp, which is comparable to
the causal horizon Rp ∼ cτinit. Event-by-event fluctuations at these length
scales are suppressed by 1/
√
Npart where Npart is the number of participating
nucleons in the event, Npart ∼ 100 − 300. Therefore, such fluctuations can
also be treated in a linearized way as fluctuations over a translationally in-
variant background. The structure of the initial profile at even smaller scales
is less well known, but in models based on CGC, one expects fluctuations to
subnuclear scales of order the saturation momentum, Q−1s ∼ 0.1 fm.
Finally, an important scale is set by the mean free path, which in a weakly
coupled theory is of order 1/λ2Teff for states not too far from equilibrium.
In practice, this length scale is comparable, though slightly shorter than
the causal horizon and the nucleon scales. Without the scale separation,
the medium prethermal response to initial perturbations in the transverse
plane can only be computed by a calculation within the EKT. Fortunately,
as discussed above linearized kinetic theory is sufficient to determine this
response.
To summarize, our strategy is to use linearized kinetic theory to follow the
hydrodynamization of energy perturbations on top of a far-from-equilibrium
Bjorken background with translational symmetry in the transverse directions.
This determines the stress tensor for hydrodynamics at the initialization time.
The length scales of relevance are the nuclear-geometry, the nucleonic scale,
the causal horizon cτinit, and the mean free path
R Rp ∼ cτinit ∼ 1
λ2Teff
. (4.1)
By linearizing the problem and solving for the response, we will determine
a Green function describing how an energy fluctuation at the earliest mo-
ments, τ ∼ 1/Qs, evolves during the equilibration process to the hydrody-
namic fields, i.e. the energy and momentum densities, δT 00(τinit,x⊥) and
δT 0i(τinit,x⊥) respectively. We will verify that the subsequent evolution is
described by second order hydrodynamics to certifiable precision.
In Sec. 4.2 we outline the linearized EKT, and study the linear response
of the EKT in equilibrium. In Sec. 4.3 we systematically study the approach
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to equilibrium of Fourier modes of specified k, starting with a far from equi-
librium initial state. In Sec. 4.4 we Fourier transform these results and de-
termine a coordinate space Green function which produces the appropriate
initial conditions for hydrodynamics at τinit when convolved with a specified
initial state. We also analyze the long wavelength limit of these Green func-
tions, making contact and providing additional insight into previous work on
preflow [208]. Finally, we discuss our conclusions in Sec. 4.5.
4.2 Linearized kinetic theory
4.2.1 Setup
At weak coupling the non-equilibrium evolution of the boost invariant color
and spin averaged gluon distribution function is described in terms of an
effective kinetic equation [140]
∂τfx⊥,p +
p
|p| · ∇x⊥fx⊥,p −
pz
τ
∂pzfx⊥,p = −C[fx⊥,p], (4.2)
where the effective collision kernel C[f ] incorporates the elastic 2 ↔ 2 and
inelastic 1 ↔ 2 processes as required for a leading order description in the
coupling constant λ = 4piαsNc, which is the only parameter of the EKT.
The kinetic theory is valid when the occupancies are perturbative λf  1
and when the relevant distance scales are larger than the typical Compton
wavelength of the particles ∆x & 〈p〉−1. The details of the scattering kernel
have been discussed in Refs. [140, 169, 170] and are briefly repeated here
in the Appendix 4.A. We use the isotropic screening approximation from
[169] which is leading order accurate for parametrically isotropic systems
PL/PT ≈ 1. (Here and below PL and PT denote the longitudinal and trans-
verse pressures.) In the current paper we will consider only gluonic degrees
of freedom and assume that the contribution of quarks is suppressed during
the pre-equilibrium evolution.1
1The initial far-from-equilibrium state is parametrically dominated by gluons. Once
the plasma has thermalized it should contain also fermionic degrees of freedom. However,
the production of fermions is suppressed by larger color factors CF /CA, and by Pauli
blocking factors (while scattering of gluons is Bose enchanced). It is therefore plausible
that the system hydrodynamizes before it is chemically equilibrated.
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Figure 4.2: The dispersion relation of sound modes with thermal background
from the EKT. The long wavelength modes are described by ideal hydrody-
namics with ω = csk and c
2
s = 1/3, and the approach to ideal hydrodynamics
is well described by 2nd order hydrodynamics. For modes with wave num-
bers larger than k & 0.4T , the dispersion relation differs significantly from
the hydrodynamic expectation.
We split the distribution function into a translationally symmetric back-
ground and a linearized perturbation with a wavenumber k⊥ in the transverse
plane
fx⊥,p = f¯p +
∫
d2k⊥
(2pi)2
A(k⊥)eik⊥·x⊥δfk⊥,p, (4.3)
where A(k⊥) characterizes the initial density profile. The kinetic equations
for the background and the (complex) fluctuation then read
(∂τ − pz
τ
∂pz)f¯p = −C[f¯ ], (4.4a)
(∂τ − pz
τ
∂pz +
ip⊥ · k⊥
p
)δfk⊥,p = −C[f¯ , δf ], (4.4b)
where C[f¯ , δf ] is the collision kernel linearized in δf (see Appendix 4.A for
details).
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4.2.2 Hydrodynamization close to equilibrium
Before studying the equilibration process, we will analyze the linear response
of the EKT close to equilibrium, corresponding to the τ →∞ limit of (4.4).
Our goal in this section is to determine at what wavenumbers (character-
ized by k/T ) linearized energy-momentum perturbations are described by
hydrodynamics for an equilibrated background.
The dispersion relation for the sound mode to second order in the hydro-
dynamic expansion reads [114]
ω = csk − i4
3
η
e+ p
k2 +
4
3
η
e+ p
(
csτpi − 2
3cs
η
e+ p
)
k3, (4.5)
where c2s = 1/3 for conformal equation of state and η, τpi, are known transport
coefficients at weak coupling [143, 209]. For λ = 10 (corresponding to αs ≈
0.26) the hydrodynamic coefficients read η/s = 0.62, τpi = 5.1η/sT , and
λ1 = 0.8ητpi. We will quantify at what numerical values of k/T the corrections
to (4.5) become sizeable.
To this end, the kinetic theory is initiated in local thermal equilibrium
with a spatially varying temperature, T (x) = T+δTeik⊥·x⊥ , and correspond-
ing phase space distribution
δf
(1)
k⊥,p = −
δT
T
p ∂pf¯p, and f¯p =
1
ep/T − 1 . (4.6)
Gradients in the energy density drive momentum perturbations in due course,
and the frequency of the subsequent (damped) oscillations determines the
real part of the dispersion relation. Numerically, we obtained the oscillation
frequency by measuring the time interval between the successive nodes.
The results for various k/T are depicted in Fig. 4.2 for λ = 10. We
see that at small k, k/T . 0.1, the dispersion relation is well described
by the c2s = 1/3 result of ideal hydrodynamics, and the approach to ideal
hydrodynamics is described by the 2nd order corrections of (4.5) (note that
the real part of the frequency does not get a first order correction). Indeed,
for k/T . 0.4, the second order hydrodynamic theory matches well with the
EKT.
At higher values of k/T , the EKT finally saturates at ω = k in contrast
to the strict (unresummed) second order hydrodynamics. For λ = 10 this
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happens only at rather large values of k, k > T . For these wavenumbers, the
wavelength of the perturbation is comparable to the typical gluon Comp-
ton wavelength, and the linear response of the system cannot be reliably
computed with kinetic theory in this regime.
We conclude that for λ = 10, the smallest scales that hydrodynamize have
k ∼ 0.4T . Varying the value of λ < 10 (not shown), we find that the scale
where hydrodynamics breaks downs tracks the shear viscosity, k ∼ 0.4 [η(λ =
10)/η(λ)]T with varying λ. Note that for smaller λ, the saturation to ω ∼ k
can take place within the regime of validity of the effective theory.
4.3 Hydrodynamization of fluctuations far from
equilibrium
We now move on to study the hydrodynamization of spatially dependent
fluctuations on top of a far-from-equilibrium boost invariant background.
As discussed in [169, 210–212], at very early times τ . Q−1s the far-from-
equilibrium gluonic system in the midrapidity region is parametrically over-
occupied λf ∼ 1, and the dynamics is described with coherent classical gauge
fields rather than with particles. This part of the evolution is characterized
by negative values of the longitudinal pressure PL, which is a result of the
coherence of the approximately boost invariant fields. However, classical
numerical simulations [94, 212] (as well as analytical series solutions to the
classical equations of motion [213, 214]) show that in a timescale Qsτ ∼ 1,
the coherence is lost, the longitudinal pressure approaches zero PL ∼ 0, and
the occupancies become perturbative [99, 100, 215, 216]. At this point the
system may be passed to the EKT [169, 217–219].
Following [169], we take as our initial condition at τ0 = 1/Qs a parametriza-
tion
f(pz, p⊥) =
2
λ
Af0(pzξ/p0, p⊥/p0), (4.7)
f0(pˆz, pˆ⊥) =
1√
pˆ2⊥ + pˆ2z
e−2(pˆ
2
⊥+pˆ
2
z)/3, (4.8)
where p0 = 1.8Qs, ξ = 10, and λ = 10. The parameters p0 and ξ are
motivated by classical simulations where
√〈p2T 〉 ≈ 1.8Qs and 〈p2z〉  〈p2T 〉.
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The amplitude, A, is adjusted so that energy per rapidity
τ0e(τ0) = τ0νg
∫
d3p
(2pi)3
|p| f(pz, p⊥) , (4.9)
matches the results of classical simulations [94], where
τ0e(τ0) ' 0.358 τ0νgQ
4
s
λ
. (4.10)
Here νg = 2dA = 16 is the number of gluonic degrees of freedom. With these
parameters, the number of gluons and the mean pT in the EKT at τ0 are
dN
d2x⊥dy
=0.232
νgQ
2
s
λ
,
√
〈p2T 〉 = 1.8Qs, (4.11)
which roughly matches the classical Yang-Mills simulations.
We will follow response to the specific initial perturbations of these initial
conditions describing energy density fluctuations in the transverse plane
δf
(1)
k⊥,p(τ0) = −
δQs
Qs
p ∂pf¯p, (4.12)
which results from varying the saturation scale in (4.7), Qs(x⊥) ∼ Qs +
δQse
ik⊥·x⊥ .
Without loss of generality, we can choose the wave vector kˆ⊥ = (k, 0) to
point in x-direction. Then at any time, the energy and momentum pertur-
bations are defined as
δe(τ, k) ≡ δT 00 = νg
∫
d3p
(2pi)3
p0δf, (4.13)
gx(τ, k) ≡ δT 0x = νg
∫
d3p
(2pi)3
pxδf, (4.14)
and their evolution is governed by the linearized conservation equations
∂τe(τ) = −e(τ) + T
zz(τ)
τ
, (4.15a)
∂τδe(τ, k) + ikg
x(τ, k) = −δe(τ, k) + δT
zz(τ, k)
τ
, (4.15b)
∂τg
x(τ, k) + ikδT xx(τ, k) = −g
x(τ, k)
τ
, (4.15c)
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Figure 4.3: (a) A comparison of the relevant combination e(τ) + T zz(τ) for
the kinetic theory background with the hydrodynamic constitutive equations
of (4.16a). (b) The background effective temperature as obtained from the
Landau matching condition e = νg
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(fitted at asymptotic late times) is shown for comparison, Eq. (4.21). The
scales in physical units correspond to Qs = 1.4 GeV which yields the entropy
required by hydrodynamic simulations (see text).
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where δT µν is the energy-momentum tensor perturbation caused by δf . If
the system is described by hydrodynamics then T zz, δT zz and δT xx are deter-
mined through the constitutive equations by the first moments of the particle
distribution function e, δe and gx. For conformal second order viscous hy-
drodynamics these relations are
T zz(τ) =
1
3
e− 4
3
η
τ
− 8
9
τpiη − λ1
τ 2
, (4.16a)
δT xx(τ, k) =
δe(τ, k)
e
[
1
3
e+
1
3
ητpik
2 +
1
2τ
η − 2 (λ1 − ητpi)
9τ 2
]
− ikg
x(τ, k)
e
[
η − 1
τ
(
η2
2e
+
ητpi
2
− 2
3
λ1
)]
(4.16b)
δT zz(τ, k) =
δe(τ, k)
e
[
1
3
e− 1
6
ητpik
2 − 1
τ
η +
4 (λ1 − ητpi)
9τ 2
]
+ i
kgx(τ, k)
e
[
1
2
η − 1
τ
(
η2
4e
+
2
3
λ1
)]
, (4.16c)
where the constitutive equations for ideal (or first order viscous) hydrody-
namics can be recovered by setting η = τpi = λ1 = 0 (or τpi = λ1 = 0).
4.3.1 Evolution of the background energy density
Before studying the perturbations, we will study the equilibration of the back-
ground energy density, elaborating on the original study [169]. In Fig. 4.3(a)
we compare the energy momentum tensor combination e + T zz in the ki-
netic theory simulation to the constitutive equation, (4.16a). The e + T zz
combination is motivated by the conservation law in (4.15a).
At early times the system evolves approximately according to free stream-
ing2, with T zz ∼ 0 and e ∝ τ−1. As already noticed in [169], the constitutive
equations give an increasingly accurate description of the EKT stress tensor
as a function of time. While the ideal constitutive equations are rather far
from the EKT at all relevant times, the viscous and 2nd order equations
2During this part of the evolution, the system evolves according to the nonthermal
attractors discussed in e.g. [99, 100, 169, 216]. The nonthermal attractors are characterized
by T zz  e, and for the current discussion the fine details of the attractor are irrelevant,
and the evolution resembles that of free streaming.
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quickly converge to the EKT. Note that an accidental (approximate) cancel-
lation of λ1−ητpi makes the second order correction anomalously small [199],
and only at rather late times after non-hydrodynamic modes have almost
completely decayed does second order hydrodynamics finally improve the
first order result (not shown). By times Qsτ = {10, 20}, the viscous consti-
tutive equations agree with the EKT within {10%, 2%}.
It is noteworthy that the EKT interpolates smoothly between the free
streaming and viscous hydrodynamic evolutions without an extended period
during which the evolution is not approximately described by one or the
other approximation scheme. At Qsτ=10 the evolution is somewhat closer
to free streaming, and using hydrodynamics at this point is a rough, though
perhaps acceptable, approximation. At Qsτ=20 hydrodynamics is a better
approximation, but at this time the causal horizon is becoming comparable
to the nuclear radius.
Given the agreement with the constitutive equations, one can use the
hydrodynamic equations to propagate the system forward in time. At late
times ideal hydrodynamics is valid, and the entropy per area per rapidity
approaches a constant
lim
τ→∞
τs(τ) ≡ νgΛ
2
s
λ
. (4.17)
(Here the Λs parametrization is motivated by the scaling of the initial multi-
plicity with the saturation scale in (4.10).) Dimensional reasoning indicates
that Λ2s is proportional to Q
2
s. Taking the data presented in Fig. 4.3(a) we
may extrapolate τ →∞ to determine the proportionality coefficient
Λ2s = 1.95Q
2
s. (4.18)
Here we have used the ideal equation of state to convert energy density to
entropy density. Since the entropy per gluon of an ideal gluon gas is 3.6,
(4.18) implies the asymptotic number of gluons per area per rapidity is more
than a factor of two larger than the input number of gluons at τ0
dN
d2x⊥dη
∣∣∣∣
τ→∞
= 2.33
dN
d2x⊥dη
∣∣∣∣
τ=τ0
. (4.19)
At Qsτ = {10, 20} the entropy and gluon multiplicity have reached only
{72, 82}% of their asymptotic values, corresponding to gluon multiplication
factors of {1.6, 1.9} respectively.
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Finally, let us make phenomenological contact with more complete hy-
drodynamic simulations of heavy ion collisions, and estimate the saturation
momentum required by phenomenology. The initial entropy in hydrody-
namics is normally adjusted to reproduce the mean multiplicity. Using the
computer code from one such hydrodynamic simulation at the LHC [1], we
computed the average entropy per area at the hydrodynamic initialization
time3
〈τinits(τinit)〉 = 4.13 GeV2. (4.20)
Entropy production during the subsequent hydrodynamic evolution is small,
approximately 15%, and therefore this constant is approximately indepen-
dent of the initialization time. With Eqs. (4.17) and (4.18), setting Qs '
1.4 GeV in the EKT will roughly reproduce the entropy in hydrodynamic
simulations provided the system is passed to hydrodynamics at Qsτ = 10
where the entropy in the EKT has reached 70% of its asymptotic value in
(4.17).
In Fig. 4.3(b) we present the time evolution of the effective temperature
(determined from the energy density and the equation of state) in physical
units for Qs ' 1.4 GeV. Its time dependence at late times is well described
by first order viscous hydrodynamics with the asymptotic value
lim
τ→∞
(
T +
2
3
η
sτ
)
τ 1/3 = 0.763Q2/3s . (4.21)
The temperature at Qsτ=10 is T ' 430 MeV, or close to three times the
pseudo-critical temperature. At these temperatures, modern weakly coupled
techniques can be expected to work reasonably, justifying our approximation
scheme. Similarly, with this value of Qs an initialization time of Qsτ ' 10
corresponds to τinit ' 1.4 fm. The elliptic and triangular flows in central
events develop on a later time scale, of order R/cs ∼ 8 fm, and therefore an
initialization time of this order may be acceptable. A more complete study
including fermions will be needed to definitively answer this question.
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00(τ0)). Long wavelengths with k . 0.1T are described
by the hydrodynamics at approximately the same time as the background
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4.3.2 Evolution of the perturbations
We now move on to describe the evolution of the linearized energy density
perturbations on top of the thermalizing non-equilibrium background. We
start with the initial condition of (4.12) with different values of k/Qs. In
figures 4.4(a)-(d) we show xx-component of perturbation energy momentum
tensor δT xx compared with ideal, viscous, and second order hydrodynamic
constitutive equations of Eq. (4.16b). The lines have been normalized by the
background energy density T 00(τ), so that any observed damping is due to
nontrivial dynamics associated to the spatial inhomogeneity.
We consider fixed values of k/Qs, which do not correspond to fixed values
of k/T , as the effective temperature is changing due to the expansion (see
Fig. 4.4). For very large wavelengths with k/Qs = 0.01, we observe that
while ideal constitutive equations have rather large corrections, these are
well accounted for by the viscous and 2nd order equations, roughly at the
same time as the background constitutive equation is satisfied, i.e. at times
after τ ∼ 10/Qs. Determining the temperature of the background from
Landau matching condition T 4 = νg
pi2
30
e (see Fig. 4.3 (right)), we find that at
times τ = {10, 20}/Qs, the wavelength k = 0.01Qs in units of temperature
T = {0.31, 0.26}Qs is k/T (τ) = {0.032, 0.039}. As discussed in Sec. 4.2.2
and in Fig. 4.2 these values of k/T are accurately described by second order
hydrodynamics.
We see that even for larger k/Qs = {0.1, 0.2, 0.4} the hydrodynamic con-
stitutive relations are approximately fulfilled when the background has hy-
drodynamized around τ ∼ 10/Qs. However, larger values of k/Q correspond
to larger values of k/T , and even at late times there are corrections to the
constitutive equations. While these corrections are moderate for k/Qs = 0.2
for which k/T (τ = 10/Qs) ≈ 0.6, they remain O(1) for k/Qs = 0.4. It is
therefore questionable whether it is justifiable to pass these short scales to
hydrodynamic description at any time.
3Specifically, for the event-by-event hydro code described in ref. [1] we first created a
smooth entropy density profile, s(x⊥), by averaging over events for a 0-5% centrality class,
b = [0, 3.3] fm. This average is shown in Fig. 4.1. We then computed a single averaged
entropy density by averaging s(x⊥) with s(x⊥) as a radial weight.
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4.4 A Green function for hydrodynamics
We now move on to describe how the response to the linearized perturbations
in EKT can be used in a hydrodynamic simulations to encapsulate the far-
from-equilibrium dynamics of transverse perturbations during the time scales
between τ ∼ 1/Qs and {10, 20}/Qs.
In order to construct the initial state for hydrodynamics at τinit from
a given geometry at τ0, the linear response of the components of T
µν to
the initial perturbation are needed. The constitutive relations reduce the
number of independent components of the energy momentum tensor, so it
suffices to specify only δT 00 and δT 0x. Fig. 4.5(a) displays the energy and
momentum response functions (E˜(k; τ, τ0) and G˜(k; τ, τ0) respectively) to an
initial energy perturbation δe(τ0, k) in k-space
δe(τ, k)
e(τ)
≡ E˜(k; τ, τ0)δe(τ0, k)
e(τ0)
, (4.22)
gx(τ, k)
e(τ)
≡ −iG˜(k; τ, τ0)δe(τ0, k)
e(τ0)
. (4.23)
The results are presented at two suggested initial times τinit = {10, 20}/Qs.
We will analyze the response functions at asymptotically small k and in
coordinate space in the next two subsections.
4.4.1 The kinetic theory response at asymptotically
small k
The most important contribution to the flow arises from the average nuclear
geometry, which is smooth on spatial scales of order cτinit. For this reason
the flow due to the average geometry is determined by the k → 0 limit of
the response functions. This section will provide an analytic understanding
of this limit, i.e. the intercept of E˜(k; τ, τ0) and the slope of G˜(k; τ, τ0) in
Fig. 4.5.
First, we will determine how the long wavelength energy perturbations in
the transverse plane change as a function of time. Returning to the conser-
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Figure 4.5: Normalized linear response functions in k-domain [Eqs. (4.22)
and (4.23)] for the initial energy perturbation (a) at Qsτ = 10 and (b) at
Qsτ = 20 .
vation equations, (4.15a) and (4.15b), and setting k = 0, we have
∂τe(τ) = −e(τ) + T
zz(τ)
τ
, (4.24)
∂τδe(τ) = −δe(τ) + δT
zz(τ)
τ
. (4.25)
From these equations the fractional perturbations in the transverse plane
δe/e remain constant in time in the free streaming limit (where T zz and δT zz
are zero), and in the hydrodynamic limit (where T zz and δT zz are one third
e and δe). Outside of these limits δe/e is not constant in time.
However, a constant of the motion at k = 0 can be constructed whenever
the hydrodynamic gradient expansion is applicable. Indeed, by dimensional
analysis, an all order constitutive equation at k = 0 must take the following
form
T zz = ef(e1/4τ), (4.26)
where f(x) is an order one function and δT zz = ∂eT
zzδe. Then straightfor-
ward steps show that to all orders in the gradient expansion
lim
k→0
δe(τ, k)
3e− T zz = const. (4.27)
99
0.85
0.90
0.95
1.00
1.05
1 10 100 1000
8
9
τQs
δe/(e+T xx) / init. val.
δe/e / init. val.
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
1 2 3 4 5 6 7 8 9 10
vx
(τ
)
/
[−
∂x
e/
(e
+
T
xx
)]
τQs
vx(τ) / [−∂ xe/(e+T xx)]
1
2(τ− τ0)
1st order hydro
Figure 4.6: (a) Normalized energy perturbation versus time in the (asymp-
totically) small k limit. 8/9 is the change in (e+T xx)/e between free stream-
ing and ideal hydrodynamic limits (see (4.29)). (b) The velocity perturbation
versus time in the (asymptotically) small k limit scaled by −∂xe/(e + T xx)
(see (4.34)). The result is compared to 1
2
(τ − τ0) (see also ref. [208]) and first
order hydrodynamics.
For conformally invariant theories with T xx=T yy this can be written as
lim
k→0
δe(τ, k)
e+ T xx
= const. (4.28)
In Fig. 4.6(a) we present the time evolution of δe/e and δe/(e + T xx)
relative to their initial values. For our initial conditions δe/(e+T xx) remains
very nearly constant throughout the entire evolution. Using this result, the
change in δe/e can be determined by the ratio of (e + T xx)/e at the initial
and final times, when T xx is approximately e/2 and e/3 respectively. This
reasoning leads to an asymptotic relation between the initial and final energy
perturbations
lim
τ→∞
δe(τ)
e(τ)
=
8
9
δe(τ0)
e(τ0)
, (4.29)
which is shown in Fig. 4.6(a).
Next, we will determine the velocity at (asymptotically) small k as a func-
tion of time from the pre-thermal evolution. From the conservation equations
for perturbations, Eqs. (4.15b) and (4.15c), the momentum perturbations at
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small k satisfy
∂τ
(
τgx
ik
+
1
2
δeτ 2
)
= −τ
2
(
2δT xx + δT zz − δT 00) . (4.30)
For conformal theories with δT xx=δT yy the right hand side of (4.30) is zero
and
τgx
ik
+
1
2
δeτ 2 = const. (4.31)
At late times and in coordinate space this condition reads
T 0x(τ)
T 00(τ)
= −1
2
τ
∂xT
00(τ)
T 00(τ)
, (4.32)
which was first noted in [208]. Here we have shown that this relation is a
consequence of conformal symmetry (see also [208]) and the small k limit.
Using (4.31) and the definition gx = (e+T xx)vx, the velocity as a function
of time is given by
vx
ik
= −τ
2
δe
e+ T xx
(
1− δe(τ0)τ
2
0
δe(τ)τ 2
)
. (4.33)
Thus, after a brief transient period of order τ0, the velocity is directly pro-
portional to time
vx =
τ
2
( −∂xe(τ,x)
e(τ) + T xx(τ)
)
,
−∂xe(τ,x)
e(τ) + T xx(τ)
= const. (4.34)
In Fig. 4.6(b) we compare the growth of the velocity with time given by
(4.33) with a simple estimate based on (4.34). The simple estimate does a
remarkably good job for all times.
4.4.2 Response in coordinate space
To construct the initial conditions for hydrodynamics with the correct prether-
mal evolution, we determine the Green functions E(|x|; τ, τ0) and G(|x|; τ, τ0)
which convert the initial profile of energy perturbations δe(τ0,x) to the re-
quired energy and momentum fluctuations at thermalization time
δe(τ,x)
e(τ)
=
∫
d2x′
δe(τ0,x
′)
e(τ0)
E(|x− x′|; τ, τ0), (4.35a)
gi(τ,x)
e(τ)
=
∫
d2x′
δe(τ0,x
′)
e(τ0)
(x− x′)i
|x− x′| G(|x− x
′|; τ, τ0). (4.35b)
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Figure 4.7: (top) Energy and (bottom) momentum Green functions,
Eq. (4.35), for initial energy perturbation in coordinate space at (left)
Qsτ = 10 and (right) Qsτ = 20.
Currently hydrodynamic simulations often smooth the initial conditions be-
fore starting the hydrodynamic evolution by convolving the energy density
with a Gaussian4. In contrast, Eq. (4.35) smooths the initial conditions and
generates pre-flow in a physical way, and provides an attractive alternative
to this ad hoc procedure.
The EKT is applicable for distance scales that are larger than the Comp-
ton wavelength of the particles ∼ 1/Qs. This limits the accuracy of the Green
4See ref. [207] for a current discussion of the observables that are influenced by this
arbitrary regulator.
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function in spatial domain that can be reached in a computation based on
kinetic theory. In order to fold this uncertainty into our result, we regulate
our Green function by convoluting with a Gaussian weight, e−r
2/2σ2/(2piσ2),
with r = |x|, and with a width of the order of the initial Compton wave-
length σQs = 0.7. In momentum space this corresponds to suppressing the
large k contributions by an exponential envelope exp(−σ2k2/2)
E(|x|; τ, τ0) =
∫
d2k
(2pi)2
eik·xe−σ
2k2/2E(|k|; τ, τ0), (4.36)
G(|x|; τ, τ0) =
∫
d2k
(2pi)2
(−ikˆ · xˆ)eik·xe−σ2k2/2G(|k|; τ, τ0). (4.37)
The regulated Green functions are shown in Fig. 4.7 at the initialization times
τinitQs = {10, 20} (for details of the Fourier transform see Appendix 4.B.) At
τQs = 10 the system has spent a significant proportion of the total evolution
time with small longitudinal pressure T zz ≈ 0, and therefore the resulting
response is similar to the free streaming prediction (see Appendix 4.B). How-
ever, the Green function in Fig. 4.7(a) is peaked for r<c|τ − τ0|, suggesting
a slight deflection from the free streaming trajectory. Additionally, the en-
ergy perturbation is negative at small r, which is indicative of a nascent
approach to hydrodynamics. At later times, such as Qsτ = 20 in Fig. 4.7(b),
these differences become more pronounced. Similar features are visible in
the momentum response to an initial energy perturbation shown Fig. 4.7(c)
and (d). Finally, in Fig. 4.8 we show the Green functions at later times
Qsτ = 50 and Qsτ = 500, and compare to linearized second order hydro-
dynamics (Eqs. (4.15) and (4.16)) with initial conditions taken from the
Qsτ = {10, 20} results. Between Qsτ=20 and Qsτ=50, the hydrodynamics
overdamps the high k modes (see also [220]), and the response is broader
than the predictions of kinetic theory. However, these Green functions will
be convolved with the initial conditions, and thus the resulting hydrody-
namic initial state is mostly sensitive to the first moments of these kernels.
The moments of the EKT and hydro kernels are determined by the small
k behaviour of the response functions, which agree to a few percent (not
shown). At later times Qsτ = 500, the response is largely determined by
Fourier modes in the hydrodynamic regime k . 0.1Qs, and the EKT and
hydro kernels are visually similar.
To summarize, the hydrodynamic evolution sets in early at rather large
anisotropies, and the hydrodynamic constitutive equations are approximately
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Figure 4.8: Energy Green functions for initial energy perturbations in coor-
dinate space at late times (a) Qsτ = 50 and (b) Qsτ = 500. The results
are compared to linearized second order hydrodynamics (Eqs. (4.15) and
(4.16)), with the initial conditions obtained from kinetic theory at Qsτ=10
and Qsτ=20 (see Fig. 4.5).
satisfied as soon as the T zz starts to significantly deviate from the free stream-
ing expectation, T zz ≈ 0. For this reason the time interval when the evolution
is not described by free streaming or hydrodynamics is comparatively brief
(see Fig. 4.3(a)), and as hydrodynamics becomes marginally applicable at
Qsτinit ∼ 10, the Green function closely resembles the free streaming result.
Therefore, an approach where the evolution is described by free streaming
until τinit seems well motivated [172, 173], provided that the correct value of
τinit is used. However, such an ad hoc approach does not account for some
of the qualitative details of the Green function, such as the depletion of the
energy density in the interior region.
4.5 Discussion
In this paper, we have provided a bridge between the far-from-equilibrium ini-
tial conditions of heavy-ion collisions and hydrodynamized plasma. Our main
result is the coordinate space Green functions (see Eq. (4.35) and Fig. 4.7),
which can be used to filter the pre-equilibrium energy density to find the
full energy-momentum tensor for hydrodynamics at the initialization time.
104
The procedure can be implemented in complete hydrodynamic simulations,
removing one source of uncertainty. Perhaps more importantly, the approxi-
mations in the EKT are compatible with the IP-Glasma setup, and thus the
whole evolution from saturated nuclei to hydrodynamics can be comprehen-
sively modelled within a perturbatively controlled framework.
We provide the coordinate space Green functions at two different sug-
gested initialization times, Qsτinit = {10, 20}. At the earlier initialization
time, Qsτinit = 10, there are significant (though bearable) corrections to the
constitutive relations due to non-hydrodynamic modes (see Fig. 4.3(a) and
Fig. 4.4). By Qsτinit = 20 the constitutive relations at small k are well sat-
isfied, and the subsequent evolution is reasonably captured by second order
hydrodynamics5 (see Fig. 4.8). The approximate overlap of the two 2nd or-
der viscous lines in Fig. 4.8, which correspond to initializing the hydro at
τinitQs = {10, 20}, demonstrates that the subsequent hydrodynamical evo-
lution is indeed rather insensitive to the initialization time. In Sec. 4.4 we
examined the (asymptotically) small k limit of the Green functions, and con-
firmed (and clarified) a preflow estimate by Vredevoogd and Pratt [208] (see
Fig. 4.6).
The hydrodynamics that the EKT follows is characterized by the weak
coupling value of η/s ≈ 0.62 [143], which is significantly higher than the
AdS/CFT result η/s ' 0.08 [221], and current phenomenological estimates,
which assume that η/s is independent of the temperature. Recent analyses
have relaxed the temperature independence of η/s, and shown that the value
of η/s at higher temperatures T ∼ 3Tc is poorly constrained by data [168].
Since it is the high temperature regime that is most relevant for the transition
to hydrodynamics, we believe that the current kinetic theory results for the
initial stages can be consistent with hydro phenomenology, provided η/s
decreases towards the strong coupling result as the system cools towards Tc.
Nevertheless, to apply our results to a hydro simulation with lower vis-
cosity than the perturbative expectation, we note that the two initializa-
tion times τinitQs = {10, 20} correspond in units of the hydro parameters to
τinit = {.99, 1.6}τpi or Tinitτinit/(4piη/s) = {0.4, 0.7}. The scaled times τ/τpi or
5When examining Fig. 4.8, one must remember that the full Green functions will be
convolved with the initial conditions, and thus the response of the system is mostly sensi-
tive to the first moments of the kernels in Fig. 4.8. The first EKT moments (i.e. the small
k behavior of the response) agree with the hydrodynamics to the percent level.
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τT/(4piη/s) can be used to initialize simulations when the transport coeffi-
cients differ. Such an approach is supported by the reasonably good scaling
properties of the hydrodynamization times and prethermal evolution as func-
tion of the coupling constant when expressed in terms of the hydrodynamic
variables [169, 170].
Although our EKT description can be further improved by inclusion of
fermionic degrees of freedom and by improving the connection to the early
classical evolution, we believe that it already provides a physically sound
picture of the approach to hydrodynamics and can be used to initialize all
components of the energy-momentum tensor for subsequent hydrodynamic
evolution. This eliminates a source of uncertainty in current simulations,
and provides a satisfyingly complete description of the early time evolution
in heavy ion collisions.
Microscopic initial state models like IP-Glasma also produce a non zero
initial transverse flow at early times τo ∼ 1/Qs, which should be propagated
by EKT response functions analogous to Eq. (4.35). Then in linear response
theory the energy and momentum flow at hydrodynamization time τinit is a
linear combination of contributions from initial energy and momentum per-
turbations. The demonstration of a smooth connection between initial con-
ditions and hydrodynamics with kinetic theory pre-equilibrium in a realistic
heavy ion simulation will appear in the follow up publication.
Appendices
4.A Collision kernel
In this appendix we provide additional details on the collision kernels used in
(4.4). The collision kernel for the uniform background contains terms arising
from elastic 2↔ 2 scatterings and inelastic 1↔ 2 collinear splittings
C[f ] = C2↔2[f ] + C1↔2[f ]. (4.38)
The two collision terms read [140, 169, 170]
C2↔2[f ](p) = 1
4|p|νg
∫
d3k
2k(2pi)3
d3p′
2p′(2pi)3
d3k′
2k′(2pi)3
|M(p,k; p′,k′)|2(2pi)4δ(4)(P +K − P ′ −K ′)
× {fpfk[1 + fp′ ][1 + fk′ ]− fp′fk′ [1 + fp][1 + fk]} (4.39)
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and
C1↔2[f ](p) = (2pi)
3
2|p|2νg
∫ ∞
0
dp′dk′ δ(|p| − p′ − k′)γ(p; p′pˆ, k′pˆ)× {fp[1 + fp′pˆ][1 + fk′pˆ]− fp′pˆfk′pˆ[1 + fp]}
+
(2pi)3
|p|2νg
∫ ∞
0
dp′dk δ(|p|+ k − p′)γ(p′pˆ; p, kpˆ)× {fpfkpˆ[1 + fp′pˆ]− fp′pˆ[1 + fp][1 + fkpˆ]},
(4.40)
where pˆ is the unit vector parallel to p, and capital letters denote null 4-
vectors, i.e. P 0 ≡ |p|. The effective elastic |M|2 and inelastic γ scatter-
ing matrix elements contain non-trivial structures arising from the soft and
collinear divergences, which are dynamically regulated by the in-medium
physics.
For the most of kinematics the effective elastic scattering element is given
by6
|M|2 = 2λ2νg
(
9 +
(s− t)2
u2
+
(u− s)2
t2
+
(t− u)2
s2
)
. (4.41)
For a soft gluon exchange with the momentum transfer q = |p′ − p| in t-
channel (or q = |p′ − k| in u-channel) the collision matrix is proportional to
∝ 1/(q2)2, and thus suffers from a soft Coulomb divergence. It is regulated
by replacing
q2t→ (q2 + 2ξ20m2)t, (4.42)
in the denominators of divergent terms (similarly for the u-channel). Here
m2 is the thermal asymptotic mass of the gluon defined as
m2 = 2λ
∫
d3p
(2pi)3
fp
|p| . (4.43)
The coefficient ξ0 = e
5/6/
√
8 is fixed so that the matrix element reproduces
the drag and momentum diffusion properties of soft scattering at leading
order for isotropic distributions fp [219].
The effective splitting kernel reads
γ(ppˆ; p′pˆ, k′pˆ) =
p4 + p′4 + k′4
p3p′3k′3
νgλ
8(2pi)4
∫
d2h
(2pi)2
2h · ReF, (4.44)
6 Equations Eq. (4.41) and Eq. (4.45) have some minor typos corrected compared to
refs. [169, 170].
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where the equation for F accounts for splitting due to multiple scatterings
with transverse momentum exchange q, and momentum non-collinearity
2h =iδE(h)F(h) +
λT∗
2
∫
d2q⊥
(2pi)2
A(q⊥) (4.45)
×
[
3F(h)− F(h− p′q⊥)− F(h− k′q⊥)− F(h + pq⊥)
]
.
with T∗ = λm2
∫
d3p
(2pi)3
fp(1 + fp), and δE = m
2/2p′ + m2/2k′ − m2/2p +
h2/2pk′p′. In the isotropic screening approximation
A(q⊥) =
(
1
q2⊥
− 1
q2⊥ + 2m2
)
. (4.46)
Both m2 and T∗ are self-consistently evaluated at each time step.
The linearized collision kernels are obtained trivially by replacing f →
f¯ + δf in the integrands of 4.39 and 4.40 and linearizing in δf . In addition
one has to take into account the linear variation of the thermal mass δm2 and
the effective temperature δT∗ in the scattering matrix elements Eqs. (4.41)
and (4.44)
δm2 = 2λ
∫
d3p
(2pi)3
δfp
|p| , (4.47)
δT∗ =
λ
m2
∫
d3p
(2pi)3
δfp(1 + 2fp)− δm
2
m2
T∗. (4.48)
where m2 and T∗ are evaluated from the unperturbed background distribu-
tion.
4.B Fourier transform of Green functions
Here we provide details of performing Fourier transforms in Eqs. (4.36) and
(4.37) to obtain spatial Green functions shown in Figs. 4.7 and 4.8. The
two dimensional Fourier transforms can be straightforwardly reduced to one
dimensional Hankel transforms
E(|x|; τ, τ0) =
∫ ∞
0
dk
2pi
kE˜(k; τ, τ0)e
−σ2k2/2J0(k|x|), (4.49)
G(|x|; τ, τ0) =
∫ ∞
0
dk
2pi
kG˜(k; τ, τ0)e
−σ2k2/2J1(k|x|). (4.50)
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Integrals in Eqs. (4.49) and (4.50) were done numerically by using cubic inter-
polation for E˜ and G˜ within the available range of wavenumbers k ∈ [0, 4]Qs
To avoid the oscillatory behaviour due to a sharp k cut-off at k = 4Qs,
we extrapolated the Green functions until the Gaussian envelope e−σ
2k2/2
smoothly cuts off the integral. For extrapolation at large k we used func-
tional forms motivated by free streaming results: C0J0(v0|k|(τ − τ0)) and
C1J1(v1|k|(τ − τ0)), where coefficients Ci and vi were fitted to match the
oscillatory behaviour of Green functions at the largest available k. For
Qsτ = {10, 20, 50} we used Qsσ = 0.7 for the envelope corresponding roughly
to the smallest scales the EKT can resolve. For Qsτ = 500, perturbations
with large wavenumbers were sufficiently suppressed by EKT evolution that
no extrapolation was necessary.
For early times and large values of k the collision terms in the Boltzmann
equation (4.4) can be neglected and the system is freely streaming. For
particle distributions that are highly anisotropic in z direction (PL  PT ),
but isotropic in xy-plane, energy perturbations are propagating in circular
wavefronts at the velocity v of constituent particles (for massless gluons v =
c). In such free streaming evolution energy perturbations at time τ and
position x are equal to the average of energy perturbations at τ0 on a circle
|x−x′| = c|τ − τ0|[173]. Thus, free streaming Green functions in coordinate
space are
E(|x|; τ, τ0) = G(|x|; τ, τ0) = 1
2pi|x|δ(|τ − τ0| − |x|). (4.51)
Free streaming Green functions shown in Fig. 4.7 were also folded in with a
Gaussian regulator as discussed above.
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Chapter 5
Non-linear noise corrections in
Bjorken expansion
The following sections of this chapter are near verbatim reproduction of
• Y. Akamatsu, A. Mazeliauskas and D. Teaney, A kinetic regime of
hydrodynamic fluctuations and long time tails for a Bjorken expansion
Phys. Rev. C95, 014909 (2017) [4]. Copyright (2017) by the American
Physical Society
5.1 Introduction
5.1.1 Overview
The purpose of the current paper is to develop a set of kinetic equations
for hydrodynamic fluctuations, and to use these kinetic equations to study
corrections to Bjorken flow arising from thermal fluctuations. The specific
test case of Bjorken flow (which is a hydrodynamic model for the longi-
tudinal expansion of a nucleus-nucleus collision [77]) is motivated by the
experimental program of ultra-relativistic heavy-ion collisions at RHIC and
the LHC. Detailed measurements of two particle correlation functions have
provided overwhelming evidence that the evolution of the excited nuclear
material is remarkably well described by the hydrodynamics of the Quark
Gluon Plasma (QGP) with a small shear viscosity to entropy ratio of order
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η/s ∼ 2/4pi [66, 67]. The typical relaxation times of the plasma, while short
enough to support hydrodynamics, are not vastly smaller than the inverse
expansion rates of the collision. For this reason the gradient expansion un-
derlying the hydrodynamic formalism has been extended to include first and
second order viscous corrections [114], and these corrections systematically
improve the agreement between hydrodynamic simulations and measured
two particle correlations [66]. Additional corrections, which have not been
systematically included, arise from thermal fluctuations of the local energy
and momentum densities and could be significant in nucleus-nucleus collision
where only ∼ 20000 particles are produced. This has prompted a keen prac-
tical interest in the heavy ion community in simulating relativistic hydrody-
namics with stochastic noise [184–189, 222]. In a non-relativistic context such
simulations have reached a fairly mature state [223–225]. For a static fluid,
thermal fluctuations give rise through the nonlinearities of the equations of
motion to fractional powers in the fluid response function at small frequency,
GR(ω) ∝ ω3/2. Indeed, the “long-time tails” first observed in molecular-
dynamics simulations [179–181] are a consequence of this non-analytic ω3/2
behavior. For Bjorken flow, the same nonlinear stochastic physics leads to
fractional powers in the gradient expansion for the longitudinal pressure of
the fluid. One of the goals of this manuscript is to compute the coefficient
of the first fractional power in this expansion.
The measured two particle correlations in heavy ion collisions reflect both
the fluctuations in the initial conditions and thermal fluctuations. Thermal
fluctuations are believed to be a small (but conceptually important) cor-
rection to non-fluctuating hydrodynamics [185–187]. In addition, thermal
fluctuations can become significant close to the QCD critical point [74, 222]
and in smaller colliding systems such as proton-nucleus and proton-proton
collisions [186], which show remarkable signs of collectivity [72].
In the current manuscript, rather than simulating nonlinear fluctuating
hydrodynamics directly, we will reformulate fluctuating hydrodynamics as
non-fluctuating hydrodynamics (describing a long wavelength background)
coupled to a set of kinetic equations describing the phase space distribution
of short wavelength hydrodynamic fluctuations. For Bjorken flow this set
of equations can be solved to determine the first fractional powers in the
gradient expansion.
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5.1.2 Hydrodynamics with noise and fractional powers
in the gradient expansion
At finite temperature, real-time dynamics in each regime of scales has an
efficient and systematic description by an effective theory [226]. Hydrody-
namics is a long wavelength effective theory which describes the evolution of
conserved quantities by organizing corrections in powers of gradients. For the
hydrodynamic expansion to apply we require frequencies under consideration
to be small compared to the microscopic relaxation rates
 ≡ ωη
(e+ p)c2s
 1 , (5.1)
where we have estimated the microscopic relaxation time with the hydrody-
namic parameters, τR ≡ η/(e + p)c2s [75] and for later convenience defined
 ≡ ωτR.
For definiteness, we follow precedent [114, 182, 227] and consider a con-
formal neutral fluid driven from equilibrium by a small metric perturbation
hxy(ω) of frequency ω. Within the framework of linear response (see Sec. 5.2
and Ref. [228] for further details), the stress tensor at low frequency takes
the form
δT xy = −hxy(ω)
(
p− iωη +
(
ητpi − κ
2
)
ω2
)
. (5.2)
The first term is the prediction of ideal hydrodynamics δT xy = −phxy; the
middle term is the prediction of first order viscous hydrodynamics [227],
where η is the shear viscosity; finally, the last term is the prediction of
second order hydrodynamics, where τpi and κ are the associated second order
parameters [114].
In writing Eq. (5.2) we have neglected additional contributions stemming
from fluctuations which will be described below. Thermal fluctuations can
be incorporated into the hydrodynamic description by including stochastic
terms into the equations of motion [177, 178][for a recent review: 104]
dµT
µν = 0, T µν = T µνideal + T
µν
visc. + S
µν , (5.3)
where variance of the noise, 〈SµνSρσ〉∼2Tηδ(t − t′), is determined by the
fluctuation dissipation theorem at temperature T and introduces no new
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parameters into the effective theory1. After including these stochastic terms,
the correlators of momentum and energy evolve to their equilibrium values
in the absence of the external force, hxy(ω). Specifically, the equilibrium two
point functions of the energy and momentum densities, δe(t,x) ≡ T 00(t,x)−
〈T 00〉 and gi(t,x) ≡ T 0i respectively, approach the textbook result [177]
〈δe(t,k)δe(t,−k′)〉 = (e+ p)T
c2s
(2pi)3δ3(k − k′), (5.4a)〈
gi(t,k)gj(t,−k′))〉 = (e+ p)T δij(2pi)3δ3(k − k′), (5.4b)
where cs is the speed of sound, and δe(t,k) notates the spatial Fourier trans-
form of δe(t,x). In the presence of an external force or a non-trivial ex-
pansion these correlations are driven away from equilibrium. The purpose
of hydrodynamics with noise is to describe in detail these deviations from
equilibrium.
Due to the nonlinear character of hydrodynamics the thermal fluctuations
change the evolution of the system. Indeed, a diagrammatic analysis of
the hydrodynamic response at one-loop order shows that the stress in the
presence of a weak external field (or the retarded Green function) is
〈T xy(ω)〉 = −hxy(ω)
p− iωη + (i+ 1)
(
7 +
(
3
2
)3/2)
240pi
T
(
ω
γη
)3/2
+O(ω2)
 ,
(5.5)
where p, e, and η are renormalized physical quantities (see Sec. 5.2.1 and
Sec. 5.2.2 for further discussion of the renormalization), and
γη ≡ η
e+ p
, (5.6)
is the momentum diffusion coefficient [182, 183]. As emphasized and esti-
mated previously, the fractional order ω3/2 is parametrically larger than sec-
ond order hydrodynamics [182]. However, the coefficient of the ω3/2 terms is
1 We follow a standard notation for hydrodynamics summarized in Ref. [75]. dµ notates
a covariant derivative using the “mostly-plus” metric convention. Tµνideal = (e + p)u
µuν +
pgµν and Tµνvisc = −ησµν where σµν = ∆µρ∆νσ(dρuσ + dσuρ − 23gρσdγuγ), with ∆µν =
gµν + uµuν . The noise correlator is fully specified in Eq. (5.15) of Sec. 5.2.
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vanishingly small in weakly coupled theories and in strongly coupled theories
at large Nc, and therefore second order hydrodynamics may be an effective
approximation scheme except at very small frequencies. In the context of
holography, the ω3/2 term can only be determined by performing a one loop
calculation in the bulk [229].
In the current paper we will rederive Eq. (5.5) using a kinetic description
of short wavelength hydrodynamic fluctuations. For an external driving fre-
quency of order ω, we identify an important length scale set by equating the
damping rate and the external frequency
γηk
2
∗ ∼ ω , k∗ ∼
(
ω
γη
)1/2
. (5.7)
We will refer to the k∗ as the dissipative scale below (see also Ref. [229]).
Modes with wavenumbers significantly larger than the dissipative scale, k 
k∗, are damped and reexcited by the noise on a time scale which is short com-
pared to period 2pi/ω, and this rapid competition leads to the equilibration
of these shorter wavelengths, i.e. their equal time correlation functions are
given by Eq. (5.4). By contrast, modes with wavenumbers of order k ∼ k∗
have equal time correlation functions which deviate from the equilibrium
expectation values.
It is notable that the wavenumbers of interest k∗ are large compared
to ω/cs, but still small compared to microscopic wavenumbers of order the
inverse mean free path 2. Estimating the mean free path as `mfp = csτR, we
see that the strong inequalities
ω
cs
 k∗  1
`mfp
, (5.8)
can be written as
ω
cs
 ω
cs
1√

 ω
cs
1

, (5.9)
and thus holds whenever hydrodynamics is applicable,  1. The scale sep-
aration illustrated in Fig. 5.1 can be used to set up an approximation scheme
2 The effect of second-order hydrodynamics is suppressed compared to the first-order
hydrodynamics as long as the derivative expansion works, i.e. k  1/`mfp. The causal
property of the second-order hydrodynamics is gained by modifying the dispersions at
k ∼ 1/`mfp.
115
Figure 5.1: The hydro-kinetic description of noise is based on the separation
of scales between the long wavelength hydrodynamic background (with k ∼
ω/cs), and shorter wavelength hydrodynamic fluctuations (with k ∼ k∗ ≡√
ω/γη). The wavelengths of the hydrodynamic fluctuations are still much
longer than microscopic mean free path. The hydrodynamic fluctuations are
driven out of equilibrium by the expanding background, and this deviation
is the origin of the long-time tail correction to the stress tensor.
where modes of order k∗ on a soft (k ∼ ω/cs) background are treated with
a kinetic or Wentzel-Kramers-Brillouin (WKB) type approximation scheme.
We will develop the appropriate kinetic equations in Sec. 5.2. These kinetic
equations can be solved and used to determine how the two point functions
of energy and momentum with wavenumbers of order k∗ deviate from equi-
librium when driven by an external perturbation. The ω3/2 term in Eq. (5.5)
roughly represents the contribution of
∫
k2dk∼k3∗ slightly out of equilibrium
hydro-kinetic modes per volume, with each mode contributing 1
2
T of energy
to the stress tensor. Note that the contribution to the stress tensor of modes
outside of the kinetic regime k  k∗ is suppressed by phase space.
Similar kinetic equations can be derived for much more general flows. We
will establish the appropriate kinetic equations for a Bjorken expansion [77],
which is a useful model for the early stages of a heavy ion collision. The
ideal, first, and second order terms in the gradient expansions have been
given in Refs. [77], [53], and [114, 115] respectively. For a conformal (non-
fluctuating) fluid the longitudinal pressure during a Bjorken expansion takes
the form
τ 2T ηη = p− 4
3
η
τ
+
8
9τ 2
(λ1 − ητpi) + . . . . (5.10)
116
The expansion rate is ∂µu
µ = 1/τ , and each higher term in the gradient
expansion is suppressed by an integer power of 1/τT . For Bjorken flow
the expansion rate plays the role of frequency, and the distribution of sound
modes are characterized by a dissipative scale analogous to Eq. (5.7) of order3
k∗ ∼ 1
(γητ)1/2
. (5.11)
At this scale the viscous damping rate balances the expansion rate. These
hydrodynamic modes satisfy the inequality
1
csτ
 k∗  1
`mfp
, (5.12)
and this strong set of inequalities can be used to determine a kinetic equation
for hydrodynamic modes of order k∗. The equal time correlation functions for
wavenumbers of this order deviate from their equilibrium form in Eq. (5.4),
and the kinetic equations precisely determine the functional dependence of
this deviation. Finally, these modes contribute to the longitudinal pressure
and determine first fractional power in the longitudinal pressure of a con-
formal fluid (analogous to Eq. (5.5)). In Sec. 5.3 we will establish that this
nonlinear correction to the longitudinal component of the stress tensor is
〈τ 2T ηη〉
e+ p
=
[ p
e+ p
− 4
3
γη
τ
+
1.08318
s (4piγητ)3/2
+ O
(
1
(τT )2
)]
. (5.13)
Noise also contributes to transverse momentum fluctuations, and this con-
tributes at quadratic order to 〈T ττ 〉 as we discuss in Sec. 5.3. Thus, a com-
plete description of a Bjorken expansion with noise must also reexamine the
relationship between the background energy density e, and the one point
function 〈T ττ 〉.
An outline of the paper is as follows. In Sec. 5.2 we consider a static
fluid perturbed by an external gravitational perturbation. The purpose of
this section is to introduce the kinetic equations, and to reproduce the re-
sults of the diagrammatic analysis of Refs. [182, 183] using the hydro-kinetic
3 The quantities k∗(τ), γη(τ), s(τ), . . . are all functions of time for a Bjorken expansion,
e.g. for a conformal equation of state and an ideal expansion, k∗(τ) ∝ τ−2/3, γη ∝ τ1/3,
s(τ) ∝ τ−1, etc. Throughout the paper k∗,γη, s, . . . (without a time argument) will denote
the physical quantity at the final time of consideration. The explicit time argument will
be used when needed, e.g. k∗(τ ′) = k∗(τ/τ ′)−2/3.
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theory adopted here. In Sec. 5.3.2 we linearize the hydrodynamic equations
of motion to determine the appropriate kinetic equations for a Bjorken ex-
pansion. In Sec. 5.3.3 and 5.3.4 we determine the solutions to the kinetic
theory and use these solutions to evaluate the contribution of hydrodynamic
modes to the stress tensor. We give an intuitive physical interpretation of
the main results of the paper in Sec. 5.3.5. Finally we conclude with results
and discussion in Sec. 5.4.
5.2 Hydrodynamic fluctuations in a static fluid
We will first derive the kinetic equations for hydrodynamic fluctuations in
homogeneous flat space in Sec. 5.2.1. The purpose here is to introduce nota-
tion, and to discuss the kinetic approximations in the simplest context. Then
in Sec. 5.2.2 we will perturb the system with a gravitational field and derive
the appropriate kinetic theory in this case. We then use this hydro-kinetic
theory to reproduce the results of loop calculations [182, 183] for the renor-
malization of the shear viscosity and the long-time tails which characterize
the hydrodynamic response due to nonlinear noise effects.
5.2.1 Relaxation equations for hydrodynamic fluctua-
tions
To illustrate the approximations that follow and to introduce notation, we
first will derive kinetic equations for the two point functions for energy and
momentum density perturbations around a static homogeneous background.
The basics of the techniques adopted in our analysis is reviewed in [230,
231]. The (bare) background quantities of the hydrodynamic effective theory,
such as the energy density, pressure, and shear viscosity (e0(Λ), p0(Λ), and
η0(Λ) respectively) are calculated by integrating out fluctuations above a
scale Λ, i.e. by excluding the contributions of hydrodynamic fluctuations
with wavenumber k < Λ to the stress tensor. This is important because
modes with k < Λ will not be in equilibrium when the system is perturbed
by a driving force. The relation between the bare parameters and the physical
quantities (which may be computed in infinite volume with lattice QCD for
instance) is discussed in Sec. 5.2.2 and in Ref. [182], where η0(Λ) is referred
to as ηcl(pmax).
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To derive a relaxation equation for the two point functions we linearize
the equations of stochastic hydrodynamics and study the eigenmodes of the
system. The correlations between eigenmodes with vastly different frequen-
cies are neglected in a kinetic (or coarse graining) approximation. For the
constant background e0 = const, and to linear order in field perturbations
and stochastic fluctuations, the equations of motion (Eq. (5.3)) become
∂tδe+ ikig
i = 0, (5.14a)
∂tgi + ikiδp+ γηk
2gi +
1
3
γηkikjg
j = −ξi, (5.14b)
where γη ≡ η0/(e0 + p0) is computed with bare quantities, and −ξi is the
stochastic force, −ikjSji(t,k). Here Sji(t,k) are spatial components of the
noise tensor with equilibrium correlation given by [178]
〈Sµν(t1,k)Sαβ(t2,−k′)〉 = 2Tη0
[(
∆µα∆νβ + ∆µβ∆να
)− 2
3
∆µν∆αβ
]
×(2pi)3δ3(k − k′)δ(t1 − t2). (5.15)
It is convenient to combine Eq. (5.14) into a single matrix equation for
an amalgamated field φa = (csδe, gj)
∂tφa(t,k) = −iLabφb −Dabφb − ξa, (5.16)
where ideal and dissipative terms are
Lab =
(
0 cskj
cski 0
)
, Dab = γη
(
0 0
0 k2δij +
1
3
kikj
)
, (5.17)
and the stochastic noise ξa satisfies correlation equation
〈ξa(t1,k)ξb(t2,−k′)〉 = 2T (e0 + p0)Dab(2pi)3δ3(k − k′)δ(t1 − t2). (5.18)
At the dissipative scale the acoustic matrix L ∼ csk∗ originating from ideal
equations of motion dominates over the competing dissipation D and fluc-
tuation ξa terms. Lab has four eigenmodes: two longitudinal sound modes
with λ± = ±cs|k| and two transverse zero modes (λT1 = λT2 = 0). Since L
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drives evolution of φa, it will be convenient to analyze the dynamics in terms
of eigenmodes of Lab: 4
(e±)a =
1√
2
(
1
±kˆ
)
, (eT1)a =
(
0
~T1
)
, (eT2)a =
(
0
~T2
)
, (5.19)
where kˆ = k/|k|, and ~T1 and ~T2 are two orthonormal spatial vectors perpen-
dicular to kˆ
kˆ = (sin θ cosϕ, sin θ sinϕ, cos θ), (5.20a)
~T1 = (− sinϕ, cosϕ, 0), (5.20b)
~T2 = (cos θ cosϕ, cos θ sinϕ,− sin θ). (5.20c)
Now we will derive a relaxation equation for the two point correlation func-
tion of hydrodynamic fluctuations by defining a density matrix Nab(t,k)
〈φa(t,k)φb(t,−k′)〉 ≡ Nab(t,k)(2pi)3δ3(k − k′), (5.21)
and analyzing the time evolution of Nab(t,k).
The analysis is most transparent in the eigenbasis, φA ≡ φa (eA)a with
A = +,−, T1, T2, and below we will determine the equation of motion for
NAB ≡ 〈φAφB〉 where A,B = +,−, T1, T2. We note that the positive and
negative sound modes φ+ and φ− are related since the hydrodynamic fields
are real, φ∗−(k, t) = φ+(−k, t).
Using the equations of motion for φA we calculate the infinitesimal change
of NAB(t + dt) − NAB(t), and use the equal time correlator for the noise
(Eq. (5.18)) to find a differential equation for NAB
∂tN = −i[L, N ]− {D, N}+ 2T (e0 + p0)D, (5.22)
where [X, Y ] ≡ XY − Y X, {X, Y } ≡ XY + Y X, and [L, N ]AB = (λA −
λB)NAB. We are interested in the evolution of two point correlation functions
over time scales much larger than acoustic oscillations, ∆t  1/(csk∗). On
these timescales the off-diagonal matrix elements of the density matrix, N+T1
for example, rapidly oscillate reflecting the large difference in eigenvalues,
4 Another reason why analysis in terms of eigenmodes of Lab is convenient is that they
form a real and orthonormal basis and the projection onto each mode is easily handled.
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λ+ − λT1 ∼ csk∗. In a coarse graining approximation the contributions of
these off-diagonal matrix elements to physical quantities can be neglected
when averaged over times long compared to 1/(csk∗). This reasoning does
not apply to the diffusive modes A,B = T1, T2 where both eigenvalues are
zero, but rotational symmetry in the transverse xy-plane requires NT1T2 to
vanish5.
With these approximations, the non-trivial relaxation equations of two
point correlation functions in Eq. (5.22) are
∂tN±±(t,k) = −4
3
γηk
2(N±± −N0), (5.23a)
∂tNT1T1(t,k) = −2γηk2(NT1T1 −N0), (5.23b)
∂tNT2T2(t,k) = −2γηk2(NT2T2 −N0), (5.23c)
where
N0 = T (e0 + p0) (5.24)
is the equilibrium value for NAA (c.f. Eq. (5.4)). In the absence of external
perturbations, two point correlation functions relaxes to their equilibrium
values. The next step towards general kinetic equations is to study how equal
time correlations are driven out of equilibrium by the presence of external
fields.
5.2.2 Linear response to gravitational perturbations
In this section we will study the evolution of two point energy and mo-
mentum correlators in the presence of time varying gravitational field. We
determine the kinetic equations in the time dependent background, and use
these equations to reproduce the modifications of the retarded Green func-
tion (Eq. (5.5)) due to thermal fluctuations, which were previously found by
a one-loop calculation [182, 183].
A straightforward way of introducing an external source to equations of
motion is to study fluctuating hydrodynamics in the presence of a small met-
ric perturbation, gµν = ηµν + hµν . The Green function records the response
5Rotational symmetry in the transverse xy-plane requires that 〈gigj〉 ∼ Aδij +Bkˆikˆj ,
where i, j = x, y. Such a tensor structure has vanishing T1T2 projection.
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of T µν to the metric perturbation
δ 〈T µν(ω)〉 = −1
2
Gµν,αβR (ω)hαβ(ω). (5.25)
For a constant homogeneous background with time dependent metric per-
turbation hij(t), symmetry constrains the form of the retarded Green function
Gij,klR (ω) = G˚R(ω) (δ
ikδjl + δilδjk − 2
3
δijδkl) + GR(ω) δ
ijδkl, (5.26)
and therefore we can obtain the Green function in Eq. (5.5), i.e. G˚R(ω), by
considering a diagonal traceless metric perturbation, hij(t) = h(t) diag (1, 1,−2).
In the presence of metric perturbations and thermal fluctuations, the
energy momentum tensor is
δ
〈
T ij(t)
〉
= −p0hij − η0∂thij + 〈g
i(t,x)gj(t,x)〉
e0 + p0
, (5.27)
where the nonlinear term stems from the constitutive relation of ideal hy-
drodynamics, T ij = p0δ
ij + (e0 + p0)u
iuj. The averaged squared momentum,
〈gi(t,x)gj(t,x)〉, is related to the two-point functions of gi in k space as
〈
gi(t,x)gj(t,x)
〉
=
∫
d3k
(2pi)3
N ij(t,k). (5.28)
In this integral, the equilibrium value of N ij and its first viscous correc-
tion will renormalize p0 and η0 (see below), while the finite remainder will
determine the first fractional power in the stress tensor correlator ∝ ω3/2.
Studying the hydrodynamic equations in Eq. (5.3), and neglecting metric
perturbations of the dissipative terms, we find that the linearized equations
of motion are identical to flat background Eq. (5.14), but now there is a
difference between covariant and contravariant indices
∂tδe+ ikig
i = 0, (5.29a)
∂tgi + ikiδp+ γηk
2gi +
1
3
γηkikjg
j = −ξi. (5.29b)
To avoid this complication, we use a vielbein formalism and scale the spa-
tial components of momentum and wavenumber by
√
gij, i.e. g
i and kj are
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replaced by
Gıˆ = (1 +
1
2
hij)g
j, (5.30a)
Kıˆ = (1− 1
2
hij)kj, (5.30b)
where now the position of hatted indices is unimportant. Analogously to
Eq. (5.16), we obtain a matrix equation for φa = (csδe,Gıˆ)
∂tφa(t,k) = −iLabφb −Dabφb − ξa − Pabφb, (5.31)
with an additional metric dependent source term
Pab =
(
0 0
0 1
2
∂0hiˆjˆ
)
, (5.32)
which drives the hydrodynamic fluctuations away from equilibrium. The
eigenbasis of L (see Eq. (5.19)) is now defined with respect to the time de-
pendent vector ~K(t), but remains orthonormal at all times. Furthermore,
the metric perturbation preserves rotational symmetry in the transverse xy-
plane, and this guarantees that the T1 and T2 modes are not mixed by the
time-dependent perturbation. Thus, the only non-trivial diagonal compo-
nents of the symmetrized energy and momentum two point functions are
∂tN±± = −4
3
γηK
2(N±± −N0)− 1
2
∂th (sin
2 θK − 2 cos2 θK)N±±, (5.33a)
∂tNT1T1 = −2γηK2(NT1T1 −N0)− ∂thNT1T1 , (5.33b)
∂tNT2T2 = −2γηK2(NT2T2 −N0)− ∂th (cos2 θK − 2 sin2 θK)NT2T2 . (5.33c)
We can find a perturbative solution to these equations for a small periodic
metric perturbation, e.g.
NT2T2(ω,k) ' N0
(
2piδ(ω)+
iωh(ω)(cos2 θK−2 sin2 θK)
−iω + 2γηK2
)
. (5.34)
To find the correction to the energy momentum tensor due to the nonlinear
momentum fluctuations in Eq. (5.27), we need to perform the k space integral
in Eq. (5.28)
〈φa(x)φb(x)〉 =
∫
d3K
(2pi)3
Nab(τ,k) =
∫
K2dKd cos θKdϕK
(2pi)3
(eA)aNAB(τ,k)(eB)b .
(5.35)
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Note, care should be taken when transforming the zeroth order value NAA =
N0 to original unhatted basis as it produces terms linear in metric perturba-
tion. The modification of the response function G˚R(ω) due to the momentum
fluctuations (i.e. the last term in Eq. (5.27)) is
G˚R(ω) = −1
6
(δT xx + δT yy − 2δT zz)/h(ω),
⊃ −T
6
∫
d3K
(2pi)3
(
−6 + iω (sin
2 θK − 2 cos2 θK)2
−iω + 4
3
γηK2
+ iω
1 + (cos2 θK − 2 sin2 θK)2
−iω + 2γηK2
)
. (5.36)
Performing K-space integral with UV cutoff, Kmax = Λ, and adding the
remaining terms in Eq. (5.27), we find
G˚R(ω) =
(
p0 +
Λ3
6pi2
T
)
−i
(
η0 +
Λ
γη
17
120pi2
T
)
ω
+ (1 + i)
1
γ
3/2
η
(3
2
)3/2 + 7
240pi
Tω3/2, (5.37)
in agreement with previous work [182, 183]. The first two terms in Eq. (5.37)
are the renormalized pressure (p ≡ p0(Λ) + O(TΛ3)) and shear viscosity
(η ≡ η0(Λ)+O(ΛT 2)) as discussed previously [182]. In general, Λ 1/`mfp ≤
T holds and the renormalization only slightly shifts the quantities in the
thermodynamic limit (Λ → 0). Further discussion of the renormalization
of these quantities is given in the next section when the expanding case is
presented.
The last term is the finite nonlinear modification of the medium response,
and agrees with loop calculations in equilibrium. The kinetic approach out-
lined in this section has the advantage that it can be readily applied to more
general backgrounds, and we will exploit this advantage to calculate the anal-
ogous correction for a Bjorken expansion in the next section. In contrast to
the linear response described here, the deviation from equilibrium in the ex-
panding case is of order unity. Consequently, computing the first fractional
power in an expanding system with the diagrammatic formalism would re-
quire an extensive resummation, which would invariably reproduce kinetic
calculation described in the next section [232].
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5.3 Hydrodynamic fluctuations for a Bjorken
expansion
In this section we will derive the kinetic evolution equations for hydrodynamic
fluctuations during a Bjorken expansion. We consider a neutral conformal
fluid, for which c2s = 1/3, ζ = 0, and µB = 0. In Bjorken coordinates the
energy and momentum conservation laws are
∂µT
µν +
1
τ
T τν + ΓνµβT
µβ = 0, (5.38)
with Γτηη = τ and Γ
η
τη = Γ
η
ητ = 1/τ [see for example: 75]. For hydrodynam-
ics without noise the background flow fields are independent of transverse
coordinates and rapidity and satisfy
d(τT ττ )
dτ
= −τ 2T ηη, (5.39)
d(τT τi)
dτ
= 0, (5.40)
where roman indices, i, j . . ., run over transverse coordinates x, y. The trans-
verse momentum T τi is constant, and can be chosen to be zero. In hydrody-
namics T ττ and τ 2T ηη are related by constitutive equations
T ττ = e, (5.41)
τ 2T ηη = c2se−
4η
3τ
. (5.42)
Note that in τ 2T ηη the viscous correction is of order  = η/(e + p)τ  1
smaller than the ideal part, and the solution is approximately e(τ) = e(τ0) ·
(τ0/τ)
1+c2s [1 +O()].
We will consider the evolution of linearized fluctuations on top of this
background. The effect of these fluctuations on the background evolution
can then be included as a correction after the two point functions are known,
i.e.
d〈〈T ττ 〉〉
dτ
= −〈〈T
ττ 〉〉+ 〈〈τ 2T ηη〉〉
τ
, (5.43)
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where the constitutive relations take the form
〈〈T ττ 〉〉 = e+ 〈〈
~G2〉〉
e+ p
, (5.44)
〈〈τ 2T ηη〉〉 = c2se−
4η
3τ
+
〈〈(Gzˆ)2〉〉
e+ p
. (5.45)
Here and below e(τ) is the average rest frame energy density6; ~G is the
momentum density ~G = (T τx, T τy, τT τη), and all quantities are renormalized
as explained more completely below.
There are two sorts of fluctuations to consider: fluctuations in the initial
conditions (which are long range in rapidity), and hydrodynamic fluctua-
tions stemming from thermal noise (which are short range in rapidity). The
average over the initial conditions and noise are denoted with 〈. . .〉τ0 and〈. . .〉 respectively, while the average over both fluctuations is denoted with
the double brackets 〈〈. . .〉〉. Since the transverse momentum per rapidity
is conserved for boost invariant fields, approximately boost invariant initial
fluctuations in τT τi remain important at late times. In Sec. 5.3.1 we study
initial transverse momentum fluctuations, while in remainder of the paper
we complete our study of thermal fluctuations during a Bjorken expansion.
5.3.1 A Bjorken expansion with initial transverse mo-
mentum fluctuations
After the initial passage of two large nuclei in a specific event, each rapid-
ity interval contains a finite amount of transverse momentum, although the
event-averaged transverse momentum per rapidity is zero. This initial trans-
verse momentum is spread over a large rapidity range by the subsequent
re-scatterings in the initial state. Ultimately, this dynamical process can
be described by (transverse) momentum diffusion in rapidity, and can be
modeled with hydrodynamics and noise – see Sec. 5.3.4. Here we will deter-
6 e(τ) notates the average rest frame energy density and does not fluctuate; 〈〈T ττ 〉〉 is the
average energy density. In general, the rest frame energy density e+ δe in a finite volume
would be estimated from sample estimate of T ττ and ~G through the (ideal) constitutive
equations, e + δe ' T ττ − ~G2(1+c2s)T ττ . Thus e is given by Eq. (5.44), and δe ' δT
ττ −
δ( ~G2/T ττ )/(1 + c2s) ' δT ττ .
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mine how long-range transverse momentum fluctuations in the initial state
influence the evolution of the background energy density at late times.
As a model for the initial conditions in the x, y plane, we take Gaussian
statistics for the initial transverse momentum fluctuations〈
τ0g
i
⊥(τ0, ~x⊥) τ0g
j
⊥(τ0, ~y⊥)
〉
τ0
= χggτ0 δ
ijδ2(~x⊥ − ~y⊥), (5.46)
where gi⊥(τ, ~x⊥) ≡ T τi is approximately independent of rapidity, so that each
(large) rapidity interval is approximately boost invariant. Integrating over
the transverse area A, the total transverse momentum per rapidity,
dpx
dη
≡
∫
A
d2x⊥ τ0gx⊥(τ0, ~x⊥), (5.47)
fluctuates from event to event with a scaled variance of
χggτ0 ≡
〈 1
A
(
dpx
dη
)2 〉
τ0
. (5.48)
To find out how this fluctuating initial condition changes the evolution of
the system, we linearize the equations of motion of viscous hydrodynamics
and Fourier transform with respect to the transverse coordinates
~g⊥(τ,~k⊥) ≡
∫
d2x⊥ei
~k⊥·~x⊥ ~g⊥(τ, ~x⊥). (5.49)
The full equations of motion are given in the next section, see Eq. (5.56).
Decomposing the transverse momentum fluctuation into longitudinal and
transverse pieces
gi⊥(τ,~k⊥) = g
i
L(
~k⊥) + giT (~k⊥), (5.50)
with kˆi⊥g
i
T = 0 and g
i
L = kˆ
i
⊥kˆ
j
⊥g
j
⊥, we find that the transverse piece obeys a
two dimensional diffusion equation
∂τ (τg
i
T ) + γηk
2
⊥(τg
i
T ) = 0, (5.51)
with initial conditions specified by Eq. (5.46)〈
τ0g
i
T (τ0,
~k⊥) τ0g
j
T (τ0,−~k′⊥)
〉
τ0
= χggτ0 (δ
ij − kˆikˆj) (2pi)2δ2(~k⊥ − ~k′⊥). (5.52)
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Solving the diffusion equation with a time dependent diffusion constant γη ∝
τ c
2
s , we see that the variance at a specified space time point due to the
fluctuating initial conditions is7
〈
τgi⊥(τ, ~x⊥)τg
j
⊥(τ, ~x⊥)
〉
τ0
= δij
χggτ0
12piγητ
. (5.53)
Thus, we see that a fluctuating initial conditions contributes quadratically
to the average stress tensor
〈τ 2T ηη〉τ0
e+ p
=
p
e+ p
− 4γη
3τ
, (5.54a)
〈T xx〉τ0
e+ p
=
p
e+ p
+
2γη
3τ
+
[
χggτ0
τ 2(e+ p)2
]
1
12piγητ
, (5.54b)
〈T yy〉τ0 = 〈T xx〉τ0 , (5.54c)
〈T ττ 〉τ0 = 〈T xx〉τ0 + 〈T yy〉τ0 +
〈
τ 2T ηη
〉
τ0
, (5.54d)
where p = c2se.
5.3.2 Kinetic equations of hydrodynamic fluctuations
To derive the kinetic equations we will follow the strategy of Sec. 5.2.1, and
expand all fluctuations in Fourier modes conjugate to transverse coordinates
and rapidity, e.g.
δe(τ,k) ≡
∫
dη d2x⊥ ei
~k⊥·~x⊥+iκη δe(τ, x⊥, η). (5.55)
7Here we are neglecting the longitudinal contribution, 〈gLgL〉, which decreases more
rapidly than 1/τ at late times.
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The linearized equations of motion of all hydrodynamic fields around the
Bjorken background read
0 =
(
∂
∂τ
+
1 + c2s
τ
)
δe+ i~k⊥ · ~g⊥ + iκgη + ξτ , (5.56a)
~0⊥ =
(
∂
∂τ
+
1
τ
)
~g⊥ + c2si~k⊥δe+ γη
(
k2⊥ +
κ2
τ 2
)
~g⊥
+
1
3
γη~k⊥
(
~k⊥ · ~g⊥ + κgη
)
+ ~ξ⊥, (5.56b)
0 =
(
∂
∂τ
+
3
τ
)
gη +
c2siκ
τ 2
δe+ γη
(
k2⊥ +
κ2
τ 2
)
gη
+
1
3τ 2
γηκ
(
~k⊥ · ~g⊥ + κgη
)
+ ξη. (5.56c)
where (gx⊥, g
y
⊥, g
η) = (T τx, T τy, T τη). As in Sec. 5.2.1 and 5.2.2 the hydrody-
namic parameters in these equations (such as γη) are constructed from the
bare parameters, e0(Λ), p0(Λ), η0(Λ) and evolve according to ideal hydro-
dynamics, e0(τ) = e0(τ0)(τ0/τ)
1+c2s . We also neglected variation in viscosity
δη/τ  δp, δe, which is smaller by a factor  = η0/((e0 + p0)c2sτ)  1 for
conformal fluid. Note also that the temporal noise component ξτ is smaller
than ξi⊥ and τξη by a factor 1/(k∗τ) ∼ 1/2 and the former can be neglected.
Following the procedure outlined in Sec. 5.2 we rewrite Eqs. (5.56) in
a compact matrix notation. We define ~G = (Gxˆ, Gyˆ, Gzˆ) ≡ (~g⊥, τgη) and
~K = (Kxˆ, Kyˆ, Kzˆ) ≡ (~k⊥, κ/τ), so that equation of motion for φa ≡ (csδe, ~G)
is
∂τφa(τ,k) = −iLabφb −Dabφb − ξa − Pabφb, (5.57)
L =
(
0 cs ~K
cs ~K 0
)
, D = γη
(
0 0
0 K2δıˆˆ +
1
3
KıˆKˆ
)
, (5.58)
P = 1
τ

1 + c2s
1
1
2
 , (5.59)
with noise correlator
〈ξa(τ,k)ξb(τ ′,−k)〉 = 2T (e0 + p0)
τ
Dab(2pi)3δ3(k − k′)δ(τ − τ ′). (5.60)
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Here δ3(k− k′) ≡ δ2(~k⊥−~k′⊥)δ(κ− κ′) and the factor of 1/τ stems from the
Jacobian of the coordinate system δ4(x− x′)/√g(x).
The kinetic equation for the two-point functions
〈φa(τ,k)φb(τ,−k′)〉 ≡ Nab(τ,k)(2pi)3δ3(k − k′), (5.61)
is obtained similarly to Sec. 5.2
∂τN(τ,k) = −i[L, N ]− {D, N}+ 2T (e0 + p0)
τ
D − {P , N}. (5.62)
The eigenvectors of L are of the same form as before, Eq. (5.19),
(e±)a=
1√
2
(
1
±Kˆ
)
, (eT1)a=
(
0
~T1
)
, (eT2)a =
(
0
~T2
)
. (5.63)
However, now the wavenumber vector ~K is time dependent
Kˆ ≡ (
~k⊥, κ/τ)√
k2⊥ + (κ/τ)2
≡ (sin θK cosϕK , sin θK sinϕK , cos θK) , (5.64a)
The azimuthal angle ϕK is independent of time due to the residual rotational
symmetry of the background in xy-plane. Following the same arguments as
in Sec. 5.2, we arrive at the kinetic equations for diagonal components
∂τN±± =− 4
3
γηK
2
[
N±± − T (e0 + p0)
τ
]
− 1
τ
(
2 + c2s + cos
2 θK
)
N±±,
(5.65a)
∂τNT1T1 =− 2γηK2
[
NT1T1 −
T (e0 + p0)
τ
]
− 2
τ
NT1T1 , (5.65b)
∂τNT2T2 =− 2γηK2
[
NT2T2 −
T (e0 + p0)
τ
]
− 2
τ
(
1 + sin2 θK
)
NT2T2 . (5.65c)
The first terms on the right hand side describe relaxation of NAA toward local
equilibrium T (e0 +p0)/τ , and the second terms drive NAA out of equilibrium
through the interaction with the background flow.
We derived these equations relying on the scale separation given in Eq. (5.12).
The off-diagonal components between gapped modes (such as between the ±
and T1 and T2 modes) are ignored because they rapidly rotate as discussed
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in Sec. 5.2.1. Note that the transverse mode φT1 is so chosen that it does
not mix with the other modes. This is possible because of the residual ro-
tational symmetry in the xy-plane in the Bjorken expansion. Therefore the
kinetic equation for NT1T1 , Eq. (5.65b), holds without the scale separation in
Eq. (5.12) and is applicable for all wavenumbers k from to zero to 1/`mfp.
5.3.3 Nonlinear fluctuations in the energy momentum
tensor
Now let us investigate the solution of the kinetic equations close to the cutoff
and isolate the UV divergent contribution. Solving Eq. (5.65) in series of
1/(γηK
2τ) we obtain an asymptotic solution for large K/k∗
N±±(τ,k)
T (e0 + p0)/τ
= 1 +
c2s − cos2 θK
4
3
γηK2τ
+ . . . , (5.66a)
NT1T1(τ,k)
T (e0 + p0)/τ
= 1 +
c2s
γηK2τ
+ . . . , (5.66b)
NT2T2(τ,k)
T (e0 + p0)/τ
= 1 +
c2s − sin2 θK
γηK2τ
+ . . . , (5.66c)
where we used ∂τ [T (e0 +p0)] ' −(1+2c2s)[T (e0 +p0)]/τ which is adequate for
the desired accuracy of the present analysis. For a given K2γητ = (K/k∗)2
and θK at final time τ , we can solve Eq. (5.65) numerically and find a steady
state solution at late time τ  τ0. We compare this steady state solution to
the asymptotic form Eq. (5.66) in Fig. 5.2.
Eq. (5.66) is analogous to the ideal and first viscous correction to the
thermal distribution function, f0 + δf , which are used in heavy ion phe-
nomenology and in determining the shear viscosity [see for example: 75]. At
large K/k∗ the distribution NAA attains its equilibrium value, T (e0 + p0)/τ ,
up to viscous corrections of order τR/τ , where τR is a typical relaxation time
for a mode of momentum K, τR ∼ 1/γηK2.
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Figure 5.2: Steady state solutions of Eq. (5.65) for the two point energy-
momentum correlation functions during a Bjorken expansion at late times,
τ  τ0. The correlations are plotted as a function of K[γητ ]1/2 for final
time angle cos θK = 0.1. For comparison leading order viscous solutions in
1/(γηK
2τ) are also shown, Eq. (5.66). The differences of the steady state
solutions from their asymptotic forms induces finite corrections to energy-
momentum tensor, Eq. (5.74).
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The energy-momentum tensor averaged over fluctuations is given by
〈T ττ 〉 = e0 + 〈
~G2〉
e0 + p0
, (5.67a)
〈T xx〉 = p0 + 2η0
3τ
+
〈(Gxˆ)2〉
e0 + p0
, (5.67b)
〈T yy〉 = p0 + 2η0
3τ
+
〈(Gyˆ)2〉
e0 + p0
, (5.67c)
〈τ 2T ηη〉 = p0 − 4η0
3τ
+
〈(Gzˆ)2〉
e0 + p0
. (5.67d)
Calculating Nab(τ,k) = [(eA)aNAB(eB)b] from the kinetic theory, we deter-
mine 〈φa(τ,k)φb(τ,−k)〉 with φa =
(
csδe, ~G
)
in Fourier space, yielding
〈φa(x)φb(x)〉 =
∫
d2k⊥dκ
(2pi)3
Nab(τ,k),
= τ
∫
K2dKd cos θKdϕK
(2pi)3
(eA)aNAB(τ,k)(eB)b . (5.68)
Note that the momentum integral is done in final time variables, ~K(τ). As
shown below, the integration in Fourier space is divergent in the ultraviolet.
Therefore, we regulate the integral by introducing a cutoff at | ~K| ∼ Λ. In
turn, the background quantities such as e0 and η0 must be renormalized and
depend on Λ so that the total result is independent of Λ. The choice of Λ
is arbitrary as long as k∗  Λ  1/`mfp so that the non-linear contribution
with | ~K| ∼ Λ is independent of the background flow.
The integration in Eq. (5.68) includes the soft fluctuations for which the
kinetic equation may not be applicable. However, this contribution is sup-
pressed by phase space and the kinetic result can be extrapolated into this
regime with negligible errors.
Combining Eqs. (5.66), (5.67) and (5.68), the energy momentum tensor
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is obtained as
〈T ττ 〉 = e0 + 3T
∫ Λ
0
K2dK
2pi2
+ ∆T ττ , (5.69a)
〈T xx〉 = p0 + 2η0
3τ
+ T
∫ Λ
0
K2dK
2pi2
+
17
90
T (e0 + p0)
η0τ
∫ Λ
0
dK
2pi2
+ ∆T xx,
(5.69b)
〈T yy〉 = p0 + 2η0
3τ
+ T
∫ Λ
0
K2dK
2pi2
+
17
90
T (e0 + p0)
η0τ
∫ Λ
0
dK
2pi2
+ ∆T yy,
(5.69c)
〈τ 2T ηη〉 = p0 − 4η0
3τ
+ T
∫ Λ
0
K2dK
2pi2
− 17
45
T (e0 + p0)
η0τ
∫ Λ
0
dK
2pi2
+ τ 2∆T ηη,
(5.69d)
where the finite contributions ∆T ττ , ∆T xx, ∆T yy, and τ 2∆T ηη are discussed
in the next section. By comparing terms with the same explicit τ dependence,
the ultraviolet divergences are absorbed into the renormalized hydrodynamic
variables
e = e0(Λ) +
TΛ3
2pi2
, (5.70a)
p = p0(Λ) +
TΛ3
6pi2
, (5.70b)
η = η0(Λ) +
17Λ
120pi2
T (e0(Λ) + p0(Λ))
η0(Λ)
. (5.70c)
Note that we do not assign a cut-off dependence to the temperature. The
coefficients of the cubic and linear renormalizations of the pressure and shear
viscosity are independent of the background expansion, and match the static
fluid results of Sec. 5.2.2. Here e, p, and η are physical quantities at a
given temperature T in an infinite volume. Using the physical quantities,
the energy-momentum tensor is given as
〈T ττ (τ)〉 = e+ ∆T ττ , (5.71a)
〈T xx(τ)〉 = p+ 2η
3τ
+ ∆T xx, (5.71b)
〈T yy(τ)〉 = p+ 2η
3τ
+ ∆T yy, (5.71c)
〈τ 2T ηη(τ)〉 = p− 4η
3τ
+ τ 2∆T ηη. (5.71d)
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If the two-point functions of the fluctuations were completely determined by
the first two terms in Eq. (5.66), their contributions would be completely
absorbed by the renormalization of the background flow parameters such as
p0(Λ) and η0(Λ). However, the kinetic equations yield residual contributions,
since the full solution deviates from its asymptotic form for K ∼ k∗ as seen
from Fig. 5.2. The purpose of hydrodynamics with noise is to capture this
contribution.
Physically, the parameters e0(Λ), p0(Λ), and η0(Λ) in fluctuating hydro-
dynamics reflect the equilibrium properties of modes above a cutoff Λ, which
have been already integrated out. Equivalently, these parameters are deter-
mined by modes contained in a cell of size a ∼ 2pi/Λ. For example, p0(Λ) is
the partial pressure from equilibrated modes above the cutoff (inside a cell),
while the partial pressure from the modes below the cutoff (larger than a cell
size) is determined dynamically with fluctuating hydrodynamics. The sec-
ond terms on the right hand sides of Eq. (5.70) are the contributions to each
quantity from the modes below the cutoff, when all of these long wavelength
modes are in perfect equilibrium in infinite volume.
5.3.4 Out of equilibrium noise contributions to energy
momentum tensor
In this section we determine the residual contributions to the energy mo-
mentum tensor, ∆T µν , in Eq. (5.71) after the hydrodynamic parameters
have been renormalized. We evaluate the precise numerical factors of the
long-time tail terms for a Bjorken expansion (which is the main result of this
paper), and identify additional contributions from the noise at early times.
The mathematical procedure is somewhat involved, so here we outline the
calculation and present results, delegating the technical details to the Ap-
pendix 5.A.
To find the full out of equilibrium correlators we need to solve Eq. (5.65),
which can be written in the following general form
∂τNAA(τ,k) = f(τ,k)NAA(τ,k) + g(τ,k), (5.72)
where f(τ,k) has contributions from both the dissipative and external forcing
terms, and g(τ,k) is the inhomogeneous term coming from the equilibrium
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correlation functions. A formal solution of Eq. (5.72) is given by
NAA(τ,k) = NAA(τ0,k)e
∫ τ
τ0
dτ ′f(τ ′,k)
+
∫ τ
τ0
dτ ′′g(τ ′′,k)e
∫ τ ′′
τ0
dτ ′f(τ ′,k)
. (5.73)
The first term describes the evolution of the initial correlation density matrix
NAA(τ0,k) to final time τ . The second term in Eq. (5.73) is the contribu-
tion from thermal fluctuations. As we will see, only the NT1T1 contribution
is sensitive to the initial conditions and the thermal fluctuations at early
times. For the T1T1 correlator we will take the initial conditions described
by Eq. (5.52) in Sec. 5.3.1, τ 20NT1,T1(τ0,k) = χ
gg
τ0
2piδ(κ).
Substituting the formal solution for NAA in Eq. (5.67) and Eq. (5.68)
we can determine the stress tensor at time τ  τ0. The integral
∫
d3k in
Eq. (5.68) diverges, but after subtracting Λ3 and Λ divergences discussed in
the previous section, we finally obtain the finite correction to energy momen-
tum tensor ∆T µν . Writing Eq. (5.71) in full
〈〈τ 2T ηη(τ)〉〉
e+ p
=
p
e+ p
− 4γη
3τ
+
1.08318
s (4piγητ)3/2
, (5.74a)
〈〈T xx(τ)〉〉
e+ p
=
p
e+ p
+
2γη
3τ
+
[
χggτ0+δχ
gg
τ0
τ 2(e+ p)2
]
1
(12piγητ)
− 0.273836
s (4piγητ)3/2
,
(5.74b)
〈〈T yy〉〉 = 〈〈T xx〉〉, (5.74c)
〈〈T ττ 〉〉 = 〈〈T xx〉〉+ 〈〈T yy〉〉+ 〈〈τ 2T ηη〉〉. (5.74d)
The coefficients 1.08318 and −0.273836 of the long-time tails, 1/(γητ)3/2
are obtained by numerical integration as explained in Appendix 5.A. The
term χggτ0 + δχ
gg
τ0
records the initial variance in transverse momentum in a
given rapidity slice (see Eq. (5.46) and Eq. (5.48)) together with the thermal
contribution
χggτ0+δχ
gg
τ0
=
〈
1
A
(
dpx
dη
)2〉
τ0
+
(
T (e+ p)τ0√
12piγη/τ0
)
τ0
, (5.75)
where the brackets (. . .)τ0 indicate that all contained quantities are to be
evaluated at the initial time, τ0. We will provide an intuitive discussion of
the result in the next section.
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5.3.5 Qualitative discussion of Eq. (5.74)
Long time tails: 1/(γητ)
3/2
Examining Eq. (5.74) we see two groups of terms. The first group is propor-
tional to 1/(γητ)
3/2 and is independent of initial conditions. By contrast, the
second group is proportional to 1/(γητ), and depends on the initial transverse
momentum fluctuations through the parameter χggτ0 +δχ
gg
τ0
(see Sec. 5.3.1). We
will first describe the terms proportional to the fractional power 1/(γητ)
3/2,
known as the long-time tails.
Squared fluctuations in equilibrium are of order 〈δe(~x)δe(~y)〉eq/e2 ∼ 〈vi(~x)vj(~y)〉eq ∼
s−1δ(~x − ~y), where s is the entropy density (see Eq. (5.4)). Thus a fluctu-
ation with wavenumber k is suppressed by
√
k3/s. The suppression factor
k3/s is roughly the inverse of the degrees of freedom inside a box of volume
∆V ∼ (1/k)3, which must be a huge number for local thermodynamics to
apply. This is why the linear analysis of the hydrodynamic fluctuations is
justified.
The energy momentum tensor in viscous hydrodynamics is expanded in
powers of gradients, leading to corrections in powers of  ≡ η/(e+ p)τ  1.
In addition, as discussed in Sec. 5.1.2 the fluctuations with wavenumber of
order | ~K| ∼ k∗ ∼ 1/(γητ)1/2 dominate the nonlinear noise correction to the
stress tensor, which is suppressed by s∆V ≡ s/k3∗  1. This correction to the
longitudinal pressure reflects the equipartition of energy, with 1
2
T of energy
per mode, and the number of non-equilibrium modes per volume ∼ k3∗. To
summarize, the reasoning in this paragraph leads to the following parametric
estimate for the longitudinal stress
〈τ 2T ηη〉
e+ p
∼
[
1
4
+
η
(e+ p)τ
+
1
s(γητ)3/2
+ · · ·
]
, (5.76)
which is reflected by Eq. (5.74).
Transverse momentum diffusion in rapidity: 1/γητ
Additional corrections to the stress in Eq. (5.74) decrease as 1/γητ , in con-
trast to the long time tails. As described in Sec. 5.3.1, long range (in rapidity)
initial transverse momentum fluctuations correct the mean transverse pres-
sures, T xx and T yy, by a term proportional to χggτ0/γητ (see Eq. (5.74b)).
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Hydrodynamic noise in the initial state adjusts this correction by adding to
the long range fluctuations of transverse momentum (see Eqs. (5.74b) and
(5.75)). The goal of this section is to explain this process qualitatively, and
to quantitatively explain the adjustment, χggτ0 → χggτ0 + δχggτ0 .
Formally, the NT1T1 correlation function is sensitive to the noise at the
initial time τ0, which arises from a restricted region of ~K-space integration,
k⊥ ∼ k∗ and κ/τ ∼ k∗(τ0)(τ0/τ) ∼ k∗(τ0/τ)1/3  k∗. In this region the
longitudinal momentum κ/τ0 reflects the dissipative scale k∗(τ0) at the initial
time τ0, while the transverse momenta reflect the dissipative scale at final
time τ .
The dynamics in this phase space region is the following. During the
initial moments, thermal fluctuations lead to a local fluctuation of transverse
momentum in a given rapidity slice for each cell in the transverse plane〈
(τ0∆g
x
⊥)
2
〉 ∼ (T (e+ p) τ0
∆η (∆x⊥)2
)
τ0
. (5.77)
Here (as before) the brackets (. . .)τ0 indicate that all contained quantities
should be evaluated at τ0. During an initial time of order τ0, the momentum
per rapidity diffuses to a finite longitudinal width [184] (see below)
∆η → ση(τ0) ≡
√
6γη(τ0)/τ0. (5.78)
The process is diffusive because the transverse momentum per rapidity is
conserved. The rapidity width is finite because the longitudinal expansion
shuts off the diffusion process. ση(τ0) is broader than the rapidity width of
subsequent interest, which is of order ση(τ). Thus, after an initial transient,
the transverse momentum per rapidity may be considered approximately
constant in time and rapidity, though localized in this transverse plane
〈
(τ∆gx⊥)
2
〉 ∼ (T (e+ p) τ0√
γη/τ0
)
τ0
1
(∆x⊥)2
. (5.79)
At much later times these transverse momentum fluctuations diffuse trans-
versely (as described in Sec. 5.3.1) leading to a correction of order
〈T xx〉
e+ p
∼ 1
τ 2(e+ p)2
(
T (e+ p)τ0√
γη/τ0
)
τ0
1
γητ
, (5.80)
138
which qualitatively reproduces the correction in Eq. (5.74b).
Now we will briefly sketch this reasoning with equations. At the early
time moments τ ∼ τ0, the wave vector is predominantly longitudinal ~K '
(~0⊥, κ/τ) and the transverse momentum correlator〈
gi⊥(τ,k)g
j
⊥(τ,−k′)
〉 ≡ N ij(k, τ)(2pi)3δ3(k − k′), (5.81)
can be reconstructed from NT1T1 and NT2T2
N ij(τ,k) =
∑
A∈T1,T2
eiAe
j
ANAA(τ,k), (5.82)
since ~T1 and ~T2 form a basis for the transverse plane. In this limit, the
equations of motion for NT1T1 and NT2T2 (see Eq. (5.65b) and Eq. (5.65c))
are the same, and N ij satisfies a one dimensional diffusion equation with a
source at early times(
∂τ + 2γη
(κ
τ
)2)
(τ 2N ij) = 2γη
(κ
τ
)2
T (e+ p)τδij . (5.83)
The lhs of Eq. (5.83) represents the diffusion of transverse momentum in
rapidity, while the rhs represents the thermal transverse momentum fluc-
tuations at the earliest moments, which act as a source. The source for
the fluctuations, 2Tη (κ/τ)2, is a rapidly decreasing function of time, and is
dominant for times of order τ0.
The Green function propagating data from τ ′ to τ for the lhs of Eq. (5.83)
is
Gij(τη~x⊥|τ ′η′~x′⊥)=
e−(η−η
′)2/(12γη(τ ′)/τ ′)√
12piγη(τ ′)/τ ′
δijδ2(~x⊥ − ~x′⊥), (5.84)
for τ  τ ′. Thus, a fluctuation localized in rapidity at time τ0 will diffuse
to a finite rapidity width of ση(τ0) =
√
6γη(τ0)/τ0 at late times
8 [184, 233].
8In Refs. [184, 233] the authors consider an initial distribution which is Gaussian in
rapidity of width σ0. During the expansion the width is broadened by the diffusion process
σ20 → σ20 + 6
γη(τ0)
τ0
. (5.85)
These authors considered constant η/(e + p) and found a factor of 4 rather than 6 in
Eq. (5.85).
139
This is a small rapidity width in absolute units (since γη(τ0)/τ0  1 when
hydrodynamics is a good approximation), but much broader than the rapidity
width of interest at the final time, γη(τ0)/τ0  γη(τ)/τ .
Returning to Eq. (5.83), we solve the equation, and determine the trans-
verse momentum correlation function (in the same rapidity slice) at an in-
termediate time τ ′ which is large compared to τ0 but much much less than
the final time τ , τ0  τ ′  τ
τ ′2
〈
gi⊥(τ
′, η, ~x⊥)g
j
⊥(τ
′, η, ~y⊥)
〉
=
∫
dκd2k⊥
(2pi)3
ei
~k⊥·(~x⊥−~y⊥) τ ′2N ij(τ ′, κ) . (5.86)
Implementing these steps we find
τ ′2
〈
gi⊥(τ
′, η, ~x⊥)g
j
⊥(τ
′, η, ~y⊥)
〉
=
(
T (e+ p))τ0√
12piγη/τ0
)
τ0
δijδ2(~x⊥ − ~y⊥). (5.87)
This has the same form as the initial conditions described in Sec. 5.3.1, and
fluctuations at the earliest moments simply increase the variance of long
range transverse momentum fluctuations by a constant amount
δχggτ0 =
(
T (e+ p)τ0√
12piγη/τ0
)
τ0
, (5.88)
reproducing Eq. (5.75). In a sense, this constant shift simply finalizes the
thermalization process described at the start of Sec. 5.3.1. The correction
δχggτ0 scales as τ
−1/3
0 and is therefore small compared to the first term in
Eq. (5.75) if τ0 is large compared to a typical thermalization time.
5.4 Results and Discussion
In this paper we determined a set of kinetic equations which describe the evo-
lution of hydrodynamic fluctuations during a Bjorken expansion. We used
these equations to find the first fractional power correction to the longitu-
dinal pressure, ∝ 1/(τT )3/2, at late times. The evolution equations can be
extended to much more general flows, and ultimately coupled to existing
hydrodynamic codes.
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The kinetic equations for hydrodynamic fluctuations are a WKB (or rotat-
ing wave) type approximation of the full stochastic hydrodynamic evolution
equations. This approximation is justified because the relevant hydrody-
namic modes have wavenumbers of order
k∗ ∼
√
e+ p
ητ
, (5.89)
which is large compared to the inverse expansion rate, 1/τ . For example,
the kinetic equation for the sound mode with wavenumber ~K = (~k⊥, κ/τ)
interacting with the Bjorken background takes the form of a relaxation type
equation
∂τN++(τ,k) = −4
3
γηK
2
[
N++ − T (e0 + p0)
τ
]
− 1
τ
(
2 + c2s + cos θK
)
N++ .
(5.90)
N++(τ,k) are short wavelength (symmetrized) two point functions of con-
served stress tensor components, φ+ ≡ (csδe + Kˆ · ~G)/
√
2 in an evolving
Bjorken hydrodynamic background (see Sec. 5.3 and Eq. (5.65) for the re-
maining modes). At high wavenumbers K  k∗, the distribution function
N++ reaches its equilibrium form T (e0 +p0)/τ , up to first viscous corrections
which may be found by solving Eq. (5.90) order by order at large K/k∗ (see
Eq. (5.66a)). This asymptotic form is responsible for the renormalization of
the pressure and shear viscosity. For wavenumbers of order k∗ the hydrody-
namic fluctuations are not in equilibrium at all, but reach a non-equilibrium
steady state at late times. A graph of this non-equilibrium steady state is
given in Fig. 5.2.
The deviation of hydrodynamic fluctuations from equilibrium has conse-
quences for the evolution of the system. Indeed, the longitudinal pressure
τ 2T ηη receives a correction from the unequilibrated modes
〈τ 2T ηη〉
e+ p
=
[ p
e+ p
− 4
3
γη
τ
+
1.08318
s (4piγητ)3/2
+
(λ1 − ητpi)
e+ p
8
9τ 2
]
, (5.91)
where we have repeated Eq. (5.74a) for convenience. The correction to the
pressure ∼T/(γητ)3/2 is of order ∼Tk3∗, reflecting the number of modes of
order k∗ and the energy per mode, 12T . In contrast to all previous analyses
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of long-time tails [182, 183], the hydrodynamic fluctuations in the expanding
case are not close to equilibrium, and a one loop expansion around equilib-
rium is not an appropriate approximation scheme. Our kinetic description
effectively resums all diagrams contributing at the same order in the presence
of expansion [232].
Formally, the noise correction is lower order than the correction due to
second order hydrodynamics, which is proportional to a particular combina-
tion of second order parameters, λ1 − ητpi. To quantify the importance of
thermal fluctuations in practice, we take representative numbers for the en-
tropy from the lattice [116, 234], estimates for the second order hydrodynamic
coefficients based on weakly and strongly coupled plasmas [114, 115, 209],
and an estimate for τT at τ ∼ 3.5 fm based on hydrodynamic simulations9
T 3
s
' 1
13.5
, (5.92a)
(λ1 − ητpi)
e+ p
'− 0.8
(
η
e+ p
)2
, (5.92b)
τT ' 4.5 . (5.92c)
Then, for η/s ' 1/4pi, Eq. (5.91) evaluates to
〈τ 2T ηη〉
e+ p
=
1
4
[
1. − 0.092
(
4.5
τT
)
+ 0.034
(
4.5
τT
)3/2
− 0.00085
(
4.5
τT
)2 ]
,
(5.93)
while for η/s = 2/4pi, we find
〈τ 2T ηη〉
e+ p
=
1
4
[
1. − 0.185
(
4.5
τT
)
+ 0.013
(
4.5
τT
)3/2
− 0.0034
(
4.5
τT
)2 ]
.
(5.94)
For the smaller shear viscosity, Eq. (5.93), the nonlinear noise contribution
completely dominates over the second order hydro contribution. For the
9We take an estimate for the (approximately constant) average entropy in the trans-
verse plane from a recent LHC simulation for PbPb collisions at
√
s = 2.76 TeV/nucleon,
〈τos(τo)〉 ' 4.0 GeV2 [1]. We take a time of τ ∼ 3.5 fm (which is the time at which the
elliptic flow develops [see for example: 75]), where T ' 250 MeV.
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larger shear viscosity, Eq. (5.94), the noise remains three times larger than
second order hydro, but this contribution is only a ∼ 10% of the first order
viscous term. Finally, for η/s ∼ 3/4pi the noise and second order hydro
contributions become comparable.
The evolution of the average energy density of the system obeys
d〈〈T ττ 〉〉
dτ
= −〈〈T
ττ 〉〉+ 〈〈τ 2T ηη〉〉
τ
, (5.95)
where the double brackets notate an average over (long range in rapidity)
initial conditions and thermal noise10. To close the system of equations,
the relationship between average energy density 〈〈T ττ 〉〉 and the average rest
frame energy density e(τ) must be specified, and this relation is given in
Eq. (5.74). T ττ , T xx, and T yy are sensitive to hydrodynamic noise at the ear-
liest moments in addition to the long-time tails. In these cases thermal noise
in the initial state adds to the long-range rapidity correlation functions of
transverse momentum, which are already present without noise. This result
is encapsulated by Eq. (5.75) and is discussed in Sec. 5.3.1 and Sec. 5.3.5.
Although the analysis of hydrodynamic fluctuations in this paper was
limited to conformal neutral fluids and a Bjorken expansion, the techniques
developed here can be applied to much more general flows. A next step is to
generalize the kinetic equations in Eq. (5.65) to an arbitrary expansion, and
to couple such generalized equations to existing second order hydrodynamic
codes. In addition, it will be phenomenologically important to extend this
work to non-conformal systems with net baryon number. Near the QCD
critical point the noise will continue to grow without bound, leading to a
critical renormalization of the bulk viscosity. In an expanding system these
fluctuations will not be fully equilibrated. We believe the formalism set up
in this paper provides the first steps towards quantitatively analyzing this
rich dynamical regime.
10The longitudinal pressure in Eq. (5.91) is independent of fluctuations in the initial
conditions at late times. Thus, only the average over the noise is relevant in this case,
〈〈τ2T ηη〉〉 = 〈τ2T ηη〉
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Appendices
5.A Computation of finite residual contribu-
tions
In this appendix we provide the details of the computation sketched in
Sec. 5.3.4 for the residual out of equilibrium noise contribution to the energy
momentum tensor for a Bjorken background. Let us scale the correlation
density matrix by the equilibrium value:
RAA(τ,k) ≡ NAA(τ,k)
T (e0 + p0)/τ
. (5.96)
The kinetic equations of motion Eq. (5.65) written for relative density matrix
RAA are
∂τR±± = −4
3
γηK
2 (R±± − 1) + c
2
s − cos2 θK
τ
R±±, (5.97)
∂τRT1T1 = −2γηK2 (RT1T1 − 1) +
2c2s
τ
RT1T1 , (5.98)
∂τRT2T2 = −2γηK2 (RT2T2 − 1) +
2(c2s − sin2 θK)
τ
RT2T2 . (5.99)
Using dimensionless variables t ≡ τ ′/τ and ~r ≡ ~K/k∗ with ~K = (~k⊥, κ/τ)
and k∗ = 1/(γητ)1/2 defined at τ , the Green functions for the homogeneous
parts are
G±±(τ ′, τ ;k) =
1
tc2s
1√
A(t, θK)
exp
[
−4
3
r2B(t, θK)
]
, (5.100)
GT1T1(τ
′, τ ;k) =
1
t2c2s
exp
[−2r2B(t, θK)] , (5.101)
GT2T2(τ
′, τ ;k) = t2−2c
2
sA(t, θK) exp
[−2r2B(t, θK)] , (5.102)
where
A(t, θK) ≡ sin2 θK + cos
2 θK
t2
, (5.103)
B(t, θK) ≡ sin
2 θK
1 + c2s
(
1− t1+c2s
)
+
cos2 θK
1− c2s
(
1
t1−c2s
− 1
)
. (5.104)
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With these Green functions, RAA due to thermal fluctuations (in contrast to
initial fluctuations discussed in Sec. 5.3.1) is given by
R++(τ,k) =
∫ τ
τ0
dτ ′
4
3
γη(τ
′)
(
k2⊥ +
κ2
τ ′2
)
G++(τ
′, τ ;k), (5.105)
and similarly for the other modes (change 4/3 to 2 for the transverse modes).
Since the asymptotic solution of RAA for large K is known, we define the
remainder of RAA as:
R
(r)
±±(τ,k) ≡ R±±(τ,k)−
(
1 +
c2s − cos2 θK
4
3
γηK2τ
)
, (5.106)
R
(r)
T1T1
(τ,k) ≡ RT1T1(τ,k)−
(
1 +
c2s
γηK2τ
)
, (5.107)
R
(r)
T2T2
(τ,k) ≡ RT2T2(τ,k)−
(
1 +
c2s − sin2 θK
γηK2τ
)
. (5.108)
Using R
(r)
AA the residual contribution to the energy-momentum tensor is
calculated from Eq. (5.67a) and Eq. (5.68) as
∆T xx = T
∫
d3K
(2pi)3

R
(r)
++ +R
(r)
−−
2
sin2 θK cos
2 ϕK
+R
(r)
T1T1
sin2 ϕK
+R
(r)
T2T2
cos2 θK cos
2 ϕK
 , (5.109)
∆T yy = T
∫
d3K
(2pi)3

R
(r)
++ +R
(r)
−−
2
sin2 θK sin
2 ϕK
+R
(r)
T1T1
cos2 ϕK
+R
(r)
T2T2
cos2 θK sin
2 ϕK
 , (5.110)
τ 2∆T ηη = T
∫
d3K
(2pi)3
 R
(r)
++ +R
(r)
−−
2
cos2 θK
+R
(r)
T2T2
sin2 θK
 , (5.111)
∆T ττ = ∆T xx + ∆T yy + τ 2∆T ηη. (5.112)
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Substituting the subtracted solution R
(r)
AA into (5.109)-(5.112) and performing
r integration with a Gaussian cutoff exp[−r2k2∗/Λ2], we get
[τ 2∆T ηη(τ)]
T (τ)k3∗
=
3
√
pi
8
∫ 1
−1
d(cos θK)
4pi2
∫ 1
τ0/τ→0
dt
×
(
4
3
cos2 θK
√
A(t, θK)[
4
3
B(t, θK) + k2∗/Λ2
]5/2 + 2t2−c2s0 sin2 θKA(t, θK)2[2B(t, θK) + k2∗/Λ2]5/2
)
− [O(Λ3) +O(Λ)] , (5.113)
[∆T xx(τ) + ∆T yy(τ)]
T (τ)k3∗
=
3
√
pi
8
∫ 1
−1
d(cos θK)
4pi2
∫ 1
τ0/τ
dt
×
(
4
3
sin2 θK
√
A(t, θK)[
4
3
B(t, θK) + k2∗/Λ2
]5/2
+
2t2−c
2
s cos2 θKA(t, θK)
2 + 2t−c
2
sA(t, θK)
[2B(t, θK) + k2∗/Λ2]
5/2
)
− [O(Λ3) +O(Λ)] (5.114)
The ultraviolet divergent terms O(Λ3,Λ) are from the asymptotic form of
RAA at large K in (5.106)-(5.108). Near t = 1, B(t, θK) ' 1−t and the cutoff
Λ regulates the divergence in time integral. To isolate the divergences, we
perform the partial integration twice and pick up cubic and linear divergences
from the surface terms at t = 1. The resultant divergences are precisely
canceled by O(Λ3,Λ) terms.
After subtracting the ultraviolet divergences at t = 1 and doing cos θK in-
tegral analytically, the remaining time integration has to be done numerically.
R
(r)
T1T1
mode contribution to T xx and T yy is divergent in the limit τ  τ0.
Since the analytic behavior of the integrand around t ∼ 0 is known, we can
explicitly subtract the part sensitive to early times from the integrand to
extract remaining finite pieces for R
(r)
T1T1
mode. Numerical integration results
necessary to find finite stress tensor corrections in Eqs. (5.109)-(5.111) are
summarized in Table 5.1. Summing contributions from the different modes
to the longitudinal and transverse components of energy momentum tensor
gives the numerical coefficients 1.08318 and −0.273836 as seen in Eq. (5.74).
146
R
(r)
AA (4pi)
−3/2 ∫ d3rR(r)AA (4pi)−3/2 ∫ d3r cos2 θKR(r)AA
R
(r)
±± −0.439511 0.021281
R
(r)
T1T1
− pi
3
√
6
≈ −0.427517 −0.467513
R
(r)
T2T2
1.402539 0.340636
Table 5.1: Numerical values of finite pieces of regularized R
(r)
AA integrals for
energy momentum tensor corrections. For the special case of
∫
d3rR
(r)
T1T1
the
remaining one dimensional time integral can be done analytically.
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Chapter 6
Conclusion
Fluctuations in heavy ion collisions are the key experimental observables,
and therefore a sophisticated understanding of perturbations is necessary for
the precision extraction of the bulk properties of the Quark Gluon Plasma
(QGP). In this dissertation I discussed my work [1–4] on the evolution of
initial, pre-equilibrium, and thermal fluctuations in heavy ion collisions.
In Chapter 3 I used Principal Component Analysis (PCA) to study the
initial fluctuations in hydrodynamic simulations of heavy ion collisions at the
CERN Large Hadron Collider (LHC) (
√
sNN = 2.76 TeV). In particular, I
explicitly showed that factorization breaking of momentum dependent flow
harmonics vn(pT ) (where n = 0–5) can be quantitatively characterized by
the interplay of subleading flows, which have an intuitive physical interpre-
tation. For the n = 0, 1, 3 harmonics the subleading flow is a response to
the radial excitation of the nth order eccentricity εn. In contrast, for the
n = 2, 4, 5 harmonics a nonlinear mixing plays an important part in generat-
ing subleading components. For example, in the case of the n = 2 harmonic
in peripheral collisions, the large leading elliptic flow v2 mixes with the radial
flow v0 fluctuations and produces a new subleading elliptic flow. Correctly
identifying different sources of flow helps finding the optimal geometric and
nonlinear predictors for the flow harmonics. The main message of this work
is that the momentum dependent harmonic flow vn(pT ) should be thought of
not as a single response to a coarse grained initial state quantity, like εn, but
a superposition of responses to various aspects of the initial state geometry.
The tools described in Chapter 3 give the most systematic way to date of
unraveling the map between initial state fluctuations and the final state flow.
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The PCA is a systematic and efficient way of decomposing flow into its
most significant components. Importantly, studying the two-particle corre-
lation functions in terms of dominant principal components utilizes all cor-
relation data. Because subleading flows are more sensitive to the finer radial
structure of the initial geometry, the subleading flows are an additional way
of constraining the heavy ion collision models with already measured data.
Subleading flows could also help interpreting some flow features in the ultra-
central Pb+Pb collisions, which are not yet reproduced by simulations [235].
The PCA is a universal statistical method and can be used for disentangling
correlations in rapidity η, where our understanding of fluctuations is still
developing [160]. Finally, because the full two-particle correlation matrix is
very well described by just two or three principle components, the correct
physical interpretation and quantitative reproduction of the leading principal
components is a thorough test of our understanding of the QGP expansion.
In Chapter 4 I looked at the equilibration of initial state fluctuations at
the early stages of heavy ion collisions using the framework of weakly coupled
kinetic theory [100, 140]. Kinetic theory at realistic values of the coupling
constant αs ≈ 0.26 (which is outside the strict weak coupling regime) pre-
dicts phenomenologically feasible (i.e. short enough) equilibration time of
a uniform background [169]. In this work, I demonstrated that transverse
perturbations in the initial state also approach hydrodynamics at the same
time. Furthermore, the entire kinetic pre-thermal evolution can be conve-
niently expressed in Green functions which map transverse perturbations in
the initial state to energy momentum tensor at the time when hydrodynam-
ics becomes applicable. Importantly, because the pre-thermal evolution time
is short, it is enough to study equilibration within a causal region which is
much smaller than the total transverse nuclear geometry.
Effective kinetic theory provides a first principle QCD description of the
QGP equilibration and naturally connects the weak coupling initial state
models like IP-Glasma to hydrodynamics—a connection which was so far
missing. However, at the relevant energy scales in heavy ion collisions the
coupling constant αs ∼ 0.3 is not in the asymptotically weak coupling regime
αs  1 and the extrapolated kinetic theory results should be taken cau-
tiously. The kinetic theory domain of validity can be extended by non-
perturbative treatment of soft momentum physics, e.g. non-perturbative
anisotropic screening [153–155]. In a tangential development, the current
150
work can be straightforwardly extended to study the chemical equilibration
of quarks and gluons, and the production of out-of-equilibrium thermal pho-
tons.
The rapid equilibration in heavy ion collisions is a poorly understood
problem, which is even more acute for small collision systems with very short
lifetimes. Although the exact nature of equilibration is yet to be seen, the
short evolution time and causality constrain the possible forms of response
functions. Therefore an effective description can perhaps be inferred from
the interpolation between the weak coupling theory and models based on
holography that describe equilibration at infinitely strong coupling in QCD-
like theories [170]. In fact, out-of-equilibrium quantum systems demonstrate
surprisingly universal behavior in very different settings [152, 236, 237]. The
kinetic theory response functions computed in this work represents a practical
implementation of the “bottom-up” thermalization scenario and is the first
work directly connecting “bottom-up” to current hydrodynamic models of
heavy ion collisions.
Finally, in Chapter 5 I addressed the physics of thermal fluctuations
in the hydrodynamically expanding QGP by constructing the effective hy-
dro-kinetic equations for the two-point correlation function. The rapid Bjorken
expansion of a medium drives the hydrodynamic fluctuations out of equilib-
rium prescribed by the fluctuation-dissipation theorem. The competition
between the expansion and dissipation leads to a steady state solution of
hydro-kinetic equations. The difference between the equilibrium correlations
and the steady state solution determines the so called “long time tail” correc-
tions to the energy momentum tensor, however the exact numerical factors
for Bjorken expanding background were calculated here for the first time.
The separation of scales between the long wavelength background physics
and the dominant out-of-equilibrium hydrodynamic fluctuations gives an in-
tuitive picture for the nonlinear noise contributions.
The estimated nonlinear noise corrections in heavy ion collisions are po-
tentially as large or larger than second order terms used in the modern hy-
drodynamic models and the presented framework of hydro-kinetic equations
is an alternative to numerically challenging stochastic hydrodynamic simu-
lations. More importantly, the hydro-kinetic equations are a leading order
effective kinetic theory of noise and can be used to give a perturbative de-
scription of noise away from the QCD critical point. The framework can
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be straightforwardly applied to general background flows and non-conformal
systems with non-vanishing bulk viscosity.
In summary, in this dissertation I discussed and applied several methods
of separating and propagating initial and thermal fluctuations in heavy ion
collisions: Principal Component Analysis, kinetic theory equilibration, and
hydro-kinetic equations of noise. The high energy Pb+Pb and Au+Au col-
lisions at LHC and RHIC are likely to remain the most reliable grounds for
determining QCD medium properties, but collisions in small systems (e.g.
p+Pb or high multiplicity p+p) exhibit surprisingly similar signals of col-
lectivity. Principal Component Analysis and kinetic theory equilibration are
promising tools to study initial fluctuations in these systems. On the other
hand, the Beam Energy Scan will search for the QCD critical point in the low
energy and high baryon chemical potential region of the QCD phase diagram.
Since one of the signatures of a critical point is large stochastic fluctuations,
coupling hydro-kinetic equations with the advanced framework of viscous hy-
drodynamics is an important stepping stone for the correct modeling of the
QGP matter near the critical point. Fluctuations will remain an important
topic in heavy ion physics, and the methods developed in this dissertation
will be of high relevance to the heavy ion research into the many body physics
of QCD for the foreseeable future.
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