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Introdution
Cette thèse porte d'une part sur la modélisation et l'analyse mathématique des
instabilités de la déformation plastique qui apparaissent à la surfae d'un matériau
sous ontrainte, puis d'autre part sur l'analyse des instabilités de PlateauRayleigh
dans le as de la déformation élastique. Ce manusrit est divisé en deux parties : la
première partie (Chapitres 1, 2 et 3) onerne la déformation plastique et la deuxième
partie (Chapitre 4) traite la déformation élastique.
Lorsque des matériaux (exemple : alliages métaliques) sont soumis à des on-
traintes de tration ou de ompression, ils se déforment de manière disontinue ; 'est
le phénomène PortevinLe Chatelier. La déformation plastique des métaux et des
alliages à température ambiante s'eetue le plus souvent par le glissement des dis-
loations. Les disloations onstituent l'une des lasses d'imperfetion ou de défauts
ristallins. Elles sont présentes dans les matériaux industriels en quantité importante
et inuenent de manière déisive plusieurs propriétés marosopiques, dont, au pre-
mier rang, les propriétés méaniques.
La notion de disloations a été réée pour le première fois par Volterra en 1907
d'après une étude théorique des défauts linéaires. Un grand progrès dans la om-
préhension du rle des disloations en physique des solides a été apporté dans les
années trente du sièle dernier par Orowan [58℄, Polanyi [61℄ et Taylor [76℄, toujours
sans auune preuve direte de l'existene de tels défauts. Le développement de la
11
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mirosopie életronique par transmission dans les années 1950 a nalement permis
l'observation de disloation, par Bollmann [9℄, Hirsh, Horne et Whelan [38℄. Ces ob-
servation ont permis de tester un ertain nombre de préditions théoriques. La taille
de es défauts mirosopiques n'exède pas, dans la plupart du temps, le miromètre.
Les disloations sont naturellement présentes dans les matériaux ristallins du fait
même de leurs onditions de roissane qui laisse une struture imparfaite quels que
soient les moyens d'élaborations. La théorie des disloations [40℄ a permis aux mé-
aniiens de mieux omprendre le omportement méanique issu de la déformation
plastique des matériaux ristallins.
Le premier hapitre est une introdution physique sous forme d'historique de la
disloation et son importane dans l'étude de la déformation plastique d'un matériau
sous ontrainte. Nous exposons les diérents types de disloations (oin, vis, mixte)
ave des gures d'illustration à l'appui.
Dans le seond hapitre, nous présentons un modèle linéaire de MekingLüke
Grilhé. Les instabilités de la déformation plastique d'un matériau ristallin sous on-
trainte uniaxiale sont observées et peuvent s'expliquer par un temps de retard dans la
réponse du système aux solliitations. Cette remarque a été faite pour la première fois
par Grilhé et al. en 1984 [30℄. Une première modélisation "linéaire" de e problème
onduit à une équation linéaire à un seul retard sous la forme suivante :


σ˙(t) = −aσ(t− τ) + aσ0 si t > 0,
σ(t) = φ(t) si t ∈ [−τ, 0] ,
où, τ est le temps de retard, σ est la ontrainte, σ0 est la ontrainte initiale, a est un
paramètre physique, et φ est une fontion dénie et ontinue sur [−τ, 0]. Hilout et al.
ont donné une étude mathématique omplète de e problème en utilisant les fontions
de Lambert [36℄. En outre omme l'ativation de plusieurs systèmes de déformation
onduit à introduire plusieurs temps de retards, nous onsidérons une modélisation
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linéaire dans le as de deux systèmes de déformation ('est à dire à deux temps de
retard τ1 et τ2) :

σ˙(t) = −α σ(t− τ1)− β σ(t− τ2) + γ si t > 0
σ(t) = φ(t) si t ∈ [−τ, 0],
ave, τ = max{τ1, τ2} et α, β, et γ sont des paramètres physiques. Ce travail a
été initié par Hilout et al. [37℄. Nous présentons aussi dans le hapitre 2 un résultat
théorique pour les problèmes à n retards pour n ≥ 3, des remarques et des intérpre-
tations physiques.
Suite à une disussion ave le professeur Jean Grilhé, il a été suggéré d'étudier le
modèle non linéaire pour mieux omprendre l'instabilité de la déformation plastique
en temps long. C'est l'objetif de notre troisième hapitre qui porte sur la modéli-
sation non linéaire de MekingLükeGrilhé, et qui dérit l'évolution temporelle de
l'instabilité de la déformation plastique d'un ristal sous ontrainte. Cette nouvelle
modélisation étend les problèmes linéaires étudiés au hapitre 2.
La première modélisation non linéaire nous ramène au problème suivant :


σ˙(t) = −βσ2(t− τ)− θσ(t− τ)− ξ, si t > 0,
σ(t) = φ(t), si t ∈ [−τ, 0] ,
ave β, θ, et ξ sont des paramètres physiques. Nous présentons des résultats théoriques
onernant l'existene, l'uniité et la stabilité de la solution. Nous validons les résul-
tats théoriques de stabilité par des tests numériques sous MATLAB.
Expérimentalement (expérienes menées par l'équipe de Jean Grilhé au labora-
toire PyhMath du Futurosope), plusieurs systèmes de glissement sont atifs et dépen-
dent de leur orientation par rapport à l'axe de tration. Nous nous intéressons à la
modélisation des instabilités de la déformation plastique quand deux retards sont
introduits (haun orrespond à un système de déformation), e qui nous onduit à
A. ALRIYABI 14
une deuxième modélisation non linéaire sous la forme suivante :

σ˙(t) = −
2∑
i=1
βiσ
2(t− τi)−
2∑
i=1
θiσ(t− τi) + γ, si t > 0,
σ(t) = φ(t), si t ∈ [−τ, 0] ,
(1)
où β1, β2, θ1, θ2 et γ sont des paramètres physiques. Nous dénissons la solution
fondamentale de notre problème (1) an d'étudier et d'analyser l'instabilité de la
déformation plastique orrespondante au problème (1). Comme nous l'avons fait aux
préédents hapitres, nous présentons des vériations numériques sous MATLAB.
Suite à une disussion ave le professeur Jean Mihel Rakotoson, nous proposons aussi
dans e hapitre une omparaison numérique entre les as linéaire et non linéaire.
La deuxième partie de ette thèse (hapitre 4) onerne l'étude de l'instabilté de
PlateauRayleigh. Cette étude porte sur les instabilités de surfae d'un pore ylin-
drique sans ontraintes. Ces instabilités sont dites de RayleighPlateau [59℄. Dans
[59℄, les auteurs montrent l'apparition d'instabilités à la surfae d'un uide lors de jets
d'eau ylindriques, ils montrent aussi que es instabilités dépendent des utuations
pour des longueurs d'ondes supérieures à la ironférene du ylindre. Des résultats
semblables onernant des solides sont obtenus par Nihols et Mullins [53, 55, 56℄
pour les tiges ylindriques. Ils généralisent ensuite es résultats pour des pores et
des préipités ylindriques dans les solides [56℄. En partiulier, Nihols et Mullins se
sont intéressés à l'évolution morphologique de la surfae libre d'un orps ylindrique
par diusion de surfae ou de volume. Grilhé et son équipe, Grinfeld et autres font
partie des premiers herheurs à étudier l'évolution d'un pore par diusion de sur-
fae quand la matrie est soumise à des ontraintes. Leur travail est limité à une
ontrainte onstante et uniaxiale dans le as axisymétrique. Les mêmes auteurs ont
généralisé e formalisme à des matériaux sous ontrainte possèdant une struture 2D
et la propriété de symétrie ylindrique.
Dans le hapitre 4, nous nous intéressons à une EDP parabolique non linéaire
A. ALRIYABI 15
d'ordre 4 de la forme :

∂h
∂t
= −1
h
∂
∂x
(
h
∂3h
∂x3
)
sur (0, T )× (0, 1),
h(t, .) est une fonction périodique sur (0, 1),
h(0, .) = h0 > 0 est une fonction périodique donnée sur (0, 1).
Nous montrons l'existene et l'uniité de la solution de e problème en utilisant la
méthode de FaedoGalerkin. Nous utilisons aussi des tehniques d'estimations initiées
dans des travaux réents de Jean Mihel Rakotoson. Le résultat prinipal est l'exis-
tene globale de la solution et la onvergene vers la valeur moyenne de la donnée
initiale en temps long. L'étude théorique est aussi appuyée omme dans les autres
hapitres d'une validation numérique en utilisant ette foisi un ode de alul via
FORTRAN développé par D'Angelo, Boutat, Hilout et Lods.
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Chapitre 1
Disloations et déformation plastique
1.1 Introdution
La onnaissane et le ontrle de la déformation plastique sont des dés impor-
tants en siene des matériaux et en méanique. Il est don néessaire de onnaître
le proessus de développement de la déformation plastique (trélage, emboutissage,
laminage, forgeage, · · · ) et de omprendre l'évolution temporelle des matériaux sous
ontrainte an de aluler la qualité de l'énergie absorbée (plaquette de frein d'une
voiture par exemple). La maîtrise des méanismes liés à la déformation plastique est
très importante, en partiulier pour les branhes industrielles onernant la fabria-
tion et l'utilisation des matériaux à résistane méanique élevée dans les domaines
de l'aérospatiale, de la marine, du nuléaire, de la sidérurgie, de l'industrie automo-
bile et d'autres. Le ontrle des phénomènes qui aetent la plastiité nous onduit
à améliorer la performane des matériaux qui représentent un dé industriel très
important. D'une part, une bonne ompréhension de la relation entre les propriétés
mirosopiques d'un matériau et son omportement à l'éhelle est fondamentale et
d'autre part, les développements réents dans le domaine de la miniaturisation et
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des nanotehnologies rendent la néessité d'obtenir une desription plus détaillée des
méanismes mirosopiques responsables de la déformation plastique.
Les modiations morphologiques des solides utilisées pour de nombreuses appli-
ations tehnologiques en génie métallurgique et en siene des matériaux ont été
largement étudiées au ours des dernières années. La reherhe des propriétés de la
matière (méaniques, életriques, magnétiques, · · · ) étant toujours plus eae, ela
a onduit à de nombreuses études des méanismes assoiés à la déformation plastique.
Pour omprendre le omportement méanique des matériaux en plastiité, la no-
tion de disloation en physique a été introduite par Taylor [76℄, Orowan et d'autres
auteurs entre 1930 et 1940. Cette notion explique le omportement des atomes dans
un ristal au ours de sa déformation. Les disloations ont été observées fréquemment
en utilisant le mirosope életronique (voir les gures 1.1 et 1.2
1
). Ils aident à expli-
quer les phénomènes de déformation plastique [27℄, [39℄, [54℄, aussi bien que d'autres
propriétés des solides, omme la roissane ristalline et les propriétés életriques des
semi-onduteurs [42℄. Lorsqu'on teste la tration d'un matériau, en imposant une
fore pour assurer une vitesse de déformation onstante, la déformation se produit
par des disloations glissantes. Les ourbes ontraintedéformation (aratéristiques
des matériaux) sont généralement ontinues et monotones. Cependant, dans ertains
as, es ourbes présentent des osillations rapides dûes aux diultés de la réation
ou de la propagation des disloations : phénomène de PortevinLe Chatelier PLC,
Bandes de PiobertLüders, malage, avalanhes de disloations, · · · .
Certains ritères de loalisation de la déformation plastique sont proposés dans
[50℄, par exemple, le phénomène PLC est observé dans de nombreux alliages dans
un domaine préis des taux de déformations et de températures. L'origine physique
de l'eet PLC résulte d'un proessus mirostrutural désigné par le vieillissement
de la déformation dynamique, dû à l'interation dynamique entre disloations mo-
1. Laboratoire de Physique des MatériauxPoitiers.
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Figure 1.1  Couplage mirosope à fore atomique / miro-mahine de déformation
Essais sous ontraintes de ompression
biles et atomes de soluté mobiles. Louhet et Bréhet [26℄ présentent les diérents
types de disloations motifs lors de la déformation uniaxiale en fontion des prin-
ipaux paramètres physiques omme la struture ristalline ; ils montrent que ette
déformation est générée par une onurrene entre la prodution de disloation et les
réarrangements. De même ils démontrent que e phénomène est ontrlé par le taux
de déformation et de température. Un modèle numérique simplié pour étudier la
déformation des ristaux de glae est présenté par Miguel et al. [52℄ ; Ils analysent
l'avalanhe omme les réarrangements des disloations au ours de l'évolution dy-
namique et aratérisent la déformation visoplastique de la glae ou d'autres matières
ristallines similaires sous la forme de nonéquilibre méanique statistique. L'intera-
tion entre les atomes de soluté et les disloations mobiles au ours de la déformation
plastique dans un alliage d'aluminium est onsidéré dans [84℄. Gra et al. [29, 28℄
proposent des simulations par éléments nis, et des observations expérimentales de
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l'eet PLC et de la propagation des bandes de Lüders dans des éhantillons de tra-
tion entaillés et ompats de l'aluminium en utilisant le modèle PLC mirosopique
onstitutif.
On peut remarquer qu'il y a deux types de ristaux suivant l'assemblage des
atomes : ristaux parfaits et ristaux présentant des imperfetions. Pour un ristal
parfait, les atomes forment un réseau régulier tel qu'un réseau ubique à faes en-
trées ou un réseau ubique entré (les matériaux de e type sont appelés des bonnes
matières). Pour un ristal présentant des imperfetions, une petite région du ristal
où le réseau régulier disparaît ar quelques atomes n'ont plus leurs voisins immé-
diats normaux (les matériaux de e type sont appelés des mauvaises matières).
Remarquons que dans des régions petites, seulement quelques distanes atomiques,
du moins dans une diretion, sont intéressées par l'imperfetion. Une laune est un ex-
emple simple d'imperfetion. Nous n'utiliserons pas le terme imperfetion pour parler
des déformations élastiques, des vibrations thermiques ou d'autres distorsions faibles
qui permettent de reonnaître lairement la struture du ristal.
La théorie des ristaux parfaits a réalisé la plupart des développements dans la
physique ristalline. On peut omprendre la plupart des propriétés des ristaux en
les onsidérant omme des solides parfaits. En d'autres termes en supposant que les
imperfetions ne ontribuent au hangement des propriétés qu'en fontion de leur
volume relatif propre. En eet, dans les ristaux relativement bons, on peut nég-
liger es imperfetions. Deux types de propriétés aratérisent les ristaux parfaits.
Des propriétés dites "insensibles à la struture" (Struture insensibles propriétés sont
elles qui ne sont pas inuenées de manière signiative par des hangements de mi-
rostruture ou marostruture), on peut iter par exemple les onstantes élastiques,
la apaité alorique, la densité et la résistivité. Pour les autres propriétés, où la
résistane méanique est très sensible à la perfetion du ristal, nous pouvons bien
hoisir une imperfetion unique, permettant ainsi à réduire la résistane de plusieurs
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ordres de grandeur. Nous pouvons iter des exemples des propriétés sensibles à la
struture : le frottement interne et la vitesse du uage (le uage est le phénomène
physique qui provoque la déformation irréversible d'un matériau soumis à une on-
trainte onstante pendant une durée susante). Dans [68℄ l'auteur traite des imper-
fetions de struture, omme les fautes d'empilement dans les ristaux ompats, les
joints de male et surtout les disloations, les atomes interstitiels, les atomes impurs
et les launes. Notons aussi qu'il y a une diérene entre les imperfetions struturales
et les imperfetions életroniques (omme les trous dans les liaisons de valene des
semi-onduteurs).
La théorie des disloations a été développée dans [68℄ omme une partie de l'étude
des imperfetions. De façon très ondensée, nous pouvons dérire les positions d'un
grand nombre d'atomes en utilisant le onept d'imperfetion. Il est noté que l'étab-
lissement de la liste des atomes d'un ristal pour le dérire, est bien plus faile que
la préision de la position de haun de ses atomes. La théorie des imperfetions est
utile pour dérire les strutures, aluler les énergies et dérire des méanismes omme
la déformation. La théorie des disloations joue un rle majeur dans la desription
abrégée des ristaux par les imperfetions.
1.2 Valeur estimée de la ission ritique pour un
réseau simple
La gure 1.3
1
(voir [25℄) illustre la diérene entre la déformation élastique et
la déformation plastique dans le as d'un isaillement pur (f. [25℄). En fait, la dé-
formation plastique est une déformation irréversible et hétérogène, pendant que , la
déformation élastique est réversible et homogène. Dans le as de la déformation plas-
1. pspiture sous L
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Figure 1.3  Comparaison entre la déformation plastique et de la déformation
élastique.
tique, nous observons un glissement d'une partie du ristal par rapport à l'autre dans
un plan selon une diretion onnue. Pour simplier, nous onsidérons le as où la
déformation s'est limitée au glissement de la moitié du ristal par rapport à l'autre
(voir la gure 1.4
1
, f. [25℄). Supposons que W (x) représente l'énergie d'interation
entre deux parties du ristal sont déalées de x, sahant que ette énergie est onsid-
érée à l'unité de la surfae. La fontion W (x) est minimale à haque moment où le
ristal reprend sa forme normale, autrement dit, pour x = 0, b, 2b, 3b, · · · (b est la
longueur de la maille). Nous pouvons don prédire que la fontionW (x) est périodique.
x
a
b
Figure 1.4
L'énergie approximée est initialement donnée sous la
forme suivante :
W (x) = W0 −W1 cos(2πx
b
). (1.1)
Pour assurer la ontinuité du déalage des deux parties du
1. tikzpiture sous L
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ristal, nous avons besoin d'appliquer une ission donnée
par :
τ(x) = −dW
dx
=
2π
b
W1 sin(
2πx
b
). (1.2)
Pour x petit, la loi de Hooke en élastiité, nous donne :
τ(x) = µ
x
a
, (1.3)
où µ est le module de isaillement. Nous supposons que les onstantes a et b données
respetivement dans (1.3) et (1.1) sont de même grandeur et de même ordre. En
remplaçant le sinus par son argument, W1 dans (1.1) et τc dans (1.2) sont donnés
respetivement par :
W1 =
µb2
4π2a
,
et
τc(x) =
µb
2πa
sin(2π
x
b
),
où τc désigne la valeur de la ission ritique orrespond à la valeur maximale de τ(x)
donnée par (1.3). τc est donnée pour x = b/4 par :
τc = τ(
b
4
) =
µb
2πa
≈ 0.16µ. (1.4)
L'équation (1.4) simplie la relation entre la valeur du module de isaillement et elle
de la ission ritique.
1.3 Notion de disloation
Toute matière solide va se déformer sous l'appliation d'une pression méanique.
Les tests expérimentaux nous donnent une expliation de ette déformation en util-
isant le mirosope, et déterminent ses lois de omportement. Si la ontrainte exer-
ée sur l'objet est inférieure à une ertaine valeur (la limite d'élastiité), alors son
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omportement sera réversible. Autrement dit, si la ontrainte appliquée s'annule, le
matériau revient à son état initial. D'autre part, si la ontrainte appliquée dépasse la
limite d'élastiité, le matériau se déformera ontinûment même si après la déharge ;
'est la déformation plastique (voir la gure 1.5
1
, f. [69℄). La déformation plastique
est alors (essentiellement) irréversible. En général, elle est isohore (le volume de
l'objet qui se déforme reste inhangé tout au long du proessus de la déformation
plastique).
Déformation plastiqueDéformation
élastique
Déformation ε
C
on
tr
ai
nt
e
σ
rupture
décharge
limite d’élasticité
Figure 1.5  La ourbe de tration.
Il est possible de réer la déformation plastique pour les objets ristallins par les
mouvements de défauts topologiques ave une dimension. Ces imperfetions unidimen-
sionnelles de l'organisation des atomes onduisent au glissement de plans ristallins.
Comme le as du tapis de Mott (Figure 1.6
2
, f. [25℄), nous déplaçons le tapis par
réation puis propagation d'un pli ; pour déformer un ristal, il est plus onvenable
de réer et propager des disloations. En eet, à haque étape un tel déplaement
1. pspiture sous L
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n'implique que peu de liaisons entre les atomes et néessite don moins d'eort qu'un
glissement rigide et instantané d'une moitié du ristal sur l'autre.
Pour donner une expliation de glissement d'un plan sur un autre sans réaliser
ette ation en une seule fois, on aepte l'existene de défauts dans l'arrangement des
atomes du ristal dans e plan. Pour imaginer l'imperfetion responsable de la posses-
sion de la ission ritique d'une faible valeur expérimentale, nous utilisons l'analogie
du tapis, réée par Mott [25℄, en remarquant qu'il est plus faile de déplaer un tapis
plaé sur une moquette en réant puis faisant propager un pli. Pratiquement, e type
de déplaement est plus faile.
Figure 1.6  Analogie de tapis de Mott. Pour déplaer le tapis, il est plus faile de
fabriquer un pli et de déplaer e pli.
En quelque sorte les disloations onstruisent des veteurs de la déformation plas-
tique ; le ristal se déforme par isaillement lorsque es veteurs se déplaent. Dans
le adre du déplaement d'une disloation, la déformation élémentaire propagée peut
être représentée par un veteur
→
b . Ce veteur
→
b est appelé veteur de Burgers. Si
le veteur de Burgers est perpendiulaire à la ligne de disloation, la disloation est
dite oin , la disloation est vis si le veteur de Burger est parallèle à la ligne de
disloation et elle est mixte dans les autres as. La gure 1.7 (f. [46℄) illustre le
déplaement d'une disloation oin dans un ristal. Lorsque la disloation traverse le
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Figure 1.7  Déplaement d'une disloation oin dans un ristal.
ristal, la partie inférieure de elui-i glisse de la distane b par rapport à la partie
supérieure. Ainsi, lorsqu'une disloation traverse le ristal jusqu'à sa surfae, elle y
laisse une marhe de hauteur b.
Pour propager la déformation, il sut don de fabriquer un défaut et de fournir la
ontrainte néessaire pour le propager. Dans un ristal, le défaut est réé en oupant
les liaisons à proximité de la ligne du défaut pour les reformer ave la rangée voisine.
Le défaut ainsi formé est nommé disloation sur le shéma, il a l'aspet d'un demi-
plan se déplaçant de la gauhe vers la droite, et par analogie on représente souvent
une disloation par le signe ⊥. Pour introduire une disloation dans un ristal, on
peut opérer de la façon suivante (proessus de Volterra) (voir la gure 1.8
1
, f. [25℄) :
1. On oupe toutes les liaisons atomiques entre les plans ABCD et A′B′C ′D′.
2. On applique une ontrainte externe de façon à translater le plan A′B′C ′D′ du
veteur
−−→
AA1, la translation n'étant possible qu'en dehors de la zone voisine de
CD.
3. On remplit le vide éventuellement réé, ou on enlève la matière en exès.
4. On reolle le ristal et on supprime la ontrainte.
1. tikzpi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Figure 1.8  Shéma de réation d'une disloation oin et d'une disloation vis.
Suivant que l'on translate le plan A′B′C ′D′ perpendiulairement à CD ou paral-
lèlement, on obtient des disloations dont les propriétés sont sensiblement diérentes
(disloation oin et disloation vis). Finalement, une boule de disloation est réée
par le même proessus de oupure et de déplaement lorsque la surfae de oupure
est omplètement omprise à l'intérieur du ristal (voir gure 1.9
1
, f. [25℄).
1.3.1 Observation des disloations
Les disloations ont initialement été observées indiretement, en mettant en év-
idene par attaque himique les ponts d'émergene des disloations à la surfae du
ristal. C'est par mirosopie életronique en transmission qu'on obtient des informa-
tions expérimentales les plus nes sur les disloations. Les életrons diratent sur
les atomes du ristal et l'existene d'un défaut omme une disloation à l'intérieur du
1. pspiture sous L
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→
b
Figure 1.9  Shéma de réation d'une boule entière de disloation à l'intérieur
du ristal.
ristal modie les onditions de diration du ristal. En séletionnant par exemple
les életrons qui ont diraté, nous pouvons obtenir une image du défaut (voir gures
1.10, 1.11)
2
.
1.4 Veteur de Burgers
Le veteur de Burgers est le défaut de fermeture d'une boule d'un type partiulier,
appelé iruit de Burgers. Un iruit de Burgers va d'un atome à l'autre dans la
bonne matière, en suivant des veteurs
→
t ; on admet que les veteurs
→
t varient ave la
déformation élastique loale. Un iruit de Burgers est déni par les deux onditions
suivantes :
1. Le iruit doit être traé entièrement dans de la bonne matière, bien qu'il puisse
en entourer de la mauvaise.
2. La même suite de pas d'un atome à l'autre, doit former dans le ristal parfait
un trajet fermé.
2. Laboratoire de Physique des MatériauxPoitiers.
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Figure 1.10  Etude des méanismes de plastiité par AFM (mirosopie à fore
atomique), traes des disloations émergeant en surfae
phase γ des superalliages base Ni
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Figure 1.11  Etude des méanismes de plastiité par MET (équivalent
métabolique), disloation en volume
phase γ des superalliages base Ni
Dans un ristal parfait, le iruit de Burgers ne se ferme pas forément. Le défaut
de fermeture du iruit de Burgers est appelé veteur de Burgers et est désigné par
→
b . Le fait que le iruit de Burgers ne se ferme pas, bien qu'il soit traé dans de la
bonne matière, est dû à la déformation élastique. L'eet umulatif de la déformation
élastique autour du iruit peut avoir généré un défaut de fermeture. On peut démon-
trer que e défaut est un veteur de translation de réseau, 'est-à-dire un veteur
→
t ,
ou la somme de plusieurs veteurs
→
t (READ et SHOCKLEY en 1952).
Il est lair que le veteur
−−→
AA1 (voir la gure 1.8) onstitue une aratéristique
importante de la disloation. Ainsi, si
−−→
AA1 est un veteur du réseau ristallin, on
peut rétablir parfaitement les liaisons atomiques entre les plans ABCD et A′B′C ′D′
et on retrouvera l'arrangement atomique normal (sauf au voisinage de CD où le dé-
faut subsiste). Si
−−→
AA1 n'est pas un veteur du réseau ristallin, il subsistera entre les
plans ABCD et A′B′C ′D′ un défaut plan orrespondant à l'interation des liaisons
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−→
b
FS
1 2
3 F = S
1 2
3
−→
t ⊗
Figure 1.12  Convention
−→
FS /RH de déntion du veteur de Burgers (RH pour
right hand). La disloation se déplae vers l'arrière de la gure.
entre les atomes de es plans. Ce veteur
−−→
AA1 est le veteur de Burgers de la disloa-
tion. Lorsque la disloation traverse le ristal, elle déplae les deux parties du ristal
du veteur
−−→
AA1 : le veteur de Burgers représente don l'amplitude de déformation
transportée par la disloation.
Sauf as partiulier, il est énergétiquement moins oûteux de ne pas réer un
défaut de surfae en même temps que l'on fabrique la disloation. Le ristal hoisit
don le plus souvent les veteurs de Burgers qui sont des translations parfaites du
ristal.
Considérons une disloation dans un réseau ubique simple. Nous herhons à
aratériser son veteur de Burgers. On eetue un iruit fermé (iruit de Burgers)
à l'intérieur du ristal parfait en tournant dans le sens des aiguilles d'une montre. On
eetue ensuite le même iruit que dans le ristal parfait, 'est-à-dire le même nombre
de pas dans haque diretion, mais ette fois-i dans le ristal ave le défaut, en
prenant soin d'entourer le défaut. Si la ligne orientée de la disloation est dirigée vers
l'arrière de la feuille, le défaut de fermeture
−→
SF est appelé par onvention le veteur
de Burgers
→
b de la disloation (voir gure 1.12 1, f. [25℄). Notons qu'il est important
1. tikzpiture sous L
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de se préouper de l'orientation de la ligne de disloation et de hanger la diretion
de ligne d'une disloation en son opposé. Cei nous onduit aussi à transformer le
veteur de Burgers en son opposé. D'une manière générale,
→
b est déni par :
→
b=
∫
C
∂
→
u
∂l
dl
où C est la ourbe entourant le défaut et
→
u
le hamp de déplaement.
1.4.1 Disloation oin
Une fois que nous appliquons la ontrainte de isaillement sur le ristal, la défor-
mation plastique va ommener à partir d'une fae libre et elle va se propager jusqu'à
l'autre té. Alors, e qui glisse 'est les atomes rangés l'un après l'autre, et e n'est
pas le plan de glissement en entier.
Figure 1.13  Déformation plastique par déplaement d'une disloation oin.
Dans la gure 1.13 (voir [13℄), la région de glissement est représentée par la partie
grise. Cette région a une petite largeur devant les dimensions du ristal, elle est
représentée par une ligne verte pointillée ('est la ligne de disloation). Si la ligne
de disloation est perpendiulaire à la diretion du glissement (le veteur de Burgers
est perpendiulaire à la ligne de disloation), on parle de disloation oin (voir gure
1.13). Le déplaement de la disloation d'une rangée atomique vers une autre (appelée
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saute), onerne la distane entre les deux rangées. On voit que le glissement sur
un plan atomique dense sera le plus faile. Nous observons que le déplaement de
disloation va aboutir à une diusion de l'énergie élastique.
1.4.2 Disloation vis
Si la diretion de glissementest est parallèle à la ligne de disloation (le veteur
de Burgers est parallèle à la ligne de disloation), nous parlons alors de la disloation
vis (voir gure 1.14, f. [13℄). On voit aussi que les plans atomiques denses rendent
le glissement plus faile.
Figure 1.14  Déformation plastique par déplaement d'une disloation vis.
1.4.3 Disloation mixte
En fait, la ligne de disloation n'est pas obligatoirement droite. La disloation
ourbe possède des parties de type vis, des parties oin, et des parties ni vis ni oin.
Une telle disloation est appelée disloation mixte. C'est en fait le as général (voir
gure 1.15, f. [13℄).
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Figure 1.15  Déformation plastique par déplaement d'une disloation mixte.
1.4.4 Conséquenes des disloations
Les disloations sont alors des défauts linéaires, qui, en traversant le ristal, for-
ment la déformation plastique qui est irréversible. Notons que, la pièe ontient plus
de disloations, si elle est plus déformée.
Pour de nombreux phénomènes, nous pouvons négliger l'arrangement des atomes
et imaginer la disloation omme un l élastique qui parourt le ristal. Le mouvement
du l peut être bloqué par des barrages, autrement dit, par d'autres défauts du
ristal, il y a don un eet solidiant es défauts. La théorie des disloations permet
d'expliquer :
1. Pourquoi la déformation plastique ommene à une fore très petite par rapport
à elle prévue ave la théorie de l'élastiité du ristal parfait.
2. Pourquoi les pièes déformées plastiquement ont des lignes visibles sur les tés
polis.
3. Pourquoi on voit des matériaux se déforment plus failement que d'autres.
4. Pourquoi la pièe déformée plastiquement est en érouissage.
5. La variation de la dutilité d'un matériau (taille des grains, pureté , vitesse de
déformation, température ambiante...).
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Chapitre 2
Modèle linéaire de
MekingLükeGrilhé (MLMLG)
2.1 Introdution
Nous onsidérons un matériau monoristallin sous ontrainte uniaxiale. Dans e
as les interations entre les disloations et la rotation de l'axe de tration onduisent
à une ativation d'autres systèmes de glissement. Alors, les instabilités de la défor-
mation plastique sont observées et peuvent s'expliquer par un temps de retard dans
la réponse du système aux solliitations. Cette remarque a été faite pour la première
fois par Grilhé
1
et autres en 1984 [30℄. En 2007, Hilout, Boutat et Grilhé ont établi
une étude mathématique omplète de e problème à un seul retard en utilisant les
fontions de Lambert [36℄. La stabilité asymptotique de la ontrainte est analysée en
fontion des diérents paramètres physiques du matériau, de la ontrainte initiale et
du temps de retard. Cette modélisation suppose qu'un seul système de déformation
est atif, e qui onduit à n'introduisant qu'un seul temps de retard. Cependant, dans
1. Laboratoire de Physique des Matériauxl'Université de Poitiers.
39
A. ALRIYABI 40
la majorité des expérienes de déformation, plusieurs systèmes de glissement rentrent
en jeu et leur ativité dépend de leur orientation par rapport à l'axe de tration.
Même quand au départ, un seul système de déformation est atif, le ristal subit une
rotation et des systèmes de glissement seondaires sont alors ativés.
Les diérents systèmes de glissement ayant des ativités plus ou moins grandes, ils
leur orrespondent des temps de retard diérents τi. Notre but est de modéliser les
instabilités de la déformation plastique quand plusieurs temps de retard sont intro-
duits, haun orrespondant à un système de déformation, généralisant ainsi le modéle
établi ave un seul retard.
2.2 Préliminaires sur les équations à retards
Les équations dierentielles à retard apparaissent dans de nombreux domaines de
la modélisationmathématique. Par exemple : dynamique des populations, la inétique
himique, les problèmes des sienes biologiques, et plus générale dans les problèmes
de ontrle. Dans ette étude, le système est régi par un prinipe de ausalité : l'état
futur du système est indépendant de l'état passé et est déterminé unique-
ment par le présent.
2.2.1 Équations à retard
Dénitions 2.2.1 Soit r ∈ R∗+, Cr,n := C ([−r, 0] ,Rn) est muni de la norme : |φ| =
max
−r≤θ≤0
|φ(θ)| := mφ.
1. Si σ ∈ R, A ≥ 0 et x ∈ C ([σ − r, σ + A] ,Rn), alors pour tout t ∈ [σ, σ + A],
nous dénissons xt ∈ Cr,n par : xt(θ) = x(t + θ); −r ≤ θ ≤ 0.
2. Si f : D ⊆ R × Cr,n −→ Rn est une fontion donnée, xt ∈ Cr,n et x˙(t) est la
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dérivée par rapport à la variable t, alors, nous disons que la relation :
x˙(t) = f(t, xt), (2.1)
est une équation diérentielle fontionnelle à retard (EDFR).
3. La fontion x est une solution de (2.1) sur [σ− r, σ+A[, ave σ ∈ R et A > 0,
si x ∈ C ([σ − r, σ + A[,Rn), (t, xt) ∈ D et x(t) vérie l'équation (2.1) pour
t ∈ [σ, σ + A[.
4. Pour σ ∈ R, φ ∈ Cr,n données, x(σ, φ, f) est une solution de l'équation (2.1)
via (σ, φ), s'il existe A > 0 telle que x(σ, φ, f) est une solution de (2.1) sur
[σ − r, σ + A[ et xσ(σ, φ, f) = φ.
5. L'équation (2.1) est linéaire si f(t, φ) = L(t)φ+h(t), où L(t) est linéaire. Cette
équation est dite homogène si h(t) ≡ 0.
6. (2.1) est une équation autonome si f(t, φ) = g(φ), ave g une fontion indépen-
dante de t.
2.2.2 Existene et uniité
Lemme 2.2.2 [35, p. 39℄ Si σ ∈ R, φ ∈ Cr,n sont données, et f(t, .) est ontinue par
rapport à la deuxième variable, alors l'existene d'une solution de (2.1) via (σ, φ) est
équivalent à résoudre l'équation intégrale suivante :


xσ(θ) = φ(θ), si − r ≤ θ ≤ 0,
x(t) = φ(0) +
∫ t
σ
f(s, xs)ds, si t ≥ σ.
(2.2)
Théorème 2.2.3 [35, p. 44℄ Soit Ω un ouvert dans R × Cr,n. f : Ω −→ Rn est
une fontion ontinue et f(t, φ) est lipshitzienne en φ sur tout ompat de Ω. Si
(σ, φ) ∈ Ω, alors il existe une solution unique de (2.1) via (σ, φ).
A. ALRIYABI 42
Idée de la preuve. Le [31, théorème 1.1.1℄ nous donne l'existene. Soit Iα = [0, α],
on suppose que x et y deux solutions de (2.1) sur [σ − r, σ + α] ave xσ = yσ = φ.
Alors :
x(t)− y(t) =
∫ t
σ
[f(s, xs)− f(s, ys)] ds, t ≥ 0,
xσ − yσ = 0.
Si f(t, φ) est klipshitzienne dans tout ompat ontenant les trajetoires
{(t, xt)} , {(t, yt)} ; t ∈ Iα, on prend α¯ tel que kα¯ < 1, nous avons don :
|x(t)− y(t)| ≤
∫ t
σ
k|xs − ys|ds = k(t− σ) sup
σ≤s≤t
|xs − ys| ≤ kα¯ sup
σ≤s≤t
|xs − ys|.
Pour t ∈ Iα¯ nous déduisons que x(t) = y(t). On peut ontinuer la démonstration
suessivement sur des intervalles de longueur α¯. 
2.2.3 Stabilité
Soit f : R×Cr,n → Rn une fontion ontinue (pour e paragraphe voir [35, 70, 72℄).
On onsidère l'équation diérentielle à retard (2.1). Nous supposons que f est une
fontion omplètement ontinue (f est ontinue et si B est un ensemble fermé et borné
dans R×Cr,n, alors, f(B) est aussi fermé et borné dans Rn) et est lisse susamment
pour assurer la ontinuité de la solution x(σ, φ) de (2.1) via (σ, φ) en (σ, φ, t) dans le
domaine de déntion de la solution.
Dénition 2.2.4 Supposons que f(t, 0) = 0 pour tout t ∈ R. La solution x = 0 de
(2.1) est dite :
1. Stable (Lyapunov 1892) si pour haque σ ∈ R et ε > 0, il existe une onstante
δ = δ(ε, σ) > 0 telle que si φ ∈ B(0, δ), alors, xt(σ, φ) ∈ B(0, ε) pour tout t ≥ σ.
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2. Uniformément stable (Persidski 1933) si la onstante δ dans ette dénition
est indépendante de σ (δ et σ sont dénies dans 1).
3. Asymptotiquement stable si elle est stable et s'il existe une onstante b0 =
b0(σ) > 0 telle que pour φ ∈ B(0, b0), x(σ, φ)(t)→ 0 quand t→∞.
u0
u0u0
δ(ε)
ε
instable
stable
asymptotiquement stable
Figure 2.1  Stabilité / Instabilité / Stabilité asymptotique (pspiture sous L
A
T
E
X).
Dénition 2.2.5 Si y(t) est une solution de (2.1), y est dite stable si la solution
z = 0 de l'équation :
z˙(t) = f(t, zt + yt)− f(t, yt), (2.3)
est stable au sens de Lyapunov.
Nous dénissons les autres onepts de stabilité de la dénition 2.2.4 de la même
manière.
Lemme 2.2.6 [35, Lemme 5.1℄ Soit f : [0,+∞[→ R est une fontion ontinue par
moreaux et qui vérie l'inégalité suivante :
|f(t)| ≤ a ebt, t ∈ [0,+∞[,
ave a, b sont des onstantes. Les assertions suivantes sont vraies :
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1. La transformée de Laplae L (f) dénie par :
F (λ) = L (f)(λ) =
∫ +∞
0
e−λtf(t)dt
existe pour tout λ ∈ C ave Re(λ) > b. De plus F (λ) est inniment dérivable
sur [b,+∞[.
2. Si on dénit le produit de onvolution omme suit :
(f ∗ g)(t) =
∫ t
0
f(t− s)g(s)ds,
alors,
L (f ∗ g) = L (f)L (g). (2.4)
Lemme 2.2.7 (voir [35, Théorème d'inversion℄ et [7, Théorème 1.2, page 8℄) Soit
f : [0,∞[→ R une fontion donnée, b > 0 une onstante telle que f est une fontion à
variation bornée sur tout ensemble ompat, et t→ f(t)e−bt est une fontion intégrable
au sens de Lebesgue sur [0,∞[. Alors,
∫
(c)
L (f)(λ)eλtdλ =


f(t+) + f(t−)
2
, t > 0,
f(0+)
2
, t = 0,
où f(t+) = lim
s→0
s>0
f(t+ s) et f(t−) = lim
s→0
s>0
f(t− s).
Considérons le Problème suivant :

x˙(t) = f
(
x(t− r1), x(t− r2)
)
, pour t > 0,
x(t) = φ(t), pour t ∈ [−r, 0],
(2.5)
ave : f(u, v) = −au− bv+ cu2+ dv2+ γ, où a, b, c, d et γ sont des onstantes réelles,
et r = max{r1, r2}.
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Lemme 2.2.8 On onsidère l'équation linéaire homogène assoiée à (2.5) :

x˙(t) = −ax(t − r1)− bx(t− r2), t > 0,
x(t) = φ(t), t ∈ [−r, 0].
(2.6)
La solution de (2.6) est bornée exponentiellement, 'est à dire, il existe deux on-
stantes µ et ν telles que :
|x(t)| ≤ µmφeνt, t ≥ 0,
où mφ est dénie dans 2.2.1.
Preuve. Nous avons :
x(t) = φ(0)−
∫ t
0
(
ax(s− r1) + bx(s− r2)
)
ds, t > 0.
x(t) = φ(t) pour tout t ∈ [−r, 0], alors pour t ≥ 0, on peut érire :
|x(t)| ≤ mφ + |a|
∫ t
0
|x(s− r1)|ds+ |b|
∫ t
0
|x(s− r2)|ds
≤ mφ + |a|
∫ t−r1
−r1
|x(s)|ds+ |b|
∫ t−r2
−r2
|x(s)|ds
≤ mφ + |a|
∫ t
−r1
|x(s)|ds+ |b|
∫ t
−r2
|x(s)|ds
= mφ + |a|
∫ 0
−r1
|x(s)|ds+ |b|
∫ 0
−r2
|x(s)|ds+ (|a|+ |b|)
∫ t
0
|x(s)|ds
≤ mφ + |a|mφr1 + |b|mφr2 + (|a|+ |b|)
∫ t
0
|x(s)|ds
≤ µmφ + ν
∫ t
0
|x(s)|ds,
où µ = 1 + |a|r1 + |b|r2, ν = |a|+ |b|. D'après le lemme de Gronwall on trouve que :
|x(t)| ≤ µmφeνt, t ≥ 0.

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Solution fondamentale
L'équation aratéristique assoiée à (2.6) est :
h(λ) = λ+ ae−λr1 + be−λr2 = 0. (2.7)
Dénition 2.2.9 Une solution X(t) de (2.6) est dite fondamentale si :
L (X(t)) = h−1(λ) :=
1
h(λ)
,
où L est la transformée de Laplae.
Remarque 2.2.10 D'après le lemme 2.2.8, la solution fondamentale est bornée ex-
ponentiellement, alors le lemme 2.2.6 arme que sa transformée de Laplae a un
sens.
Proposition 2.2.11 Soit X(t) une solution de (2.6) pour t ≥ 0, et qui vérie la
ondition suivante :
X(t) =


0, si t < 0,
1, si t = 0.
(2.8)
Alors, X(t) est une solution fondamentale de (2.6). De plus, pour tout c > ν, nous
avons :
X(t) =
∫
(c)
eλth−1(λ)dλ, t > 0, (2.9)
ave ν est omme dans le lemme 2.2.8.
Preuve. D'après le lemme 2.2.8, la transformée de Laplae de X(t) a un sens. On
multiplie (2.6) par e−λt et on intégre entre 0 et ∞ :
∫ ∞
0
e−λtX˙(t)dt = −a
∫ ∞
0
e−λtX(t− r1)dt− b
∫ ∞
0
e−λtX(t− r2)dt.
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Une intégration par parties donne :
−1 = (−λ− ae−λr1 − be−λr2)
∫ ∞
0
e−λtX(t)dt,
d'où
L (X)(λ) = h−1(λ). (2.10)
X(t) est alors une solution fondamentale. Comme X(t) est une fontion intégrable
sur tout ompat, alors le lemme 2.2.7 nous permet d'érire :
X(t) =
∫
(c)
eλth−1(λ)dt.

En adaptant la démonstration du [35, théorème 5.2℄, nous obtenons le résultat suiv-
ant :
Théorème 2.2.12 Pour α > α0 = max {Reλ; h(λ) = 0} , il existe une onstante
k > 0, telle que :
|X(t)| ≤ keαt, t ≥ 0.
En partiulier, si α0 < 0, alors on peut hoisir α0 < α < 0, tel que X(t)→ 0 lorsque
t→∞.
Preuve. Pour c est un réel assez grand, on a :
X(t) =
∫
(c)
eλth−1(λ)dλ. (2.11)
On peut prendre c > α. On veut démontrer que :
X(t) =
∫
(α)
eλth−1(λ)dλ. (2.12)
On intégre la fontion eλth−1(λ) autour du bord du retangle ABCD dans la plan
omplexe ave le bord L1M1L2M2 dans la diretion indiquée (voir Fig. 2.2), telle que :
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L1 = {c+ir; −T ≤ r ≤ T}, L2 = {α+ir; −T ≤ r ≤ T},M1 = {x+iT ; α ≤ x ≤ c},
M2 = {x − iT ; α ≤ x ≤ c}. Comme h(λ) n'a pas de zéro dans Γ (voir g. 2.2) 1,
alors l'intégrale sur le bord s'annule et la relation (2.12) est valide si :
∫
M1
eλth−1(λ)dλ→ 0,
∫
M2
eλth−1(λ)dλ → 0 lorsque T →∞.
On hoisit T0 tel que pour tout T ≥ T0 :
(1 +
α2
T 2
)1/2 − 1
T
(|a|e−r1α + |b|e−r2α) ≥ 1
2
.
Si T ≥ T0 et λ ∈M1 ('est à dire λ = x+ iT ), et α ≤ x ≤ c, alors :
|h−1(λ)| ≤ 1
(x2 + T 2)1/2 − |a|e−r1α − |b|e−r2α ≤
2
T
.
Don,
|
∫
M1
eλth−1(λ)dλ| ≤ 2
T
ect(c− α)→ 0 lorsque T →∞.
De même, l'intégrale sur M2 tend vers 0 lorsque T → ∞. Supposons T0 omme i-
M2
L1
M1
L2
A
BC
D
Γ
Figure 2.2  Γ : L'intérieur du rétangle ABCD.
dessus, si g(λ) = h−1(λ) − (λ − α0)−1, alors pour λ = α + iT ; |T | ≥ T0, nous
1. tikzpiture sous L
A
T
E
X.
A. ALRIYABI 49
avons :
|g(λ)| = | 1
λ+ ae−r1λ + be−r2λ
− 1
λ− α0 |
= |−ae
−r1λ − be−r2λ − α0
λ− α0 h
−1(λ)|
≤ 2
T 2
(|a|e−r1α + |b|e−r2α + |α0|).
Don ∫
(α)
|g(λ)|dλ <∞, et
∫
(α)
|eλtg(λ)|dλ ≤ k1eαt, t > 0,
où, k1 est une onstante. D'autre part
∫
(α)
eλt(λ− α0)−1dλ est bornée et
∫
(α)
eλt(λ− α0)−1dλ ≤ k2eαt, t > 0.
D'où :
|X(t)| ≤ keαt, t > 0, k = k1 + k2.

Théorème 2.2.13 Pour t ≥ 0, la solution de (2.6) est donnée sous la forme :
x(φ, 0)(t) = X(t)φ(0) − a
∫ 0
−r1
X(t− r − r1)φ(r)dr − b
∫ 0
−r2
X(t− r − r2)φ(r)dr. (2.13)
Preuve. On multiplie (2.6) par e−λt et on intègre par parties :
− φ(0) + h(λ)L (x)(λ) = −ae−λr1
∫ 0
−r1
e−λrφ(r)dr − be−λr2
∫ 0
−r2
e−λrφ(r)dr. (2.14)
Pour c assez grand, on a :
x(t) =
∫
(c)
h−1(λ)
[
φ(0) − ae−λr1
∫ 0
−r1
e−λrφ(r)dr − be−λr2
∫ 0
−r2
e−λrφ(r)dr
]
dλ. (2.15)
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Pour i = 1, 2, on prend la fontion wi : [−ri,∞[→ [0, 1], telle que wi(r) = 0 si r ≥ 0
et wi(r) = 1, si r < 0, alors on peut dénir φ sur [−r,∞[ par φ(r) = φ(0) pour r ≥ 0.
Pour i = 1, 2, nous avons :
e−λri
∫ 0
−ri
e−λrφ(r)dr =
∫ ∞
0
e−λsφ(−ri+ s)wi(−ri+ s)ds = L (φ(−ri+ .)wi(−ri+ .)).
D'après (2.4), nous avons :
x(t) =X(t)φ(0)− a
∫ t
0
X(t− s)φ(−r1 + s)w(−r1 + s)ds
− b
∫ t
0
X(t− s)φ(−r2 + s)w(−r2 + s)ds. (2.16)
Nous pouvons érire alors :
x(t) = X(t)φ(0)− a
∫ r1
0
X(t− s)φ(−r1 + s)ds− b
∫ r2
0
X(t− s)φ(−r2+ s)ds. (2.17)
On pose ri = −ri + s pour i = 1, 2, d'où :
x(t) = X(t)φ(0) − a
∫ 0
−r1
X(t− r1 − r1)φ(r1)dr1 − b
∫ 0
−r2
X(t− r2 − r2)φ(r2)dr2, (2.18)
ou enore :
x(t) = X(t)φ(0)− a
∫ 0
−r1
X(t− r − r1)φ(r)dr− b
∫ 0
−r2
X(t− r − r2)φ(r)dr. (2.19)

Corollaire 2.2.14 Soit α0 = max{Re(λ); h(λ) = 0}, x(φ)(t) est la solution de
(2.6), alors, pour tout α > α0, il existe une onstante k = k(α), telle que :
|x(φ)(t)| ≤ kmφeαt, t ≥ 0,
où mφ est dénie dens 2.2.1. En partiulier, si α0 < 0, alors on peut hoisir α0 <
α < 0, telle que toute solution de (2.6) tend vers 0 lorsque t→∞.
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Preuve. D'après le théorème 2.2.12, il existe une onstante k1 > 0, telle que |X(t)| ≤
k1e
αt
. D'autre part, d'après le théorème 2.2.13, on peut érire :
|x(φ)(t)| ≤ |X(t)|mφ + |a|mφ
∫ 0
−r1
|X(t− r − r1|dr + |b|mφ
∫ 0
−r2
|X(t− r − r2|dr
≤ k1mφeαt + |a|k1mφ
∫ 0
−r1
eα(t−r1−r)dr + |b|k1mφ
∫ 0
−r2
eα(t−r2−r)dr
≤ mφeαt
(
k1 +
|a|
α
k1(1 + e
−αr1) +
|b|
α
k1(1 + e
−αr2)
)
≤ kmφeαt.

Remarque 2.2.15 [35, p. 25℄ Il faut savoir que le omportement asymptotique des
solutions de l'équation diérene diérentielle homogène est régi par les solutions
de l'équation aratéristique. Il est possible d'utiliser la formule de Duhamel pour
déterminer le omportement asymptotique des systèmes non linéaires perturbés de la
forme :
x˙(t) = Ax(t) +Bx(t− r) + f(x(t), x(t− r)). (2.20)
On suppose l'existene du problème de la valeur initiale, alors la solution x = x(φ) de
(2.20) ave la donnée initiale φ sur [−r, 0] est donnée par (f. [7℄) :
x(t) = y(t) +
∫ t
0
X(t− s)f(x(s), x(s− r))ds, (2.21)
ave y = y(φ) et X(t) sont respetivement la solution et la solution fondamentale de
l'équation linéaire assoiée à (2.20) ave la donnée initiale φ sur [−r, 0] .
2.3 Modélisation mathématique
Dans ette setion, nous présentons la dérivation de l'équation de MekingLüke.
Nous onsidérons un ristal soumis à une ontrainte moyenne σ0, le matériau est plaé
entre deux traverses, une traverse xe et une autre traverse mobile (voir gure 2.3).
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Cette expériene a été faite par l'equipe de Grilhé au laboratoire de Physique des
Matériaux (Université de Poitiers) en utilisant des mahines ompression/tration
(voir gure 2.4
1
). En fait, le taux de la déformation ε˙ est la somme du taux de la
Contrainte
Traverse mobile
Traverse f xe
Cristal
Figure 2.3  Le ristal sous ontrainte.
déformation plastique ε˙p du spéimen et du taux de la déformation élastique ε˙e =
σ˙/M de l'éhantillon ombiné et le hargement du système (ave la rigidité M) :
ε˙(t) = ε˙p(t) + ε˙e(t). (2.22)
Nous nous intéressons à l'expression du taux de la déformation plastique. On peut
érire :
ε˙p(t) =
bΣ˙(t)
V
, (2.23)
ave V est le volume de l'éhantillon qui est supposé onstant, b est la magnitude
du veteur de Burger le long de l'axe de tration, et Σ(t) est la région dans laquelle
la disloation a lieu. La relation (2.23) est dépendante du méanisme de disloation
qui opére dans le ristal. Dans le as où la densité des disloations ρ(t) et la vitesse
1. Laboratoire de Physique des MatériauxUniversité de Poitiers.
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Figure 2.4
Mahine ompression/tration
moyenne ν(t) varient lentement et de manière monotone, nous supposons que la
déformation plastique est régie par la fore de Peierl
1
, (2.23) devient alors :
ε˙p(t) = bρ(t)ν(t). (2.24)
La déformation plastique peut également être ontrlée par l'émission de boules de
disloation à partir du modèle type de soures de FrankRead
2
. Notons par n du
nombre des boules qui se posent à l'instant t dans le volume unitaire et pendant
l'unité de temps et par S de la surfae moyenne balayée par les boules qui est sup-
posée onstante pendant les périodes qui sont assez longues par rapport aux périodes
1. La fore de Peierls orrespond à la fore de frottement du réseau ristallin qui s'oppose au
glissement des disloations.
2. Une soure de FrankRead permet la multipliation des disloations dans les matériaux mas-
sifs.
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d'instabilités. (2.23) devient :
ε˙p(t) = bn(t)S. (2.25)
En eet, la surfae S dépend de la densité instantanée et don de l'historique de la
déformation préédente de l'éhantillon. Nous supposons don que S varie lentement.
Si L est le libre parours moyen de disloation, on peut dénir le taux de réation de
la disloation de la manière suivante :
ρ˙(t) ≃ n(t)S
L
. (2.26)
En remplaçant dans (2.25), on obtient la relation donnée par Meking et Lüke [51℄ :
ε˙p(t) = bρ˙(t)L, (2.27)
qui illustre l'inuene d'une variation rapide de la densité des disloations survenantes
dans ertains types de déformation.
Les relations (2.25) et (2.27) sont établies en supposant que la surfae S est instan-
tanément balayée par haque disloation dès qu'elle est émise. En enlevant ette hy-
pothèse, on va voir dans le paragraphe suivant qu'ave des valeurs nies des vitesses
de disloation, un temps de phases "shift" aura lieu entre l'émission d'une boule et
la déformation du ristal qui sera induite par la suite.
2.4 MLMLG à simple retard
Ave une vitesse nie de la disloation, la surfae balayée par une boule nu-
léée à un moment t = 0 est une fontion S(t) qui dépend du méanisme onsidéré
(glissement, malages, et) et de l'état du ristal, via la densité des obstales qui peu-
vent entraver ou bloquer le mouvement de disloations. Après le temps de retard τ ′
(ighttime), la disloation mobile est épinglée et atteint la surfae libre de l'éhantil-
lon ayant ouvert une surfae onstante S(τ ′) = S depuis qu'elle a été émise. Alors,
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seulement les boules générées à un instant t− t′, ave 0 < t′ < τ ′, ontribueront à la
déformation au moment t. Nous pouvons érire (2.25) sous la forme :
ε˙p(t) = b
∫ τ ′
0
n(t− s)S˙(s)ds. (2.28)
En fait, le nombre de boules à l'instant t est une fontion du temps via la ontrainte
appliquée. Alors, le taux de la déformation est donné par la relation générale suivante :
ε˙(t) = b
∫ τ ′
0
n(σ(t− s))S˙(s)ds+ σ˙(t)
M
. (2.29)
Dans un test de tration ave un taux de déformation onstante ε˙ = c, et une solution
stationnaire de (2.29) σ = constante = σ0, nous avons :
ε˙(t) = bn(σ0)S(τ
′). (2.30)
n(σ0) et σ0 peuvent être onsidérées omme des onstantes uniquement pendant des
périodes plus ourtes que la durée du test de tration. Pour simplier le problème,
Grilhé a posé que (f. [30℄) :
S˙(t) = Sδτ , (2.31)
ave S = S(τ ′) est une onstante, δτ est la ditribution de Dira, et τ est le temps
moyen de retard, qui est donné par :
τ =
1
S
〈S˙, t〉. (2.32)
L'approximation (2.31) revient à remplaer S(t) par une fontion en esaliers. Le délai
donné par la relation (2.32) peut être interprété par le déphasage entre le moment de
la nuléation de la boule et l'instant auquel la déformation moyenne est enregistrée.
Sous l'hypothèse (2.31), on peut érire (2.29) sous la forme :
ε˙(t) = b〈δτ , Sn(σ(t− ·))〉+ σ˙(t)
M
. (2.33)
A. ALRIYABI 56
Pour étudier la stabilité du système des ourbes ontraintedéformation, on linéarise
les fontions n(σ) au voisinage de σ0 (Développement de Taylor à l'odre un) :
n(σ(t)) = n(σ0) +
∂n
∂σ
(σ = σ0)(σ(t)− σ0). (2.34)
Alors, (2.33) devient :
Mε˙(t) = MbSn(σ0) + aσ(t− τ) + σ˙(t)− aσ0, (2.35)
ave
a = MbS
∂n
∂σ
(σ = σ0) > 0, (2.36)
est un paramètre physique.
Finalement, en utilisant (2.30), on trouve l'équation à retard de MekingLüke
Grilhé (EMLG) qui dérit l'évolution temporelle de la ontrainte :
σ˙(t) = −aσ(t− τ) + aσ0. (2.37)
2.4.1 Résolution de l'équation d'évolution
Une équation diérentielle ordinaire, linéaire à oeients onstants ave un temps
de retard onstant, peut être résolu par la tehnique de transformée de Laplae [7℄.
Dans ette setion, nous montrons l'existene de la solution du problème (2.37). Nous
donnons également une approhe asymptotique de ette solution, basée sur le onept
de la fontion W de Lambert. La stabilité de la fontion de ontrainte au voisinage
d'une ontrainte onstante σ0 est présentée en utilisant une solution expliite de (2.37)
sous la forme d'une série en terme des branhes de la fontion W de Lambert.
L'équation (2.37) est une équation diérentielle diérene linéaire à simple retard
τ . La solution de ette équation est déterminée uniquement lorsque la donnée initiale
φ est bien dénie sur un intervalle initial (φ n'est pas néessaire d'être diérentiable).
Pour dénir une fontion σ dans (2.37) ave t ≥ 0, on onsidère une donnée initiale
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φ ontinue sur l'intervalle [−τ, 0] (on peut prendre φ ≡ 1 sur [−τ, 0]). On onsidère
alors le problème (2.37) ave la donnée initiale φ :


σ˙(t) = −aσ(t− τ) + aσ0 si t > 0,
σ(t) = φ(t) si t ∈ [−τ, 0] .
(2.38)
Les résultats suivants montrent l'existene et l'uniité de la solution du problème
(2.38).
Théorème 2.4.1 Le problème (2.38) admet une solution unique σ dénie sur
[−τ,∞), dépendante de la donnée initiale φ.
Preuve. En utilsant la formule de Duhamel et supposant que σ(t) = φ(t) pour
−τ ≤ t ≤ 0, on a :
σ(t) = φ(t) +
∫ t
0
[aσ0 − aσ(s− t)] ds pour t ≥ 0. (2.39)
La fontion qui est donnée dans (2.39) est une fontion ontinûment diérentiable
pour t ≥ 0 et σ dénie dans (2.39) est une solution de (2.38). (en t = 0, σ˙(t) représente
la dérivée à droite). 
Pour étudier la stabilité asymptotique de (2.38), nous utilisons le théorème 2.2.12.
Nous alulons la fontion aratéristique h(λ) assoiée à σ˙ = −a σ(t− τ) puis nous
herhons les raines de h(λ). Cela nous onduit à présenter d'abord la fontion W
de Lambert.
Fontion W de Lambert
Plusieurs problèmes physiques utilisent la fontion W de Lambert [4, 83℄. Corless
et al. [20, 21℄ présentent ertaines propriétés et appliations en mathématiques pures
A. ALRIYABI 58
et appliquées de la fontion W de Lambert. La fontion W de Lambert est dénie
omme étant l'inverse de la fontion ω 7→ ωeω. Cette fontion W (z) vérie que :
W (z)eW (z) = z. (2.40)
W est une fontion multivoque de C dans C. Si z est réel et z < −1/e, alors W (z)
est une fontion multivoque omplexe. Si z est réel et −1/e ≤ z < 0, alors il existe
deux valeurs réelles possibles deW (z) : la branhe qui vérie −1 ≤ W (z) est désignée
par W0(z) et est appelée la branhe prinipale de la fontion W de Lambert, l'autre
branhe qui vérie W (z) ≤ −1 est notée par W−1(z). Si z est un réel et z ≥ 0,
alors il existe une seule valeur réelle de W (z) qui appartient également à la branhe
prinipale W0(z). Nous pouvons érire (voir [4, 83℄) la branhe prinipale W0(z) sous
la forme :
W0(z) =
∞∑
n=1
(−n)n−1
n!
zn. (2.41)
Les autres branhes de la fontion W de Lambert, pour k = 0; ±1; ±2; . . . sont
données par :
Wk(z) = ln(z) + 2πik − ln [ln(z) + 2πik] +
∞∑
p=0
∞∑
m=p
Cpm
(ln [ln(z) + 2πik])m
(ln(z) + 2πik)p+m
, (2.42)
où le oeient Cpm = (−1)pS(p + m, p + 1)/m! et S désigne le nombre positif de
Stirling de la première espèe [41℄, alulable via la fontion génératrie :
x(x− 1) . . . (x− n+ 1) =
n∑
m=0
(−1)n−mS(n,m)xm et S(n,m) = 0 pour m > n.
Solution analytique approhée
Nous donnons une approhe analytique à la solution de (2.38) en utilisant la
fontion W de Lambert. Pour ela, nous onsidérons l'équation homogène assoiée à
(2.37) :
σ˙(t) = −aσ(t− τ). (2.43)
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L'équation (2.43) est obtenue à partir de (2.37) par la reherhe d'une solution non
triviale de la forme ceλt où c est une onstante. L'équation (2.43) a une solution non
triviale ceλt si et seulement si :
F (λ) ≡ λ+ ae−λτ = 0. (2.44)
L'équation (2.44) est équivalente à :
λeλτ = −a. (2.45)
En multipliant les deux termes de (2.45) par τ , nous obtenons :
λτeλτ = −aτ. (2.46)
En utilisant la fontionW de Lambert dénie dans (2.40), nous pouvons érire (2.46)
sous la forme :
W (−aτ)eW (−aτ) = −aτ, (2.47)
où W (−aτ) = λτ . La valeur de λ est donnée par :
λ =
W (−aτ)
τ
. (2.48)
Remarque 2.4.2 Soit h(t) une fontion ontinue, on peut érire [4, 83℄, (voir aussi
[7, P.98℄) :
h(t) =
∞∑
k=−∞
Lkζk(t); t ∈ [0, R] , (2.49)
où Lk est le k−ième oeient de Lambert et ζk(t) = e(Wk(−aτ)/τ)t. Le nombre réel R
peut aller à l'inni. Pour trouver les valeurs des oeients Lk, nous supposons que
les modes les plus dominants sont les premiers N modes, où N est un grand nombre,
on peut érire h(t) sous la forme
h(t) ≈
N∑
k=−N
Lkζk(t); t ∈ [0, R] . (2.50)
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En divisant l'intervalle [0, R] en 2N subdivisions, (2.50) devient :
Θ = Λ(R,N)L, (2.51)
ave
Λ(R,N) =


ζ−N (R) ζ−N+1(R) · · · ζN (R)
ζ−N (R− (R/2N)) ζ−N+1(R− (R/2N)) · · · ζN (R− (R/2N))
ζ−N (R− (2R/2N)) ζ−N+1(R − (2R/2N)) · · · ζN (R− (2R/2N))
.
.
.
.
.
.
.
.
.
.
.
.
ζ−N(0) ζ−N+1(0) · · · ζN (0)


L =


L−N
L−N+1
.
.
.
LN


; Θ =


h(R)
h(R− (R/2N))
.
.
.
h(0)


. (2.52)
Le veteur L représente une approximation du oeient Lk pour les grandes valeurs
de N . Nous supposons que la matrie Λ(R,N) est inversible, alors nous pouvons
érire le système (2.51) sous la forme :
L = Λ−1(R,N)Θ (2.53)
Par onséquent, le oeient Lk peut être donné par :
Lk = lim
N→∞
(
Λ−1(R,N)Θ
)
k
. (2.54)
Pour t ∈ [0, R], nous avons :
h(t) = lim
N→∞
N∑
k=−N
Lkζk(t) = lim
N→∞
N∑
k=−N
(
Λ−1(R,N)Θ
)
k
ζk(t). (2.55)
La solution analytique approhée de (2.43) peut être érite sous la forme suivante :
σ1(t) =
∞∑
k=−∞
Cke
(Wk(−aτ)/τ)t, (2.56)
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ave
Ck = lim
N→∞
(Λ−1(τ, N)φ)k, (2.57)
où Λ−1(τ, N) est dénie omme une matrie ave les fontions ζk(t) = e
(Wk(−aτ)/τ)t
omme éléments [4℄, et (.)k représente l'élément orrespondant au k-ième veteur (voir
2.4.2). Nous pouvons hoisir la fontion φ telle que φ = 1, alors, si on note par 12N+1
la (2N + 1) veteur ave les oeients 1, nous pouvons érire :
Ck = lim
N→∞
(
Λ−1(τ, N)12N+1
)
k
. (2.58)
Remarque 2.4.3 On peut érire la solution de l'équation (2.43) ave la donnée ini-
tiale φ sous la forme [6℄ :
y(t) = φ
[t/τ ]+1∑
n=0
(−a)n(t− (n− 1)τ)n
n!
, (2.59)
où [z] est la partie entière de z.
Par onséquent la solution de (2.38) ave la donnée initiale φ ≡ 1 prend la forme
suivante :
σ(t) =
∞∑
k=−∞
[
Ck +
∫ t
0
lim
N→∞;R→∞
(
Λ−1(Rs, N)R
)
k
ds
]
e(Wk(−aτ)/τ)t, (2.60)
où Ck est dénie par (2.58) et R est la (2N + 1) veteur ave les oeients aσ0 ;
'estàdire
R = aσ012N+1.
2.4.2 Analyse de la stabilité du MLMLG
De nombreuses tehniques ont été utilisées pour étudier la stabilité de la solution
des équations diérentielles à retard. Dans ette setion, nous utilisons la méthode
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de Lyapunov [35℄ qui généralise la deuxième méthode de Lyapunov pour les équa-
tions diérentielles ordinaires. La région exate de la stabilité asymptotique de la
solution du système (2.38) est obtenue par les raines d'une équation aratéristique
quand elles sont dans le demi-plan omplexe à gauhe. Nous préisons que la stabilité
asymptotique de la solution de (2.38) au voisinage de σ0 revient à étudier la stabilité
asymptotique de la solution de l'équation homogène (2.43) au voisinage de l'origine ;
ar toute solution de (2.38) peut être érite sous la forme σ = σ1 + σ2, où σ1 est la
solution de l'équation homogène (2.43) ayant la donnée initiale φ sur [−τ, 0], et σ2
est une solution partiulière de (2.37) ayant la valeur initiale zéro sur [−τ, 0]. Nous
remarquons don que si la solution zéro de l'équation homogène (2.43) est asympto-
tiquement stable, alors toutes les solutions de (2.38) sont asymptotiquement stables
au voisinage d'une ontrainte onstante σ0.
Nous donnons des onditions susantes pour la stabilité et l'instabilité de la solution
de (2.38). Il est bien onnu que la solution σ de (2.38) est asymptotiquement stable
pour haque fontion φ ontinue sur [−τ, 0] si l'équation (2.44) n'a pas de zéro dans
C
+
. Nous montrons la stabilité asymptotique en utilisant le lemme suivant (voir [35,
p. 416℄).
Lemme 2.4.4 Toutes les raines de l'équation (z + α)ez + β = 0, où α et β sont
réels, ont des parties réelles négatives si et seulement si :
α > −1; α+ β > 0, β < ζ sin ζ − α cos ζ, (2.61)
où ζ est la raine de ζ = −α tan ζ ; 0 < ζ < π si α 6= 0 et ζ = π/2 si α = 0.
Maintenant, nous présentons le résultat de la stabilité asymptotique de la solution
du système (2.38).
Théorème 2.4.5 Pour haque fontion φ ontinue sur [−τ, 0], la solution de (2.38)
est asymptotiquement stable si et seulement si 0 < aτ < π/2 et la solution est instable
si et seulement si aτ ≥ π/2.
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Preuve. On peut érire l'équation (2.44) sous la forme :
λτeλτ + aτ = 0. (2.62)
La solution de (2.38) est asymptotiquement stable si et seulement si les raines de
(2.62) ne sont pas dans C+. En utilisant le lemme 2.4.4 pour (2.62) ave α = 0 et
β = aτ , les raines de (2.62) ont des parties réelles négatives si et seulement si ζ = π/2
et 0 < aτ < π/2. 
2.5 Validation numérique
Nous utilisons la solution approhée de la forme (2.60) du problème (2.38)
pour valider numériquement la stabilité asymptotique de la solution. Les résultats
numériques suivants ne donnent pas la solution exate de (2.38), mais ils montrent
la stabilité asymptotique et l'instabilité de la solution de (2.38) selon le paramètre
physique a τ . Nous n'utilisons que les premiers termes (N = 0, N = 1, N = 2, N = 5
et N = 15) dans l'expression (2.60) pour montrer la stabilité asymptotique. les dif-
férents aluls sont faits en utilisant MATLAB 2011a ave la fontion linsolve qui
utilise la méthode LU pour des problème omme le ntre (voir aussi [19℄). Ces résul-
tats numériques valident le résultat théorique obtenu dans le théorème 2.4.5.
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2.5.1 Disussions physiques
Les résultats du paragraphe préédent montrent que si 0 < aτ < π/2 ave a =
M bS (∂n/∂σ)(σ0), alors la ourbe "ontraintesdéformations" est horizontale suivant
σ = σ0. D'autre part, si aτ devient supérieur à π/2, alors des instabilités périodiques
apparaîssent. Plusieurs paramètres physiques, i.e., M , bS, (∂n/∂σ)(σ0) et τ jouent
un rle dans la stabilité de la ourbe "ontraintesdéformations". En eet,
1. La valeur de la rigidité de la mahine M . Cela a été vérié au ours
de la déformation des alliages CuAl par Coujou et Vergnol [81℄ : ave une
mahine à rigidité dûr, les ourbes "ontraintesdéformations" sont observées
et deviennent lisses ave une mahine à rigidité faible.
2. Sb est l'amplitude d'une étape élémentaire de la déformation. Dans le
as du mâlage, les étapes élémentaires sont miromales [81, 80, 82℄, Sb est
grand et aτ est supérieur à π/2. Cela explique les instabilités observées dans
[81, 80, 82℄.
3. Le paramètre (∂n/∂σ)(σ0). Dans le as de l'eet PLC, les disloations sont
épinglées par les impuretés et sont déverrouillées lorsque la ontrainte devient
grande. Dans e as, l'instabilité peut être attribuée à des grandes valeurs de
(∂n/∂σ)(σ0) [29, 28℄.
2.6 MLMLG à double retard
Dans e paragraphee (voir [37℄), nous onsidérons le as général où plusieurs dé-
formations méanismes se produisent simultanément. Nous supposons que les deux
méanismes de déformation sont atifs et que τ1, τ2 sont les retards orrespondants.
Alors, nous supposons que :
S˙(t) = S1δτ1 + S2δτ2 , (2.63)
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ave S = S1 + S2. On peut réérire l'équation (2.22) omme suit :
ε˙(t) = b
2∑
i=0
〈δτi , Sin(σ(t− ·))〉+
σ˙(t)
M
. (2.64)
Par onséquent :
Mε˙(t) = Mb
2∑
i=0
〈δτi , Sin(σ(t− ·))〉+ σ˙(t). (2.65)
Pour étudier la stabilité du système des ourbes "ontraintesdéformations", on
linéarise les fontions n(σ − τi), i = 1, 2, au voisinage de σ0 (Développement de
Taylor à l'odre un) :
n(σ(t− τi)) = n(σ0) + ∂n
∂σ
(σ = σ0)(σ(t− τi)− σ0). (2.66)
En remplaçant dans (2.65), on obtient :
Mε˙(t) = Mbn(σ0)(S1 + S2) +MbS1
∂n
∂σ
(σ = σ0)(σ(t − τ1))
+MbS2
∂n
∂σ
(σ = σ0)(σ(t− τ2)) + σ˙(t)−Mb∂n
∂σ
(σ = σ0)σ0(S1 + S2).
En utilisant la ondition initiale :
Mε˙(t) = Mbn(σ0)S = Mbn(σ0)(S1 + S2),
on obtient le nouveau modèle dérivant l'équation d'évolution temporelle de la on-
trainte pour les instabilités de la déformation plastique :
σ˙(t) = −ασ(t− τ1)− βσ(t− τ2) + γ, (2.67)
ave,
α = MbS1
∂n
∂σ
(σ = σ0), β = MbS2
∂n
∂σ
(σ = σ0), γ = (α + β)σ0.
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2.6.1 Existene et uniité
L'équation (2.67) est une équation diérentielle diérene à double retard τ1 et
τ2. La solution de (2.67) est déterminée uniquement lorsque la donnée initiale φ est
bien dénie sur un intervalle initial (φ n'est pas néessaire d'être dérivable). Pour
dénir une fontion σ dans (2.67) pour t ≥ 0, nous imposons une donnée initiale sur
l'intervalle [−τ, 0], ave τ = max{τ1, τ2}. En eet, soit φ une fontion donnée ontinue
sur [−τ, 0], on onsidère alors le problème (2.67) ave la donnée initiale φ :

σ˙(t) = −α σ(t− τ1)− β σ(t− τ2) + γ si t > 0
σ(t) = φ(t) si t ∈ [−τ, 0].
(2.68)
Le résultat suivant démontre l'existene et l'uniité du problème (2.68).
Théorème 2.6.1 Le problème (2.68) admet une unique solution σ dénie sur
[−τ,∞) via la donnée initiale φ.
Preuve. Nous avons γ = (α+β)σ0. On onsidère ψ = σ−σ0, φ0(t) = φ(t)−σ, alors
le système (2.68) est équivalent au système linéaire :

ψ˙(t) = −α ψ(t− τ1)− β ψ(t− τ2) si t > 0
ψ(t) = φ(t)− σ0 si t ∈ [−τ, 0].
(2.69)
Posons v(t) = −αψ(t− τ1)− β ψ(t− τ2), alors :
ψ˙(t) = v(t), pour t ≥ 0. (2.70)
Soit τ ∗ = min{τ1, τ2}. Si t ∈ [0, τ ∗], alors, pour i = 1, 2 on a ti = t − τi ∈ [−τ, 0] et
ψ(ti) = φ0(ti) est ontinue par les hypothèses. Don, v est ontinue sur [0, τ
∗]. En
intégrant la relation (2.70), nous trouvons qu'il existe une fontion unique ψ(t) vérie
(2.69). Comme ette fontion est ontinue sur [0, τ ∗], alors, v est ontinue sur [τ ∗, 2τ ∗].
D'après (2.70) il existe une fontion unique, ontinue vérie (2.69) sur [τ ∗, 2τ ∗]. De
la même manière nous omplètons la démonstration. 
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2.6.2 Stabilité asymptotique
Dans e paragraphe, nous étudions la région de stabilité pour l'équation diéren-
tielle à double retard (2.68) par l'analyse de l'équation aratéristique orrespon-
dante :
σ˙(t) = −α σ(t− τ1)− β σ(t− τ2). (2.71)
L'équation (2.71) a une solution non triviale c eλt si et seulement si :
λ+ α e−λ τ1 + β e−λ τ2 = 0. (2.72)
La région exate de stabilité asymptotique de la solution du système (2.68) est obtenue
par les raines d'une équation aratéristique quand elles sont dans le demiplan à
gauhe, d'après le théorème 2.2.12 nous trouvons que la solution σ de (2.68) est
asymptotiquement stable pour toute fontion ontinue φ sur [−τ, 0] si l'équation
(2.72) n'a pas de zéro dans C+.
Par la suite, nous étudions la stabilité loale de la solution de (2.67) en utilisant
[6, 7, 34, 47, 62, 71℄. La stabilité asymptotique loale est établie dans le as intéressant
α 6= 0, β 6= 0, et α 6= β.
Remarque 2.6.2 Pour normaliser l'équation (2.72), nous onsidérons le hange-
ment de variables :
z =
λ
α
, ζ =
β
α
, ω1 = α τ1, ω2 = α τ2.
Ainsi, l'équation (2.72) devient l'équation aratéristique normalisée :
z = −e−z ω1 − ζ e−z ω2. (2.73)
Maintenant, nous présentons le résultat de la stabilité asymptotique de la solution
du système (2.68) dans diérents as :
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Proposition 2.6.3 Supposons que β < α et τ1 ≤ 1
α + β
. Alors, pour tout retard
τ2 > 0, et pour toute fontion φ ontinue sur [−τ, 0], la solution de (2.68) est asymp-
totiquement stable au voisinage de σ0.
Preuve. Si β < α alors ζ ∈ [0, 1] et ω1 ≤ 1
1 + ζ
. On applique [47, Lemme 2.4℄ (voir
[71℄, [35℄). Nous déduisons que toutes les raines de (2.73) ont des parties réelles
négatives. 
La proposition 2.6.3 donne une valeur maximale de τ1 pour avoir la stabilité asymp-
totique de la solution. Par le théorème de Rouhé [24℄ et le lemme 2.2 dans [47℄,
on peut prouver la proposition suivante qui donne une valeur maximale de τ1 pour
l'instabilité :
Proposition 2.6.4 Si τ1 6= π
2α
+
2jπ
α
, (j = 1, 2, 3, · · · ) et τ1 > π
2α
, pour τ2 > 0, il
existe une onstante δ > 0, telle que lorsque
β
α
< δ, la solution de l'équation (2.68)
est instable.
Remarque 2.6.5 Soit τ1 xé, tel que τ1 >
π
2α
, alors pour les onstantes α et β, il
existe une valeur ritique τ0,c telle que si τ2 est inférieure à τ0,c, alors la solution de
l'équation (2.68) est stable (Test 2).
En outre, si le retard τ1 est dans la région [
1
α + β
;
π
2α
], la stabilité de la solution de
l'équation (2.68) ne dépend pas seulement d'une valeur ritique de τ2.
Une appliation de [47, théorème 3.6℄ donne un résultat de la région stable de l'équa-
tion (2.68) dans un autre as :
Proposition 2.6.6 Supposons que β > α et
π
2 τ1
<
√
β2 − α2 < 3 π
2 τ1
. Alors, il
existe τ2,c > 0, tel que pour tout retard τ2 ∈ [0, τ2,c], et pour toute fontion φ ontinue
sur [−τ, 0], la solution de (2.68) est asymptotiquement stable au voisinage de σ0.
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Remarque 2.6.7 Le temps ritique τ2,c > 0 dans la proposition 2.6.4 est donné par :
τ2,c =
1
ω0
arccos
(
− α cosω0 α τ1
β
)
, (2.74)
où ω0 est la solution unique de l'équation suivante :
ω2 + 1− β
2
α2
2 ω
= sinω α τ1.
Remarque 2.6.8 L'ativation de n systèmes de déformation simultanément (n ∈ N
et n ≥ 3), onduit à introduire n retards τ1, τ2, · · · , τn. Nous pouvons alors érire :
S˙ =
i=n∑
i=1
Si δτi et S =
i=n∑
i=1
Si. (2.75)
Nous obtenons ainsi un modèle plus général que (2.67) :
σ˙(t) = −
i=n∑
i=1
αi σ(t− τi) + Θ, (2.76)
où
αi = M b Si
∂n
∂σ
(σ = σ0); i = 1, · · · , n et Θ =
i=n∑
i=1
αi σ0.
En fait, le théorème 1.1.1 dans [31℄ nous donne l'existene et l'uniité de la solution
de (2.76). L'équation aratéristique assoiée à l'équation homogène assoiée à (2.76)
est :
λ+
n∑
i=1
αie
−λτi = 0. (2.77)
Proposition 2.6.9 Supposons que αj > 0, τj > 0, j = 1, . . . , n.
1. Si
n∑
j=1
αjτj < 1, alors toutes les raines de (2.77) ont des parties réelles néga-
tives.
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2. Supposons que toutes les raines de (2.77) ont des parties réelles négatives, et
soit λ = α + iβ une raine de (2.77) ave 0 < τjβ < π/2, j = 1, · · · , n, alors :
n∑
j=1
αjτj < π/2.
Preuve.
1. On érit l'équation (2.77) sous la forme suivante :
λ+
n∑
j=1
αj + λ
n∑
j=1
αjτj
e−λτj−1
λτj
= 0. (2.78)
On pose :
H1(λ) = λ+
n∑
j=1
αj , H2(λ) = λ
n∑
j=1
αjτj
e−λτj−1
λτj
.
On a H1 n'a pas de zéros dans C
+
. D'autre part nous avons :
|H1(λ)| > |λ| sur C0.
Par ailleurs, d'après l'hypothèse, nous avons :
|H2(λ)| < |λ||
n∑
j=1
αjτj | < |λ| sur C0.
Alors,
|H2(λ)| < |H1(λ)|.
D'après le théorème de Rouhé [1℄, la fontion H(λ) = H1(λ) +H2(λ) n'a pas
de zéro dans C+.
2. Comme :
−a =
n∑
j=1
αje
−aτj cos bτj , b =
n∑
j=1
αje
−aτj sin bτj ,
alors :
1 =
n∑
j=1
αjτje
−aτj
sin bτj
bτj
>
2
π
n∑
j=1
αjτj .
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Par onséquent, nous avons :
n∑
j=1
αjτj <
π
2
.

2.6.3 Validation numérique
Les résultats numériques de ette setion sont obtenus en utilisant MATLAB. En
partiulier, nous utilisons DDE23 (voir l'appendie A.1) sur la base de RungeKutta
[73℄. Ces résultats numériques ne donnent pas la solution exate de (2.68), mais ils
montrent la stabilité asymptotique et l'instabilité de la solution de (2.68) selon les
paramètres α, β, τ1 et τ2. Pour tous les exemples suivants, nous onsidérons la fontion
φ(t) = t+ 1 sur [−10; 0].
Test numérique 1
Nous hoisissons les onstantes α, β telles que α > β. Pour des valeurs diérentes
de τ2, la solution de (2.69) est asymptotiquement stable si τ1 est plus petit que
1
α + β
(gure 2.9). D'autre part, si τ1 est dans un petit voisinage de
1
α + β
, ave τ1 >
1
α + β
,
la solution est stable pour les petites valeurs de τ2 ; l'instabilité apparaît pour des
valeurs assez grandes de τ2 (gure 2.10).
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2.6.4 Disussion et onlusion
Dans le tableau idessous, nous présentons les résultats des régions de la stabil-
ité/instabilité/bifuration de Hopf du matériel stressé dans divers as.
Plusieurs fateurs physiques : M , b S1, b S2, b (S1 + S2), τ1, τ2, Λ1 = α + β =
M b
∂n
∂σ
(σ = σ0)(S1 + S2), et Λ2 = M b
∂n
∂σ
(σ = σ0)
√
S22 − S21 , jouent un rle dans
la stabilité du matériau (voir le tableau).
Tableau de stabilité/instabilité/bifuration de Hopf du matériau
S1 > S2 ; Λ1 τ1 < 1 et τ2 > 0 Stabilité Fig. 2.9 (a) et (b)
S1 > S2 ; Λ1 τ1 ≥ 1 ; τ2 petit Stabilité Fig. 2.10 (a) et ()
S1 > S2 ; Λ1 τ1 ≫ 1 ; τ2 > 0 Instabilité Fig. 2.9 () et (d)
S1 > S2 ; 2α τ1 > pi ; τ2 > τ0,c Instabilité Fig. 2.11 (d)
S1 > S2 ; 2α τ1 > pi ; τ2 < τ0,c Stabilité Fig. 2.11 ()
S1 < S2 ; pi < 2Λ2 τ1 < 3pi ; τ2 < τ2,c Stabilité Fig. 2.13 (a) et (b)
S1 < S2 ; pi < 2Λ2 τ1 < 3pi ; τ2 > τ2,c Instabilité Fig. 2.13 (d)
S1 < S2 ; pi < 2Λ2 τ1 < 3pi ; τ2 = τ2,c bifuration de Hopf Fig. 2.13 ()
S1 < S2 ; 2α τ1 > pi ; τ2 > τ0 Instabilité Fig. 2.11 (b)
S1 < S2 ; 2α τ1 > pi ; τ2 < τ0 Stabilité Fig. 2.11 (a)
Le rle de la valeur de la rigidité M de la mahine est établie par Coujou et
Vergnol [22℄ (Déformation des alliages CuAl : les ourbes "ontraintesdéformations"
dentelées sont observées et es ourbes deviennent lisses ave une mahine à rigidité
faible). Ces résultats sont validés dans le as des instabilités de mâlage pour des
valeurs grandes de b S1 (ou b S2), (voir, [82, 80, 81℄). Dans le as de l'eet PLC
(les instabilités peuvent être attribuées pour des valeurs grandes de Λ1 or Λ2), (voir,
[29, 28℄).
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Chapitre 3
Modèle non linéaire de
MekingLükeGrilhé (MNLMLG)
Dans e hapitre, nous présentons le modèle non linéaire de MekingLüke
Grilhé, dérivant l'évolution temporelle de simple et de multiinstabilités de la dé-
formation plastique du monoristal sous ontrainte. Ce modèle étend le problème
linéaire onsidéré dans le hapitre 2. En utilisant l'analyse non linéaire, nous présen-
tons quelques résultats d'existene et de stabilité de la solution en fontion des ar-
atéristiques du matériau et des temps de retard. Dans e hapitre, nous présentons
aussi des exemples numériques pour valider les résultats théoriques.
3.1 MNLMLG à simple retard
Dans e paragraphe, nous allons déduire le problème non linéaire de MLG à simple
retard en utilisant le développement de Taylor, à l'ordre deux. L'équation (2.33) est
équivalente à :
Mε˙(t) = MbSn(σ(t− τ)) + σ˙(t). (3.1)
83
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Le développement de Taylor de n(.) à l'ordre deux au voisinage de σ = σ0 donne :
n(σ(t− τ)) = n(σ0) + ∂n
∂σ
(σ = σ0)(σ(t− τ)− σ0)
+
1
2
∂2n
∂σ2
(σ = σ0)(σ(t− τ)− σ0)2.
En remplaçant dans (3.1), nous obtenons :
Mbn(σ0)S = MbSn(σ0) +MbS
∂n
∂σ
(σ = σ0)(σ(t− τ)− σ0)
+
1
2
MbS
∂2n
∂σ2
(σ = σ0)(σ(t− τ)− σ0)2 + σ˙(t).
Nous déduisons alors (MNLMLG) à simple reterd :
σ˙(t) + βσ2(t− τ) + θσ(t− τ) + ξ = 0, (3.2)
ave :
θ = α− 2βσ0, ξ = βσ20 − ασ0,
α = MbS
∂n
∂σ
(σ0) > 0, β =
1
2
MbS
∂2n
∂σ2
(σ0) < 0,
où α et β sont des paramètres physiques.
3.1.1 Existene et uniité
Nous démontrons dans e paragraphee l'existene et l'uniité de la solution de
(3.2) sur un intervalle omme [−τ, δ], δ > 0, et le théorème 3.1.3 montre que ette
solution est prolongeable ontinûment sur [−τ,∞[.
Soit φ ∈ Cτ := C ([−τ, 0] ,R), et φ(t) = σ(t) pour tout t ∈ [−τ, 0]. Posons Cτ,∞ =
C ([−τ,∞[;R), pour c > 0 une onstante, on dénit la région
Nc = {(u, v) ∈ Cτ,∞ × Cτ,∞; |u(t)|+ |v(t)| ≤ c, ∀t ≥ −τ} .
On onsidère l'équation (3.2) ave la donnée initiale φ :

σ˙(t) = f(σ(t), σ(t− τ)), si t > 0,
σ(t) = φ(t), si t ∈ [−τ, 0] ,
(3.3)
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ave f(σ(t), σ(t− τ)) = −βσ2(t− τ)− θσ(t− τ)− ξ.
Remarque 3.1.1 Supposons que (u1, v1) ∈ Nc, (u2, v2) ∈ Nc. Alors :
|f(u1, v1)− f(u2, v2)| ≤ |β||v21 − v22|+ |θ||v1 − v2|
= (−β|v1 + v2|+ θ)|v1 − v2| (β < 0, θ > 0)
≤ (−2c1β + θ)|v1 − v2|
= k|v1 − v2| ave k = −2c1β + θ,
≤ k (|u1 − u2|+ |v1 − v2|).
Don f est klipshitzienne sur Nc.
Nous adaptons la démonstration donnée dans [7, Théorème 11.3℄, pour démontrer
le théorème suivant :
Théorème 3.1.2 Supposons que c2 = max
Nc
|f(u, v)|, mφ = max
−τ≤t≤0
|φ(t)| et 2mφ < c.
Alors, le problème (3.3) admet une unique solution pour −τ ≤ t ≤ δ, où δ est une
onstante qui vérie :
0 < δ <
c− 2mφ
2c2
. (3.4)
Preuve.
1. Existene : Soit {σn(t)}n≥0 une suite dénie par :
σ0(t) =


φ(t), −τ ≤ t ≤ 0,
φ(0), t > 0,
(3.5)
et pour n ≥ 0 :
σn+1(t) =


φ(0) +
∫ t
0
f
(
σn(s), σn(s− τ)
)
ds, t > 0,
φ(t), −τ ≤ t ≤ 0.
(3.6)
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Montrons que
(
σn(·), σn(· − τ)
)
reste dans Nc ave n = 0, 1, 2, · · · . Utilisons le
proédé de réurrene. Nous avons :
|σ0(t)|+ |σ0(t− τ)| ≤ 2mφ, pour tout t ≥ 0,
alors,
(
σ0(·), σ0(· − τ)
) ∈ Nc. Supposons que (σn(·), σn(· − τ)) ∈ Nc, alors,
d'après (3.6) nous avons :
|σn+1(t)| ≤ |φ(0)|+
∫ t
0
|f(σn(s), σn(s− τ))|ds
≤ mφ + c2 t ≤ mφ + c2 δ, pour 0 < t ≤ δ.
(3.7)
Comme ette inégalité est valide pour −τ ≤ t ≤ 0, alors, d'après la ondition
(3.4), nous trouvons :
|σn+1(t)|+ |σn+1(t− τ)| < c, 0 < t ≤ δ.
Don
(
σn+1(·), σn+1(· − τ)
) ∈ Nc. Le proédé de réurrene est terminé.
Montrons maintenant que la suite {σn(t)}n≥0 onverge pour −τ ≤ t ≤ δ.
Comme f est klipshitzienne sur Nc, alors, pour n ≥ 1, on a :
|σn+1(t)− σn(t)| ≤ k
∫ t
0
|σn(s)− σn−1(s)|ds
+k
∫ t
0
|σn(s− τ)− σn−1(s− τ)|ds, 0 < t ≤ δ.
Nous avons σn(t)− σn−1(t) = 0 pour −τ ≤ t ≤ 0. Don
|σn+1(t)− σn(t)| ≤ 2k
∫ t
0
|σn(s)− σn−1(s)|ds, −τ ≤ t ≤ δ, n ≥ 1. (3.8)
Pour 0 < t ≤ δ, nous avons :
|σ1(t)− σ0(t)| ≤
∫ t
0
|f(σ0(s), σ0(s− τ))|ds ≤ c2t.
Alors,
|σ1(t)− σ0(t)| ≤ c2t pour − τ ≤ t ≤ δ.
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En utilisant (3.8), on trouve :
|σn+1(t)− σn(t)| ≤ c2(2k)
ntn+1
(n+ 1)!
; −τ ≤ t ≤ δ, n = 0, 1, · · · . (3.9)
Par onséquent :
∞∑
n=0
(
σn+1(t)− σn(t)
) ≤ c2
2k
∞∑
n=0
(2kt)n+1
(n + 1)!
:= S.
La série S onverge uniformément pour −τ ≤ t ≤ δ, alors la série
∞∑
n=0
(
σn+1(t)− σn(t)
)
,
onverge uniformément aussi sur le même intervalle, et omme
m−1∑
n=0
(
σn+1(t)− σn(t)
)
= σm(t)− σ0(t),
alors, la suite {σm(t)}m≥0 onverge uniformément vers σ(t) pour −τ ≤ t ≤ δ ;
σ(t) = lim
m→∞
σm(t), −τ ≤ t ≤ δ.
Quand n→∞ dans (3.6), nous obtenons :
σ(t) =


φ(0) +
∫ t
0
f(σ(s), σ(s− τ))ds, 0 < t ≤ δ,
φ(t), −τ ≤ t ≤ 0.
(3.10)
2. Uniité : Supposons que x(t), y(t), −τ ≤ t ≤ δ, sont deux solutions du prob-
lème (3.10). On pose u(t) = x(t)− y(t). Nous avons u(t) = 0 pour −τ ≤ t ≤ 0,
ar x(t) = y(t) = φ(t) sur et intervalle. Comme f est klipshitzienne sur Nc,
alors :
|u(t)| ≤ k
∫ t
0
(|x(s)− y(s)|+ |x(s− τ)− y(s− τ)|)ds
= k
∫ t
0
|x(s)− y(s)|ds+ k
∫ t−τ
−τ
|x(s)− y(s)|ds
= k
∫ t
0
|x(s)− y(s)|ds+ k
∫ t−τ
0
|x(s)− y(s)|ds
≤ 2 k
∫ t
0
|u(s)| ds.
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D'après le lemme de Gronwall on trouve que u(t) = 0, d'où x(t) = y(t) pour
0 < t ≤ δ.

3.1.2 Stabilité
Le plus important pour les physiiens est l'étude de la stabilité de la solution du
problème (3.3) en fontion des paramètres physiques α et β, e qui permet le ontrle
de la rugosité du matériau. Dans e paragraphe, nous allons étudier la stabilité de la
solution de (3.3). Supposons que ψ(t) = σ(t)− σ0. Alors (3.3) devient :

ψ˙(t) + αψ(t− τ) = −βψ2(t− τ), si t > 0,
ψ(t) = φ(t)− σ0 := ϕ(t), si t ∈ [−τ, 0].
(3.11)
Pour assurer l'existene et l'uniité d'une solution de (3.11), on a besoin de travailler
dans la région Nc.
Théorème 3.1.3 La solution de (3.11) est ontinûment prolongeable sur [−τ,∞[.
De plus elle est asymptotiquement stable si :
0 < τα <
π
2
. (3.12)
Preuve. Dans le théorème 3.1.2 on a démontré que le problème (3.11) a une unique
solution sur ertain intervalle [0, δ], δ > 0. D'après le Théorème 2.4.5 on trouve que
la solution de l'équation :

ψ˙(t) = −αψ(t− τ), pour t > 0,
ψ(t) = ϕ(t), pour t ∈ [−τ, 0] ,
(3.13)
est asymptotiquement stable si et seulement si la ondition (3.12) est vériée. Don,
sous la ondition (3.12), nous avons :
lim
t→∞
|ψ0(t)| = 0, (3.14)
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où, ψ0(t) est la solution de (3.13). C'est à dire que : sous la ondition (3.12), la partie
réelle de haque raine de l'équation aratéristique (f. [36℄) :
h(λ) = λ+ αe−τλ = 0, (3.15)
n'appartient pas à C+. Don si s est une raine de (3.15), alors il existe λ1 > 0 tel
que Re(s) < −λ1.
D'après le théorème 2.2.13, la solution ψ0 de (3.13) vérie :
ψ0(t) = X(t)ϕ(0)− α
∫ 0
−τ
X(t− r − τ)ϕ(r)dr, (3.16)
où X(.) est la solution fondamentale de (3.13).
En utilisant le théorème 2.2.12, nous trouvons :
|X(t)| ≤ c2e−λ1t, t ≥ 0. (3.17)
Par onséquent :
|ψ0(t)| ≤ c2mϕe−λ1t + α c2mϕe−λ1tλ1−1(eλ1τ − 1), mϕ = max
−τ≤t≤0
|ϕ(t)|.
On prend c0 = c2 + α c2(e
λ1τ − 1)λ1−1, alors :
|ψ0(t)| ≤ c0mϕe−λ1t, t ≥ 0, (3.18)
où c0 est indépendante de ϕ(t). Si on hoisit c0 ≥ 1 (pour c2 assez grand), alors, ette
inégalité est valide pour t ≥ −τ .
On va montrer que la solution ψ(t) de (3.11) peut être prolongeable sur [−τ,∞[.
Montrons la validité de l'inégalité suivante :
|ψ(t)| < 2c0mϕe−λ2t, −τ ≤ t, 0 < λ2 < λ1. (3.19)
En fait, si l'inégalité (3.19) est valide pour −τ ≤ t ≤ t∗ ave t∗ > 0. Alors, pour
0 ≤ t ≤ t∗, on a :
|ψ(t)|+ |ψ(t− τ)| < 4c0mϕ < c
2
,
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ave mϕ < c/8c0. Don
(
ψ(·), ψ(· − τ)) reste dans Nc et
max
−τ≤t≤t∗
|ψ(t)| < c
2
.
D'après le théorème d'existene de CauhyPeano (voir [7, p. 347℄), la solution ψ(t)
est prolongeable au delà de t∗.
Supposons que la solution ψ(t) de (3.11) n'est pas prolongeable au delà de δ, alors,
l'inégalité (3.19) n'est pas toujours vraie. Soit t0 la première valeur (t0 > 0) pour
laquelle ψ(t0) ne vérie pas l'inégalité (3.19). Par la ontinuité de ψ, nous obtenons :
|ψ(t0)| = 2c0mϕe−λ2t0 . (3.20)
De plus :
lim
|ψ(·−τ)|→0
|f(ψ(·), ψ(· − τ))|
|ψ(· − τ)| = −β lim|ψ(·−τ)|→0 |ψ(· − τ)| = 0.
Alors, pour tout ε > 0, on a :
|f(ψ(s), ψ(s− τ))| ≤ ǫ|ψ(s− τ)| < 2ǫc0mϕeλ2τe−λ2s, 0 < s ≤ t0,
ar s− τ < t0. La formule de Duhamel nous donne :
ψ(t) = ψ0(t) +
∫ t
0
X(t− s)f(ψ(s), ψ(s− τ))ds, 0 < t ≤ t0. (3.21)
D'où :
|ψ(t)| < c0mϕe−λ2t + c2e−λ2t
∫ t
0
eλ2s.2ǫc0mϕe
λ2τe−λ2sds
< c0mϕe
−λ2t + 2c2ǫc0mϕe
λ2τ t0e
−λ2t.
On peut hoisir ǫ telle que 2c2ǫe
λ2τ t0 < 1, alors :
|ψ(t)| < 2c0mϕe−λ2t, 0 < t ≤ t0,
e qui ontredit (3.20). D'où, pour tout t ≥ 0, on peut érire :
|ψ(t)| ≤ 2c0mϕe−λ2t.
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Alors, ψ(t) est ontinûment prolongeable sur [−τ,∞[, et de plus :
lim
t→∞
|ψ(t)| = 0.

3.1.3 Tests numériques
Les résultats numériques suivants ne donnent pas la solution exate de (3.11), mais
ils montrent la stabilité et l'instabilité asymptotique de la solution de (3.11) selon les
paramètres τ, α, β, etmϕ. Diérents aluls sont faits en utilisant MATLAB. C'est
aussi ave le solveur DDE23 (voir l'appendie A.1) sur la base de RungeKutta [73℄.
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3.2 MNLMLG à double retard
Dans la plupart des expérienes de déformation, plusieurs systèmes de glissement
sont atifs et dépendent de leurs orientations par rapport à l'axe de tration. Lorsque
le système de déformation est atif, le ristal subit une rotation et des méanismes de
déformation seondaire deviennent atifs. Ces méanismes de glissement orrespon-
dent à des délais diérents. Notre objetif dans ette setion est la modélisation des
instabilités de la déformation plastique quand plusieurs retards sont introduits, (ha-
un orrespondant à un système de déformation).
On onsidère l'équation (2.65), et on prend le développement de Taylor à l'ordre deux
de n(.) au voisinage de σ0, pour i = 1, 2, on trouve :
n(σ(t− τi)) = n(σ0) + ∂n
∂σ
(σ = σ0)
(
σ(t− τi)− σ0
)
+
1
2
∂2n
∂σ2
(σ = σ0)
(
σ(t− τi)− σ0
)2
.
(3.22)
En remplaçant dans (2.65) :
Mbn(σ0)(S1 + S2) = MbS1n(σ0) +MbS1
∂n
∂σ
(σ = σ0)
(
σ(t− τ1)− σ0
)
+
1
2
MbS1
∂2n
∂σ2
(σ = σ0)
(
σ(t− τ1)− σ0
)2
+MbS2n(σ0) +MbS2
∂n
∂σ
(σ = σ0)
(
σ(t− τ2)− σ0
)
+
1
2
MbS2
∂2n
∂σ2
(σ = σ0)
(
σ(t− τ2)− σ0
)2
+ σ˙(t).
(3.23)
D'où :
σ˙(t) = −1
2
Mb
∂2n
∂σ2
(σ0)
2∑
i=1
Si
(
σ(t−τi)−σ0
)2−Mb∂n
∂σ
(σ0)
2∑
i=1
Si
(
σ(t−τi)−σ0
)
. (3.24)
On pose :
β1 =
1
2
MbS1
∂2n
∂σ2
(σ0) < 0, β2 =
1
2
MbS2
∂2n
∂σ2
(σ0) < 0,
α1 = MbS1
∂n
∂σ
(σ0) > 0, α2 = MbS2
∂n
∂σ
(σ0) > 0,
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θ1 = α1 − 2β1σ0, θ2 = α2 − 2β2σ0, β = β1 + β2,
α = α1 + α2, γ = ασ0 − βσ20,
ave, αi et βi, i = 1, 2 sont des paramètres physiques. On peut érire (2.65) sous la
forme :
σ˙(t) = −β1σ2(t− τ1)− β2σ2(t− τ2)− θ1σ(t− τ1)− θ2σ(t− τ2) + γ. (3.25)
Soit τ = max {τ1, τ2} , φ ∈ Cτ := C
(
[−τ, 0],R) tel que σ(t) = φ(t) pour t ∈ [−τ, 0].
Nous obtenons le système :


σ˙(t) = f
(
σ(t− τ1), σ(t− τ2)
)
, pour t > 0,
σ(t) = φ(t), pour t ∈ [−τ, 0],
(3.26)
ave :
f(v, w) = −β1v2 − β2w2 − θ1v − θ2w + γ.
3.2.1 Existene et uniité
Nous présentons dans e paragraphe des résultats d'existene et d'uniité de la
solution du problème (3.26) sur l'intervalle [−τ,∞[. Nous avons le résultat suivant :
Lemme 3.2.1 Supposons que φ ∈ Cτ , f : Cτ × Cτ → R est une fontion ontinue,
alors, l'existene d'une solution de (3.26) est équivalent à l'existene d'une solution
de l'équation intégrale suivante :


σ(t) = φ(t), t ∈ [−τ, 0],
σ(t) = φ(0) +
∫ t
0
f
(
σ(s− τ1), σ(s− τ2)
)
ds, t > 0.
(3.27)
Théorème 3.2.2 Le problème (3.26) admet une unique solution sur [−τ,+∞[.
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Preuve. SoitK > 0 un nombre xe. Il sut de montrer que le problème (3.26) admet
une solution unique sur [−τ,K]. Supposons que η = min{τ1, τ2}, et soit N =
[K
η
]
la
partie entière de
K
η
. Pour tout ℓ = 0, 1, · · · , N et t ∈ [ℓη, (ℓ+ 1)η], on a
t− τi ≤ ℓη, i = 1, 2.
Posons
σ0(t) = φ(t), pour − τ ≤ t ≤ 0. (3.28)
Alors, pour ℓ = 0, on a :
σ˙(t) = f
(
σ0(t− τ1), σ0(t− τ2)
)
, 0 ≤ t ≤ η, (3.29)
ave σ(0) = σ0(0). La solution unique de e problème initiale est donnée sous la
forme :
σ1(t) = σ0(0) +
∫ t
0
f
(
σ0(s− τ1), σ0(s− τ2)
)
ds. (3.30)
D'où, la fontion :
σ˜1(t) =


σ1(t), si 0 < t ≤ η,
σ0(t), si − τ ≤ t ≤ 0,
(3.31)
est la solution du problème (3.26) sur l'intervalle [−τ, η]. On peut proéder de la
même manière sur l'intervalle [η, 2η] (pour ℓ = 1) et ainsi de suite. Comme le nombre
K est arbitraire, alors le problème (3.26) a une unique solution sur [−τ,∞[. 
On onsidère l'équation linéaire homogène assoiée à (3.26) :


σ˙(t) = −θ1σ(t− τ1)− θ2σ(t− τ2), t > 0,
σ(t) = φ(t), t ∈ [−τ, 0].
(3.32)
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3.2.2 Stabilité
Dans e paragraphee nous allons étudier la stabilité de la solution du problème
(3.26) en fontion des paramètres physiques α1, α2, β1, β2 etmφ. Nous ommençons
par déterminer la solution fondamentale de l'équation linéaire homogène assoiée à
(3.26) : La stabilité asymptotique de la solution du problème linéaire (3.32), équivaut
à dire : pour haque raine s de h(λ) = 0 (f. [37℄ et [47℄), il existe λ0 > 0 telle que
Re(s) < −λ0. D'après le théorème 2.2.12, il existe une onstante c4 telle que
|X(t)| ≤ c4e−λ0t, t ≥ 0. (3.33)
Le orollaire 2.2.14 nous permet de trouver une onstante c5 telle que :
|σ0(t)| ≤ c5mφe−λ0t, t ≥ 0, (3.34)
ave σ0(t) est la solution de (3.32).
Par le hangement de variables ψ = σ − σ0, on a :

ψ˙(t) = −α1ψ(t− τ1)− α2ψ(t− τ2) + f
(
ψ(t− τ1), ψ(t − τ2)
)
, t > 0,
ψ(t) = φ(t)− σ0 := ϕ(t), t ∈ [−τ, 0],
(3.35)
ave f
(
ψ(t − τ1), ψ(t− τ2)
)
= −β1ψ2(t− τ1)− β2ψ2(t− τ2). Nous avons le résultat
suivant :
Théorème 3.2.3 La solution de (3.26) est asymptotiquement stable si la solution
ψ0(t) de l'équation linéaire (3.32) l'est aussi.
Preuve. La solution ψ0 de (3.32) est asymptotiquement stable si et seulement si
l'équation aratéristique (2.7), ave α1 = a, α2 = b, n'a pas de zéros dans C
+
. Soit
s une raine de (2.7), alors, il existe une onstante λ1 > 0, telle que Re(s) < −λ1.
D'après le théorème 2.2.13, la solution ψ0 est donnée sous la forme :
ψ0(t) = X(t)ϕ(0)−α1
∫ 0
−τ1
X(t− r− τ1)ϕ(r)dr−α2
∫ 0
−τ2
X(t− r− τ2)ϕ(r)dr, (3.36)
A. ALRIYABI 98
ave X(.) est la solution fondamentale. D'après le théorème 2.2.12, il existe une
onstante c2 telle que :
|X(t) ≤ c2 e−λ1 t, t ≥ 0. (3.37)
Don, pour mϕ = sup
−τ≤t≤0
|ϕ(t)|, on a :
|ψ0(t)| ≤ c2mϕe−λ1t + c2α1mϕe−λ1(t−τ1)
∫ 0
−τ1
eλ1rdr + c2α2mϕ e
−λ1(t−τ2)
∫ 0
−τ2
eλ1rdr
≤ c2mϕ e−λ1t + c2mϕ e−λ1tλ1−1
2∑
i=1
θie
λ1τi(1− e−λ1τi).
Posons c3 = c2 + c2α1λ1
−1(eλ1τ1 − 1) + c2α2λ1−1(eλ1τ2 − 1), nous avons don :
|ψ0(t)| ≤ c3mϕ e−λ1t, t ≥ 0. (3.38)
La onstante c3 ne dépend pas de ϕ. Si c3 ≥ 1, alors, ette inégalité est valide pour
t ≥ −τ .
Montrons que :
|ψ(t)| ≤ 2c3mϕ e−λ2t, t ≥ −τ, 0 < λ2 < λ1. (3.39)
Soit t0 la première valeur pour laquelle (3.39) n'est plus valide. Par la ontinuité de
ψ, nous avons :
|ψ(t0)| = 2c3mϕ e−λ2t0 . (3.40)
La formule de Duhamel nous donne :
ψ(t) = ψ0(t) +
∫ t
0
X(t− s)f(ψ(s), ψ(s− τ1), ψ(s− τ2))ds, 0 < t ≤ t0. (3.41)
Comme
|f(ψ(·), ψ(· − τ1), ψ(· − τ2))|
|ψ(· − τ1)|+ |ψ(· − τ2)| ≤ max{−β1,−β2}
(|ψ(· − τ1)|+ |ψ(· − τ2)|)2
|ψ(· − τ1)|+ |ψ(· − τ2)| → 0,
lorsque |ψ(· − τ1)|+ |ψ(· − τ2)| → 0, alors pour tout ε > 0, on a :
|f(ψ(s), ψ(s− τ1), ψ(s− τ2))| ≤ ε (|ψ(s− τ1)|+ |ψ(s− τ2)|)
≤ 2εc3mϕ
(
e−λ2τ1 + e−λ2τ2
)
e−λ2s, 0 < s ≤ t0.
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D'où :
|ψ(t)| ≤ c3mϕe−λ2t + 2c2c3εmϕ e−λ2t
(
e−λ2τ1 + e−λ2τ2
) ∫ t
0
ds
≤ c3mϕ e−λ2t + 2c2c3εmϕ e−λ2t
(
e−λ2τ1 + e−λ2τ2
)
t0, 0 < t ≤ t0.
Pour ε assez petit, on peut prendre :
2c2ε
(
e−λ2τ1 + e−λ2τ2
)
t0 < 1,
alors,
|ψ(t)| < 2c3mϕ e−λ2t, 0 < t ≤ t0,
e qui ontredit (3.40). Par onséquent :
lim
t→∞
|ψ(t)| = 0.

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3.2.3 Tests numériques
Nous présentons quelques résultats numériques en utilisant MATLAB (toujours
ave DDE23) pour montrer la stabilité asymptotique et l'instabilité de la solution de
(3.35) selon les paramètres physiques α1, α2, β1, β2, τ1 et τ2.
Tableau de stabilité/instabilité/bifuration de Hopf.
α1 > α2, τ1 ≤ 1
α1 + α2
, τ2 > 0,
Stabilité Fig. 3.3
pi
2τ1
< (α22 − α21)1/2 <
3pi
2τ1
, α2 > α1,
τ2 ∈ [0, τ2,c],
Stabilité Fig. 3.4 : (a), (b), (c)
Fig. 3.5 : (b)
pi
2τ1
< (α22 − α21)1/2 <
3pi
2τ1
, α2 > α1,
Instabilité Fig. 3.4 : (d)
Fig. 3.5 : (c)
pi
2τ1
< (α22 − α21)1/2 <
3pi
2τ1
, α2 > α1,
Bifuration de Hopf Fig. 3.5 : (a) et (d)
τ1 ∈ [ 1
α1 + α2
,
pi
2α1
],
Stabilité Fig. 3.6 : (a) et (c)
Fig. 3.7 : (a)
τ1 ∈ [ 1
α1 + α2
,
pi
2α1
],
Instabilité Fig. 3.6 : (b) et (d)
Fig. 3.7 : (b) et (d)
τ1 ∈ [ 1
α1 + α2
,
pi
2α1
],
Bifuration de Hopf Fig. 3.7 : (c)
τ1 >
pi
2α1
, τ2 ∈ [0, τ0,c],
Stabilité Fig. 3.8 : (a) et (b)
τ1 >
pi
2α1
,
Instabilité Fig. 3.8 : (d)
τ1 >
pi
2α1
,
Bifuration de Hopf Fig. 3.8 : (c)
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3.3 Conlusion et perspetive
Dans notre travail nous avons étudié le MNLMLG à simple et à double retard
pour améliorer les résultats de [30, 36, 37℄ restreints au modèle linéaire. En fait,
nous avons démontré l'existene et l'uniité de la solution dans le as non linéaire,
et nous avons étudié la stabilité de la solution en fontion des paramètres physiques,
e qui permet aux physiiens d'étudier l'instabilité d'un ristal sous ontrainte en
fontion de es paramètres. De plus, notre étude a été soutenue par des exemples
numériques en utilisant MATLAB. D'autre part, il reste des as dans lesquels le
omportement de la solution n'est pas identié (as de la bifuration de Hopf ). Notre
modélisation non linéaire est basée sur le développement de Taylor d'ordre deux. En
utilisant des paramètres physiques, nous avons traité le as de la bifuration de Hopf
numériquement (voir les gures 3.11, 3.13). Dans e paragraphe nous présentons une
omparaison numérique de la stabilité. D'une part, entre les as linéaires et non
linéaires à simple retard, et d'autre part, entre les as linéaires et non linéaires à
double retard :
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Chapitre 4
Instabilité de RayleighPlateau
4.1 Introdution
Dans e hapitre, nous étudions les instabilités de surfae d'un pore ylindrique en
absene de ontrainte. Ces instabilités sont dites de RayleighPlateau. Nous obtenons
une EDP parabolique non linéaire d'ordre 4. Nous montrons l'existene et l'uniité
de la solution de e problème en utilisant la méthode de FaedoGalerkin. Le résultat
prinipal est l'existene globale de la solution et la onvergene vers la valeur moyenne
de la donnée initiale en temps long.
L'instabilité de RayleighPlateau (briévement appelée l'instabilité de Rayleigh),
illustre pourquoi et omment un ux desendant se sépare en paquets plus petit ave
le même volume, mais ave moins de surfae. Elle est liée à l'instabilité de Rayleigh
Taylor
1
(voir [74℄).
Un jet de liquide, qui est de rayon onstant initialement, desend vertialement
en raison de la gravité. La longueur de liquide augmente et atteint une valeur ritique.
1. L'instabilité de RayleighTaylor est une instabilité de l'interfae séparant deux uides de densités diérentes,
qui résulte de la poussée du uide le plus lourd sur le uide le plus léger (l'aélération dans le as d'un système
dynamique ou la gravité pour un système initialement statique est dirigée vers la phase légère).
115
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En ette valeur ritique, le jet perd sa forme ylindrique, et se déompose en un ux
de gouttelettes. Ce phénomène se produit prinipalement en raison de la tension de
surfae.
z
L'ar est à l'intérieur
du ux, Rz est positif
L'ar est à l'extérieur
du ux, Rz est négatif
Figure 4.1
Colonne de liquide desendante ave des perturbations périodiques et rayons de ourbure
dans la diretion axiale. L'équation pour le rayon du ux est : R(z)=R0+Ak cos(kz), où R0 est
le rayon du ux imperturbé, Ak est l'amplitude de la perturbation, z est la distane le long
de l'axe du ux, et k est le nombre d'ondes.
Cette instabilité a été remarquée expérimentalement pour la première fois par
Joseph Plateau en 1873. Plateau a montré que l'instabilité survient lorsque la longueur
de olonne liquide est supérieure à environ 3.13 à 3.18 fois son diamètre [59℄. Plus
tard, Lord Rayleigh a orroboré et appuyé les travaux de Plateau, en donnant une
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expliation analytique de ette observation physique.
Ce omportement de liquide provient de l'existene de petites perturbations dans
tout système physique. En général, ette déformation de la olonne, appelée per-
turbation varie, est représentée omme une série de déplaements sinusoïdaux et
périodiques, omme dans la gure 4.1
1
(voir [33℄). Pour ertaines longueurs d'on-
des, es perturbations vont s'agrandir dans le temps. Il est noté que, si l'amplitude
du déplaement augmente, alors la olonne de liquide ne va plus avoir un rayon de
ourbure onstant. Pour des temps ourts ou pour des petites longueurs d'ondes, le
jet est un ylindre ave K1 = 1/R0 et K2 = 0. Nous voyons dans la gure 4.1 que
le ylindre perturbé a des zones à ourbure positive, et d'autres régions à ourbure
négative. D'après la loi de Laplae, les setions pinées ont une pression plus élevée
(1/R est plus grand) et les setions bombées ont une basse pression, et 'est ainsi que
la prodution d'un ux de uide est dûe au gradient de la pression. Ce ux interne
provoque la roissane de l'amplitude de déplaement qui initie éventuellement la
formation de gouttelettes. Les gouttelettes se forment lorsque la rupture des régions
pinées et les zones bombées se transforment en gouttelettes sphériques. Comme ave
tous les problèmes de tension de surfae dominée (les fores de la ompression et
visosité sont négligeables), la géométrie du système spéique dépend de la minimi-
sation de l'énergie. Le liquide tend à être dans un état d'énergie minimale. Comme
les partiules de surfae, ave seulement la moitié des moléules voisines omme elles
de la majorité, ont le plus d'énergie, le uide herhe à minimiser sa surfae. Si le
liquide se transforme en gouttelettes, alors l'énergie en état est plus faible en raison
de minimiser la surfae totale (Voir la gure 4.2 (voir [57℄) et la gure 4.3 [32℄, pour
les images de représentation de ette instabilité).
Les eets de visosité et de la gravité sont négligés par l'hypothèse des fores
visqueuses insigniantes. Le traitement de Rayleigh du problème, presque identique
1. tikzpiture sous L
A
T
E
X.
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Figure 4.2
L'instabilité de RayleighPlateau.
Figure 4.3
Simulation numérique de l'instabilité
dans la olonne de liquide horizontale.
à l'analyse présentée i-dessous, inlus es hypothèses. En e qui onerne le mouve-
ment du jet et l'aélération par gravité, Rayleigh onlut "Seulement dans les as
onsidérés, la ause de l'instabilité est statique, et les phénomènes sont indépendants
du mouvement général de translation du jet" [66℄. L'analyse quantitative onsidère
seulement les liquides pour lesquels ela est appliable.
L'intérêt initial de Lord Rayleigh pour e problème semble être totalement
aadémique. Il a dit : "il peut même être dit, la plupart des phénomènes enore in-
expliqués de l'aoustique sont liés à l'instabilité des jets de uide" [66℄. Les résultats
expérimentaux relativement simples donnent lieu à une représentation mathématique
qui explique robustement les phénomènes sous-jaents. Ainsi, le problème donne une
ohérene entre la théorie et l'expérimentation.
Le problème est également analogue à d'autres problèmes d'éoulement en mé-
anique des uides. Par exemple, l'analyse appropriée pour les lms mines qui for-
ment un revêtement d'une tige ou bre ylindrique. Ces lms uides sont intrin-
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séquement instables et la roissane des perturbations reète que elle de l'instabil-
ité de Rayleigh-Plateau. Dans ette formulation, les eets visqueux et l'hydrophilie
du matériau mouillé deviennent importants, mais le omportement général, où une
olonne ylindrique de liquide se transmet à une série de gouttelettes, est identique.
4.2 Rappels
Nous présentons dans ette setion le adre fontionnel et quelques dénitions
utiles pour la suite de notre étude.
• Soient Ω ⊂ Rn un ouvert, p un nombre réel vérie que 1 ≤ p ≤ ∞ et m un
entier positif. L'espae de Sobolev Wm,p(Ω) est déni par :
Wm,p(Ω) = {u ∈ Lp(Ω); Dαu ∈ Lp(Ω), |α| ≤ m}, (4.1)
où α est un multiindie, Dαu est la dérivée partielle de u au sens des distribu-
tions.
• L'espae Hmper(]0, 1[) est déni par :
Hmper(]0, 1[) = {f ∈ Hm(]0, 1[), f (i)(0) = f (i)(1) pour i = 0, 1, . . . , m− 1},
(4.2)
où Hm(]0, 1[) = Wm,2(]0, 1[). Hmper(]0, 1[) est un espae de Hilbert muni du
produit salaire :
((u, v))m = ((u, v)) =
∫ 1
0
u(x)v(x)dx+
∫ 1
0
u(m)(x)v(m)(x)dx. (4.3)
On munit l'espae Hmper(]0, 1[) de la norme : |u|Hmper(]0,1[) = ((u, u))1/2. Si on
note |.|Lp(]0,1[) la norme usuelle de l'espae Lp(]0, 1[), on peut remarquer que
Lp(]0, 1[) = H0per(]0, 1[).
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• Soient X et Y deux espaes de Hilbert, tels que X ⊂ Y , ave injetion ontinue
et dense. En utilisant la théorie d'interpolation (voir [77℄), nous onsidérons
la famille d'espaes de Hilbert notés [X, Y ]θ, θ ∈ [0, 1] telle que [X, Y ]0 = X,
[X, Y ]1 = Y, et X ⊂ [X, Y ]θ ⊂ Y, ave injetions ontinues et denses. La norme
sur [X, Y ]θ vérie :
‖u‖[X,Y ]θ ≤ c(θ)‖u‖1−θX ‖u‖θY , ∀u ∈ X, ∀θ ∈ [0, 1]. (4.4)
Par l'interpolation entre Hmper(]0, 1[) et H
m+1
per (]0, 1[), et pour α ∈]0, 1[, on
dénit :
Hm+αper (]0, 1[) = [H
m+1
per (]0, 1[), H
m
per(]0, 1[)]1−α.
• Pour s ≥ 0, on dénit l'espae Hsper(]0, 1[) par :
Hsper(]0, 1[) = [H
m
per(]0, 1[), H
0
per(]0, 1[)]θ, (1− θ)m = s, θ ∈]0, 1[, (4.5)
où m est un entier positif.
• Si X est un espae de Banah, 1 ≤ p < ∞ et −∞ ≤ a < b ≤ +∞, alors,
Lp(a, b;X) est l'espae des fontions Lp de ]a, b[ à valeurs dans X , qui est un
espae de Banah pour la norme :
‖u‖Lp(a,b;X) =
(∫ b
a
‖u(t)‖pXdt
) 1
p
.
Pour p =∞, L∞(a, b;X) est l'espae des fontions mesurables de ]a, b[ dans X ,
qui sont essentiellement bornées. Cet espae est de Banah pour la norme :
‖u‖L∞(a,b;X) = ess sup
t∈[a,b]
‖u(t)‖X .
De même, pour −∞ < a < b < +∞, l'espae C ([a, b];X) est l'ensemble des
fontions ontinues f : [a, b]→ X , 'est un espae de Banah ave la norme :
‖f‖C ([a,b];X) = max
t∈[a,b]
‖f(t)‖X .
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Nous présentons maintenant quelques résultats d'inégalité d'interpolation (voir [2,
77, 78℄) et de ompaité et un résultat onernant l'équivalene des normes dans
Hmper(]0, 1[).
Lemme 4.2.1 Supposons que m ≥ 1, alors les trois normes suivantes sur Hmper(]0, 1[)
sont éqivalentes :
|u|Hmper(]0,1[), |u|L2(]0,1[) + |u(m)|L2(]0,1[) et
∣∣∣∣
∫ 1
0
u(x)dx
∣∣∣∣ + |u(m)|L2(]0,1[).
Remarque 4.2.2 Soit u ∈ Hmper(]0, 1[), ave m ≥ 2, alors :∫ 1
0
u(n)dx = 0, 1 ≤ n ≤ m− 1.
D'où u(n) ∈ H˙m−nper (]0, 1[) pour tout 1 ≤ n ≤ m− 1. Alors, l'inégalité de Poinaré est
valide pour tout 1 ≤ n ≤ m − 1. Autrement dit ; il existe une onstante c > 0, telle
que :
|u(n)|L2(]0,1[) ≤ c |u(n+k)|L2(]0,1[), ∀u ∈ Hmper(]0, 1[), 1 ≤ n ≤ m−1, 0 ≤ k ≤ m−n.
Lemme 4.2.3 Soient s1, s2 et s trois réels positifs, tels que s1 ≤ s ≤ s2 (s =
αs2 + (1 − α)s1 ave α ∈ [0, 1]), alors il existe une onstante c(α, s1, s2) > 0, telle
que :
‖u‖Hsper(]0,1[) ≤ c(α, s1, s2) ‖u‖1−αHs1per(]0,1[) ‖u‖
α
H
s
2
per(]0,1[)
, (4.6)
où u ∈ Hs2per(]0, 1[).
Théorème 4.2.4 [3, 65℄
Soit Ω =]0, 1[, p ∈ [1,+∞[, m∗ ≥ 1 et u ∈ Wm∗,p(Ω). Alors, il existe deux
onstantes c > 0 et µ∗ =
1
m∗
(
1
p
− 1
r
), telles que :
‖u‖Lr(Ω) ≤ c‖u‖1−µ∗Lp(Ω)‖u‖µ
∗
Wm∗,p(Ω)
, (4.7)
ave r ∈ [p,+∞] si m∗p > 1, r ∈ [p,+∞[ si m∗p = 1, et r ∈ [p, p
1−m∗p ] si m
∗p < 1.
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Théorème 4.2.5 [49℄
Supposons que s est un réel positif. Alors quel que soit ε < s, l'injetion
Hsper(]0, 1[) →֒ Hs−εper (]0, 1[)
est ompate.
Théorème 4.2.6 (Théorème de ompaité (voir [48, 77℄))
Soient X,X0, X1 trois espaes de Banah, 1 ≤ p ≤ ∞ , 1 < q < ∞. Pour T ni
on déni l'espae E par :
E = {v; v ∈ Lp(0, T ;X0), v′ = dv
dt
∈ Lq(0, T ;X1)},
muni de la norme :
‖v‖E = ‖v‖Lp(0,T ;X0) + ‖
dv
dt
‖Lq(0,T ;X1).
(E, ‖ · ‖E) est un espae de Banah.
Supposons que :
1. X0 ⊂ X ⊂ X1 ave injetions ontinues et denses.
2. L'injetion X0 ⊂ X est ompate.
(4.8)
Alors :
(a) E ⊂ C ([0, T ];X1) ave injetion ompate.
(b) Si p est ni, E ⊂ Lp(0, T ;X) ave injetion ompate.
() Si p =∞, E ⊂ C ([0, T ];X) ave injetion ompate.
Théorème 4.2.7 (voir [48, 77, 78℄)
Soit V, H, V ′ trois espaes de Hilbert. H est identié à son dual H ′. Supposons
que V ⊂ H ∼= H ′ ⊂ V ′, ave injetions ontinues, et haque espae est dense dans
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le suivant, V ′ est le dual de V . Si u ∈ L2(0, T ;V ) et sa dérivée u′, au sens des
distributions, appartient à L2(0, T ;V ′), alors u ∈ C ([0, T ];H) (u = p.p une telle
fontion ontinue). De plus
d
dt
‖u‖2H = 2 〈u′, u〉V ′,V , dans D′(]0, T [).
4.3 Dérivation de l'équation d'évolution
Nous nous intétessons à un pore ylindrique (voir gure 4.4), soumis à des on-
traintes uniaxiales. Les ontraintes induisent des instabilités morphologiques à la
surfae du anal [18℄. Nous observons es phénomènes d'instabilité en sienes des
matériaux [63℄ puisque la fabriation des matériaux introduit des distributions de
pores qui inuent sur leurs propriétés méaniques et physiques. Nous supposons que
le hargement (ontraintes) est aussi à symétrie axiale ; le problème à trois dimensions
(r, z, θ) (oordonnées ylindriques) se ramène à un problème bidimensionnel (r, z).
z
r
O
σ0σ0
ontrainteontrainte
interfae
vide
matériau
Figure 4.4  Interfae vide/matière d'un pore à symétrie ylindrique, soumis à une
ontrainte extérieure axiale σ0.
Dans la gure 4.4 on onsidère un pore ylindrique de longueur ℓ et de rayon r0
dans une matrie de module de isaillement µ et de oeient de Poisson ν, soumis
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à des fores qui admettent le même axe de révolution. L'équation d'évolution de la
surfae [18℄ s'érit :
∂r
∂τ
= D(1 + r2z)
1
2∇2s
(E + γK) sur Ωr(τ), (4.9)
où :
• r = r(θ, z, t) est le rayon du ylindre, fontion du temps, de l'angle θ et de la
oordonnée axiale z ; rz =
∂r
∂z
.
• Ωr(τ) est la partie oupée par le pore dont la frontière latérale est donnée par :
Γr = {(r, z); r = r(z, τ)},
et les surfaes latérales sont sous la forme :
Γ0 = {(r, z); z = 0} et Γ1 = {(r, z); z = ℓ}.
• ∇2s désigne le Laplaien surfaique [8, 55℄ déni par :
∇2s =
1
q
[
∂
∂z
(
r2 + r2θ
q
∂
∂z
− rzrθ
q
∂
∂θ
)
+
∂
∂θ
(
1 + r2z
q
∂
∂θ
− rzrθ
q
∂
∂z
)]
, (4.10)
ave :
q =
√
r2(1 + r2z) + r
2
θ ; rθ =
∂r
∂θ
.
• K désigne la ourbure K = κ1 + κ2 ave :
κ1 :=
1
r
√
1 + r2z
; κ2 :=
−rzz
(1 + r2z)
3/2
. (4.11)
• D est le oeient de diusion des atomes en surfae qui dépend de la température.
• γ est l'énergie libre de la surfae.
• E est l'énergie élastique de la struture dénie en tout point de Ωr(τ).
Une première approhe onsiste à une étude théorique en l'absene de ontraintes
[60, 67℄. Les auteurs de [60, 67℄ ont donné des résultats expérimentaux. Ils ont examiné
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le as des instabilités des uides se produisant aux surfaes des objets ylindriques
de l'eau. Ils ont démontré que es instabilités produisent des utuations ave des
longueurs d'ondes supérieures à la ironférene du ylindre. Des résultats similaires
ont été obtenus dans le as des solides par Nihols et Mullins [53, 55℄. dans le as de
tiges ylindriques. Les mêmes auteurs ont généralisé leurs résultats pour des pores
ylindriques. Ils se sont partiulièrement intéressés à l'évolution morphologique de la
surfae libre des objets ylindriques.
Un alul de la variation d'énergie [17℄ a également démontré que le développe-
ment de l'instabilité est une énergie favorable. Dans [60, 67, 53, 55℄, la présene
de ontraintes à l'intérieur du matériau n'a pas été pris en ompte. Le traitement
d'évolution des pores par diusion de surfae, lorsque la matrie est sous ontrainte,
a été fait pour la première fois par Colin, Grilhé et Junqua [18℄ dans le as d'une
ontrainte uniaxiale onstante σ0. Mais ils ont aussi étendu le formalisme de
matériaux sous-jaents un hamp bidimensionnelle sous ontrainte, par exemple,
les laments et les bres omposites et ils ont déterminé leurs investigations à des
strutures à symétrie ylindrique [45℄. Dans [18, 16℄, la matrie est soumise à une
ontrainte onstante et uniaxiale σ0 et des utuations sinusoïdales sont introduites
sur la surfae latérale du pore parallèlement à l'axe (Oz) ; les auteurs eetuent un
alul de variation d'énergie puis une étude inétique an de aratériser l'évolution
de la surfae. La surfae latérale du pore est instable pour des longueurs d'onde
supérieures à une longueur d'onde ritique λc qui s'érit omme fontion de la
ontrainte initiale σ0. Pour des faibles valeurs de σ0, l'inuene sur la longueur
d'onde ritique est réduite et l'instabilité est gouvernée par l'énergie de surfae, et
pour de grandes valeurs de σ0, λc devient très petite par rapport au rayon du pore
et la roissane de l'instabilité est bien plus rapide.
Des arguments de perturbation longitudinale de petite amplitude du ylindre et des
aluls numériques sont utilisés dans [14, 15, 5℄ pour étudier l'équation non linéaire
A. ALRIYABI 126
régissant le hangement morphologique de la surfae du ylindre. Une analyse de
stabilité de la surfae du ylindre en utilisant la théorie de la stabilité linéaire dans
le as d'une ontrainte uniaxiale est étudiée dans [44, 45℄.
Pour étudier l'évolution de la surfae du ylindre, nous utilisons un système de
oordonnées ylindriques (r, z, θ) ave (Oz) omme axe de révolution. L'axisymétrie
nous permet d'érire le rayon r seulement omme fontion de z et de τ : r = r(z, τ) et
rθ = 0. Nous supposons que κ1 est négligeable devant κ2 omme dans [10℄, l'équation
(4.9) devient :
∂r
∂τ
=
D
r
∂
∂z
[
r√
1 + r2z
∂
∂z
(
γ
−rzz
(1 + r2z)
3/2
+ E
)]
. (4.12)
Nous supposons de plus que :
r(z, τ) ≥ r0 pour tout z et τ où r0 > 0 est donnée. (4.13)
La diulté est alors de déterminer E dans l'équation (4.12). Pour ela nous allons
eetuer des développements asymptotiques permettant de aluler les déplaements
et les ontraintes. Nous supposons alors que :
α := r/ℓ≪ 1. (4.14)
Pour simplier, nous introduisons les hangements de variables suivants R = r ; Z =
αz et t = Dγα4τ . Nous herhons alors les déplaements ur et uz. Pour ela, nous
posons ur(r, z) = U1(R,Z) et uz(r, z) = αU3(R,Z). Le déplaement tangentiel uθ est
nul par axisymétrie. Il s'agit don d'étudier le omportement de h(t, Z) = r(τ, z).
Des alules omme dans [10, 75℄ (voir l'appendie B.1) nous donnent :
E = α2σ
2
0
µ
(
hZZ ln(h) +
1
2
h−2h2Z
)
, (4.15)
ave σ0 est la ontrainte initiale. Alors l'équation (4.12) devient :
∂h
∂t
= −1
h
∂
∂Z
[
h
∂
∂Z
((
1− θ ln(h))hZZ − θ
2
h−2h2Z
)]
, (4.16)
A. ALRIYABI 127
où θ =
σ20
γµ
est un paramètre physique, qui dépend de la ontrainte appliquée au
matériau σ0, du module de isaillement µ et de l'énergie libre de la surfae γ. A ette
équation, il onvient de rajouter les hypothèses (4.13) et (4.14) :
r0 ≤ h et h/ℓ≪ 1. (4.17)
Remarque 4.3.1 La ondition h/ℓ ≪ 1 de l'hypothèse (4.17) est assurée dés que
ℓ≫ ϕ+ 1
θ
. Nous formulons alors l'hypothèse (4.17) sous la forme :
ϕ ≥ ln(r0)− 1
θ
et ℓ≫ ϕ+ 1
θ
. (4.18)
Dans e travail, nous onsidérons les instabilités de la surfae du ylindre en absene
de ontrainte (σ0 = 0), (instabilités de RayleighPlateau) :
∂h
∂t
= −1
h
∂
∂x
(
h
∂3h
∂x3
)
. (4.19)
Nous nous intéressons au problème périodique :

∂h
∂t
= −1
h
∂
∂x
(
h
∂3h
∂x3
)
sur ]0, T [×]0, 1[,
h(t, .) est une fonction périodique sur ]0, 1[,
h(0, .) = h0 > 0 est une fonction périodique donnée sur ]0, 1[.
(4.20)
Des arguments de perturbation longitudinale de petite amplitude du ylindre et des
aluls numériques sont utilisés dans [5, 14, 15℄ pour étudier l'équation non linéaire
régissant le hangement morphologique de la surfae du ylindre. Une analyse de sta-
bilité de la surfae du ylindre en utilisant la théorie de la stabilité linéaire dans le
as d'une ontrainte uniaxiale est étudiée dans [44, 45℄.
Dans [53, 55℄, les auteurs étudient la stabilité morphologique de la surfae d'un pore
sous l'ation de la tension artiielle (à ontrainte nulle), ils montrent la transforma-
tion des pores ylindriques en sphères et que la distane entre les sphères dépend de
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la diusion de surfae et de la diusion de volume ; ils montrent aussi que la surfae
devient instable si la longueur d'onde est plus grande que la ironférene du ylindre.
En partiulier, ils analysent l'évolution extérieure dûe aux perturbations de petites
amplitudes.
Remarque 4.3.2 L'équation (4.19) peut s'érire (voir l'appendie B.2) sous la forme
générale des équations d'évolution des lms mines [43℄ :
∂v
∂t
= − ∂
∂x
(
vn
∂3v
∂x3
+ αvn−1
∂v
∂x
∂2v
∂x2
+ βvn−2(
∂v
∂x
)3
)
, (4.21)
ave : n = 0, α = −3/2, β = 3/4 et v = h2.
Notations : On pose Ω =]0, 1[, ΩT =]0, T [×]0, 1[. Nous onsidérons l'espae fon-
tionnel X déni par :
X = L2(0, T ;H3per(Ω)) ∩ L∞(0, T ;H1per(Ω)).
On munit X de la norme :
‖ u ‖X=
[ ∫ T
0
∫ 1
0
|u(3)(t, x)|2 dx dt+ sup
t∈]0,T [
(∫ 1
0
|u′(t, x)|2 dx+
∫ 1
0
|u(t, x)|2 dx
)] 1
2
.
Dénition 4.3.3 Une solution h ∈ L2(0, T ;H3per(Ω)) de (4.20) est dite faible admis-
sible si
1.
1
h
∂h
∂x
∂3h
∂x3
∈ L1(ΩT ).
2. ht ∈ L2
(
0, T ; (H3per(Ω))
′
)
.
3. Pour tout ϕ ∈ H3per(Ω), nous avons, dans D ′(]0, T [), l'égalité suivante :
d
dt
∫ 1
0
h(t, x)ϕ(x)dx = −
∫ 1
0
hxxϕxx dx−
∫ 1
0
hx
h
hxxxϕdx. (4.22)
4. h(0) = h0 > 0 (donnée dans H
1
per(Ω)).
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Lemme 4.3.4 Supposons que h ∈ X , h0 ∈ C [0, 1], et h0 ≥ ε > 0. Alors, pour toute
solution h loale faible admissible de (4.22), il existe un temps T∗(ε) > 0, tel que
h(t, x) ≥ ε/2, ∀t ∈ [0, T∗], ∀x ∈ [0, 1].
Preuve.
Puisque ht ∈ L2
(
0, T ; (H3per(Ω))
′
)
et h ∈ L2(0, T ;H3per(Ω)), alors, d'après le
théorème 4.2.6, on déduit que h ∈ C ([0, T ];Hs(Ω)) pour s xé dans ]1
2
, 3[. Comme
Hs(Ω) →֒ C [0, 1] alors h ∈ C ([0, T ];C [0, 1]). En partiulier :
lim
t→0
sup
x∈[0,1]
|h(t, x)− h0(x)| = 0.
Nous déduisons qu'il existe T∗(ε) > 0, tel que pour tout t ∈ [0, T∗(ε)], nous avons :
sup
x∈[0,1]
|h(t, x)− h0(x)| ≤ ε
2
.
Par onséquent
h0(x)− h(t, x) ≤ ε
2
, ∀t ∈ [0, T∗(ε)], ∀x ∈ [0, 1].
D'où :
h(t, x) ≥ h0(x)− ε
2
≥ ε
2
, ∀t ∈ [0, T∗(ε)], ∀x ∈ [0, 1].

Remarque 4.3.5 Le lemme 4.3.4 sera utile pour justier le hangement de variable
h = eu que nous utilisons pour trouver un problème équivalent à (4.22) (au moins
loalement).
Dans notre travail, nous utilisons le modèle développé dans [75, 8℄, le rayon du
ylindre vérie une équation aux dérivées partielles parabolique. Sous des hypothèses
asymptotiques formelles, et ave des hangements d'éhelles appropriés, nous simpli-
ons l'EDP satisfaite par le rayon du ylindre [11℄. Nous présentons des résultats
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d'existene et d'uniité de la solution du problème d'évolution de la surfae du ylin-
dre.
Dans l'équation (4.19), il onvient de rajouter les hypothèses (voir [11℄) :
R0 ≤ h et h/ℓ≪ 1. (4.23)
R0 et ℓ sont respetivement le rayon et la longueur du ylindre à l'état initial. Nous
eetuons le hangement de variable h(t, x) = eu(t,x). L'équation (4.19) devient sous
la forme simpliée (voir l'appendie B.3) :
∂u
∂t
= −u(4) − (5u′u(3) + 9u′2u′′ + 3u′′2 + 2u′4). (4.24)
où : u(k)(t, x) =
∂ku
∂xk
(t, x). Nous onsidérons ensuite le problème aux limites :


∂u
∂t
= −u(4) − F (u′, u′′, u(3)) sur ΩT ,
u(t, .) est une fonction périodique sur Ω,
u(0, .) = u0 est une fonction périodique donnée sur Ω,
(4.25)
ave :
F (u′, u′′, u(3)) = 5u′u(3) + 9u′2u′′ + 3u′′2 + 2u′4.
Dans la suite, nous allons étudier le problème (4.25).
4.4 Existene
Dans ette setion, nous démontrons l'existene loale de la solution de (4.25).
Pour ela, nous utilisons la méthode de FaedoGalerkin [48, 77℄.
Dénition 4.4.1 Une fontion u dénie sur [0, 1]× [0, T ] est une solution faible de
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(4.25) si :
(P0)


1. u ∈ L2(0, T ;H3per(Ω)).
2. Pour tout ϕ ∈ H3per(Ω), l'égalité suivante est vériée :
d
dt
∫ 1
0
u(t, x) ϕ(x) dx+
∫ 1
0
u′′(t, x)ϕ′′(x)dx+
∫ 1
0
F (u′, u′′, u(3))ϕ(x)dx = 0.
3. u(0, .) = u0 ∈ H1per(Ω) et
∂u
∂t
∈ L2(0, T ; (H3per(Ω))′).
Théorème 4.4.2 Il existe une onstante Λ0 > 0, telle que si |u′0|L2(Ω) < Λ0, alors le
problème (P0) admet une solution globale unique u dans X vériant :
|ux(t)|L2(Ω) ≤ C0 e−ν t, t > 0, (4.26)
ave C0 > 0, ν > 0 sont des onstantes ne dépendantes que de u0.
L'existene globale pour des petites données a été prouvée par Rakotoson [64℄ dans le
adre des équations de Mullins, où l'opérateur d'ordre quatre onsidéré est l'opérateur
réel donné dans la relation (4.12). Ii, nous avons simplié l'opérateur prinipal, e
qui implique l'existene de l'opérateur d'ordre quatre non dégénéré.
Démonstration du théorème 4.4.2
Première étape
On proède par la méthode de de FaedoGalerkin [48, 77℄ : Considérons {ϕj, j ∈ N∗}
une base de H1per(Ω) vériant :
1. ϕj ∈ C∞per(Ω) =
⋂
m≥1
Hmper(Ω).
2. ∀ϕ ∈ H1per(Ω); (ϕ′j , ϕ′)L2(Ω) = µj(ϕj, ϕ)L2(Ω) ; où la suite µj onverge vers
+∞ quand j tend vers +∞ et vérie 0 = µ1 < µ2 ≤ · · · ≤ µj · · · .
3. (ϕj , ϕk)L2(Ω) = δjk ; où δjk est le symbole de Kroneker.
Nous onsidérons alors,Hm l'espae de dimension nie engendré par {ϕ1, ϕ2, . . . , ϕm}.
Pm désigne la projetion orthogonale de L
2(Ω) sur Hm. D'après le théorème de
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CauhyPeano, il existe un moment T ∗ > 0 et une fontion um ∈ C 1
(
[0, T ∗];Hm
)
,
telles que pour tout ψ ∈ Hm, nous avons :
d
dt
∫ 1
0
um(t, x)ψ(x)dx+
∫ 1
0
u′′m(t, x)ψ
′′(x)dx+
∫ 1
0
F (u′m, u
′′
m, u
(3)
m )(t, x)ψ(x)dx = 0, (4.27)
où
F (u′m, u
′′
m, u
(3)
m )(t, x) = 5u
′
m(t, x)u
(3)
m (t, x) + 9u
′2
m(t, x)u
′′
m(t, x) + 3u
′′2
m (t, x) + 2u
′4
m(t, x),
ave la donnée initiale um(0) = Pm(u0).
Deuxième étape. Éstimations uniformes en m, en espae, et en temps :
Nous avons besoin des lemmes suivants :
Lemme 4.4.3 Il existe des onstantes stritement positives Λ0, c0, et µ, telles que,
si sup
m≥1
|u′0m(t)|L2(Ω) < Λ0, alors :
|u′m(t)|L2(Ω) ≤ c0 e−µt, ∀t > 0. (4.28)
Preuve.
Posons ψ = −u′′m dans l'équation (4.27). Une intégration par parties nous donne :
1
2
d
dt
∫ 1
0
|u′m(t, x)|2 dx+
∫ 1
0
|u(3)m (t, x)|2 dx =
∫ 1
0
F (u′, u′′, u(3)m )u
′′
m dx︸ ︷︷ ︸
I
. (4.29)
I = 5
∫ 1
0
u′m(t, x)u
(3)
m (t, x)u
′′
m(t, x)dx+ 9
∫ 1
0
u′2m(t, x)u
′′2
m (t, x)dx
+3
∫ 1
0
u′′3m (t, x)dx+ 2
∫ 1
0
u′4m(t, x)u
′′
m(t, x)dx.
(4.30)
Une intégration par parties donne :

∫ 1
0
u′m(t, x)u
′′
m(t, x)u
(3)
m (t, x)dx = −
1
2
∫ 1
0
u′′3m (t, x)dx,
∫ 1
0
u′2m(t, x)u
′′2
m (t, x)dx = −
1
3
∫ 1
0
u′3m(t, x)u
(3)
m (t, x)dx.
(4.31)
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La dernière integrale dans (4.30) est nulle. Alors :
I =
1
2
∫ 1
0
u′′3m (t, x)dx− 3
∫ 1
0
u′3m(t, x)u
(3)
m (t, x)dx := I1 + I2. (4.32)
D'après les inégalités d'interpolation (4.7), en prenant r = 3, p = 2, et m∗ = 1, on a :
|u′′m(t)|L3(Ω) ≤ c1|u′′m(t)|
5
6
L2(Ω)|u(3)m (t)|
1
6
L2(Ω).
Dans l'inégalité (4.6) si on prend s = 1, s1 = 0 et s2 = 2, on trouve que :
|u′′m(t)|L2(Ω) ≤ c2|u′m(t)|
1
2
L2(Ω)|u(3)m (t)|
1
2
L2(Ω).
Alors :
|u′′m(t)|3L3(Ω) ≤ c3|u′m(t)|
5
4
L2(Ω)|u(3)m (t)|
7
4
L2(Ω).
D'après l'inégalité de Young :
|u′′m(t)|3L3(Ω) ≤
c83
8
(|u′m(t)| 54L2(Ω))8 + 78
(|u(3)m (t)| 74L2(Ω)) 87 .
D'où :
|I1| ≤ c4|u′m(t)|10L2(Ω) +
7
8
|u(3)m (t)|2L2(Ω) (4.33)
D'autre part, par l'inégalité de Young, pour tout ε > 0, on a :
|I2| ≤ cε
∫ 1
0
|u′m|6(t, x)dx+ ε
∫ 1
0
|u(3)m |2(t, x)dx.
Par les inégalités d'interpolation (4.7), en prenant r = 3 et p = m∗ = 2, nous avons :
|I2| ≤ cε|u′m(t)|5L2(Ω)|u(3)m (t)|L2(Ω) + ε
∫ 1
0
|u(3)m |2(t, x)dx.
De nouveau par l'inégalité de Young, pour tout ε > 0, on a :
|I2| ≤ c5|u′m(t)|10L2(Ω) + 2ε
∫ 1
0
|u(3)m |2(t, x)dx. (4.34)
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Les deux inégalités (4.33) et (4.34) donnent :
|I| ≤ c6|u′m(t)|10L2(Ω) + (2ε+
7
8
)
∫ 1
0
|u(3)m |2(t, x)dx.
Par onséquent, pour 4ε <
1
8
, on a :
d
dt
|u′m(t)|2L2(Ω) +
1
8
|u(3)m (t)|2L2(Ω) ≤ c |u′m(t)|10L2(Ω). (4.35)
D'après l'inégalité de Poinaré (voir la remarque 4.2.2), il existe une onstante k > 0,
telle que k|u′m(t)|2L2(Ω) ≤
1
8
|u(3)m (t)|2L2(Ω). Alors la relation (4.35) nous donne :
d
dt
|u′m(t)|2L2(Ω) + k |u′m(t)|2L2(Ω) ≤ c |u′m(t)|10L2(Ω). (4.36)
Multiplions par ekt :
d
dt
[ekt|u′m(t)|2L2(Ω)] ≤ c e−4kt[ekt|u′m(t)|2L2(Ω)]5.
Posons Z(t) = ekt|u′m(t)|2L2(Ω) et intégrons entre 0 et t :
−Z−4(t) + Z−4(0) ≤ − c
k
(e−4kt − 1) ≤ c
k
, t > 0.
Si sup
m≥1
|u′0m|8L2(Ω) <
k
c
:= Λ80, alors il existe c0 > 0 et µ =
k
2
telles que :
|u′m(t)|L2(Ω) ≤ c0 e−µt, ∀t > 0. (4.37)

Remarque 4.4.4 L'estimation (4.37) implique que T ∗ = T , 'estàdire que um est
une solution globale (ar c0 et µ ne dépendent ni de T
∗
ni de m).
Lemme 4.4.5 Il existe une onstant c(u0) > 0 indépendante de T , telle que :∫ T
0
∫ 1
0
|u(3)m |2(τ, x)dxdτ ≤ c(u0). (4.38)
A. ALRIYABI 135
Preuve.
On intègre l'négalité (4.35) entre 0 et T :
∫ 1
0
|u′m|2(T, x)dx+
1
8
∫ T
0
∫ 1
0
|u(3)m |2(τ, x)dxdτ ≤ c
∫ T
0
|u′m(τ)|10L2(Ω)dτ +
∫ 1
0
|(Pmu0)′|2dx.
D'où :
1
8
∫ T
0
∫ 1
0
|u(3)m |2(τ, x)dxdτ ≤ c
∫ T
0
e−10µτdτ + |u0|2H1per(Ω)
≤ c
10µ
(1− e−10µτT ) + |u0|2H1per(Ω).
D'où : ∫ T
0
∫ 1
0
|u(3)m |2(τ, x)dxdτ ≤ c(u0), (indépendante de T ). (4.39)

Lemme 4.4.6 Il existe une ontante C(u0), indépendante de T , telle que :∣∣∣∣
∫ 1
0
um(t, x) dx
∣∣∣∣ ≤ C(u0), ∀t ∈ [0, T ]. (4.40)
Preuve.
Dans (4.27), on prend ψ = 1 :
d
dt
∫ 1
0
um(t, x) dx+
∫ 1
0
F (u′m(t, x), u
′′
m(t, x), u
(3)
m (t, x))dx = 0. (4.41)
Une intégration par parties de (4.41) donne :
d
dt
∫ 1
0
um(t, x)dx = 2
∫ 1
0
u′′2m (t, x)dx− 2
∫ 1
0
u′4m(t, x)dx. (4.42)
Intégrons (4.42) entre 0 et t :
∫ 1
0
um(t, x)dx = 2
∫ t
0
∫ 1
0
u′′2m (τ, x)dτdx− 2
∫ t
0
∫ 1
0
u′4m(τ, x)dτdx+
∫ 1
0
u0m(x)dx.
D'où :∣∣∣∣
∫ 1
0
um(t, x)dx
∣∣∣∣ ≤ 2
∫ T
0
∫ 1
0
|u′′m|2(τ, x)dτdx + 2
∫ T
0
∫ 1
0
|u′m|4(τ, x)dτdx +
∣∣∣∣
∫ 1
0
u0m(x)dx
∣∣∣∣ .
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Nous avons :
∫ T
0
∫ 1
0
|u′′m|2(τ, x)dτdx ≤
∫ T
0
∫ 1
0
|u(3)m |2(τ, x)dτdx ≤ c1(u0). (4.43)
D'autre part, d'après les inégalités d'interpolation (4.7), ave r = 4, m∗ = 1 et p = 2,
on a :
|u′m(t)|4L4(Ω) ≤ c1 |u′m(t)|3L2(Ω)|u′′m(t)|L2(Ω).
L'inégalité de Young donne :
|u′m(t)|4L4(Ω) ≤ α|u′m(t)|6L2(Ω) + cα|u′′m(t)|2L2(Ω), ∀α > 0.
D'où :∫ T
0
|u′m(τ)|4L4(Ω)dτ ≤ α
∫ T
0
|u′m(τ)|6L2(Ω)dτ + cα
∫ T
0
|u′′m(τ)|2L2(Ω)dτ
≤ c(1− e−6µT ) + c2(u0) ≤ c3(u0).
(4.44)
Comme : ∣∣∣∣
∫ 1
0
(Pmu0)dx
∣∣∣∣ ≤
∫ 1
0
|Pmu0|2dx ≤ |u0|L2(Ω) <∞, (4.45)
alors : ∣∣∣∣
∫ 1
0
um(t, x)dx
∣∣∣∣ ≤ C(u0), ∀t ∈ [0, T ]. (4.46)

Remarque 4.4.7 Nous savons (voir par exemple [12℄), que pour tout v ∈ H1(Ω),
nous avons :
|v|L2(Ω) ≤ c
( ∣∣∣∣
∫ 1
0
vdx
∣∣∣∣+ |v′|L2(Ω)).
Alors, d'après les lemmes 4.4.3 et 4.4.6, nous trouvons qu'il existe une onstante
c1(u0) > 0, indépendante de T , telle que :
|um(t)|L2(Ω) ≤ c1(u0). (4.47)
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Proposition 4.4.8 (Estimations uniformes en m)
Nous avons les assertions suivantes :
1. Pour tout α ≥ 1, il existe une onstante cα(u0) > 0, telle que :
sup
m≥1
|um|L∞(0,T ;Lα(Ω)) ≤ cα(u0) < +∞.
2. Pour tout r ≥ 2 et k ∈ [1,∞[ qui vérient la ondition
k
4
− k
2r
≤ 2, (4.48)
il existe une onstante ck,r(u0) > 0, telle que :
sup
m≥1
|u′m|Lk(0,T ;Lr(Ω)) ≤ ck,r(u0) < +∞.
3. Pour tout r¯ ≥ 2 et k¯ ∈ [1,∞[ qui vérient la ondition
3k¯
4
− k¯
2r¯
≤ 2, (4.49)
il existe une onstante ck¯,r¯(u0) > 0, telle que :
sup
m≥1
|u′′m|Lk¯(0,T ;Lr¯(Ω)) ≤ ck¯,r¯(u0) < +∞.
Preuve.
1. Pour 1 ≤ α ≤ 2, d'après (4.47), on trouve le résultat immédiatement. Supposons
que α > 2. D'après les inégalités d'interpolation (4.7) en prenant m∗ = 1 et
p = 2, nous trouvons :
|um(t)|Lα(Ω) ≤ c|um(t)|
1
2
+ 1
α
L2(Ω)|u′m(t)|
1
2
− 1
α
L2(Ω).
D'après l'inégalité de Young, ∀γ > 0, on a :
|um(t)|Lα(Ω) ≤ γ|um(t)|1+
2
α
L2(Ω) + cγ|u′m(t)|
1− 2
α
L2(Ω).
Les estimations (4.28) et (4.47) nous permettent d'obtenir le résultat souhaité.
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2. Dans les inégalités d'interpolation (4.7) on prend m∗ = 1 et p = 2 :
|u′m(t)|Lr(Ω) ≤ c1|u′m(t)|
1
2
+ 1
r
L2(Ω)|u′′m(t)|
1
2
− 1
r
L2(Ω).
D'après les inégalités d'interpolation (4.6), ave s = 1, s1 = 0 et s2 = 2, on a :
|u′′m(t)|
1
2
− 1
r
L2(Ω) ≤ c2|u′m(t)|
1
4
− 1
2r
L2(Ω)|u(3)m (t)|
1
4
− 1
2r
L2(Ω).
D'où :
|u′m(t)|Lr(Ω) ≤ c3|u′m(t)|
3
4
+ 1
2r
L2(Ω)|u(3)m (t)|
1
4
− 1
2r
L2(Ω).
D'après (4.28) et pour tout k ∈ [1,∞[, nous avons :∫ T
0
|u′m(t)|kLr(Ω)dt ≤ c3c
3k
4
+ k
2r
0 e
−µ( 3k
4
+ k
2r
)T
∫ T
0
|u(3)m (t)|
k
4
− k
2r
L2(Ω)dt. (4.50)
Comme um est dans un borné de L
2(0, T ;H3per(Ω)), alors, sous la ondition
(4.48) et pour tout m ≥ 1, on a :∫ T
0
|u′m(t)|kLr(Ω)dt ≤ ck,r(u0). (4.51)
D'où, sup
m≥1
|u′m|Lk(0,T ;Lr(Ω)) ≤ ck,r(u0) < +∞.
3. Les inégalités d'intepolation (4.7), ave m∗ = 1 et p = 2, donnent :
|u′′m(t)|Lr¯(Ω) ≤ c1|u′′m(t)|
1
2
+ 1
r¯
L2(Ω)|u(3)m (t)|
1
2
− 1
r¯
L2(Ω).
D'où, d'après les inégalités d'interpolation (4.6), on a :
|u′′m(t)|Lr¯(Ω) ≤ c2|u′m(t)|
1
4
+ 1
2r¯
L2(Ω)|u(3)m (t)|
3
4
− 1
2r¯
L2(Ω).
D'après (4.28) et pour tout k¯ ∈ [1,∞[, on trouve :∫ T
0
|u′′m(t)|k¯Lr¯(Ω)dt ≤ c2c
k¯
4
+ k¯
2r¯
0 e
−µ( k¯
4
+ k¯
2r¯
)T
∫ T
0
|u(3)m (t)|
3k¯
4
− k¯
2r¯
L2(Ω) dt. (4.52)
Alors, sous la ondition (4.49) et pour tout m ≥ 1, nous avons :∫ T
0
|u′′m(t)|k¯Lr¯(Ω)dt ≤ ck¯,r¯(u0). (4.53)
D'où, sup
m≥1
|u′′m|Lk¯(0,T ;Lr¯(Ω)) ≤ ck¯,r¯(u0) < +∞. 
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Troisième étape. Estimation de la dérivée en temps :
D'après les estimations obtenues, nous trouvons que um reste dans un ensemble
borné de L2(0, T ;H3per(Ω)) ∩ L∞(0, T ;H1per(Ω)). Pour tout ψ ∈ H3per(Ω), on prend la
fontion Pmψ omme une fontion test :∫ 1
0
∂um
∂t
(t, x)(Pmψ(x))dx = −
∫ 1
0
u′′m(t, x)(Pmψ(x))
′′dx− 2
∫ 1
0
u′4m(t, x)(Pmψ(x))dx
+3
∫ 1
0
u′3m(t, x)(Pmψ(x))
′dx− 3
∫ 1
0
u′′2m (t, x)(Pmψ(x))dx
−5
∫ 1
0
u′m(t, x)u
(3)
m (t, x)(Pmψ(x))dx.
D'après l'inégalité de Hölder, on a :∣∣∣∣
∫ 1
0
∂um
∂t
(t, x)(Pmψ(x))dx
∣∣∣∣ ≤ |u′′m(t)|L2(Ω)|(Pmψ)′′|L2(Ω) + 2|u′m(t)|4L8(Ω)|Pmψ|L2(Ω)
+3|u′m(t)|3L6(Ω)|(Pmψ)′|L2(Ω) + 2|Pmψ|∞|u′′(t)|2L2(Ω)
+5|Pmψ|∞|u′m(t)|L2(Ω)|u(3)m (t)|L2(Ω).
Nous avons :∫ 1
0
∂um
∂t
(t, x)(Pmψ(x))dx =
∫ 1
0
Pm
(∂um
∂t
(t, x)
)
ψ(x)dx =
∫ 1
0
∂um
∂t
(t, x)ψ(x)dx,
et omme |Pmψ|∞ ≤ c1|(Pmψ)′|L2(Ω) et |(Pmψ)(k)|L2(Ω) ≤ c2|ψ|H3per(Ω), k = 0, 1, 2,
alors : ∣∣∣∣
∫ 1
0
∂um
∂t
(t, x)ψ(x)dx
∣∣∣∣ ≤ c3 Y (u′m(t), u′′m(t), u(3)m (t)) |ψ|H3per(Ω), (4.54)
ave
Y (u′m(t), u
′′
m(t), u
(3)
m (t)) = |u′′m(t)|L2(Ω) + |u′m(t)|4L8(Ω) + |u′m(t)|3L6(Ω)
+|u′′(t)|2L2(Ω) + |u′m(t)|L2(Ω)|u(3)m (t)|L2(Ω).
D'où : ∫ T
0
|∂um
∂t
(t)|2H3per(Ω)dt ≤ c3
∫ T
0
Y 2(u′m(t), u
′′
m(t), u
(3)
m (t))dt. (4.55)
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D'après (4.28) nous avons sup
t≥0
|u′m(t)|L2(Ω) ≤ c0. Alors :
Y 2(u′m(t), u
′′
m(t), u
(3)
m (t)) ≤ c4
(|u′′m(t)|2L2(Ω) +|u′m(t)|8L8(Ω) + |u′m(t)|6L6(Ω)
+|u′′m(t)|4L2(Ω) + |u(3)m (t)|2L2(Ω)
)
.
Nous avons :∫ T
0
|u′′m(t)|2L2(Ω)dt ≤ c
∫ T
0
|u(3)m (t)|2L2(Ω) ≤ c(u0), (par (4.38)).
D'autre part, pour k = r = 8 ou k = r = 6, la ondition (4.48) est valide. Alors
|u′m|nLn(Ω) reste dans un borné de L1(]0, T [), ave n = 6, 8.De même, la ondition (4.49)
reste valide pour k¯ = 4 et r¯ = 2, qui arme que |u′′m|4L2(Ω) reste dans un borné aussi de
L1(]0, T [). Alors, Y 2(u′m, u
′′
m, u
(3)) reste dans un borné de L1(]0, T [). D'où
∂um
∂t
reste
dans un borné de L2(0, T ; (H3per(Ω))
′) lorsque m → +∞. Puisque um appartient à un
borné de L∞(0, T ;H1per(Ω)) ;
∂um
∂t
reste dans un borné de L2(0, T ; (H3per(Ω))
′) lorsque
m → +∞, et en utilisant l'identiation
H1per(Ω) ⊂ L2(Ω) ∼= (L2(Ω))′ ⊂ (H3per(Ω))′
nous déduisons, d'après le théorème d'AubinLions [théorème 4.2.6℄, que um onverge
dans C
(
[0, T ];L2(Ω)
)
. Alors, d'après les estimation préédentes, il existe une sous
suite de um que l'on renomme um et une fontion u, telles que :
(a)
∂um
∂t
−−−−−→
m−→+∞
∂u
∂t
dans L2(0, T ; (H3per(Ω))
′)faible.
(b) um−−−−−→
m−→+∞
u dans L2(0, T ;H3per(Ω))faible.
() um−−−−−→
m−→+∞
u dans L∞(0, T ;H1per(Ω))faible étoile.
(d) um−−−−−→
m−→+∞
u fortement dans C
(
[0, T ];L2(Ω)
)
.
(e) u est une solution faible du problème (4.25).
Remarque 4.4.9 Nous avons um(0)−−−−−→
m−→+∞
u(0) dans H1per
(
Ω
)
. Comme um(0) =
Pmu0−−−−−→
m−→+∞
u0 , alors, u(0) = u0 au sens de H
1
per
(
Ω
)
.
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Remarque 4.4.10 Sous des onditions analogues au théorème prinipal 4.4.2, si u0
est dans Hsper(Ω), s < 3 xé, On peut prendre l'espae H
s
per(Ω) omme un espae
pivot :
H3per(Ω) ⊂ Hsper(Ω) ∼=
(
Hsper(Ω)
)′ ⊂ (H3per(Ω))′,
ave injetions ontinues et denses, alors, d'après le théorème 4.2.7, on a um → u
dans C
(
[0, T ];Hsper(Ω)
)
.
Corollaire 4.4.11 du théorème 4.4.2
Il existe deux onstantes c > 0, µ > 0, telles que, pour tout x ∈ [0, 1], on a :
|u(x, t)− u¯(t)|∞ ≤ c e−µt, t > 0,
où u¯(t) =
∫ 1
0
u(t, x)dx.
Preuve. Pour tout x ∈ [0, 1], d'après les inégalités d'interpolation et l'estimation
(4.28), on a :
|u(x, t)− u¯(t)|∞ ≤ c|u(x, t)− u¯(t)|
1
2
L2(Ω)|ux(t)|
1
2
L2(Ω) ≤ ce−µt, t > 0.

4.5 Uniité
Nous montrons dans ette setion l'uniité de la solution du système (4.25) dans
l'éspae X .
Théorème 4.5.1 Le problème (4.25), admet au plus une solution u ∈ X , ave la
donnée initiale u(0) = u0 ∈ H1per(Ω).
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Preuve. Soit u1, u2 ∈ X deux solutions de (4.25) et on pose δu = u1−u2. Comme u1
et u2 vérient l'équation (4.24), alors, en prenant la diérene entre les deux équations,
en multipliant l'équation qui en résulte par (δu)′′ et en intégrant entre 0 et 1, nous
trouvons :
1
2
d
dt
∫ 1
0
|(δu)′(t, x)|2dx+
∫ 1
0
|(δu)(3)(t, x)|2dx = P1 + P2 + P3 + P4, (4.56)
ave 

P1 = 5
∫ 1
0
(
u′1(t, x)u
(3)
1 (t, x)− u′2(t, x)u(3)2 (t, x)
)
(δu)′′(t, x)dx,
P2 = 9
∫ 1
0
(
u′1
2
(t, x)u′′1(t, x)− u′22(t, x)u′′2(t, x)
)
(δu)′′(t, x)dx,
P3 = 3
∫ 1
0
(
u′′1
2
(t, x)− u′′22(t, x)
)
(δu)′′(t, x)dx,
P4 = 2
∫ 1
0
(
u′1
4
(t, x)− u′24(t, x)
)
(δu)′′(t, x)dx.
(4.57)
P1 peut être érit sous la forme :
P1 = 5
∫ 1
0
(δu)′(t, x)u
(3)
1 (t, x)(δu)
′′(t, x)dx+ 5
∫ 1
0
u′2(t, x)(δu)
(3)(t, x)(δu)′′(t, x)dx
= P11 + P12.
Pour estimer P11, d'après les inégalités d'interpolation (4.7) et l'estimation (4.28),
Comme :
∫ 1
0
(δu)′′(t, x)dx = 0, alors
|(δu)′′(t, x)| ≤
∫ 1
0
|(δu)(3)(t, x)|dx ≤ |(δu)(3)(t)|L2(Ω).
Alors, en utilisant les inégalités de CauhyShwarz et de Young, pour tout ε > 0, on
a :
|P11| ≤ 5|(δu)(3)(t)|L2(Ω)
∫ 1
0
|(δu)′(t, x)||u(3)1 (t, x)|dx
≤ c1|(δu)(3)(t)|L2(Ω)
(∫ 1
0
|u(3)1 (t, x)|2dx
) 1
2
(∫ 1
0
|(δu)′(t, x)|2dx
) 1
2
≤ cε
(∫ 1
0
|u(3)1 (t, x)|2dx
)(∫ 1
0
|(δu)′(t, x)|2dx
)
+
ε
8
∫ 1
0
|(δu)(3)(t, x)|2dx
= c2|u(3)1 (t)|2L2(Ω)|(δu)′(t)|2L2(Ω) +
ε
8
∫ 1
0
|(δu)(3)(t, x)|2dx.
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De même, via enore les inégalités d'interpolation, pour tout ε > 0, nous avons :
|P12| ≤ c3|u′2(t)|∞
∫ 1
0
|(δu)(3)(t, x)||(δu)′′(t, x)|dx
≤ cεc25|u′2(t)|2∞|(δu)′′(t)|2L2(Ω) +
ε
24
∫ 1
0
|(δu)(3)(t, x)|2dx
≤ c4|u′2(t)|2∞|(δu)′(t)|L2(Ω)|(δu)(3)(t, x)|L2(Ω) +
ε
24
∫ 1
0
|(δu)(3)(t, x)|2dx
≤ c5|u′2(t)|4∞(t)|(δu)′(t)|2L2(Ω) +
ε
8
∫ 1
0
|(δu)(3)(t, x)|2dx.
Alors,
|P1| ≤ f1(t)|(δu)′(t)|2L2(Ω) +
ε
4
∫ 1
0
|(δu)(3)(t, x)|2dx, ∀ε > 0, (4.58)
ave, f1(t) = c5
(|u(3)1 (t)|2L2(Ω) + |u′2(t)|4∞). Montrons que f1 ∈ L1(]0, T [). D'apès la
proposition 4.4.8, ave k = 4 et r = ∞, on déduit que |u′2|4∞ ∈ L1(]0, T [), et omme
u1 ∈ L2
(
0, T ;H3per(Ω)
)
, on trouve que f1 ∈ L1(]0, T [).
Une intégration par parties nous permet d'érire P2 sous la forme suivante :
P2 = −3
∫ 1
0
(
u′31 (t, x)− u′32 (t, x)
)
(δu)(3)(t, x)dx
=
∫ 1
0
(
u′1(t, x)− u′2(t, x)
)(
u′21 (t, x) + u
′
1(t, x)u
′
2(t, x) + u
′2
2 (t, x)
)
(δu)(3)(t, x)dx.
Un utilisant l'inégalité de Young pour tout ε > 0 :
|P2| ≤ c6
(|u′1(t)|2∞ + |u′1(t)|∞|u′2(t)|∞ + |u′2(t)|2∞)
∫ 1
0
|(δu)′(t, x)||(δu)(3)(t, x)|dx
≤ c7
(|u′1(t)|2∞ + |u′2(t)|2∞)
∫ 1
0
|(δu)′(t, x)||(δu)(3)(t, x)|d
≤ cε
(|u′1(t)|2∞ + |u′2(t)|2∞)2
∫ 1
0
|(δu)′(t, x)|2dx+ ε
4
∫ 1
0
|(δu)(3)(t, x)|2dx
≤ c8
(|u′1(t)|4∞ + |u′2(t)|4∞)
∫ 1
0
|(δu)′(t, x)|2dx+ ε
4
∫ 1
0
|(δu)(3)(t, x)|2dx.
D'où
|P2| ≤ f2(t)|(δu)′(t)|2L2(Ω) +
ε
4
∫ 1
0
|(δu)(3)(t, x)|2dx, ∀ε > 0, (4.59)
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ave f2(t) = c8
(|u′1(t)|4∞+ |u′2(t)|4∞). D'apès la proposition 4.4.8, ave k = 4 et r =∞,
on déduit que f2 ∈ L1(]0, T [).
Nous érivons P3 sous la forme :
P3 = 3
∫ 1
0
(
u′′1(t, x) + u
′′
2(t, x)
)(
u′′1(t, x)− u′′2(t, x)
)
(δu)′′(t, x)dx
= 3
∫ 1
0
(
u′′1(t, x) + u
′′
2(t, x)
)
(δu)′′2(t, x)dx.
Par les inégalités d'intepolation (4.6), on a :
|P3| ≤ c9
(|u′′1(t)|∞ + |u′′2(t)|∞)
∫ 1
0
|(δu)′′(t, x)|2dx
≤ c10
(|u′′1(t)|∞ + |u′′2(t)|∞)|(δu)′(t)|L2(Ω)|(δu)(3)(t)|L2(Ω).
Alors, par l'inégalité de Young, on trouve :
|P3| ≤ f3(t)|(δu)′(t)|2L2(Ω) +
ε
4
∫ 1
0
|(δu)(3)(t, x)|2dx, ∀ε > 0, (4.60)
ave
f3(t) = c11
(|u′′1(t)|∞ + |u′′2(t)|∞)2 ≤ c12(|u′′1(t)|2∞ + |u′′2(t)|2∞).
D'apès la proposition 4.4.8, ave k¯ = 2 et r¯ =∞, on déduit que f3 ∈ L1(]0, T [).
Finalement, on peut érire P4 sous la forme :
P4 = 2
∫ 1
0
(δu)′′(t, x)(δu)′(t, x)
(
u′1(t, x) + u
′
2(t, x)
)(
u′21 (t, x) + u
′2
2 (t, x)
)
dx,
d'où
|P4| ≤ c13(|u′1(t)|∞ + |u′2(t)|∞)(|u′1(t)|2∞ + |u′2(t)|2∞)
∫ 1
0
(δu)′′(t, x)(δu)′(t, x)dx.
Alors,
|P4| ≤ f4(t)|(δu)′(t)|2L2(Ω) +
ε
4
∫ 1
0
|(δu)(3)(t, x)|2dx, ∀ε > 0, (4.61)
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ave
f4(t) = c14(|u′1(t)|∞ + |u′2(t)|∞)2(|u′1(t)|2∞ + |u′2(t)|2∞)2.
D'où :
f4(t) ≤ c15(|u′1(t)|6∞ + |u′2(t)|6∞).
La proposition 4.4.8 , ave k = 6 et r =∞, arme que f4 ∈ L1(]0, T [). Par onséquent
f :=
∑4
i=1 fi ∈ L1(]0, T [). Pour ε < 1, les estimations (4.58), (4.59, (4.60), et (4.61)
nous permettent d'érire :
d
dt
∫ 1
0
|(δu)′(t, x)|2dx ≤ c f(t)|(δu)′(t)|2L2(Ω), (4.62)
Posons G(t) = |(δu)′(t)|2L2(Ω). Nous avons :(
G(t)
)′
t
≤ cf(t)G(t). (4.63)
L'inégalité de Gronwall donne :
G(t) ≤ G(0) exp
(
c
∫ t
0
f(τ)dτ
)
= 0.
D'où u1 = u2, et la solution de (4.25) est unique dans X . 
4.6 Tests numériques
Dans ette setion, nous présentons des tests numériques pour valider les résultats
théoriques. Les diérents tests sont faits par Fortran. Les gures sont réalisées via
Gnuplot.
4.6.1 Disrétisation en espae
Considérons l'équation (4.20), en supposant que h(x, t) est 2πpériodique. L'équa-
tion (4.20) peut s'érite sous la forme suivante :
∂h
∂t
+ L(h) = N (h), (4.64)
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ave L et N sont les opérateurs linéaire et non linéaire du système (4.20) :
L ≡ ∂
4
∂x4
, (4.65)
et
N (h) = −h−1h′h(3). (4.66)
La périodiité des onditions au bord et de la donnée initiale nous donne :
h(0, t) = h(2π, t), t ∈ R+,
h(x, 0) = h0(x), x ∈ (0, 2π).
La solution de (4.20) est approhée omme une série tronquée en term des fontions
de base de Fourier : {(Φk)k∈Z, Φk(x) ≡ eikx} :
hN(x, t) = PN(h(x, t)) =
∑
k∈IN
hˆk(t)Φk(x),
où IN = [1 − N2 , N2 ] ; les hˆk sont les oeients spetraux. Nous avons besoin de
l'orthogonalité des résidus pour toutes les fontions de SN qui omposent l'espae
vetoriel engendré par (Φk)k∈Z. Dans l'espae de Fourier, nous pouvons érire :
∂hˆk
∂t
= Lkhˆk +Nk, (4.67)
où Nk est le kième oeient de Fourier du term non linéaire de (4.64).
4.6.2 Disrétisation en temps
Pour approher la solution de (4.20), nous avons adopté une méthode pseudo-
spetrale, assoiée à un shéma exponentiel en temps [23, 79℄.
Soit δt = tn+1 − tn le pas de temps (onstante) alors on obtient le shéma expo-
nentielle en temps :
hˆn+1k = hˆ
n
k exp(Lkδt) +Nk
exp(Lkδt)− 1
Lk . (4.68)
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Ce shéma est basé sur une version disrète de la méthode de variation des on-
stantes. Le terme non linéaire Nk est alulé à haque pas de temps dans l'espae
diret puis dans l'espae de Fourier par la méthode de transformée de Fourier rapide
disrète.
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Figure 4.5  Sur la gauhe, la solution h(x, t) du système (4.20) ave la donnée
initiale h0(x) = 0.01 + 0.001 sin(x) et pour δt = 10
−2
et N = 8192. Sur la droite, la
solution de (4.20) pour h0(x) = 2+ 0.01 sin(3x)− 0.003 sin(x). la solution initiale est
représentée par une ligne pointillée. On voit la onvergene de la solution vers la
valeur moyenne de la donnée initiale.
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Figure 4.6  Sur la gauhe, la solution h(x, t) du système (4.20) ave la donnée
initiale h0(x) = 1.5 + 0.05 sin
3(x) et pour δt = 10−3 et N = 8192. Sur la droite, la
solution de (4.20) pour h0(x) = 1+ 0.03 cos
3(x)− 0.03 cos(x). La solution initiale est
représenté par la ligne pointillée. De nouveau on obtient la onvergene de la
solution vers la valeur moyenne de la donnée initiale.
Perspetives
1. Instabilités de la déformation plastique
Conernant la déformation plastique pour des matériaux ristallins ontraints,
nous avons traité le problème de MekingLükeGrilhé dans les as non
linéaires ave simple et double retard. Nous avons montré l'existene et l'uniité
de la solution. Nous avons prouvé théoriquement la stabilité asymptotique de
la solution en fontion des diérents paramètres physiques du matériau et le
temps de retard. Nous avons validé aussi numériquement e résultat de stabilité
via une approhe analytique de la solution. D'autres interprétations physiques
peuvent onduire à une modélisation sous forme d'équation à multiple retard. Je
développerai dans l'avenir les as linéaire et non linéaire ave n retard (n ≥ 3).
2. Équations des lms mines
Dans le hapitre 4, nous avons présenté une analyse mathématique des rugosités
qui apparaissent à la surfae en absene de ontraintes dans le as d'un pore
ylindrique. Nous avons donné des résultats d'existene globale de la solution
et de la onvergene vers la valeur moyenne de la donnée initiale en temps long.
Une perspetive dans l'avenir onsiste à essayer de faire des études théoriques
sur les équations d'évolution modélisant les instabilités de surfae et des sim-
ulations numériques en 2D et 3D. D'autres études peuvent être menées pour
d'autres géométries (sphérique par exemple).
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Annexe A
A.1 DDE23
Sous MATLAB, dde23 résout les équations diérentielles à retard. Elle se produit
via la forme suivante :
sol = dde23
(
ddefun, lags, history, tspan
)
,
sol = dde23(ddefun, lags, history, tspan, options),
ave :
• ddefun : La fontion qui évalue le té droit de l'équation :
y′(t) = f
(
t, y(t), y(t− τ1), · · · , y(t− τk)
)
. (A.1)
La fontion doit avoir la forme suivante : dydt = ddefun(t, y, Z), où t orre-
spond à l'instant ourant et y est un veteur olonne qui se rapprohe de y(t),
et Z(:, i) se rapprohe de y(t− τi) pour le retard τi = lags(i). La sortie est un
veteur olonne orrespondant à f
(
t, y(t), y(t− τ1), · · · , y(t− τk)
)
.
• lags : Veteurs retards : τ1, τ2, · · · , τk.
• history : La donnée initiale pour t ≤ t0.
• tspan = [t0, tf ] : Intervalle d'intégration de t0 = tspan(1) à tf = tspan(end)
ave t0 < tf .
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• options : Argument de l'intégration en option.
La struture de "sol" dans dde23 a des hamps suivant :
sol.x Le réseau séletionné par dde23.
sol.y Approximation de y(x) aux points du réseau en sol.x.
sol.solver Le nom de solveur "dde23".
Les options utilisées dans dde23 les plus ourantes sont la tolérane relative salaire
RelTol (1e − 3 par défaut), et le veteur de tolérane absolue AbsTol (tous les
omposants sont 1e− 6).
Il est à noter (voir [73℄) que le solveur dde23 suit les disontinuités et s'intègre ave la
méthode de RungeKutta(2,3) et interpolant de ode23. Il utilise l'itération en prenant
des pas plus grands que les retards.
Annexe B
B.1
Les équations d'élastiité linéaire vériées par le déplaement u s'érivent :

div σ(u) = 0 dans Ωr(τ),
σF (u).n = σ0.n sur Γr,
u = 0 sur Γ0,
(B.1)
où n = (1; 0;−rz) est un veteur normal à la surfae libre, σ(u) est le tenseur des
ontraintes linéarisé et σ0 est le tenseur onstant modélisant la ontrainte initiale.
Soient λ et µ les deux oeients de Lamé, des aluls algébriques onduisent, en
utilisant la loi de Hooke au système :

(λ+ 2µ)
(
∂2ur
∂r2
+
1
r
∂ur
∂r
− 1
r2
ur
)
+ λ
∂2uz
∂r∂z
+ µ
(
∂2uz
∂r∂z
+
∂2ur
∂z2
)
= 0,
(λ+ µ)
(
∂2ur
∂r∂z
+
1
r
∂ur
∂z
)
+ λ
(
∂2uz
∂z2
− rz
r2
ur
)
+ µ
(
∂2uz
∂r2
+ 2
∂2uz
∂z2
+
1
r
∂uz
∂r
)
= 0,
(λ+ 2µ)
∂ur
∂r
+ λ
(
ur
r
+
∂uz
∂z
)
− µrz
(
∂ur
∂z
+
∂uz
∂r
)
= 0,
−λrz
(
∂ur
∂r
+
∂uz
∂z
+
ur
r
)
+ µ
(
∂ur
∂z
+
∂uz
∂r
− 2rz ∂uz
∂z
)
+ rzσ0 = 0.
(B.2)
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Les omposantes mises à l'éhelle Ui sont alors développées de la manière suivante en
puissane de α2 où les U ji sont indépendants de α, on pourrait garder les puissanes
impaires de α mais en observant que leurs oeients sont nuls, nous avons :
Ui = Ui(R;Z; t) = U
0
i + α
2U1i + . . . avec i = 1, 3. (B.3)
En utilisant (B.2) et puisque rz = αhZ , nous obtenons :


(λ+ 2µ)
(
∂2U1
∂R2
+
1
R
∂U1
∂R
− 1
R2
U1
)
+ α2
(
(λ+ µ)
∂2U3
∂R∂Z
+ µ
∂2U1
∂Z2
)
= 0,
α
(
(λ+ µ)(
∂2U1
∂R∂Z
+
1
R
∂U1
∂Z
)− λhZ
R2
U1 + µ(
∂2U3
∂R2
+
1
R
∂U3
∂R
)
)
+ α3
(
(λ + 2µ)
∂2U3
∂Z2
)
= 0,
(
(λ+ 2µ)
∂U1
∂R
+ λ
U1
R
)
+ α2
(
λ
∂U3
∂Z
− µhZ(∂U1
∂Z
+
∂U3
∂R
)
)
= 0,
α
(
− λhZ(∂U1
∂R
+
1
R
U1) + µ(R
∂U3
∂R
+
∂U1
∂Z
) + hZσ0
)
+ α3
(
− (λ+ 2µ)hZ ∂U3
∂Z
)
= 0.
(B.4)
D'après (B.3) et (B.4) et suivant l'ordre de α2, on obtient des systèmes qui nous
permettent de aluler
U01 ;U
1
1 ;U
0
3 ;U
1
3 .
Des aluls similaires au travailler dans les référenes [75, 10℄ nous permettent
d'érire :
U01 = 0, U
0
3 =
−σ0
µ
hZ ln(R) avec R > 0. (B.5)
Les deux termes U11 et U
1
3 apparaissent omme puissane de α
4
dans l'expression de
l'énergie élastique, don leur détermination est inutile.
L'énergie élastique de la struture peut s'érire en oordonnées ylindriques :
E = 1
2
(σ(u)− σ0)(ε(u)− ε0) = δE + 1
2
σ0ε0
=
1
2
λ[Tr(ε(u))]2 + µTr(ε(u)2)− σ0ε(u) + 1
2
σ0ε0,
(B.6)
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ave Tr est la trae d'une matrie. Nous obtenons :
E = (1
2
λ+ µ)
(
(
∂ur
∂r
)2 +
1
r2
u2r + (
∂uz
∂z
)2
)
+
µ
2
(
∂uz
∂r
)2 +
µ
2
(
∂ur
∂z
)2
+
λ
r
ur(
∂ur
∂r
+
∂uz
∂z
) + λ
∂ur
∂r
∂uz
∂z
+ 2µ
∂ur
∂z
∂uz
∂r
− σ0∂uz
∂z
,
(B.7)
ou enore
E = (1
2
λ+ µ)
(
(
∂U1
∂R
)2 +
1
R2
U21 + α
4(
∂U3
∂Z
)2
)
+
µ
2
(
α
∂U1
∂Z
+ α
∂U3
∂R
)2
+λ
(
∂U1
∂R
U1
R
+ α2
∂U1
∂R
∂U3
∂Z
+ α2
U1
R
∂U3
∂Z
)
− α2σ0∂U3
∂Z
.
(B.8)
En utilisant (B.5), E peut s'érire omme une somme à oeients α2, α4, α6, . . .,
autrement dit :
E = α2
(
µ
2
(
∂U03
∂R
)2 − σ0∂U
0
3
∂Z
)
+ α4
(
1
2
(λ+ 2µ)(
∂U11
∂R
)2 +
1
R2
(U11 )
2 + (
∂U03
∂Z
)2+
µ
∂U03
∂R
∂U13
∂R
+
µ
2
∂U11
∂Z
∂U03
∂R
+ λ
∂U11
∂R
U11
R
+ . . .
)
+ α6
(
. . .
)
.
(B.9)
En prenant que le terme d'ordre α2, nous avons :
E = α2
(
µ
2
(
∂U03
∂R
)2 − σ0∂U
0
3
∂Z
)
.
Comme
∂U03
∂R
=
−σ0hZ
µR
,
∂U03
∂Z
=
−σ0
µ
hZZ ln(R),
alors,
E = α2σ
2
0
µ
(
hZZ ln(R) +
1
2
R−2h2Z
)
.
Sur la surfae libre R = h(t, Z), nous avons alors :
E = α2σ
2
0
µ
(
hZZ ln(h) +
1
2
h−2h2Z
)
. (B.10)
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B.2
On prend l'équation (4.21) :
∂v
∂t
= − ∂
∂x
(
vn
∂3v
∂x3
+ αvn−1
∂v
∂x
∂2v
∂x2
+ βvn−2(
∂v
∂x
)3
)
, (B.11)
ave : n = 0, α = −3/2, β = 3/4 et v = h2.
Alors : 

∂v
∂x
= 2 h
∂h
∂x
,
∂2v
∂x2
= 2
(∂h
∂x
)2
+ 2 h
∂2h
∂x2
,
∂3v
∂x3
= 6
∂h
∂x
∂2h
∂x2
+ 2h
∂3h
∂x3
.
D'où :
2h
∂h
∂t
= − ∂
∂x
(
6
∂h
∂x
∂2h
∂x2
+ 2h
∂3h
∂x3
− 3
2
1
h2
(
2h
∂h
∂x
)(
2
(∂h
∂x
)2
+ 2h
∂2h
∂x2
)
+
3
4
1
h4
(
8h3
(∂h
∂x
)3))
= − ∂
∂x
(
6
∂h
∂x
∂2h
∂x2
+ 2h
∂3h
∂x3
− 6
h
(∂h
∂x
)3 − 6∂h
∂x
∂2h
∂x2
+ 6
1
h
(∂h
∂x
)3)
.
Par onséquent :
∂h
∂t
= −1
h
∂
∂x
(
h
∂3h
∂x3
)
. (B.12)
Réiproquement :
D'après le lemme 4.3.4, nous avons h > 0 si h0 > 0. Alors, v = h
2
implique que
h =
√
v et on trouve :

∂h
∂t
=
1
2
√
v
∂v
∂t
,
∂h
∂x
=
1
2
√
v
∂v
∂x
,
∂2h
∂x2
= − 1
4v
√
v
(∂v
∂x
)2
+
1
2
√
v
∂2v
∂x2
,
∂3h
∂x3
=
1
8
3
√
v
v3
(∂v
∂x
)3 − 3
4v
√
v
∂v
∂x
∂2v
∂x2
+
1
2
√
v
∂3v
∂x3
.
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Remplaçons dans (B.12) :
1
2
√
v
∂v
∂t
= − 1√
v
∂
∂x
[√
v
(
1
2
√
v
∂3v
∂x3
+
3
8
1
v2
√
v
(∂v
∂x
)3 − 3
4v
√
v
∂v
∂x
∂2v
∂x2
)]
.
D'où :
∂v
∂t
= − ∂
∂x
(
∂3v
∂x3
− 3
2
1
v
∂v
∂x
∂2v
∂x2
+
3
4
1
v2
(∂v
∂x
)3)
. (B.13)
B.3
La première équation de 4.20 peut être érite sous la forme :
∂h
∂t
= −∂
4h
∂x4
− 1
h
∂h
∂x
∂3h
∂x3
. (B.14)
Nous avons vu dans le lemme 4.3.4 que h > 0 si h0 > 0. Alors on peut justier le
hangement de variable h = eu et on trouve que :

∂h
∂x
= eu
∂u
∂x
,
∂2h
∂x2
= eu
(∂u
∂x
)2
+ eu
∂2u
∂x2
,
∂3h
∂x3
= eu
(∂u
∂x
)3
+ 3eu
∂u
∂x
∂2u
∂x2
+ eu
∂3u
∂x3
,
∂4h
∂x4
= eu
(∂u
∂x
)4
+ 6eu
(∂u
∂x
)2∂2u
∂x2
+ 3eu
(∂2u
∂x2
)2
+ 4eu
∂u
∂x
∂3u
∂x3
+ eu
∂4u
∂x4
.
Alors, l'équation (B.14) équivaut à :
eu
∂u
∂t
= −eu∂
4u
∂x4
− 6eu(∂u
∂x
)2∂2u
∂x2
− 4eu∂u
∂x
∂3u
∂x3
− 3eu(∂2u
∂x2
)2 − eu(∂u
∂x
)4
−∂u
∂x
(
eu
(∂u
∂x
)3
+ 3eu
∂u
∂x
∂2u
∂x2
+ eu
∂u
∂x
)
.
D'où :
∂u
∂t
= −∂
4u
∂x4
− 9(∂u
∂x
)2∂2u
∂x2
− 5∂u
∂x
∂3u
∂x3
− 3(∂2u
∂x2
)2 − 2(∂u
∂x
)4
. (B.15)
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Réiproquement :
D'après le lemme 4.3.4, on a h > 0, alors on peut poser u = ln h :

∂u
∂t
=
1
h
∂h
∂t
,
∂u
∂x
=
1
h
∂h
∂x
,
∂2u
∂x2
= − 1
h2
(∂h
∂x
)2
+
1
h
∂2h
∂x2
,
∂3u
∂x3
=
2
h3
(∂h
∂x
)3 − 3
h2
∂h
∂x
∂2h
∂x2
+
1
h
∂3h
∂x3
,
∂4u
∂x4
= − 6
h4
(∂h
∂x
)4
+
12
h3
(∂h
∂x
)2∂2h
∂x2
− 3
h2
(∂2h
∂x2
)2 − 4
h2
∂h
∂x
∂3h
∂x3
+
1
h
∂4h
∂x4
.
(B.16)
Remplaçons dans (B.15) :
1
h
∂h
∂t
=
6
h4
(∂h
∂x
)4 − 12
h3
(∂h
∂x
)2∂2h
∂x2
+
3
h2
(∂2h
∂x2
)2
+
4
h2
∂h
∂x
∂3h
∂x3
− 1
h
∂4h
∂x4
−9(1
h
∂h
∂x
)2(− 1
h2
(∂h
∂x
)2
+
1
h
∂2h
∂x2
)
− 5(1
h
∂h
∂x
)( 2
h3
(∂h
∂x
)3)− 2
(
1
h
∂h
∂x
)4
+5
(1
h
∂h
∂x
)( 2
h3
(
3
h2
∂h
∂x
∂2h
∂x2
+
1
h
∂3h
∂x3
)
− 3
(
− 1
h2
(∂h
∂x
)2
+
1
h
∂2h
∂x2
)2
=
6
h4
(∂h
∂x
)4 − 12
h3
(∂h
∂x
)2∂2h
∂x2
+
3
h2
(∂2h
∂x2
)2
+
4
h2
∂h
∂x
∂3h
∂x3
− 1
h
∂4h
∂x4
+
9
h4
(∂h
∂x
)4 − 9
h3
(∂h
∂x
)2∂2h
∂x2
− 10
h4
(∂h
∂x
)4
+
15
h3
(∂h
∂x
)2∂2h
∂x2
− 5
h2
∂h
∂x
∂3h
∂x3
− 3
h4
(∂h
∂x
)4 − 3
h4
(∂2h
∂x2
)2
+
6
h3
(∂h
∂x
)2∂2h
∂x2
− 2
h4
(∂h
∂x
)4
= −1
h
∂4h
∂x4
− 1
h2
∂h
∂x
∂3h
∂x3
.
D'où :
∂h
∂t
= −∂
4h
∂x4
− 1
h
∂h
∂x
∂3h
∂x3
= − 1
h
∂
∂x
(
h
∂3h
∂x3
)
.
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Résumé Cette thèse est divisée en deux parties prinipales : La première partie onerne la déformation plastique
d'un matériau ontraint. Nous ommençons ette partie par une introdution physique sur la disloation et son
rle dans l'étude de la déformation plastique. Nous exposons ensuite deux types de modélisation de la déformation
plastique e qui nous onduit à deux équations diérentielles à retard de Meking-Lüke-Grilhé. Nous présentons
une analyse mathématique omplète des deux modèles linéaire et non linéaire. Nous terminons ette partie par des
tests numériques et une omparaison des deux modèles. La deuxième partie de la thèse traite l'instabilité de Rayleigh
Plateau. Cette étude porte sur les instabilités de surfae d'un pore ylindrique sans ontraintes. Nous nous intéressons
à une EDP parabolique non linéaire d'ordre quatre, obtenue à partir d'une équation d'évolution des lms mines. Le
résultat prinipal est l'existene globale de la solution et la onvergene vers la valeur moyenne de la donnée initiale
en temps long. L'étude théorique est aussi appuyée omme dans la première partie par une validation numérique.
Mots lefs : Équations à retards. Équations de MekingLükeGrilhé. Déformation plastique. Instabilité de
RayleighPlateau. Équation d'évolution des lms mines.
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Abstrat This thesis is divided into two main parts : The rst part relates to the plasti deformation of a
onstrained material. We begin this part by physial introdution on the disloation and its role in the study of
plasti deformation. We also present two types modelling for the plasti deformation, whih leads to two delayed
dierential equations of MekingLükeGrilhé. We present a omplete mathematial analysis of linear and nonlinear
models. We onlude this part by numerial tests and a omparison of the two models. The seond part of the thesis
treats the RayleighPlateau instability. This study fouses on the surfae instabilities of a ylindrial pore without
onstraints. We are interested in a nonlinear paraboli PDE of fourth order, obtained from an evolution equation
model of thin lms. The main result is the global existene of the solution and the onvergene to the average value
of the initial data in long time. Numerial validation of the theoretial results is also presented in this part.
Keywords : Delay equations. MekingLükeGrilhé equations. plasti deformation. RayleighPlateau instabil-
ity. Thin lms equation.
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