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Abstract
For any two complex Hilbert spaces H and K, let BL(H,K) be the set of bounded linear operators
from H to K, and H ⊕ K be the direct sum of H and K. Given three Hilbert spaces H1, H2, H3 and two
operators A1 ∈ BL(H1, H3), A2 ∈ BL(H2, H3), a partitioned bounded linear operator A = (A1, A2) ∈
BL(H1 ⊕ H2, H3) can be induced, where A
(
h1
h2
)
= A1h1 + A2h2 for hi ∈ Hi, i = 1, 2. In this note we
study the Moore–Penrose inverse A† of such a partitioned bounded linear operator A, and generalize a recent
result of Baksalary and Baksalary [J.K. Baksalary, O.M. Baksalary, Particular formulae for the Moore–
Penrose inverse of a columnwise partitioned matrix, Linear Algebra Appl. 421 (2007) 16–23] from finite
matrices to Hilbert space operators.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let Cm,n denote the set of m × n complex matrices. Given A1 ∈ Cm,n1 and A2 ∈ Cm,n2 , a
columnwise partitioned matrix A = (A1, A2) ∈ Cm,n1+n2 can be induced. Let A†1, A†2 and A† be
the Moore–Penrose inverses of A1, A2 and A, respectively. Many works focus on the study of
A† in terms of A†1 and A
†
2. When the partitioned matrix A is of full column rank, some particular
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formulae for A† were given in [2]. The results of [2] have been generalized by Baksalary and
Baksalary [1] under a weaker condition that R(A1) ∩ R(A2) = {0}, where R(A1) and R(A2) are
the ranges of A1 and A2, respectively. The purpose of this note is to generalize the main results
of [1] from finite dimensional case to (possibly) infinite dimensional Hilbert spaces.
Let H and K be two Hilbert spaces. We use the notation H ⊕ K to denote the direct sum of
H and K , which is also a Hilbert space whose inner product is given by〈(
h1
k1
)
,
(
h2
k2
)〉
= 〈h1, h2〉 + 〈k1, k2〉
for hi ∈ H and ki ∈ K, i = 1, 2. Denote by BL(H,K) the set of all bounded linear operators
from H into K . For any A ∈ BL(H,K), the symbols A∗, R(A) and Ker A will stand for the
conjugate operator, the range and the kernel of A, respectively. It is well-known that the Moore–
Penrose inverse A† of A exists if and only if R(A) is closed [3, Section 9.1], where A† is the
unique element of BL(K,H) which satisfies the following equations:
AA†A = A, A†AA† = A†, (AA†)∗ = AA†, (A†A)∗ = A†A. (1.1)
Note that if A† exists, then A†A and AA† both are idempotent and self-adjoint with
R(A†A) = R(A†) = R(A∗) and R(AA†) = R(A), (1.2)
so
A†AA∗ = A∗ and A†∣∣
R(A)⊥ = 0, (1.3)
where R(A)⊥ = {k ∈ K|〈k,Ah〉 = 0 for any h ∈ H } is the orthogonal complement of R(A), and
A†|R(A)⊥ denotes the restriction of A† on R(A)⊥. When H = K , we use the notation IH to denote
the identity operator on the Hilbert space H .
Now given three Hilbert spaces H1, H2 and H3, and two operators A1 ∈ BL(H1, H3) and
A2 ∈ BL(H2, H3), we define PHi ∈ BL(H1 ⊕ H2, Hi) by
PHi
(
h1
h2
)
= hi for hi ∈ Hi, i = 1, 2. (1.4)
Let A = (A1, A2) ∈ BL(H1 ⊕ H2, H3) be the partitioned operator defined by
A
(
h1
h2
)
= A1h1 + A2h2 for hi ∈ Hi, i = 1, 2. (1.5)
Throughout this note, we always assume that A†1 and A
†
2 both exist. Let
Q1 = IH3 − A1A†1 and Q2 = IH3 − A2A†2. (1.6)
We will prove that A† exists if and only if (Q2A1)† exists, if and only if (Q1A2)† exists. As a
result, we know that if A† exists, then A† can be expressed naturally as
A† =
(
(Q2A1)† + T1
(Q1A2)† + T2
)
, (1.7)
where
T1 = PH1A† − (Q2A1)† and T2 = PH2A† − (Q1A2)†. (1.8)
We will give some necessary and sufficient conditions under which T1 = 0 and T2 = 0, and
thus obtain analogous results to Theorems 1 and 2 in [1].
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2. The main results
Throughout this section, H1, H2 and H3 are three Hilbert spaces, A1 ∈ BL(H1, H3) and A2 ∈
BL(H2, H3) are two operators such that A†1 and A
†
2 both exist. For i = 1, 2, let Pi = AiA†i =
IH3 − Qi , where Qi is the projection (idempotent and self-adjoint operator) defined by (1.6).
Since R(P2) ⊆ R(Q2A1)⊥, by (1.3) we have (Q2A1)†P2 = 0, which means that (Q2A1)† =
(Q2A1)†Q2. Similarly, (Q1A2)† = (Q1A2)†Q1.
Our first result concerns the existence of A† in terms of (Q2A1)† and (Q1A2)†, it can be stated
as follows:
Theorem 2.1. Let A = (A1, A2) be a partitioned operator with A1 ∈ BL(H1, H3) and A2 ∈
BL(H2, H3). Let Q1 and Q2 be defined by (1.6). The following statements are equivalent:
(i) (Q2A1)† exists;
(ii) A† exists;
(iii) (Q1A2)† exists.
Proof. “(i) 
⇒ (ii)”: Let {xn} and {yn} be sequences chosen in H1 and H2, respectively such
that A1xn + A2yn → h3 for some h3 ∈ H3. Then
Q2(A1xn) = Q2(A1xn + A2yn) → Q2(h3).
Since R(Q2A1) is assumed to be closed, Q2(h3) = Q2A1(h1) for some h1 ∈ H1. It follows
that h3 − A1h1 ∈ KerQ2 = R(P2) = R(A2), therefore h3 = A1h1 + A2h2 for some h2 ∈ H2.
“(ii) 
⇒ (i)”: Let {xn} be a sequence in H1 such that (Q2A1)(xn) → h3 ∈ H3. By the defi-
nitions of A and Q2, we have
A
(
xn
−A†2A1xn
)
= Q2A1(xn) → h3 ∈ R(Q2).
Since R(A) is assumed to be closed, h3 = A1h1 + A2h2 for some h1 ∈ H1 and h2 ∈ H2. It
follows that
h3 = Q2(h3) = Q2(A1h1 + A2h2) = Q2A1h1 ∈ R(Q2A1).
The equivalence of conditions (ii) and (iii) can be proved similarly. 
In the rest of this note, we assume further thatA† exists. In this case, (Q2A1)† and (Q1A2)† both
exist by the preceding theorem. Let PH1 and PH2 be defined by (1.4). Then clearly, A† =
(
PH1A
†
PH2A
†
)
so that A† can be expressed as (1.7) with the operators T1 ∈ BL(H3, H1) and T2 ∈ BL(H3, H2)
given by (1.8). The concrete expressions of T1 and T2 can be illustrated as follows:
Theorem 2.2. Let A = (A1, A2) be a partitioned operator with A1 ∈ BL(H1, H3) and A2 ∈
BL(H2, H3). For i = 1, 2, let Qi and Ti be defined by (1.6) and (1.8), respectively. Then the
restrictions of Ti (i = 1, 2) on R(AA∗)⊥ both are identically zero, and for any h3 ∈ H3, we have
T1((A1A
∗
1 + A2A∗2)h3) = (IH1 − (Q2A1)†(Q2A1))A∗1h3, (2.1)
T2((A1A
∗
1 + A2A∗2)h3) = (IH2 − (Q1A2)†(Q1A2))A∗2h3. (2.2)
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Proof. First, we prove that the restrictions of T1 and T2 on R(AA∗)⊥ both are identically zero. It
is easy to verify that
A∗h3 =
(
A∗1h3
A∗2h3
)
for any h3 ∈ H3, (2.3)
which means that Ker A∗ = Ker A∗1 ∩ Ker A∗2 = Ker A∗1 ∩ R(A2)⊥.So for anyh3 ∈ R(AA∗)⊥ =
R(A)⊥ = Ker A∗, we have A∗1h3 = 0 and A†h3 = 0, A†2h3 = 0 by (1.3), which implies that
h3 ∈ Ker(A∗1Q2) = R(Q2A1)⊥. By (1.3) we have (Q2A1)†h3 = 0, so that T1h3 = (PH1A† −
(Q2A1)†)h3 = 0. Similarly, T2h3 = 0.
Next, we prove that (2.1) holds. In fact, for any h3 ∈ H3, since
A†AA∗ = A∗, (Q2A1)† = (Q2A1)†Q2 and Q2A2 = 0,
by (1.8), (1.5) and (2.3) we have
T1(AA
∗)h3 = PH1(A†A)A∗h3 − (Q2A1)†Q2(A1A∗1 + A2A∗2)h3
= PH1A∗h3 − (Q2A1)†(Q2A1)A∗1h3 = A∗1h3 − (Q2A1)†(Q2A1)A∗1h3
= (IH1 − (Q2A1)†(Q2A1))A∗1h3.
The proof of (2.2) is similar. 
Next we give the conditions under which T1 = 0 and T2 = 0. Our result can be summarized
as follows:
Theorem 2.3. Let A = (A1, A2) be a partitioned operator with A1 ∈ BL(H1, H3) and A2 ∈
BL(H2, H3). For i = 1, 2, let Qi and Ti be defined by (1.6) and (1.8), respectively. Then the
following statements are equivalent:
(i) T1 = 0;
(ii) R(A1) ∩ R(A2) = {0};
(iii) A†2A1T1 = 0;
(iv) T2 = 0;
(v) A†1A2T2 = 0.
Proof. Clearly, R(A∗1Q2) ⊆ R(A∗1) and by Theorem 2.2 we conclude that
T1 = 0 ⇐⇒ R(A∗1) ⊆ R((Q2A1)†(Q2A1)) = R((Q2A1)∗) = R(A∗1Q2)
⇐⇒ R(A∗1) = R(A∗1Q2) ⇐⇒ Ker A1 = Ker(Q2A1). (2.4)
“(i) 
⇒ (ii)”: Suppose that T1 = 0, then Ker A1 = Ker(Q2A1), so for any a ∈ R(A1) ∩
R(A2) with a = A1h1 = A2h2 for some h1 ∈ H1 and h2 ∈ H2, we have
(Q2A1)h1 = Q2(a) = (IH3 − A2A†2)A2h2 = 0,
which implies that a = A1h1 = 0 since h1 ∈ Ker(Q2A1) = Ker A1.
“(ii) 
⇒ (i)”: Suppose that R(A1) ∩ R(A2) = {0}. We prove that (Ker Q2A1) ⊆ Ker A1. In
fact, for any h1 ∈ H1 which satisfies Q2A1h1 = 0, by the definition of Q2, we get A1h1 =
A2A
†
2(A1h1)
def= a ∈ R(A1) ∩ R(A2) = {0}, i.e., h1 ∈ Ker A1.
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“(iii) 
⇒ (i)”: Suppose that A†2A1T1 = 0, then for any h3 ∈ H3, by (2.1) we have
A
†
2A1(IH1 − (Q2A1)†(Q2A1))A∗1h3 = 0. (2.5)
Note that R(A†1A1) = R(A∗1) and A1A†1A1 = A1, so by (2.5) we have
A
†
2A1(IH1 − (Q2A1)†(Q2A1))A†1A1 = 0;
or equivalently,
A
†
2A1 = A†2A1(Q2A1)†(Q2A1). (2.6)
Now for any h1 ∈ H1 with Q2A1h1 = 0, by (2.6) we have A†2A1h1 = 0, so
A1h1 = A1h1 − Q2A1h1 = A2A†2A1h1 = 0.
It follows that Ker (Q2A1) = Ker A1, therefore T1 = 0 by (2.4).
“(i) 
⇒ (iii)” is obvious. This completes the proof of the equivalence of (i)–(iii). The equiv-
alence of (ii), (iv) and (v) can be proved similarly. 
In view of Theorem 2.2, by direct computation we have the following proposition:
Proposition 2.1. Let A = (A1, A2) be a partitioned operator with A1 ∈ BL(H1, H3) and A2 ∈
BL(H2, H3). For i = 1, 2, let PHi ,Qi and Ti be defined by (1.4), (1.6) and (1.8), respectively.
Then
(i) PH1A† + A†1A2T2 = A†1 − A†1A2(Q1A2)†;
(ii) PH2A† + A†2A1T1 = A†2 − A†2A1(Q2A1)†.
Definition 2.1. LetH andK be two Hilbert spaces andA∈BL(H,K). An elementX∈BL(K,H)
is said to be a {1}-inverse of A if AXA = A.
In view of (1.7), Theorem 2.2, Theorem 2.3 and Proposition 2.1, we get the following result,
which is the generalized version of Theorems 1 and 2 in [1].
Theorem 2.4. Let A = (A1, A2) be a partitioned operator with A1 ∈ BL(H1, H3) and A2 ∈
BL(H2, H3). For i = 1, 2, let PHi ,Qi and Ti be defined by (1.4), (1.6) and (1.8), respectively.
Let
G =
(
(Q2A1)†
(Q1A2)†
)
and H =
(
A
†
1 − A†1A2(Q1A2)†
A
†
2 − A†2A1(Q2A1)†
)
. (2.7)
Then the following statements are equivalent:
(i) G = A†;
(ii) G is a {1}-inverse of A;
(iii) R(A1) ∩ R(A2) = {0};
(iv) H is a {1}-inverse of A;
(v) H = A†.
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Proof. “(i) 
⇒ (ii)” is obvious.
“(ii) 
⇒ (iii)”: Suppose that G is a {1}-inverse of A, then by the equation of AGA = A we
can easily get
A1(Q2A1)
†Q2A1 = A1. (2.8)
Taking ∗-operation on both sides of (2.8), we have
(IH1 − (Q2A1)†(Q2A1))A∗1 = 0.
In view of (2.1) we conclude that T1 = 0, so R(A1) ∩ R(A2) = {0} by Theorem 2.3.
“(iii) 
⇒ (i)” follows from Theorem 2.3 and (1.7).
“(v) 
⇒ (iv)” is obvious.
“(iv) 
⇒ (iii)”: Suppose that H is a {1}-inverse of A, then by the equation of AHA = A we
can get
(A1A
†
1 − A1A†1A2(Q1A2)†Q1 + A2A†2 − A2A†2A1(Q2A1)†Q2)A1 = A1,
which can be simplified to
A2A
†
2A1(IH1 − (Q2A1)†(Q2A1)) = 0.
Since A2A†2 = IH3 − Q2, by the above equation we conclude that (2.8) holds and hence
R(A1) ∩ R(A2) = {0}.
“(iii) 
⇒ (v)” follows from Theorem 2.3 and Proposition 2.1. 
Remark 2.1. It is easy to show that A† =
(
A
†
1
A
†
2
)
if and only if P1⊥P2, if and only if A†1A2 = 0.
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