Abstract-We propose a local averaging technique for processing the received pilot signal strength, which can significantly improve handoff performance in cellular networks. In handoff algorithms, the received pilot signal strength is typically averaged to diminish the undesirable effect of the fast fading component. Unfortunately, the averaging process can substantially alter the characteristics of path loss and shadowing components, causing increased handoff delay. The proposed local averaging method provides significant improvement for handoff delay performance, especially in the non-line-of-sight case, when the mobile station turns around a corner. An important feature of local averaging is that the handoff performance is insensitive to the speed of the mobile station, such that velocity estimation is not needed. We develop efficient numerical procedures to compute the handoff performance metrics under local averaging.
I. INTRODUCTION

I
N cellular networks, the handoff algorithm determines the connectivity of a mobile station (MS) to an active set of base stations. In this paper, we focus on the handoff process at the physical layer, in which handoff decisions are based on measurements of pilot signal strengths received from candidate base stations. The pilot signal strength is modeled by three components: path loss, shadowing, and fast fading. The signal measurements are typically processed using averaging filters to reduce the fast fading fluctuations and hence, the number of unnecessary handoffs experienced as the MS moves in the network.
Ideally, the processed signal strength should closely track the contribution of the two propagation attenuation components, i.e., path loss and shadowing. Unfortunately, conventional averaging methods tend to substantially alter the path loss and shadowing statistics encountered in the received signal, resulting in large handoff delays. Under conventional averaging, handoff decisions are made at the sampling instants such that each handoff decision is based on an average of the signal measurements at the current and past handoff instants. When the MS travels at higher speeds, the distance between handoff instants increases proportionately and consequently, the averaged signal measurements do not track the actual path loss and shadowing components of the pilot signal.
This problem becomes especially acute when the mobile station leaves the line-of-sight (LOS) of a base station to which it is assigned. Fig. 1 shows a LOS trajectory from base station BS 0 to BS 2 and a non-LOS (NLOS) trajectory from BS 1 to BS 2 . Corner effects, which have been verified by measurements [1] , are characterized by a 20-30 dB drop of signal level in 10-20 meters and appear when the MS turns around a corner and loses the LOS path to the BS. In corner effect scenarios, the handoff decision is based on an overly deteriorated version of the pilot signal strength. To avoid deterioration of the pilot signal strength, the window size used in conventional averaging schemes should ideally be a function of the velocity of the MS. Velocity adaptive handoff algorithms [2] , [3] adjust the window size dynamically based on the estimated speed of the mobile station. However, such algorithms require accurate velocity estimation, which may not always be feasible in practice (cf. [4] ).
In this paper, we propose a local averaging technique for processing the received signal strength measurements used to make handoff decisions. Local averaging has the desirable feature of being relatively insensitive to the speed of the MS, obviating the need for accurate velocity estimation or adaptive adjustment of the averaging window length. In local averaging, the received signal is sampled at a faster rate than the rate at which handoff decisions are made. That is, the sampling time interval is chosen to be smaller than the handoff decision interval, as opposed to conventional averaging in which the signal is sampled at the handoff decision instants. Handoff decisions are based on a local average of the signal samples 1536-1276/07$25.00 c 2007 IEEE occurring between successive handoff decision epochs. Local averaging reduces the fast fading fluctuations of the received signal strength without substantially altering the path loss and shadowing components of the signal.
By examining the properties of the locally averaged signal strength, we show why local averaging yields superior handoff performance. Further, we develop an efficient numerical procedure for evaluating handoff performance under local averaging. Our numerical results confirm that local averaging significantly improves handoff performance with respect to conventional averaging methods. Moreover, handoff performance under local averaging is relatively insensitive to the speed of the MS such that there is no need for velocity estimation.
Approximate methods for evaluating the performance of hysteresis-based handoff algorithms using conventional averaging techniques were developed in [2] , [5] , [6] . These studies of handoff performance showed that the tradeoff between number of handoffs and handoff delay depends strongly on the size of the averaging window. The choice of window size also depends on the sampling interval. In [7] , a discretetime handoff analysis approach was developed that provided new insight into the effect of averaging on hard handoff performance. In particular, averaging distorts the path loss and shadowing components of the signal, which increases the handoff delay. This observation motivated the present study on local averaging.
A key assumption made in a number of handoff algorithms proposed in the literature [8] , [9] , is that the fast fading component can be removed from the sample pilot signal strength measurement through low pass filtering without affecting the path loss and shadowing components of the signal propagation model. However, the impact of low pass filtering (i.e., averaging) is usually not taken into account. Our proposed local averaging technique in effect reduces the fast fading fluctuations without appreciably modifying the path loss and shadowing components. Thus, local averaging can be applied to improve the performance of any handoff algorithm that uses sampled pilot strength measurements. In the present paper, we focus on the class of hysteresis-based handoff algorithms due to their simple implementation in practice and analytical tractability.
The corner effect was studied in [3] , where it was concluded that a short averaging window and a large hysteresis level should be used to accommodate rapid changes in the mean signal strength and to avoid unnecessary handoffs. The handoff algorithms proposed in [3] adapt the averaging window length to the speed of the mobile station. The pattern recognitionbased algorithm in [10] improves handoff performance in the presence of corner effects, but it too relies on the assumption that the velocity of the mobile station can be estimated accurately so that the averaging window can be adjusted proportionately. In [2] , an adaptive averaging methodology for handoff is developed, which also relies on velocity estimation. The local averaging technique proposed in the present paper significantly improves handoff performance in corner effect scenarios without relying on knowledge of the mobile velocity.
The remainder of the paper is organized as follows. Section II describes a discrete-time framework for handoff analysis, which provides the basis for evaluating the impact of averaging on handoff performance. Section III introduces the local averaging technique and gives an important result concerning the statistics of the locally averaged signal strength. Section IV develops a recursive procedure for calculating the handoff and cell assignment probabilities under local averaging. Numerical results showing the performance gains achievable with local averaging are presented in Section V. Finally, the paper is concluded in Section VI.
II. A FRAMEWORK FOR HANDOFF ANALYSIS
In this section, we describe the underlying signal propagation model assumed in the paper and present a conceptual framework (cf. [7] , [11] ) for analyzing the handoff algorithm in terms of the five components illustrated in Fig. 2: sampler, averaging filter, subsampler, classifier, and handoff automaton. The first three components perform the task of sampling and averaging the pilot signal. The last two components comprise the actual handoff decision algorithm, which takes the processed pilot signal strength samples as inputs and produces a decision at each handoff decision epoch. The handoff framework provides a basis for making performance comparisons among different handoff algorithms with respect to the averaging technique used. In particular, we explain the concept of local averaging versus conventional averaging in the context of this framework.
A. Propagation Model
The cellular network consists of a set of base stations. The ith base station, BS i , located by a position vector b i , lies at the center of its associated cell i. The coverage area of cell i is determined by the pilot signal strength received from BS i . The received signal strength from the ith base station is modeled in dB representation as follows [12] :
where
, and R i (t) represent, respectively, the path loss, lognormal shadowing, and fast fading components.
For LOS propagation we assume a two-slope path loss model [13] , given by
where ν i is the base station transmit power, μ i and β i determine the path loss exponent, and g is called the breakpoint.
Typical parameter values for an urban environment are: μ i = 2, β i = 1 or 2, and 150 m ≤ g ≤ 500 m. For NLOS propagation, we assume the following model proposed by Grimlund [1] :
where u(t) is the unit step function, v is the mobile speed, and D c is the distance from the base station to the corner of a street block, e.g., in the NLOS trajectory shown in Fig. 1 , D c = 255 m. In the NLOS model given in (3), LOS propagation is assumed until the mobile rounds the corner of an obstacle, after which LOS propagation is assumed from an imaginary transmitter located at the corner having power equal to that received from the serving base station at the corner. The shadowing component, W i (t), is a Gaussian process with an exponentially decaying autocorrelation function [14] :
where σ Wi is the standard deviation of the shadowing signal strength, v is the mobile speed, and the constant d 0 is called the decay factor. The fast fading component, R i (t), is the logarithmic scale representation for the envelope of a complex process z i (t) = z i,I (t) + jz i,Q (t):
where the in-phase and quadrature components z i,I (t) and z i,Q (t) are independent Gaussian random processes. The two components, z i,I (t) and z i,Q (t), are independent when the angle of incidence of the arriving plane waves is uniformly distributed over [−π, π] . This model is commonly referred to as Clarke's two-dimensional isotropic scattering model [15] . In the NLOS scenario, z i,I (t) and z i,Q (t) are independent, identically distributed zero-mean Gaussian random processes and the magnitude of the received complex envelope has a Rayleigh distribution at any time t. In the LOS case, z i,I (t) and z i,Q (t) are independent Gaussian random processes with non-zero means and the magnitude of the received complex envelope has a Ricean distribution. As will be discussed in Section III-B, the proposed local averaging technique reduces the fast fading component in both NLOS and LOS scenarios.
B. Sampler
The received pilot signals are sampled at discrete time instants t n = nτ s where n is a nonnegative integer and τ s is the sampling interval. The sampling distance is defined by d s = vτ s , where v is the mobile speed. In the discrete-time representation, the received signal strength from the ith base station at time t n is given by
When the sampling interval satisfies
where λ c is the carrier wavelength, the fast fading samples {R i [n]} can be treated as independent, identically distributed Rayleigh or Ricean random variables (cf. [15] ). We shall assume throughout the paper that the sampling interval satisfies (7).
C. Averaging Filter
The purpose of the averaging filter is to reduce the fast fading component
Let {f av [n]} n≥0 denote the discrete-time averaging window. We assume that ∞ n=0 f av [n] = 1. The averaged pilot signal strength of BS i at time n is denoted by
where denotes discrete-time convolution and the averaged versions of the path loss, shadowing, and fast fading components are denoted by
, and R i [n], respectively.
D. Subsampler
The time interval between handoff decisions is denoted by τ h . In practice, the handoff interval cannot be chosen to be too small since the bandwidth for signaling is limited. For example, in the GSM standard, τ h = 0.48 s. We shall assume that τ h is an integer multiple of the sampling interval τ s , i.e., τ h = qτ s where q ≥ 1. Handoff decisions are based on the value of the averaged pilot signal strength Y i [n] at the handoff decision instants n = lq, where l ≥ 0 is an integer. To analyze handoff performance, it is convenient to consider the subsampled sequence
are the subsampled versions of the path loss, shadowing, and fast fading components after averaging. In conventional handoff algorithms, the sampling interval and handoff decision interval are the same, i.e., q = 1, and there is no need to subsample the signal Y i [n] .
We now define the concept of local averaging in contrast to the conventional method of averaging the pilot signal strength in handoff algorithms. Local averaging is defined by the following two properties:
1) The sampling interval is less than the handoff interval, i.e., q > 1. 
is an average of the pilot signal strength values taken at the handoff decision instants. We shall show that handoff performance can be improved significantly by replacing conventional averaging with local averaging.
E. Signal Classifier
The role of the signal classifier is to map the processed pilot signal, X i [k], into a sequence of symbols. The definition of the signal classifier depends on the particular handoff algorithm. In the remainder of the paper, we shall focus on the class of hysteresis-based hard handoff algorithms (cf. [5] ). In this type of handoff algorithm, the mobile station (MS) selects one of two candidate base stations, BS i and BS j , based on comparing the relative signal strength
The hysteresis levels partition the real line into three disjoint intervals defined as follows:
where I is called the assignment region for BS i , H is the hysteresis region, and J is the assignment region for BS j . 
for k ≥ 1 and
We shall treat subsequences of the sequence {L[k]} k≥0 as strings over the alphabet S. For L ∈ S, we denote by L k the string L . . . L (k times), when k ≥ 1 and L 0 denotes the null string.
F. Handoff Automaton
The handoff mechanism can be specified by a finite automaton A = (Q, Σ, ν), where:
• Q = {q i , q j }, where state q i represents assignment of the MS to BS i and state q j represents assignment to BS j . • Σ = {I, H, J} is the input alphabet.
• ν is the state transition function, ν : Q × Σ −→ Q, that assigns the next state given the current state and input symbol. The transition function for hysteresis-based hard handoff, ν(q, l), is defined as follows:
III. PROPERTIES OF THE LOCALLY AVERAGED SIGNAL The signal propagation model discussed in Section II-A is defined in terms of the path loss and statistical characterizations of the shadowing and fast fading components. Ideally, the handoff decision should be determined by the path loss and shadowing components of the received signal strength, since the fast fading fluctuations occur on a very short time-scale. Hence, the ideal averaging method for optimum handoff performance would eliminate the fast fading component without altering the path loss and shadowing components.
Conventional averaging methods can substantially modify the path loss and the statistical characteristics of the shadowing component, which may result in poor handoff performance especially when the mobile turns around corners. In such situations, the sudden changes in path loss and shadowing tend to be smoothed out too much by the averaging filter, making it difficult to track the true path loss encountered by the pilot signal. In this section, we show that local averaging essentially preserves the characteristics of path loss and shadowing components of the received pilot signal while still reducing the fast fading component to a sufficiently small level.
A. Path Loss Component
The concept of local averaging can be formalized in terms of local averages defined as follows:
where {u k } is a collection of nonnegative averaging functions, which satisfy
where supp u k denotes the support of u k . Intuitively, one should be able to obtain a good approximation of the original signal Γ(t) from the local averages if δ is sufficiently small. Indeed, results have been obtained (cf. [16] ) which provide sufficient conditions on δ and the sampling interval τ s for Γ i (t) to be uniquely reconstructed from local averages. In particular, suppose that the averaging functions are even and nonincreasing on [0, . This result can be viewed as a generalization of the classical Shannon sampling theorem.
The local averaging scheme described in Section II may be viewed as a special case in which the averaging functions are defined as follows:
where δ(t) denotes the Dirac delta function, τ s is the subsampling interval, and N av is the number of samples used for local averaging. By appealing to the result of [16] , one sees that the local averaging scheme essentially preserves the path loss component of the received signal strength measurements.
B. Autocovariance Function
denote the nth sample of the relative shadowing component prior to averaging. Let 
where σ 
where {U [k]} is a zero mean, stationary white Gaussian process with variance σ (15), which determines the variance of the residual fast fading component, is inversely proportional to the parameter N av . Hence, local averaging can be parameterized so as to reduce the fast fading component substantially. We remark that this property holds for both the LOS and NLOS fast fading models discussed in Section II-A.
IV. HANDOFF ANALYSIS
In this section, we develop numerical procedures to calculate the handoff performance metrics of interest when local averaging is employed.
A. Classifier Output String
The output of the signal classifier at each time k is a symbol L[k] from the alphabet S = {I, H, J}, representing the assignment region. As the mobile moves along a trajectory, the classifier outputs a string of letters {L [k] : k = 0, . . . , K}. We use the following notation to denote the substring consisting of L[k] and the preceding r − 1 characters in the output string:
Let S r be the Cartesian product of the set S with itself, r times. We denote the probability that the string L[k\r] ∈ S r occurs at the output of the signal classifier at time k as follows:
To evaluate probabilities of the form (20), we introduce a family of operators F = {I k , H k , J k } k≥0 defined on the space of probability density functions (pdfs) Ψ : R → [0, 1]. The operators I 0 , J 0 , and H 0 are associated with the assignment regions I 0 , J 0 , and H 0 ∅, respectively. For k ≥ 1, the operators I k , J k , and H k are associated with the assignment regions I, J , and H, respectively. The operator L k ∈ F is defined as follows (cf. [7] ):
where L k corresponds to the particular assignment region in the set {I, H, J , I 0 , J 0 } associated with L k . Here,
and f Z k−1 (z) denotes the pdf of the residual relative fast fading component,
is an even function. Applying the central limit theorem, the pdf f Z k (z) can be approximated by a Gaussian pdf with mean zero and variance 50π 2 3Nav(ln 10) 2 . By using the fact that the pdf f Z k (z) is an even function, one can show that the operator H k can be simplified as follows:
Proposition 2:
Proposition 2 shows that the operator H k is invariant with respect to the pdf, f Z k (z), of the residual fast fading component,
. This property does not hold for the other operators in F . The probability in (20) can be expressed compactly as follows: } is a sequence of independent random variables, which follows from the sampling condition (7).
B. Cell Assignment and Handoff Probabilities
The key performance metrics of interest are the cell assignment and handoff probabilities. We denote by P i [k] and P j [k] the probability that the mobile is assigned at time k to base stations BS i and BS j , respectively. The assignment probabilities can be expressed as follows [7] :
Similarly, we denote the handoff probability at time k from BS i to BS j and from BS j to BS i by P ij [k] and P ji [k] , respectively. The cell handoff probabilities for k ≥ 1 can be expressed as follows [7] :
To calculate the assignment and handoff probabilities efficiently, we define a sequence of functions {g k (s), k ≥ 1} as follows:
with the initialization g 1 (s) = I 0 f 0 (s). The probability of assignment to BS i can be computed recursively as follows 1 . Proposition 4:
with the initial condition P i [0] = p 0 (I 0 ). The probability p k (I) is given as follows:
The proof follows from Propositions 2 and 3, together with expression (23) for the assignment probability and definition (26). Proposition 4 provides an efficient procedure for computing the assignment probabilities. Note that the second term on the right side of (27) does not depend on the residual relative fast fading component. The dependence of the assignment probabilities on the residual fast fading component is completely captured by the term p k (I).
The handoff probability P ij [k] can also be expressed 2 in terms of the functions g k (s).
Proposition 5:
C. Crossover Point and Mean Number of Handoffs
Two important handoff performance metrics that can be derived from the assignment and handoff probabilities are the crossover point and the mean number of handoffs (cf. [5] , [7] ). The crossover point C is defined for the straightline trajectory connecting two base stations BS i and BS j as the point at which the probability of the mobile station being assigned to BS i drops below 0.5:
The mean number of handoffs, N ho , along a trajectory in which handoffs occur between two candidate base stations BS i and BS j is given by 
V. NUMERICAL RESULTS
In this section, we present numerical results illustrating handoff performance under local averaging for both lineof-sight (LOS) and non-line-of-sight (NLOS) trajectories, as shown in Fig. 1 . For the handoff scenarios considered in our study, the path loss is assumed to follow the two-slope model discussed in Section II-A with μ i = 2, β i = 2 and g = 150 m for i = 0, 1, 2, 3. For the NLOS trajectory, the corner effect is assumed to take place 5 m into the corner, so that the mobile moving from BS 0 to BS 1 experiences the corner effect at a distance of 255 m from BS 0 . As discussed earlier, the corner effect occurs as the mobile turns around the corner of a street block, resulting in a large drop in received signal strength from the serving base station over a short distance. We assume correlated lognormal shadowing with a standard deviation of σ Wi = 6 dB. The hysteresis level is assumed to be independent of the base station and is denoted simply by h. The decay factor d 0 in (4) is set such that shadows are decorrelated to 0.1σ The sampling time interval for handoff decision instants is chosen as τ h = 0.48 s, which is the same as in the GSM standard [17] . Performance curves were obtained over a range of mobile speeds, i.e., 2, 6, 10, and 14 m/s.
Figs. 4 and 5 show the handoff performance curves when conventional exponential averaging is used in the NLOS and LOS scenarios, respectively. The exponential averaging filter is given by
where N av = 10. We denote this averaging technique by CA exp (10) . In the NLOS scenario, the mean number of handoffs is approximately one over the entire range of hysteresis values. Here, the exponential averaging filter is able to eliminate the effect of fast fading with respect to the mean number of handoffs. The main point to observe from Figs. 4 and 5 is the large spread in the crossover point curves, indicating a high sensitivity to the mobile speed, in both the NLOS and LOS scenarios.
Figs. 6 and 7 show the handoff curves in the NLOS and LOS scenarios when local averaging with a rectangular window with N av = 10 sample points is used. The averaging filter in this case is denoted by LA rect (10) . The mean number of handoffs under conventional averaging is smaller than when local averaging is applied, as should be expected. However, a much better tradeoff between the mean number of handoffs and the crossover point can be achieved with the local averaging technique. For example, if the hysteresis value lies in the range 5 − 10 dB, the mean number of handoffs for the NLOS scenario is approximately one, while the crossover point lies in the range 245 − 255 m for the entire range of mobile speeds. In the LOS case, for the same hysteresis range, the mean number of handoff lies in the range 1 − 4 and the crossover point lies in the range 252 − 280 m. Observe that when conventional averaging is used, there is no hysteresis value in the NLOS scenario that can be chosen to achieve a crossover point less than 260 m. In the LOS scenario, the best crossover point performance is achieved when h = 0 dB, in which case the crossover point lies in the range 260 − 310 m, corresponding to a mean number of handoffs in the range 1 − 4. We point out that the mean number of handoffs under local averaging could be further reduced using a drop timer mechanism (cf. [18] ). Our results show that local averaging achieves superior handoff performance over a wide range of mobile speeds without the need for velocity estimation.
VI. CONCLUSION
We proposed a local averaging technique for handoff algorithms to reduce handoff delay. The local averaging technique is able to track sudden changes in the received signal strength and does not require adaptation to the mobile station velocity. We presented a general framework for analyzing handoff performance with respect to the averaging method and developed an efficient numerical procedure to evaluate the performance of hysteresis-based handoff algorithms employing local averaging. Our numerical results showed that the local averaging technique significantly improves handoff performance for both line-of-sight (LOS) and non-line-ofsight (NLOS) mobile trajectories. The performance gain with respect to conventional averaging increases with the speed of the mobile. By reducing the impact of corner effects, local averaging can greatly improve handoff performance in microcellular environments. The autocovariance function of X Δ [k] can be expressed as
where (31) 
where α(N av , v) is defined in (14) . Equation (33) follows from a property of discrete-time linear filters, while (34) is derived using (16) . Assuming that the sampling condition of (7) is satisfied, the samples R Δ [k] can be considered independent, so that K RΔ (m) = 
where β(N av ) is defined in (15) . Combining (32), (34), and (36) yields the result.
