Abstract. Let A be a compact set in R p of Hausdorff dimension d. For s ∈ (0, d), the Riesz s-equilibrium measure µ s is the unique Borel probability measure with support in A that minimizes
dµ(y)dµ(x).
If s ∈ (0, d), then there is a unique measure µ s = µ s,A ∈ M 1 (A) called the (s-)equilibrium measure on A such that I s (µ s ) < I s (ν) for any measure ν ∈ M 1 (A)\{µ s }, while, for s ≥ d, I s (ν) = ∞ for any non-trivial measure ν ∈ M(A) (cf. [8, 9] ). The uniqueness of the equilibrium measure arises from the positivity of the Riesz kernel (cf. [4, 8] . For example, in the case that A is the interval [−1, 1] and s ∈ (0, 1), it is well-known (cf. [6] ) that dµ s (x) = c s (1 − x 2 )
s−1 2 dx where c s is chosen so that µ s is a probability measure. In this paper, we investigate the behavior of µ s as s approaches d from below. For A = [−1, 1], we see directly from the above expression that µ s converges in the weak-star sense as s ↑ 1 to normalized Lebesgue measure restricted to A. It is natural to ask how general is this phenomena. We are further motivated by recent results concerning the following related discrete minimal energy problem. For a configuration of N ≥ 2 points ω N := {x 1 , . . . , x N } and s > 0, the Riesz s-energy of ω N is defined by (where δ x denotes the unit atomic measure at x) converges to µ s in the weak-star topology on M(A) as N → ∞. We use a starred arrow to denote weak-star convergence, that is, for s ∈ (0, d) we have (1) This research was supported, in part, by the U. S. National Science Foundation under grants DMS-0505756 and DMS-0808093. 1 In the case s ≥ d, the discrete minimal energy problem is well-posed even though the continuous problem is not. Recently, asymptotic results for the discrete minimal energy problem were obtained in [5] and [2] 
(Here and in the rest of the paper we use the notation µ E to denote the restriction of a measure µ to a µ-measurable set E. e.g.
For technical reasons, the results in [5] and [2] for the case s = d further require that A be a subset of a d-dimensional C 1 manifold, although it is conjectured that this hypothesis is unnecessary.
The limits (1) and (2) suggest that µ
, we show that this is indeed the case. A primary tool in our work is the following normalized d-energy of a measurẽ
which we show is well-defined for every measure µ ∈ M(A) and is uniquely minimized over M 1 (A) by the measure
and is bi-Lipschitz if there is a constant L such that for any x, y ∈ A, 
)-rectifiable then for every ε > 0, the Lipschitz maps and the bounded sets may be chosen such that each ϕ i is bi-Lipschitz with constant less than 1 + ε, each K i is compact and the sets ϕ 1 (K 1 ), ϕ 2 (K 2 ), . . . are pairwise disjoint. For such a choice of the ϕ i and K i there is an N = N(ε) such that
The following definition of strong (H d , d)-rectifiability strengthens this condition in that for each ε > 0 there must be a finite collection of the mappings as above such that the portion of A not covered by the union is of strictly lower dimension. 
If µ ∈ M 1 (A), then lim s↑d U µ s (x) = ∞ for all x in some set of positive µ-measure and hence, as mentioned previously, lim s↑d I s (µ) = ∞ (cf. [9] ). For x ∈ R p , we define (when it exists) the following normalized dpotential
In certain cases,Ũ µ d (x) behaves like an average density of µ at x. In particular, it is shown by Hinz in [7] that, if there is a constant C = C(x) such that µ (B(x, r) 
exists as an extended real number for every measure µ ∈ M(A) and
exists and is finite µ-a.e. and
The second theorem asserts the weak-star convergence of the s-equilibrium measures to normalized Hausdorff measure as s approaches d from below. The essential idea behind the proof is that any weak-star limit point of the s-equilibrium measures, as s approaches d, has normalized d-energy less then or equal to that of λ d .
Theorem 1.3. Let A ⊂ R p be compact and strongly (H
The remainder of this paper is organized as follows. In Section 2 we prove several lemmas leading to a proof of Theorem 1.2. In Section 3 we show that µ s converges to λ d first, for the simpler case where A is a d-dimensional compact subset of R d . Then, by gluing together near isometries of compact subsets of R d , the theorem is proven for the more general case where A is a strongly (
The Existence of a Unique Minimizer ofĨ d
In this paper, the Fourier transform of a finite Borel measure µ supported on R d is defined by
For a compactly supported Radon measure µ on R d and s ∈ (0, d) the Riesz s-energy of µ may be expressed as (cf. [8, 9, 11] )
where
Proof. For any measure µ ∈ M(K) the Riesz s-energy can be expressed as
By dominated convergence
and by monotone convergence
From (4) the first statement is proven. An established result (cf. [11] 
The following are straightforward consequences of the above definition. 1. ϕ # µ, as defined above, is a compactly supported Radon measure on R
Note (6) 
If µ(B) > 0, then, by the equality of the capacitory and Hausdorff dimensions (cf. [9] 
Proof. As already noted, because A is strongly ( 
Hence the order-two density exists and, by the result of Hinz in [7] mentioned earlier, 
where the last inequality follows from (6) . Since 
Proof. The maximal function of µ with respect to H d A may be expressed as
The maximal function maps
Lemma 2.4 holds µ-a.e. and, for an x for which Lemma 2.4 holds, we follow an argument found in [9, ch. 2] to obtain
The right hand side of (7) 
The µ-integrability of this bound is established via the Cauchy-Schwarz inequality as follows
By dominated convergence the claim follows. 2,ν . A measure µ of finite d-energy is a probability measure if and only if dµ/dν 1,ν = 1. The last claim in the theorem is proven by finding a unique, non-negative function f that minimizes · 2,ν subject to the constraint f 1,ν = 1. We address this problem using the following, standard Hilbert space argument.
The non-negative constant function 1/ν(R p ) satisfies the constraint 1/ν(
From the Cauchy-Schwarz inequality f = 1/ν(R p ) ν-a.e. By the identification above, the measure, 
Proof. If I s (µ) = ∞, then I t (µ) = ∞ for t > s and the lemma holds trivially. Now suppose that
. (9) We may approximate the integral in (9) as follows.
By (4) we may pick s 0 ∈ (0, d) high enough so that, for any s and t satisfying s 0 < s < t < d
The following generalization of Lemma 3.1 will be applied repeatedly to measures supported on the biLipschitz image of a compact set, 
In the proof of the following proposition we shall use the Principle of Descent (cf. 
Proof. Let ψ ∈ M 1 (A) be a weak-star cluster point of µ
→ ψ as n → ∞. Let η > 0 be arbitrary, s 0 be as provided by Lemma 3.1, and let s ∈ (s 0 , d). We have
where the first inequality is an application of the Principle of Descent. The second inequality follows from Lemma 3.1 where t in the statement of the lemma is chosen to be s n , and the third from the minimality of I s n (µ s n ). The variable s may be taken arbitrarily close to d, and
The variable η was also chosen arbitrarily and we
2) ensures that λ d is the unique probability measure that minimizesĨ d , and so ψ = λ d . Since this holds for any weak-star cluster point, the proposition is proven.
The rest of the paper shall employ several classical results from potential theory (cf. [8] ). Let E s denote the set of all signed Radon measures supported in R p of finite total variation such that µ is an element of E s if and only if I s (|µ|) < ∞. The set E s is a vector space, and, when combined with the following bilinear form
A property is said to hold approximately everywhere, if it holds everywhere except on a set of points contained in a compact set that supports no non-trivial measures in E s . For s < dim A, the equilibrium measure µ s satisfies U p . This is accomplished by breaking A into near isometries of compact subsets of R d , establishing the desired estimate one each piece, and showing that the pieces can be glued back together without affecting the estimate. This is the content of lemmas 3.4, 3.5 and 3.6.
ϕ. Chooses 0 so that Corollary 3.2 applied to Radon measures with supported in ϕ(K) holds for η = 1. Let
Taking the limit superior of both sides as t ↑ d and appealing to (11) completes the proof with 
Proof. Without loss of generality assume ε ∈ (0, 1). Since A is strongly (
where C K i ,ϕ i is the constant provided by Lemma 3.4 applied to ϕ i (K i ) ⊂ A. 
Ω = B(x, r)
0 :
Choose a finite sub-cover
For any s, t ∈ (0, d) with t > max {s, dim A 0 } we have, by the equality of the Hausdorff and capacitory dimensions, that µ t (A 0 ) = 0 and hence
).
By Jensen's inequality followed by the Cauchy-Schwarz inequality applied to the inner-product I s (·, ·) we have 
The value of s 0 , the setB := (B ∩ A) ∪ A 0 , the compact setsK i :
, and the bi-Lipschitz maps ϕ i := ϕ i |K i satisfy the properties claimed in the lemma for the value of ε given.
From Lemma 3.5 there is an s 1 ∈ (0, d), a sequence of compact setsK 1 , . . . ,K N ⊂ R d and a sequence of biLipschtiz mapsφ 1 We next find upper bounds for each of the terms in (13-16). First, Lemma 3.5 implies that, for s ∈ (s 1 , d), expression (13) is less than ε/N . Second, using Jensen's inequality and the Cauchy-Schwarz inequality in the same manner as in the proof of Lemma 3.5 we have
.
Since eachφ i is bi-Lipschitz with constant (1 + ε), Corollary 3.2 (with the values of η and L as stated in the corollary chosen to be ε and 1+ε respectively) ensures that there is some s 2 ∈ (s 1 , d) such that, for s 2 < s < t < d, we have
Then (17), together with the bound for (13), implies that expression (14) is bounded above by
it follows that, for s ∈ (s 2 , d), expression (14) is bounded above by
We bound (15) < ε.
From (17) we have the following bound for (16)
