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In this paper, by invariant-based inverse engineering, we design classical driving fields to transfer
quantum fluctuations between two suspended membranes in an optomechanical cavity system. The
transfer can be quickly attained through a non-adiabatic evolution path determined by a so-called
dynamical invariant. Such an evolution path allows one to optimize the occupancies of the unstable
“intermediate” states thus the influence of cavity decays can be suppressed. Numerical simulation
demonstrates that a perfect fluctuation transfer between two membranes can be rapidly achieved in
one step, and the transfer is robust to both the amplitude noises and cavity decays.
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I. INTRODUCTION
The field of quantum optomechanics has been inten-
sively investigated due to its fundamental aspects in
quantum mechanics of macroscopic bodies and possible
applications in quantum metrology and hybrid quantum
systems [1, 2]. It explores the interaction between light
and mechanical motion by composing an optical (or mi-
crowave) cavity and a mechanical resonator. Over the
past decades, tremendous progress has been made in the
field of quantum optomechanics. On the one hand, non-
trivial quantum phenomena have been realized in op-
tomechanical systems, such as sideband [3, 4] and near-
ground-state cooling [5–8], strong coupling effects [9–
11], squeezing of a mechanical oscillator [12–14], and so
on [15–17]. On the other hand, complementary setups
have been realized, for example, cavities with an oscil-
lating end mirror [18, 19], evanescent-wave resonators
[20], and membrane-in-the-middle (MIM) cavities [21–
23]. In recent years, because optomechanical systems
have the ability to transfer a quantum state between pho-
tons with vastly differing wavelengths (quantum infor-
mation and quantum fluctuations of an optical field can
be reversibly mapped to a mechanical state), the direct
utility of such systems in quantum information process-
ing becomes attractive [23–35]. For example, Tian and
Wang have studied a quantum state conversion between
cavity modes of distinctly different wavelengths by ap-
plying classical driving fields to swap the cavity and the
mechanical states [30]. Fiore et al. have experimentally
reported the demonstration of storing optical information
as a mechanical excitation in a silica optomechanical res-
onator [35].
Noting that, in the process of exploiting the utility
of optomechanical systems for quantum information pro-
cessing, growing interest has been shown toward the adi-
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abatic control of such systems because a dark-state evo-
lution is usually robust against noise and dissipation [36–
39]. For example, Wang and Clerk performed the high-
fidelity transfer of a quantum state between two elec-
tromagnetic cavities by adiabatic control [37]. Soon af-
ter that, Dong et al. experimentally realized an adia-
batic transfer of optical fields between two optical modes
of a silica resonator [38]. Recently, Garg et al. pro-
posed a scheme to transfer quantum fluctuations between
mechanical oscillators based on adiabatic control [36].
These researches further open up the possibility of us-
ing optomechanical coupling in various applications with-
out cooling the mechanical oscillator to its ground state.
However, applying adiabatic control usually requires a
long-time interaction to guarantee the adiabaticity of the
system. To speed up the adiabatic schemes without los-
ing the advantages of adiabatic control, various versions
of approaches called shortcuts to adiabaticity (STA) [40–
43] have been proposed in recent years, including, e.g.,
transitionless driving algorithm [44–49], inverse engineer-
ing based on invariants [50–59], and so on [60–67]. The
basic idea of the STA approach is to design a suitable
Hamiltonian to drive a quantum system to evolve along
a non-adiabatic route to reproduce the same final state
of an adiabatic process. Thus, the relevant adiabatic re-
quirement can be removed and the evolution could be
driven fast. Very recently, the STA approach has been
applied to optomechanical systems for fast quantum state
conversions [68, 69].
In this paper, we proceed further to exploit the use
of STA in optomechanical systems. Precisely speaking,
we show how to use inverse engineering based on Lewis-
Riesenfeld invariants to coherently and deterministically
transfer the quantum fluctuations from one mechanical
oscillator to the other. The invariant-based inverse en-
gineering is an efficient non-adiabatic approach (usually
based on the Lewis-Riesenfeld theory) to analytically ob-
tain an exact dynamical evolution for an arbitrary quan-
tum system. The Lewis-Riesenfeld theory [70] tells that
the quantum dynamics of a quantum system can be dic-
tated by a dynamical invariant I(t) obeying the von Neu-
2mann equation d
dt
I(t) ≡ ∂tI(t) − i[H(t), I(t)] = 0 (set-
ting ~ = 1). An arbitrary solution of a time-dependent
Schro¨dinger equation i∂t|Ψ(t)〉 = H(t)|Ψ(t)〉 can be ex-
pressed as |Ψ(t)〉 = ∑n Cneiηn(t)|φn(t)〉, where Cn is a
time-independent amplitude, |φn(t)〉 is the nth eigenvec-
tor of the invariant I(t), and ηn is the corresponding
Lewis-Riesenfeld phase,
ηn =
∫ t
ti
〈φn(t′)|∂′t −H(t′)|φn(t′)〉dt′. (1)
Note that one should impose [I(ti), H(ti)] ≃ 0 and
[I(tf ), H(tf )] ≃ 0 to ensure that I(t) and H(t) share the
same eigenvectors at the initial and final times. In this
case, an exact dynamical evolution can be obtained by
only designing the parameters for a Hamiltonian H(t),
thus the scheme would be easily realized in practice.
Over the past decades, the invariant-based inverse engi-
neering has been widely devoted to achieve a short-time
adiabatic-like evolution and applied in trap expansions
[50, 51], rotations [56], atom transport [57, 58], and me-
chanical oscillators [59].
By applying the inverse engineering based on Lewis-
Riesenfeld invariants, we show how quantum fluctuations
can be transferred from one mechanical oscillator to the
other in a short time with a high fidelity. Specifically, we
consider a weak optomechanical coupling to apply the
rotating-wave approximation and quantum Zeno dynam-
ics [72] to obtain an effective Hamiltonian. Then, in ab-
sence of decays of the cavity modes and the membranes,
we design parameters by invariant-based inverse engi-
neering to complete the fluctuation transfer. This is dif-
ferent from the previous reported works [68, 69] wherein
such a transfer occurs between two cavity modes. The ex-
change of the energy fluctuations between two mechanical
systems may pose as a possible quantum communication
protocol [30, 36]. In this scheme, the occupancies of the
unstable “intermediate” states can be optimized by suit-
ably choosing the parameters that suppress the cavity
decays. The sensitivity with respect to amplitude-noise
errors in the driving fields is also analyzed by numerical
simulation. The result shows the system is robust against
amplitude noises with suitable parameters.
The paper is organized as follows. In Sec. II, we
present the model and the corresponding effective Hamil-
tonian. In Sec. III, we show how to design the Hamil-
tonian by invariant-based inverse engineering to transfer
quantum fluctuations. In Sec. IV, we analyze the robust-
ness of the scheme against noises and decays by numerical
simulation. The conclusion is given in Sec. V.
II. MODEL
As shown in Fig. 1, we consider an optomechanical
cavity system with two suspended membranes. Assum-
ing that the membranes are fully reflecting at their sur-
faces, the system can be divided into three independent
FIG. 1: Schematic diagram. Two membranes are suitably
placed and the entire cavity is thus divided into three sub-
cavities (marked as L, M, and R, respectively). The length
of the cavity is L and the length of the jth subcavity is ζjL,
where ζj =
ωj
Ξ
and Ξ =
∑
j
ωj (j = L,R,M). Caused by the
optical radiation pressure, the membranes 1 and 2 will move
with displacements q1 and q2, respectively. The acousto-optic
modulators (AOMs) are used to modulate the shapes of the
classical driving fields. Assuming the mass of the kth mem-
brane is µk, we find the optomechanical couplings g1 and g2
in Eq. (2) are g1 =
Ξ
L
√
1
2µ1ωm,1
and g2 =
Ξ
L
√
1
2µ2ωm,2
(see
Appendix A for details), respectively.
subcavities. For convenience, we mark the three subcav-
ities as: left (L), middle (M), and right (R), respectively.
In this case, the kth (k = 1, 2) membrane is partially
transmitting, one can have a tunneling between the two
subcavities on either side of the membrane with a rate
Jk. Then, sending three monochromatic waves ΩL, ΩR,
and ΩM whose polarizations are orthogonal to each other
along the cavity axis to drive the modes aL, aR, and aM ,
respectively. We choose the same angular frequency ωl
for classical driving fields ΩL and ΩR, while choose a dif-
ferent frequency ω′l for the classical driving field ΩM in
order to avoid any crosstalk [38]. Beware that each of the
driving fields we used in this paper is a monochromatic
wave with a specific frequency, which is different from a
“real” pulse with several frequencies [73]. The Hamilto-
nian [17, 22, 36, 74–79] for the system reads (~ = 1)
H =H0 +HI +HJ +HD,
H0 =
∑
j=L,M,R
ωc,ja
†
jaj +
∑
k=1,2
ωm,kb
†
kbk,
HI =− g1(a†LaL − a†MaM )(b1 + b†1)
+ g2(a
†
RaR − a†MaM )(b2 + b†2),
HJ =− (J1a†LaM + J2a†MaR +H.c.),
HD =ΩLaLe
iωlt +ΩRaRe
iωlt
+ΩMaMe
iω′lt +H.c., (2)
where aj (j = L,M,R) is the annihilation operator for
the jth cavity mode with corresponding frequency ωc,j,
bk (k = 1, 2) is the annihilation operator of the kth me-
chanical mode with respective frequency ωm,k, g1 (g2)
3determines the optomechanical coupling for the first (sec-
ond) membrane with left (right) and middle modes, while
J1 (J2) represents the transmission coefficient between
the left (right) and middle cavity modes through first
(second) membrane. Beware that Jk = 0.5ωm,k is neces-
sary to ensure that the coupling is linear in the displace-
ment quadrature X ≡ (b + b†) in a MIM setup. In the
rotating frame of laser frequencies, the Hamiltonian H
takes the following form,
H =
∑
j=L,M,R
[∆ja
†
jaj +Ωj(aj +H.c.)] +
∑
k=1,2
ωm,kb
†
kbk
− g1(a†LaL − a†MaM )(b1 + b†1)
+ g2(a
†
RaR − a†MaM )(b2 + b†2)
− (J1a†LaM + J2a†MaR +H.c.),
(3)
where ∆j = ωc,j − ωl and ∆M = ωc,M − ω′l. By using
the standard linearization procedure [2], all the bosonic
operators can be expanded as a sum of the average values
and the zero-mean fluctuation as follows: aj → αj + δaj,
and bk → βk + δbk, where αj and βk are generally com-
plex and denote the steady-state values of the respective
annihilation operators. Then, an effective Hamiltonian
for the operator fluctuations (derivation is given in Ap-
pendix B) is given as
H =− g1(α∗Lδb†1δaL − α∗Mδb†1δaM )
+ g2(α
∗
Rδb
†
2δaR − α∗Mδb†2δaM )
− (J1δa†LδaM + J2δa†RδaM ) +H.c., (4)
where
αL =
ΩL − J1αM
−∆0 + iγL/2 ,
αR =
ΩR − J2αM
−∆0 + iγR/2 ,
αM =
ΩM − J1αL − J2αR
−∆0 + iγM/2 . (5)
Here ∆0 is given according to Eq. (B9) and γj is the
decay rate of the jth cavity mode. For the sake of sim-
plification, we choose ΩM = J1αL + J2αR so that
αM = 0,
αL =
ΩL
−∆0 + iγL/2 ,
αR =
ΩR
−∆0 + iγR/2 . (6)
Using the Hamiltonian in Eq. (4) and according to the
input-output formalism [71], we obtain Langevin equa-
tions for the operator fluctuations as [36]
δa˙L =iJ1δaM + ig1αLδb1 − γL
2
δaL +
√
γLδa
in
L ,
δa˙R =iJ2δaM − ig2αRδb2 − γR
2
δaR +
√
γRδa
in
R ,
δa˙M =iJ1δaL + iJ2δaR − γM
2
δaM +
√
γMa
in
M ,
δb˙1 =ig1αLδaL − γm,1
2
δb1 +
√
γm,1δb
in
1 ,
δb˙2 =− ig2αRδaR − γm,2
2
δb2 +
√
γm,2δb
in
2 ,
(7)
where the overdot stands for a time derivative and δainj
and δbink denote the fluctuations of the noise operators.
We can rewrite the Langevin equations in Eqs. (7) in
matrix form as i|Ψ˙(t)〉 = M(t)|Ψ(t)〉, where
|Ψ(t)〉 =


δaL
δaR
δaM
δb1
δb2

 , (8)
M(t) =


−iγL/2 −J1 0 −g1αL 0
−J1 −iγM/2 −J2 0 0
0 −J2 −iγR/2 0 g2αR
−g1αL 0 0 −iγm,1/2 0
0 0 g2αR 0 −iγm,2/2

 .
(9)
Assuming that the decay rates of the subcavities and
membranes are much smaller than their fundamental fre-
quencies such that there is no significant decay of the
photons during the transfer process, the non-Hermitian
terms in Eqs. (7) can be neglected.
Referring to the formula of quantum Zeno dynamics
[72], we write the matrixM(t) in the absence of the decay
terms (γj = γm,k = 0) as M(t) = Ω(Mp +KMq), where
Ω =
√
(g1αL)2 + (g2αR)2, K =
√
2J/Ω, and
Mp =
1
Ω


0 0 0 −g1αL 0
0 0 0 0 0
0 0 0 0 g2αR
−g1αL 0 0 0 0
0 0 g2αR 0 0

 , (10)
Mq =
1√
2


0 −1 0 0 0
−1 0 −1 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 0 0

 . (11)
Here we have chosen J1 = J2 = J . When the strong
coupling limit K →∞ (√2J ≫ Ω) is satisfied, we obtain
the effective interaction matrix Meff = (
∑
l PlMpPl +
KǫlPl), where Pl is the lth eigenprojection and ǫl is the
4corresponding eigenvalue of Mq: Mq =
∑
l ǫlPl. Thus, in
the Zeno dark subspace (ǫl = 0) spanned by
|ψ1〉 =


0
0
0
1
0

 , |ψ2〉 =


0
0
0
0
1

 , |ψ3〉 =
1√
2


1
0
−1
0
0

 , (12)
the effective interaction matrix Meff (t) reads
Meff (t) =− 1√
2
(g1αL|ψ1〉〈ψ3|+ g1αL|ψ3〉〈ψ1|
+ g2αR|ψ2〉〈ψ3|+ g2αR|ψ3〉〈ψ2|). (13)
III. INVARIANT-BASED INVERSE
ENGINEERING FOR FAST ENERGY
FLUCTUATION TRANSFER
We show in this section how to transfer fluctuation
excitation from mode b1 to mode b2 in a fast and robust
way. For the time-dependent matrixMeff (t) in Eq. (13),
the dynamical invariant I(t) satisfying the von Neumann-
like equation ∂tI(t)− i[Meff(t), I(t)] = 0 is given by [80]
I(t) = cosϕ sin θ|ψ1〉〈ψ3|+ cosϕ cos θ|ψ2〉〈ψ3|
− i sinϕ|ψ1〉〈ψ2|+ cosϕ sin θ|ψ3〉〈ψ1|
+ cosϕ cos θ|ψ3〉〈ψ2|+ i sinϕ|ψ2〉〈ψ1|. (14)
The parameters satisfy
g1αL =−
√
2(θ˙ cotϕ sin θ + ϕ˙ cos θ)
=− Ω sin ̺,
g2αR =−
√
2(θ˙ cotϕ cos θ − ϕ˙ sin θ)
=− Ωcos ̺, (15)
where
Ω =
√
2[(θ˙ cotϕ)2 + ϕ˙2],
̺ =θ + arctan(
ϕ˙
θ˙ cotϕ
). (16)
The driving fields are thus designed according to Eqs. (6)
and (15),
ΩL =
√
2∆0
g1
(θ˙ cotϕ sin θ + ϕ˙ cos θ),
ΩR =
√
2∆0
g2
(θ˙ cotϕ cos θ − ϕ˙ sin θ),
ΩM =− J
∆0
(ΩL +ΩR). (17)
According to Lewis-Riesenfeld theory [70], the solu-
tion of the differential equation i|Ψ˙(t)〉 = M(t)|Ψ(t)〉, is
|Ψ(t)〉 = ∑n Cneiηn |φn(t)〉. We choose the eigenvector
|φ0〉 with zero-eigenvalue as the evolution path, which
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FIG. 2: (a) The classical driving fields given according to
Eq. (17). We have chosen g1 = g2 = g = 2pi × 10KHz.
Parameters are T = 1/g, τ = 0.1T , τc = 0.3T , ϕ0 = 0.1,
J = 50g, and ∆0 = 100g. (b) The average excitation fluctua-
tions of the two membranes by applying the classical driving
fields displayed in Fig. 2 (a). We have chosen initial average
excitation fluctuation of the first membrane as 〈δb†
1
δb1〉 = 1.
means C0 6= 0 and Cn6=0 = 0. For the invariant given in
Eq. (14),
|φ0(t)〉 =cosϕ cos θ|ψ1〉 − cosϕ cos θ|ψ2〉
− i sinϕ|ψ3〉. (18)
Thus, the solution of the differential equation i|Ψ˙(t)〉 =
M(t)|Ψ(t)〉 is obtained:
|Ψ(t)〉 =C0[(cosϕ cos θ)δb1 − (cosϕ sin θ)δb2
− i√
2
sinϕ(δaL − δaR)]. (19)
By choosing the initial average excitation fluctuation of
the first membrane as 〈δb†1δb1〉 = 1, we have C0 = 1.
Meanwhile, to transfer the fluctuation excitation from
mode b1 to mode b2 and to simulate classical driving fields
with a finite duration, the parameters θ and ϕ should
satisfy the boundaries
θ(ti) =0, θ(tf ) = π/2,
θ˙(ti) =0, θ˙(tf ) = 0,
ϕ(ti) =0, ϕ(tf ) = 0,
ϕ˙(ti) =0, ϕ˙(tf ) = 0. (20)
We choose a Vitanov shape [81] for θ and a symmetric
Gaussian shape for ϕ,
θ =
π
2[1 + exp (−t/τ)] , ϕ = πϕ0[exp (−t
2/τ2c )], (21)
where the time scale τ controls the effective duration of
the classical driving fields, τc is a related coefficient, and
0 < ϕ0 < π/2 is the maximum value of ϕ. When the
Zeno requirement is satisfied, the occupancy of the un-
stable “intermediate” state |φ3〉 is controllable according
to Eqs. (18) and (21). We will show in the following
that there is a trade-off between the occupancy of state
|φ3〉 and the total interaction time T to obtain a high-
fidelity fluctuation transfer. With suitable parameters,
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FIG. 3: (a) The fidelity (in absence of noises and decays) of
fluctuation transfer versus evolution time T and ϕ0. (b) The
minimum value of K =
√
2J/Ω versus T and ϕ0. Parameters
are τ = 0.1T , τc = 0.3T , J = 50g, and ∆0 = 100g.
we display the classical driving fields versus time in Fig.
2 (a). Applying the classical driving fields in Fig. 2 (a),
complete fluctuation transfer can be achieved as shown
in Fig. 2 (b) which displays the time evolution of the
average excitation fluctuations of the two membranes by
solving numerically the Langevin equations (in the ab-
sence of the decay terms) in Eq. (7).
For the sake of convenience, we define the final (when
t = tf ) average excitation fluctuation of the second mem-
brane 〈δb†2δb2〉 = |〈Ψ(tf )|ψ2〉|2 = F as the fidelity of the
transfer process. Then, we plot Fig. 3 (a) to show the
fidelity F versus parameters T and ϕ0. As shown in the
figure, to achieve high-fidelity fluctuation transfer with
F ≥ 0.999, the shortest time required for the scheme is
only T ≈ 0.32/g when ϕ0 ≈ 0.15. For ϕ0 ≈ 0.15, accord-
ing to Eqs. (18-21), the maximal occupancy of the “in-
termediate” state |ψ3〉 is only | sin (0.15π)|2 ≈ 0.2. More-
over, we find from the figure that the fidelity decreases
with the increase of ϕ0. This is because we have chosen a
relatively large τc to plot the figure so that the boundaries
given in Eq. (20) are hard to satisfy when ϕ0 is large. For
example, when ϕ0 = 0.4, we have ϕ(ti) = ϕ(tf ) ≈ 0.03π
leading to C0 ≈ 0.9956 and F ≤ |C0 cos [ϕ(tf )]|4 ≈ 0.98.
To check if the strong coupling limit K →∞ is satisfied
with the current parameters, we plotKmin (the minimum
value of K) versus T and ϕ0 in Fig. 3 (b). It is interest-
ing to find from Fig. 3 that, a high fidelity F ≃ 0.99 is
achievable even when the strong coupling limit K → ∞
is not satisfied: Kmin ≃ 2 when F ≃ 0.99. In fact, this
phenomenon has been discussed in detail in Ref. [55].
It is not so necessary to ideally satisfy the condition
K → ∞ in applying invariant-based inverse engineer-
ing and quantum Zeno dynamics for a time-dependent
system. We know that when the Zeno requirement is
not well satisfied, the “intermediate” states in the Zeno
subspaces with ǫ 6= 0 are no longer negligible. However,
according to Ref. [55], under certain conditions, the in-
termediate states can help to speed up the population
transfer. K ≥ 2 is enough for the current system to
obtain high-fidelity fluctuation transfer.
IV. ROBUSTNESS AGAINST NOISES AND
DECAYS
In real experiment, there is usually a stochastic kind of
noise on the parameters that should be considered. We
assume that the interaction matrix M(t) is perturbed
by a stochastic part µMs(t) describing amplitude noise.
The Langevin equations in form of i|Ψ˙(t)〉 = M(t)|Ψ(t)〉
thus become i|Ψ˙(t)〉 = [M(t) + µMs(t)ξ(t)]|Ψ〉, where
ξ(t) = ∂tWt is heuristically the time derivative of the
Brownian motion Wt. ξ(t) satisfies 〈ξ(t)〉 = 0 and
〈ξ(t)ξ(t′)〉 = δ(t− t′) because the noise should have zero
mean and the noise at different times should be uncor-
related. Then, we define ρξ(t) = |Ψξ(t)〉〈Ψξ(t)|, and the
dynamical equation for ρξ(t) is thus given as [82]
ρ˙ξ(t) = −i[M(t), ρξ(t)]− iµ[Ms(t), ξρξ(t)]. (22)
After averaging over the noise, Eq. (22) becomes ρ˙(t) ≃
−i[M(t), ρ(t)] − iµ[Ms(t), 〈ξ(t)ρξ(t)〉], where ρ(t) =
〈ρξ(t)〉. According to Novikov’s theorem in the case
of white noise, we have 〈ξ(t)ρξ(t)〉 = 12 〈
δρξ(t
′)
δξ(t′) 〉|t′=t =
− iµ2 [Ms(t), ρ(t)], leading to
ρ˙(t) ≃ −i[M(t), ρ(t)]− µ
2
2
[Ms(t), [Ms(t), ρ(t)]]. (23)
The fidelity of the fluctuation transfer process is thus
defined as F = Tr[
√
ρ2ρ(tf )
√
ρ2], where ρ2 = |ψ2〉〈ψ2|.
In the current scheme, we consider independent ampli-
tude noise in Rabi frequency ΩL(t) as well as in ΩR(t)
with the same intensity µ. The amplitude noise in other
parameters affect the scheme very weakly thus can be
ignored. In this case, the master equation is
ρ˙(t) =− i[M(t), ρ(t)]− µ2[MaL(t), [MaL(t), ρ(t)]]
− µ2[MaR(t), [MaR(t), ρ(t)]], (24)
where
MaL =
g1ΩL
−∆0


0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0

 ,
MaR =
g2ΩR
−∆0


0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 1 0 0

 . (25)
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FIG. 4: (a) The fidelity (in absence of decays) of the scheme
versus ϕ0 and T when the amplitude noises are considered.
(b) The fidelity (in absence of noises) of the scheme versus ϕ0
and T when the cavity decays are considered. 0.1 ≤ ϕ0 ≤ 0.25
and 0.3/g ≤ T ≤ 1/g are chosen according to Fig. 3 for a
high-fidelity transfer. Parameters are τ = 0.1T , τc = 0.3T ,
J = 50g, and ∆0 = 100g.
Assuming the intensity of noise is µ = 0.05, the sensi-
tivity with respect to amplitude-noise error of the pop-
ulation transfer is shown in Fig. 4 (a). The sensitivity
with respect to amplitude-noise error decreases with the
increases of the T and ϕ0. As we know, the adiabatic
condition for the current system is satisfied better with
a longer interaction time, and an adiabatic process is
generally much more robust against noises than a non-
adiabatic process. That is why we find from the figure
that shortening the interaction time increases the sensi-
tivity with respect to amplitude-noise error.
In the following, we would like to analyze the influence
of the decays on the scheme. The non-Hermitian terms
in Eq. (7) should be taken into account in the numerical
simulation in this case. Without loss of generality, we set
γj = j and γm,k = κ. Then, with Eq. (8), we plot Fig.
4 (b) to show the fidelity F versus J and T when decays
are considered. The influence of decays increase with the
increase of T and ϕ0 as shown in the figure. This result
is contradictory to that of Fig. 4 (a) as large T and ϕ0
are required for the robustness against noises. In prac-
tice, if the experimental facility allows for weak noises in
the driving fields, one can achieve the energy fluctuation
transfer between membranes with a high fidelity ≥ 0.95
by choosing T ≤ 0.5/g and ϕ0 ≤ 0.15.
V. CONCLUSION
We have presented a scheme in an optomechanical cav-
ity system to transfer the average fluctuation of excita-
tion from one membrane to the other. The cavity is di-
vided into three subcavities by placing two membranes,
and the subcavities couple to each other via tunneling
through the membranes. Each of the subcavities is con-
sidered to decay independently. By invariant-based in-
verse engineering, we have designed time-dependent clas-
sical driving fields in counterintuitive sequences to guide
the system to evolve along a non-adiabatic path to realize
the transfer. The evolution path is parametrized so that
one can control the occupancies of the unstable inter-
mediate states to suppress the influence of decays. We
have numerically shown the choices of the optimal pa-
rameters to achieve a high-fidelity fluctuation transfer.
Moreover, by numerical simulation, we have further in-
vestigated the influence of noises and decays; the result
shows the present scheme is robust against the ampli-
tude noises and decays of the membranes and the cavity
modes. Thus, we hope the present scheme might benefit
quantum information science based on quantum optome-
chanics.
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APPENDIX A: Derivation of system Hamiltonian in
Eq. (2)
The dynamical Hamiltonian for the system in Fig. 1
without applying the classical driving fields is (~ = 1)
H =H0 +HJ ,
H0 =
∑
j=L,M,R
ωc,ja
†
jaj ,
HJ =− (J1a†LaM + J2a†MaR +H.c.),
(A1)
Then, we send three monochromatic waves ΩL, ΩR, and
ΩM along the cavity axis to drive the modes aL, aR, and
aM , respectively. The driving Hamiltonian reads
HD =ΩLaLe
iωlt +ΩRaRe
iωlt
+ΩMaMe
iω′lt +H.c., (A2)
Caused by the optical radiation pressure, the membranes
1 and 2 will move with displacements q1 and q2, respec-
tively (as shown in Fig. 1). Thus, the resonance frequen-
cies of the cavity modes will be changed [22, 77, 79] and
H0 in Eq. (A1) should be modified as
H ′0 =
ωc,L
1 + q1
ζLL
a†LaL +
ωc,R
1− q2
ζRL
a†RaR
+
ωc,M
1 + q2−q1
ζML
a†MaM , (A3)
7where
ζL =
ωc,L
ωc,L + ωc,R + ωc,M
ζM =
ωc,M
ωc,L + ωc,R + ωc,M
,
ζR =
ωc,R
ωc,L + ωc,R + ωc,M
. (A4)
Then, considering that q1, q2 ≪ ζjL (j = L,M,R), we
have
ωc,L
1 + q1
ζLL
≈(1− q1
ζLL )ωc,L
=ωc,L − q1L Ξ,
ωc,R
1− q2
ζRL
≈(1 + q2
ζRL )ωc,R
=ωc,R +
q2
L Ξ,
ωc,M
1 + q2−q1
ζML
≈(1− q2 − q1
ζML )ωc,M
=ωc,M − q2 − q1L Ξ, (A5)
Substituting Eq. (A5) into Eq. (A3), we obtain
H ′0 ≈
∑
j=L,M,R
ωc,ja
†
jaj − (
Ξ
La
†
LaL −
Ξ
La
†
MaM )q1
+ (
Ξ
La
†
RaR −
Ξ
La
†
MaM )q2. (A6)
Meanwhile, the free Hamiltonian for the oscillators is
H00 =
∑
k=1,2
p2k
2µk
+
1
2
µkω
2
m,kq
2
k, (A7)
where pk is the kth momentum operator of the movable
membranes and µk is the corresponding membrane mass.
It will be more convenient to write the position and mo-
mentum operators in terms of the annihilation operator
(bk) and creation operator (b
†
k) as qk =
√
1
2µkωm,k
(bk+b
†
k)
and pk = i
√
µkωm,k
2 (b
†
k− bk), respectively. bk and b†k sat-
isfy [bk, b
†
k] = 1. Then, Eq. (A7) becomes
H00 =
∑
k=1,2
ωm,kb
†
kbk. (A8)
Note that the transmission coefficient J1 (J2) between
the left (right) and middle cavity modes through first
(second) membrane mainly depends on the property of
the membranes so that the Hamiltonian HJ remains un-
changed. In this case, by choosing g1 =
Ξ
L
√
1
2µ1ωm,1
,
g2 =
Ξ
L
√
1
2µ2ωm,2
, and
HI =− g1(a†LaL − a†MaM )(b1 + b†1)
+ g2(a
†
RaR − a†MaM )(b2 + b†2),
H0 =H
′
0 +H00 −HI
=
∑
j=L,M,R
ωc,ja
†
jaj +
∑
k=1,2
ωm,kb
†
kbk, (A9)
the Hamiltonian in Eq. (2) is obtained.
APPENDIX B: Derivation of effective Hamiltonian in Eq. (4)
According to Refs. [36, 71], by using the input-output formalism, we can obtain Langevin equations for the relevant
operators in Eq. (3) as
a˙L =− (γL/2 + i∆L)aL + iJ1aM + ig1aL(b1 + b†1)− iΩL −
√
γLa
in
L ,
a˙R =− (γR/2 + i∆R)aR + iJ2aM − ig2aR(b2 + b†2)− iΩR −
√
γRa
in
R ,
a˙M =− (γM/2 + i∆M )aM + iJ1aL + iJ2aR − ig1aM (b1 + b†1) + ig2aM (b2 + b†2)− iΩM −
√
γMa
in
M ,
b˙1 =− (γm,1/2 + iωm,1)b1 + ig1(a†LaL − a†MaM ) +
√
γmb
in
1 ,
b˙2 =− (γm,2/2 + iωm,2)b2 − ig2(a†RaR − a†MaM ) +
√
γmb
in
2 , (B1)
8where γj is the decay rate of the jth mode of the cavity and γm,k (k = 1, 2) is the dissipation rate of the kth membrane,
ainj and b
in
k are noise operators [71] satisfying
〈ainj (t)a†inj (t′)〉 =δ(t− t′),
〈a†inj (t)ainj (t′)〉 =0,
〈bink (t)bin†k (t′)〉 =(n¯th + 1)δ(t− t′),
〈bin†k (t)bink (t′)〉 =(n¯th)δ(t− t′),
(B2)
where n¯th = {exp[~ωm,k/(kBT )]}−1 is the mean thermal excitation number in the bath, interacting with the mechan-
ical oscillator with frequency ωm,k at an equilibrium temperature T and kB is the Boltzmann constant [36]. Then,
by using the standard linearization procedure [2] to expand the bosonic operators as a sum of the average values and
the zero-mean fluctuation as aj → αj + δaj and bk → βk + δbk, we obtain the following equations for the average of
the operators
α˙L =− (γL/2 + i∆′L)αL + iJ1αM − iΩL,
α˙R =− (γR/2 + i∆′R)αR + iJ2αM − iΩR,
α˙M =− (γM/2 + i∆′M )αM + iJ1αL + iJ2αR − iΩM ,
β˙1 =− (γm,1/2 + iωm,1)β1 + ig1(|αL|2 − |αM |2),
β˙2 =− (γm,2/2 + iωm,2)β2 − ig2(|αR|2 − |αM |2), (B3)
with
∆′L =∆L − g1Re(β1),
∆′R =∆R + g2Re(β2),
∆′M =∆M + g1Re(β1)− g2Re(β2). (B4)
Solving the equations α˙j = 0, the steady-state solutions for αj are obtained as
αL =
ΩL − J1αM
−∆′L + iγL/2
,
αR =
ΩR − J2αM
−∆′R + iγR/2
,
αM =
ΩM − J1αL − J2αR
−∆′M + iγM/2
. (B5)
Meanwhile, for the part of fluctuations, the Langevin equations are
δa˙L =− (γL/2 + i∆′L)δαL + iJ1δαM + ig1αL(δb1 + δb†1) +
√
γLδa
in
L ,
δa˙R =− (γR/2 + i∆′R)δαR + iJ2δαM + ig2αR(δb2 + δb†2) +
√
γRδa
in
R ,
δa˙M =− (γM/2 + i∆′M )δαM + iJ1δaL + iJ2δαR − ig1αM (δb1 + δb†1) + ig2αM (δb2 + δb†2) +
√
γMδa
in
M ,
δb˙1 =− (γm,1/2 + iωm,1)δβ1 + ig1[αL(δaL + δa†L)− αM (δaM + δa†M )] +
√
γm,1δb
in
1 ,
δb˙2 =− (γm,2/2 + iωm,2)δβ2 − ig2[αR(δaR + δa†R)− αM (δaM + δa†M )] +
√
γm,2δb
in
2 . (B6)
Equations (B6) can be derived from the following linearized Hamiltonian,
H =
∑
j=L,M,R
∆′jδa
†
jaδaj +
∑
k=1,2
ωm,kδb
†
kbk
− g1(α∗LδaL + αLδa†L − α∗MδaM − αMδa†M )(δb1 + δb†1)
+ g2(α
∗
RδaR + αRδa
†
R − α∗MδaM − αMδa†M )(δb2 + δb†2)
− (J1δa†LδaM + J2δa†RδaM +H.c.). (B7)
9Then, choosing H0 =
∑
j=L,M,R∆
′
jδa
†
jaδaj +
∑
k=1,2 ωm,kδb
†
kbk as the unperturbed Hamiltonian, performing the
unitary transformation U = exp (−iH0t), we obtain the Hamiltonian in the interaction picture as
Hi = U
†HU =− g1(α∗LδaLe−i∆
′
Lt + αδa†Le
i∆′Lt)(δb1e
−iωm,1t + δb†1e
iωm,1t)
+ g1(α
∗
MδaMe
−i∆′M t + αδa†Me
i∆′M t)(δb1e
−iωm,1t + δb†1e
iωm,1t)
+ g2(α
∗
RδaRe
−i∆′Rt + αδa†Re
i∆′Rt)(δb2e
−iωm,2t + δb†2e
iωm,2t)
− g2(α∗MδaMe−i∆
′
M t + αeδa†M i∆
′
M t)(δb2e
−iωm,2t + δb†2e
iωm,2t)
− [J1δa†LδaMei(∆
′
L−∆
′
M )t + J2δa
†
RaRe
i(∆′R−∆
′
M )t]. (B8)
Considering the weak-coupling condition that ∆′j , ωm,k ≫ |g1αM |, |g2αR|, |g2αM |, we can perform the rotating-wave
approximation, and we obtain the effective Hamiltonian
Hi ≃− g1[α∗LδaLδb†1ei(ωm,1−∆
′
L)t] + g1[α
∗
MδaMδb
†
1e
i(ωm,1−∆
′
M)t]
+ g2[α
∗
RδaRδb
†
2e
i(ωm,2−∆
′
R)t]− g2[α∗MδaMδb†2ei(ωm,2−∆
′
M)t]
− [J1δa†LδaMei(∆
′
L−∆
′
M)t + J2δa
†
RaRe
i(∆′R−∆
′
M )t] +H.c.. (B9)
Obviously, when we choose ∆′j = ωm,k = ∆0, the final effective Hamiltonian in Eq. (4) is obtained.
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