To study the effect of individual genes by segregation or linkage analyses, the likelihood of the model needs to be evaluated. The likelihood can be computed efficiently using the Elston-Stewart algorithm. This algorithm involves summing over the unobserved genotypes in the pedigree, which is called peeling. An important aspect of this algorithm is to determine the order of peeling to maximize efficiency. This paper shows how determining peeling order is related to a problem in solving systems of symmetric sparse linear equations. It also shows how algorithms developed to efficiently solve those systems, can be used to determine the optimal order of peeling in the Elston-Stewart algorithm. 
INTRODUCTION
For monogenic traits such as some genetic abnormalities (e.g. uridine-5′-monophosphate synthase in dairy cattle), likelihood-based segregation analysis (LSA) can be used to make inferences from extended pedigrees on the mode of inheritance and allele frequencies (Elston and Stewart, 1971) . Computing the likelihood for extended pedigrees involves peeling (Elston and Stewart, 1971; Cannings et al., 1978) . Further, for recessive disease traits, it is important to know which individuals in a population are probable carriers of a deleterious allele. Computing these probabilities for an extended pedigree also involves peeling (e.g., Fernando et al., 1993) .
For polygenic traits, until recently, most genetic analyses ignored the effects of individual genes. However, with the advances that have been made in molecular genetics, it is now recognized that some genes can have large effects (e.g., Beever et al., 1990; Rothschild et al., 1996) . LSA can be used to determine whether some of the loci contributing to the genetic variability of a polygenic trait have large effects (e.g., Elston et al., 1975; Janss et al., 1997a Janss et al., , 1997b Fernando et al., 1998) . Further allele frequencies for these loci can also be estimated by LSA. If loci with large effects do exist, their location can be estimated using marker and trait data by likelihoodbased combined segregation and linkage analyses (Weller et al., 1988; Stricker et al., 1995) . These analyses also require peeling.
The Elston-Stewart algorithm (Elston and Stewart, 1971) , which was the first implementation of peeling, provided an efficient method to compute the likelihood for monogenic traits in pedigrees where in each nuclear family one of the parents is a founder. Extensions of this algorithm have been developed to compute the likelihood for monogenic traits in pedigrees with simple loops (Lange and Elston, 1975; Cannings et al., 1978; Lange and Boehnke, 1983; Thomas, 1986a,b) . When pedigrees have complex loops, the likelihood functions must be approximated by cutting the loops (Stricker et al., 1995) or by cutting loops and extending the pedigree at the cuts . Further, when the trait is controlled by a major locus and several other loci with small effects, exact calculation of the likelihood by peeling is not feasible (Elston 1990; Bonney, 1992) . Thus, several approximations have been used (Bonney, 1992; Fernando et al., 1994; Hasstedt, 1982 Hasstedt, , 1991 .
More recently, Markov Chain Monte Carlo (MCMC) methods have been proposed to overcome these limitations (e.g., Thomas and Cortessis, 1992; Janss et al., 1995) . This approach involves sampling the unobserved genotypes at the marker and trait loci. The scalar Gibbs sampler provides the easiest method to sample genotypes, where each genotype of an individual is sampled conditional on the genotypes of all the remaining pedigree members. When using the scalar Gibbs sampler, however, adjacent samples tend to be highly correlated (poor mixing) due to dependence between genotypes of parents and progeny (Janss et al., 1995) . Further, the scalar-Gibbs chains may not be irreducible when sampling genotypes at marker loci with more than two alleles (Thomas and Cortessis, 1992; Sheehan and Thomas, 1993) . A chain is said to be irreducible if the probability is nonzero for moving between any two points in the state space in a finite number of steps. Blocking Gibbs was proposed to overcome the mixing problem of the scalar Gibbs sampler (Janss et al., 1995; Jensen et al., 1995) . Although, blocking Gibbs improves mixing, it does not guarantee that the resulting chain is irreducible. To overcome the irreducibility problem, it has been proposed to sample genotypes jointly from the entire pedigree (Heath, 1997; Fernández et al., 1999) . This approach was implemented by combining Elston-Stewart algorithm and iterative peeling ). This sampler is called the ESIP because it combines the Elston-Stewart algorithm with iterative peeling. It has been shown that ESIP results in an irreducible and aperiodic chain even when sampling genotypes at a marker locus with more than two alleles (Fernández, 2001) .
Peeling is an integral part of both the approximate and the MCMC approaches to segregation and linkage analyses. In computing the likelihood by peeling, it is first expressed as the joint probability of the genotypes and phenotypes. Then, this joint probability is summed over the unobserved genotypes. Suppose each individual can have one of k possible genotypes. Then the summation would be over a total of k n genotypes, where n is the number of individuals with unobserved genotypes. The Elston-Stewart algorithm provides an efficient method for performing these summations, where the summations for each individual are undertaken sequentially. Once the summations are completed for an individual, the likelihood becomes free of the genotypes of this individual. This process of eliminating individuals from the likelihood is called peeling. The efficiency of this algorithm depends on the order in which the genotypes are peeled. Thus, an important aspect of the algorithms that involve peeling is to determine the order in which individuals are peeled. A similar problem has been addressed in solving systems of symmetric sparse linear equations. When Cholesky decomposition is, for example, used to transform the equations to a lower triangular system, some coefficients that were initially zero become nonzero. The number of nonzero elements that are generated depends on how the equations are ordered. Much research has been undertaken to address this problem, and sophisticated algorithms have been developed for ordering the equations to minimize the number of nonzero elements generated in transforming equations to lower triangular form. The objectives of this paper are to: 1) show the relationship between peeling genotypes at a trait locus and Cholesky decomposition; and 2) show how any algorithm that can determine the optimal order of equations in a symmetric-sparse system can also be used to determine the peeling order. A detailed example is used to illustrate the concepts underlying the proposed approach.
ELSON-STEWART ALGORITHM
Here, we briefly describe peeling and show that the efficiency of computing the likelihood depends on the order of peeling.
For the pedigree given in Figure 1 the likelihood can be written as
where
is the conditional density of phenotype y i given genotype g i , P(g i ) is the marginal probability that an individual has genotype g i ,
, g m and g f are the genotypes for the mother and father of individual i, and
is the probability that an individual has genotype g i given parental genotypes g m and g f . Suppose each g i can take on one of three values (AA, Aa, and aa). Then L as given by [1] is the sum of 3 9 terms, and the number of computations is exponential in the number of individuals in the expression. Thus, computing the likelihood as given by [1] is feasible only for small pedigrees. The Elston-Stewart algorithm (Elston and Stewart, 1971) , however, provides an efficient method to compute [1] for pedigrees without loops, and generalizations of this algorithm (Lange and Elston, 1975; Cannings et al., 1978; Lange and Boehnke, 1983) 
Note that [2] is identical in value to [1] but is computationally more efficient. For example, consider the summation over g 9 . In [1] this summation is done over all combinations of values of g 1 , g 2 , g 3 , g 4 , g 5 , g 6 , g 7 , and g 8 . However, the only function involving g 9 , is h(g 7 , g 8 , g 9 ), which depends only on the genotypes of two other individuals: g 7 and g 8 . In [2], the summation over g 9 is done only for all combinations of values of g 7 and g 8 . The results from these summations are stored in a two-dimensional table called a cutset:
and the likelihood becomes
Now the likelihood is free of g 9 . After summing out g 9 , we sum out g 8 and so on. In general, the results from summing over the genotypes of an individual are stored in a multidimensional cutset. Computing L sequentially as described above is referred to as peeling. Now, consider peeling 4 instead of 9 as the first step. The functions involving 4 are h 4 (g 1 , g 2 , g 4 ) and h 7 (g 3 , g 4 , g 7 ). When 4 is peeled, summing over g 4 is done for all combinations of g 1 , g 2 , g 3 and g 7 . This results in cutset
which has dimension four. The likelihood now becomes
Computing c 4 (g 1 , g 2 , g 3 , g 7 ) has higher storage and computational requirements than computing c 9 (g 7 , g 8 ). Thus, for the first step, peeling 9 is more efficient than peeling 4 because it involves less computation. Although maximizing the efficiency at each step generally leads to a relatively efficient peeling order, it is not guaranteed to produce the most efficient order of peeling. As shown below, determining an optimal peeling order is related to determining an optimum ordering of equations for Cholesky decomposition. Thus, algorithms used for ordering equations for Cholesky decomposition can be used for determining an optimum peeling order. To show the relationship between peeling and the Cholesky decomposition, It is convenient to represent the likelihood for a pedigree of n individuals using a symmetric n × n matrix M. In this matrix, the ith row and column correspond to the ith pedigree member. For each member i, the diagonal element m ii is set to a nonzero value, and if the genotypes of i and j occur together in any function h k or cutset c l , then elements m ij and m ji are also set to a nonzero value. All remaining elements are set to zero. In the following development, individuals i and j are referred to as neighbors if m ij is nonzero. The matrix M for the pedigree in Figure 1 is given in Table 1 .
In general, peeling individual i involves summing over g i for the product of all h k and c l that contain g i . This summation is done for all combinations of the other genotypes in the product. Thus, cutset c i generated when individual i is peeled, will include the genotypes of all its neighbors. For example, consider peeling individual 1. From the likelihood expression [1], g 1 occurs together with g 2 and g 4 in h 4 and together with g 2 and g 5 in h 5 . Thus, the neighbors of 1 are 2, 4 and 5. In computing cutset c 1 , the summation over g 1 is done for all the combinations of g 2 , g 4 , and g 5 for the product of h 4 and h 5 . Thus, the cutset is a function of g 2 , g 4 , and g 5 , and its dimension is three. After peeling 1, the likelihood can be written as
Note that in the above expression, 2, 4, and 5 are neighbors of each other because their genotypes are in c 1 . However, 4 and 5 were not neighbors before 1 was peeled. In general, when individual i is peeled, all its neighbors also become neighbors of each other. In the matrix representation of the likelihood for a pedigree, when individual i is peeled then column and row i are eliminated from the matrix M. Further, for every j and k that were neighbors of i, if element m jk = 0 it gets a nonzero value. Now j and k are neighbors of each other. Hence, in the matrix representation of the likelihood expression [5] , m 45 and m 54 are nonzero. The matrix M after peeling individual 1 is given in Table 2 . Consider peeling individual 4 instead of 1 in the first step. From Table 1 , the neighbors of 4 are 1, 2, 3, and 7. Thus, the four-dimensional cutset c 4 (g 1 , g 2 , g 3 , g 7 ) includes the genotypes of 1, 2, 3, and 7, and they become neighbors of each other. Note that in Table 1 , elements m 12 , m 37 and their symmetric counterparts were already nonzero, and after peeling 4, elements m 13 , m 23 , m 17 and m 27 and their symmetric counterparts also become nonzero. The likelihood after peeling 4 is given by expression [4] . The matrix M after peeling 4 is given in Table 3 .
The efficiency of peeling depends on the dimension of the cutsets that are generated during peeling because summations over genotypes of the peeled individual must be done for all combinations of genotypes of individuals included in the cutset. To maximize efficiency of peeling, a peeling order that minimizes the dimension of cutsets needs to be determined. The dimension of cutset c i that is generated in peeling i is equal to the number of neighbors of i.
We now show that peeling is related to Cholesky decomposition.
RELATIONSHIP BETWEEN PEELING AND CHOLESKY DECOMPOSITION
We first show how nonzero elements are generated in the Cholesky decomposition of a matrix. Cholesky decomposition of a matrix M can be done in n steps.
Step i involves the following calculations: Table 5 . The matrix M after peeling individual 3. Note that calculations in (a) and (b) do not generate nonzero values; therefore, we only need to consider how calculations in (c) generate nonzeros. In (c) for every j and k for which m ki m ji ≠ 0 if element m jk = 0, it gets a nonzero value. Note that this is identical to how nonzeros are generated in peeling i, where for every j and k that were neighbors of i (i.e., m ki m ji ≠ 0), if element m jk is zero it becomes nonzero; therefore j and k are neighbors.
In the Cholesky decomposition of a system of sparse linear equations, it is important to determine an optimal ordering of equations that minimizes the number of nonzeros that are generated. The number of nonzeros generated in step i depends on the number of neighbors of i. If an optimal ordering of equations is used, at step i the number of neighbors is minimized for i. Thus, the optimization problem here is identical to the optimization problem in peeling.
DETERMINING PEELING ORDER USING A SPARSE MATRIX ALGORITHM
The most important step to determine an optimal peeling order by using a sparse matrix algorithm is to generate a matrix M that represents the pedigree. This can be done by starting with a list of pedigree members and their parents. For the pedigree given in Figure 1 , such a list is presented in Table 4 . Table 7 . Matrices after peeling: (a) individual 9, and (b) individual 7. The nonzero elements that were generated as a result of peeling are indicated by u. The following steps are used to construct the n × n matrix M from the list of n pedigree members and their parents.
1. Set all elements of M to zero.
For each individual i:
(a) put any nonzero value in the diagonal element m ii .
(b) if parents j and k of i are pedigree members, then any nonzero value is put in positions ij, ji, ik, ki, jk, and kj. The matrix M for the list in Table 4 is given in Table  1 . Once the matrix is completed, an optimal peeling order can be obtained using any sparse matrix method that can determine an optimal ordering of equations for Cholesky decomposition. One such method is the "minimum degree" algorithm (George and Liu, 1981) . In this algorithm at step i of the Cholesky decomposition, the equation with the smallest number of neighbors is chosen as equation i + 1. The choice between equations with the same number of neighbors is at random. A program, Peelorder, that uses the minimum degree algorithm to determine an optimal peeling order is available from the authors. In this program, an individual with the smallest number of neighbors is chosen for peeling using the current M matrix. In addition to giving the peeling order, this program gives a list of the individuals whose genotypes are in each cutset that is created. The peeling order obtained using the minimum degree algorithm is identical to that obtained using the greedy algorithm (Lange and Boehnke, 1983 ).
Example
For the pedigree shown in Figure 1 , the matrix representation is given in Table 1 . In this matrix, individuals 3, 6, and 9 have only two neighbors; all other individuals have more than two neighbors. Thus, 3 is arbitrarily chosen to be peeled out first. Its neighbors are 4 and 7, and therefore the cutset c 3 (g 4 , g 7 ) generated after peeling 3 has dimension two. Individuals 4 and 7 are already neighbors of each other, and no nonzero values are generated when peeling 3. The matrix M after peeling 3 is given in Table 5 . In this matrix, individuals 6 and 9 have two neighbors. Thus, 6 is arbitrarily chosen to be peeled out next. Its neighbors are 5 and 8, and the cutset generated is denoted c 6 (g 5 , g 8 ). Individuals 5 and 8 are already neighbors of each other, and thus no nonzero values are generated in peeling 6. The matrix M after peeling 6 is given in Table 6 .
In this matrix, individual 9 has the least number of neighbors, and is peeled next. Its neighbors are 7 and 8. Thus, the cutset generated is c 9 (g 7 , g 8 ). Individuals 7 and 8 are already neighbors of each other, and no nonzero values are generated in peeling 9. The matrix M after peeling 9 is given in Table 7 (a).
In this matrix, individuals 7 and 8 have two neighbors. Thus, 7 is arbitrarily chosen to be peeled next. Its neighbors are 4 and 8. The cutset generated is c 7 (g 4 , g 8 ). Individuals 4 and 8 are not neighbors of each other, thus nonzero values are generated in the positions m 48 and m 84 . The matrix M after peeling 7 is given in Table 7 (b).
In the matrix shown in Table 7 In this matrix, individuals 1, 2, 4, and 5 have three neighbors. Thus, 2 is arbitrarily chosen to be peeled next. Its neighbors are 1, 4, and 5. The cutset generated is c 2 (g 1 , g 4 , g 5 ). Individuals 1, 4, and 5 are already neighbors of each other, and no nonzero values are generated in peeling 2. The matrix M after peeling 2 is given in Table 8(b).
In this matrix, individuals 1, 4, and 5 have two neighbors. Thus, 4 is arbitrarily chosen to be peeled next. Its neighbors are 1 and 5. The cutset generated is c 4 (g 1 , g 5 ). Individuals 1 and 5 are already neighbors of each other, and thus no nonzero values are generated. The matrix M after peeling 4 is given in Table 9 (a).
In this matrix, individuals 1 and 5 have one neighbor. Thus, 5 is arbitrarily chosen to be peeled next. Its only neighbor is 1. Thus, the cutset generated is c 5 (g 1 ). The matrix M after peeling 5 is given in Table 9 The list of the cutsets generated in the previously discussed peeling process is given in Table 10 . The largest cutset is c 2 (g 1 , g 4 , g 5 ), and it has dimension three.
Suppose that the non-optimal peeling order 4, 5, 7, 8, 9, 6, 3, 2, 1 is used. Then, the largest cutset has dimension five. The list of cutsets generated using this order is given in Table 11 .
SUMMARY AND CONCLUSIONS
The order of peeling is critical when the Elston-Stewart algorithm is used to evaluate the likelihood function. We have shown that the problem of determining an optimal peeling order for a trait locus is related to a problem in solving systems of symmetric sparse linear equations. Thus, algorithms developed to solve those systems can be used to determine the optimal order of peeling in the Elston-Stewart algorithm. However, it must be recognized that the matrices that correspond to pedigrees have a special structure because, for example, each individual can have only two parents. Thus, knowledge of this structure may be useful to improve the efficiency of algorithms designed for general matrices.
For marker loci only some individuals have unobserved genotypes. Thus, in computing the likelihood, the summation is undertaken only for individuals with unobserved genotypes. Further, individuals with observed genotypes may constrain the possible genotypes for individuals with unobserved genotypes. This idea is used in genotype elimination algorithms to reduce the number of possible genotypes that an individual can have. Thus, after genotype elimination, cutsets of the same dimension can have different numbers of elements (genotype Table 10 . An optimal peeling order and the cutsets generated during peeling.
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