In Brief
Drosophila presents an evolutionary conundrum: there is ubiquitous genomic adaptation, yet it has been impossible to identify system-wide signals of adaptation for gene expression. Nourmohammad et al. develop a method to infer stabilizing and directional selection from expression data. They show that adaptation dominates the evolution of gene expression in Drosophila.
INTRODUCTION
Several studies have found evidence for widespread adaptive evolution of the Drosophila genome (Andolfatto, 2005; Mustonen and Lä ssig, 2007; Sella et al., 2009 ). This includes adaptive changes in the non-coding sequence, consistent with classical ideas on the importance of regulatory evolution for phenotypic adaptation (King and Wilson, 1975) . Gene expression levels are important molecular phenotypes that quantify the effects of regulation on organismic traits and fitness. Insights on how genome evolution affects gene expression have come from studies of quantitative trait loci (QTLs); see Fraser (2011) ; Romero et al. (2012) , and Pai et al. (2015) for reviews. These studies compare lineage-or species-specific difference in the expression QTLs, in line with Orr's sign test for selection on quantitative traits (Orr, 1998) . Due to the limited number of QTLs, the sign test is only applicable to gene groups that have been pre-determined based on criteria other than selection on expression levels. In yeast, at least 10% of the genes have been inferred to undergo adaptive evolution of expression (Fraser et al., 2010) . By extending the sign test to include information on outgroup species, it has been possible to identify lineage-specific positive selection on cis-regulatory expression QTLs in functional gene classes of mice and plants (Riedel et al., 2015) . A similar approach has been used to correlate population-specific environmental variables with expression SNPs; this has shown that local adaptation of the human population is driven by gene expression in a number of gene classes (Fraser, 2013) . In flies, expression-QTL analysis has been used to estimate cis and trans effects on expression (Genissel et al., 2008; Wittkopp et al., 2008) and to compare the evolution of expression and that of the underlying regulatory sequence (Coolon et al., 2014) ; related studies have been performed in yeast (Bullard et al., 2010; Artieri and Fraser, 2014) . These QTL studies have brought specific insights into modes of gene expression evolution in specific functional classes. However, given the complexity of the regulatory genotype-to-phenotype map and the limited sensitivity of QTL studies, our understanding of how genome-wide adaptive changes relate to mRNA and protein levels has remained incomplete (Hoekstra and Coyne, 2007; Fraser, 2011; Pai et al., 2015) .
An alternative approach is to analyze the evolution of gene expression by methods of quantitative genetics, without explicit reference to genetic evolution of the QTL (Rifkin et al., 2003; Khaitovich et al., 2004 Khaitovich et al., , 2005 Lemos et al., 2005; Rifkin et al., 2005; Gilad et al., 2006; Whitehead and Crawford, 2006; Zhang et al., 2007; Bedford and Hartl, 2009; Fraser et al., 2011; Romero et al., 2012; Pai et al., 2015) . These studies compare the expression divergence across species, the variation within species, and the expected behavior for neutral evolution (Lynch and Hill, 1986) . A broad picture of evolutionary constraint on gene expression levels caused by stabilizing selection has emerged in a number of species, including Drosophila (Rifkin et al., 2003; Lemos et al., 2005; Rifkin et al., 2005; Gilad et al., 2006; Bedford and Hartl, 2009; Romero et al., 2012) . Mutation accumulation experiments in Drosophila show that the neutral expression divergence generated by random mutations in the lab significantly exceeds the natural expression variation, indicating strong negative selection on most random mutations affecting gene expression (Rifkin et al., 2005) . A comparative study between human and chimpanzee has produced signatures of predominantly neutral evolution of gene expression (Khaitovich et al., 2004 (Khaitovich et al., , 2005 . Other studies in primates have identified stabilizing selection, as well as lineage-and tissue-specific directional expression changes (Gilad et al., 2006; Blekhman et al., 2008; Brawand et al., 2011; Romero et al., 2012) . However, it has remained difficult to demonstrate that positive selection, as opposed to relaxed stabilizing selection, is the evolutionary cause of expression divergence (Fraser, 2011) . Thus, estimating the genome-wide contribution of adaptation to the evolution of gene expression is an outstanding problem.
In this paper, we show that adaptation is the prevalent evolutionary mode of gene expression in the Drosophila genus. We infer directional selection driving adaptation, together with conservation under stabilizing selection, and we show that these forces act on different scales of evolutionary time. Our inference is based on theoretical results on the evolution of molecular quantitative traits (Held et al., 2014; Nourmohammad et al., 2013a Nourmohammad et al., , 2013b , using solely the dependence of gene expression divergence on the divergence time of 7 Drosophila species. Moreover, the method only relies on the phenotypic observables and does not depend on number and effects of the underlying QTL; these molecular determinants of gene expression are often unknown and vary considerably among genes.
RESULTS

Pattern of Gene Expression Divergence
We use gene expression data from samples of males and females (Zhang et al., 2007) , which cover 6,332 orthologous genes in seven Drosophila species. A phylogenetic tree of these species is shown in Figure 1 . The dataset of Zhang et al. (2007) is obtained from species-specific microarrays, which makes it suited to cross-species analysis. Gene expression levels are defined by a standard transformation of mRNA counts, which accounts for differences in assay sensitivity among experimental probes (Quackenbush, 2002) . The transformation method and its implications for evolutionary analysis are detailed in Experimental Procedures and Supplemental Experimental Procedures ( Figure S1 ). We use these data to estimate the mean expression level of a gene within each species, its total heritable expression variance D (referred to as expression diversity), and its non-heritable expression variance between biological replicates. For each pair of species, we obtain the cross-species expression divergence D of a gene as the squared difference between the species mean levels. Cross-species differences in expression for a single gene are noisy and reflect the physiology of that gene, but averages over all or large classes of genes show a clear evolutionary pattern that can be compared with model expectations. In particular, the time-dependent expression divergence hD ij i, where i, j labels a given pair of species and angular brackets denote averages over genes, plays a central role in our analysis, as explained in Box 1. We define the rescaled divergence as
where the trait scale D 0 is defined such that U ij z1 for neutral evolution in the limit of long divergence times (details of this definition are given in Experimental Procedures and Box 1). The evolution of these divergence measures depends only weakly on the effect distribution of expression QTL and on the amount of recombination between these loci, which is key to quantitative genetics approaches (Lynch and Hill, 1986; Leinonen et al., 2013; Nourmohammad et al., 2013a Nourmohammad et al., , 2013b Held et al., 2014) .
To obtain a genome-wide evolutionary picture of gene expression in Drosophila, we evaluate the aggregate timedependent divergence for all genes and species in our dataset (Supplemental Experimental Procedures). Grouping the species into 6 clades, we obtain a consistent pattern of divergence UðtÞ as a function of divergence time t (Figure 2 ). We can attribute this pattern to biological divergence of expression levels, because the species-specific design of microarrays suppresses technical errors that depend on evolutionary distance (Zhang et al., 2007) . To test this prerequisite for evolutionary analysis, we compare the mean expression levels for specific 
FITNESS MODEL
The schematic shows the evolution of a quantitative trait in a single-peak fitness seascape (green curves). The distribution of trait values within a species (gray curves) changes over a macro-evolutionary period t, which can be observed as cross-species divergence of the mean trait values DðtÞ (gray arrow). The fitness seascape constrains trait values around a fitness peak by stabilizing selection, and evolutionary displacements of this peak generate directional selection (green arrow). The minimal fitness model has two parameters: the stabilizing strength c is proportional to the inverse square width of the fitness peak, and the driving rate y measures the mean square displacement of the fitness peak per unit of evolutionary time (see Experimental Procedures and Supplemental Information). Lower plane: in a typical realization, the population mean trait (black line) follows the moving fitness optimum (green line) with delay and additional fluctuations.
TIME-DEPENDENT DIVERGENCE
The rescaled mean square displacement UðtÞ is plotted against the rescaled divergence time t. Neutral evolution (gray): UðtÞ reaches a saturation value of U 0 = 1 with a relaxation time of t 0 $ 1 (in units of the inverse mutation rate). Conservation (blue): in a single-peak fitness landscape, UðtÞ has a smaller saturation value, U stab $ 1=c, which is reached faster than at neutrality, t stab $ U stab < 1. Adaptation (green): in a fluctuating fitness seascape, there is a linear surplus U ad ðtÞ, which measures the amount of trait adaptation. We use the nonlinear relation between the trait divergence UðtÞ and the divergence time t to infer the fitness parameters ðc; yÞ.
LINEAGE-AND GENE-SPECIFIC INFERENCE
Based on a joint probabilistic description of trait evolution and fitness fluctuations, we can infer the likelihood of the fitness parameters, stabilizing strength c and driving rate y, for individual genes. The inference involves summing over all evolutionary histories of mean and optimal trait values across the phylogeny (black and green lines) that lead to the observed values E 1 ; E 2 ; ., at the terminal nodes (shown here for three species). Over macro-evolutionary distances, this sum is dominated by the most parsimonious lineage-specific evolutionary history and can be evaluated analytically (see Experimental Procedures and Supplemental Information). The evolutionary histories on different branches mutually constrain each other because they are connected at the branch points (yellow diamonds). gene classes across species. We find no distance-dependent differences, which provides strong evidence that our data are free of technical divergence caused by a species bias in probe sensitivity ( Figure S1 ).
The rescaled expression divergence data in Figure 2 show macro-evolution of expression levels. The average expression divergence has two distinct molecular clocks: a rapid increase on timescales t below the D. melanogaster (D. mel)-D. simulans (D. sim) divergence time is followed by a slower increase on larger timescales. This pattern is clearly incompatible with neutral evolution, where the rescaled divergence would follow a uniform linear pattern on short timescales and saturate to 1 on timescales given by the inverse point mutation rate (gray line in Figure 2 , to be compared with the aggregate divergence plot in Box 1). (Rifkin et al., 2003; Lemos et al., 2005; Bedford and Hartl, 2009 ) and with a standard Q ST /F ST analysis (Leinonen et al., 2013) . However, the expression divergence increases with the divergence time throughout the Drosophila genus (green shaded area) and does not show evidence of saturation for larger values of divergence time t: This observation is in accordance with a similar pattern of the expression divergence observed previously (Zhang et al., 2007) and is backed up by our probabilistic analysis reported later. In the following, we show that the increase of expression divergence beyond t melÀsim reflects adaptive evolution of gene expression over macro-evolutionary timescales, and we provide a parsimonious explanation for the separation of molecular clocks.
Fitness Model for Gene Expression
The inference of adaptation is based on a minimal dynamical model of selection: gene expression levels E evolve in a single-peak fitness seascape fðE; tÞ = f Ã À const:3ðE À E Ã ðtÞÞ 2 (Nourmohammad et al., 2013a; Held et al., 2014) . This model is illustrated in Box 1 and formally defined in Experimental Procedures. The fitness peak E Ã ðtÞ for a given gene performs a random walk over macro-evolutionary periods, which maps continual changes of the optimal expression of that gene. Despite its simplicity, the seascape model combines two salient features of selection on gene expression: stabilizing selection generates evolutionary constraint, and directional selection drives long-term adaptive changes. These selection components are measured by two parameters: the stabilizing strength c, which is proportional to the inverse square width of the fitness peak, and the driving rate y, which measures the mean square displacement of the peak position E Ã ðtÞ per unit of evolutionary time. The fitness peak value f Ã is arbitrary, because only fitness differences between individuals matter for the evolution of a species.
The fitness seascape model captures distinct selective causes of adaptive evolution. Long-term environmental shifts can lead to changes in the optimal expression levels that accumulate over macro-evolutionary periods. The co-evolution of genes in networks acts in a similar way: changes in the expression of one gene generate time-dependent selection on the expression of functionally correlated genes. This time dependence broadly describes cross-gene epistasis in regulatory and metabolic pathways. The seascape model is not concerned with individual environmental shifts or epistatic changes; it describes the evolutionary system biology of cumulative effects over macro-evolutionary periods and over groups of genes. These effects can 
. Adaptive Evolution of Gene Expression
The time-dependent divergence (rescaled) UðtÞ from all genes is plotted against the divergence time t for six partial species clades (small squares) and for the entire Drosophila genus (large square). Species clades and divergence times (scaled by the rate of synonymous mutation) are defined by the phylogeny of the Drosophila genus (Figure 1 ). Trait divergence values are scaled by the asymptotic long-term limit under neutral evolution (see text and Experimental Procedures). These data are shown with theoretical curves UðtÞ under directional selection (green line), under stabilizing selection (blue line), and for neutral evolution (gray line). Inferred model parameters are stabilizing strength c Ã = 18:4 and driving rate y Ã = 0:08 (Box 1) (see Experimental Procedures and Supplemental Experimental Procedures). We infer a timedependent adaptive component of the expression divergence U ad ðtÞ (green shaded area); the complementary component U eq ðtÞ (blue shaded area) is generated by genetic drift under stabilizing selection. Adaptation accounts for a fraction u ad = U ad =U = 64% of the expression divergence across the Drosophila genus ðt Dros: = 1:4Þ. See Figure S3 for a comparison of the data to models of time-independent stabilizing selection (Bedford and Hartl, 2009 ); see also Figures S1, S2, and S4-S7.
be inferred from our kind of dataset and give rise to a random walk model for fitness peak positions E Ã ðtÞ. Later, we extend this model to include larger, punctuated shifts of fitness peaks.
Inference of Adaptive Evolution
Time-dependent selection generates complex evolutionary dynamics of expression levels for a given gene. The top diagram of Box 1 shows a typical pattern: the population mean level follows the fitness peak displacements with some delay; additional deviations of mean and optimal trait value are generated by genetic drift. The fitness seascape model provides a simple conceptual and computational basis to infer these dynamics. The simplest inference scheme is based on aggregate time-dependent expression divergence data; a probabilistic extension to individual genes is discussed later. Box 1 shows the analytical form of the rescaled trait divergence UðtÞ in a fitness seascape with positive stabilizing strength and driving rate (c > 0; y > 0; green solid line); the corresponding form U eq ðtÞ in a fitness landscape of the same stabilizing strength and zero driving rate (c > 0; y = 0; blue solid line) reaches the saturation value U stab (Nourmohammad et al., 2013a; Held et al., 2014) . The saturation time is inversely proportional to the stabilizing strength t stab $ U stab $ 1=c and is shorter than expected from neutral evolution t $ 1 (gray solid line). The resulting decomposition UðtÞ = U eq ðtÞ + U ad ðtÞ (Equation 2) determines the adaptive fraction u ad ðtÞ = U ad ðtÞ=UðtÞ = hD ad ðtÞi=hDðtÞi of the trait divergence, which is driven by directional selection; the complementary fraction 1 À u ad ðtÞ is generated by genetic drift under stabilizing selection. In the linear regime UðtÞzU stab + U ad ðtÞ, which covers all species clades in this dataset, the fitted amplitudes provide simple estimates of the selection parameters (Held et al., 2014) :
Here we determine these parameters, together with the trait scale D 0 , by a maximally conservative inference procedure, which produces the smallest value of stabilizing strength c compatible with the data (Experimental Procedures).
How much adaptation is in the evolutionary process? This can be measured by the fitness flux F, which is the cumulative fitness gain through adaptive changes over an evolutionary period Lä ssig, 2007, 2010; Held et al., 2014) . For a gene with evolving mean expression level GðtÞ, the fitness flux at a given time t is defined as the rate dGðtÞ=dt of expression change multiplied by the fitness gradient vFðG; tÞ=vG, where FðG; tÞ is the mean fitness of the population at time t (Supplemental Experimental Procedures). Positive fitness flux under time-dependent selection does not imply a net gain in fitness, because fitness gains through adaptation can be offset by losses through displacements of the fitness peak. We can compare these dynamics to walking on an escalator that moves in the opposite direction. The quantity F corresponds to the walker's total number of uphill steps on the escalator but is unrelated to an absolute height gain. In the seascape model, the fitness flux is proportional to the driving rate y and to the stabilizing strength c, because a population under stronger selection follows the fitness peak more closely and accumulates more adaptation. Hence, the cumulative fitness flux F over an evolutionary period t has the expectation value h2NFðtÞi = 2 cy t (scaled by the effective population size N) (Held et al., 2014) . Equation 3 establishes a simple relation between fitness flux and the adaptive part of the expression divergence:
Thus, the time-dependent pattern of expression divergence discriminates directional selection in a genuine fitness seascape from purely stabilizing selection in a static fitness landscape. The joint inference of these selection components provides a more powerful signal of adaptation than Q ST /F ST analysis (Leinonen et al., 2013) , which would infer only stabilizing selection from these data. In Supplemental Experimental Procedures, we discuss in detail the relationship between the test for selection based on trait divergence and other trait-based selection tests: the Q ST /F ST test (Leinonen et al., 2013) , Ornstein-Uhlenbeck models (Hansen, 1997; Bedford and Hartl, 2009) , and the McDonald-Kreitman test (McDonald and Kreitman, 1991) .
Fitness Seascape of Drosophila Gene Expression
We first use the aggregate time-dependent divergence data to infer a gene-averaged fitness seascape of expression levels in Drosophila (Figure 2 Our inference also shows that stabilizing selection alone cannot explain the Drosophila expression data. In a static fitness landscape with substantial stabilizing strength, genetic drift generates a rapidly saturating pattern of DðtÞ that is not observed in the data ( Figure S3) . A previous study of this dataset suggests a pattern with slow saturation on timescales on the order of the Drosophila genus divergence time (Bedford and Hartl, 2009) ; such a pattern would imply weak stabilizing selection ðc < 1Þ and near-neutral evolution of gene expression levels (see Supplemental Experimental Procedures for a detailed discussion). Compared to the seascape model, the weak-selection landscape model provides a suboptimal fit to the observed DðtÞ data ( Figure S3 ). This ranking of models is confirmed and quantified by the probabilistic analysis. This analysis shows again the dominant role of adaptation in gene expression: for 54% of all genes, we infer a significant maximum-likelihood fitness flux F across the Drosophila genus; we classify these genes as adaptively regulated (Table S1) . Figure 3A shows the distribution of maximum-likelihood values of the fitness flux for individual genes, which determines the inferred clade-specific fraction of adaptive expression divergence (Table 1) . This fraction u ad ðtÞ increases with clade divergence time, in accordance with the aggregate data of Figure 2 . Between D. mel and D. sim, which diverged about 2-3 mya, 92% of the expression divergence can be attributed to genetic drift under stabilizing selection. Across the entire Drosophila genus, which had its last common ancestor about 40 mya ago, we infer 64% of the expression divergence to be adaptive.
The Bayesian scheme also allows us to quantify the overall statistical significance of our selection inference. In Figure 3B , we plot the cumulative log-likelihood score for all genes as a function of stabilizing strength c and cumulative fitness flux F. As shown by a log-likelihood test, the global maximum-likelihood seascape model is strongly favored over the maximum-likelihood landscape model ðP < 10 À3600 Þ and over neutral evolution ðP < 10 À5400 Þ (see Equation 35 in Supplemental Experimental Procedures). This analysis rejects neutral evolution and evolution under static stabilizing selection in a robust way: it does not require model assumptions on the adaptive dynamics, and the ranking of models is stable under alternate evaluation of species divergence times ( Figure S2 ). We conclude that the long-term increase of expression divergence beyond the D. mel-D. sim divergence time, as observed in Figure 2 , is a statistically significant signal of adaptive evolution.
Drift and Adaptation Follow Distinct Molecular Clocks
The fitness seascape model interprets the two molecular clocks observed in gene expression divergence in terms of distinct evolutionary forces: the rapid short-term increase is caused by genetic drift, whereas the slower long-term increase is caused by adaptation. Because genetic drift and adaptation differ in tempo, the relative contribution of adaptation to expression divergence depends on evolutionary time: the adaptive part is small for the youngest species clades, but adaptation becomes dominant across the entire Drosophila genus (green shaded area in Figure 2 ). This nonlinearity is a specific evolutionary feature of quantitative traits with a complex molecular basis, which can have individual loci under weak selection (Sunyaev and Roth, 2013) . Substitutions at these loci generate predominantly diffusive divergence of expression on short timescales ðt < t stab Þ; this pattern is modified by stabilizing and directional selection on longer timescales.
The existence of two molecular clocks has an immediate consequence: the power of inference methods for trait adaptation increases with evolutionary time span. Quantitative genetics studies over short divergence times cannot distinguish neutral evolution from evolution under selection, because the divergence pattern is dominated by the diffusive molecular clock in both cases (Box 1). For example, the observation of drift-dominated behavior in primates (Khaitovich et al., 2004) is consistent with neutral evolution but cannot exclude stabilizing or directional selection. Thus, it is compatible with the signal of adaptive evolution based on expression QTLs in humans (Fraser, 2013) . In contrast, the data from the 7 Drosophila species spans both short and long divergence times and displays two molecular clocks. This divergence pattern is no longer consistent with neutral evolution and is indicative of macro-evolutionary adaptation of gene expression in Drosophila.
Testing Alternative Evolutionary Scenarios
The minimal seascape model explains the pattern of gene expression divergence across the Drosophila genus in a parsimonious way. But are there equally parsimonious alternative modes of selection or demography that are consistent with the data? To assess the specificity and robustness of the seascape-based inference, we characterize the statistics of gene expression levels in a number of alternative modes of evolution by analytical approximations and simulations, and we compare the results to the Drosophila data.
First, demographic effects may increase or decrease the effective population size in a specific lineage, which affects the stabilizing strength c for all genes. As shown in Figure S4 , lineage-specific changes in effective population size that persist over sufficiently long evolutionary periods can be traced in the aggregate time-dependent divergence UðtÞ. Such effects are not observed in our data, which suggests that long-term demographic effects do not play a dominant role in the evolution of Drosophila gene expression levels ( Figure S4 ). This result does not exclude short-term changes of population size, which occurred, for example, in the evolution of the D. mel lineage (Lachaise et al., 1988) . Such changes can be traced in sequence polymorphism spectra (Glinka et al., 2003; Haddrill et al., 2005; Stephan and Li, 2007; Thornton et al., 2007) , but they have only minor effects on gene expression levels ( Figure S4 ).
Next, we ask whether the Drosophila data can be explained by lineage-and gene-specific relaxation of stabilizing selection. We consider a specific non-adaptive mode of expression changes: functional genes evolve under stabilizing selection in a static fitness landscape, but individual genes can (partially) lose function at a given point in their evolutionary history, which relaxes selection on their expression. We model loss of function as stochastic events occurring at a small rate, independently for each gene and on each lineage. This model produces a divergence function UðtÞ with a long-term nonlinearity that is not seen in the U data ( Figure S5 ). The most direct way to discriminate between relaxation of selection and adaptive evolution is to use a directional bias: most functional genes are upregulated by stabilizing selection (a similar bias has been exploited in expression QTL studies) (Fraser et al., 2010; Fraser, 2011 Fraser, , 2013 . Hence, in the loss-of-function mode, a comparison of expression levels for a given gene would show small cross-species differences at higher expression levels (i.e., between the lineages with a functional gene), together with large deviations at lower levels (i.e., in the lineages with lost gene function). Accordingly, the distribution of expression divergence values for a given species pair would show a broad tail generated by the loss events ( Figure S5 ). These features are not observed in our data, indicating that relaxed stabilizing selection alone cannot explain the evolution of Drosophila expression levels ( Figure S5 ). Loss of gene function does happen in our phylogeny, but affected genes will often lose expression altogether and hence will be suppressed in our dataset.
We also compare the Drosophila data with alternative models of adaptive evolution. For example, individual genes can undergo a (partial) neo-functionalization that requires a major change in their expression. We describe this mode of evolution by a punctuated fitness seascape, in which large shifts of the peak position are stochastic events occurring at a small rate (Held et al., 2014) . This process produces an aggregate divergence function UðtÞ that is compatible with the data, but a broad tail in the distribution of expression divergence values is not observed ( Figure S5 ). We conclude that gradual but continual changes in optimal levels, as described by our minimal model, are the dominant evolutionary force driving the adaptation of gene expression in Drosophila.
Functional Determinants of Selection
By applying our inference to specific classes of genes, we can get a more detailed view on adaptation of gene expression in Drosophila. First, we observe a strong correlation between codon usage and adaptation: genes with specific codons show strongly reduced adaptive expression divergence and lower average fitness flux than genes with broad codon usage ( Figure 4 ; Table 1 ). Specific codon usage is known to be prevalent in highly expressed genes (Ikemura, 1985) ; consistently, we find stronger conservation of expression and lower levels of fitness flux in this class (Table 1) . Different codons for the same amino acid differ in their efficiency of translation (Ikemura, 1985; Shields et al., 1988) , which implies that genes with broad codon usage have a higher potential for adaptive changes at the post-transcriptional level. Here we find stronger adaptation at the mRNA level in this gene class, which suggests a two-tier mode of evolution: adaptive mRNA changes lay the ground on which coherent adaptive tuning of protein levels can build.
At the same time, we find no significant correlation between fitness flux for expression changes and adaptation of the amino acid sequence, as measured by a McDonald-Kreitman test (Figure S6 ) (McDonald and Kreitman, 1991) . This decoupling makes sense, because expression changes of a gene are caused by cisand trans-regulatory sequence changes but do not require evolution of its coding sequence. At the broad level of analysis afforded by our dataset, we conclude that for a given gene, expression level and coding sequence evolve independently to a large degree. For a metabolite or a transcription factor, adaptive changes of its cellular concentration are often coupled with conservation of its function.
Our gene-specific inference can be used to detect functional gene classes associated with adaptive evolution of regulation. A full ranking of gene classes by enrichment in adaptively regulated genes with associated p values is reported in Table S1 . Gene functions associated with enhanced adaptation of expression include sensory perception, regulation, neural maturation, regulation of growth, aging, and morphology. Adaptively regulated functions also include response to UV radiation, which has been identified as an important climate-mediated trait in humans (Hancock et al., 2011; Fraser, 2013) . Adaptive evolution of genes related to growth, regulation, and morphology has been previously inferred by expression QTL and comparative studies of gene regulation in other species Fraser, 2011; Romero et al., 2012) . Here we identify these categories from a quantitative, system-wide scan for adaptively regulated genes. This points to the power of our phenotype-based inference scheme, which is not confounded by the combinatorial complexity of cis-regulatory sequence in higher eukaryotes.
Sex-Specific Evolution of Expression
We test the role of expression differentiation between male and female samples for adaptive evolution across the Drosophila genus. The sex specificity of a given gene (Zhang et al., 2007) , defined as the difference between its male and female expression level E mf = E m À E f , is a distinct trait whose evolutionary pattern can be analyzed by our method. We can distinguish two modes of evolution: conservation of sex specificity maintained by stabilizing selection and sex-specific adaptation of expression ( Figure 5A ). Most genes of our dataset have wellconserved and often small sex specificity; these genes evolve their expression levels coherently between males and females (Zhang et al., 2007) . The remaining 19% of the genes have a significant cumulative fitness flux F mf of their specificity trait; we classify them as undergoing sex-specific adaptation of expression in the Drosophila genus. These genes cover all four chromosomes of the Drosophila genome. Gene functions associated with sex-specific adaptation of expression include regulation of translation, reproduction, post-mating behavior, and (immune) response to biotic stimuli (Table S2) . To understand the distribution of these adaptive processes between sexes, we apply our inference to classes of genes with different species-averaged sex bias of expression (Assis et al., 2012) . For male-biased genes, the aggregate divergence U mf signals substantial sex-specific adaptation (Figure 5B) . Consistently, fitness flux F mf is strongly enhanced in genes that are predominantly expressed in males ( Figure 5C ). Fitness flux is lower in other classes, including genes expressed predominantly in females.
Altogether, we find a remarkable evolutionary asymmetry between sexes: male bias in expression is associated with adaptive evolution of expression (orange shaded areas in Figures 5B and  5C ), whereas female bias in expression is under weaker directional selection and primarily reflects conserved physiological differences between male and female organisms. This result complements a previously observed evolutionary asymmetry at the sequence level: genes with male-biased expression show increased amino acid divergence (Zhang et al., 2007) . As suggested by a McDonald-Kreitman test, this increase can be associated with adaptive evolution of gene function ( Figure S6 ).
DISCUSSION
We have shown that adaptive regulation accounts for most of the macro-evolutionary divergence in gene expression across the Drosophila genus. Genes differ considerably in the amount of adaptation, depending on their codon usage, sexual differentiation, and functional class. These results provide evidence for system-wide adaptation of gene regulation in Drosophila at the primary level of transcription, notwithstanding further evolutionary complexities at the level of translation (Romero et al., 2012; Artieri and Fraser, 2014) . It remains to be seen whether a similar prevalence of adaptation in the evolution of expression will be found in different species.
Our inference of adaptation exploits the complex dependence of the expression divergence on the evolutionary distance between species. It reflects two fundamental evolutionary features of quantitative traits. First, such traits generate a divergence pattern with two distinct molecular clocks: at a short evolutionary distance, the divergence is always near the expected value under neutrality; at a longer distance, it depends jointly on stabilizing and directional selection (Figure 2 ; Box 1). This feature reconciles seemingly contradictory results of previous studies: analysis of closely related species produces a signal of neutral evolution (Khaitovich et al., 2004 (Khaitovich et al., , 2005 , whereas evolutionary constraint becomes apparent for more distant species (Rifkin et al., 2003; Lemos et al., 2005; Rifkin et al., 2005; Gilad et al., 2006; Bedford and Hartl, 2009; Romero et al., 2012) . Second, the phenotypic evolution of gene expression decouples from details of its genetic basis. This explains why we find overall strong selection on gene expression levels even though selection on A B Figure 4 . Adaptation of Gene Expression Depends on Codon Usage Bias (A) The aggregate time-dependent divergence UðtÞ for genes with broad codon usage ðOÞ and for genes with specific codon usage ðPÞ is shown, together with theoretical curves under directional selection (dashed and dashed-dotted lines); the theoretical curve inferred for all genes is shown for comparison (solid line; cf. Figure 2) . Codon usage is measured by the effective number of codons (Supplemental Experimental Procedures) (Wright, 1990) ; inferred model parameters are listed in Table 1 .
(B) The distribution of the cumulative fitness flux 2NF is plotted against the effective number of codons n (circle, average; line, median; box, 50% around median; bars, 70% around median) (Supplemental Experimental Procedures) (Wright, 1990) . See also Figures S1, S2, S4, S5, and S7.
individual QTL is often weak (Sunyaev and Roth, 2013) . The probabilistic extension of our inference scheme, which is based on gene-specific expression divergence, identifies functional gene classes associated with adaptive evolution of regulation. The selection model underlying our analysis is a single-peak fitness seascape, which contains components of stabilizing and directional selection on a quantitative trait (Box 1). These components are well-established notions of quantitative genetics on micro-evolutionary timescales. Each of them can provide a snapshot of the predominant selection pressure in a population. However, the description of selection remains incomplete as a description of selection over macro-evolutionary periods. If selection on a trait is directional at a given evolutionary time, will that selection relax after the trait value has significantly adapted in the direction of selection? If selection is stabilizing, can we assume the optimal trait value will remain invariant in the context of a different species? To address these questions, we need a conceptual and quantitative synthesis of stabilizing and directional selection. The single-peak seascape model arguably provides the simplest such synthesis. It also provides a simple picture of continual adaptation over macro-evolutionary periods: a species follows a moving fitness peak, and this process generates positive fitness flux but no net increase in fitness.
Our method of selection inference can be applied to a spectrum of molecular quantitative traits with a complex genetic basis, provided that comparative data from multiple, sufficiently diverged species are available. Such traits include genomewide protein levels, protein-DNA binding interactions, and enzymatic activities. For most of these traits, we have only partial knowledge of the underlying genetic loci and their effects on trait and fitness. Our method complements QTL studies and opens a way to infer quantitative phenotype-fitness maps at the systems level. Figure 1 , where we also compare the divergence times t i j with divergence measures based on amino acid distances.
Expression Data and Primary Analysis
We use genome-wide expression data from 7 Drosophila species (D. Zhang et al. (2007) (GEO: GSE6640) . These data contain mRNA intensity measurements for a number of biological replicates from adult (5-7 days post-eclosion) males and females in each species. For quality assessment, a number of technical replicates were obtained for each biological replicate. Moreover, specific microarray platforms were designed for each of these species, which allows for a reliable comparison of expression levels across species ( Figure S1 ) (Zhang et al., 2007) . We restrict the analysis to the 6,332 genes that have unambiguous one-to-one orthologs across all lines and are tested by at least four probes in each microarray platform (see Supplemental Information for details). The expression levels E a i;s;k are labeled by gene a; species i; sex s, and biological replicates k: The levels are transformed to mean 0 and cross-gene variance 1 for each replicate (Z-transformation of microarrays) (Quackenbush, 2002) . In the Supplemental Experimental Procedures, we show that this transformation accurately captures evolutionary information and that our results are robust under quantitative details of the transformation ( Figure S1 ). Furthermore, the assays do not generate a spurious signal of expression divergence across species ( Figure S1) pairs of species i; j˛C that are connected via the root of the clade. Unlike pairwise divergence between species, clade-specific divergence data allow unbiased error analysis and model ranking, because they are only weakly correlated through the structure of the phylogeny (Figure 1 ).
Inference of Selection
The minimal fitness seascape for a given gene takes the form
where the optimal trait value E Ã ðtÞ performs an Ornstein-Uhlenbeck process with mean square displacement yE 2 0 per unit m À1 of evolutionary time (Box 1); E 2 0 is the average genetic variation of expression in the long-term limit of neutral evolution (Nourmohammad et al., 2013b) .
We use the time dependence of the clade-specific aggregate expression divergence ðt C ; hD C ðtÞiÞ to infer the fitness parameters of stabilizing strength c and driving rate y. We treat the trait scale D 0 as an additional fit parameter and assume that the saturation due to stabilizing selection occurs at the latest possible time (i.e., for the largest U stab ) consistent with the data, resulting in a best model with conservative estimates of stabilizing strength c. This assumption is necessary because the resolution of the data on short evolutionary timescales is bounded by the D. mel-D. sim divergence. Using this procedure, we infer a global fitness seascape with parameters ðc Ã = 18:4; y Ã = 0:08Þ and a resulting average fitness flux 2NF Ã = 3:8 per gene across the Drosophila genus ðt Dros: = 1:4Þ (Figure 2 ). The fitness flux is independent of the trait scale D 0 and hence of the preceding assumption. Moreover, we use the trait scale D 0 and the neutral sequence diversity p 0 determined from synonymous polymorphisms (Begun et al., 2007) to estimate the expected aggregate trait diversity within a given species hDi $ p 0 D 0 (Supplemental Experimental Procedures). This estimate of hDi determines the sampling error of the observed expression divergence D (Figure 2 shows error-corrected divergence data). Conversely, the trait scale D 0 can be inferred directly from data of hDi (Supplemental Experimental Procedures), but such data are not available for all species in the present set. Control fits of the same data to equilibrium models, including the well-known Ornstein-Uhlenbeck dynamics for the population mean trait (Hansen, 1997; Bedford and Hartl, 2009) , are shown in Figure S3 . To account for the expression noise due to the limited number of biological replicates in each species, we use a probabilistic extension of this test. We evaluate the Bayesian posterior probability distribution for the stabilizing strength and fitness flux in individual genes Qðc; F j E a Þ, given their sample mean data E a = ðE a 1 ; .; E a 7 Þ. This produces gene-specific expectation values c a and F a ( Figures 3A, 4B , and 5C).
This method uses gene-specific trait scales D 0 , which account for differences in mutational variance between genes. We use a conservative condition on fitness flux 2NF a > 4 to infer adaptively regulated genes (Table S1 ). The cumulative log-likelihood score Sðc; FÞ = P a log Qðc; F j E a Þ quantifies the statistical significance of our inference ( Figure 3B ).
Analysis of Alternative Evolutionary Scenarios
To test for lineage-specific demographic effects, we compare the aggregate rescaled divergence U = hDðtÞi=D 0 data to theoretical functions Uðt; t i Þ computed for an alternative model with a change in effective population size on the phylogenetic branch of species i ( Figure S4 ). We also examine two alternative selection scenarios: relaxed stabilizing selection by partial loss of function (c a switches to a reduced value with rate g) and punctuated fitness peak shifts (E Ãa jumps by an amount on the order of E 0 with a rate on the order of ym)
( Figure S5 ). The observed distributions of cross-species expression differences are consistent with the minimal seascape model but at variance with both alternative models ( Figure S5 ).
Analysis of Specific Gene Classes
To infer sex-specific evolution, we define specificity traits as differences between male and female expression levels E a mf;i = E a m;i À E a f;i for each gene (Zhang et al., 2007) . Genes with sex-specific adaptive evolution of expression are identified by a condition on the cumulative fitness flux for the specificity trait 2NF a mf > 4:5 (Table S2) . Genes with male-and female-biased expression are identified using the results of Assis et al. (2012) .
Simulation Tests
We simulate Fisher-Wright evolution to validate our probabilistic inference scheme and to establish its robustness under trait epistasis ( Figure S7 ).
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