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We study high-field electrical breakdown and heat dissipation from carbon nanotube (CNT) de-
vices on SiO2 substrates. The thermal “footprint” of a CNT caused by van der Waals interactions 
with the substrate is revealed through molecular dynamics (MD) simulations. Experiments and 
modeling find the CNT-substrate thermal coupling scales proportionally to CNT diameter and 
inversely with SiO2 surface roughness (~d/Δ). Comparison of diffuse mismatch modeling 
(DMM) and data reveals the upper limit of thermal coupling ~0.4 WK
-1
m
-1
 per unit length at 
room temperature, and ~0.7 WK
-1
m
-1
 at 600 
o
C for the largest diameter (3-4 nm) CNTs. We also 
find semiconducting CNTs can break down prematurely, and display more breakdown variability 
due to dynamic shifts in threshold voltage, which metallic CNTs are immune to; this poses a 
fundamental challenge for selective electrical breakdowns in CNT electronics. 
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I. Introduction 
 Carbon nanotubes (CNTs) have excellent intrinsic electrical and thermal properties, and thus 
are being considered potential candidates for nanoscale circuits,
1
 heat sinks
2
 or thermal compo-
sites.
3
 However, their physical properties depend on temperature, and thus are directly affected 
by power dissipation during electrical operation.
4-6
 Joule heating in CNTs goes beyond degrad-
ing electrical performance, posing reliability concerns as in other electronics. Electrical Joule 
breakdown has also been used to remove metallic CNTs in integrated circuits;
7-9
 however the 
technique is not precise, owing to the lack of fine control over CNT heat dissipation. It is pre-
sently understood that the thermal boundary conductance (TBC) at CNT interfaces with the envi-
ronment, substrate, or contacts plays the limiting role in thermal dissipation.
10-12
 In addition, the 
interaction of CNTs with the environment may also change their effective thermal 
conductivity.
13, 14
 However, little is currently known about the details of the thermal interaction 
between CNTs and common dielectrics, including the roles of dielectric surface roughness or of 
CNT diameter and chirality (e.g. metallic vs. semiconducting). 
 In this study, we examine electrical breakdown and thermal dissipation of CNT devices with 
the most common interface used in integrated circuit experiments, that of SiO2 as shown in 
Fig. 1(a). We employ electrical breakdown thermometry
11, 15
 to extract the TBC between CNTs 
and SiO2 for metallic (m-CNT) and semiconducting nanotubes (s-CNT) of diameters 1 < d < 4 
nm. We find the TBC per unit length scales proportionally with CNT diameter, confirming re-
cent simulation work.
16
 We also find that m-CNTs appear to have better and more consistent 
thermal coupling with SiO2 than s-CNTs, indicating a fundamental challenge for complete m-
CNT removal in circuits via electrical breakdowns. We compare our results to both a diffuse 
mismatch model (DMM) and to molecular dynamics (MD) simulations. The latter reveal the role 
played by the thermal “footprint” of a deformable CNT on such dielectric substrates. Finally, we 
uncover the significant role of variability in threshold voltage (for s-CNTs) and of SiO2 surface 
roughness (for both m- and s-CNTs) in heat dissipation and electrical breakdown. 
 
II. Experiments and Data Extraction 
 We fabricated and conducted experiments on carbon nanotube devices in the same back-
gated configuration as our previous work, using semi-circular electrodes for better CNT length 
3 
control
17-19
 (here, 2 ≤ L ≤ 5.6 μm) as shown in Figs. 1 and 2. The SiO2 is thermally grown dry 
oxide, approximately 90 nm thick. We focused on nanotubes that showed high-bias current near 
~25 µA
20
 and had diameters d < 4 nm as measured by atomic force microscopy (AFM), to ensure 
devices were single-walled. In addition, only electrical breakdowns with a single, clean drop to 
zero current were selected, which are typical of single-wall single-connection devices, as shown 
in Fig. 1(b); by contrast, multi-wall CNTs and CNT bundles exhibit higher currents and break 
down with multiple current steps.
21
 Joule heating was achieved by increasing the source-drain 
voltage (VSD > 0) while maintaining a negative gate bias (VGD ≈ -15 V). In semiconducting CNTs 
this leads to hole-only conduction,
17
 deliberately avoiding ambipolar behavior
22
 which would 
complicate the analysis. Metallic CNTs show no gate voltage dependence in room temperature, 
ambient conditions. Increasing VSD leads to increasing the power input, which causes the CNT 
temperature to rise through Joule heating and leads to physical breakdown. We note that in this 
work the drain is always grounded and the source is the positive terminal, referring to the source 
of carriers and current flow. 
 The breakdown voltage, VSD = VBD is the voltage at which the drain current (ID) irreversibly 
drops to zero, as shown in Fig. 1(b). Typical broken devices under AFM imaging are shown in 
Figs. 1(c) and 2(a). The power dissipated within the CNT at breakdown is PBD = ID(VBD–IDRC). 
The combined resistance of the source and drain contacts, RC, is estimated from the inverse slope 
of the low-bias ID-VSD plot,
11, 23
 RC ≈ (dID/dVSD)
-1
, which includes the quantum contact resistance 
(R0 = 6.5 kΩ). The experiments in this study were performed in air where nanotubes are known 
to break from self-heating and oxidation at a relatively well-known temperature,
24
 TBD ≈ 600°C. 
By comparison, device breakdowns performed in ~10
-5
 Torr vacuum showed CNTs of similar 
lengths and diameters breaking at approximately three times higher power and thus at tempera-
tures near ~1800 
o
C, as in Fig. 1(b). This suggests that CNT device breakdowns in vacuum occur 
by a mechanism other than oxidation, e.g. at nanotube defects
25
 or by failure of the underlying 
SiO2 (which begins to melt at ~1700 
o
C, consistent with the higher CNT power at breakdown). 
The latter is supported by the observation of damage or reflow of the SiO2 substrate in some 
samples, as seen in Fig. 1(c), which is never seen for breakdowns in air.  
 We now return to discuss the temperature profile of CNTs during Joule heating, and restrict 
ourselves to in-air breakdowns for the rest of the manuscript. Figure 2(a) displays the breakdown 
location (LBD) along a CNT, as extracted from scanning electron microscope (SEM) imaging. 
4 
Figure 2(b) shows a histogram of the normalized breakdown locations for ~40 CNTs in this 
study, distinguishing between m-CNT and s-CNTs. The majority of m-CNTs break at their hot-
test point near the middle while most s-CNTs break closer to the grounded drain, where the field 
is higher and the carrier density is lower. Both of these observations are indicative of diffusive 
heat
11
 and charge
26
 transport, and of relatively negligible contact resistance. At high field the 
electron or hole scattering mean free path (MFP) with optical phonons (OP) approaches the min-
imum value λOP,ems ~15D where d is the diameter in nm.
17, 23
 This MFP is significantly shorter 
than the CNT lengths used in this work (several microns).  
 To understand the temperature profiles of m-CNTs and s-CNTs, and to extract the interfa-
cial thermal conductance per unit length (g) between CNT and SiO2 from the breakdown data, 
we solve the heat diffusion equation along the CNT.
11
 The heat generation per unit length can be 
captured both as uniform (for m-CNTs) and asymmetric (for s-CNTs), by expressing it as: 
 20 1( )
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 (1) 
where –L/2 ≤ x ≤ L/2, L is the length of the CNT, C1 and C2 are unitless parameters and p0 is a 
constant term. We note that to a good approximation the heat generation in CNTs is independent 
of temperature, as the optical phonon emission length (the strongest inelastic scattering mechan-
ism responsible for Joule heating) has very weak temperature dependence.
11, 17
 
 For m-CNTs the heat generation is uniform due to constant electric field and charge density 
(barring significant and asymmetric contact resistance
27, 28
) we simply set C1 = 1 and C2 = 0. This 
implies p0 = PBD/L at breakdown in m-CNTs. For s-CNTs, a linear heat generation profile cap-
tures the asymmetry caused by non-uniform electric field and charge density.
29
 The general ex-
pression for the temperature along the CNT at breakdown is: 
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where LH = (kA/g)
1/2
 is the thermal healing length (of the order ~0.2 μm),11, 30 k is the thermal 
conductivity of the CNT,
26
 gtot is the thermal conductance per unit length from CNT to ambient 
5 
(see Section III below), and A = πad is the cross-sectional area assuming a CNT wall thickness 
a = 0.34 nm. 
 The typical “inverted U” shape of the temperature profile under uniform heat generation in 
m-CNTs is shown in Fig. 2(c) with C2 = 0. This has previously been observed experimentally in 
nanotubes under high bias operation, both by scanning thermal microscopy (SThM)
31
 and by 
coating the CNTs with a phase-change material which changes volume as it heats up.
30
 
 On the other hand, s-CNTs have non-uniform electric field and charge density along their 
length, leading to off-center heat dissipation.
29
 This is captured by changing the value of the pa-
rameter C2 > 0 above, as shown in Fig. 2(c). We take this simple approach because uncertainties 
in threshold voltage, contact resistance, and contributions made by infrequent defects make it 
difficult to provide a more exact solution of the temperature profile in every s-CNT measured. 
(by contrast, m-CNTs are immune to threshold voltage variations). More specifically, in our 
analysis below we choose C1 = 1 and C2 = 0.65 for s-CNTs, such that the hot spot location cor-
responds to LBD/L ~ 0.7 as noted in the breakdown histogram, Fig. 2(b). 
 
III. Diffuse Mismatch Model 
 To understand the dependence of thermal coupling g on CNT diameter and substrate proper-
ties we use a diffuse mismatch model (DMM)
32
 in a similar manner previously applied to multi-
wall carbon nanotubes
33
 and graphene.
34
 The DMM is used to establish an upper bound for heat 
transport across an interface, as limited by the phonon density of states (PDOS). This approach 
also presents an advantage of speed and flexibility over full MD methods.
16
 The model calculates 
the transmission probability, τ, for heat transfer across an interface while assuming all phonons 
scatter diffusely at the interface. By equating the phonon energy flux from the CNT to the SiO2 
with that from the SiO2 to the CNT and using a detailed balance argument for all frequencies,
34, 
35
 τ is given as: 


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where N refers to the atomic density (in atoms/cm
3
 for SiO2 and atoms/cm for CNTs), v is the 
phonon velocity, ω is the phonon frequency, fBE is the Bose-Einstein (BE) distribution, and D is 
the PDOS per atom as calculated by MD simulations.
16
 We use the realistic PDOS rather than a 
Debye approximation because the latter has been previously found to cause large discrepancies 
with experimental data at high temperature.
36
 In addition, the linear Debye approximation would 
not account for the quadratic CNT flexure modes.
37
 The PDOS for a (10,10) nanotube with 1.37 
nm diameter is calculated and shown in Fig. 3. Using the PDOS from CNTs of other diameters 
did not change our results significantly (presumably because the proportion of phonon modes 
remains approximately the same
16
), hence we used the PDOS shown in Fig. 3 as the phonon 
weighing function throughout the remainder of this work. 
 The phonon velocity in the amorphous SiO2 is assumed to be isotropic and fitted with a sin-
gle value,
38
 vox as shown in Table I. However, the CNT phonon velocity includes contributions 
from both the transverse and longitudinal polarizations along the c-axis (out-of-plane direction) 
of graphite, vc.
34, 39
 Not included are the a-axis (in-plane) modes which contribute minimally to 
thermal coupling in the geometry of interest, and are more relevant to vertical CNTs on a sur-
face.
40
 We note, however, that even for vertical CNTs some degree of tip bending must always 
exist, thus the geometry examined here and in Ref. 16 is likely to be most relevant. The value of 
⟨vCNT⟩ is derived from a geometrical averaging of vc over the shape of the CNT, described in Sec-
tion V.B in more detail. 
 Knowing the transmission probability, we can now calculate the flux of phonons through 
the interface. This gives the thermal conductance per unit length from the CNT to SiO2 as: 
 dvD
T
f
ad
bN
g CNTCNT
CNTBEtCNT
 


,  (4) 
where bt is the effective thermal contact width or footprint between the CNT and the substrate, to 
be determined by MD simulations (Fig. 1 and Fig. 5). This footprint is the effective width be-
tween CNT and the substrate over which heat is being transferred. Finally, to calculate a thermal 
boundary conductance that is comparable to experimental data, we must also include the effect 
of heat spreading into the oxide, given as:
41
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(5) 
where κox ≈ 1.4 Wm
-1
K
-1
 is the SiO2 thermal conductivity and tox ≈ 90 nm is the SiO2 layer thick-
ness. This simple expression is appropriate when tox ≫ bt as in our work, and the  thermal spread-
ing resistance contribution of the SiO2 accounts for approximately 10-30% of the total thermal 
resistance. The total thermal conductance per unit length from CNT to ambient, as used in Eq. 
(2), is given by the simple thermal series network shown in Fig. 1:  
1
1 1
tot
ox
g
g g

 
  
 
. (6) 
We note that any additional thermal spreading resistance into the Si wafer is negligible, and thus 
the Si wafer is assumed to be isothermal at TSi = 293 K. Similarly, heat loss to ambient air can be 
neglected, where gair ~ 4×10
-4
 WK
-1
m
-1
 has been previously estimated as an upper limit at one 
atmosphere,
42
 three orders of magnitude lower than the heat loss to substrate. 
 
IV. Derivation of CNT Shape and Footprint 
A. Equilibrium Shape of a CNT 
 Nanotubes interact with the SiO2 substrate through van der Waals (vdW) forces. In addition, 
our previous MD simulations
16
 have shown that such CNTs do not remain rigid cylinders, but 
instead deform to minimize their overall vdW and curvature energy. Beyond a certain diameter 
CNTs relax to a compressed shape,
43, 44
 which changes both their geometrical and equivalent 
thermal footprint on the substrate. To calculate the shape and thermal footprint for a wide variety 
of CNTs we employ MD simulations with a simplified Lennard-Jones (LJ) 6-12 potential: 
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(7) 
Here, we simplify the SiO2 substrate as a continuum plane. Therefore the collective vdW interac-
tion per carbon atom situated at a height h above an infinite half-space of SiO2 can be approx-
imated by the triple integral 
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The values here are based on the Universal Force Field (UFF) model by Rappe et al
45
 and were 
used in our previous MD simulations as well.
16
 The integral in Eq. (8) can be evaluated analyti-
cally. It should be noted that this integral tends to give a lower bound estimate of the total inte-
raction potential because it ignores the effects of local spikes of closely positioned atoms. The 
estimation error is reduced by assuming a relaxed configuration for the nearby silica molecules. 
Such an analysis gives 
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(11) 
which has a similar form as the original LJ potential, except with different exponents and pre-
factors. This effectively alludes to an h
-3
 dependence of the vdW interaction potential. A plot of 
both the calculated potential and its second derivative (which is proportional to the interaction 
spring constant) is shown in Fig. 4. 
 For the covalent C-C interaction we used the empirical bond order Tersoff-Brenner poten-
tial.
46
 In addition, we also used an intra-molecular LJ vdW potential with the following parame-
ters for graphite
47
 implemented via Eq. (7): 
Å 3.39,meV 3.02  CC  . (12) 
This potential for C-C interaction was found necessary to achieve proper equilibrium of the CNT 
shape. All MD simulations were carried out until the transient motions died off and a final 
steady-state solution was reached. 
9 
B. Thermal Footprint of a CNT 
 To determine the thermal footprint of the CNT on SiO2 we consider the square root of the 
second derivative of the vdW potential with respect to h as heat transfer depends on this effective 
“spring constant” between the substrate and CNT. In particular, the thermal coupling is propor-
tional to the vertical velocity component of the CNT atoms vibrating in the CNT-SiO2 potential, 
itself proportional to the square root of this spring constant. Thus, to find the effective thermal 
footprint we used the square root of the CNT-SiO2 spring constant to weigh the horizontal dis-
placement Δy, as labeled in Fig 5(b), where the y-axis is centered at the middle of the CNT. 
 The thermal footprint (bt) is different from the geometric footprint (bg), the physical contact 
region between the CNT and substrate, both shown in Fig. 5. In the case of small diameter 
CNTs, the geometric footprint is of the order of the C-C bond length (see below), and the effec-
tive thermal footprint can be greater than the lateral width of the CNTs, i.e. their diameter. This 
occurs because in addition to the bottom half of the CNT conducting heat to the substrate, there 
is also thermal coupling from the top half of the CNT. The results of our simulations are shown 
in Fig. 5. Because MD simulations can be carried out for only one CNT of a particular diameter 
at a time, several were conducted for CNTs over a range of diameters 5–49 Å. We found the fol-
lowing quadratic function fit the simulation results of the thermal footprint for any diameter 
within the simulated range (Fig. 5a): 
ddbt 1.1037.0
2   (13) 
where both bt and d are both in nanometers . 
 Our simulations also suggest that there are two different regimes represented by different 
equilibrium shapes of CNTs, as shown in Fig. 5. In the first regime (“I”), the diameter of the 
CNT is d < 2.1 nm and the curvature energy of the CNT is stronger than the vdW energy with 
the substrate. Thus in the first regime the cross-section of the nanotube is nearly circular, as 
shown on the left of Fig. 5(b) for a (7,7) CNT. In addition, the geometrical footprint (calculated 
by finding the furthest distance between the lowest points on the CNT) in this regime is extreme-
ly small and nearly constant at ~1.4 Å, the chemical bond length, as seen in Fig. 5(a). 
 In the second regime (“II”) the diameter d > 2.1 nm, and the vdW energy with the substrate 
is stronger than the curvature energy of the CNT. Hence the final minimum energy shape of the 
10 
CNT will be that of a deformed circle, as shown for a (22,22) CNT on the right of Fig. 5(b). In 
this regime the geometrical footprint begins to increase approximately linearly with diameter, as 
shown in Fig. 5(a). Another interesting observation is noted due to the repulsive nature of the 
vdW forces at very close distances, whose relative magnitudes are illustrated with arrows in Fig. 
5(b). In this case, the bottom of the CNT is not perfectly flat. Instead the middle of the bottom 
region buckles up slightly, such that the force at the center is nearly zero. All these effects are 
captured in the thermal footprint calculation (bt) fitted by Eq. (13) above, and used in the DMM 
thermal coupling simulations. 
 
V. Discussion 
 Figure 6(a) shows the directly measured power at breakdown (PBD), and Fig. 6(b) displays 
the extracted TBC (g) vs. diameter d for 29 metallic and semiconducting CNT devices where di-
ameter was available. Fig 6(b) also includes modeling using the DMM described above (solid 
line) and the dashed lines fitted to MD simulations with vdW coupling strengths χ = 1 and χ = 2, 
as described in Ref. 16. Both data and modeling trends in Fig. 6(b) suggest that the TBC increas-
es with diameter. The range of extracted g corresponds to approximately the same order of mag-
nitude previously extracted from thermal breakdowns.
11, 48
 The representative set of vertical error 
bars on one m-CNT in Fig. 6(b) corresponds to a ±50 °C uncertainty in knowing the exact break-
down temperature. Horizontal error bars represent ±0.4 nm uncertainty in diameter from AFM 
measurements. Vertical error bars on the s-CNTs are derived as follows. The upper limit is set by 
assuming LBD/L = 0.75 and the lower limit is set for the case of uniform heat generation (i.e. uni-
form field like m-CNTs). It is interesting to note that non-uniformity of heat generation plays a 
larger role in large diameter s-CNTs than in small diameter s-CNTs, perhaps due to the larger 
density of states in the former,
23
 and the larger charge density variations it leads to. 
A. Dependence of Thermal Coupling on Diameter and Temperature 
 We observe that g increases with diameter up to ~0.7 WK
-1
m
-1
 per unit length for the largest 
single-wall CNTs considered (d ~ 4 nm) at the breakdown temperature (TBD ~ 600 
o
C). The di-
ameter dependence of g is primarily a result of the increase in thermal footprint, as shown in Fig 
5(a). The thermal footprint is only expected to depend on CNT diameter, vdW coupling 
strength,
16
 and SiO2 surface roughness (see below), but not significantly on temperature since 
11 
thermal expansion alone would lead to only ~0.1 % change in diameter
49
 over the temperature 
range of interest. In Fig. 6(b) we also plot our previous MD simulations results.
16
 The results 
from the MD simulations give lower values of thermal coupling g because the DMM assumes, 
by definition, that all phonons are scattered diffusely at the interface
32
 whereas this does not nec-
essarily happen in MD simulations. 
 We also obtain the thermal contact conductance per unit area, h = g/bt, as plotted in Fig. 6(c) 
and showing almost no dependence on diameter. From the breakdown experiments this value is 
in the range h ≈ 20–200 MWK-1m-2, whose upper range is comparable to that recently obtained50  
for graphene on SiO2, i.e. ~100 MWK
-1
m
-2
. The DMM simulation predicts an upper limit for h ≈ 
220 MWK
-1
m
-2
 with almost no diameter dependence. This appears to delineate the upper range 
of the h values obtained experimentally. 
 We note that the empirically extracted and simulated TBCs in this study thus far are at an 
elevated temperature, given approximately by the CNT breakdown condition (TBD ~ 600 
o
C). To 
understand the effects of temperature on TBC, we plot our DMM model in Fig. 6(d) vs. tempera-
ture. This shows an expected increase in TBC with temperature, consistent both with graphene-
SiO2 experiments
50
 and with CNT-SiO2 MD simulations.
16
 The thermal coupling per unit area at 
room temperature is thus ~130 MWK
-1
m
-2
, or approximately 40 percent lower than the thermal 
coupling near the CNT breakdown temperature. The upper limit of thermal coupling per unit 
length at room temperature is therefore ~0.4 WK
-1
m
-1
 for the largest diameters single-wall CNTs 
considered here (d ~ 4 nm). 
B. Dependence of TBC on Phonon DOS and Velocity 
 In addition to the thermal footprint, the PDOS of the SiO2 as well as the distribution func-
tion (fBE) also play a role in heat transport across the interface. We recall that the inset of Fig. 3 
showed the calculated PDOS for both a (10,10) CNT and the SiO2 substrate. While the nanotube 
contains a large PDOS peak at ~53 THz, this does not come into play directly because there are 
no equivalent high-frequency modes in the SiO2. Fig. 3 also shows the Bose-Einstein distribution 
function at the CNT breakdown temperature (TBD ~ 600 °C). The distribution suggests very low 
occupation for all high frequency CNT modes. Since the Debye temperature for CNTs is very 
high, we expect that most substrates will serve as a low-pass filter for CNT phonons.  
12 
 Aside from changing the thermal footprint, the deformed shape of the CNT also affects the 
average phonon velocity. This is a more subtle effect than that of diameter or surface roughness, 
but is included here for completeness. For instance, in the second regime (d > 2.1 nm) the CNT 
becomes flattened, leading to more atoms vibrating perpendicular to and closer to the substrate. 
Thus, the value ⟨vCNT⟩ used in Eq. (3) represents this angle-averaged adjustment to vc listed in 
Table I, using the CNT shape suggested by MD simulations at each diameter (Fig. 5). 
C. Dependence of TBC on Surface Roughness 
 There are several variables contributing to the spread of the experimental data shown in 
Figs. 6 and 7. The primary contributor is surface roughness. Since the value of g is directly re-
lated to the contact area at the interface, an imperfect surface is roughly equivalent (pun in-
tended!) to a decreased thermal contact area. Figure 7(a) replots the calculated TBC vs. diameter 
for a perfectly smooth surface (100%), for 75% of the maximum contact area, and for 50% of the 
maximum contact area. To analyze how surface roughness affects the spread directly, we expe-
rimentally find the root-mean-square (RMS) surface step height (Δ) adjacent to the nanotube via 
AFM. However, intuitively we expect the ratio of diameter to roughness (d/Δ)  to be more im-
portant. In other words, we expect large diameter CNTs to be less affected by surface roughness 
than small diameter CNTs. Replotting g as a function of d/Δ in Fig. 7(b), we observe that the 
scatter in the data becomes smaller than in Figs. 6(b) and 7(a). This supports our hypothesis and 
suggests the strong effect of surface roughness on thermal coupling at such nanoscale interfaces. 
D. Role of s-CNT vs. m-CNTs 
 We note that the spread in m-CNTs breakdown data is smaller than in s-CNTs in Figs. 6 and 
7. We believe this is due to threshold voltage (VTH) shifting in s-CNTs during the high-field mea-
surement process, which m-CNTs are essentially immune to. As the devices are swept to high 
VSD bias for breakdown, along with the applied gate bias (VGD = -15 V) this can lead to dynamic 
charge injection into the oxide, as studied in depth by Ref. 18. To understand the effect of thre-
shold voltage on breakdowns, we plot the extracted PBD vs. initial VTH in Fig. 7(c), and find a 
slight but positive relationship. This suggests that in s-CNTs the variation in electronic behavior 
leads to the larger data spread, in addition to the variation due to surface roughness discussed 
above. Moreover, this also indicates a root cause which can render selective breakdown of m-
CNTs (e.g. in CNT arrays
1, 8
 or networks
9
) as a challenging and imperfect approach. On one 
13 
hand, the change in threshold voltage of s-CNTs due to dynamic charge injection into the SiO2 at 
high field regions can turn them “on,” allowing them to break down. On the other hand the varia-
tion in surface roughness itself cannot guarantee that all m-CNTs will break down at the same 
input power, or voltage. 
E. Comments on the Modeling Approach 
 It is important to note that both the DMM and MD simulations employed in this work only 
capture the lattice vibration (phonon) contribution to thermal coupling. Nevertheless, the DMM 
in general appears to represent an upper limit to the spread of the experimental data which is oth-
erwise lowered by effects like surface roughness. However, recent theoretical work has also sug-
gested a possible electronic contribution to heat transport through coupling with surface phonon 
polaritons (SPPs) from the oxide.
51, 52
 The SPP interaction drops off exponentially with the CNT-
substrate distance, perhaps leading to a larger electronic contribution to heat transport in regime 
II of the CNT shape (d > 2.1 nm), where more CNT atoms are closer to the SiO2 surface. How-
ever, since the SPP potential is strongly dependent on the interaction distance, it will also be af-
fected by substrate surface roughness. Given these circumstances it is difficult to completely rule 
out energy relaxation through SPP scattering in practice, although we believe this appears to be 
significantly lower than the phonon coupling. In addition, any SPP contribution (however small) 
may be more notable in larger diameter CNTs (d > 2.1 nm) due to the increase in footprint. 
 Another mechanism for CNT-SiO2 energy dissipation is inelastic phonon scattering at the 
interface, which is not captured by the DMM. Previously Chen et al
50
 had compared an elastic 
DMM calculated by Duda et al
34
 to the TBC between graphene and SiO2 and found that the elas-
tic DMM under-predicted the TBC by approximately an order magnitude. Hopkins
35
 made a sim-
ilar argument for inelastic scattering between acoustically mismatched materials. However our 
simulations do not differ from the data significantly, thus our calculations suggest that the con-
tribution of inelastic scattering here is small. 
 
VI. Conclusions 
 In summary, we have examined electrical breakdown and thermal dissipation between CNT 
devices and their SiO2 substrate, the most common configuration found in CNT electronics. The 
breakdown location is found near the middle for m-CNTs and closer to the high field region at 
14 
the drain for s-CNTs, consistent with the CNT temperature profile. In this context, thermal dissi-
pation from CNT to SiO2 dominates over dissipation at the CNT contacts. We found evidence of 
a direct relationship between the CNT-SiO2 thermal boundary conductance (TBC) and the CNT 
diameter, in accord with previous MD simulations. To provide a more flexible means of analysis 
we developed a diffuse mismatch model (DMM) of the TBC using the full phonon density of 
states (PDOS). This approach appears to predict the upper limit of thermal transmission at the 
CNT-SiO2 interface, and could be similarly applied to calculate the TBC of other dimensionally 
mismatched systems. Our experiments and modeling suggests a maximum TBC of ~0.4 WK
-1
m
-1
 
per unit length at room temperature and ~0.7 WK
-1
m
-1
 at 600 
o
C for the largest diameter CNTs 
considered (d = 3–4 nm). The maximum thermal conductance per unit area corresponds to ap-
proximately 130 MWK
-1
m
-2
 at room temperature and 220 MWK
-1
m
-2
 at 600 
o
C. 
 We have also studied the thermal footprint of a CNT through MD simulations which find 
the atomic configuration of lowest energy. These reveal two interaction regimes, the first one at 
smaller diameters (d < 2.1 nm) where the CNT shape is dominated by its curvature energy, the 
other at larger diameters (d > 2.1 nm) where the CNT shape is dominated by Van der Waals 
(vdW) coupling with the substrate. Finally, we found evidence that SiO2 surface roughness 
strongly affects the TBC of such nanometer-sized interfaces. To improve CNT heat sinking ap-
plications, our results suggest the need to engineer ultra-flat surfaces, use large diameter CNTs, 
and find substrates with larger vdW coupling. To improve selective electrical breakdown of 
CNTs (e.g. metallic vs. semiconducting) it will also be essential to control the surface roughness 
of the substrate, as well as the threshold voltage of the semiconducting CNTs. 
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Figure 1: (Color online) (a) Schematic cross-section of typical CNT device with diameter d and 
thermal footprint bt (also see Fig. 5) on SiO2 substrate with thickness tox and surface roughness 
Δ. The p+ silicon is used as a back-gate. The device layout with source and drain terminals is 
shown in Fig. 2(a). As current (ID) passes in the CNT, the generated Joule heat dissipates through 
the substrate. The equivalent thermal circuit includes CNT-SiO2 interface thermal resistance 
(1/g) and spreading resistance in the SiO2 (1/gox). (b) Typical electrical breakdown of similar 
CNTs shows higher breakdown power in vacuum (~10
-5
 torr) than in ambient air. This illustrates 
the role of oxygen for CNT breakdown in air. (c) Atomic force microscopy (AFM) images of 
CNTs broken in air (left) and vacuum (right). Due to higher power, breakdowns in vacuum can 
lead to SiO2 surface damage, which is not observed for air breakdowns. 
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Figure 2: (Color online) (a) Scanning electron microscope (SEM) image of CNT device show-
ing breakdown location (LBD). (b) Histogram of breakdown location normalized by CNT length 
(LBD/L) indicating the majority of m-CNTs break near the middle, and s-CNTs break closer to the 
grounded drain. (c) Computed temperature distribution at breakdown (maximum temperature = 
TBD) along a 2 μm long CNT with Eq. (2) using C1 = 1 and varying C2. C2 = 0 corresponds to m-
CNTs (uniform heat dissipation) and C2 > 0 corresponds to s-CNTs. For s-CNTs biased under 
hole conduction the heat generation and temperature profile are skewed towards the grounded 
drain terminal. Block arrows in (b) and (c) show direction of hole flow.
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Figure 3: (Color online) The phonon density of states (PDOS) for a (10,10) nanotube from MD 
simulations.
16
 The Bose-Einstein occupation (fBE) at room temperature is plotted in red against 
the right axis. Shaded in gray is the product of the PDOS with fBE, showing diminished contribu-
tion from higher frequency phonon modes. The inset shows the PDOS of the CNT and that of 
SiO2, the latter displaying a lower cutoff near 40 THz. 
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Figure 4: (Color online) Van der Waals potential (blue solid line) interaction between CNT and 
SiO2, as used in calculations to derive the thermal footprint (Fig. 5). The second derivative of the 
potential (red dashed line) with respect to distance from the surface (z) represents a spring con-
stant of the interatomic interaction. The square root of this spring constant is used to weigh the 
contribution of each atom to the effective thermal footprint (bt) of the CNT. 
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Figure 5: (Color online) (a) Nanotube height H (■), geometric footprint bg (Δ), and thermal 
footprint bt (▲) on the SiO2 substrate as a function of CNT diameter, from MD simulations. A fit 
to the thermal footprint is shown as a solid line from Eq. (13). (b) Calculations reveal two dis-
tinct regimes: in regime I (d < 2.1 nm) the CNT shape is nearly circular, dominated by the curva-
ture energy; in regime II (d > 2.1 nm) the CNT shape becomes flattened, with a stronger influ-
ence of the surface vdW interaction. Example CNTs from each regime are shown, (7,7) with d = 
9.6 Å for regime I, and (22,22) with d = 30.6 Å for regime II. Small vertical arrows indicate the 
relative magnitude of vdW force coupling with the substrate at each atomic position. The SiO2 
surface is at z = 0. The minimum CNT-SiO2 distance is 2.5 Å at the middle of the (7,7) CNT and 
toward the sides of the (22,22) CNT. The middle of the (22,22) CNT is slightly “buckled” with 
2.8 Å separation from SiO2 (also noted by the lower vdW force there). 
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Figure 6: (Color online) (a) Electrical breakdown power (in air) of CNTs vs. diameter d, show-
ing proportional scaling. (b) Extracted CNT-SiO2 thermal coupling g vs. d (see text) for both me-
tallic (m) and semiconducting (s) CNTs. Solid line is the DMM calculation and dash-dotted lines 
are fitted to MD simulations with different vdW coupling strengths (χ=1 and χ=2 respectively, 
from Ref. 16). (c) CNT-SiO2 thermal coupling per unit area h vs. d, showing the DMM 
represents an upper-limit scenario of heat dissipation. The spread in the data and lower apparent 
thermal coupling in practice is attributed to SiO2 surface roughness, and charge trapping near 
semiconducting CNTs (see text). (d) Calculated temperature dependence of the upper limit ther-
mal coupling per unit area. Thermal coupling at room temperature (~130 MWK
-1
m
-2
) is ~40% 
lower than at the breakdown temperature (~220 MWK
-1
m
-2
). 
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Figure 7: (Color online) (a) CNT-SiO2 thermal coupling g vs. diameter d (symbols = data) and 
DMM simulations (lines) for perfect substrate contact (100%), and for 75% and 50% effective 
contact area due to SiO2 surface roughness (also see Fig. 1). (b) Replot of same experimental da-
ta vs. diameter scaled by RMS surface roughness (d/Δ) measured by AFM near each CNT. This 
indicates the role of SiO2 surface roughness for thermal dissipation from CNTs. Dashed lines are 
added to guide the eye. (c) Breakdown power PBD for semiconducting CNTs (s-CNTs) alone 
plotted with respect to their threshold voltage (VTH). The variance in VTH is also a contributing 
factor to the spread in extracted thermal coupling data for s-CNTs. 
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Parameter Value 
vc 932 m/s 
vox 4.1 km/s 
NCNT 16.3 atoms/Å 
Nox 0.0227 molecules/Å
3
 
TBD 873 K 
 
Table I: Parameters used in the DMM model. 
 
 
