Big Data today is being generated at an unprecedented rate from various sources such as sensors, applications, and devices, and it often needs to be enriched based on other existing information to support complex analytical queries. Depending on the use case, the enrichment operations can be compiled code, declarative queries, or machine learning models with different complexities. For enrichments that will be frequently used in the future, it can be advantageous to push their computation into the ingestion pipeline so that they can be stored (and queried) together with the data. In some cases, the referenced information may change over time, so the ingestion pipeline should be able to adapt to such changes to guarantee the currency and/or correctness of the enrichment results.
INTRODUCTION
Traditionally, data to be analyzed has been obtained from one or more operational systems, fed through an Extract, Transform, and Load (ETL) process, and stored in a data warehouse [8] . In today's Big Data era, the data that people work with is no longer limited to the operational data from a company but also includes social network messages, sensor readings, user click-streams, and so on. Data from these sources is generated rapidly and continuously. It becomes increasingly undesirable to stage the data in large batches, process it overnight, and then load it into a data warehouse due to the volume of the incoming stream and the need to analyze current data when making important decisions.
To support the ingestion of continuously generated data and provide near real-time data analysis, streaming engines have been introduced into the Big Data analysis architecture [4, 10, 27] . The incoming data is collected by a streaming engine and then pushed to (or periodically pulled by) a warehouse for later complex data analysis. Adding a streaming engine simplifies the ingestion process for the data warehouse, but it introduces data routing overhead between different systems. To minimize this overhead and simplify the architecture, some systems such as Apache AsterixDB [12] have chosen to provide an integrated ingestion facility, data feeds, to enable users to ingest data directly into the system.
The ingested data, such as sensor readings, is often not useful alone in high-level data analysis. It often needs to be enriched with other existing information (e.g., sensor metadata, reference data) to reveal more valuable insights. Depending on the use case, the enrichment operations can be as simple as joining the incoming data with existing data, or as complex as applying machine learning models to the incoming data. When enrichments need to be queried frequently, their computations are often pushed into the ingestion pipeline and the enriched data is persisted [19] . This requires the ingestion framework to have the ability to process the incoming data and to access the existing data used in enrichment operations.
Most streaming engines support incoming data processing, but some only support a limited query syntax [6, 16] . If a processing task requires existing data from a warehouse, most streaming engines would need to query the warehouse repeatedly, as otherwise they would have to keep a copy of that data locally. Frequent data queries to the warehouse would increase the load on the system and incur unexpected latency, and maintaining multiple copies of the data would require data migration to keep the data consistent [19] . Both choices would slow down the enrichment/ingestion pipeline and increase the complexity of building the overall analysis platform.
The data feeds in AsterixDB support data enrichment during ingestion by allowing users to attach user-defined functions (UDFs) to the ingestion pipeline. A Java UDF can be used on a data feed to enrich the incoming data using existing information from resource files. A SQL++ UDF on a data feed can manipulate the incoming data declaratively using a SQL++ query. Note, however, that such a SQL++ function in AsterixDB should be limited to only accessing the content of a given input record, as the execution plan for a SQL++ UDF in general can be stateful. If other data were accessed by a SQL++ function attached to an Aster-ixDB data feed, its query plan could fail to be evaluated or generate intermediate states that neglect changes in referenced data. This limits the expressiveness (usefulness) of data enrichment using SQL++ UDFs in AsterixDB today.
Considering the potential benefits of data enrichment during ingestion, we believe that a data ingestion facility should provide high-performance ingestion for incoming data, a full query syntax support to data enrichment, efficient access to existing data, and adaptiveness to changes in referenced data. With these requirements in mind, we have built a new ingestion framework for Apache AsterixDB. We have improved the scalability and stability of its data feeds and enabled users to attach declarative UDFs on data feeds with support for a full query capability. We have decoupled the ingestion pipeline into layers based on their functionality and life-cycle to improve ingestion efficiency and to allow ingestion pipelines to adapt to data changes dynamically.
The rest of this paper is organized as follows. We introduce the background information about Apache AsterixDB and its Hyracks runtime engine in Section 2, and then discuss how to handle rapid incoming data for database systems in Section 3 and how to enrich ingested data at scale in Section 4. In Section 5, we investigate different strategies for utilizing data enrichment for data analysis and the current limitations of each for providing current and correct data enrichment in time. We introduce how we built the new ingestion framework and the techniques used in Section 6, and elaborate on the details of the new ingestion framework in Section 7. We show the experiments in Section 8, review related work in Section 9, and conclude our work in Section 10.
BACKGROUND
In this paper, we use Apache AsterixDB to highlight and address the challenges of enriching incoming data during data ingestion. To help readers understand this better, we give a brief introduction to Apache AsterixDB and its runtime engine Hyracks.
Apache AsterixDB
Apache AsterixDB [2] is an open source Big Data Management System (BDMS). It provides distributed data management for large-scale, semi-structured data. It aims to reduce the need for gluing together multiple systems for Big Data analysis. AsterixDB uses SQL++ [7, 22] (an SQL-inspired query language for semi-structured data) for user queries and AsterixDB Data Model (ADM) to manage the stored data. ADM is a superset of JSON and supports complex objects with nesting and collections. Before storing data in AsterixDB, a user can create a Datatype, which describes known aspects of the data being stored, and a Dataset, which is a collection of records of a datatype. AsterixDB allows a user to specify a datatype as "open" which makes it a minimal, extensible description of the stored data. As shown in the example in Figure 1 , we can create an open datatype named "TweetType" with only two required attributes: "id" and "text". Tweets containing additional attributes can be stored and queried in this dataset as well. Hyracks [3] is a partitioned parallel computation platform that provides runtime execution support for Aster-ixDB. Computation requests from users are submitted to Hyracks as jobs. A "job" is a unit of work that can be executed on Hyracks. A "job specification" describes how data flows and is processed in a job. It contains a DAG of operators, which describe computational operations, and connectors, which express data routing strategies. Data flows in a runtime Hyracks job in frames containing multiple objects. An operator reads an incoming data frame, processes the data in it, and pushes the processed data frame to another connected operator through a connector. AsterixDB uses jobs to evaluate user queries. A query submitted to Aster-ixDB is first parsed and optimized into a query plan, and then compiled as a job specification to run on the Hyracks platform. Figure 2 shows how a user query can be represented as a Hyracks job. 
Hyracks

DATA INGESTION
In many contemporary data analysis applications, the data no longer stays on storage devices to be batched into a database system later. Instead, data enters the system rapidly in a continuous fashion; examples of this include social network messages, infield sensor readings, and user click-streams. The traditional bulk loading technique in database systems cannot be applied here due to the active nature of the incoming data. A naive solution to this problem could be to create an external program that obtains/receives these records from external sources and pushes them actively into a dataset using INSERT statements like the one in Figure 3 . ([  { " id " :0 , " text " : " Let there be light " } ]);
INSERT INTO Tweets
Figure 3: Insert data into a dataset
As data comes in at a rapid rate, it is impractical to issue repetitive insert statements for ingesting data into a dataset even if a user batches multiple records into a single insert statement. The processing cost of massive insert statements soon becomes a bottleneck in the system and cannot be scaled to handle faster incoming data. In addition, a robust and efficient facility for moving data from external sources into database systems is a common need for many users with similar data analysis use cases. To untangle database systems and users from the handling of rapidly incoming data, one popular solution is to couple a streaming engine with a database system and use the streaming engine to handle the data [19] . For example, one can set up a Kafka instance to ingest data from external sources, then create a program [21] or use the kafka-mongodb-connector [11] to transmit the ingested data to a MongoDB instance for later analysis.
While streaming engines provide scalable and reliable data ingestion for database systems, they simultaneously introduce additional data routing costs. For example, the incoming data has to be persisted in Kafka first, then be pushed to the connected database system. Writing the same piece of data multiple times costs more resources and also delays demanding analytical queries awaiting for the latest ingested data. In addition, configuring multiple systems and wiring them together can be challenging for data analysts, who usually have little system management experience.
To simplify the process of ingesting data for end users and improve ingestion efficiency for analytical systems, some database systems provide integrated data ingestion facilities for handling rapid incoming data. Apache AsterixDB, for example, provides data feeds that allow users to assemble a simple data ingestion pipeline with DDL statements [12] . A user can use the DDL statements in Figure 4 to create a data feed that receives incoming JSON formatted tweets using a socket server with specified configurations.
CREATE FEED TweetFeed WITH {
" type -name " : " TweetType " , " adapter -name " : " sock et_adapt er " , " format " : " JSON " , " sockets " : " 1 2 7. 0. 0. 1 :1 00 01 " , " address -type " : " IP " }; CONNECT FEED TweetFeed TO DATASET Tweets ; START FEED TweetFeed ; Figure 4 : Create a socket feed A data feed consists of two components: an adapter, which obtains/receives data from external data sources as raw bytes; and a parser, which translates the ingested bytes into ADM records. Compared with the "glue" solution using streaming engines, data feeds have no extra data routing overheads, and a user can easily assemble a basic data ingestion pipeline with declarative statements.
BIG DATA ENRICHMENT
Motivations
Due to various restrictions, such as the limited bandwidth of infield sensors and predefined data formats from API providers, data coming from external sources may not contain all the information needed for meaningful data analysis. In these scenarios, one can enrich the ingested data with existing knowledge (reference data) or machine learning models to reveal more useful information. For example, the IP address in a log record can be enriched by referencing IP reputation data to see whether there is known threat activity associated with that IP address [15] . Similarly, an incoming tweet can be enriched by referencing a sensitive key word list to see if its text is potentially threatening. It can also be processed by data mining techniques to extract sentiment and named entities for later analysis [9, 18] .
One way of expressing data enrichment requests in database systems is to use User-defined Functions (UDFs). Users can use UDFs to modularize their data enrichment operations and scale them to Big Data applications with support from a BDMS. We use Apache AsterixDB as an example of how to use UDFs for data enrichment.
UDFs for Data Enrichment
AsterixDB supports both Java and SQL++ in its UDF framework. One can implement a Java UDF that utilizes the provided API to manipulate an input record, or create a SQL++ UDF to enrich input data using declarative queries. For example, we might want to create a UDF that checks whether a given tweet from the U.S. contains the keyword "bomb". If so, the UDF adds a new field, "safety check flag", to the tweet and sets it to "Red". If not, the UDF adds the same new field and sets it to "Green". Figure 5 shows an example of the Java UDF implementation (Java UDF 1).
Although Java UDFs are powerful tools for enriching incoming data, especially when combined with machine learning models, constructing Java UDFs can be more complicated than writing SQL++ queries when expressing the same data enrichment requirements in many use cases. In addition, an SQL++ UDF can be updated using a UPDATE statement instantly. By contrast, updating a Java UDF requires a recompilation and redeployment process. Figure 6 shows an equivalent SQL++ UDF that performs the safety check for a given tweet (SQL++ UDF 1).
Utilizing Existing Knowledge
In some use cases, a user needs to access existing knowledge, such as machine learning models or relevant stored information, for data enrichment. Both Java and SQL++ UDFs can support utilizing existing knowledge. A Java UDF in AsterixDB can load external files during its initialization. A SQL++ UDF can access reference data stored in datasets. To expand on our tweet safety check example in Section 4.2, given a list of countries and their sensitive keywords, suppose we want to flag a tweet from a country if it contains one of the keywords associated with that country. For a Java UDF, we can put the country-to-keywords mappings into a local resource file and load it during the UDF initialization. Figure 7 shows a snippet of the implementation of this Java UDF (Java UDF 2). For a SQL++ UDF, we can store the mappings in a "SensitiveWords" dataset and use a SQL++ query to enrich the input data. Figure 8 shows its SQL++ implementation (SQL++ UDF 2).
Loading external files in a Java UDF is commonly used for necessary configurations that are not frequently updated. However, when an update occurs, such as new keywords being added for a certain country, the resource files on every ... public void evaluate ( IF un ct i on He lp e r funct ionHelpe r ) throws Exception { JRecord inputRecord = ( JRecord ) fu nctionHe lper . getArgument (0); JString countryCode = ( JString ) inputRecord . getVa lueByNam e ( " country " ); JString text = ( JString ) inputRecord . ge tValueB yName ( " text " ); s af et yC h ec kF la g . setValue ( countryCode . getValue (). equals ( " US " ) && text . getValue (). contains ( " bomb " ) ? " Red " : " Green " ); inputRecord . addField ( " s a f e t y _ c h e c k _ f l a g " , sa fe ty C he ck Fl a g ); func tionHelp er . setResult ( inputRecord ); } ... 
DATA ENRICHMENT FOR ANALYSIS
The goal of data enrichment is to allow analysts to use the enriched information in analytical queries. One can enrich ingested data lazily, when constructing the analytical queries, or eagerly at ingestion time and then store the enriched results. Enriching data in analytical queries is good for one-time analytical queries, while enriching and storing enriched results allows faster responses for future analytical queries. In this section, we show examples and discuss the implementation of both options.
Option 1 -Enrich in Analytical Queries
For data enrichment used in one-time analytical queries, one can apply enrichment UDFs directly when querying the data. A UDF in an analytical query can be optimized with the query together to produce an optimized query plan. For example, to find out how many tweets in each country are marked as "Red", a sample analytical query using a SQL++ UDF 2 is shown in Figure 9 . As the UDF is evaluated together with the analytical query, the evaluation of such analytical queries can be slowed down in the case of complex data enrichment UDFs.
Option 2 -Enrich during Data Ingestion
In common use cases, the enriched data may be used repeatedly in analytical queries at different points in time. In such use cases, enriching data lazily on-the-fly in each analytical query separately can be expensive, as it wastes time evaluating the same UDF on the same data multiple times.
In such cases, it can be beneficial to instead persist the enriched data and use it for all future analytical queries with similar needs. To allow faster responses to those queries, data enrichment in such use cases is often completed eagerly during the data ingestion process. Here we discuss three different approaches to enriching data during ingestion using Apache AsterixDB.
Approach 1 -External Programs
A naive approach to enrich data during ingestion would be to set up an external program that obtains/receives data from data sources and issues DML statements to enrich the collected data, and then insert the enriched data into a dataset. A sample insert statement that enriches data using SQL++ UDF 2 and inserts the result into a target dataset "EnrichedTweets" 2 is shown in Figure 10 . However, as discussed in Section 3, issuing repeated insert statements has significant overheads and would not scale well.
Approach 2 -External Programs w/ Data Feeds
A user can use the data feeds feature introduced in Section 3 to improve ingestion performance. The data can first be ingested into a dataset using data feeds, then enriched and stored in another dataset by applying UDFs. A user could set up an external program that repeatedly issues the DML statement in Figure 11 to initiate data enrichment for ingested data. Depending on the arrival rate of incoming data, the user may issue a new DML statement as soon as the previous one returns to catch up with the ingestion progress when the arrival rate is high, or wait for a certain period to batch the ingested data when the arrival rate is low. Benefiting from data feeds, this approach consumes the incoming data efficiently, even when the data comes in fast, but a user still needs to set up an external program that constantly initiates the data enrichment. In addition, the data is unnecessarily materialized twice since all information in tweets are kept in the enriched tweets as well.
Approach 3 -Data Feeds w/ UDFs
In order to avoid the unnecessary materialization of incoming data and make the enriched data available to users as soon as possible, we may attach the data enrichment operation directly to the ingestion pipeline so that the ingested data is enriched before it arrives at storage. Apache Aster-ixDB allows users to attach certain UDFs to data feeds. As Incoming tweets are first received by the feed adapter, then parsed by the feed parser, and then enriched by the attached UDF. Finally, they are stored in the connected dataset. A Java UDF, such as the UDF in Figure 5 , can also be attached to a data feed.
More Complex Enrichment
Challenges
In AsterixDB today, UDF 1 can be attached to a data feed directly, as it only accesses the incoming record and does not create any intermediate states. We call this kind of UDF a stateless UDF. UDF 2 is different from UDF 1, as UDF Attaching a stateful UDF to a data feed can be problematic since in some cases the referenced data can itself be modified during the ingestion process, in which case the intermediate states based on the referenced data need to be refreshed accordingly. Also, not all complex and stateful SQL++ UDFs can be applied to a continuously incoming data stream directly. To illustrate the challenges of applying complex and stateful SQL++ UDFs to the ingestion pipeline, here we discuss three possible computing models for attaching UDF 2 to a data feed. Figure 12 : Attach a SQL++ UDF to a data feed A simple computing model for applying a stateful UDF to a feed is to evaluate the attached UDF against each incoming record separately. An incoming record is received and parsed by the feed adapter and parser first, then enriched and persisted in storage. An equivalent insert statement for enriching and persisting one record is shown in Figure 13 . In this model, each collected datum is treated as a constant record. The attached UDF evaluates each record separately, and any intermediate states will be refreshed from record to record. This allows the UDF to see data changes during the ingestion process, and it imposes no limitations on the applicable query constructs in attached UDFs. However, evaluating the UDF on a record basis may introduce a lot of execution overhead. This model cannot be applied in situations where the data arrives rapidly.
Model 1 -Apply UDF per Record
CONNECT FEED TweetFeed TO DATASET En richedTw eets APPLY FUNCTION U S T w e e t S a f e t y C h e c k ;
INSERT INTO En richedTw eets ( LET tweet = { " id " : ... } SELECT VALUE t w e e t S a f e t y C h e c k ( tweet )); Figure 13 : Enrich and insert a constant record
Model 2 -Apply UDF per Batch
To mitigate the execution overhead, one alternative is to batch the collected incoming records, apply the UDF to the batch, and store the enriched records. An equivalent insert statement for enriching a batch of records was shown in Figure 10 . The records within one batch are enriched using the same reference data, and the reference data changes are captured between batches. A larger batch leads to lower execution overhead but less immediate sensitivity to reference data changes; the converse is also true. A user may choose a balance between ingestion performance and sensitivity to reference data changes by tuning the batch size.
Model 3 -Stream Datasource
To further reduce execution overheads, the system could attempt to treat the incoming data stream as an infinite dataset and evaluate the attached UDF as if the stream is a normal dataset. An equivalent insert statement is shown in Figure 14 3 .
INSERT INTO En richedTw eets ( SELECT VALUE t w e e t S a f e t y C h e c k ( t ) FROM FEED Tweets t );
Figure 14: Enrich and insert records from a feed
This model would be more efficient than the previous two, as the attached UDF is evaluated once for all incoming data.
Any pre-computation for enriching the incoming data occurs only once and is used for all incoming data. Although this model would provide the best ingestion performance since it has the smallest execution overhead, it cannot be used when the attached UDF is stateful. Taking SQL++ UDF 2 as an example, when we attach this UDF to a data feed and use this model to compute it, the evaluation would become a join operation between the "SensitiveWords" dataset and the feed data source. Depending on the join algorithm and the size of the "SensitiveWords" dataset, the evaluation of the attached UDF 2 may have problems in certain cases:
1. Hash Join with a small "SensitiveWords" dataset
The evaluation of a hash join operation consists of two phases: build and probe [24] . In the build phase, the "SensitiveWords" dataset would be built into a hash table. In the probe phase, the data coming from the Twitter feed would then use the hash table to find the matching records in the "SensitiveWords" dataset.
When the "SensitiveWords" dataset is small, the created hash table can be kept in memory. This allows incoming data to continuously probe the in-memory hash table for enrichment while the ingestion continues as shown in Figure 15 . This appears to be a perfect model for this case, but it cannot incorporate the new changes to the "SensitiveWords" dataset, as the inmemory hash table would be built once and then used throughout the ingestion process.
Sensitive Keywords
In-mem Hash When the "SensitiveWords" dataset is large, part of its data will be spilled to disk for the next round of the join [24] . This is shown in Figure 16 . The hash join algorithm expects to process such spilled data recursively, after reading "all" data from Twitter, but of course the tweets will not stop coming. Thus, this model cannot be used in this case.
Index Nested Loops Join
If there is an index on the "country" attribute of the "SensitiveWords" dataset, the SQL++ query compiler may choose the index nested loop join algorithm to compute the join operation. In this case, the incoming data can be used to look up the existing index first, then find the matched records for enrichment, as shown in Figure 17 . By choosing this join algorithm manually and utilizing indexes for this specific join case, one could avoid creating intermediate states during the enrichment operation and thus see the new data changes directly. However, this approach is not
Sensitive Keywords
In-mem Hash In the current Apache AsterixDB release, the data feeds actually use this streaming model to evaluate any attached UDFs on an ingestion pipeline, so the attached UDFs are limited to be stateless. In order to support stateful data enrichment UDFs and allow users to use the full power of SQL++ in more complex data enrichment use cases, we need to create a new data ingestion framework that evaluates attached complex stateful UDFs properly.
FRAMEWORK BUILDING BLOCKS
As discussed in Section 5.3, only models 1 and 2 support complex data enrichment during data ingestion and capture any reference data changes at the same time. We have thus built a new data ingestion framework based on model 2, as it provides flexibility by allowing users to choose the right batch sizes for their use cases. In this section, we describe the design of this new framework and the optimization techniques that we used for improving its performance.
Predeployed Jobs
Following model 2, our new ingestion pipeline consists of two independent Hyracks jobs: an intake job and an insert job. A sample ingestion pipeline on a three-node cluster is shown in Figure 19 . The intake job contains the feed adapter 4 and parser, and this job runs continuously throughout the lifetime of the ingestion process. The insert job takes a batch of records from the intake job, enriches them by applying the attached UDFs, and inserts the enriched records into a dataset. It runs repeatedly, being invoked once per batch, during ingestion.
The insert job in Figure 19 is constructed based on the query in Figure 10 . For every collected batch from the intake job, we replace the array of constant records in the intake query with the collected batch and execute it. As introduced in Section 2.2, a query in AsterixDB is optimized and compiled into a job specification first, then distributed to the cluster for execution. Since the insert job is executed repeatedly, we utilize parameterized predeployed jobs to avoid redundant query compilation and additional job distribution costs. Parameterized predeployed jobs are straightforward. As shown in Figure 20 , a user can choose to predeploy a query with specified parameters. This query is optimized and compiled normally, and then the compiled job specification is predeployed to all nodes in the cluster. This job specification is then cached on the cluster nodes. When a user want to run this query with a particular parameter, instead of repeating the entire query compilation and distribution process, an invocation message with the new invocation parameter is sent.
Using this technique, the insert job is distributed as a predeployed job in the cluster before the feed starts. When the intake job obtains a new batch of records, it invokes a new insert job with the collected batch as the parameter.
Layered Ingestion Pipeline
Repeatedly executing the insert job allows any intermediate states created in the UDF evaluation to be refreshed so that any new data changes will be used for enriching the incoming data. It should be noted that the evaluation of each insert job, similar to the evaluation of an insert query, will have to wait for the storage log to be flushed to finish properly. Also, since the UDF evaluation and storage operations work sequentially in an insert job, UDF evaluation can be blocked while waiting for the downstream data to be written into storage. To fully utilize the cluster's computing resources and improve overall throughput, we further decouple the insert job into a computing job and a storage job so they can work concurrently. The decoupled ingestion framework is shown in Figure 21 . In the decoupled ingestion framework, the intake job handles data from external data sources, the computing job evaluates the attached UDFs, if any, and the storage job writes the enriched data into storage. The intake job and storage job begin to run when the data feed starts, while the computing job is run repeatedly as data batches come in. As in the previous discussion, the computing job is distributed as a predeployed job to reduce execution overhead.
Partition Holders
In the decoupled ingestion framework, data frames are passed from the intake job to a computing job, and then from the computing job to the storage job. Currently, data exchanges in Hyracks are limited to being within the scope of a job; one job cannot access data frames from another job at runtime. As data exchanges between jobs in the decoupled framework are frequent and need to be fast, we needed to add an efficient mechanism to allow data to be passed from one job to another.
Considering that the operators in a job each work on data partitions, by aligning the output partitions of one job with the input partitions of the other job, data frames can be shipped from one job to the other efficiently through inmemory structures. For this, we introduce a new type of operator in Hyracks -a partition holder -to enable efficient data exchanges between jobs.
A partition holder operator "guards" a runtime partition by holding the incoming data frames in a queue with a limited size. There are two types of partition holders, active and passive, as shown in Figure 22 . An active partition holder follows the default push strategy in Hyracks; it receives data frames from other jobs and pushes them to its downstream operators actively. A passive partition holder implements a pull strategy; it receives data frames from its upstream operators and waits for other jobs to pull them. Each partition holder has a unique ID that is associated with its partition number. When a new partition holder is created, it registers with the local partition holder manager. Jobs sending/receiving data to/from another job can locate the corresponding partition holders through local partition holder managers. In the decoupled ingestion framework, we add a passive partition holder to the tail of the intake job so that the computing jobs can request and receive data in batches. An active partition holder is added to the head of the storage job so that computing jobs can push the enriched data on to the storage job. 
Runtime Management
As we discussed earlier, AsterixDB is a parallel data management system that runs on a cluster of commodity machines. In an AsterixDB cluster, one (and only one) node runs the Cluster Controller (CC) that takes in users' queries and translates them into Hyracks jobs. Only the CC can start new jobs, and it keeps track of the progress of the running jobs in case of any failures. All working nodes in the cluster run a Node Controller (NC) that takes computing tasks from the CC. The CC and NC can coexist on the same node.
In the new ingestion framework, there are two long running jobs, the intake and storage jobs; there is one short lived, but repeatedly invoked, computing job. In order to monitor data feed jobs, we created an Active Feed Manager (AFM) on the CC to manage the lifecycle of data feeds. The AFM tracks all active data feeds and helps them to invoke new computing jobs when new data batches arrive.
When a user submits a start feed request, the CC creates the intake, computing, and storage jobs based on a compiled job specification that is generated from a query template similar to Figure 10 . The intake and storage job run directly, and the computing job is predeployed into the cluster for later invocations. The AFM maintains the mappings of data feeds to predeployed computing jobs, so it can invoke new computing jobs for each data feed separately.
When the intake job starts, it asks the AFM on the CC to invoke the first computing job and to keep invoking new computing jobs when the previous one finishes. After that, the intake job begins ingesting data from an external data source, adding data records into its queue, and waiting for the computing job to collect the ingested data. The current computing job takes a data batch from the intake job, enriches its records with an attached UDF if any, and then pushes the enriched data batch to the storage job. When this computing job finishes, the AFM on the CC will then start a new computing job to continue the processing. When the user stops a feed, the intake job first stops taking new data and then adds a special "EOF" data record into its queue. When a computing job sees this record, it will finish its current execution with the collected data without waiting for a complete batch. The intake job finishes when all ingested data has been consumed. When the intake job finishes, it notifies the AFM to stop invoking new computing jobs for this feed. When the last computing job for the feed finishes, the storage job stops accordingly.
The Architecture
The new ingestion framework consists of three jobs -the intake, computing, and storage jobs. As we have introduced in Section 2.2, a Hyracks job contains operators, which describe computational operations, and connectors, which express data routing strategies. In order to demonstrate how data is processed and transported in the new ingestion framework, Figure 23 shows the composition of the framework running on three nodes at the level of operators and connectors:
• The intake job obtains/receives data from external external data sources. The data enters the system through the Adapter. The Adapter collects data as raw bytes and arranges them into data frames for transportation purposes in the system. Depending on the incoming data load and use case, the Adapter can be activated on one or more nodes. The ingested data frames are then fed through the Round-robin Partitioner to be distributed in a round-robin fashion.
Since the attached UDFs could be expensive, distributing the incoming data evenly can help to minimize the overall execution time of the computing job. The partitioned data is forwarded to the Intake Partition Holder, which is implemented as a passive partition holder, which then waits for computing jobs to pull the data.
• The computing job evaluates the attached UDF to enrich data batches. A computing job starts by collecting a data batch from a local intake partition holder. The obtained data batch is first parsed by the Parser and then fed to the UDF Evaluator for data enrichment. Depending on the attached UDF, the UDF evaluator could be a Java program that runs on each node independently, or it could be a group of operators produced by compiling a complex SQL++ UDF. In either cases, local resource files (Java UDFs) or reference datasets (SQL++ UDFs) may be accessed, and/or intermediate states might be created as well. After being enriched, the data is pushed to the Feed Pipeline Sink to be forwarded to the storage job.
• The storage job receives enriched data and stores it to disk. The enriched data is first received by the Storage Partition Holder, which is implemented as an active partition holder. The Storage Partition Holder pushes the received enriched data actively to the connected Hash Partitioner. The Hash Partitioner partitions the enriched data records by their primary keys so they can be stored in the appropriate Storage Partitions.
EXPERIMENTS
In this section, we present a set of experiments that we conducted to evaluate the new ingestion framework. We compared the basic ingestion performance of the new ingestion framework with that of the existing Apache AsterixDB ingestion framework. We examined the data enrichment performance of the new ingestion framework using various Java and SQL++ UDFs. Finally, we investigated the speedup and scale-out performance of the new ingestion framework for more complex data enrichment workloads. Our experiments were conducted on a cluster which is connected with a Gigabit Ethernet switch. Each node had a Dual-Core AMD Opteron Processor 2212 2.0GHz, 8GB of RAM, and a 900GB hard disk.
Basic Data Ingestion
When ingesting data without an attached UDF, the computing job in the new ingestion framework simply moves data from the intake job to the storage job. By comparing the data ingestion performance of the new ingestion framework to that of the current AsterixDB ingestion framework without UDFs, we can examine the execution overhead introduced by periodically refreshing the computing job in the new ingestion framework.
For this purpose, we measured the ingestion time of the current and new frameworks for a certain amount of data, and we increased the size of the cluster to see how their ingestion times reduced when given more resources. The results are shown in Figure 24 . In the current version of As-terixDB, all of the data parsing load is assigned to one intake node (the node that runs the feed adapter and parser). For fairer comparison purposes here, we designed another "balanced" version of the current ingestion framework in which the parsing load is manually divided across all nodes. For both the new ingestion framework and the ingestion framework of current AsterixDB, we used only one intake node. We will refer to the experiments on the new framework as "New", the experiments on the current framework as "Current", and the experiments on the balanced version of the current framework as "Balanced Current".
For ingestion using the new ingestion framework, we experimented with different batch sizes to examine the effect of the batch size on ingestion performance. We chose 3 different batch sizes, including 420 records/batch (New 1X), 1680 records/batch (New 4X), and 6720 records/batch (New 16X). Also, we varied the size of the cluster from 1 node to 6 nodes to see how ingestion speeds up with increased cluster sizes. We let the system ingest 1,000,000 tweets and measured the overall ingestion time. As we can see in Figure 24 , the ingestion performance of Current remained the same as the cluster size increased. In this case, the ingestion performance was limited by the parsing bottleneck on the single intake node. In contrast, Balanced Current kept improving, as more nodes participated in parsing the data. For New with different batch sizes, the ingestion time decreased as the batch size grew. The reason was that fewer computing jobs were initiated to perform the ingestion when the batch size was larger. The overall execu-tion overhead for the computing jobs thus decreased as the batch size increased.
We can focus on the performance difference between New 1X and Balanced Current to compare the performance of the new and the existing ingestion frameworks. When there was one node, the ingestion performance of New 1X was better than Balanced Current. This was because the data parsing and storage operations are decoupled into different jobs in the new framework, but they are chained together in a single job in the existing framework. Having them in different jobs allows data parsing in the new framework to operate on new data batches without waiting for the previous batch to be consumed by the storage operation. This allows the new framework to better utilize the available computing resources. As the cluster size grew, the execution overhead of repeatedly invoking the computing job in the new framework increased. As a result, the performance of New 1X started to lose to (the single-job-based) Balanced Current.
Data Enrichment with UDFs
To investigate the performance of the new ingestion framework in enriching data during data ingestion, we designed four sample use cases where the attached UDFs cover several common operations used in database queries, including join, group-by, order-by, and spatial join. The four use cases are as listed below:
1. Safety Rating: Given a list of country names and their corresponding safety rating, enrich each incoming tweet with a safety rating based on its "country" field value. (Hash join, Appendix A) cases as "New SQL++ 1X", "New SQL++ 4X", and "New SQL++ 16X" and the Java cases as "New Java 1X", 'New Java 4X", and "New Java 16X " respectively. We deployed the system on a 6-node cluster and again let it ingest and enrich 1,000,000 tweets with the different UDFs on the ingestion pipeline to see the overall ingestion time differences for all four enrichment use cases. The experimental results (in log scale) are shown in Figure 25 . As we can see, Balanced Current performed the best among all configurations for all UDFs. Compared with Current, the balanced version avoided the parsing bottleneck on a single node. Compared with the other configurations on the new ingestion framework (with both Java and SQL++), Balanced Current saved the computation time by computing the in-memory structures once and reusing them for data enrichment throughout the ingestion process. This allowed higher ingestion speed but neglected all data changes during the ingestion process, so it is included here just as a performance baseline.
On the new ingestion framework, ingestion performance improved as the batch size was increased. Similar to the ingestion-only case, the execution overhead of executing the computing jobs decreased as the batch size increased. The Safety Rating, Religious Population, and Largest Religions use cases had significant speed improvements as we increased the batch sizes while the Nearby Monuments use case did not. This was because, in the Nearby Monuments use case, most of the ingestion time was spent on computing the expensive spatial join between incoming tweets and the reference dataset. The execution overhead reduction was way too small compared with the computation time. As we will see in the later experiments, one can speed up such enrichment UDFs by adding more computing resources.
Comparing New Java with different batch sizes and Balanced Current, the performance difference between the two ingestion frameworks shows the overhead that the new ingestion framework introduced for capturing the reference data changes by repeatedly invoking new computing jobs. As we increased the batch size, the performance of New Java approached Balanced Current (which is the ideal performance for the new ingestion framework). Benefiting from the predeployed jobs and the new batching architecture, the execution overhead associated with the new ingestion framework is seen to be relatively small. In order to investigate the performance of the new ingestion framework on large scale data enrichment tasks, we designed three more complex data enrichment use cases that enriched the incoming tweets with more information. We tested the new framework with these cases to see how it scales. The additional use cases are listed below: 5. Suspicious Names: Include the number of nearby facilities grouped by their types, the three closest religious buildings within three degrees of the tweet's location, and information about suspicious users who have the same name as the tweet's author. (Appendix E) 6. Tweet Context: Include the average income for the district where the tweet was posted, the number of facilities in this district grouped by their types, and the ethnicity distribution of the residents in this district. (Appendix F) 7. Worrisome Tweets: Include the religion names of the religious buildings within three degrees of the tweet and the number of terrorist attacks in the past two months that were related to that religion.(Appendix G)
Scale-out Experiments
To demonstrate the complexity of these additional use cases, we compared their evaluation times with that of the "Nearby Monuments" use case, the most complex UDF from the previous experiment. We let the new ingestion framework ingest and enrich 50,000 tweets with these four UDFs, and we measured the ingestion time in each case. The results are shown in Figure 26 . We see that the added use cases had different complexities and that different use cases benefited from batch size changes differently. In the Tweet Context use case, there were multiple expensive spatial joins between the referenced datasets before joining with the tweets. Increasing the batch size reduced the times of such computation and thus lowered the overall ingestion time. In the other use cases, the tweets mostly joined with the reference datasets sequentially. Thus, increasing the batch sizes offered limited improvements in the Nearby Monuments, Suspicious Names, and Worrisome Tweets use cases.
The performance of scaling out the new framework is determined by the cluster size, batch size, and UDF complexity. Although increasing the number of nodes for computation can reduce the execution time of a computing job, it also introduces additional execution overhead for executing jobs on a larger cluster, so adding more resources may not always improve the overall ingestion time. Given a simple enrichment UDF, a small batch size, and a large cluster, the speed-up performance might be bounded by the execution overhead. To explore the relationship of these three factors, we experimented with the speed-up performance using different batch and cluster sizes.
We let the framework ingest and enrich 50,000 tweets using all seven UDFs. For each UDF, we measured its ingestion time on a 6-node cluster and a 24-node cluster separately and computed the resulting speed-up. We repeated this computation for each UDF with three different batch sizes, namely 420 records/batch (1X), 1680 records/batch(4X), and 6720 records/batch (16X), and we show the speed-up of each batch size in Figure 27 .
Since the UDFs in the Safety Rating, Religious Population, and Largest Religions use cases were relatively simple, adding more resources yielded limited improvements to the execution times of their computing jobs. At the same time, their execution overhead grew as the cluster size increased. As a result, their speed-up is relatively poor. In contrast, the other UDFs (Nearby Monuments, Suspicious Names, Tweet Context, and Worrisome Tweets) each improved with more resources. For Tweet Context in particular, not only were there 4x as many nodes participating in the computation, but the added resources (particularly memory) also allowed the join process to finish earlier. This enabled the system to obtain more than the ideal 4x speed-up. For a given volume of tweets, the bigger the batch size is, the fewer computing job invocations are needed for enriching them, so the speedup performance is better as the execution overhead increase from the cluster size growth is smaller.
In order to see how ingestion performance improves when adding more resources, we also evaluated the speed-up behavior of the four complex UDFs (Nearby Monuments, Sus- picious Names, Tweet Context, and Worrisome Tweets). We asked the new ingestion framework to ingest and enrich 50,000 tweets, and we varied the cluster size from 1 node up to 24 nodes to see how the overall ingestion and enrichment times change when given a fixed batch size of 420 records/batch. The experimental results are shown in Figure 28 . As we added computing resources to the system, the ingestion performance also improved since the available computing resources were the primary bottleneck for these complex enrichment UDFs. The overall ingestion time reduced significantly after we initially added more resources and started to level off when we further increased the size of the cluster. This was because the execution overhead of a larger cluster started to take away the speed-up benefits. The overall ingestion time of different use cases still followed the complexities of the attached UDFs. Lastly, we conducted a scale-out performance experiment with a subset of the UDFs (Nearby Monuments, Suspicious Names, Tweet Context, and Worrisome Tweets). We started with the ingestion of 50,000 tweets (1X tweets) and their enrichment on 6 nodes, and we then increased the size of the incoming data and the cluster accordingly (2X tweets for 12 nodes, 3X tweets for 18 nodes, and 4X tweets for 24 nodes) to see how our new ingestion framework scaled. The results are shown in Figure 29 . As we increased the cluster and data size, the ingestion time for the Worrisome Tweets, Suspicious Names, and Nearby Monuments use cases kept relatively stable and only grew gradually due to the execution overhead increase on a larger cluster. The scale-out performance of these cases was as expected. For the Tweet Context use case, similar to the speed-up case, the added resources changed the evaluation of the join operation and thus the ingestion time decreased. This shows that the new 
RELATED WORK
Data enrichment has been widely used in various data analysis applications for which the collected data contains limited information and needs to be correlated with existing knowledge to revealing higher-level insights. Abel et al. proposed to construct Twitter user profiles by extracting semantics from tweets and relating them with collected news articles [1] . Moraru et al. introduced a framework for enriching sensor measurements with semantic concepts to generate new features [20] . Our work aims at providing a scalable framework that users can employ to put such data enrichment operations in the ingestion pipeline so that the enriched data can be used by analytical queries as soon as it is persisted.
User-defined functions have been a long standing feature of database systems [17, 25] . UDFs allow users to register their own functions with the database system for customized data processing and then invoke them in declarative queries. Hellerstein and Stonebraker designed a predicate migration algorithm for moving expensive functions in a query plan to minimize the total cost of the query [13] . Rheinländer et al. surveyed optimization techniques for optimizing complex dataflows with UDFs [23] . In our work, we use the UDF feature as a tool for users to use to specify their data enrichment operations. An enrichment UDF is compiled and optimized by the query compiler as a whole. We rely on the query compiler to provide the optimal query plan. Prepared query is a technique that caches compiled plan to improve query performance. The predeployed jobs technique that we used here for reducing the execution time of computing jobs was inspired by this technique.
The traditional ETL process defines a workflow including data collection, extraction, transformation, cleansing, and loading that is performed for moving data from an operational system into a data warehouse [8] . Data is extracted from an operational system, cleaned and transformed into a defined schema for analysis, and loaded into a periodically refreshed data warehouse for querying and data analysis. The refreshment process is often executed in an off-line mode with a relatively long period, in order to minimize the burden on the operational systems [26] . Bruckner et al. propose a near real-time architecture which minimizes the delay of new data being loaded into the data warehouse after being created in the operational system [5] . In this pa-per, we focused on building an efficient and succinct framework aiming at ingesting and enriching the data at the same time. While a user can achieve part of the ETL functionality by constructing appropriate UDFs, we do not consider the new ingestion framework to be a tool for solving general ETL problems. (Similarly, using a complicated ETL suite for data enrichment here would have been overkill.) The data feeds feature is related to the continuous data loading technique that is commonly used in near-real-time data warehouses [14] .
Streaming engines were introduced to the Big Data toolkit to address a need for stream data processing and realtime data analysis. They can handle streaming data sources and provide stream data processing on-the-fly. Many of the streaming engines also allow users to access reference data during processing. Kafka [16] uses "change data capture" in combination with the Connect API to access reference data in databases with a limited processing operations. Flink [6] supports registering external resources as Tables and offers the DataStream API to process the streaming data. Spark Streaming [28] uses Discretized Streams to discretize an incoming stream into Resilient Distributed Datasets and allow users to transform the data using normal Spark operations. Since streaming engines are designed for stream processing but not for complex data analysis queries, the processed results are often stored in connected data warehouses [19] . In this paper, we have focused on data enrichment use cases where the reference data is frequently accessed and changed, and where the processed data needs to be stored in a data warehouse for timely data analysis. We sought to minimize the effort from users so they can create a data ingestion pipeline easily, with declarative statements, and apply enrichment UDFs without limitations. To achieve these goals, we chose to build a new ingestion framework that supports the full power of SQL++ for data enrichment operations inside AsterixDB . The batch processing model that we chose is commonly used in streaming engines as well.
CONCLUSIONS
In this paper, we have investigated how to enrich incoming data during the data ingestion process. We discussed the challenges in data ingestion, illustrated the possible computing models for evaluating stateful UDFs for data enrichment, and discussed the problems that may occur in different scenarios. We think that an ingestion pipeline that supports efficient data ingestion and enrichment should be able to capture reference data changes during the ingestion process, maintain intermediate states properly, and support different enrichment operations with a full query language. To achieve these goals, we created a new ingestion framework with multiple optimization techniques. Its layered architecture allows the ingestion pipeline to better utilize the cluster resources. The repeatedly executed computing jobs in the framework allow incoming data to be enriched correctly, and its predeployed jobs improve the execution performance of computing jobs. The framework's partition holders support efficient data exchange between jobs. We conducted a series of experiments to verify the performance of the new ingestion pipeline. The results showed that new the ingestion framework can be scaled to support various data enrichment workloads involving reference data and/or stateful operations.
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APPENDIX
In all experiments, we used the data type and dataset defined in Figure 1 for ingesting and storing the tweets.
A. SAFETY SCORE
In this experiment, we enrich a tweet with the safety rating of the country where the tweet comes from. The Safe-tyRatings dataset contains 50,000 records. 
B. RELIGIOUS POPULATION
In this experiment, we enrich an incoming tweet with the total religious population in its country. The ReligiousPopulations dataset contains 50,000 records. 
D. NEARBY MONUMENTS
In this experiment, we enrich an incoming tweet with the monuments that are within 1.5 degree of the tweet's location. The monumentList dataset contains 50,000 records. In this experiment, we enrich a tweet with the number of nearby facilities grouped by their types, three closest religious buildings within three degrees of the tweet's location, and information about suspicious users who have the same name as the tweet's author. The ReligiousBuildings dataset contains 10,000 records. The Facilities dataset contains 50,000 records. The SensitiveNames dataset contains 1,000,000 records. 
F. TWEET CONTEXT
In this experiment, we enrich a tweet with the average income of the district where the tweet is posted, the number of facilities in this district grouped by their types, and the ethnicity distribution of the residents in this district based on a resident sampling. The DistrictArea dataset contains 500 records. The Facilities dataset contains 50,000 records. The Persons dataset contains 1,000,000 records. 
G. WORRISOME TWEETS
In this experiment, we enrich a incoming tweet with the names of religions within three degrees of the tweet's location and the number of terrorist attacks in the past two months related to that religion. The ReligiousBuildings dataset contains 10,000 records. The AttackEvents dataset contains 5,000 records. 
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