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Preface
This work is a study of the concepts in Inflationary theory for the Big Bang model of the
universe, Classical andQuantumfield theory associatedwith the Inflationary framework,
Horndeski single-field scalar-tensor theory, Feynman diagrams in Quantum field theory,
and geometrical formulation of the ADM decomposition etc. Some new techniques and
calculations are employed in the frame of this work. This work was done in requirement
of theMaster Thesis for theErasmus Mundus Program in Astronomy and Astrophysics
2012–2014. The document draft herein contains some straightforward analysis and some
advanced analytical calculations developed in the process of this review, occasionally
with less-than-adequate emphasis on elaboration of preexisting concepts (appropriately
referenced assuming that the reader is already familiar with the prerequisites) and on
the formatting; the author apologises for the said lack of detail, wherever existent.
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Abstract
Avneet Singh
We consider a member of the family of scalar-tensor theories of Inflation – the so-called
Horndeski model for Inflation, for which we calculate the non-Gaussianity (NG) and
the power spectrum of curvature perturbations. We concentrate on the determination
of the power spectrum, and the bi-spectrum along with the associated fNL parameter
and the Spectral Index. We follow the methodology outlined within the Quantum field
theory framework (S-matrix approach andWeinberg’s ‘in-in’ formalism) and compare –
whenever necessary – our findings with those obtained via the traditional δN formalism.
The work contained herein is an extensive review of the existing literature on this subject
and the ‘Inflationary theory’ in general, along with some newly developed techniques
and calculations.
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1 Introduction
Inflation has remained more or less a near-perfect theory in explaining the intricacies of the standard
physics of the universe at its very birth. It has successfully resolved issues such as the horizon prob-
lem, the flatness problem, the magnetic monopole overproduction problem and the fine-tuning problem
[12], which have been found in the all-sky observations of the Cosmic Microwave Background (CMB)
by Planck, WMAP etc [5, 4]. However, in order to further meet the requirements set by the specific
parameters observed through CMB, such as the power spectrum (Pk , PR), bi-spectrum ( f NL) and so on,
fine-tuning of the models of Inflation is required to arrive at a concrete set of Inflationary rules which
corroborate the story of the universe at later time-scales. This effort to arrive at a perfectly applicable
model has led to a sea of ideas that continue to expand and evolve with passing time. Some of these mod-
els employ multiple fields and/or exotic forms of yet-to-be-confirmed physics such as Quantum Gravity,
Super-symmetry etc [15]. We concentrate our study on a specific subset of such models.
We will begin our review by considering a minimal model of Inflation and do the background study
for calculating the power spectrum and the non-Gaussianity in form of bi-spectrum in the quantum field
theory framework. In course of this, we will consider the primary principle behind Weinberg’s ‘in-in
formalism’ for calculating the bi-spectrum [1]. Then, we will proceed to consider a specific set of In-
flationary models i.e. the Horndeski models, and perform the calculations for the power spectrum and
Bi-spectrum while staying within the quantum field theory regime, i.e. employing the ‘in-in formalism’.
We eventually compare our analytical results against the previous studies on the Horndeski models, espe-
cially in the form of expressions of the power spectrum and the bi-spectrum [6, 10], and possibly discuss
the extension of our analysis to the Tri-spectrum, which has not yet been explored for Horndeski’s models
– the most general single-field scalar-tensor theory [9].
2 General results for the background for a minimal model
We begin by considering the action I for a minimally-coupled scalar field without involving gravity, which
is given by:
I =
ˆ
d4x
√−g
[
1
2
gµν∂µφ∂νφ − V(φ)
]
, (1)
where, V(φ) is the associated potential with the scalar field φ. The Lagrangian for our system is then
given by:
=
√−g
[
1
2
gµν∂µφ∂νφ − V(φ)
]
(2)
In such a case of a single scalar field driving the Inflation, the equations of motion are defined simply by
the Euler-Lagrange equation:
∂µ
(
∂
∂(∂αφ)
)
− ∂
∂φ
= 0. (3)
Using (2) and (3) together, we get:
∂µ
[√−g 1
2
gµν(∂µφ)δαν +
√−g 1
2
gµν(∂νφ)δαµ
]
− √−g ∂V
∂φ
= 0. (4)
Using the contraction relations, gγβδαβ = g
γα and replacing the independent indices, we arrive at the
following identity:
1√−g ∂ν
(√−ggµν∂µφ) − ∂V
∂φ
= 0, (5)
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which is famously known as the Klein-Gordon equation. It is often represented in the following form
using the D’Alembert operator :
 =
1√−g ∂ν
(√−ggµν∂µ) ,
such that,
φ =
∂V
∂φ
. (6)
In case of a Friedmann-Lemaítre-Robertson-Walker metric (FLRW) in spherical coordinates (r , θ, φ) on
a flat Einstein de Sitter space-time (k = 0), the metric takes the following form:
gµν =

−1 0 0 0
0 a(t)2 0 0
0 0 a(t)2 0
0 0 0 a(t)2
 ,
where, we have re-scaled the speed of light in vacuum to unity. Thus, considering the FLRW metric and
the standard relation between the scale factor a(t) and the Hubble constant H, i.e. .a(t)/a(t) = H(t), the
Klein-Gordon equation is reduced to
..
φ + 3H
.
φ − ∇
2φ
a(t)2 + V
′(φ) = 0, (7)
where, in the most general scenario of a homogeneous universe, the spatial dependence of φ vanishes
(i.e.∇2φ = 0), yielding another reduced form of the Klein-Gordon equation,
..
φ + 3H
.
φ + V ′(φ) = 0. (8)
We conclude our discussion here without discussing the well-known concepts of the slow-roll parameters,
particularly in this case on a frictionless and homogeneous background for the scalar field [12]. We now
consider the quantum formulation of the fluctuations on a homogeneous background for the scalar field.
3 Quantum fluctuations of a scalar field
Consider the scalar field φ(τ, x) as:
φ(τ, x) = φ(τ) + δφ(τ, x), (9)
where, τ is the conformal time, given by d(t)/a(t) = dτ. We note that the scalar field is essentially
homogeneous in nature with only the perturbation in its background magnitude depending on spatial
dimensions. Let us redefine the field for later convenience as:
δ¯φ = a δφ. (10)
In addition, let us write down the Klein-Gordon equation for the unperturbed scalar field in conformal
time:
φ =
1√−g ∂ν
(√−ggµν∂µφ) = ∂V
∂φ
. (11)
We note that all the spatial derivatives must vanish and only the temporal derivatives should remain in
the Klein-Gordon equation owing to the condition of homogeneity of the background field. Moreover,
∂a(t)
∂τ
≡ a′ = ∂a(t)
∂t
∂t
∂τ
=
.a(t)a(t) = H(t) a(t)2. (12)
Using (11) and (12), we get:
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1
a3(t)∂t
(
− a3(t)∂tφ
)
− ∂V
∂φ
= 0,
1
a3(t)∂τ
(
− a3(t)∂τφ∂τ
∂t
)
∂τ
∂t
− ∂V
∂φ
= 0,
1
a3(t)∂τ
(
− a(t)2∂τφ
)
1
a(t) −
∂V
∂φ
= 0,
φ′′ + 2Hφ′ + a(t)2V ′(φ) = 0, (13)
where, the derivatives are with respect to the conformal time, and H = a′(t)/a(t) is the Hubble parameter
in conformal time.
3.1 Second-quantization
Let us now recall the formulation of second-quantization. The two-dimensional (simplified case with one
spatial and one temporal variable) Klein-Gordon equation for a generic scalar field φ is rewritten again as
φ =
1√−g ∂ν
(√−ggµν∂µφ) = ∂V
∂φ
for µ = τ, x.
For a massive unperturbed scalar field with mass mφ and linearized potential V =
1
2
m2φφ
2 (i.e. ∂V/∂φ =
m2φφ), the Klein-Gordon equation becomes
φ = m2φφ,
which reduces in a 2-dimensional flat de sitter space to the simple form of
φ = [∂2τ − ∂2x ]φ = m2φφ.
The solution to this equation in time domain τ is a simple plane-wave propagating in both parallel and
anti-parallel direction given by the general form of:
φ(x, τ) = Ak(τ)ei(k·x) + Bk(τ)e−i(k·x).
We note that the wavenumber of a mode is an induced parameter in the solution, and it is an independent
quantity. Hence, we must sum over the quantity k for a general solution which is simply given by
φ(x, τ) =
∑
k
[Ak(τ)eik·x + Bk(τ)e−ik·x] = 1(2pi)3/2
ˆ
d3k[Ak(τ)eik·x + Bk(τ)e−ik·x].
Note that since the scalar field is real, it must satisfy the following equality
φ(x, τ) = φ∗(x, τ).
Under this condition, we find that
Bk(τ) = A∗k(τ).
Therefore, the final form of the solution reads:
φ(x, τ) = 1
(2pi)3/2
ˆ
d3k[Ak(τ)eik·x + A∗k(τ)e−ik·x]. (14)
We now “upgrade” our classical scalar field to an operator, such that (14) takes the following form:
φ¯(x, τ) = 1
(2pi)3/2
ˆ
d3k[A¯k(τ)eik·x + A¯∗k(τ)e−ik·x], (15)
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where, the amplitude functions A¯k(τ) and A¯∗k(τ) have been quantized and upgraded to operators. We can
distinguish the time dependence of the operators in the Heisenberg picture and make the modification
A¯k(τ) = uk(τ)ak and A¯∗k(τ) = u∗k(τ)a∗k , such that
φ¯(x, τ) = 1
(2pi)3/2
ˆ
d3k[uk(τ)a¯keik·x + u∗k(τ)a¯∗ke−ik·x]. (16)
Now, consider the conjugate momentum for the scalar field φ¯, which is given by p¯i = φ¯′. The following
commutation relation must hold between the scalar field and its conjugate momentum:
[φ¯, p¯i] = i.
Note that this is similar to the case of a harmonic oscillator where the position and momentum operators
are related by [x, p] = i. Moreover, the renormalization ~ = c = 1 has been employed. Considering
that the operators φ¯ and p¯i must satisfy this commutation relation, the operators could be algebraically
rearranged (again similar to the case of a quantum harmonic oscillator) such that:
a¯k =
√
mφ
2
φ¯ + i
√
1
2mφ
p¯i and a¯∗k =
√
mφ
2
φ¯ − i
√
1
2mφ
p¯i. (17)
We can again easily recognize these relations from the case of a harmonic oscillator and conclude that
these operators are nothing but the creation and annihilation operators i.e. a¯k ≡ ak and a¯∗k ≡ a†k. Now,
the expression in (16) takes the form:
φ¯(x, τ) = 1
(2pi)3/2
ˆ
d3k[uk(τ)akeik·x + u∗k(τ)a†ke−ik·x]. (18)
It is useful to note that in the simplest of cases (i.e. when the Klein-Gordon equation takes the form of
a wave equation φ = [∂2t − ∂2x ] = m2φφ), the amplitude functions are nothing but uk(τ) ∝ e±iΩτ , i.e.
time-dependent amplitudes of general plane-wave solutions with Ω = |(k2 + m2φ)1/2 |. Here we conclude
our discussion on second-quantization of a scalar field.
4 Back to Cosmology
Let us again reconsider (9) in parallel with the second-quantization principle given by (18). We can
simply write down the expression for the field perturbations (i.e. the perturbation term only) by keeping
the background field purely classical, i.e.
δ¯φ(x, τ) = 1
(2pi)3/2
ˆ
d3k[uk(τ)akeik·x + u∗k(τ)a†ke−ik·x]. (19)
We now have a few cases to consider. The first and the foremost of them is when the wavelength of a
perturbation remains within the horizon, i.e. on the so-called sub-horizon scales. In such a case, the
density perturbations depend on both the conformal time τ and the spatial coordinates. In that case, (13)
must be modified to include the spatial derivatives. The modified form of (13) after including the spatial
dependence is then given by:
φ′′ + 2Hφ′ − ∂
2
xφ
a(t)2 + V
′(φ) = 0. (20)
The above expression, when combined with (9) and (19), yields
∂2[φ(τ) + δφ(x, τ)]
∂τ2
+ 2H
∂[φ(τ) + δφ(x, τ)]
∂τ
− ∂
2
x [φ(τ) + δφ(x, τ)]
a(t)2 + a(t)
2V ′[φ(τ) + δφ(x, τ)] = 0,
which upon incorporation with the field redefinition introduced in (10), converts to the following form:
φ′′ + δφ′′ + 2Hφ′ + 2Hδφ′ − ∂
2
x (δφ)
a(t)2 + a(t)
2V ′[φ(τ) + δφ(x, τ)] = 0. (21)
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Now, we may expand the potential term as follows:
V ′[φ(τ) + δφ(x, τ)] =
∂
[
V[φ(τ)] + ∂V∂φ δφ(x, τ)
]
∂φ
= V ′(φ) + ∂
2V
∂φ2
δφ(x, τ). (22)
Then (21) combined with (13) and (22) is written as
δφ′′ + 2H δφ′ +
k2
a(t)2 δφ(x, τ) + a(t)
2m2φδφ(x, τ) = 0,
which can be further reduced using (12) and (19) (considering only the positive energy mode) to
uk(τ)′′ +
[
k2 − a
′′
a
+ a2m2φ
]
uk(τ) = 0. (23)
On sub-horizon scales, from (12), we can deduce that:
a′′(t)
a(t) = 2H
2a(t)2, (24)
assuming that the Hubble parameter is nearly constant in time such that ..a(t)/a(t) = H2 + .H ∼ H2. We
must note that the wavenumber(s) k is transformed along with the field re-definition introduced in (10).
This tranformation is simply given by k → k/a(t), and it can be easily interpreted from the Klein-Gordon
equation for the original scalar field ([∂2τ − ∂2x ]φ = m2φφ). Now, consider again the case of sub-horizon
scales when a(t)λ < H−1; this inequality can be re-written as:
k  aH,
k2  a2H2 ∼ 1
2
a′′(t)
a(t) .
Under these conditions, along with the assumption of negligible mass mφ of the scalar field, (23) reduces
to
uk(τ)′′ + k2uk(τ) = 0, (25)
whose solution is a plane wave given by
uk(τ) = 1√
2k
e±ikτ . (26)
Similarly, for the case of scales in the super-horizon limit, i.e. when
k2  a2H2 ∼ 1
2
a′′(t)
a(t) ,
the amplitudes uk satisfy the following differential equation in τ:
uk(τ)′′ −
[
a′′
a
− a2m2φ
]
uk(τ) = 0. (27)
Before proceeding further, let us take a look at the definition of conformal time and the Hubble parameter,
.a(t)
a(t) = H(t) ∼ constant.
The solution to this differential equation yields:
a(t) ∝ eHt . (28)
This result, when combined with the definition of conformal time (dt/a(t) = dτ), gives
ˆ
dt
eHt
=
ˆ
dτ = τ and,
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τ =
−1
Ha(t) . (29)
Furthermore, we can deduce that
a′(t) = 1
Hτ2
= Ha2, a′′(t) = −2
Hτ3
= 2H2a3. (30)
Now reconsider (27) for a scalar field with negligible mass (mφ ∼ 0),
uk(τ)′′ −
[
a′′
a
]
uk(τ) = 0. (31)
We can further reform u′′
k
as:
u′k =
duk
da
da
dτ
u′′k =
d
dτ
(
duk
da
)
da
dτ
+
duk
da
d2a
dτ2
=
d
da
(
duk
da
) (
da
dτ
)2
+
duk
da
d2a
dτ2
u′′k =
d2uk
da2
(
da
dτ
)2
+
duk
da
d2a
dτ2
=
d2uk
da2
a′2 +
duk
da
a′′ (32)
Combining (29), (30), (31) and (32), the amplitudes of modes in the super-horizon limit satisfy
a2
2
d2uk
da2
− aduk
da
− uk = 0, (33)
where, obviously uk(τ) → uk(a). The solution to this second-order homogeneous differential equation is
given by:
uk(a) = Ck+a + Ck−a−2. (34)
Sidenote:
Alternatively, we can also find the solution for differential equation in (31) as follows:
• From the structure of (31), it is clear that uk = a is one of the trivial solutions. We only need to
find the second solution to this equation.
• The trick to find the second solution, if first solution (say, u(1)
k
) is known, is to use the method of
‘integrating factor’, i.e.
a2
d
da
(
u(2)
u(1)
k
)
=
ˆ
e−
2
a da,
which yields the second solution as u(2)
k
= a−2. Ultimately, the true solution is the linear combination of
the two.
For a fast expanding universe, we can neglect the decaying mode of the solution (∝ a−2). Finally,
|δφk | = |uk |a .
At horizon exit, we can define the boundary conditions for the seperate solutions for the sub-horizon and
super-horizon cases such that
uk:sub-horizon(τ = τexit) = uk:super-horizon(τ = τexit),
which yields,
Ck+ =
1
a(t = texit)
√
2k
=
H√
2k3
. (35)
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4.1 General formulation for the solution
Let us now solve for (23) without any approximations. Using the relations (29) and (30), we arrive at the
following equality:
uk(τ)′′ +
[
k2 −
v2φ − 14
τ2
]
uk(τ) = 0, where, v2φ =
9
4
−
m2φ
H2
. (36)
The general solution for this kind of equation is a function of linear combination of the Bessel functions
of the first and the second kind. Without going into much trivial discussion, we conclude that on
super-horizon scales, the density perturbations take the form of [3]
uk(τ) = ei
(
vφ+
1
2
) pi
2 2vφ−
3
2
Γ(vφ)
Γ(3/2)
1√
2k
(−kτ)( 12−vφ ),
such that,
|δφk | = 2vφ−
3
2
Γ(vφ)
Γ(3/2)
H√
2k3
(
k
aH
)3/2−vφ
. (37)
Needless to say, on sub-horizon scales, the standard plane wave-solution is recovered. Taking a careful
look at (37) suggests that
|δφk | ≥ 0, which implies Γ(vφ) ≥ 0.
Note that the Gamma function Γ is positive for positive domain values. Therefore,
Γ(vφ) ≥ 0 requires vφ ≥ 0 or, mφ ≤ 32H. (38)
For the case of a very light scalar field, i.e. vφ ∼ 3/2, (37) reduces to the following simple form of
|δφk | = H√
2k3
(
k
aH
)ηφ
, such that ηφ = 3/2 − vφ . (39)
Note that1 ηφ = 3/2 − vφ = m2φ/3H2 when m2φ/3H2  1.
5 Power spectrum for the minimal model
In this section, we discuss the mathematics detailing the statistics of the distribution of a scalar field.
5.1 Defining power spectrum
Let us start by defining a two-point correlation function (also known as the auto-correlation functionwhen
it correlates the values of the same function). Consider a complex function f in some arbitrary domain,
say ®t. Now, the two-point correlation (or, auto-correlation) function defined under the transformation
®t → ®t + ®τ is given by2
〈 f (®t) f ∗(®t + ®τ)〉 =
ˆ 8
− 8
f (®t) f ∗(®t + ®τ)d®t. (40)
Considering the Fourier transform of the function f :
〈 f (®t) f ∗(®t + ®τ)〉 =
〈 ˆ 8
− 8
ˆ 8
− 8
dk1dk2 f (k1) f ∗(k2)ei ®k1 ·®te−i ®k2 ·(®t+®τ)
〉
,
〈 f (®t) f ∗(®t + ®τ)〉 =
ˆ 8
− 8
ˆ 8
− 8
dk1dk2 〈 f (k1) f ∗(k2)〉ei ®k1 ·®te−i ®k2 ·(®t+®τ). (41)
1It is useful to relate ηφ to the standard slow-roll parameter which actually equals m2φ/3H2 for a massive field.
2We will skip the 1/2pi factor in the Fourier transforms (or, the inverse Fourier transforms) for simplicity.
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Sidenote:
In order to prove the last identity (41), consider the following scenario. In general, two-point correlation
function for two statistically discrete functions f and g (which in turn are functions of a discretemeasurable
variable x) is given by:
〈 f (x) g(x)〉 =
8∑
i=− 8
8∑
j=− 8
f (xi) g(xj)P[ f (xi) g(xj)], (42)
where, P is the joint probability distribution function of simultaneous occurrence of f and g. If f and g
are independent functions, the relation reduces to the form (since P[ f (xi) g(xj)] = P[ f (xi)]P[g(xj)]),
〈 f (x) g(x)〉 =
8∑
i=− 8
f (xi)P[ f (xi)]
8∑
j=− 8
g(xj)P[g(xj)] = 〈 f (x)〉 〈g(x)〉.
In addition, the 2-point correlation function in a continuous range of variables is given by:
〈 f (x1) g(x2)〉 =
ˆ 8
− 8
ˆ 8
− 8
f (x1) g(x2)P[ f (x1) g(x2)]d[ f (x1)]d[ f (x2)]. (43)
Now, for simplicity, we take the case of one discrete random function f (x). Consider a scenario where
we make repeated measurements of f over the specified domain at some point xi . The ensemble average
for such a set of measurements would be given by
〈 f (x)〉 = lim
i→ 8
∑
f (xi)P[ f (xi)] =
ˆ 8
− 8
f (x)P[ f (x)]d[ f (x)]. (44)
Introducing the Fourier transform for the function f (x),
f (x) =
ˆ 8
− 8
f (k)eikxdk, (45)
for repeated measurements of f (x) at x = xi , the variation in the Fourier space occurs only in the
amplitudes of the Fourier modes. Therefore, we can write the above equation for ith measurement as
f (xi) =
ˆ 8
− 8
fki (k)eikxdk. (46)
Thus, using (46), (44) reduces to
〈 f (x)〉 = lim
i→ 8
∑ˆ 8
− 8
fki (k)eikxdk P[ f (xi)] =
ˆ 8
− 8
ˆ 8
− 8
f (k)eikxdkP[ f (x)] d[ f (x)]. (47)
Moreover, one must intuitively recognize that the probability density function P[ f (xi)] in real domain
and the probability density function P[ fki ] in Fourier space are the same; this is because the probability
of random occurrence of some value for the function f is equivalent to the probability of variance in the
corresponding mode amplitudes. Hence,
P[ f (xi)] = P[ fki (k)]. (48)
Accordingly, from (47) and (48), we conclude that
〈 f (x)〉 = lim
i→ 8
ˆ 8
− 8
dk eikx
∑
fki (k)P[ fki (k)] =
ˆ 8
− 8
dkeikx 〈 fki 〉. (49)
Hence, we have proved the identity (49) used to derive the expression (41). This identity may be proven
in a similar but more involved manner for the more complex case of a two-point correlation function.
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Now, for a perturbation in the scalar field φ, we use the analogous form
〈δφ(®x) δφ∗(®x + ®r)〉 =
ˆ 8
− 8
ˆ 8
− 8
dk1dk2 〈δφ(k1) δφ∗(k2)〉ei ®k1 · ®xe−i ®k2 ·( ®x+®r). (50)
The quantity 〈δφ(k1) δφ∗(k2)〉 is defined as the power spectrum of the density fluctuations. We can derive
the explicit relation for power spectrum in the following way using the inverse Fourier transform:
〈δφ(k1) δφ∗(k2)〉 =
ˆ 8
− 8
ˆ 8
− 8
d®x d(®x + ®r) 〈δφ(®x) δφ∗(®x + ®r)〉e−i ®k1 · ®xei ®k2 ·( ®x+®r), (51)
where 〈δφ(®x) δφ∗(®x + ®r)〉 = ξ(®x, ®r) is the spatial correlation function. Therefore,
〈δφ(k1) δφ∗(k2)〉 =
ˆ 8
− 8
d®r ξ(®x, ®r)ei ®k2 ·®r
ˆ 8
− 8
d®x e−i(®k1−®k2)· ®x ,
where the following identities hold;
ˆ 8
− 8
d®x e−i(®k1−®k2)· ®x = (2pi)2 δ(®k1 − ®k2),
and3, ˆ 8
− 8
d®r ξ(®x, ®r)ei ®k ·®r ≡ 1
2| ®k |3
Pk(®k). (52)
The homogenity and isotropy of the density of perturbations (translational and rotational invariance of ξ)
requires that ξ(®x, ®r) ≡ ξ(|®r |), which when combined with (51), reduces 〈δφ(k1) δφ∗(k2)〉 to
〈δφ(k1) δφ∗(k2)〉 = (2pi)2 δ(®k1 − ®k2)
ˆ 8
− 8
d|®r | ξ(|®r |)ei | ®k | | ®r | since ®r → |®r | implies ®k → |®k |,
Thus, the power spectrum is finally written by combining the above expression with the definition (52),
〈δφ(k1) δφ∗(k2)〉 = 2pi
2
| ®k |3
Pk(| ®k |) δ(®k1 − ®k2) = 2pi
2
k3
Pk(k) δ(®k1 − ®k2). (53)
The above result clearly shows that individual modes are essentially uncorrelated.
5.2 Power spectrum for the quantized form of a generic scalar field in de sitter
stage
We have now completely defined the power spectrum through our previous discussion. Moving on,
reconsider (19),
δ¯φ(x, τ) = 1
(2pi)3/2
ˆ
d3k[uk(τ)akeik·x + u∗k(τ)a†ke−ik·x].
Let us take the Fourier transform4 of the above equation,
δ¯φk(τ) =
ˆ
d3x δ¯φ(x, τ) e−ik′ ·x = 1(2pi)3
ˆ
d3x e−ik
′ ·x
ˆ
d3k [uk(τ)akeik·x + u∗k(τ)a†ke−ik·x],
δ¯φk(τ) = 1(2pi)3
ˆ
d3k
ˆ
d3x [uk(τ)akei(k′−k).x + u∗k(τ)a†ke−i(k
′+k).x],
δ¯φk(τ) = 1(2pi)3
ˆ
d3k [uk(τ) ak δ(k − k′) + u∗k(τ) a†k δ(k′ + k)].
3The additional factor of 1/2 | ®k |3 in the definition of power spectrum is chosen for convenience. It leads to Lorentz invariance of
the power spectrum function.
4We ignore the limits over the integrals. They are assumed to go from − 8 to 8, unless mentioned otherwise.
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Note that since the amplitudes uk(τ) are functions of wavenumber and not the wavevector, i.e. u−k(τ) =
uk(τ) = uk(τ), we may rewrite
δ¯φk(τ) = 1(2pi)3
[
uk(τ) ak + u∗k(τ) a†−k
]
and δ¯φk∗ (τ) = 1(2pi)3
[
u∗k(τ) a†k + uk(τ) a−k
]
. (54)
Thus, once we have the expression for the amplitudes uk(τ) for the scalar field perturbations in Fourier
space, we can go ahead and calculate the power spectrum. The expectation values of the field operators
are given by
〈δ¯φk1 (τ) δ¯φk∗2 (τ)〉 = 〈χn |δ¯φk1 (τ) δ¯φk∗2 (τ)|χn〉, (55)
where, χn is the wave-function corresponding to the Hermitian operator in some random state n. Com-
bining (54) and (55) gives:
〈δ¯φk1 (τ) δ¯φk∗2 (τ)〉 =
1
(2pi)6
〈
χn
(uk1u∗k2 ) ak1a†k2+(uk1uk2 ) ak1a−k2+(u∗k1u∗k2 ) a†k1a†−k2+(u∗k1uk2 ) a†−k1ak2 χn〉.
Considering the properties of creation and annihilation operators,
〈χn |ak1a†k2 |χn〉 = δ(k1 − k2) and 〈χn |ak1ak2 |χn〉 = 〈χn |a
†
k1a
†
k2 |χn〉 = 0, (56)
only the first and last term can give non-zero contribution to the expectation value. Thus, (55) reduces to
〈δ¯φk1 (τ) δ¯φk∗2 (τ)〉 =
1
(2pi)6
[
(uk1u∗k2 ) δ(k1 − k2) + (u∗k1uk2 ) δ(−k1 − k2)
]
.
We may assume the simple case when k1 = k2 as an example, giving us
〈δφk1 (τ) δφk∗2 (τ)〉 =
1
a(t)2 〈δ¯φk1 (τ) δ¯φk∗2 (τ)〉 =
1
(2pi)6
|uk |2
a(t)2 δ(k1 − k2) = |δφk |
2. (57)
Combining the above with the definition of power spectrum in (53), we find that
Pk(| ®k |) = k
3
2pi2
|δφk |2 ∝ k
3
2pi2
|uk |2
a(t)2 . (58)
Further, from the discussion of the solution to the Klein-Gordon equation in (39), we can write the power
spectrum as5:
Pk(| ®k |) =
(
H
2pi
)2 ( k
aH
)3−2vφ
. (59)
It is convenient to define nφ , called the spectral index of the power spectrum, in the following way:
nφ − 1 = d ln[Pk(|
®k |)]
d (ln k) , (60)
which, in the case of a light scalar field, is given as
nφ − 1 = 3 − 2vφ = 2ηφ . (61)
Thus, the expression in (60) may be rewritten as
Pk(| ®k |) ∝ k(nφ − 1). (62)
We deduce that for the case of a massless scalar field (vφ = 3/2), nφ = 1, which yields
Pk(| ®k |) = constant, (63)
5We ignore the proportionality factor of 1/(2pi)6 in (57). It comes from the mere definition of Fourier transforms.
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i.e. the power spectrum is scale invariant. It can be shown that the power spectrum is in fact given by:
Pk(| ®k |) =
(
H
2pi
)2
.
We may also briefly discuss the case when the scalar field is extremely massive, i.e. mφ  32H. From
section 3 and section 4, we borrow the expression for mode amplitudes uk(τ), which in the case of massive
scalar field (vφ ∼ i
mφ
H
) is reduced to the following important form:
uk(τ) = ei
(
vφ+
1
2
) pi
2 2vφ−
3
2
Γ(vφ)
Γ(3/2)
1√
2k
(−kτ)
( 1
2 − vφ
)
∝ e−2
(mφ
H
)2
.
We see that for a massive scalar field, the amplitude damps exponentially with vφ . The spectral index is
then easily calculated using (58) and (60).
5.3 Quantum fluctuations in a quasi-de sitter expansion stage
Up until now, we had assumed that the Hubble parameter H is a constant in time. However, it is not
entirely true. In fact, from the second condition of slow-roll for the Inflaton field, another parameter6
exists besides the ηφ parameter [4], such that
φ ≡
.
H
H2
, ηφ ≡
.
φ
Hφ
where φ , ηφ  1. (64)
We had assumed φ = 0 in previous discussions; in this section, we drop this assumption. Instead, we
consider the case when φ is roughly a constant7. In that case, we can solve (64) and get the solution for
the Hubble parameter as
.a
a
= H =
(
φt +
1
Hc
)−1
where, Hc is the constant of integration, (65)
which when solved for a(t) gives
a(t) =
(
φt +
1
Hc
)−1/φ
= H(t)1/φ . (66)
From the definition of the conformal time [dτ = dt/a(t)] given in section 3, we can write a(t) in terms of
the conformal time as
a(t) = −1
τ
1
H(1 − φ) = [τ(φ − 1)]
1/(φ−1). (67)
In addition,
a′′
a
=
2
τ2
[
1 +
3
2
φ
]
. (68)
For the present case, the mode amplitudes satisfy the Klein-Gordon equation of motion (36), for which
we have the modified expression for vφ:
vφ =
3
2
+ φ − ηφ . (69)
Note that since the first derivatives of the slow-roll parameters are of the order .ηφ ,
.
φ ∼ O(η2φ , 2φ), vφ is
roughly a constant. Thus, after accounting for this correction to the field fluctuations introduced by φ ,
(39) for the amplitudes of modes is modified to the following form:
|δφk | = H√
2k3
(
k
aH
)ηφ−φ
. (70)
6It is indeed true that both parameters must satisfy |ηφ |, φ  1 for “successful” Inflation.
7This assumption is indeed close to ideal since the second derivative
..
H is of the order of 2φ , which also holds true for ηφ . It is
worth mentioning that the slow-roll parameters by themselves follow the criteria that .ηφ , .φ ∼ O(η2φ , 2φ )
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We further find that
|δ .φk | = |δφk |
[
(1 + φ − ηφ)
.
H
H
+ (φ − ηφ)
.a
a
]
. (71)
Using (64), we solve to get
|δ .φk | = |δφk |
[
− (1 + φ − ηφ)φH + (φ − ηφ)H
]
.
Lastly, ignoring the higher order contributions from the cross-terms (φηφ) and the quadratic terms (2φ),
we arrive at the following simplified expression:
|δ .φk |
|δφk | = −ηφH  1. (72)
We conclude from the above expression that the scalar field perturbations are more or less unchanged
(often termed as ‘frozen’) once they cross the horizon. We also find that the power spectrum in this case
takes the following form:
Pk(| ®k |) =
(
H
2pi
)2 ( k
aH
)2(φ−ηφ )
. (73)
6 Wick’s theorem and higher-order correlation functions
It is beneficial to introduce higher-order correlation functions at this point. Consider a quantity L(t, x)
which is Gaussian-distributed for an infinite set of measurements. Then, for such a quantity, it is a
well-known result8 that except for even-ordered (order 2, 4, 6 etc) correlation functions, all other odd
higher-order correlation functions (order 1, 3, 5 etc) vanish. This translates into saying that power
spectrum, i.e. two-point correlation function, is all we need to characterize such a quantity as long as
it is Gaussian-distributed; this is because, according to Wick’s theorem, all even non-vanishing higher-
order correlation functions can be broken down into permuted summation of all possible pairs of 2-point
correlation functions. For example, a 4th order correlation function for a Gaussian-distributed quantity
L(t, x) using Wick’s theorem can be written as follows:
〈L(t, x1) L(t, x2) L(t, x3) L(t, x4) 〉 = 〈L(t, x1) L(t, x3)〉 〈L(t, x2) L(t, x4) 〉
+ 〈L(t, x1) L(t, x3)〉 〈L(t, x2) L(t, x4) 〉 + 〈L(t, x1) L(t, x4)〉 〈L(t, x2) L(t, x3) 〉. (74)
However, such relations do not hold if the distribution deviates from Gaussianity. For instance, when the
non-Gaussianity is small, the Wick’s theorem could be modified to include a ‘connected term’ which is
non-zero when the distribution deviates from Gaussianity9. Hence, a 4-point correlation function for a
slightly non-Gaussian distribution takes the following form:
〈L(t, x1) L(t, x2) L(t, x3) L(t, x4) 〉 = 〈L(t, x1) L(t, x3)〉 〈L(t, x2) L(t, x4) 〉
+ 〈L(t, x1) L(t, x3)〉 〈L(t, x2) L(t, x4) 〉 + 〈L(t, x1) L(t, x4)〉 〈L(t, x2) L(t, x3) 〉
+ 〈L(t, x1) L(t, x2) L(t, x3) L(t, x4) 〉c .
(75)
In conclusion, in order to quantify small non-Gaussianities in a perturbed Gaussian distribution, the
simplest tool we can conjure is to calculate the 3-point correlation function (also called bi-spectrum in
Fourier domain), which would otherwise vanish for a purely Gaussian distribution.
8AGaussian distribution is an even-function around the argument corresponding to its maxima. Therefore, expectation value of any
odd function with the Gaussian profile as its probability density function must naturally vanish. On the other hand, expectation
values of all even functions will survive.
9This is equivalent to saying that the higher-order even correlation functions can no longer be written solely in terms of the 2-point
correlation function.
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6.1 The curious case of self-interacting scalar fields
We have seen before in section 2 that the (linearized) potential associated with a scalar field φ is given by
V(φ) = 1
2
m2φφ
2.
For a self-interacting scalar field, there are terms which extend beyond the quadratic term which are seen
in the Taylor series’ expansion:
V(φ + δφ) = V(φ) + dV
dφ
δφ +
1
2!
d2V
dφ2
(δφ)2
limited by quadratic potential
+ 1
3!
d3V
dφ3
(δφ)3 + 1
4!
d4V
dφ4
(δφ)4 + ...
further interaction terms
(76)
Before proceeding further, it is necessary to introduce the ‘interaction picture’ in Quantum mechanical
formulation of perturbed fields.
6.1.1 Interaction picture
In quantum formulation of field theory, there are two formulations that are often differentiated based on
the ease of obtaining a solution for a given system that is evolving in time. Schrödinger picture, on one
hand, is a formulation in which we assume that it is the state vectors that evolve in time and not the
operators, which corresponding to the observables of the system. Heisenberg picture, on the other hand,
is the formulation in which the operators are assumed to be evolving in time, while the state vectors are
kept independent of time. Interaction picture is the formulation in which both the state vectors and the
operators carry a part of time dependence of the observables. In quantum field theory, the idea behind
interaction picture is the same as the first-order time-dependent perturbation theory in quantummechanics
where we achieve the solution in two parts: a) a complete and well-known analytical part of the entire
solution, and b) an unknown interaction part which could be analyzed separately. In interaction picture,
the state vectors and the operators (as given in the Schrödinger picture) are transformed by a unitary
transformation. To begin with, we re-write the perturbed Hamiltonian in Schrödinger picture as10
HS = HNI +HIG(t), (77)
where, we have separated the Hamiltonian in a way that HNI is well-understood and exactly solvable,
whileHIG is the part which is hard to realize and analyze. Usually, the explicit dependency11 on time of
the Hamiltonian are carried into the second termHIG in order to simplify the solving process. Moreover,
the state vectors χ in the interaction picture are defined to evolve in time, from time to to t, as
|χI (t)〉 = eiHNI(t−to) |χS (to)〉. (78)
Meanwhile, the operators evolve as
OI (t) = eiHNI(t−to) OS (to)e−iHNI(t−to), (79)
where, again ~ = 1, and we consider for simplicity that the initial time to = 0. Remember that in
the Schrödinger picture, the operators are generally time-independent. Therefore, in general, OS (t) can
simply be replaced by OS unless there is an implicit and inherent dependence of the operator on time.
When OS = HNI, the interaction picture coincides with the Schrödinger picture since
OI |NI (t) = eiHNIt HNI e−iHNIt = HNI for OS = HNI. (80)
10Note that the sub-script ‘NI’ stands for non-interacting part of the Hamiltonian, while the sub-script ‘IG’ stands for the interacting
part of the Hamiltonian. In addition, the sub-script S stands for quantities in the Schrödinger picture.
11Note that the explicit time-dependency here refers to the ‘dependency’ arising from time-dependent force-fields such as electric
field, magnetic field etc. in the Hamiltonian, and not the inherent temporal ‘evolution’.
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Note that we have used the property that the Hamiltonian commutes with its differentiable functionals12.
The same is not true forHIG(t) unless the commutation [HIG, HNI] = 0 holds, such that
OI |IG (t) = eiHNIt HIG e−iHNIt , HIG for OS = HIG. (81)
We have now set the basics of quantum field theory in the interaction picture. We now proceed forward
with the perturbed case of our scalar field φ.
Sidenote:
We make important remarks about switching between different pictures and recall the important commu-
tation relations between operators. It is advisable to read the Appendix A.1 for some finer details on this
section.
• Firstly, for operators A and B,
eA+B = eAeB = eBeA , (82)
only if, [A B] = 0, i.e. if A and B commute.
• Secondly, to switch between the Schrödinger picture and the Heisenberg picture, we follow the following
relations,
OH = eiHS t OS e−iHS t for S → H, (83)
and,
OS = e−iHS t OH eiHS t for H→ S, (84)
where, the operator of the form e−iHt ≡ Uˆ is usually called a propagator. We have already discussed that,
OI = eiHNIt OS e−iHNIt for S → I. (85)
Moreover, the time-evolution of operators can alternatively be written from (85) as
i~
d(OI)
dt
= [OI,HNI]. (86)
Furthermore, it can also be easily proved using (78), (79) and (80) that the following relation holds:
i~
∂ |χI (t)〉
∂t
= OI |IG (t)|χI (t)〉.
which is the Schrödinger equation in interaction picture with the corresponding Hamiltonian OI |IG (t).
6.2 Back to our quantized scalar field
For a self-interacting scalar field, we find that the potential has terms beyond the quadratic term such that
its expression takes the following form:
V(φ) = 1
2
m2φφ
2 + g(φ) where, g(φ) is of the form γφp , (87)
where, obviously p > 2. (74) in that case looks like,
V(φ+δφ) = 1
2
m2φ(φ + δφ)2 + g(φ) +
dg
dφ
δφ +
1
2!
d2g
dφ2
(δφ)2
up to second order in δφ
+ 1
3!
d3g
dφ3
(δφ)3 + 1
4!
d4g
dφ4
(δφ)4 + ...
higher-order interactions of order 3 or higher
. (88)
12In fact, all operators commute with their differentiable functions.
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Thus, the interaction part is represented by the contributions beyond the second order by
Vint(φ, δφ) = 13!
d3g
dφ3
(δφ)3 + 1
4!
d4g
dφ4
(δφ)4 + .... (89)
The corresponding quantized Hamiltonian is written by upgrading the field to an operator13 such as
φ¯(x, τ) → φ(τ) + δ¯φ(x, τ). This leads to
HS(x, t) = 12g
µν∂µ[φ¯(x, τ)]∂ν[φ¯(x, τ)] + 12m
2
φ[φ¯(x, τ)]2 + Vint(φ(τ), δ¯φ) = HNI +HIG(x, t), (90)
such that14 Hint(t) = Vint(φ, δ¯φ). When upgraded to a quantized operator and integrated over spatial
coordinates, the Hamiltonian takes the form of
HS(t) =
ˆ
d3xHNI +
ˆ
d3xHIG(x, t) ≡ HO(t) +Hint(t). (91)
In order to write the N-point correlation function for the new Fourier modes (which have been perturbed
by the interaction terms in the Hamiltonian) of perturbed scalar field φ in interaction picture, we proceed
by writing15,
[δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I = eiHNIt [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]S e−iHNIt for S → I. (92)
Sidenote:
The Hamiltonian in Schrödinger picture for a free non-interacting scalar field is similar to that of a
harmonic oscillator and is given by,
HNI = √−g
[
1
2
gµν∂µ φ¯(x, τ)∂ν φ¯(x, τ) + V(φ¯(x, τ))
]
=
√−g
[
1
2
gµν∂µ φ¯(x, τ)∂ν φ¯(x, τ) + 12m
2
φ φ¯(x, τ)2
]
.
(93)
Furthermore, the interacting part of the HamiltonianHIG (≡ Hint) is a function of φ¯(x, τ) [φ(τ)+ δ¯φ(x, τ)],
as we can see from (90). This merely translates into saying thatHNI,Hint andHS all commute12 amongst
themselves in pairs since they are all differentiable functionals of δ¯φ(x, τ). Refer to Appendix A.2 for
finer details whenHNI,Hint andHS fail to commute. Moreover, δ¯φki and δ¯φ do not commute since they
belong to separate Hilbert spaces.
Following the argument above. combined with the assertion made in (82), we can conclude that
[δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I = e−iHintt eiHSt [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]S e−iHS t eiHintt . (94)
Further, using (84), we get
[δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I = e−iHintt [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]H eiHintt , (95)
13Remember that we have quantized only(!) the tiny perturbation δφ(x,τ) to the scalar field as per (9) and (19).
14Take a note here that φ here represents the background field [φ(τ)] and the tiny fluctuations in its value are δφ(x,τ), such that
φ(τ, x) = φ(τ) + δφ(τ, x), similar to the way we represented them in (9) before.
15Remember that the operators δ¯φki are in the Heisenberg picture and we need to transform them to Schrödinger picture first in
order to meet the criteria of the interaction picture. Moreover, the expectation value is calculated for the operators δ¯φki at the
same time t. When calculated at different times for different operators, the formulation is slightly different. Refer to Peskin and
Schröder: An introduction to Quantum Field Theory, Chapter 4, Sec: 4.2, Page: 84–86 for more details.
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or, alternatively,
[δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]H = eiHintt [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I e−iHintt . (96)
Since we now have the perturbed formulation for the operators, we can write the expectation value16 for
the N-point correlation function as,
〈δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN〉H = 〈Ω|[δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]H |Ω〉
= 〈Ω|eiHintt [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I e−iHintt |Ω〉 = 〈0|eiHintt [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I e−iHintt |0〉,
(97)
where, |Ω〉 is the new interacting vacuum ground state. We shall take note that Hint itself is a variant in
time (or, conformal time), which leads to the following development,
〈δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN〉H =
〈
0
ei
ˆ τ
τo
Hint(τ′) dτ′ [
δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN
]
I
e
−i
ˆ τ
τo
Hint(τ′) dτ′  0〉, (98)
where, we have also revoked the previously simplifying assumption about the initial time (to = 0) such
that now to, τo , 0, and in fact, to, τo → − 8. One important remark to be made here is that we have
used the interaction picture so that we could relate the N-point correlation function to the perturbations
in the Hamiltonian contained in the interaction terms of the potential. Now, expanding the propagator to
first-order approximation inHint as follows,
Uˆ+/−(τ, τo) = e
±i
ˆ τ
τo
Hint(τ′) dτ′
= I ± i
ˆ τ
τo
Hint(τ′) dτ′, (99)
we get,
〈δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN〉H =〈
0
{I + i ˆ τ
τo
Hint(τ′) dτ′
} {
δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN
}
I
{
I − i
ˆ τ
τo
Hint(τ′) dτ′
} 0〉,
〈δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN〉H =〈
0
{δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN}
I
+
[{
i
ˆ τ
τo
Hint(τ′) dτ′
}
,
{
δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN
}
I
]
−
{
i
ˆ τ
τo
Hint(τ′) dτ′
}{
δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN
}
I
{
i
ˆ τ
τo
Hint(τ′) dτ′
} 0〉,
〈δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN〉H =〈
0
{δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN}
I
 0〉 + 〈0  [{i ˆ τ
τo
Hint(τ′) dτ′
}
,
{
δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN
}
I
]  0〉
−
〈
0
{i ˆ τ
τo
Hint(τ′) dτ′
}{
δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN
}
I
{
i
ˆ τ
τo
Hint(τ′) dτ′
} 0〉.
(100)
Here, |0〉 is the free-field vacuum state, i.e. the eigenstate devoid of perturbations in the Hamiltonian
(eigenstate corresponding to HNI). Moreover, remember that the eigenstate |0〉 is a function of the final
time τ and not the integrable time τ′. Therefore, when acted upon by the interaction Hamiltonian, the |0〉
eigenstate remains unaffected. The last term in (100) could then be written as{
i
ˆ τ
τo
〈
0
Hint(τ′) dτ′}{δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN}
I
{
i
ˆ τ
τo
Hint(τ′)
 0〉dτ′} =〈
0
{δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN}
I
 0〉, since Hint(τ′)  0〉 =  0〉, (101)
16Refer to Appendix A.3 for detailed calculation of this expressions assisted by the identities (98) and (99).
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and according to which, (100) now reduces to the simpler form of
〈δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN〉H =
〈
0

[{
i
ˆ τ
τo
Hint(τ′) dτ′
}
,
{
δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN
}
I
]  0
〉
. (102)
The operators δ¯φki are independent of the integrable time τ′ and functions of only the final time τ. Hence,
they can be pulled into the integral to yield the following expression:
〈δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN〉H = i
ˆ τ
τo
dτ′
〈
0

[
Hint(τ′),
{
δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN (τ)
}
I
]  0
〉
. (103)
It is worth noting that the operators within the commutator are acting on the vacuum state at different
times τ and τ′. Furthermore, in order to solve the above equation, we must be able to calculate the
following quantity at different arguments of time τ1, τ2, ... τN such that
〈0| {δ¯φk1 (τ1) δ¯φk2 (τ2) δ¯φk3 (τ3) ... δ¯φkN (τN)}I |0〉 such that τ1, τ2, ... τN ∈ {τ′, τ},
which in turn can be calculated via Wick’s theorem as long as we have the 2-point correlation functions
for all possible permutations in {δ¯φk1 (τ1) δ¯φk2 (τ2) δ¯φk3 (τ3) ... δ¯φkN (τN)}I. Let us now try to calculate the
expression in (103) in terms of the 2-point correlation functions (also known alternatively as ’the Feynman
propagators’) using (54) and (56), which can be expressed as simply as,
〈0| {δ¯φki (τ1) δ¯φkj (τ2)}I |0〉 = δ(ki + kj)D(ki,kj, τ1, τ2) = δ(ki + kj) uk(τ) u∗k(τ′)
for τ1, τ2 ∈ {τ′, τ}; τ′ < τ, and, |ki | = |kj | = k. (104)
Remember that the order of the time arguments in the above expression of the 2-point correlation function
(which extends to the syntax of {D(ki,kj, τ1, τ2)} is very important, i.e. D(ki,kj, τ1, τ2) , D(ki,kj, τ2, τ1)
in general.
6.3 Feynman diagrams
In order to simplify the expression in (103), we introduce the Feynman diagrams which simplify the
process of evaluating the Wick’s theorem, i.e. expressing the 3-point correlation function as an explicit
function of the 2-point correlations (i.e. the Feynman propagators). Feynman diagrams are an easy way
to express the Wick’s theorem graphically. Let us now introduce the interacting part of the Hamiltonian
Hint(τ′) =
ˆ
d3x
γ
p!
[δ¯φ(x, τ′)]p , where p > 2.
Sidenote:
We follow the standard prescribed recipe (simplified for our case) in order to ‘draw’ and ‘solve’ the
Feynman diagrams in momentum space. It is a canonical ‘geometrical’ formulation of Wick’s theorem
that is useful in solving for N-point correlation function given in (103), i.e.
〈δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN〉H = i
ˆ τ
τo
dτ′
〈
0

[
Hint(τ′),
{
δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN (τ)
}
I
]  0
〉
.
• Draw dots corresponding to each δ¯φki for every wave-vector k1, k2 ... kN. We call them the external
points.
• Draw dots corresponding to each of the interaction terms in the expression above. In our case,
there is only one such term ofHint(τ′). Intuitively, the number of interaction terms depend on the number
†Refer to Appendix A.2 for discussion on path-ordering and Dyson expansion.
‡In addition, each internal point must connect to at least one other internal point (if present) such that the total number of lines
originating and concluding at an internal point is equal to the power-law index p. A line connecting two internal points is known
as an internal line or the interaction line.
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of terms that feature in the Dyson expansion in the interaction picture†. However, we chose to expand the
propagator in (99) only up to the first order, and therefore, we have only one interaction term in our case.
The number of these interaction terms represent the internal points.
• Now, we connect the dots in a way that each internal point connects to exactly one of the external
points. A line connecting an external point to an internal point is known as an external line‡. All dots
are typically called vertices. In the end, all possible permutations and combinations of diagrams are
considered.
• Further, each external line or internal line is then assigned a Feynman propagator corresponding to
the two points that it connects. Each vertex is assigned a delta function δ(k1 + k2 + ... + kN) as a form of
conservation of momentum, and an interaction factor −iγ at each vertex. Note that an interaction term of
the form Hint(τ′) =
ˆ
d3x
γ
p!
[δ¯φ(x, τ′)]p contributes the interaction factor −iγ to the diagram, which is
essentially the ‘weight’ of the interaction.
• The final expression for a N-ordered correlation function is the multiplication of all the terms within
one diagram, and then eventually performing a summation over all possible diagrams.
6.4 The 3-point correlation function for a cubic potential
We follow the rules prescribed in the previous section to calculate the 3-point correlation function
〈δ¯φk1 δ¯φk2 δ¯φk3〉H for a cubic potential in momentum space, i.e. N = 3 and p = 3. Thus, we evaluate the
quantity
〈δ¯φk1 δ¯φk2 δ¯φk3〉H = i
ˆ τ
τo
dτ′
〈
0

[
Hint(τ′),
{
δ¯φk1 δ¯φk2 δ¯φk3 (τ)
}
I
]  0
〉
=
− i
ˆ τ
τo
dτ′
〈
0

{
δ¯φk1 δ¯φk2 δ¯φk3 (τ)
}
I
Hint(τ′)
 0
〉
− (−i)
ˆ τ
τo
dτ′
〈
0
Hint(τ′)
{
δ¯φk1 δ¯φk2 δ¯φk3 (τ)
}
I
 0
〉
where Hint(τ′) =
ˆ
d3x
γ
3!
[δ¯φ(x, τ′)]3.
(105)
Following the rules prescribed in the previous section, figure 1 below shows the Feynman representation
for the first term in (105). In a similar fashion, the Feynman diagram for the second term in (105) is also
shown below in figure 2. Note that the change in order of time arguments in both cases correspond to the
featuring of time arguments τ and τ′ in (105). Finally, we write the evaluated form of (105) using the
Feynman diagrams shown below:
〈δ¯φk1 δ¯φk2 δ¯φk3〉H = i
ˆ τ
τo
dτ′
〈
0

[
Hint(τ′),
{
δ¯φk1 δ¯φk2 δ¯φk3 (τ)
}
I
]  0
〉
=
− i
ˆ τ
τo
dτ′
〈
0

{
δ¯φk1 δ¯φk2 δ¯φk3 (τ)
}
I
Hint(τ′)
 0
〉
− (−i)
ˆ τ
τo
dτ′
〈
0
Hint(τ′)
{
δ¯φk1 δ¯φk2 δ¯φk3 (τ)
}
I
 0
〉
= −iγ δ(k1 + k2 + k3)
ˆ τ
τo
dτ′[D(k1,k2, τ, τ′)D(k2,k3, τ, τ′)D(k1,k3, τ, τ′)−
D(k1,k2, τ′, τ)D(k2,k3, τ′, τ)D(k1,k3, τ′, τ)]
where Hint(τ′) =
ˆ
d3x
γ
3!
[δ¯φ(x, τ′)]3.
(106)
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Figure 1: Feynman diagram for ‘leading term’ for N = 3
and p = 3
Figure 2: Feynman diagram for ‘lagging term’ for N = 3
and p = 3
Note the ordering of the time arguments τ and τ′ in the Feynman propagators appearing the expression
above, and we set τo → − 8.
Now, we follow the definition of the Feynman propagator provided in (104) in terms of uk(τ) and
u∗
k
(τ′), and rewrite the full result for a 3-point correlation function such that,
〈δ¯φk1 δ¯φk2 δ¯φk3〉H = −iγ δ(k1 + k2 + k3)
ˆ τ
− 8
dτ′[uk1 (τ) u∗k1 (τ′) uk2 (τ) u∗k2 (τ′) uk3 (τ) u∗k3 (τ′) −
uk1 (τ′) u∗k1 (τ) uk2 (τ′) u∗k2 (τ) uk3 (τ′) u∗k3 (τ)]
where, Hint(τ′) =
ˆ
d3x
γ
3!
[δ¯φ(x, τ′)]3.
(107)
This result can further be simplified if uk(τ) is a known solution to equation (36). For example, for a
massless field (mφ = 0),
uk(τ) =
(
1 − i
kτ
)
e−ikτ√
2k
. (108)
The solution to (107) is quite cumbersome to calculate. We simply performed a numerical computation
for the solution rather than writing an analytic expansion. The result for τ → 0, i.e. right after horizon
exit, follows
〈δ¯φk1 δ¯φk2 δ¯φk3〉H
τ→0−−−→ −γH
2
12
δ(k1 + k2 + k3)
(k1k2k3)3
[
−
3∑
i=1
{
k3i
(
ce + ζ3(ki) + log
[
− τ
3∑
i=1
ki
])}]
. (109)
where, ce is the Euler’s constant with an approximate value of 0.577, and ζ3(ki) is given by
ζ3(ki) =
−
[ 3∑
i=1
ki
]4
+ 2
[ 3∑
i=1
ki
]2 [ 3∑
i,j=1; i< j
kik j
]
+
[ 3∑
i=1
ki
] [ 3∑
i,j,l=1; i< j<l
kik j kl
]
[ 3∑
i=1
ki
]4
− 3
[ 3∑
i=1
ki
]2 [ 3∑
i,j=1; i< j
kik j
]
+ 3
[ 3∑
i=1
ki
] [ 3∑
i,j,l=1; i< j<l
kik j kl
] . (110)
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7 Calculating the bi-spectrum in Horndeski models
In writing the Lagrangian of an arbitrary system, it has been proven that unless the associated equations of
motion are less than or equal to 2 in order, they experience the so-called Ostrogradski’s instability [14].
The most general Lagrangian for such systems avoiding Ostrogradski’s instability was first derived by
Horndeski in 1974 [11]. His derivation encompassed all dimensions ranging from 1 up to infinity. Hence,
the Horndeski’s Lagrangian is the most general single-field scalar-tensor theory in existence. However,
the equivalent expression of the Lagrangian for gravitational theories in a 4-dimensional system of curved
space-time was derived by Deffayet et al. [8]:
I =
ˆ
d4x
√−g
[M2pl
2
R + P[φ, f (φ)] + G3[φ, f (φ)]φ + L4 + L5
]
, (111)
where, Mpl is the reduced Planck mass. Moreover,
L4 = G4[φ, f (φ)]R + G f4 [(φ)2 − (∇µ∇νφ)(∇µ∇νφ)], (112)
L5 = G5[φ, f (φ)]Gµν(∇µ∇νφ) − 16G
f
5 [(φ)3 − 3(φ)(∇µ∇νφ)(∇µ∇νφ) + 2(∇µ∇αφ)(∇α∇βφ)(∇β∇µφ)],
(113)
such that,
G f5 ≡
∂G5[φ, f (φ)]
∂[ f (φ)] .
In the expression for action given in (111), there are 2 independent entities, i.e. the scalar field φ and the
metric gµν . Therefore, in order to solve for the equations of motion, we take variation of the action with
respect to φ and gµν . For the case of a flat-FLRW universe, the metric will take the form:
−1 0 0 0
0 a(t)2 0 0
0 0 a(t)2 0
0 0 0 a(t)2
 . (114)
Therefore, it remains to be calculated the variation of action with respect to g00, gtt and φ only in the limit
of a flat-FLRW metric.
7.1 The equations of motion and constraints
7.1.1 Constraint via g00
Following the discussion in the previous section, we write the metric in the limit of a flat-FLRW metric
for the case of g00. It is equivalent to solving the Einstein’s field equations for the density parameter ρ.
gµν =

g00 0 0 0
0 a(t)2 0 0
0 0 a(t)2 0
0 0 0 a(t)2
g00 → −1.
(115)
Remember that the equations of motion for a Lagrangian of the form (x, .x, t) are given by the Euler-
Lagrange equation,
∂µ∂ν
(
∂
∂(∂µ∂ν x)
)
+ ∂α
(
∂
∂(∂αx)
)
− ∂
∂x
= 0. (116)
However, if we assume homogeneous and isotropic background of all parameters, the equation takes the
simpler form of
∂2
∂t2
(
∂
∂
..x
)
+
∂
∂t
(
∂
∂
.x
)
− ∂
∂x
= 0. (117)
Let us now consider each term in the Lagrangian separately and solve for (117).
Erasmus Mundus Program for Astronomy and Astrophysics 24
Avneet Singh 2014 Dissertation for the title of Master of Science
a) R-term √−g
[M2pl
2
R
]
: For the R-term, we expand the Ricci Scalar R into its degenerate form to
get19:
R − term : √−g
[M2pl
2
R
]
= a3
M2pl
2
√−g00 3a
.a .g00 − 6a ..ag00 − 6 .a2g00
a2g200
. (118)
The corresponding equation of motion for the R-term in the limit of our assumed flat-FLRW metric
(g00 = −1, .g00 = 0) is
∂
∂t
(
∂
∂
.
g00
)
− ∂
∂g00
= −a3
M2pl
2
3
2
.a
a2
(3a .g00 − 2 .a)
.
g00→0−−−−−→ 1
2
a3[3M2plH2]. (119)
b) P-term √−g P[φ, f (φ)]: For the P-term, we need to take care of the factor f (φ). Note that
f (φ) = −∂
µφ ∂µφ
2
= −gµν ∂νφ ∂µφ
2
= −gµν ∂
νφ ∂µφ
2
, (120)
which reduces in case of a homogeneous and isotropic distribution of the scalar field φ on a flat-FLRW
background to
f (φ) = − 1
g00
.
φ2
2
. (121)
The equation of motion for P-term is then written as
∂
∂g00
= a3
∂(√−g00)
∂g00
P[φ, f (φ)] + a3
√
(−g00) ∂P
∂ f
∂ f
∂g00
g00→−1−−−−−−→ 1
2
a3[P − (∂ fP) .φ2]. (122)
Sidenote:
In this sidenote, we calculate the expressions for the Christoffel Symbols, the d’Alembert operator , the
double covariant derivative ∇µ∇ν , and the couble contravariant derivative ∇µ∇ν to be used later in our
calculations.
• ∇µ∇ν: The double covariant derivative for a scalar field is given by
∇µ∇ν = ∂µ∂ν − Γγµν∂γ. (123)
• ∇µ∇ν: The double contravariant derivative in terms of the contravariant partial derivatives for a scalar
field can be calculated by contracting (12) such that
∇µ∇ν = gµαgνγ∇α∇γ where, gµν = 1
gµν
. (124)
• : The d’Alembert operator is written as
 ≡ ∇µ∇µ = ∇µ∇µ = gµν∇µ∇ν = gµν∇µ∇ν since, ∇µgαγ = 0. (125)
• Γγµν: Meanwhile, for the given metric in (115), the non-zero Christoffel Symbols are given by:
Γ000 =
.
g00
2g00
, Γ011 = Γ
0
22 = Γ
0
33 = −
a .a
g00
, Γ101 = Γ
1
10 = Γ
2
02 = Γ
2
20 = Γ
3
03 = Γ
3
30 =
.a
a
. (126)
19 Refer to (24) for the expression for Rµν .
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c) G-term √−gG3[φ, f (φ)]φ: The exact expression of the G-term is evaluated to be,
G-term : √−g G3[φ, f (φ)]φ = a3√−g00 G3[φ, f (φ)] gµν∇µ∇νφ, (127)
G-term : √−g G3[φ, f (φ)]φ = a3√−g00 G3[φ, f (φ)]
[ ..
φ
g00
−
.
g00
.
φ
2g200
+ 3
.
φ
.a
ag00
]
. (128)
The associated term in the equation of motion is thus given by
∂
∂t
(
∂
∂
.
g00
)
− ∂
∂g00
=
1
2
a3 [−3H (∂ fG3)
.
φ3 + (∂φG3)
.
φ2]. (129)
d) L4-term: The G4R term in L4 yields
∂
∂t
(
∂
∂
.
g00
)
− ∂
∂g00
=
1
2
a3 [6H2G4 + 6H(∂φG4)
.
φ − 6 .φ2(
..a
a
+ H2)(∂ fG4) + 6H(∂ fG4)
.
φ
..
φ]. (130)
The second term of ∂ fG4 in L4 gives the contribution
{∂ fG4 |L4}−term :√−g G f4 [φ, f (φ)][(φ)2 − (∇µ∇νφ)(∇µ∇νφ). (131)
Sidenote:
Using (123), it can be shown that

∇0∇0 ∇0∇1 ∇0∇2 ∇0∇3
∇1∇0 ∇1∇1 ∇1∇2 ∇1∇3
∇2∇0 ∇2∇1 ∇2∇2 ∇2∇3
∇3∇0 ∇3∇1 ∇3∇2 ∇3∇3
 φ =
1
g00

{
g00
..
φ − 12
.
g00
.
φ
}
0 0 0
0 { .φ .aa} 0 0
0 0 { .φ .aa} 0
0 0 0 { .φ .aa}

. (132)
Using (123), (124) and (132), we get
{∂ fG4 |L4}−term :√−g G f4 [φ, f (φ)][(φ)2 − (∇µ∇νφ)(∇µ∇νφ)]
= a3
√−g00 G f4 [φ, f (φ)]
[
6
a4
(∇1∇1φ)2 + 6a2g00 {(∇0∇0φ)(∇1∇1φ)}
]
= a3
√−g00 G f4 [φ, f (φ)]
{
6
a2
}{ .
φ2
.a2
g200
+
.
φ
.aa
g200
(
..
φ − 1
2
.
g00
g00
.
φ
)}
.
(133)
Lastly, the equation of motion for {∂ fG4 |L4}−term is calculated to give
∂
∂t
(
∂
∂
.
g00
)
− ∂
∂g00
=
1
2
a3
[
6
.
φ2(
..a
a
− H2)(∂ fG4) − 6H(∂ fG4)
.
φ
..
φ + 6H(∂( f,φ)G4)
.
φ3
− 6(∂( f, f )G4)H2
.
φ4
]
.
(134)
e) L5-term: The G5 term in L5 requires Gµν , which is given by
Gµν = Rµν − R2 gµν , (135)
Gµν ≡ {G00, Gkk} =
{
3
.a2
a2
,
−1
g200
[a .a .g − (2a ..a + .a2)g00]
}
, (136)
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where,
Rµν ≡ {R00, Rkk} =
{
3
2
.a
a
.
g00
g00
− 3
..a
a
,
1
2g200
[a .a .g − 2g00a ..a + 4g00 .a2]
}
. (137)
The contribution from the G5 term in L5 turns out to be
{G5 |L5}−term :√−g00 a3G5[φ, f (φ)]Gµν∇µ∇νφ
=
√−g00 a3G5[φ, f (φ)]
[
3
.a2
a2
1
g200
(
..
φ − 1
2
.
g00
g00
.
φ
)
− 3
a4
.
φ
.aa
g300
(a .a .g00 − 2 ..aag00 − .a2g00)
]
. (138)
The associated equation of motion is given by
∂
∂t
(
∂
∂
.
g00
)
− ∂
∂g00
=
1
2
a3
[
9(∂φG5)
.
φ2H2 + (∂ f G5)
{
6
..
φ
.
φ2H2 + −6 .φ3
..a .a
a2
− 3 .φ3
.a3
a3
}]
. (139)
In addition, the contribution from the G f5 term in L5 is written as
{G f5 |L5}−term : −
1
6
√−g00 a3G f5 [(φ)3 − 3(φ)(∇µ∇νφ)(∇µ∇νφ) + 2(∇µ∇αφ)(∇α∇βφ)(∇β∇µφ)]
= −√−g00 a3G f5
[
(∇1∇1φ)3
a6
+ 3
(∇0∇0φ)
g00
(∇1∇1φ)2
a4
]
,
(140)
{Gf5 |L5}−term : =
√−g00 G f5
[ .a3 .φ3
g300
+ 3
..
φ
.
φ2
.a2a
g300
− 3
.
g00
.
φ3
.a2a
2g400
]
. (141)
Thus, the contribution from the G f5 term in L5 to the equation of motion is equal to
∂
∂t
(
∂
∂
.
g00
)
− ∂
∂g00
=
1
2
a3
[
− (∂( f, f )G5)
.
φ5H3 + (∂ f G5)
{
− 6 ..φ .φ2H2 − 2 .φ3H3 + 6 .φ3
..a .a
a2
}
+ 3(∂( f,φ)G5)
.
φ4H2
]
.
(142)
In the end, the combined expression expression for the equation of motion from the variation of g00 up to
first order is written by summing the contributions from individually calculated terms such that
C1 =
∂
∂t
(
∂
∂
.
g00
)
− ∂
∂g00
= 3M2plH
2
(
1 +
2G4
M2pl
)
+ P + 6H(∂φG4)
.
φ + [(∂φG3) − 12H2(∂ f G4)
+ 9H2(∂φG5) − (∂ f P)]
.
φ2 + [6∂( f,φ)G4) − 3(∂ f G3) − 5H2(∂ f G5)]H
.
φ3 + 3[(∂( f,φ)G5)−
2(∂( f, f )G4)]H2
.
φ4 − (∂( f, f )G5)H3
.
φ5 = 0.
(143)
7.1.2 Constraints via gkk
In the case of gkk , we can rewrite the metric in the limit of a flat-FLRW form such that:
gµν =

−1 0 0 0
0 gkk 0 0
0 0 gkk 0
0 0 0 gkk
gkk → a(t)2.
(144)
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Sidenote:
Corresponding to the given metric in (144), the Christoffel symbols, the Einstein tensor, the Ricci tensor
and the Ricci scalar are given by:
Γ000 = 0, Γ
0
11 = Γ
0
22 = Γ
0
33 =
.
gkk
2
, Γ101 = Γ
1
10 = Γ
2
02 = Γ
2
20 = Γ
3
03 = Γ
3
30 =
.
gkk
2gkk
, (145)
Rµν =
3 ..gkk
gkk
, f (φ) =
.
φ2
2
, (146)
Gµν ≡ {G00, Gkk} =
{
3
.
g2
kk
4gkk2
,
−1
4gkk
[4gkk ..gkk − .gkk2]
}
, and (147)
Rµν ≡ {R00, Rkk} =
{
3
.
g2
kk
4gkk2
− 3
..
gkk
2gkk
,
..
gkk
2
+
.
gkk
2
4gkk
}
. (148)
Moreover, 
∇0∇0 ∇0∇1 ∇0∇2 ∇0∇3
∇1∇0 ∇1∇1 ∇1∇2 ∇1∇3
∇2∇0 ∇2∇1 ∇2∇2 ∇2∇3
∇3∇0 ∇3∇1 ∇3∇2 ∇3∇3
 φ =
1
2

2
..
φ 0 0 0
0 − .φ .gkk 0 0
0 0 − .φ .gkk 0
0 0 0 − .φ .gkk
 . (149)
We again use the variational principle for the gkk terms, similar to how it is implemented in the previous
section. This is again equivalent to solving the Einstein’s field equation for the pressure parameter p. The
equivalent total expression (for all the R, P, G3, L4 and L5 terms) is evaluated to be
C2 =
∂
∂t
(
∂
∂
.
gkk
)
− ∂
∂gkk
gkk→a(t)2−−−−−−−−→ 3M2plH2
(
1 +
2G4
M2pl
)
+ P + 4H(∂φG4)
.
φ + 2
[
(∂φG5)
.
φ2 − 2(∂ f G4)
.
φ2
−H(∂ f G5)
.
φ3 + M2pl
(
1 +
2G4
M2pl
)]
.
H +
[
2(∂φG4) + 4H
{
(∂φG5) − (∂ f G4)
} .
φ +
{
2(∂( f,φ)G4)−
(∂ f G3) − 3H2(∂ f G5)
} .
φ2 + 2H
{
(∂( f,φ)G5) − 2(∂( f, f )G4)
} .
φ3 − H2(∂( f, f )G5)
.
φ4
] ..
φ +
[
2(∂(φ,φ)G4)
+3H2(∂φG5) − (∂φG3) − 6H2(∂ f G4)
] .
φ2 + 2H
[
(∂(φ,φ)G5) − 2(∂( f,φ)G4) − H2(∂ f G5)
] .
φ3
−H2(∂( f,φ)G5)
.
φ4 = 0.
(150)
7.1.3 Equation of motion for φ:
Furthermore, one may also write the equation of motion for the scalar field φ. The metric in this case is
simply the flat-FLRW metric in its explicit form,
gµν =

−1 0 0 0
0 a(t)2 0 0
0 0 a(t)2 0
0 0 0 a(t)2
 . (151)
We summarize the expressions for the several terms that we use below.
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Sidenote:
Corresponding to the given metric in (151), the Christoffel symbols, the Einstein tensor, the Ricci tensor
and the Ricci scalar are given by
Γ000 = 0, Γ
0
11 = Γ
0
22 = Γ
0
33 =
.aa, Γ101 = Γ
1
10 = Γ
2
02 = Γ
2
20 = Γ
3
03 = Γ
3
30 =
.a
a
, (152)
Rµν =
6 ..aa + 6 .a2
a2
, f (φ) =
.
φ2
2
, (153)
Gµν ≡ {G00, Gkk} =
{
3
.a2
a2
,−(2 ..aa + .a2)}, and (154)
Rµν ≡ {R00, Rkk} =
{
− 3
.a
a
,
1
2
[
− 2 ..aa + 4 .a2
]}
. (155)
Moreover, 
∇0∇0 ∇0∇1 ∇0∇2 ∇0∇3
∇1∇0 ∇1∇1 ∇1∇2 ∇1∇3
∇2∇0 ∇2∇1 ∇2∇2 ∇2∇3
∇3∇0 ∇3∇1 ∇3∇2 ∇3∇3
 φ =
1
2

2
..
φ 0 0 0
0 −2 .φ .aa 0 0
0 0 −2 .φ .aa 0
0 0 0 −2 .φ .aa
 . (156)
Finally, the equation of motion for the scalar field is given by
C3 =
∂
∂t
(
∂
∂
.
φ
)
− ∂
∂φ
=
[
6(∂φG4) + 12
{
(∂φG5) − (∂ f G4)
}
H
.
φ + 3
{
2(∂( f,φ)G4) − (∂ f G3)−
3H2(∂ f G5)
} .
φ2 + 6
{
(∂( f,φ)G5) − 2(∂( f, f )G4)
}
H
.
φ3 − 3H2(∂( f, f )G5)
.
φ4
] .
H +
[
3
{
(∂( f, f,φ)G5)−
2(∂( f, f, f )G4)
}
H2
.
φ4 − H3(∂( f, f, f )G5)
.
φ5 +
{
6(∂( f, f,φ)G4) − 3(∂( f, f )G3) − 7H2(∂( f, f )G5)
}
H
.
φ3+
2(∂φG4) − (∂ f P) +
{
15(∂( f,φ)G5)H2 − 24(∂( f, f )G4)H2 + (∂( f,φ)G3) − (∂( f,φ)P)
} .
φ2 +
{
18(∂( f,φ)G4)
−6H2(∂ f G5) − 6(∂ f G3)
}
H
.
φ + 6
{
(∂φG5) − (∂ f G4)
}
H2
] ..
φ +
[
3
{
(∂( f, f,φ)G5) − H2(∂( f, f )G5)
−2(∂( f, f,φ)G4)
}]
H2
.
φ4 +
[{
7(∂( f,φ)G5) − 18(∂( f, f )G4)
}
H2 + 3
{
2(∂( f, f,φ)G4) − (∂( f,φ)G3)
}]
H
.
φ3
+
[
3
{
(∂(φ,φ)G5) + 6(∂( f,φ)G4) − 3(∂ f G3)
}
H2 − 9H4(∂ f G5) − (∂( f,φ)P) + (∂(φ,φ)G3)
] .
φ+
3
[
6(∂φG5)H2 − 6H2(∂ f G4) − (∂ f P) + 2(∂φG3)
]
H
.
φ − H3(∂( f, f,φ)G5)
.
φ5 + 12H2(∂φG4) + (∂φP) = 0.
(157)
Note that one could also arrive at the results given in (143) and (150) by simply solving the Einstein’s field
equation (Gµν = 8piG Tµν), where Tµν ≡ {T00, Tkk} = {ρ, p}. The equations (143) and (150) are merely
the constraint equations equivalent to the solutions for total energy density ρ and pressure p obtained by
solving Einstein’s field equation, while (157) is equivalent to the Klein-Gordon equation. In (143), we
can recognise the term for ρ from Friedmann’s equation,
− 3M2plH2 = ρ = 6M2plH2G4 + P + 6H(∂φG4)
.
φ + [(∂φG3) − 12H2(∂ f G4)
+ 9H2(∂φG5) − (∂ f P)]
.
φ2 + [6∂( f,φ)G4) − 3(∂ f G3) − 5H2(∂ f G5)]H
.
φ3 + 3[(∂( f,φ)G5)−
2(∂( f, f )G4)]H2
.
φ4 − (∂( f, f )G5)H3
.
φ5 = C1 − ρ.
(158)
Now, the Bianchi identity states that
∇µGµν = ∇µTµν = 0, (159)
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which yields the well-known corollary to Friedmann’s equation:
.ρ + 3H(ρ + p) = 0. (160)
Moreover, we know that
ρ = 3M2plH
2. (161)
Using (160) and (161), we can identify p in (150):
p = −
.ρ
3H
− ρ = −3M2plH2 − 2M2pl
.
H = 6M2plH
2G4 + +P + 4H(∂φG4)
.
φ + 2
[
(∂φG5)
.
φ2 − 2(∂ f G4)
.
φ2
− H(∂ f G5)
.
φ3 + M2pl
(
1 +
2G4
M2pl
)]
.
H +
[
2(∂φG4) + 4H
{
(∂φG5) − (∂ f G4)
} .
φ +
{
2(∂( f,φ)G4)−
(∂ f G3) − 3H2(∂ f G5)
} .
φ2 + 2H
{
(∂( f,φ)G5) − 2(∂( f, f )G4)
} .
φ3 − H2(∂( f, f )G5)
.
φ4
] ..
φ +
[
2(∂(φ,φ)G4)
+ 3H2(∂φG5) − (∂φG3) − 6H2(∂ f G4)
] .
φ2 + 2H
[
(∂(φ,φ)G5) − 2(∂( f,φ)G4) − H2(∂ f G5)
] .
φ3
− H2(∂( f,φ)G5)
.
φ4 = C2 − ρ.
(162)
Following (158) and (162), the Bianchi identity can alternatively be written as:
.ρ + 3H(ρ + p) = − .C1 − 3H(C1 − C2) + {∂t (C1 − ρ) − 3H(C2 − C1 + ρ + p)} = 0, (163)
where again, it can proven that
{∂t (C1 − ρ) − 3H(C2 − C1 + ρ + p)} =
.
φC3, (164)
such that (163) reduces to
.ρ + 3H(ρ + p) = − .C1 − 3H(C1 − C2) +
.
φC3 = 0. (165)
7.1.4 The slow-roll approximation
We can now try to calculate the slow-roll parameter  for our system. However, we need to define the
following parameters beforehand.
a) Primary slow-roll terms: The primary first-order slow-roll terms for H, φ and P[φ, f (φ)] are
defined as
 = −
.
H
H2
, ℵφ =
..
φ
H
.
φ
, ℵP f =
f (φ)
M2plF H2
(∂ f P). (166)
b) Second-order slow-roll terms: The second order slow-roll terms for G3, G4 and G5 are defined as
ℵG3 f =
.
φ f (φ)
M2plF H
(∂ f G3), ℵG4 f =
f (φ)
M2plF
(∂ f G4), ℵG5 f =
.
φH f (φ)
M2plF
(∂ f G5), (167)
ℵG3φ =
f (φ)
M2plF H
(∂φG3), ℵG4φ =
.
φ
M2plF H
(∂φG4), ℵG5φ =
f (φ)
M2plF
(∂φG5). (168)
c) Third-order slow-roll terms: The third order slow-roll terms for G4 and G5 are defined as
ℵG4 f f =
f (φ)2
M2plF
(∂( f, f )G4), ℵG4 fφ =
.
φ f (φ)
M2plF H
(∂( f,φ)G4), ℵG4φφ =
f (φ)
M2plF H2
(∂(φφ)G4), (169)
ℵG5 f f =
.
φH f (φ)
M2plF
(∂( f, f )G5), ℵG5 fφ =
f (φ)2
M2plF
(∂( f,φ)G5), ℵG5φφ =
.
φ f (φ)
M2plF H
(∂(φφ)G5). (170)
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where, we have redefined F as:
F = 1 +
2G4
M2pl
. (171)
We eliminate the term for P from (143) and (150), and arrive at the following expression:
[1 − 4ℵG4 f − 2ℵG5 f + 2ℵG5φ ] = ℵP f + 3ℵG3 f − 2ℵG3φ + 6ℵG4 f − ℵG4φ − 6ℵG5φ + 3ℵG5 f
+ 12ℵG4 f f + 2ℵG5 f f − 10ℵG4 fφ + 2ℵG4φφ − 8ℵG5 fφ + 2ℵG5φφ − ℵφ[ℵG3 f + 4ℵG4 f − ℵG4φ + 8ℵG4 f f
+ 3ℵG5 f − 4ℵG5φ + 2ℵG5 f f − 2ℵG4 fφ − 4ℵG5 fφ ].
(172)
Now, since   1, all terms of ℵ in (172) must follow |ℵi |  1, such that
 = ℵP f + 3ℵG3 f − 2ℵG3φ + 6ℵG4 f− ℵG4φ − 6ℵG5φ + 3ℵG5 f + 12ℵG4 f f + 2ℵG5 f f − 10ℵG4 fφ + 2ℵG4φφ − 8ℵG5 fφ + 2ℵG5φφ .
(173)
Moreover, we can rewrite down the expression for the second-order slow-roll parameter η as
η = −1
2
..
H
.
H H
= −1
2
1
H
..
H
H2
= −1
2
1
H
(− . + 2H2) 1−−−→ 1
2
.

H
, (174)
such that,
|η| =
12 .H
 = ∑
ν
12
.ℵv
H
  1, (175)
where, ℵν represents ℵ terms appearing in (173). Note that (175) is valid as long as for each ν, we have12
.ℵv
H
  1. (176)
Let us take, for example, the case of ℵG4 f :12
.ℵv
H
 =
12
.ℵG4 f
H
 = 12
ℵG4 fφH + 2ℵφ ℵG4 f f + ℵG4 f [2ℵφ − ℵF]
  1 where, ℵF = .FF H. (177)
Clearly, it can be deducted from (177) that ℵG4 fφ = O(2). Similarly, it can be proven that
[ℵG4 fφ ,ℵG4φφ ,ℵG5 fφ ,ℵG5φφ ] = O(2). (178)
Thus, (173) reduces to
 = ℵP f + 3ℵG3 f − 2ℵG3φ + 6ℵG4 f − ℵG4φ − 6ℵG5φ + 3ℵG5 f + 12ℵG4 f f + 2ℵG5 f f . (179)
7.2 The power spectrum
In order to calculate the spectrum of the initial perturbations in the scalar field, we introduce perturbative
terms in the scalar field φ encoding the fluctuations on top of a homogeneous and isotropic background.
The power spectrum, for instance, is calculated by introducing perturbations up to the first order in the
scalar field. It is beneficial to use the ADM formalism in differential geometry for the calculation of the
power spectrum.
The ADM metric in its general form is given by20:
gµνdxµdxν = N2τdt2 + h
(3)
µν (dxµ + Nµdt)(dxν + Nνdt). (180)
20Refer to Appendix A.4 for details on ADM formulation in Numerical Relativity.
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In its perturbed form, the metric in the ADM formalism may be written as
gµν =

−[(1 + α)2 − a(t)−2e−2R(∂Θ)2] 2∂xΘ 2∂yΘ 2∂zΘ
2∂xΘ a(t)2e2R 0 0
2∂yΘ 0 a(t)2e2R 0
2∂zΘ 0 0 a(t)2e2R
 , (181)
where, α, R and Θ are scalar perturbations. In order to arrive at this form of the metric, we have used the
comoving gauge [13], with perturbations parametrised with α, R and Θ as follows:
dφ(®x, t = to) = 0, Nτ = −(1 + α) h(3)µν = e2Ra(t)2 Nµ = e−2Ra(t)−2∂µΘ. (182)
In doing this, we have simply used an alternative parametrisation of the perturbations in terms of α, R
and Θ instead of writing the action explicitly in terms of Nτ and Nµ, as it is usually done in numerical
relativity. In this case, the scalar field φ (when dφ = 0) and R (instead of h(3)µν ) become the independent
degrees of freedom, while the new Lagrange multipliers are now ∂µΘ and α, instead of Nµ and Nτ
respectively. Note that by employing this gauge transformation, we have separately fixed the time and
space re-parametrisations. We now include the redefined ADM metric (181) into the action given in
(111), the constraints Ci from (143), (150) and (157), and perturb it to second order21:
I =
ˆ
dt d3x a(t)3
[{
− 3 .R2 + 2
a(t)2 (∂
2Θ) .R − 2
a(t)2 (∂
2R)α
}{
M2plF − 4 f (φ)(∂ f G4) − 2H
.
φ(∂ f G5)
+2 f (φ)(∂φG5)
}
+
{
− 1
a(t)2α(∂
2Θ) + 3α .R
}{
2M2plH F − 2 f (φ)
.
φ(∂ f G3) − 16H[ f (φ)(∂ f G4)
+ f (φ)2(∂( f, f )G4)] + 2
.
φ[(∂φG4) + 2 f (φ)(∂( f,φ)G4)] − 2H2
.
φ[5 f (φ)(∂ f G5) + 2 f (φ)2(∂( f, f )G5)]
+4H f (φ)[3(∂φG5) + 2 f (φ)(∂( f,φ)G5)]
}
+
1
3
α2
{
− 9M2plH2F + 3[ f (φ)(∂ f P) + 2 f (φ)2(∂( f, f )P)]
+18
.
φH[2 f (φ)(∂ f G3) + f (φ)2(∂( f, f )G5)] − 6 f (φ)[(∂φG3) + f (φ)(∂( f,φ)G3)] + 18H2[7 f (φ)(∂ f G4)
+16 f (φ)2(∂( f, f )G4) + 4 f (φ)3(∂( f, f, f )G4)] − 18
.
φH[(∂φG4) + 5 f (φ)(∂( f,φ)G4) + 2 f (φ)2(∂( f, f,φ)G4)]
+6H3
.
φ[15 f (φ)(∂ f G5) + 13 f (φ)2(∂( f, f )G5) + 2 f (φ)3(∂( f, f, f )G5)] − 18H2 f (φ)[6(∂φG5)+
9 f (φ)(∂( f,φ)G5) + 2 f (φ)2(∂( f, f,φ)G5)]
}
+
1
a(t)2 (∂R)
2
{
M2plF − 2 f (φ)(∂φG5) − 2 f (φ)(∂ f G5)
..
φ
}]
.
(183)
where, we can abbreviate:
Γ1 = M2plF − 4 f (φ)(∂ f G4) − 2H
.
φ f (φ)(∂ f G5) + 2 f (φ)(∂φG5), (184)
Γ2 = 2M2plH F − 2 f (φ)
.
φ(∂ f G3) − 16H[ f (φ)(∂ f G4) + f (φ)2(∂( f, f )G4)] + 2
.
φ[(∂φG4) + 2 f (φ)
(∂( f,φ)G4)] − 2H2
.
φ[5 f (φ)(∂ f G5) + 2 f (φ)2(∂( f, f )G5)] + 4H f (φ)[3(∂φG5) + 2 f (φ)(∂( f,φ)G5)],
(185)
Γ3 = −9M2plH2F + 3[ f (φ)(∂ f P) + 2 f (φ)2(∂( f, f )P)] + 18
.
φH[2 f (φ)(∂ f G3) + f (φ)2(∂( f, f )G3)]−
6 f (φ)[(∂φG3) + f (φ)(∂( f,φ)G3)] + 18H2[7 f (φ)(∂ f G4) + 16 f (φ)2(∂( f, f )G4) + 4 f (φ)3(∂( f, f, f )G4)]−
18
.
φH[(∂φG4) + 5 f (φ)(∂( f,φ)G4) + 2 f (φ)2(∂( f, f,φ)G4)] + 6H3
.
φ[15 f (φ)(∂ f G5) + 13 f (φ)2(∂( f, f )G5)
+ 2 f (φ)3(∂( f, f, f )G5)] − 18H2 f (φ)[6(∂φG5) + 9 f (φ)(∂( f,φ)G5) + 2 f (φ)2(∂( f, f,φ)G5)],
(186)
Γ4 = M2plF − 2 f (φ)(∂φG5) − 2 f (φ)(∂ f G5)
..
φ, (187)
21We occasionally used the MAXIMA and XAct (XPert) package for Mathematica 9.0 to perturb the action up to the required order.
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yielding the following condensed form:
I =
ˆ
dt d3x a(t)3
[{
− 3 .R2 + 2
a(t)2 (∂
2Θ) .R − 2
a(t)2 (∂
2R)α
}
Γ1 +
{
− 1
a(t)2α(∂
2Θ) + 3α .R
}
Γ2+
1
3
α2Γ3 +
1
a(t)2 (∂R)
2Γ4
]
.
(188)
Note that we need not expand Nτ and Nµ up to the second order, but only the R terms. This is because
in the effective action22, the Lagrange multipliers are in a multiplicative relation with the equations of
motion of the system, and hence they vanish.
Now, we can easily compute the modified Hamiltonian and momentum constraints by re-arranging
the action for the Lagrange multipliers α and ∂µΘ (∂2Θ =
∑
µ(∂µΘ)2) in (188),
α = 2
Γ1
Γ2
.R, (189)
(∂2Θ) = a(t)2 2
3
Γ3
Γ2
α − 2Γ1
Γ2
(∂2R) + 3a(t)2 .R. (190)
We substitute the Hamiltonian and momentum constraints into the action in (188), and use integration by
parts on each Γ term separately, and arrive at the following compressed form:
I1 =
ˆ
dt d3x a(t)3Q
[
.R2 − v
2
c
a(t)2 (∂R)
2
]
, (191)
where,
v2c =
3(2Γ21Γ2H − Γ22Γ4 + 4Γ1
.
Γ1Γ2 − 2Γ21
.
Γ2)
Γ1(4Γ1Γ3 + 9Γ22)
, (192)
Q =
Γ1(4Γ3Γ1 + 9Γ22)
3Γ22
. (193)
In order to simplify, we treat the action I1 in (191) as the effective action, with R being the effective
scalar field representing the scalar perturbations in the spatial components of the metric in (182). We thus
quantise R instead of the scalar field φ explicitly using the formalism of second-quantization discussed
in section 3.1,
R(τ, x) = 1(2pi)3/2
ˆ
d3k [Ak(τ)eik·x + A∗k(τ)e−ik·x], (194)
where, we have reintroduced the conformal time τ such that d(t)/a(t) = dτ. In operator form, according
to second-quantization,
R¯(τ, x) = 1(2pi)3/2
ˆ
d3k [A¯k(τ)eik·x + A¯∗k(τ)e−ik·x],
R¯(τ, x) = 1(2pi)3/2
ˆ
d3k [uk(τ)a¯keik·x + u∗k(τ)a¯∗ke−ik·x].
(195)
In a way similar to that used in section 2 and section 3, we can solve for the mode amplitudes uk(τ) by
substituting (195) in the effective equation of motion for R derived from the effective action (191). We
assume for the time being that the functions Q, H and vc are constant in time (termed as the de sitter
expansion). The expression for the mode function is then written as
uk(τ) = 1
2Q 12 vc
H
(vc)1/2
1
k3/2
(1 + ikvcτ)e−ikvcτ . (196)
22Refer to (A.4.7) in Appendix.
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Moreover, recall from (58) that the power spectrum is given by
PR(| ®k |) ≡ Pk(k) = k
3
2pi2
|uk |2
a(t)2 =
k3
2pi2
|uk(τ)u∗k(τ)|
a(t)2 =
H2
8pi2Q v3c
(1 + k2v2c τ2). (197)
Now, for modes much larger than the Hubble horizon (k ∝ λ−1  1/vcτ), the power spectrum reduces to:
PR(| ®k |) = H
2
8pi2Q v3c
(1 + k2v2c τ2) ≡
H2
8pi2Q v3c
for, λ  vcτ. (198)
Take note that the choice of the comoving gauge (182) has enabled us to treat terms P, G3, G4 and G5, and
their higher-order derivatives, as mere coefficients, thereby making our calculation of the power spectrum
extremely simple. Furthermore, we can introduce a new parameter c such that,
PR(| ®k |) = H
2
8pi2M2pl F cvc
for, c =
Q v2c
M2plF
. (199)
In terms of the slow-roll parameters introduced in section 7.1.4, c can further be written using (179) as
c =  + ℵG3 f + ℵG4φ + 8ℵG4 f f + ℵG5 f + 2ℵG5 f f + O(2) =
ℵP f + 4ℵG3 f − 2ℵG3φ + 6ℵG4 f + 20ℵG4 f f + 4ℵG5 f + 4ℵG5 f f − 6ℵG5φ + O(2).
(200)
In order to calculate the tilt in the spectral index (nR), we adopt the assumption that Q, H and vc are slowly
changing in time (termed as the quasi de sitter expansion). Ideally, one would solve again for the mode
amplitudes, but in our case, one can simply draw an analogy from our discussion in sections 2, 3, 4, and
draw the terms that contribute to the spectral index via their slow variation. These terms in our case are
contained within the leading coefficient in (199),
H2
8pi2M2pl F cvc
.
These terms are H2, Q−1, −1c and v−1c , and they contribute via their slow variation as follows:
H2 → 1
H
∂τ(H2)
H2
= −2
.
H
H2
= −2 , (201)
Q−1 → 1
H
∂τ(Q−1)
Q−1
= −
.
Q
H Q
= −ℵc , (202)
F−1 → 1
H
∂τ(F−1)
F−1
= −
.
F
H F
= −ℵF, (203)
v−1c →
1
H
∂τ(v−1c )
v−1c
= −
.
vc
H vc
= −ℵvc , (204)
such that the spectral index nR is given by
nR − 1 = d ln[PR(|
®k |)]
d (ln k)
vck=a(t)H−−−−−−−→ −2 − ℵc − ℵF − ℵvc , (205)
where, the relation vck = a(t)H , −τ−1 holds at the horizon crossing.
In order to calculate the power spectrum of the tensor perturbations (in form of gravitational waves),
we rewrite the metric including tensor perturbations,
gµν =

−1 0 0 0
0 a(t)2(1 + htt11) a(t)2htt12 a(t)2htt13
0 a(t)2htt21 a(t)2(1 + htt22) a(t)2htt23
0 a(t)2htt31 a(t)2htt32 a(t)2(1 + htt33)

, (206)
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where, httµν = h+e+µν + h×e×µν , h+, h× are the two polarisations, and e+µν , e×µν are the polarization ‘unit’
tensors. The action in this case reduces to
It =
ˆ
dt d3x a(t)3Qt
[
.
h2(+,×) −
v2t
a(t)2 {∂h(+,×)}
2
]
, (207)
such that,
Qt ≡ Γ14 , v
2
t =
Γ4
Γ1
. (208)
The power spectrum and the spectral index are then calculated for this form of tensor perturbations, and
are given by:
PT(| ®k |) = H
2
2pi2Qt v3t
∼ 2H
2
pi2M2plF
, (209)
nT = −2 − ℵF. (210)
Moreover, the standard tensor-to-scalar ratio r can be calculated from (199), (200) and (209) as,
r =
PT
PR
∼ 16cvc (211)
7.3 Bi-spectrum
The calculation of bi-spectrum is similar but analytically complex upon the inclusion of third-order
perturbations in α, R and Θ. The resulting action is given by
I2 =
ˆ
dt d3x a(t)3
[
i1α
3 + α2
{
i2R + i3
.R + i4 ∂
2R
a(t)2 + i5
∂2Θ
a(t)2
}
+ α
{
i6(∂µR)
∂µΘ
a(t)2 + i7
.RR+
i8
.R ∂
2R
a(t)2 + i9
{(∂µ∂νΘ)(∂µ∂νΘ) − (∂2Θ)2}
a(t)4
}
+ i10
{(∂µ∂νΘ)(∂µ∂νR) − (∂2Θ)(∂2R)}
a(t)4 + i11R
∂2Θ
a(t)2
+i12
.R ∂
2Θ
a(t)2 + i13R
∂2R
a(t)2 + i14
(∂R)2
a(t)2 +
{
i15 + i16
.R
} .R2 + i17R (∂R)2a(t)2 + i18 .R2R + i19 .R (∂µR)(∂Θ)a(t)2
+
{
i20
.R + i21R
}
.R ∂
2Θ
a(t)2 +
{
i22
.R + i23R
} {(∂µ∂νΘ)(∂µ∂νΘ) − (∂2Θ)2}
a(t)4 + i24(∂µR)(∂µΘ)
∂2Θ
a(t)4
]
.
(212)
where, the ii terms are abbreviated as23
i1 = 3M2plH
2F −
[
f (φ)(∂ f P) + 4 f (φ)2(∂( f, f )P) + 4
3
f (φ)3(∂( f, f, f )P)
]
+ 2
.
φH
[
10 f (φ)(∂ f G3)+
11 f (φ)2(∂( f, f )G3) + 2 f (φ)3(∂( f, f, f )G3)
]
+ 2 f (φ)
[
(∂φG3) + 73 f (φ)(∂
( f,φ)G3) + 23 f (φ)
2(∂( f,φ, f )G3)
]
− 2H2
[
33 f (φ)(∂ f G4) + 126 f (φ)2(∂( f, f )G4) + 68 f (φ)3(∂( f, f, f )G4) + 8 f (φ)4(∂( f, f, f, f )G4)
]
+
2
.
φH
[
3(∂φG4) + 27 f (φ)(∂( f,φ)G4) + 24 f (φ)2(∂( f, f,φ)G4) + 4 f (φ)3(∂( f, f, f,φ)G4)
]
−
H3
.
φ
[
70 f (φ)(∂ f G5) + 98 f (φ)2(∂( f, f )G5) + 32 f (φ)3(∂( f, f, f )G5) + 83 f (φ)
4(∂( f, f, f, f )G5)
]
+ 2H2 f (φ)
[
30(∂φG5) + 75 f (φ)(∂( f,φ)G5) + 36 f (φ)2(∂( f, f,φ)G5) + 4 f (φ)3(∂( f, f, f,φ)G5)
]
:⇔ Γ3,
(213)
23The terms in red are additional higher-order coefficients induced by the third-order perturbation terms, when compared to the
second-order action in (183).
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i2 = Γ3 = −9M2plH2F + 3[ f (φ)(∂ f P) + 2 f (φ)2(∂( f, f )P)] + 18
.
φH[2 f (φ)(∂ f G3) + f (φ)2(∂( f, f )G3)]−
6 f (φ)[(∂φG3) + f (φ)(∂( f,φ)G3)] + 18H2[7 f (φ)(∂ f G4) + 16 f (φ)2(∂( f, f )G4) + 4 f (φ)3(∂( f, f, f )G4)]−
18
.
φH[(∂φG4) + 5 f (φ)(∂( f,φ)G4) + 2 f (φ)2(∂( f, f,φ)G4)] + 6H3
.
φ[15 f (φ)(∂ f G5) + 13 f (φ)2(∂( f, f )G5)
+ 2 f (φ)3(∂( f, f, f )G5)] − 18H2 f (φ)[6(∂φG5) + 9 f (φ)(∂( f,φ)G5) + 2 f (φ)2(∂( f, f,φ)G5)],
(214)
i3 = −3i5 = −3
{
2M2plH F − 2
.
φ[ f (φ)(∂ f G3) + f (φ)2(∂ f, f G3)] − 4H[7 f (φ)(∂ f G4)+
16 f (φ)2(∂( f, f )G4) + 4 f (φ)3(∂( f, f, f )G4)] + 2
.
φ[(∂φG4) + 5 f (φ)(∂( f,φ)G4) + 2 f (φ)2(∂( f,φ, f )G4)]
− 2H2 .φ[15 f (φ)(∂ f G5) + 13 f (φ)2(∂( f, f )G5) + 2 f (φ)3(∂( f, f, f )G5)] + 4H f (φ)[6(∂φG5)+
9 f (φ)(∂( f,φ)G5) + 2 f (φ)2(∂( f, f,φ)G5)]
}
:⇔ Γ2,
(215)
i4 = −4[ f (φ)(∂ f G4) + 2 f (φ)2(∂ f, f G4)] − 8H
.
φ[ f (φ)(∂ f G5) + f (φ)2(∂ f, f G5)]+
4 f (φ)[(∂φG5) + 2 f (φ)(∂φG5)]:⇔ Γ1, (216)
i6 = −19i7 = i11 = −Γ2 = −
[
2M2plH F − 2 f (φ)
.
φ(∂ f G3) − 16H[ f (φ)(∂ f G4) + f (φ)2(∂( f, f )G4)]+
2
.
φ[(∂φG4) + 2 f (φ)(∂( f,φ)G4)] − 2H2
.
φ[5 f (φ)(∂ f G5) + 2 f (φ)2(∂( f, f )G5)] + 4H f (φ)[3(∂φG5)+
2 f (φ)(∂( f,φ)G5)]
]
,
(217)
i8 = 2i10 = 2i16 = −2i20 = −4i22 = 4
.
φ f (φ)(∂( f,φ)G5), (218)
i9 =
1
4
i12 = −16i15 = −
1
2
M2plF + 4[ f (φ)(∂ f G4) + f (φ)2(∂ f, f G4)] + H
.
φ[5 f (φ)(∂ f G5)+
2 f (φ)2(∂ f, f G5)] − f (φ)[3(∂φG5) + 2 f (φ)(∂φG5)]:⇔ Γ1,
(219)
i9 = 2i14 =
2
9
i18 = −i19 = −i21 = −43i23 = i24 = −2Γ1 = −2
[
M2plF − 4 f (φ)(∂ f G4)−
2H
.
φ f (φ)(∂ f G5) + 2 f (φ)(∂φG5)
]
,
(220)
i17 = Γ4 = M2plF − 2 f (φ)(∂φG5) − 2 f (φ)(∂ f G5)
..
φ. (221)
Let us recall the Hamiltonian and Lagrangian constraints:
α = 2
Γ1
Γ2
.R, (∂2Θ) = a(t)2 2
3
Γ3
Γ2
α − 2Γ1
Γ2
(∂2R),
which we can use to eliminate α from the action in (212), and reduce it to
I2 =
ˆ
dt d3x a(t)3
[{
i16 + i15
[
2
Γ1
Γ2
]
+ i3
[
2
Γ1
Γ2
]2
+ i1
[
2
Γ1
Γ2
]3}
.R3 +
[
2
Γ1
Γ2
] {
i8 + i4
[
2
Γ1
Γ2
]}
.R2 ∂
2R
a(t)2
+
{
i20 + i12
[
2
Γ1
Γ2
]
+ i5
[
2
Γ1
Γ2
]2}
.R2 ∂
2Θ
a(t)2 +
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}
R .R2 +
[{
i22 + i9
[
2
Γ1
Γ2
]
}
.R + i23R
] {
{(∂µ∂νΘ)(∂µ∂νΘ) − (∂2Θ)2}
a(t)4
}
+
{
i10
[
2
Γ1
Γ2
]}{
{(∂µ∂νΘ)(∂µ∂νR) − (∂2Θ)(∂2R)}
a(t)4
.R
}
+
{
i17 + i13
[
∂τ(Γ1/Γ2)
]
+
[
Γ1
Γ2
] [
.
i13 + Hi13
]}
R (∂R)
2
a(t)2 + i24
{
(∂µR)(∂νΘ)(∂2Θ)
a(t)4
}]
.
(222)
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In order to eliminate Θ, we first introduce an auxiliary field χ as an independent degree of freedom [7]
such that
Θ = −2Γ1
Γ2
R + a(t)2 χ
Γ1
. (223)
According to this re-definition, (190) reduces to the following:
∂2χ =
1
3
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}
.R. (224)
Sidenote:
In this note, we illustrate the calculation to (223) beginning at (190). To begin with,
(∂2Θ) = a(t)2 2
3
Γ3
Γ2
α − 2Γ1
Γ2
(∂2R). (225)
Now, substituting the expression for Θ from (220) and recalling that α =
[
2
Γ1
Γ2
]
.R, we get
(∂2Θ) = ∂2
[
− 2Γ1
Γ2
R + a(t)2 χ
Γ1
]
= a(t)2 2
3
Γ3
Γ2
[
2
Γ1
Γ2
]
.R − 2Γ1
Γ2
(∂2R), (226)
∂2
[
− 2Γ1
Γ2
R + a(t)2 χ
Γ1
]
= a(t)2 4
3
Γ3Γ1
Γ22
.R − 2Γ1
Γ2
(∂2R) + 3a(t)2 .R,
∂2
[
− 2Γ1
Γ2
R + a(t)2 χ
Γ1
]
= a(t)2 4
3
Γ3Γ1
Γ22
.R − 2Γ1
Γ2
(∂2R) + 3a(t)2 .R,
− 2Γ1
Γ2
(∂2R) + a(t)2 (∂
2χ)
Γ1
= a(t)2 4
3
Γ3Γ1
Γ22
.R − 2Γ1
Γ2
(∂2R) + 3a(t)2 .R,
∂2χ =
4
3
Γ3Γ
2
1
Γ22
.R + 3 .RΓ21 =
1
3
{
− 9Γ2 + 9Γ2
[
2
Γ1
Γ2
]
+ Γ3
[
2
Γ1
Γ2
]2}
.R,
∂2χ =
1
3
{
− 9Γ2 + 9Γ2
[
2
Γ1
Γ2
]
+ Γ3
[
2
Γ1
Γ2
]2}
.R =
1
3
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}
.R.
(227)
We can now plug (223) in (222) and arrive at the following expression for the action,
I2 =
ˆ
dt d3x a(t)3
[
a(t)−1
([{
i16 + i15
[
2
Γ1
Γ2
]
+ i3
[
2
Γ1
Γ2
]2
+ i1
[
2
Γ1
Γ2
]3}
+
{
i20 + i12
[
2
Γ1
Γ2
]
+
i5
[
2
Γ1
Γ2
]2}
1
3Γ1
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}
−
{
i22 + i9
[
2
Γ1
Γ2
]}
1
9Γ21
{
i18 + i7
[
2
Γ1
Γ2
]
+
i2
[
2
Γ1
Γ2
]2}2]
.R3
[{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}
− i23 19Γ21
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}2]
R .R2
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+
[
i24
1
3Γ21
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}]
.R(∂µR)(∂µχ) + 1
Γ21
[{
i22 + i9
[
2
Γ1
Γ2
]}
.R+
i23R
]
(∂µ∂νχ)2
)
+ a(t)
([
2
Γ1
Γ2
{
i8 + i4
[
2
Γ1
Γ2
]}
− 2Γ1
Γ2
{
i20 + i12
[
2
Γ1
Γ2
]
+ i5
[
2
Γ1
Γ2
]2}
+
4
3Γ2
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}{
i22 + i9
[
2
Γ1
Γ2
]}
− 2
Γ2
{
i18 + i7
[
2
Γ1
Γ2
]
+
i2
[
2
Γ1
Γ2
]2}
i10
]
.R2(∂2R) +
[
4
3Γ2
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}
i23
]
.RR(∂2R) +
[{
i17+
i13
[
∂τ(Γ1/Γ2)
]
+
[
Γ1
Γ2
] [
.
i13 + Hi13
]}]
R(∂2R) +
[
2
3Γ2
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}
i24
]
.R(∂2R)+
2
Γ2
[
i10 − 2
{
i22 + i9
[
2
Γ1
Γ2
]}]
.R(∂µ∂νχ)(∂µ∂νR) −
[
4
Γ2
i23
]
R(∂µ∂νχ)(∂µ∂νR)+[
2
Γ2
i24
]
(∂2R)(∂µχ)(∂µR)
)
+ a(t)−1
({
2
Γ1
Γ2
}2 [{
i22 + i9
[
2
Γ1
Γ2
]}
− i10
]
.R{(∂µ∂νR)2 − (∂2R)2}+[
i23
{
2
Γ1
Γ2
}2]
R{(∂µ∂νR)2 − (∂2R)2} +
[
i24
{
2
Γ1
Γ2
}2]
(∂R)2(∂2R)
)]
,
(228)
which we can abbreviate by introducing Q3:
Q3 =
{
i18 + i7
[
2
Γ1
Γ2
]
+ i2
[
2
Γ1
Γ2
]2}
= 3Q, (229)
such that
I2 =
ˆ
dt d3x a(t)3
[
a(t)−1
([{
i16 + i15
[
2
Γ1
Γ2
]
+ i3
[
2
Γ1
Γ2
]2
+ i1
[
2
Γ1
Γ2
]3}
+
{
i20 + i12
[
2
Γ1
Γ2
]
+
i5
[
2
Γ1
Γ2
]2}
1
3Γ1
Q3 −
{
i22 + i9
[
2
Γ1
Γ2
]}
1
9Γ21
Q23
]
.R3
[
Q3 − i23 19Γ21
Q23
]
R .R2 +
[
i24
1
3Γ21
Q3
]
.R(∂µR)(∂µχ) + 1
Γ21
[{
i22 + i9
[
2
Γ1
Γ2
]}
.R + i23R
]
(∂µ∂νχ)2
)
+ a(t)
([
2
Γ1
Γ2
{
i8 + i4
[
2
Γ1
Γ2
]}
−2Γ1
Γ2
{
i20 + i12
[
2
Γ1
Γ2
]
+ i5
[
2
Γ1
Γ2
]2}
+
4
3Γ2
Q3
{
i22 + i9
[
2
Γ1
Γ2
]}
− 2
Γ2
Q3i10
]
.R2(∂2R)+[
4
3Γ2
Q3i23
]
.RR(∂2R) +
[{
i17 + i13
[
∂τ(Γ1/Γ2)
]
+
[
Γ1
Γ2
] [
.
i13 + Hi13
]}]
R(∂2R)+[
2
3Γ2
Q3i24
]
.R(∂2R) + 2
Γ2
[
i10 − 2
{
i22 + i9
[
2
Γ1
Γ2
]}]
.R(∂µ∂νχ)(∂µ∂νR)−[
4
Γ2
i23
]
R(∂µ∂νχ)(∂µ∂νR) +
[
2
Γ2
i24
]
(∂2R)(∂µχ)(∂µR)
)
+ a(t)−1
({
2
Γ1
Γ2
}2 [{
i22 + i9
[
2
Γ1
Γ2
]}
− i10
]
.R{(∂µ∂νR)2 − (∂2R)2} +
[
i23
{
2
Γ1
Γ2
}2]
R{(∂µ∂νR)2 − (∂2R)2} +
[
i24
{
2
Γ1
Γ2
}2]
(∂R)2(∂2R)
)]
.
(230)
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Now, in a way similar to the case of power spectrum, we can use integration by parts [7] in order to reduce
the action to the following expression:
I2 =
ˆ
dt d3x
[
a(t)3R1R
.R2 + a(t)R2R(∂R)2 + a(t)3R3
.R3 + a(t)3R4
.R(∂µχ)(∂µR)+
a(t)3R5(∂χ)2(∂2R) + a(t)R6
.R2(∂2R) + a(t)−1R7[(∂R)2(∂2R) − R∂µ∂ν{∂µR}(∂νR)]+
a(t)R8[(∂µR)(∂µχ)(∂2R) − R∂µ∂ν{∂µR}(∂νχ)] +R9
]
, (231)
where, we have introduced parameters Ri given by
R1 =
{
3Q3 − 2 Γ1
v2cΓ2
( .Q3 + 3HQ3) − Q3∂t
(
2
Γ1
Γ2
)}
, (232)
R2 =
{(
i17 + i13
[
∂τ(Γ1/Γ2)
]
+
[
Γ1
Γ2
] [
.
i13 + Hi13
])
+
1
a(t)∂t
(
2
Γ1
Γ2
a(t)Q3
)}
, (233)
R3 =
{(
i16 + i15
[
2
Γ1
Γ2
]
+ i3
[
2
Γ1
Γ2
]2
+ i1
[
2
Γ1
Γ2
]3)
+
Q3
Γ1
(
i20 + i12
[
2
Γ1
Γ2
]
+ i5
[
2
Γ1
Γ2
]2)
+ 2
Γ1
v2cΓ2
Q3
}
,
(234)
R4 =
Q3
Γ1
[
i23 + i24
Γ1
− Γ1∂t
(
1
Γ21
{
i22 + i9
[
2
Γ1
Γ2
]})
+ 3
H
Γ1
{
i22 + i9
[
2
Γ1
Γ2
]}]
, (235)
R5 =
1
2
[
i23
Γ21
− ∂t
(
1
Γ21
{
i22 + i9
[
2
Γ1
Γ2
]})
+ 3
H
Γ21
{
i22 + i9
[
2
Γ1
Γ2
]}]
, (236)
R6 =
{
i8 + i4
[
2
Γ1
Γ2
]}
− 2Γ1
Γ2
{
i20 + i12
[
2
Γ1
Γ2
]
+ i5
[
2
Γ1
Γ2
]2}
, (237)
R7 = 4i23
Γ21
Γ22
− a(t)
3
∂t
(
4
Γ21
a(t)Γ22
[
− i10 +
{
i22 + i9
[
2
Γ1
Γ2
]}])
+
8
3
Γ21
Γ22
i24−
Q3v2c
Γ2
[
i10 − 2
{
i22 + i9
[
2
Γ1
Γ2
]}]
,
(238)
R8 = − 4
Γ2
i23 − 12a(t)
2∂t
(
2
a(t)2Γ2
[
i10 − 2
{
i22 + i9
[
2
Γ1
Γ2
]}])
+
2
Γ2
i24−
2Q3v2c
Γ21
{
i22 + i9
[
2
Γ1
Γ2
]}
,
(238)
R9 = −2
[
1
Γ21
{
i22 + i9
[
2
Γ1
Γ2
]}{
(∂kR)(∂kχ) − 1
∂2[∂µ∂ν{(∂µR)(∂νχ}]
}
− 2 Γ1
v2cΓ2
R .R + 1
2Γ2a(t)2
[
i10−
2
{
i22 + i9
[
2
Γ1
Γ2
]}]{
(∂kR)2 − 1
∂2[∂µ∂ν{(∂µR)(∂νR}]
}] [
a(t)3( .Q3
.R + Q3
..R) + 3a(t)2 .a(t)Q3
.R
− a(t)Q3v2c (∂2R)
]
.
(240)
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Now, we revert back to our discussion of the higher order correlation functions in section 6 and 7. The
3-point correlation can be rewritten from the expression given in (103)24,
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉H = i
ˆ τ
τo
dτ′
〈
0

[
Hint(τ′),
{
δ¯Rk1 δ¯Rk2 δ¯Rk3 }I
]  0
〉
= i
ˆ 0
− 8
dτ′
〈
0

[
Hint(τ′),
{
δ¯Rk1 δ¯Rk2 δ¯Rk3 }I
]  0
〉
∝
− iδ(k1 + k2 + k3)
ˆ τ→0
− 8
dτ′[D(k1,k2, τ, τ′)D(k2,k3, τ, τ′)D(k1,k3, τ, τ′)−
D(k1,k2, τ′, τ)D(k2,k3, τ′, τ)D(k1,k3, τ′, τ)],
(241)
where, we have reintroduced the conformal time τ such that d(t)/a(t) = dτ. We have also set the limits
to τo → − 8 and τ → 0, as explained in section 6.4. Moreover, the interaction part of the Hamiltonian
Hint(t) is given by:
Hint(t) =
ˆ
d3x
[
a(t)3R1R
.R2 + a(t)R2R(∂R)2 + a(t)3R3
.R3 + a(t)3R4
.R(∂µχ)(∂µR)+
a(t)3R5(∂χ)2(∂2R) + a(t)R6
.R2(∂2R) + a(t)−1R7[(∂R)2(∂2R) − R∂µ∂ν{∂µR}(∂νR)]+
a(t)R8[(∂µR)(∂µχ)(∂2R) − R∂µ∂ν{∂µR}(∂νχ)] +R9
]
. (242)
We will now calculate the contribution from each term separately in the limit τ ∼ −[a(τ)H]−1.
7.3.1 Interactions in bi-spectrum
a) R1 term: Let us first transform our interaction term to a variable in terms of the conformal time τ.
This is done simply by using the definition of conformal time [d(t)/a(t) = dτ] such that
HR1int (τ′) =
ˆ
d3x
[
a(τ′)R1R(∂τ′R)2
]
. (243)
In R1 term, we have three interactions - one with R and two with (∂τR). The propagators D(ki,kj, τ′, τ)
and D(ki,kj, τ, τ′) are thus given by25
D(k1,k2, τ, τ′) = uk1 (τ) u∗k1 (τ′), (244)
D(k2,k3, τ, τ′) = ∂τ′{uk2 (τ) u∗k2 (τ′)}, (245)
D(k1,k3, τ, τ′) = ∂τ′{uk3 (τ) u∗k3 (τ′)}, (246)
D(k1,k2, τ′, τ) = uk1 (τ′) u∗k1 (τ), (247)
D(k2,k3, τ′, τ) = ∂τ′{uk2 (τ′) u∗k2 (τ)}, (248)
D(k2,k3, τ, τ′) = ∂τ′{uk3 (τ′) u∗k3 (τ)}. (249)
Thus, the overall contribution from the R1 term is,
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R1 = −iR1δ(k1 + k2 + k3)
ˆ τ→0
− 8
dτ′ a(τ′)[{uk1 (τ) u∗k1 (τ′)}(∂τ′{uk2 (τ) u∗k2 (τ′)})×
(∂τ′{uk3 (τ) u∗k3 (τ′)}) − {uk1 (τ′) u∗k1 (τ)}(∂τ′{uk2 (τ′) u∗k2 (τ)})(∂τ′{uk3 (τ′) u∗k3 (τ)})].
(250)
24It helps to realize that for a 3-point correlation, there must be interactions for each term (R1, R2... R9) in the interaction part of
the Hamiltonian given by (242), Hence, we require three terms for the propagators [D(ki,kj,τ′,τ) and, D(ki,kj,τ,τ′)], and their
time and spatial derivatives for full computation of contributions by each term in the interaction part of the Hamiltonian.
25D(ki,kj,τ′,τ) , D(ki,kj,τ,τ′)
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However, these are not the only terms that contribute to 〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R1 . In fact, as shown in section
6.3, summation must be made over all possible Feynman diagrams, i.e. over all possible permutations
of the interaction terms. While we have only represented one of the many possible diagrams, the
remaining terms are symmetric in k1, k2 and k3 with the same coefficients and therefore, they need not be
calculated explicitly. We represent these terms with ’sym(k1, k2, k3)’. Therefore, the correct expression
for 〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R1 is given by:
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R1 = −iR1δ(k1 + k2 + k3)
ˆ τ→0
− 8
dτ′ a(τ′)[{uk1 (τ) u∗k1 (τ′)}(∂τ′{uk2 (τ) u∗k2 (τ′)})×
(∂τ′{uk3 (τ) u∗k3 (τ′)}) − {uk1 (τ′) u∗k1 (τ)}(∂τ′{uk2 (τ′) u∗k2 (τ)})(∂τ′{uk3 (τ′) u∗k3 (τ)})] + sym(k1, k2, k3).
(251)
Now, from the expression of mode amplitude uk(τ) derived in (196),
uk(τ) = 1
2Q 12 vc
H
(vc)1/2
1
k3/2
(1 + ikvcτ)e−ikvcτ ,
we get
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R1
τ→0−−−→ −iR1 H
6
26Q3v9c
δ(k1 + k2 + k3) 1(k1k2k3)3
[{
e−i(k1+k2+k3)vcτpi3i=1(1 + kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)
[
ei(k1+k2+k3)vcτ
′(1 − k1vcτ′)k22k23v4c τ′2
]}
−
{
ei(k1+k2+k3)vcτpi3i=1(1 − kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)
[
e−i(k1+k2+k3)vcτ
′(1 + k1vcτ′)k22k23v4c τ′2
]}]
+ sym(k1, k2, k3) =
− iR1 H
6
26Q3v9c
δ(k1 + k2 + k3) 1(k1k2k3)3
[{ ˆ τ→0
− 8
dτ′ a(τ′)
[
ei(k1+k2+k3)vcτ
′(1 − k1vcτ′)k22k23v4c τ′2
]}
−{ ˆ τ→0
− 8
dτ′ a(τ′)
[
e−i(k1+k2+k3)vcτ
′(1 + k1vcτ′)k22k23v4c τ′2
]}]
+ sym(k1, k2, k3) =
R1
H4
24Q3v6c
δ(k1 + k2 + k3) 1(k1k2k3)3
[
k22k
2
3
(k1 + k2 + k3) +
k1k22k
2
3
(k1 + k2 + k3)2 + sym(k1, k2, k3)
]
.
(252)
b) R2 term: The R2 interaction part of the Hamiltonian is given by:
HR2int (τ′) =
ˆ
d3x
[
a(τ′)R2R(∂R)2
]
=
ˆ
d3x
[
a(τ′)R2R(∂µR)(∂µR)
]
. (253)
It follows that
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R2 = −iR2δ(k1 + k2 + k3){−(k1 · k2 + k2 · k3 + k3 · k1)}
ˆ τ→0
− 8
dτ′
× a(τ′)[{uk1 (τ) u∗k1 (τ′)}{uk2 (τ) u∗k2 (τ′)}{uk3 (τ) u∗k3 (τ′)} − {uk1 (τ′) u∗k1 (τ)}
×{uk2 (τ′) u∗k2 (τ)}{uk3 (τ′) u∗k3 (τ)}]
τ→0−−−→ −iR2 H
6
26Q3v9c
δ(k1 + k2 + k3) (k1 · k2 + k2 · k3 + k3 · k1)(k1k2k3)3
×
[{
e−i(k1+k2+k3)vcτpi3i=1(1 + kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)
[
ei(k1+k2+k3)vcτ
′pi3i=1(1 − kivcτ′)
]}
−{
ei(k1+k2+k3)vcτpi3i=1(1 − kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)
[
e−i(k1+k2+k3)vcτ
′pi3i=1(1 + kivcτ′)
]}]
=
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−iR2 H
6
26Q3v9c
δ(k1 + k2 + k3)−(k1 · k2 + k2 · k3 + k3 · k1)(k1k2k3)3
[{ ˆ τ→0
− 8
dτ′ a(τ′)
[
ei(k1+k2+k3)vcτ
′(1−
i{k1 + k2 + k3}vcτ′ − {k1k2 + k1k3 + k2k3}v2c τ′2 + ik1k2k3v3c τ′3)
]}
−
{ ˆ τ→0
− 8
dτ′ a(τ′)
×
[
e−i(k1+k2+k3)vcτ
′(1 + i{k1 + k2 + k3}vcτ′ − {k1k2 + k1k3 + k2k3}v2c τ′2 − ik1k2k3v3c τ′3
]}]
=
R2
H4
24Q3v8c
δ(k1 + k2 + k3) (k1 · k2 + k2 · k3 + k3 · k1)(k1k2k3)3
[
− (k1 + k2 + k3) + k1k2 + k1k3 + k2k3k1 + k2 + k3 +
k1k2k3
(k1 + k2 + k3)2
]
.
(254)
c) R3 term: The R3 interaction part of the Hamiltonian is given by:
HR3int (τ′) =
ˆ
d3x
[
a(τ′)3R3
.R3
]
=
ˆ
d3x
[
R3(∂τ′R)3
]
, (255)
It again follows that
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R3 = −iR3δ(k1 + k2 + k3)
ˆ τ→0
− 8
dτ′ [(∂τ′{uk1 (τ) u∗k1 (τ′)})(∂τ′{uk2 (τ) u∗k2 (τ′)})
× (∂τ′{uk3 (τ) u∗k3 (τ′)}) − (∂τ′{uk1 (τ′) u∗k1 (τ)})(∂τ′{uk2 (τ′) u∗k2 (τ)})(∂τ′{uk3 (τ′) u∗k3 (τ)})]
+ sym(k1, k2, k3),
(256)
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R3
τ→0−−−→ −iR3 H
6
26Q3v9c
δ(k1 + k2 + k3) 1(k1k2k3)3
[{
e−i(k1+k2+k3)vcτpi3i=1(1 + kivcτ)×
ˆ τ→0
− 8
dτ′
[
ei(k1+k2+k3)vcτ
′
k21k
2
2k
2
3v
6
c τ
′3
]}
−
{
ei(k1+k2+k3)vcτpi3i=1(1 − kivcτ)
ˆ τ→0
− 8
dτ′
[
×e−i(k1+k2+k3)vcτ′k21k22k23v6c τ′3
]}]
+ sym(k1, k2, k3) = −iR3 H
6
26Q3v9c
δ(k1 + k2 + k3) 1(k1k2k3)3
×
[{ ˆ τ→0
− 8
dτ′
[
ei(k1+k2+k3)vcτ
′
k21k
2
2k
2
3v
6
c τ
′3
]}
−
{ ˆ τ→0
− 8
dτ′
[
e−i(k1+k2+k3)vcτ
′
k21k
2
2k
2
3v
6
c τ
′3
]}]
+
sym(k1, k2, k3) = R3 H
5
23Q3v6c
δ(k1 + k2 + k3) 1(k1k2k3)3
[
k21k
2
2k
2
3
(k1 + k2 + k3)3 + sym(k1, k2, k3)
]
=
3R3
H5
23Q3v6c
δ(k1 + k2 + k3) 1(k1k2k3)3
[
k21k
2
2k
2
3
(k1 + k2 + k3)3
]
.
(257)
d) R4 term: The R4 interaction part of the Hamiltonian is written using the alternative relation for χ
with R given in (224) and (229) as
HR4int (τ′) =
ˆ
d3x
[
a(t)3R4
.R(∂µχ)(∂µR)
]
=
ˆ
d3x
[
a(τ′)2R4(∂τ′R)(∂µR)(∂µχ)
]
. (258)
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Sidenote:
We summarize the use of the relations (224) and (229) in order to arrive at the contribution of R4 term
to the bi-spectrum. Let us rewrite
∂2χ = ∂µ∂µχ = Q
.R.
In Fourier space, we can write it as:
F [∂2χ] = F [∂µ∂µχ] = ikµF [∂µχ] = −kµkµF [χ] ≡ −(k · k)F [χ] = QF [
.R] = Q ∂t (F [R]). (259)
The same idea can now be applied to the Wick’s theorem (in Fourier space) for the contribution of theR4
term the bi-spectrum.
It follows that26,
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R4 = 〈δ¯Rk1 δ¯Rk2 δ¯χk3〉R4 + 〈δ¯Rk1 δ¯χk2 δ¯Rk3〉R4 ,
such that,
〈δ¯Rk1 δ¯χk2 δ¯Rk3〉R4 = −iR4δ(k1 + k2 + k3)
ˆ τ→0
− 8
dτ′ a(τ′)2[(∂τ′{uk1 (τ) u∗k1 (τ′)}){uk2 (τ) u∗k2 (τ′)}
× −{k2 · k3}−k23
(∂τ′{uk3 (τ) u∗k3 (τ′)}) − a(τ′)2(∂τ′{uk1 (τ′) u∗k1 (τ)}){uk2 (τ′) u∗k2 (τ)}
−{k2 · k3}
−k23
× (∂τ′{uk3 (τ′) u∗k3 (τ)})] + sym(k1, k2, k3)
τ→0−−−→ −iR4 H
6
26Q3v9c
δ(k1 + k2 + k3)Q(−{k2 · k3)(k1k2k3)3
×
[{
e−i(k1+k2+k3)vcτpi3i=1(1 + kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)2
[
ei(k1+k2+k3)vcτ
′{1 − k2vcτ′}{k21v2c τ′}
{
− 1
k23
}
×
{
k23v
2
c τ
′}
]}
−
{
ei(k1+k2+k3)vcτpi3i=1(1 − kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)2
[
e−i(k1+k2+k3)vcτ
′{1 + k2vcτ′}{k21v2c τ′}
×
{
− 1
k23
}{
k23v
2
c τ
′}
]}]
+ sym(k1, k2, k3) = R4 H
4
25Q2v6c
δ(k1 + k2 + k3) 1(k1k2k3)3
(−k2 · k3)k21
(k1 + k2 + k3)
×
[
1 +
k2
(k1 + k2 + k3)
]
+ sym(k1, k2, k3),
(260)
and the second degenerate term contributes,
〈δ¯Rk1 δ¯Rk2 δ¯χk3〉R4 = R4
H4
25Q2v6c
δ(k1 + k2 + k3) 1(k1k2k3)3
(−k2 · k3)k21
(k1 + k2 + k3) ×
[
1 +
k3
(k1 + k2 + k3)
]
.
(261)
The overall contribution is then given by:
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R4 = R4
H4
25Q2v6c
δ(k1 + k2 + k3) 1(k1k2k3)3
(−k2 · k3)k21
(k1 + k2 + k3)
×
[
2 +
k2 + k3
(k1 + k2 + k3)
]
+ sym(k1, k2, k3). (262)
26The χ field induces an internal degeneracy with respect to k2 and k3. The overall contribution from the R4 term then becomes a
sum over this internal degeneracies, i.e. 〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R4 = 〈δ¯Rk1 δ¯Rk2 δ¯χk3〉R4 + 〈δ¯Rk1 δ¯χk2 δ¯Rk3〉R4 .
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e) R5 term: The R5 interaction part of the Hamiltonian is given by:
HR5int (τ′) =
ˆ
d3x
[
a(t)3R5(∂2R)(∂χ)2
]
=
ˆ
d3x
[
a(t)3R5(∂2R)(∂µχ)(∂µχ)
]
, (263)
such that,
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R5 = −iR5δ(k1 + k2 + k3)
ˆ τ→0
− 8
dτ′ a(τ′)3
[
(−k1 · k2)
k21k
2
2
(∂τ′{uk1 (τ) u∗k1 (τ′)})
×(∂τ′{uk2 (τ) u∗k2 (τ′)})(−k23){uk3 (τ) u∗k3 (τ′)} − a(τ′)3
(−k1 · k2)
k21k
2
2
(∂τ′{uk1 (τ′) u∗k1 (τ)})(∂τ′{uk2 (τ′) u∗k2 (τ)})
×(−k23){uk3 (τ′) u∗k3 (τ)}
]
+ sym(k1, k2, k3) τ→0−−−→ −iR5 H
6
26Q3v9c
δ(k1 + k2 + k3)Q
2{−k1 · k2}
(k1k2k3)3
×
[{
e−i(k1+k2+k3)vcτpi3i=1(1 + kivcτ′)
ˆ τ→0
− 8
dτ′ a(τ′)3
[
ei(k1+k2+k3)vcτ
′{1 − k3vcτ}{−k23v4c τ′2}
×
]}
−
{
ei(k1+k2+k3)vcτpi3i=1(1 − kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)3
[
e−i(k1+k2+k3)vcτ
′{1 + k3vcτ′}{−k23v4c τ′2}
]}]
+sym(k1, k2, k3) = R5 H
4
24Qv6c
δ(k1 + k2 + k3) 1(k1k2k3)3
(−k1 · k2)k23
(k1 + k2 + k3)
[
1 +
k3
(k1 + k2 + k3)
]
+
sym(k1, k2, k3).
(264)
f ) R6 term: The R6 interaction part of the Hamiltonian is given by:
HR6int (τ′) =
ˆ
d3x
[
a(t)R6(∂2R)(
.R)2
]
=
ˆ
d3x
[
a(t)−1R6(∂µ∂µR)(∂τ′R)2
]
. (265)
It follows that,
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R6 = −iR6δ(k1 + k2 + k3)
ˆ τ→0
− 8
dτ′ a(τ′)−1[(∂τ′{uk1 (τ) u∗k1 (τ′)})(∂τ′{uk2 (τ) u∗k2 (τ′)})
× (−k23){uk3 (τ) u∗k3 (τ′)} − a(τ′)−1(∂τ′{uk1 (τ′) u∗k1 (τ)})(∂τ′{uk2 (τ′) u∗k2 (τ)})(−k23){uk3 (τ′) u∗k3 (τ)}]+
sym(k1, k2, k3) τ→0−−−→ −iR6 H
6
26Q3v9c
δ(k1 + k2 + k3) 1(k1k2k3)3
[{
e−i(k1+k2+k3)vcτpi3i=1(1 + kivcτ)×
ˆ τ→0
− 8
dτ′ a(τ′)−1
[
ei(k1+k2+k3)vcτ
′{1 − k3vcτ′}{−k21k22k23v4c τ′2}
]}
−
{
ei(k1+k2+k3)vcτpi3i=1(1 − kivcτ)
×
ˆ τ→0
− 8
dτ′ a(τ′)−1
[
e−i(k1+k2+k3)vcτ
′{1 + k3vcτ′}{−k21k22k23v4c τ′2}
]}]
+ sym(k1, k2, k3) =
R6
H6
22Q3v8c
δ(k1 + k2 + k3) 1(k1k2k3)
[
3k3
(k1 + k2 + k3)4
]
+ sym(k1, k2, k3) =
R6
3H6
22Q3v8c
δ(k1 + k2 + k3) 1(k1k2k3)
[
1
(k1 + k2 + k3)3
]
.
(266)
g) R7 term: The R7 interaction part of the Hamiltonian is given by:
HR7int (τ′) =
ˆ
d3x a(t)−1R7
[
(∂R)2(∂2R) − R∂µ∂ν{∂µR}(∂νR)
]
, (267)
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such that,
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R7 = −iR7δ(k1 + k2 + k3)
[ˆ τ→0
− 8
dτ′ a(τ′)−1
{
[({−k1 · k2}{uk1 (τ) u∗k1 (τ′)})
× {uk2 (τ) u∗k2 (τ′)}(−k23){uk3 (τ) u∗k3 (τ′)} − ({−k1 · k2}{uk1 (τ′) u∗k1 (τ)})
× {uk2 (τ′) u∗k2 (τ)}(−k23){uk3 (τ′) u∗k3 (τ)}] + sym(k1, k2, k3)
}
− a(τ′)−1
{
[{uk1 (τ) u∗k1 (τ′)}{uk2 (τ) u∗k2 (τ′)}
× (−k1 · k2)(−k1 · k3){uk3 (τ) u∗k3 (τ′)} − {uk1 (τ′) u∗k1 (τ)}{uk2 (τ′) u∗k2 (τ)}(−k1 · k3)(−k2 · k3)×
{uk3 (τ′) u∗k3 (τ)}] + sym(k1, k2, k3)
}]
= −iR7δ(k1 + k2 + k3){(−k23)[(−k1 · k2) − (−k2 · k3)(−k1 · k3)]}
×
ˆ τ→0
− 8
dτ′ a(τ′)−1
{
[{uk1 (τ) u∗k1 (τ′)}{uk2 (τ) u∗k2 (τ′)}{uk3 (τ) u∗k3 (τ′)} − {uk1 (τ′) u∗k1 (τ)}
× {uk2 (τ′) u∗k2 (τ)}{uk3 (τ′) u∗k3 (τ)}] + sym(k1, k2, k3)
}
τ→0−−−→ −iR7
× H
6
26Q3v9c
δ(k1 + k2 + k3) 1(k1k2k3)3 {(k
2
3)[(k1 · k2) − (k2 · k3)(k1 · k3)]}
[{
e−i(k1+k2+k3)vcτ
×pi3i=1(1 + kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)−1
[
ei(k1+k2+k3)vcτ
′pi3i=1(1 − kivcτ′)
]}
−
{
ei(k1+k2+k3)vcτpi3i=1(1 − kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)−1
[
e−i(k1+k2+k3)vcτ
′pi3i=1(1 + kivcτ′)
]}]
=
− iR7 H
6
26Q3v9c
δ(k1 + k2 + k3) 1(k1k2k3)3 {(k
2
3)[(k1 · k2) − (k2 · k3)(k1 · k3)]}
[{ ˆ τ→0
− 8
dτ′ a(τ′)−1
×
[
ei(k1+k2+k3)vcτ
′(1 − i{k1 + k2 + k3}vcτ′ − {k1k2 + k1k3 + k2k3}v2c τ′2 + ik1k2k3v3c τ′3)
]}
−{ ˆ τ→0
− 8
dτ′ a(τ′)−1
[
e−i(k1+k2+k3)vcτ
′(1 + i{k1 + k2 + k3}vcτ′ − {k1k2 + k1k3 + k2k3}v2c τ′2−
ik1k2k3v3c τ
′3
]}]
= R7 × H
6
23Q3v10c
δ(k1 + k2 + k3) 1(k1k2k3)3 {(k
2
3)[(k1 · k2) − (k2 · k3)(k1 · k3)]}
×
[
1
(k1 + k2 + k3) +
k1k2 + k1k3 + k2k3
(k1 + k2 + k3)2 + 3
k1k2k3
(k1 + k2 + k3)3
]
+ sym(k1, k2, k3).
(268)
h) R8 term: The R8 interaction part of the Hamiltonian is given by:
HR8int (τ′) =
ˆ
d3x a(t)R8
[
(∂µR)(∂µχ)(∂2R) − R∂µ∂ν{∂µR}(∂νχ)
]
. (269)
The appearance of χ field leads to similar degeneracy as in the case of R6 interaction term. The two
degenerate contributions are given by
〈δ¯Rk1 δ¯χk2 δ¯Rk3〉R8 == −iR8 Q δ(k1 + k2 + k3)
[ˆ τ→0
− 8
dτ′ a(τ′) {−k1 · k2}−k22
{
[{uk1 (τ) u∗k1 (τ′)})
×{uk2 (τ) u∗k2 (τ′)}(−k23){uk3 (τ) u∗k3 (τ′)} − {uk1 (τ′) u∗k1 (τ)}
Erasmus Mundus Program for Astronomy and Astrophysics 45
Avneet Singh 2014 Dissertation for the title of Master of Science
×{uk2 (τ′) u∗k2 (τ)}(−k23){uk3 (τ′) u∗k3 (τ)}] + sym(k1, k2, k3)
}
− a(τ′) 1−k22
{
[{uk1 (τ) u∗k1 (τ′)}{uk2 (τ) u∗k2 (τ′)}
×(−k1 · k2)(−k1 · k3){uk3 (τ) u∗k3 (τ′)} − {uk1 (τ′) u∗k1 (τ)}{uk2 (τ′) u∗k2 (τ)}(−k1 · k3)(−k2 · k3)×
{uk3 (τ′) u∗k3 (τ)}] + sym(k1, k2, k3)
}]
= −iR7δ(k1 + k2 + k3){(−k23)[(−k1 · k2) − (−k2 · k3)(−k1 · k3)]}
×
ˆ τ→0
− 8
dτ′ a(τ′)−1
{
[{uk1 (τ) u∗k1 (τ′)}{uk2 (τ) u∗k2 (τ′)}{uk3 (τ) u∗k3 (τ′)} − {uk1 (τ′) u∗k1 (τ)}
×{uk2 (τ′) u∗k2 (τ)}{uk3 (τ′) u∗k3 (τ)}] + sym(k1, k2, k3)
}
τ→0−−−→ −iR8
× H
6
26Q2v9c
δ(k1 + k2 + k3) 1(k1k2k3)3 {(k
2
3)[(k1 · k2) − (k2 · k3)(k1 · k3)]}
[{
e−i(k1+k2+k3)vcτ
×pi3i=1(1 + kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)
[
ei(k1+k2+k3)vcτ
′(1 − k1vcτ′)(1 − k3vcτ′)(−v2c τ′)
]}
−{
ei(k1+k2+k3)vcτpi3i=1(1 − kivcτ)
ˆ τ→0
− 8
dτ′ a(τ′)
[
e−i(k1+k2+k3)vcτ
′pi3i=1(1 + k1vcτ′)(1 + k3vcτ′)
×(−v2c τ′)
]}]
= −iR8 H
6
26Q2v9c
δ(k1 + k2 + k3) 1(k1k2k3)3 {(k
2
3)[(k1 · k2) − (k2 · k3)(k1 · k3)]}
[{
×
ˆ τ→0
− 8
dτ′ a(τ′)
[
ei(k1+k2+k3)vcτ
′(1 − i{k1 + k3}vcτ′ − k1k3v2c τ′2)v2c τ′
]}
−{ ˆ τ→0
− 8
dτ′ a(τ′)
[
e−i(k1+k2+k3)vcτ
′(1 + i{k1 + k3}vcτ′ − k1k3v2c τ′2)v2c τ′
]}]
=
R8 × H
5
25Q2v8c
δ(k1 + k2 + k3) 1(k1k2k3)3 {(k
2
3)[(k1 · k2) − (k2 · k3)(k1 · k3)]}
×
[
1
(k1 + k2 + k3) +
k1 + k3
(k1 + k2 + k3)2 + 2
k1k3
(k1 + k2 + k3)3
]
+ sym(k1, k2, k3),
(270)
and,
〈δ¯Rk1 δ¯Rk2 δ¯χk3〉R8 = R8 ×
H5
25Q2v8c
δ(k1 + k2 + k3) 1(k1k2k3)3 {(k
2
3)[(k1 · k2) − (k2 · k3)(k1 · k3)]}
×
[
1
(k1 + k2 + k3) +
k3 + k2
(k1 + k2 + k3)2 + 2
k3k2
(k1 + k2 + k3)3
]
+ sym(k1, k2, k3),
(271)
such that the overall contribution by the R8 term is given by:
〈δ¯Rk1 δ¯Rk2 δ¯Rk3〉R8 = R8 ×
H5
25Q2v8c
δ(k1 + k2 + k3) 1(k1k2k3)3 {(k
2
3)[(k1 · k2) − (k2 · k3)(k1 · k3)]}
×
[
2
(k1 + k2 + k3) +
2k3 + k2 + k1
(k1 + k2 + k3)2 + 2
k3k2 + k3k1
(k1 + k2 + k3)3
]
+ sym(k1, k2, k3).
(272)
i) R9 term: The R9 interaction part of the Hamiltonian is given by:
HR9int (t) =
ˆ
d3x
{
− 2
[
1
Γ21
{
i22 + i9
[
2
Γ1
Γ2
]}{
(∂kR)(∂kχ) − 1
∂2[∂µ∂ν{(∂µR)(∂νχ}]
}
− 2 Γ1
v2cΓ2
R .R+
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1
2Γ2a(t)2
[
i10 − 2
{
i22 + i9
[
2
Γ1
Γ2
]}]{
(∂kR)2 − 1
∂2[∂µ∂ν{(∂µR)(∂νR}]
}] [
a(t)3( .Q3
.R + Q3
..R)+
3a(t)2 .a(t)Q3
.R − a(t)Q3v2c (∂2R)
]}
.
(273)
It can be shown that the contribution from theR9 term is very small compared to the other terms because
the accompanying coefficients to the terms of R, χ and their derivatives are of the order of O(2i ) [2].
Hence, we ignore the contribution from the R9 term.
7.3.2 Bi-spectrum [BR]:
The definition of the bi-spectrum BR(k1, k2, k3) is simply written as
〈δ¯Rk1 δ¯Rk2 δ¯χk3〉 = δ(k1 + k2 + k3)BR(k1, k2, k3). (274)
Using the previously calculated results in section 7.3.1, we write
BR(k1, k2, k3) = 1(k1k2k3)3
[
H2
8pi2Q v3c
]2 [
1
2Q(k1 + k2 + k3)
{ ∑
µ>ν
k2µk
2
ν −
1
2(k1 + k2 + k3)
∑
µ,ν
k2µk
3
ν
}
R1+
1
4v2c
{
1
2
∑
µ
k3µ +
2
(k1 + k2 + k3)
∑
µ>ν
k2µk
2
ν −
1
(k1 + k2 + k3)2
∑
µ,ν
k2µk
3
ν
}
R2 +
3H
2(k1 + k2 + k3)3 k
2
1k
2
2k
2
3R3+
Q
8
{∑
µ
k3µ +
1
2
∑
µ,ν
kµk2ν −
2
(k1 + k2 + k3)2
∑
µ,ν
k2µk
3
ν
}
R4 +
Q2
4(k1 + k2 + k3)2
{∑
µ
k5µ +
1
2
∑
µ,ν
kµk4ν
− 3
2
∑
µ,ν
k2µk
3
ν − k1k2k3
∑
µ>ν
kµkν
}
R5 +
3H2
v2c (k1 + k2 + k3)3
k21k
2
2k
2
3R6 +
H2
2v4c (k1 + k2 + k3)
{
1+
1
(k1 + k2 + k3)2
∑
µ>ν
kµkν +
3k1k2k3
(k1 + k2 + k3)3
}{
3
4
∑
µ
k4µ +
3
2
∑
µ>ν
k2µk
2
ν
}
R7 +
H Q
8v2c (k1 + k2 + k3)2
×
{
3k1k2k3
2
∑
µ
k2µ −
5
2
k1k2k3(k1 + k2 + k3)2 − 6
∑
µ,ν
k2µk
3
ν −
∑
µ
k5µ +
7
2
(k1 + k2 + k3)
∑
µ
k4µ
}
R8
]
,
(275)
where, the non-linearity parameter fNL is given by [16],
fNL =
10
3
(k1k2k3)3
[
H2
8pi2Q v3c
]−2
BR(k1, k2, k3). (276)
A Appendix
A.1 Unitary operators
Relevant to our discussion on Interaction picture, we give the basic identities from Linear Algebra.
For an operator A in some Hilbert space, the exponential eA follows the following properties:
1. eA is Hermitian, if A is Hermitian.
2. eA is Unitary, if A is skew-Hermitian. In other words, a Unitary operator is not necessarily Hermitian
i.e. UU† , 1.
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A.2 General formulation for the Interaction Hamiltonian
In the discussion in section 5.3, we had concluded that HNI, Hint and HS commute in our case of
the perturbed Hamiltonian. However, this may not always be the case. For non-commutating set of
HamiltoniansHNI,Hint andHS , we can re-arrange the expressions (83), (84) and (85) while the identity
(82) doesn’t hold27! For some operator O, we follow:
OH = eiHS t e−iHNIt OI eiHNIt e−iHS t = Uˆ†OI , Uˆ (A.2.1)
such that the unitary propagator is given by
Uˆ = eiHNIt e−iHS t , e−iHIGt . (A.2.2)
Further, we can reduce the above result to a differential equation,
i
∂Uˆ
∂t
= eiHNIt (HS −HNI) e−iHS t ,
i
∂Uˆ
∂t
= eiHNIt HIG e−iHS t ,
i
∂Uˆ
∂t
= eiHNIt HIG e−iHNIt eiHNIt e−iHS t ,
i
∂Uˆ
∂t
= eiHNIt HIG e−iHNIt Uˆ,
i
∂Uˆ
∂t
= H ′IG Uˆ, (A.2.3)
where, H ′IG is naturally the interaction Hamiltonian in the interaction picture. The solution to this
differential equation is simply given by28:
Uˆ(t, to) = T
[
e
−i
ˆ t
to
H′IG(t′) dt′
]
given, to < t, (A.2.4)
where, T stands for path-ordering16 of operators. It is easy to follow from (81) that H ′IG = HIG when[HIG, HNI] = 0.
Sidenote:
The idea behind path-ordering of operators is very crucial to our discussion. Let us take a closer look at
this. When solved iteratively, one can arrive at the following solution for differential equation in (A.2.3):
Uˆ(t, to) = I + (−i)
ˆ t
to
dt1H ′IG(t1) + (−i)2
ˆ t
to
dt1H ′IG(t1)
ˆ t1
to
dt2H ′IG(t2) + ...
+ (−i)n
ˆ t
to
dt1H ′IG(t1)
ˆ tn−1
to
dtn−1 ...H ′IG(tn−1)
ˆ tn
to
dtnH ′IG(tn),
(A.2.5)
which can be further written as
Uˆ(t, to) = I + (−i)
ˆ t
to
dt1H ′IG(t1) + (−i)2
ˆ t
to
dt1
ˆ t1
to
dt2H ′IG(t1)H ′IG(t2) + ...
+ (−i)n
ˆ t
to
dt1 ...
ˆ tn−1
to
dtn−1
ˆ tn
to
dtnH ′IG(t1) ...H ′IG(tn−1)H ′IG(tn).
(A.2.6)
27Remember that Hint ≡ HIG.
28Peskin and Schröder: An introduction to Quantum Field Theory, Chapter 4, Sec: 4.2, Page: 84–86.
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Remember that the interval over the which the integrals are performed is the same for every integral,
i.e. (to, t), (to, t1) ... (to, tn) etc all span the same interval. Now, consider the higher order terms only,
i.e. (−i)n
ˆ t
to
dt1 ...
ˆ tn−1
to
dtn−1
ˆ tn
to
dtnH ′IG(t1) ...H ′IG(tn−1)H ′IG(tn). The order of operators appearing in
the iterative expansion becomes very important, which is not the case when it comes to functions in
linear algebraic calculations. This is simply because we do not intend to impose on the Hamiltonian
the condition that it should commute at different times. Hence, the ordering becomes very important.
In order to make the expression simpler, we can rewrite this term as a sum of all possible permutations∑
P(H ′IG(t1) ...H ′IG(tn−1)H ′IG(tn)) ordered in the labels of time-arguments using a series of heaviside
step functions θ(t1 − t2) θ(t2 − t3) ... θ(tn−1 − tn), and then eventually using the following definition of
path-ordering:
T[H ′IG(t1) ...H ′IG(tn−1)H ′IG(tn)] = θ(t1 − t2) θ(t2 − t3) ... θ(tn−1 − tn)∑
P[H ′IG(t1) ...H ′IG(tn−1)H ′IG(tn)],
(A.2.7)
and the identity formally known as the Dyson expansion,
(−i)n
ˆ t
to
dt1 ...
ˆ tn−1
to
dtn−1
ˆ tn
to
dtnH ′IG(t1) ...H ′IG(tn−1)H ′IG(tn) =
1
n!
(−i)n
ˆ t
to
dt1 ...
ˆ t
to
dtn−1
ˆ t
to
dtn [H ′IG(t1) ...H ′IG(tn−1)H ′IG(tn)],
(A.2.8)
which can easily be verified for the case of n = 2, 3. The nth order term can be written in the following
form of the path-ordered operators:
Uˆn(t, to) = 1n! (−i)
n
ˆ t
to
dt1 ...
ˆ t
to
dtn−1
ˆ t
to
dtn θ(t1 − t2) θ(t2 − t3) ... θ(tn−1 − tn)∑
P[H ′IG(t1) ...H ′IG(tn−1)H ′IG(tn)],
(A.2.9)
Uˆn(t, to) = 1n! (−i)
n
ˆ t
to
dt1 ...
ˆ t
to
dtn−1
ˆ t
to
dtn T[H ′IG(t1) ...H ′IG(tn−1)H ′IG(tn)]. (A.2.10)
Thus, (A.2.6) can now be reduced to the Taylor expansion of a path-ordered exponential functional of the
HamiltonianH ′IG as follows:
Uˆ(t, to) = I + (−i)
ˆ t
to
dt1H ′IG(t1) +
1
2!
(−i)2
ˆ t
to
dt1
ˆ t
to
dt2T[H ′IG(t1)H ′IG(t2)] + ...
+
1
n!
(−i)n
ˆ t
to
dt1 ...
ˆ t
to
dtn−1
ˆ t
to
dtnT[H ′IG(t1) ...H ′IG(tn−1)H ′IG(tn)],
(A.2.11)
Uˆ(t, to) = T
[
e
−i
ˆ t
to
H′IG(t′) dt′
]
given, to < t. (A.2.12)
A.3 Relating |Ω〉 to |0〉
To begin with, let us combine the expressions (97), (98) and (99) such that
〈δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN〉H = 〈Ω|[δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]H |Ω〉
= 〈Ω|eiHintt [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I e−iHintt |Ω〉 = 〈0|Uˆ∗(t, to) [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I Uˆ(t, to)|0〉.
(A.3.1)
We now need to establish the relation between the true vacuum state |Ω〉 and the free-field vacuum state
|0〉. In order to derive this relation, firstly let us rewrite the Hamiltonian as follows:
HS = HNI +Hinte−(α |t |+iβ) = HNI +H ′int where, 0 < α  1; β ∈ R,
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which can be further written as a power series of the complex exponential such that
HS = HNI +Hint
[
1 + [−(α |t | + iβ)] + 1
2!
[−(α |t | + iβ)]2 ... ] where, 0 < α  1; β ∈ R. (A.3.2)
This is equivalent to saying that the interaction Hamiltonian vanishes at t → ± 8. The imaginary
component β, as we will see shortly, is to avoid critical singularities and divergences. Secondly, we write
the expression for the evolution of the ground state |0〉. It can be done as follows29:
I Write the general time-evolution of an eigenstate ϕk(t) according to the time-dependent Schrödinger
equation i~
∂ ϕk(t)
∂t
= HS ϕk(t), such that
ϕk(t) = e
[
−i
ˆ t
to
HS dt′
]
ϕk(t = to).
I Now, we know the eigenstates for the Hamiltonian (which is time-dependent!) at time t from the
time-independent part of the Schrödinger equation:
HS(t) ϕn(t) = En(t) ϕn(t).
I Naturally, ϕn(t) form the orthogonal basis for the HamiltonianHS (t) specifically at time t. Therefore,
ϕk(t) =
∑
n
cn(t) ϕn(t) where, cn(t) = 〈ϕn(t) ϕk(t)〉 ≡ 〈n|k〉,
I From the above arguments, we may conclude that,
e
[
−i
ˆ t
to
HS dt′
]
ϕk(t = to) = e
[
−i
ˆ t
to
HS dt′
]
|n〉 〈n|k〉.
Let us now consider the case of the pure ground state as it evolves in time, i.e. ϕk(t = to) ≡ |k〉 = |0〉, in
the limit when the perturbations are switched on at very early times, i.e. to → − 8,
lim
to→− 8
e
[
−i
ˆ t
to
HS dt′
]
|0〉 = lim
to→− 8
N∑
n=0
e
[
−i
ˆ t
to
HS dt′
]
|n〉 〈n|0〉
= lim
to→− 8
N∑
n=0
e
[
−i
ˆ t
to
ENIdt ′
]
e
[
−i
ˆ t
to
Eint |n[1 + [−(α |t ′ | + iβ)] + ...
]
dt ′
]
|n〉 〈n|0〉,
(A.3.3)
where, |n〉 are the eigenstates of the HamiltonianHS(= HNI +Hint) with eigenvalues En, while Eint |n are
the eigenvalues for only the interaction partHint of the Hamiltonian. We take the ground state out of the
summation and consider only until first-order expansion of the complex exponential,
lim
to→− 8
e
[
−i
ˆ t
to
HS dt′
]
|0〉 = lim
to→− 8
N∑
n=0
e
[
−i
ˆ t
to
HS dt′
]
|n〉 〈n|0〉
= lim
to→− 8
N∑
n=0
e
[
−i
ˆ t
to
Endt ′
]
e
[
iα
ˆ t
to
Eint |n |t ′ | dt ′
]
e
[
−β
ˆ t
to
Eint |n dt ′
]
|n〉 〈n|0〉.
(A.3.4)
We can now make the deduction that since the higher-order states (less stable and less localized) are
affected more by the perturbations in the Hamiltonian than the lower-order states (which are more stable
and strongly localized), Eint |n increases with increasing order of the state. We give a rough intuitive
treatment below in the note.
29Note again that HS , HNI and Hint could be explicit/implicit functions of time themselves, which calls for the use of integrals.
Therefore, we shall consider the case of time-dependent HS , HNI and Hint.
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Sidenote:
We treat the perturbed scalar field as equivalent to a perturbed harmonic oscillator, where the perturbation
is given by Hint, and it usually takes the form of power law, i.e. Hint ∝ (φ)p for some scalar field φ and
p > 2. However, for the perturbation theory to be used, the magnitude of the said perturbation must be
significantly smaller than the effective magnitude of the Hamiltonian itself. We quote the results for the
1st and 2nd order corrections to the eigenstates for a few values of p, such as 3 and 4.
• p = 3 =⇒ Eint |n(1) = 0 Eint |n(2) ∝ n2 + n + 1130 .
• p = 4 =⇒ Eint |n(1) ∝ n2 + n + 12 Eint |n
(2) ∝ O(n4).
It is obvious that ‘higher’ the energy state, the less localized it is, and therefore, higher is the cor-
rection to it due to the interaction(s). Hence, we conclude that for the new ground state |Ω〉 at any time
t,
Eint |Ω < Eint |1 < Eint |2 < ... < Eint |N.
Hence, we have concluded that the ground state is the most resilient state and is preserved more than the
higher-order ones. Furthermore, we can also assert that the new ground state |Ω〉 at any time t evolves
from the unperturbed ground state |0〉 such that 〈Ω|0〉 , 0; there must be some overlap between the two
states since the interaction part of the Hamiltonian is effectively small but non-zero. This, however, may
not hold true for the higher order states. We can, therefore, isolate the ground state for an arbitrarily large
β and neglect the higher-order contributions in (A.3.4) as follows:
lim
β1
e
[
−β
ˆ t
to
Eint |Ω dt ′
]
 e
[
−β
ˆ t
to
Eint |1 dt ′
]
 ... e
[
−β
ˆ t
to
Eint |N dt ′
]
,
(A.3.5)
which yields,
lim
to→− 8
e
[
−i
ˆ t
to
HS dt′
]
|0〉 = lim
to→− 8
e
[
−i
ˆ t
to
EΩdt ′
]
e
[
iα
ˆ t
to
Eint |Ω |t ′ | dt ′
]
e
[
−β
ˆ t
to
Eint |Ω dt ′
]
|Ω〉 〈Ω|0〉,
(A.3.6)
that can further be rewritten in terms of total energy of new ground state Et |Ω such that
lim
to→− 8
e
[
−i
ˆ t
to
HS dt′
]
|0〉 = lim
to→− 8
e
[
−i
ˆ t
to
Et |Ωdt ′
]
|Ω〉 〈Ω|0〉. (A.3.7)
The left hand side could further be reduced to:
lim
to→− 8
e
[
−i
ˆ t
to
HNI dt′
]
e
[
−i
ˆ t
to
Hinte−(α |t |+iβ) dt′
]
|0〉 = lim
to→− 8
EΩ(t, to)|Ω〉 〈Ω|0〉,
(A.3.8)
where, we have abbreviated the exponential on the right-hand side. Recalling the identity (82) for
commutating operators, along withHNI |0〉 = |0〉, we get:
lim
to→− 8
e
[
−i
ˆ t
to
Hinte−(α |t |+iβ) dt′
]
|0〉 = lim
to→− 8
EΩ(t, to)|Ω〉 〈Ω|0〉,
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lim
to→− 8
e
[
−i
ˆ t
to
H′int dt′
]
|0〉 = lim
to→− 8
EoΩ(t, to)|Ω〉 〈Ω|0〉,
Uˆ(t, to)|0〉 = lim
to→− 8
EoΩ(t, to)|Ω〉 〈Ω|0〉. (A.3.9)
Finally, we have our relation between |Ω〉 and |0〉, i.e.
|Ω〉 = lim
to→− 8
Uˆ(t, to)|0〉
Eo
Ω
(t, to) 〈Ω|0〉 . (A.3.10)
Similarly,
〈Ω| = lim
to→− 8
〈0|Uˆ†(t, to)
Eo
Ω
∗(t, to) 〈0|Ω〉 . (A.3.11)
Combining (A.3.10) and (A.3.11),
1 = 〈Ω|Ω〉 = lim
to→− 8
〈0|Uˆ†(t, to)Uˆ(t, to)|0〉
|Eo
Ω
(t, to)|2 〈0|Ω〉 〈Ω|0〉 = limto→− 8
〈0|Uˆ†(t, to)Uˆ(t, to)|0〉
|Eo
Ω
(t, to)|2 〈0|Ω〉 〈Ω|0〉
= lim
to→− 8
〈0|Uˆ†(t, to)Uˆ(t, to)|0〉 〈0|Ω〉 〈Ω|0〉
〈0|Uˆ(t, to)|0〉 〈0|Uˆ†(t, to)|0〉
,
(A.3.12)
where, we can easily find from (A.3.11) and (A.3.12) that for the last equality,
|EoΩ(t, to)|2( 〈0|Ω〉 〈Ω|0〉)
2
= 〈0|Uˆ(t, to)|0〉 〈0|Uˆ†(t, to)|0〉,
where, we have used the identity
Uˆ(t1, t2) Uˆ(t2, t3) ... Uˆ(tn−1, tn) = Uˆ(t1, tn). (A.3.13)
Note that another important identity to be remember is,
Uˆ(t1, t3) Uˆ∗(t2, t3) = Uˆ(t1, t2). (A.3.14)
Let us now retreat to the very beginning of this section to identity (A.3.1) and plug in the expressions for
|Ω〉 and 〈Ω| from (A.3.10) and (A.3.11),
〈Ω|[δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]H |Ω〉 = 〈Ω|Uˆ∗(t, to) [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I Uˆ(t, to)|Ω〉
= lim
to→− 8
〈0|Uˆ†(t, to)Uˆ∗(t, to) [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I Uˆ(t, to)Uˆ(t, to)|0〉
|Eo
Ω
(t, to)|2 〈0|Ω〉 〈Ω|0〉 .
The closing trick now is to find the factor Uˆ(t, to)|0〉. In the limit30 0 < α  1, the perturbation in the
Hamiltonian becomes adiabatic31 in nature. Upon assuming that the ground state is non-degenerate32, the
propagator does not evolve the ground state but only adds a phase factor (Θp) to it during its operation
from to to t, such that
lim
to→− 8
Uˆ(t, to)|0〉 = Θp(t, to)|0〉 and lim
to→− 8
〈0|Uˆ†(t, to) = Θ∗q(t, to) 〈0|. (A.3.15)
Using (A.3.12) and (A.3.15), we get
〈Ω|[δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]H |Ω〉 = limto→− 8 〈0|Uˆ
∗(t, to) [δ¯φk1 δ¯φk2 δ¯φk3 ... δ¯φkN ]I Uˆ(t, to)|0〉. (A.3.16)
30This is essentially the statement of the ‘Gell-Mann and Low theorem’ upon passing the limit 0 < α  1.
31By definition of an adiabatic process, gradually changing conditions allow the system to adapt its configuration, and hence the
probability density is modified by the process. If the system starts in an eigenstate of the initial Hamiltonian, it will end in the
corresponding eigenstate of the final Hamiltonian. This is the so-called ‘Adiabatic theorem’, and its formulation can be found in
most standard textbooks on Quantum Mechanics or Quantum Field Theory.
32In case of a degenerate ground state, the perturbation in the Hamiltonian may (or, may not!) eventually switch the system from
one ground state to another.
Erasmus Mundus Program for Astronomy and Astrophysics 52
Avneet Singh 2014 Dissertation for the title of Master of Science
A.4 Arnowitt-Deser-Misner (ADM) formalism
We present in detail the motivation and the idea behind the ADM formalism in context of numerical
relativity.
A.4.1 The Philosophy
In order to understand the philosophy behind the ADM formalism, let us write down the action for a
classical system of N discrete particles. The action in terms of the Hamiltonian H of such a system is
given by:
I =
ˆ
dt [(p1, p2, p3 ... pN), (q1, q2, q3 ... qN), t] =
ˆ
dt
[ N∑
i=1
pi
.qi −H(p, q)
]
where, qi =
.pi ,
(A.4.1)
where, we treat pi and qi as independent variables, and along with time t, they make up for a total of
N + 1 independent variables. By varying the action with respect to each pi and qi , one can evaluate the
equations of motion for each independent degree of freedom. This form of the action is termed as the
canonical form and it provides complete information of the system.
Now, let us consider the theory of General Relativity, in which all the independent degrees of free-
dom are encoded within gµν , i.e. in 10 independent terms of the symmetric metric gµν . However, we
also know that there are intrinsic gauge invariances present in the form of gµν via selected coordinate
re-parametrizations, i.e. the the physical laws remain unchanged under a coordinate transformation of the
form,
xµ → xµ + ξµ(xµ), (A.4.2)
for any differentiable set of ξµ. The metric gµν transforms in this case with an additional Lie derivative
term such that,
gµν → gµν + 2∂(µξν). (A.4.3)
This implies that not all apparent degrees of freedom are physical in nature and in fact, we have some
‘in-built’ freedom to choose our coordinate system. Hence, upon variation of the action with respect to
all apparent degrees of freedom, we will write some equations which do not contain any evolutionary
information about the system, and these relations are in fact entirely redundant. All such non-physical
degrees of freedom are often called ‘gauge modes’, and the corresponding system is characterized by
an ‘unconstrained Hamiltonian’. Our aim is to extract all true dynamical degrees of freedom in the La-
grangian/Hamiltonian formulation. We will now show (non-exhaustively!) how such re-parametrization
invariances could be devolved from the action by means of a constraint equation accompanied by a
Lagrange multiplier.
Consider the action in (A.4.1),
I =
ˆ
dt
[ N∑
i=1
pi
.qi −H(p, q)
]
.
The expression above can be tweaked to be rewritten as
I =
ˆ
dt
[ N∑
i=1
pi
dqi
dt
−H(p, q)
]
=
ˆ
dτ
[ N∑
i=1
pi
dqi
dτ
−H(p, q) dt
dτ
]
=
ˆ
dτ
[ N∑
i=1
piq′i −H(p, q)t ′
]
=
ˆ
dτ
[ N+1∑
i=1
piq′i
]
,
(A.4.4)
where, we allow for (N + 1)th independent parameter to be such that,
qN+1 = t and, pN+1 = −H(p, q). (A.4.5)
We see from (A.4.4) and (A.4.5) that the time re-parametrization t → τ leads to the equation of constraint
pN+1 = −H(p, q). This equation of constraint can now be explicitly introduced in the action using a
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Lagrangian multiplier N(τ) given the condition that the Lagrangian multiplier itself transforms as
N(τ)dτ = N(t)dt, (A.4.6)
yielding an effective action,
I =
ˆ
dτ
[ N+1∑
i=1
piq′i − N(τ)
{
pN+1 +H(p, q)
}]
. (A.4.7)
We note that by allowing a time re-parametrization, we have derived a constraint equation. In classical
mechanics, the equation of constraint resulting from a time re-parametrization is called a ’Hamiltonian
constraint’ while the equations arising from space re-parametrization are termed as ’momentum con-
straints’. In nutshell, if a system of dynamics is described by a Lagrangian which has some coordinate
re-parametrization built into it, this freedom of re-parametrization is encoded as a constraint equation(s).
This is another way of stating the famous Noether’s (first) theorem.
A.4.2 ADM formalism
The ADM formalism (also known as the 3+1 formalism) provides an intuitive way of expressing the action
in the form of (A.4.7); it is especially useful in numerical relativity. ADM formalism relies on utilising
the foliation of space-time into infinitesimally ’discretised’ spatial hyper-surfaces evolving through time.
A clearer physical interpretation of the idea of foliation of space-time is given below in figure 3.
Figure 3: A geometrical representation of 3+1 space-time foliation.
The process, as it appears, involves foliating space-time continuum into purely spatial hyper-surfaces
(
∑
i) evolving in time such that the value of the scalar field t is constant on a hyper-surface
∑
i . We
can equivalently define a vector field in the direction of evolution of t by simply taking the contravariant
derivative of scalar field t; the components of such a vector at point P are given by tµ ∝ ∇µt, where
it helps to recall that t represents the ’coordinate time’ of the observer at point P on the hyper-surface∑
i . Moreover, at each point on the hyper-surface, we can define a time-like vector perpendicular to the
hyper-surface given by the covariant derivative of the scalar component of t:
®∇ct ≡ ∇µt = gµκ(∇κ t) = αgµκ tκ such that, tµ = α−1∇µt. (A.4.8)
Note that in figure 3, the set of vectors {tˆ, xˆµ} represent the covariant basis, while the set {τˆ, xˆµ} represent
the contravariant basis. By definition of covariant and contravariant dual basis set, one can deduce that
τˆ ⊥ xˆµ and tˆ ⊥ xˆµ, where τ is the proper time. Now, since tˆ ⊥ xˆµ and independent of xˆµ, the covariant
derivative of t will simply point in the direction of τˆ, and in fact, vary with only the temporal contravariant
index τ. Rewriting the previous expression, we get:
®∇ct ≡ ∇µt = ∂τ t = g0γ(∇γt) = αg0γtγ such that, ®∇ct ‖ τˆ, (A.4.9)
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where, we recall that ∇γt ≡ ∇γt = tγ. We can now construct an unit vector nˆ parallel to τ from the
expression of ®∇ct:
nˆc = 1√
−®∇ct · ®∇ct
®∇ct = Nτ(®∇ct), (A.4.10)
such that by definition,
nˆc · nˆc = −1, (A.4.11)
where, the Lapse function Nτ is given by:
Nτ =
1√
−®∇ct · ®∇ct
=
1
i(∂τ t) = −i(∂tτ). (A.4.12)
Clearly, the lapse function is nothing but a measure of the rate of change of ‘proper time’ with respect
to the ‘coordinate time’. Geometrically speaking, the lapse function is a measure of the projection of dt
onto τˆ vector as shown below in figure 4.
Figure 4: A geometrical representation of the shift and the lapse function.
In a similar fashion, one can also write the Shift function, which is simply a measure of the movement of
point P tangential to the hyper-surface
∑
i . In order to do so, we must first write the purely spatial metric
hµν . It can be easily proven that the metric hµν is given by
hµν = gµν + (nˆc × nˆc), (A.4.13)
where, × denotes the outer-product of the two vectors. In terms of the components, it is naturally written
as:
hµν = gµν + nµnν . (A.4.14)
Sidenote:
In order to derive the purely spatial metric, let us explicitly write down the terms nµnν ,
nˆc × nˆc = nµnν = gµγnγnν . (A.4.15)
We also know from (A.4.9) that in terms of the components, nˆc ≡ {nτ , nx} ≡ {n0, 0}, i.e. only the
temporal contravariant component exists. Thus, (A.4.15) reduces to
nµnν = gµ0nνn0. (A.4.16)
The metric (nˆc × nˆc) takes the form:
(nˆc × nˆc) =

−g00 −g01 −g02 −g03
−g10 n1n1 n1n2 n1n3
−g20 n2n1 n2n2 n2n3
−g30 n3n1 n3n2 n3n3
 , (A.4.17)
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given that nana = n0n0 = −1 from (A.4.10) and (A.4.11). The spatial metric is then given by:
H = G + (nˆc × nˆc) = hµν =

0 0 0 0
0 (g11 + n1n1) (g12 + n1n2) (g13 + n1n3)
0 (g21 + n2n1) (g22 + n2n2) (g23 + n2n3)
0 (g31 + n3n1) (g32 + n3n2) (g33 + n3n3)
 =
{
0 0
0 h(3)µν
}
.
(A.4.18)
The metric hµν , geometrically speaking, is an operator for obtaining the projection of any geometrical
entity on to a space-like hyper-surface. Let us take an example of a 4-vector
®χ = a nˆc +
3∑
i=1
bi tˆi ,
where, tˆi are the spatial unit vectors for the contravariant basis. Now, the projected vector ®χP is given by
®χP = H ®χ = G ®χ + (nˆc × nˆc) ®χ. (A.4.19)
In component form,
®χP = χµ = a gµνnν +
3∑
i=1
biG tˆi + a nµnνnν +
3∑
i=1
bi(nˆc × nˆc)tˆi , (A.4.20)
®χP = χµ = a (nµ − nµ) +
3∑
i=1
bi[G + (nˆc × nˆc)] tˆi . (A.4.21)
In detailed spatial component form,
®χP = χµ =
3∑
i=1
bi(gµνtiν + nµnνtiν) =
3∑
i=1
bi(tiµ + nµnνtiν) ≡
3∑
i=1
biti , (A.4.22)
where, nˆc · tˆi = nν tνi = 0, and nˆc ⊥ tˆi . Remember that the vector ti is tangential to the hyper-surface,
while it is not necessarily of unit length. In fact, the magnitude
| ®χP | =
 3∑
i=1
biti
, (A.4.23)
is the length of the projection of the vector χ onto the spatial hyper-surface.
We continue to evaluate the expression for the shift function Nµ or, alternatively, the shift vector ®N. A
vector field parallel to the coordinate time vector tˆ is given by the contravariant derivative of t, i.e. ∇µt.
This vector can now be projected onto the hyper-surface via the metric hµν in order to yield the shift
vector or the shift function in covariant and contravariant components respectively:
Nν = hµν(∇µt) = hµν(∂µt) in covariant form, (A.4.24)
Nν = hνµ(∇µt) = hνµ(∂µt) in contravariant form. (A.4.25)
We have now laid all the ground work for our evaluation of the metric under the ADM formalism. Let
us now write the magnitude for an abstract covariant temporal vector field, i.e. zµ(∝ ∇µz), such that this
magnitude is adjusted so as to satisfy the following relation:
zµ = ∇µz = Nτnµ + Nµ ≡ Nτ nˆc + ®N, (A.4.26)
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Figure 5: An abstract vector field in ADM formalism.
as shown in figure 533. Recall that the directional derivatives ®∂i for i ∈ {t, xµ} form a set of basis vectors
for a vector field in the 4-dimensional space-time. Thus, the vector field zµ(≡ ®∂i ∝ ∇µz) also forms a
subset of this basis vector set. By definition of the metric and using (A.4.26),
g00 = ®∂t · ®∂t ≡ zµzµ = (Nτ nˆc + ®N) · (Nτ nˆc + ®N) = −N2τ + NµNµ. (A.4.27)
Similarly,
g0i = ®∂t · ®∂i = (Nτ nˆc + ®N) · ®∂i = Nµ since, nˆc ⊥ ®∂i . (A.4.28)
We can now write the complete 4-dimensional metric as:
gµν =
{
g00 g0ν
gµ0 h
(3)
µν
}
=

−N2τ + NµNµ N1 N2 N3
N1 (g11 + n1n1) (g12 + n1n2) (g13 + n1n3)
N2 (g21 + n2n1) (g22 + n2n2) (g23 + n2n3)
N3 (g31 + n3n1) (g32 + n3n2) (g33 + n3n3)
 . (A.4.29)
The line element is then given by:
gµνdxµdxν = N2τdt2 + h
(3)
µν (dxµ + Nµdt)(dxν + Nνdt), (A.4.30)
while the dual metric takes the form,
gµν =
{
g00 g0ν
gµ0 h(3)µν
}
=

− 1
N2τ
Nν
N2τ
Nµ
N2τ
hµν(3) −
NµNν
N2τ
 . (A.4.31)
33Note that the vector field tµ is not necessarily time-like! Moreover, we consider the foliating scalar field to be the ’coordinate time’
t of the observer; this assumption can be given up in favor of any other general scalar field at the expense of more complicated
mathematics. The conclusion however remains the same for the 3+1 decomposition.
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