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Abstract
A novel application of entropy to support Systems Engineering is presented 
with the specific objective of providing unambiguous and objective decision 
support to the engineer from the earliest stages of system development. Three 
facets of entropy are identified:
How information passes around the system
How elements are oriented within the system
How the structured of the system Is realised
From the outset, the Unified Modelling Language (UML) has been used as the 
language of choice for capturing system description and the work described in 
this thesis has made a significant contribution to its use within Thales for 
Systems Engineering. At the beginning of the project this was a novel 
application but the use of UML is now commonplace across the SE community.
In order to capture the measures of entropy within the UML, a new generalised 
framework for interface definition is proposed covering six aspects:
Information
Protocol
Management
Security
Carrier
Physical
The work explores a range of techniques that are in common use, and through 
discussion of two specific, real-world examples conclude that minimising the 
entropy is entirely consistent with Improvements suggested by other means;
A wireless house alarm will reduce entropy but only for the larger house 
Clustering at the lower levels of networks reduces their entropy
This new, unambiguous and objective measure of entropy provides engineers 
with a decision aid that can be applied early in the development lifecycle. The 
UML Is used to describe systems and lends itself to incorporating this entropy 
measure. However, three simple rules result from the thesis that can be 
applied without formal calculation:
1 Minimise the number Interfaces between entities and their 
bandwidth.
2 Either ensure all interfaces of an entity the same or ensure each is 
unique.
3 Ensure an entity has no more than one dependency on other 
system entitles.
© Kevin Richard Howard 2009
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Black Box A closed system recognised by the functionality exhibited at its 
interfaces only.
CMMI Capability Maturity Model Integrated -  developed by Carnegie
Mellon University in support of the US Department of Defence as a 
framework for business process quality assurance.
CORBA Common Object Repository Broker Architecture -  a paradigm for
delivering reusable object-oriented software to service.
DoD Department of Defense (US)
DoDAF DoD Architectural Framework -  a descriptive framework for the
capture of System use and definition consisting of 29 defined 
‘views’, largely built around the UML.
DOORS® Dynamic Object Oriented Requirements System.
Equifinality Identifies the final state achieved by a system despite external
influences.
IDL Interface Definitional Language -  a structured language developed
by the OMG to support the formal capture software Interfaces.
Infodynamlcs The assessment of Information flow constraints as a system 
evolves towards equifinality.
Information The study of the underlying and meaningful Information contained
Theory within presented data.
MoD Ministry of Defence (UK)
MODAF MoD Architectural Framework -  a development of DoDAF by the
UK MoD to encompass a strategic perspective and consisting of 36 
‘views’, primarily using principles and diagrams of the UML.
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before a system will fall.
MTTR Mean Time To Repair -  an assessment of the average time taken
to repair a faulty system.
OFDM Organisational Failure Diagnosis Method -  a process to identify
issues and factors that contribute to the failure of development 
projects.
OMG The Object Modelling Group -  an organisation of like minded
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ROPE® Real-Time Object-Oriented Process for Engineering -  a Software
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SDL System Definition Language -  a structured language intended
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SSADM Structured Software Analysis and Design Method -  a non-
proprietary software development methodology now falling out of 
use.
Stakeholder A party, Individual or external system having a bearing or Interest In
the design, development, performance or other aspect of system 
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SysML A development of the UML intended to better address the needs of
systems engineering.
System of A system (general large) that provides objective functionality
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System on a A system designed on a single semiconductor substrate.
Chip (SoG)
(The) UML The Unified Modelling Language -  a semantically robust graphic
language now widely used to capture the description of systems.
TRIZ Teoriya Resheniya Izobretatelskikh Zadatch: the consolidated analysis
of inventions that identifies trends and principles to support 
engineering decision-making.
VHDL Virtual Hardware Description Language -  a programming type
language used to describe logical hardware.
White Box A view of a system where the internal functionality is understood but
Its physical structure Is not.
XML Extensible Mark-up Language -  a hierarchical format language
design for Web based data and application interoperability.
XMI XML Metadata Interchange -  an extension of XML to provide a
common and interoperable data exchange format.
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Chapter 1 Introduction and Background
1.1 Introduction
This thesis presents the premise that minimising entropy within a system 
architecture will tend to improve the ‘quality’ of the system; that is, the ability of 
the system to perform in all respects across its life cycle; It will tend towards a 
more optimal system implementation.
The use of entropy to support Systems Engineering (SE) is presented with the 
specific objective of providing unambiguous and objective decision support to 
the engineer from the earliest stages of system development. Three facets of 
entropy are identified:
Information; how information Is carried around the system
Orientation: how element within the system are oriented
Structure: how the structure of the system is realised
From the outset, the Unified Modelling Language (the UML) has been used as 
the language of choice for capturing system description and the work 
described here has made a significant contribution to Its use within Thales for 
Systems Engineering. At the beginning of the project, this application of UML 
was novel, but Its use Is now commonplace across the SE community and 
forms the basis of many architectural frameworks that are Increasingly used in 
the development and procurement complex systems for the defence 
community representing significant elements of MoDAF and DoDAF In 
particular. The author continues to teach the use of UML for Systems 
Engineering across Thales.
In order to capture the measures of entropy within the UML, it has been 
necessary to produce a new generalised framework for the definition of 
Interfaces covering six aspects:
Information; specific material to be communicated
Protocol; codification of the material
Management; control of flow and data assurance
Security; measures protecting the material
Carrier; transporting the combined material
Physical: medium that realises the interface
These aspects have been identified from the experience of the author and 
others in the Thales System Engineering community in an attempt to improve 
the coverage and consistency In the definition of interfaces.
The work explores a range of tools and techniques that are In common use in 
support of Systems Engineering, and through discussion of two specific real- 
world examples concludes that minimising the entropy is entirely consistent 
with improvements suggested by more conventional means. For example, a 
wireless house alarm will have lower entropy than a hard-wired system when 
fitting to a larger house but a wire system will have lower entropy for small 
Installations. Similarly, ‘clustering’ at the lower levels of hierarchical networks 
will reduce the overall entropy compared to the simple hierarchical structure 
alone.
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This entirely new, unambiguous and objective measure of system entropy 
provides system engineers with a decision aid that can be applied far earlier in 
the development lifecycle than most commonly used techniques. Furthermore, 
the definition of broader semantics for the capture of interface descriptions also 
contributes the greater understanding of the sources of entropy within systems.
Assessment of this thesis has resulted In a number of simple rules that could 
help systems engineers in the development of new architectures:
1 Minimising information flow between sub-systems; I.e. the number of 
Interfaces supported by a subsystem and the amount of information 
carried by each, will reduce entropy.
2 Ensure that all interfaces of a sub-system are unique or that they are all 
the same and interchangeable.
3 Ensure a sub-system has no more than one dependency on other parts 
of the system.
The application of these rules will clearly be subject to the constraints Imposed 
by the system requirements and it will not be possible In all cases to realise 
them fully. However, as a guide in the conception of a new architecture they 
offer a simple framework that should ultimate yield a reduction In system 
entropy.
The use of the UML to describe systems lends Itself to Incorporating both the 
measure of entropy and the new interface semantics within the UML tools 
themselves and perhaps incorporation of the interface definition framework 
within the meta-model of the UML.
1.2 Background
Given that Technology might be defined as “the application of scientific 
knowledge to practical purpose” (OED 1998)^ '^ , it could be suggested that 
technology started with the invention of the wheel, or even the first use of tools 
In the Stone Age. Significant contributions from the great empire builders over 
the ages, particularly the Greeks and Romans, have seen early technology 
develop to conquer most of the planet. However, the development of early 
technologies was perhaps more a result of fortuitous experiment rather than 
specific intent. The principles of Systems Engineering (SE) might be better 
attributed to Thomas Savery and his work with Newcomen that kick-started the 
Industrial Revolution through the development, with specific and focussed 
intent, of effective steam power. However, James Watt'^\ with his use of 
scientific method to significantly improve the steam engine in the 1760s better 
demonstrates the intentional application of systematic engineering principles in 
a deterministic fashion.
Nevertheless, historically, the engineering of systems has been attributed to 
better know engineers such as Isambard Kingdom Brunei, Barnes Wallis^ ®^  or
James Watt (1736-1819) asked by John Anderson In 1763 to repair his Newcomen 
steam engine introducing the separate condenser and significantly Improving its 
efficiency.
Famously single minded and responsible for a number of engineering developments 
from major railway infrastructure to the largest ships of the day including the first steel 
hulls.
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Sir Alec Issigonis^ "^ ,^ who, along with others have been responsible for many 
great systems innovations throughout the 19*'^  and 20*'’ centuries, significantly 
shaping much of the modern world. Their broad understanding of engineering 
practice of the time across multiple disciplines allowed them to contrive and 
manage relatively complex systems to deliver significant developments in 
manufacture, transportation, and communications. However, technology 
breeds technology, and the development of systems that build on systems 
(‘system of systems’ in modern parlance) means that during the 20th century 
the complexity of systems grew beyond the ability of any one individual to 
understand or manage. The development of computing technology in the 
second half of the century and its application to all classes of system has 
compounded this problem and resulted In the almost exponential growth in the 
complexity of modern systems. This has resulted in the need to control the 
processes Involved in the engineering of systems to avoid the increasing 
number of embarrassing and very public failures of technology across all 
technical domains. Information Systems failure has raised particular interest 
and a number of methods to identify specific failure mechanisms and causes 
(Al-Hakim 2005)'"l
Chapter 2 provides a brief assessment of the nature of systems in general and 
some of the specific problems that are now recognised when dealing with 
modern Systems Engineering. However, Organisational Failure Diagnosis 
Method (OFDM) (Goulielmos 2003)^'"'and other such techniques, has 
developed out of the analysis of Information Systems delivery (more correctly 
Information Technology) and identifies five dimensions of failure, only one of 
which addresses the specifics (appropriateness) of the system:
1 ) Stakeholder Values
2) Organisational Efficacy
3) Systems Change
4) Mode of Intervention
5) Appropriate Approach
These dimensions were evolved by the US military that were the sponsors of 
the most complex systems engineering of the time. Recognition of the 
problems faced in the development of system resulted in the definition of Mil- 
Std-499^''' in 1969, defined largely from a procurement perspective. This 
Standard for engineering principles was progressively followed by other 
process standards, increasingly from the perspective of the engineer and 
describing a more development focussed process. Towards the end of the 
1970s, similar concerns became apparent within the software community 
culminating in the development of DoD-Std-1703 in 1987, superseded by Mil 
Std 498^ ''^  In 1994, which recognised the abstract nature of software intensive 
systems and the different disciplines that are necessary to control Its 
development.
Most famous for the Bouncing Bomb of Operation Chastise (the ‘Dam Busters’) but 
also responsible many significant contributions to the UK war effort including the range 
of aircraft, the ‘earthquake bombs’ and other engineering innovations.
Responsible for leading the Innovation of a number of Morris and BMC vehicles in 
the 1940s & 1950s including the Morris Minor of 1947 -  the first vehicle to sell 1 million 
-  and the Iconic Mini of 1959.
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As technology advances complexity that is abstract in nature and covers 
multiple technical domains has become an increasing issue for Systems 
Engineering. The later process standards noted here recognise many of the 
principles advocated for software development and consolidate overarching 
processes Into a single standard addressing both software and hardware 
engineering. As development of these standards continues some of the 
business issues noted in OFDM are also being recognised. CMMI™ 
(Capability Maturity Model -  Integration) in particular was developed as a 
framework for quality across business processes by Carnegie Mellon 
University in response to concerns by the Department of Defense in the US. 
The evolution of the more significant of these process and quality standards Is 
shown In Figure 1-1, culminating in the CMMI process maturity model. A 
review of current Systems Engineering principles and practice Is included in 
Chapter 3 .
Complexity in the modern world is not limited to the development of technical 
systems. Complexity in social systems is also of growing interest; the 
interaction of many sub-systems: individuals, relating to each other through 
communications channels of ever Increasing sophistication, all supported by 
the accelerating advances In technology. The growth of phenomena such as 
Face Book^ ''^ , Twitter '^'"' and other social networking and communications using 
the Internet is evidence of the changing way society interacts and the level of 
connectivity now possible through modern communications technology.
Modelling, analysis, simulation and other design principles are being applied to 
many aspects of society that impact the way we live, from the design of traffic 
flow (Lehmann 2003) ’^""^  to the setting of insurance premiums (McLeish et al
2003) "^"' and, as In these cases, principles of statistical entropy^®’ are being 
recognised in every aspect of our world where complexity is perhaps better 
understood through probabilities of group behaviour at the macro level, rather 
than by the specific behaviour of Individuals at the micro level. This thesis will 
focus on technological systems but, like general entropy analysis, the 
principles expounded may find application in other domains.
...the probabilistic analysis of possible microstates of individuals -  you andTrie -  to 
assess the most likely responses of society as a whole -  effectively treating society as 
a system.
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Figure 1-1 Evolution of Process Standards in Systems Engineering
The scope and application of systems today means that the amount of 
information required to describe them and their context is weli beyond the 
capacity of one individual. The recognition of complexity in the software 
fraternity has been unavoidable with some rather public failures of systems, 
and the ideas developed in response to these problems are beginning to find 
application outside the software community. In practice, most technical 
developments are the result of evolution rather than revolution; a system will 
draw from previous similar products, often with no real view of whether the 
outcome is efficient, effective or in any way optimal for the new or enhanced 
requirement.
1.3 The Engineering of Systems
Systems Engineering (SE) as a discipline has been around for many years, yet 
the definition of a ‘Systems Engineer’ may be different for each of us. There 
are several schools of thought regarding SE: Some consider Systems 
Engineering as a set of processes for managing the system information: 
requirements, partitioning, compliance etc., to ensure that a particular technical 
implementation delivers the specified objective expected by the customer. 
Others consider it the process of conceiving of new and novel system 
architectures to deliver the specified objectives. Jon Holt considers it ‘the 
application of common sense’, though considering some of the ‘system 
failures’ over recent years, to paraphrase Voltaire (1764); “common sense is 
not so common” ’^^
Numerous attempts have been made to capture the nature of Systems 
Engineering in a simple, succinct statement; the author offers the following 
initial definition:
MD of Brass Bullet Ltd -  a company offering expertise in the UML and defining its 
processes entirely in the UML.
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“An interdisciplinary approach encompassing the entire technicai 
effort to evolve and verify an integrated and life-cycle balanced set of 
system, people, product, and process solutions that satisfy 
stakeholder needs”.
The Oxford English Dictionary describes a system as
“A set of connected things or parts forming a complex whole” The verb 
to engineer’, taken from the Latin ‘to devise or contrive’ or ‘to skilfully 
or artfully arrange for an event or situation to occur’ -  the same root as 
‘ingenuity’[i]
Taking this into account with my own experience as a systems engineer, the 
author has chosen to simplify the definition of systems engineering as:
“A process of contriving or devising an arrangement of things or 
parts to achieve a compiex whole for a specific purpose ”
Several features of these definitions are of particular interest in the 
considerations that follow and expression might be usefully restated as:
“The skilful (or artful) generation of a complex contrivance with a 
specific purpose”
Systems Engineering has some of all of these aspects but, at its core is the 
need to generate a design able to deliver a specific customer need that can be 
implemented and delivered within acceptable time and cost -  in modern 
business time and cost are perhaps the more important factors.
To some, the contrivance of the system concept is considered something of a 
black art; the development of a design by a specialist able to juggle the 
complex and conflicting requirements and constraints defined by a customer to 
artfully contrive a compliant solution. The development of structured or formal 
processes has led to significant improvements in the management of functional 
needs of a system with a degree of determinism such that the job of the 
Systems Engineer is now perhaps solely one of managing constraints. 
However, there remains an ‘a /f to this management that will contribute to the 
success or failure of any particular systems undertaking. Given that it is the 
responsibility of the Systems Engineer to also address time and cost; the 
selection of technicai solutions must consider these constraints along with such 
issues and politics, economics and the environment.
This thesis is not so much interested in the processes of generation, 
management or specific purpose of a system but more in the elements of ‘skill’; 
an assessment of how we//the constraints have been managed. In assessing 
how optimum is the resulting design in delivering the required capability across 
the lifetime of its use.
1.4 Status of Systems Engineering
Some insight into the status of System Engineering practices can be found in 
Kayton (1997)' '^  ^and Verma et al (1997)'’^ ''^  with a particularly thorough 
treatment in Wasson (2005) ’^‘“'l The principles advocated are now 
commonplace in Systems Engineering and enshrined in many of the process 
standards identified in Section 1.2. They focus on prescribed process steps to
Chapter 1
The Application of Entropy in Optimising Systems K. Howard
progressively dissect the complexity of all aspects of the system, from the 
initial statement of need, to the allocation of functionality to sub-systems and 
components. These processes are generally hierarchically recursive with the 
same or similar process steps being applied to the dissection of the sub­
system as are applied to the system. This process of hierarchical 
decomposition breaks down the system problem into manageable parts that 
can ultimately be addressed by an individual or a small team. Work covering 
management of the development of such systems processes is covered in 
Stevens et al (1998) ’^“''^ .
While Stevens et al consider the pitfalls of dealing with complexity and offers 
management techniques to mitigate problems that may arise they provide little 
insight into understanding the efficiency of the design of compiex systems. 
Other works such as Hoffer at al (1999)^” '^  offer more insight into the 
optimisation of software systems but fail to recognise the full context of the 
development, i.e. constraints from the hardware platform are not adequately 
considered within the system design.
Some particular difficulties facing engineers developing for defence 
applications are addressed by Hitchins (1999)^ '^"l Here he explores the 
problems of mismatch between the increasingly rapid development in the 
commercial world and the still much lengthier procurement cycle of military 
equipment that make it difficult for defence applications to fully exploit new 
technology.
What remains the most significant issue for Systems Engineers is the often- 
difficuit problem of selecting the most efficient and effective solution to a given 
problem. Many decision support techniques are available to engineers and are 
widely used, but, while they may purport to offer an objective basis of decision 
making, at their core they often refer back to a subjective assessments or 
address only one narrow aspect of the system behaviour. A more complete 
review of some of the more popular tools and techniques applied to Systems 
Engineering today is included in Chapter 4 .
This thesis explores the suitability of some of the techniques now used in the 
software field in the broader context of engineering of systems that incorporate 
mixed-technoiogy. In the development of this thesis, the processes used by 
Thales have been improved and deployed more widely across the business as 
a result of the work undertaken by the author. The process description that 
was initially developed for Thales in 2002 is included in at Appendix A and the 
underlying principles involved are described more fully in Chapter 3 .
1.5 Assumptions
The development of systems must address a very wide range of influences. 
Systems Engineering must consider the development and impact of systems 
from cradle to grave: from the statement of need to decommissioning of the 
product or system. The increasing concern about environmental impact of 
human activities, and particularly within the field of engineering, means that ail 
aspects of design, production, commissioning, maintenance, and disposal 
must be considered part of the systems engineering problem: a whole of life 
problem. Addressing the ethics of engineering development in this way avoids 
ambiguity over the bounds of the System Engineering responsibility. It is 
assumed therefore that any systems engineering process, environment, tools 
or techniques must be applicable to all aspects of the systems engineering
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problem across the life of the system and encompassing all types of 
technology.
1.6 Premise of the Thesis
Perhaps the most pressing issue for Systems Engineers is the often-difficult 
problem of selecting the most efficient and effective solution to a given problem 
that is effective across the lifecycle of the system. This thesis suggests that a 
unified measure of entropy -  a measure usually associated with efficiency -  
encompassing all aspects of the design, could provide an objective measure 
for optimising system design.
The lack of unambiguous and independent assessment techniques as 
identified in 1.4 makes it difficult to determine the efficacy of the premise.
What this thesis will attempt to show in Chapter 9 is that the measure of 
entropy proposed herein as assessed at the initial architectural design follows 
trends that are supported by more conventional thinking as assessed in the 
later stages of system development.
A more complete review of some of the more popular tools and techniques 
applied to Systems Engineering today is included in Chapter 4 but perhaps the 
most objective tool available today is the condensed learning encapsulated in 
TRIZ, as described in 4.2.S.3, and summarised in the Table of Conflicts’ 
included in Appendix B. This consolidates the analysis of several tens of 
thousands of patents and registered designs to identify trends and techniques 
that have resulted in positive innovation in the past. However, while it provides 
an interesting background into the nature of invention it requires a degree of 
interpretation and ultimately addresses only specific difficulties at particular 
points in a design rather than the balance of optimality across a complete 
system.
This thesis presents a broad-ranging and truly objective assessment of a 
system and its optimality and is presented based on two simple premises:
a) That a system can be uniquely described by two elements:
i) A collection of parts designed to work together within an 
architecture intended to deliver the system solution.
ii) A collection of communication links, associations and 
dependencies between those parts and the surrounding 
operating environment.
b) That the optimum system for a given problem will be that with the 
lowest entropy (as defined in Chapter 6 ).
By considering these two aspects of the system description identified In a) 
separately, this thesis will show it is possible to capture a unique and 
unambiguous expression for the entropy of the system.
In order to understand how we might capture or assess the entropy of an 
arbitrary system we must understand the nature of the descriptive elements of 
the system definition. From the outset of this work, the UML has been used to 
capture the two aspects of the system description; elements and the linkages 
between them, in a single unified environment. The UML is an extensible 
language with terms, structure and semantics that have specific meaning when 
capturing the system description and these are expressed in Chapter 5 with 
description of the Thales process in Appendix A.
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The Systems Modelling Language (SysML) has been developed from the UML 
specifically to address the needs of the Systems Engineer. However, it has not 
been used within this thesis since at the time of writing the formal definition of 
SysML had not been issued. Nevertheless, the principles of this thesis can 
only be reinforced through the application of SysML with additions such as 
‘Continuous Flow’ associations that may simplify the assessment of interface 
entropy for some classes of interface.
The nature of entropy is explored in Chapter 6 and from that discussion an 
expression for the combined entropy of a system is generated that forms the 
core of this thesis. While the formal assessment of entropy underpins the 
theory presented here, the primary objective of the work is to provide a 
practicable capability that can be applied on a daily basis by systems 
engineers. This work has a strong emphasis on the usability of the technique, 
the amount of information that must be populated to make the technique work 
and its appropriate application within existing engineering practices. Chapter 9 
provides examples of the application of this thesis both in terms of specific 
engineering decisions at the detailed level and its implications to selection of 
example systems.
1.7 Objectives of Thesis
This thesis has grown from an attempt to address perceived short falls in both 
evolutionary and revolutionary development of systems, its aims are:
a) To clarify the processes involved in the generation of new concepts to 
address specific requirements and potentially to foster more innovation 
in systems design.
b) To bring true objectivity to the comparison of alternative system 
architectures in order to help select more optimal solutions.
c) To improve the assessment of system architectures across the lifetime 
of the product and customer needs so that a more balance selection 
can be made earlier in the lifecycle.
d) To reduce the potential risks associated with the adoption of 
revolutionary architectures.
The work in this thesis builds upon that presented by the author (Howard 
2000)' '^"^ outlining the basis of a model based, process driven approach to 
systems engineering with the Unified Modelling Language at its core (Howard
2004)[^'"'^ This original work now forms the basis of Systems Engineering 
training within Thales and is widely applied across the business. In this thesis, 
the author consolidates the systems thinking developed since the initial 
definition of the process and presents a formal and truly objective criterion to 
support the optimisation of systems.
1.8 Methodoiogy
In assessing the potential for entropy to support System Engineering and 
optimise system architectures it is essential to understand the context in which 
the technique is to be applied, including both processes and tools. With this a 
framework for the measure can be established and principles of application 
defined. The following methodology has been applied to elicit an appropriate 
environment and for development of the thesis:
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1. Define the objectives of the thesis -  the requirement -  what is the 
thesis attempting to achieve as stated in Section 1.7 above.
2. Identify best practice SE processes and a framework within which 
entropy must be captured. For the measure to be acceptable to the SE 
community it is essential that any effort to capture entropy can be 
applied within the context of existing SE processes.
3. Identify appropriate tool(s) that, with modest effort, are suitable for 
capturing system artefacts that contribute to entropy. To simplify the 
capture of entropy so that it can be more readily applied to engineering 
decision-making it is preferable to use tools and techniques that are 
currently in wide use.
4. Explore the nature of entropy and its applications across a wide range 
of domains -  not just engineering -  to determine whether techniques 
exist that might contribute to a unified measure of entropy for systems. 
Entropy, akin to the expressions developed by Boltzmann, has been 
used widely to support decision-making and these techniques may be 
usable directly or indirectly to contribute to the development of new 
techniques.
5. Formalise the methods for capturing entropy within the context of 1 and 
2 above in order to define the measures needed to support assessment 
under 3 and include specific process steps and modelling structures 
that can best be used within the framework of current SE practices.
6. Develop representative examples of the application of the unified 
measure of entropy to assess its behaviour against specific systems 
problems that can be readily assessed by more conventional means, 
where trends have already been addressed by other techniques or 
where evidence from the natural world supports a particular structure. 
To illustrate the behaviour of the measure two examples are presented 
at extremes of architecture design: a house alarm and hierarchical 
communications network.
7. Assessment of how well the thesis has achieved the stated objective 
through the consideration of systems principles and analysis of the two 
arbitrary examples.
The nature of the work, and systems engineering in general, means that much 
of this work has been performed concurrently, particularly items 1, 2 and 3 
have been considered within an iterative process to resolve to a single 
coherent context for the work.
To support this methodology the thesis is presented in ten chapters:
This chapter has introduced some of the issues of Systems Engineering and 
the background and the principles that have brought the community to its 
current status. It highlights the lack of objective measures to help in making 
architectural decisions and posts the premise and objective of the thesis. It 
has set the scene for the work and defined the methodoiogy that will be applied 
and specifically defines the objectives of the thesis.
Chapter 2 discusses the nature of systems and why the growth of Systems 
Engineering is so significant in the modern world. It covers the development of 
standards in order to understand their influence on common practice within the 
SE community.
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Chapter 3 assesses the status of Systems Engineering practices, principles 
and processes that are currently in common use throughout the industry and 
discusses in more depth the difficulties that remain. It formalises the 
processes that will be used in addressing the remainder of the thesis.
Chapter 4 considers the range of tools and techniques available to support 
Systems Engineering practices, their use and effectiveness in managing 
complexity and their potential application in support of this thesis. It identifies 
the UML as the most appropriate environment for capturing system 
architectures given that it is a generalised tool for capture of function and 
structure and is widely adopted across the SE community.
Chapter 5 covers the application of the UML to Systems Engineering and its 
specific use in support of this thesis. In particular it defines techniques for the 
description of structure, interfaces and relationships that contribute to the 
consistent capture entropy.
Chapter 6 develops the principles of Entropy from Clausius through Boltzmann 
to Shannon and Hausdorff and applies them to systems as the basis of 
objective comparison of alternatives. It identifies specific gaps in current 
entropy modelling techniques that might be applied to Systems Engineering 
and defines a new measure: Orientation Entropy.
Chapter 7 consolidates the discussion of the various aspects of entropy to 
construct a unified measure of entropy that can be applied to the analysis of 
systems. This forms the core of this thesis.
Chapter 8 applies the UML to capture the necessary material to complete the 
measures defined in the Chapter 7 for real systems. This is at the core of the 
thesis and underlies the subsequent analyses.
Chapter 9 provides illustrations of the application of the thesis through 
discussion of recognised trends in the evolution of systems and through 
application of the thesis to two specific but arbitrary examples that are 
adequately compiex to exhibit measurable trends but suitably accessible to 
understand the implications of the measure. The first example considers two 
alternative implementations for a house alarm to investigate the comparison of 
very different architecture solutions to a single requirement. The second 
example considers the impact of clustering at the lowest level of hierarchical 
networks on the overall entropy of the network.
Chapter 10 summarises the key findings of the thesis and specifically 
assesses how well it has achieved the stated objective. It discusses some 
potential applications of the thesis, any subsequent implications and presents 
some developments to a more practical deployment in support of real world 
Systems Engineering. It also addresses some more interesting areas where 
the thesis may find appiication to provide insight into specific system 
behaviour.
1.9 Summary of Chapter 1
System Engineering (SE) has come to the fore in the engineering community 
to address the increasingly embarrassing number of very public and expensive 
failures of systems over recent years. This chapter has explored the nature of 
Systems and Systems Engineering and has addressed some of the measures 
that the Systems Engineering community have developed to address the 
underlying problems of developing new systems. The nature of complexity and
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the implications across the life of a system have been explored and a broad 
outline of the following works presented.
Finally, the premise of the thesis is discussed: the generalised structure of 
systems and the roil entropy might play in optimising such systems when 
supported by the use of the UML.
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Chapter 2 The Nature of Systems
2.1 Overview of Chapter
In order to relate the premise of this thesis and how it might contribute to the 
development of systems it is necessary to understand the nature of systems 
and principles of Systems Engineering. This chapter also presents a 
perspective on the history of systems and their engineering in order to 
understand the processes applied today and particularly how those processes 
have evolved to manage the complexity of modern systems.
The growth in complexity of systems, particularly through the 20'*^  Century, has 
had a significant bearing on the processes and the management of complexity 
that are an essential element of System Engineering. This chapter discusses 
some of the issues of complex systems and how others have analysed them to 
understand and describe their underlying structure.
2.2 History of Systems Thinking
The nature of systems has been a subject of scientific investigation for many 
centuries. The work of Copernicus and Galileo, with the separation of state 
(motion in this case) from entity (the planets) is widely recognised as the start 
of the scientific revolution. Rene Descartes further developed the principles of 
system analysis in his works ‘Principia Philosophiae’ and ‘Discours de la 
méthode’ that extended the study of elements and their states to an 
understanding of the relationships between elements thus setting the 
groundwork for Newton’s ‘Principle Mathematica’ and the generalisation of 
analysis to the abstract.
Over the years, the scope of system analysis has extended as scientists 
developed new tools and techniques and recognised the extent of relationships 
between systems. This extended connectivity, or system-of-systems 
consideration has spawned a new science: the analysis of complexity, and this 
analysis has been turned to many classes of system that go beyond the 
obvious scope of the systems engineering of interest here. Nevertheless, the 
extended domain of analysis has contributed significantly to this thesis in a 
number of respects:
a) The assessment of communications through the work of Claude 
Shannon was perhaps the trigger for this thesis.
b) The work of Boothroyd et al (2001 )^ "^^  ^ in assessing the ‘cost’ of 
manufacture and assembly and covered more deeply in 4.2.3.2.
c) Altshuller’s (1984) ’^“  ^work in developing the TRIZ “Teopun pemenufi 
M306peTaTenbCKM X s a fla w ” {Teoriya Resheniya Izobretatelskikh Zadatch) 
analysis of innovation and the underlying principles of system evolution, 
also addressed further in 4.2.3.3.
d) Assessment of economic and sociological systems has contributed to 
the understanding of the complexity and developed tools for their 
analysis.
e) The broad application of entropy in the assessment of various aspects 
of system behaviour, performance and optimisation. Ultimately, the 
earliest work of Clausius in defining the term entropy is at the core of 
the thesis and explored more fully in Chapter 6 .
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2.3 Complexity In Systems
Today, complexity Is a factor that is increasingly recognised in every aspect of 
life; K. Boulding (1956)^ '^^ ^^  ^assessed 9 levels of system complexity:
Level 1 A simple system characterised by structure but no dynamics.
Level 2 A clockwork system; having a structure and rigid dynamics
insensitive to Inputs.
Level 3 A cybernetic system, containing internal feedback mechanisms.
Level 4 An open or self-maintaining system.
Level 5 A genetic societal system, typified by plants, that is collection of
differentiated mutually dependent parts.
Level 6 An animal system, capable of quasi-teleological behaviour and
beginning of self-awareness.
Level 7 The human system, where self-awareness develops into
reflection and communication through symbolic rather than signal 
language.
Level 8 Human social organisation, capable of planned and conscious
co-operation.
Level 9 Transcendental system, containing ultimate absolutes and
inescapable unknowable truths.
This is a broad range for consideration of systems and many have argued for a 
more restrictive perspective based upon structure, behaviour and objective; six 
principles of systems have been developed by some in the System Science community^ ];
1 The behaviour of systems are observed and quantified by the work 
done in these behaviours.
2 System behaviours are a function of the energy available to the 
system.
3 Each system has an innate capacity to direct energy that is a function of 
its structure and organisation.
4 There is a direct relationship between a system’s behaviour, its capacity 
to direct energy and the energy available to the system.
5 Living systems are distinguished from non-living systems by the innate 
ability to generate information.
6 There is a direct relationship between a living system’s behaviour, it’s 
capacity to direct energy, the energy available to the system and it’s 
ability to generate information.
Kenneth Boulding 1910-1993. Primarily an economist but an advocate that economy 
is inseparable from society. Most notable quotation: ‘Anyone who thinks that 
exponential economic growth is sustainable on a finite earth is either mad or an 
economist’.
A simplified assessment by the New England Complex Systems Institute (NECSI)
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These principles have a strong emphasis on the energy within and available to 
a system and have been invaluable in developing this thesis in a number of 
respects:
a) The energy within a system and that available to work is directly related 
to entropy, i.e. the energy not available to the system, as Clausius 
originally coined the term.
b) It follows that reducing entropy will increase energy available to the 
system for useful work irrespective of the nature of the system.
c) The process of developing systems is itself a living system and 
undoubtedly develops information -  development processes might also 
benefit from the minimising its entropy.
d) The ability of an engineering team to direct Its behaviour and energy 
towards developing (and optimising) a system, and the generation of 
the necessary information to support that system.
The analysis of systems, particularly living systems, has lead to the 
development of other tools, techniques and terms that might contribute to the 
understanding of principles applicable to this thesis.
Equifinality: A term attributed to Bertalanffy (1950)^’'’'"^ ®^^, identifies the final 
state of a system achieved despite external influences working against that 
development. This is a particularly appropriate term for the objective of 
System Engineering and implies forced evolution counter to Clausius’s second 
law of thermodynamics.
Infodynamics (Salthe 2001 The study of informational constraints as 
systems develop assesses the impact on information entropy ‘H’ (from 
Shannon (1948/^'^!) and structural entropy ‘S’ (from Thermo-dynamics) to 
measure how a system evolves to improve its ability to exploit its innate and 
generated information, i.e. how overall system entropy changes through the 
evolutionary process.
Much of this early systems thinking, and particularly General Systems Theory, 
has evolved from the analysis of biological and sociological systems and 
focuses not on the development of such systems for a particular purpose but 
how the behaviour of such systems has evolved in response to external 
stimulus.
Kolmogorov offers a measure of complexity more aligned to the problems of 
the Systems Engineer; K(x) (the Kolmogorov-Chaitin complexity) expressed as 
(from Widborne et al 2006)^ ’^"':
‘The length of the smallest programme (in bits) that when run on a 
Universal Turing Machine will output x  and then stop’
This expression may be of purely academic interest but it does challenge the 
issue of waste in system implementation and must surely represent the lowest 
entropy solution to a given problem given the constraint of a Universal Turing 
Machine.
This analysis can offer a valuable insight into the optimisation of technical 
systems, particularly when they are increasingly based on the assessment of
Ludwig von Bertalanffy 1901-1972, usually accredited with identifying General 
Systems Theory
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energy, entropy and information within the system: the cornerstones of this 
thesis.
Kuhn (1974),^ ^™] in his work on General Systems Theory proposed a 
terminology for describing systems; to paraphrase:
Element- an identifiable entity or part of the system
Pattern -  a relationship of two or more elements
Object- a  pattern as it exists at a given moment in time
Event- a change in a pattern with time
System -  any pattern whose elements are related in a sufficiently 
regular way to achieve specific objectives
Interaction -  a situation where a change in one component induces a 
change in another component
Mutual interaction -  a situation where a change in one component 
induces a change in another component, which then induces a change 
in the original component
Acting system -  a pattern where two or more elements interact
Component- any interacting element in an acting system
Pattern system -  is a pattern where two or more elements are 
interdependent
Interdependent- a situation where a change in an element induces a 
change in another element
Not only do the findings of Kuhn reflect the experience of social sciences but 
there are also parallels with our understanding of modern technical systems. 
Clearly, the definitions of Kuhn closely reflect those familiar to systems 
engineers and we find some of the findings from the social science community 
are particularly applicable to this thesis. This work has derived from the 
system science community and relates primarily to understanding the 
behaviour and structure of social systems where complexity has in the main 
part come about through natural evolution of society. However, it is the 
increasing complexity of man-made systems that has prompted developments 
in system engineering over the last few years where the intentional actions of a 
few individuals must be coordinated to achieve specific behaviour and 
performance though the contrivance of structure. The naturai evolution of 
social systems to address their immediate needs may offer some insight In to 
the optimisation of systems for a specific purpose.
2.4 The Impact of Computing Techniques
With the proliferation of computer based systems during the 1980s, software 
intensive systems have been of particular interest to engineers, with of a 
number of very public and expensive technical failures^^°l
For example, the Libra system intended for deployment to the Magistrates Court of 
Great Britain and now only slowly being rolled out, the Denver baggage handling 
system scrapped in 2005, the withdrawal of Accenture from the failed NHS system in 
2006.
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The development Software Intensive systems presents particular set of 
problems for a number reasons:
1 Software is inherently abstract, with its impact often only observed 
through the responses of other physical systems.
2 Structure of software is solely one of intent (function); there are few 
inherent hardware constraints that dictate structure or control.
3 Complexity in software can quickly and unwittingly grow beyond the 
capability of the engineer to grasp all possible combinations of actions, 
events and circumstance to which the system will respond.
4 Software development is often of such a scale that a very large team of 
engineers will be needed to concurrently develop a number of 
applications of many thousands of lines each.
5 Even though hardware is not normally explicitly considered in the 
architectural design, the implicit dependency on the hardware can have 
a significant bearing on system entropy.
The complexity of the software development problem has spawned a number 
of tools, techniques and principles specifically designed to improve the control 
of software developments. However, they are also being applied to more 
general system engineering to manage the increasingiy abstract nature of the 
task and the UML is one such tool that has been applied in this thesis as the 
basis of capturing systems description, irrespective of underlying technology, in 
a formalised language suitable for objectively capturing system entropy.
2.5 The Implications of Interfaces
The formal description of interfaces is key to successful Systems Engineering. 
In the abstract view of a system, its functionality is expressed solely through its 
interfaces: the so-called ‘black-box’ view. Even the simplest aspects such as 
size, mass and power are expressed as characteristics of the primary, in this 
case mechanical interfaces. In the initial expression of a system, its sub­
systems might also be viewed in similarly simplistic terms and for a system-of- 
systems this may be sufficient. However, ultimately when developing the 
internal view of a system the expression of functionality exhibited through an 
interface must be realised through description of how the interfaces between 
sub-systems are to be implemented.
There are a number of standardised frameworks for describing interfaces 
however, for the purpose of this thesis, none have adequate completeness to 
address all domains of an interface from the basic information carried to the 
pins of the connector that carry the signals. To address this shortfall the author 
proposes a new framework for characterising interfaces (See Chapter 8 ).
2.6 Summary of Chapter 2
Over the last few centuries the art of Systems Engineering has grown and, as 
technology advances, the systems developed are becoming increasingly 
complex and SE is now recognised as a domain in its own right. Nevertheless, 
the processes, tools and techniques necessary to manage this growing 
complexity struggle to keep pace and one contributing element is the lack of 
effective tools to adequate assess alternative solutions early in the lifecycle in 
order to make confident design decisions in a timely manner.
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The SE community continue to improve their processes to address recognised 
failings and growing difficulties in managing complexity. The behaviour of 
large complex social systems at the macro level are being analysed through 
the use of statistically techniques of the micro; this can offer a better 
understanding of their generalised responses to specific stimulus. The use of 
entropy to set insurance premiums or to assess traffic flow offer practical 
examples of optimisation of such systems that may offer insight to the Systems 
Engineer. However, there remains no single objective measure that can be 
applied to the generalised Systems Engineering problem.
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Chapter 3 Systems Engineering Practice
3.1 Overview of Chapter 3
The effective application of any technique to aid systems thinking is dependent 
on the process framework in which it is applied. This is particularly true for 
Systems Engineering when considerable effort has been expended over recent 
years in the establishment of robust processes specifically to address the 
management of complex system development. This chapter expands the 
outline provided in Chapter 1 and traces a little of the history of the 
development of current SE thinking. It establishes the common working 
practices with which this thesis must be compatible.
Key to the application of SE practices, and therefore to how this thesis will be 
applied, is the principle of scalability; the ability to apply a common process set 
at all levels of system abstraction from the largest ‘system-of-systems’ to the 
smallest 'system-on-a-chip'.
Perhaps the most important aspect of all SE processes, and indeed other 
problem solving processes, is the need to understand the driving requirement -  
sometimes referred to as Requirements Driven Engineering. Given the 
findings of OFDM (See Section 1.2), any decision making process must deliver 
solutions that are compliant with the requirements of the system.
3.2 Principles of System Engineering
In recent years System Engineering (SE) has come to the forefront of 
engineering thinking to address the shortfalls in existing engineering practices 
increasingly found wanting by the ever-growing complexity of modern systems. 
Since the original publication of Mil Std 499 in 1969, development in SE 
practices have considerably improved the performance of the engineering 
process In terms of technical and fiscal output but there are a number of areas 
that rely on subjective decision making and the core of systems thinking is still 
seen by many as ‘Art’, not ‘Science’; it is, by implication, the possible, if not 
probable, root of many failures. In some cases a ‘Systems-of-Systems’ 
approach; a hierarchical breakdown of the system problem, has proved a 
powerful mechanism to reduce the engineering problem to manageable 
proportions; this is considered further in 3.4.
3.2.1 Recognised Best Practice
The improved processes and practices developed in an attempt to address the 
issues of complexity and failure in engineering have been recognised across 
the industry and are enshrined within many business processes. The 
simplified ‘V’ life cycle shown in Figure 3-1 is in common use. However, it fails 
to recognise that continuous improvement and the development of complex 
system is both iterative and recursive, often leading to cumbersome repetition 
of many ‘V’ life cycles to achieve an acceptable solution. This is both time- 
consuming and potentially inefficient.
The evolutionary process of developmental design called the ‘Spiral’ Life cycle, 
as shown in Figure 3-2, was developed from the software lifecycle presented 
by Boehm (1988) ’^®^''"'; each turn of the spiral effectively representing an 
application of the ‘V’ to incrementally deliver some aspect of capability. This 
means that each turn delivers some part of the desired capability to the user
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such that it can be put into service but that the entire capability is only realised 
at the final turn. This has the advantage of delivering some completed aspect 
of system capability in increments at each turn of the spiral, rather than the 
entire system partially implemented at each application of the V .
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Figure 3-1 Simplified Conventional 'V Life Cycle Model
Furthermore, issues relating to the design of a system are sometimes only 
recognised after the system enters service: often after some time. The 
principles of Systems Engineering now recognise the ‘whole of life’ nature of 
the problem and attempts to take into account issues relating to the service 
and disposal of the system and its components from the outset.
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Figure 3-2 Simplified Spiral Life Cycle Model
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3.2.2 Process Consideration
As a consequence of the work of this thesis, improved Systems Engineering 
processes developed by the author, and used early in the life cycle, have been 
implemented across Thales to good effect, (see Appendix A). This forms the 
basis of Model Driven Systems Engineering within Thales and the growing use 
provides evidence of their effectiveness in maintaining connections within SE 
activities and with other engineering tools supporting the detailed engineering 
activities. Furthermore, the processes closely map other processes established 
by practitioners in other industries and not just in technical disciplines. For 
instance, the process flow maps closely to the steps advocated by Osborn^^ '^ 
(1948) ’^“ ''"''in ‘Creative Problem Solving’ and elaborated by Parnes^^ '^
( 1962)^ ’'’''''^ :
1 Need: Identify and communicate the need for change
2 Data: Explore the context and highlight the relevant data
3 Objective: Define the objective of the creative problem solving
4 ideas: Produce many ideas and choose the most promising ones
5 Criteria: Select the ideas according to specific criteria
6 Solutions: Elaborate the selected ideas until they are realisable
7 Acceptance: Test and identify potential sources of assistance and 
resistance
8 Planning: Design the action plan (for deployment)
Universally, processes supporting systems development focus heavily the 
capture, ratification and allocation of requirements with the intent of eliciting the 
best possible understanding of all variables impacting on the system. This 
involves understanding the needs of all stakeholders, the business 
requirement, technology and the funds available and external constraints such 
as political and environmental. The focus on requirements across the widest 
possible base is intended to ensure the generated solution is acceptable to all 
concerned. Indeed, it has been suggested (Goulielmos 2003) '^“^  that most such 
failures of systems noted in 2.4 can be traced to inadequate understanding of 
the customer needs.
In order to help develop requirements many system engineering process now 
incorporate two additional stages of systems development:
Development of the logical architecture (sometimes referred to 
functional)
The logical architecture of the system is developed to represent only those 
logical elements of the system required to deliver the specified (functional) 
capabilities. It does not relate to or attempt to detail any aspect of how the 
capability might ultimately be realised. This view of the elements and 
relationships between them are unconstrained by physical, practical or 
fiscal limits. Each link between elements of the system has infinite
Alex F. Osborn, 1888 - 1966, ‘The father of Brainstorming’
Dr Sidney J Parnes 1922 - Professor Emeritus of Buffalo State College, ‘The God 
father of Creativity Sciences’
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bandwidth and sensors are implicitly assumed to have perfect detection 
capability, zero noise and infinite resolution.
This abstract representation of the system functionality forms the basis for 
establishing compliance and the basis of comparing alternative physical 
solutions. It may also be reused as the starting point for developing a new 
generation of capability applying next generation technology to a need 
derived from the same requirements base.
Development of the physical architecture
In this view the architecture is evolved to identify specific technologies, 
techniques and components to realise the system. The evolution of 
physical architecture from the logical is fundamentally a process of 
progressive application and management of constraints to the logical 
description; introducing appropriate noise to sensors, limiting the available 
bandwidth of communications channels by applying particular technology 
and managing the overall technology needs within budget. Normally, a 
selection of candidate physical architectures will be generated and a 
selection will be made to identify the ‘best’ solution to the stated problem.
Both aspects of the process advocate a hierarchical development of 
requirement analysis and allocation traced to a system description starting 
from the singular highest level of abstraction: the system context.
From the selected physical architecture a formal Product Breakdown is 
developed that defines how the physical solution will be delivered, what 
support products may be necessary (training material, test equipment etc.) and 
providing a framework for the partitioning and allocation of user and business 
requirements in such a way that compliance can be unambiguously 
established and validation performed.
These processes are almost inevitably iterative in nature, incrementally 
exploring the capabilities of proposed architectures and modifying them to 
manage the overall constraints on the system. In most, if not all cases, this 
process is evolutionary, taking an earlier generation of the system and 
revisiting their design constraints based upon new technologies, techniques 
and even fiscal or political limitations.
3.3 Evolution in Systems
Consider the decisions an engineer must make when faced with the task of 
generating the architecture, logical or physical, that can represent a system. 
Starting at the singular system context view -  the boundary of their 
responsibility - they have the choice to partition this element into an arbitrary 
number of sub-elements. Since the partitioning of one element to another 
single element would represent nugatory work, i.e. would add no value, the 
actual choice of the engineering is to partition one element into (0) (i.e. no 
further partitioning) or (2 to No) sub-elements with no theoretical limit to No.
Having developed an element of the system to a number of sub-systems then 
each of those sub-systems may themselves be partitioned in a similar fashion 
generating 0 or 2...Ni sub elements for each. This process of progressive sub­
division will generate a phylogenetic structure -  a natural evolutionary 
hierarchy.
The second step in generating the system description is that of developing the 
relationships between the newly partitioned elements (communications.
Chapter 3 22
The Application of Entropy in Optimising Systems K. Howard
dependencies etc) to achieve the required behaviour. In the logical domain the 
nature of the communications channel is arbitrary -  this abstract perspective 
means the channel has infinite bandwidth and zero delay in delivering 
information (sometimes called latency). However, when developing a 
meaningful physical solution these channels must represent realisable physical 
interfaces and can present a particularly onerous constraint on the 
implementation of the system that may result in an iteration of the initial 
partitioning of the physical architecture.
3.3.1 Logical Architecture
At the core of the process is the development of the logical architecture: a view 
of the system entirely independent of any implementation, technology, 
communications mechanism or any other constraint; the representation of the 
underlying essence of the system, the irreducible minimum. The lack of 
constraint in this evolution however will not impact the nature of the 
architecture and the probabilistic relationships of the decisions of the 
engineers. Nor does the lack of constraints in this view of the system mean 
that the logical architecture will exhibit global minimum entropy to realise the 
specified system. In realising the system the engineer may choose to combine 
logical elements in a single physical element or develop, though innovation, a 
physical element that can deliver more than one logical requirement or 
function.
The principle of Irrefutable minimum identifying the optimum selection appears 
in a number of systems and engineering processes: for example, the minimum 
component count underlying Dewhurst et al ‘Principles of Good 
Design’( 2 0 0 The principles of the logical approach are widely recognised 
across the software community -  Microsoft, Oracle and numerous training 
establishments advocate the development of the logical view for software as 
the starting point for implementation. Both ROPE and RUP (see Chapter 4 ) 
include the generation of the logical view of the system.
3.3.2 Physical Architecture
The ultimate objective of Systems Engineering is to develop a physical solution 
to the system requirements. This thesis postulates the principle that 
minimising the entropy of the physical architecture will yield the optimum 
solution to the system requirements for a given set of constraints. These 
constraints arise from a number of sources:
• Technology -  perhaps the most changeable part of the development 
environment -  a moving constraint that is sometimes hard to keep pace 
with and may require the development of key teaming relationships with 
suppliers to ensure the latest technology -  even ‘Alpha’ release 
components -  can be incorporated In the system design process.
• Time -  limits in time are inevitable in any system development -  waiting 
for technology to develop is not an option.
• Cost -  Achieving system objectives within fiscal constraints is the 
primary objective of systems engineering.
• Business -  the main objective of any business is to make profit for its 
owners and shareholders but it may also wish to capitalise on previous 
developments and may dictate the use of legacy technology and
Chapter 3 23
The Application of Entropy in Optimising Systems K. Howard
component re-use. Furthermore, the design may need to balance 
short-term profit with long-term objectives and risk.
• Political -  an unavoidable inevitability of the modern world and may 
relate to politics of governmental, business, customer or competition.
• Environmental -  increasingly of concern is the impact of the system to 
the environment across its lifecycle, including its ultimate disposal.
Techniques, tools and principles for the development of requirements, their 
partitioning and allocation, at least to the logical architecture is almost 
deterministic -  follow the rules and the logical architecture will fall naturally 
from the functional requirements. This considerably simplifies the process of 
developing requirements so that all can understand them -  the problem of 
Systems Engineering is then reduced to one of managing constraints (or non­
functional requirements) in generating the physical architecture; constraints 
that are increasingly complex and difficult to reconcile.
3.4 System-of-Systems
Complexity of systems considerations continues to increase. There are a 
number of factors that contribute to this trend:
• Increasing involvement of customers with the SE community with the 
intent of jointly owning the problem and sharing the associated risks.
• Businesses inclination to move up the ‘food-chain’ in the search for 
greater profit margins.
• The greater recognition of inter-system dependencies and their impact 
on requirements, design and delivery.
• Greater understanding of the Interdependency of system behaviour 
and human response.
As a result of these trends, of increasing interest to the Systems Engineering 
community is the design of ‘higher-levef systems where the ‘parts' contributing 
to the overall capability are themselves complex systems that may be the 
subject of considerable development effort. This additional tier of abstraction 
brings a number of additional complications:
• The characteristics of the system are a product of the combined 
functionality delivered by the lower level systems (Sub-systems).
• Overall behaviour of the system is likely to include a human ‘sub­
system’.
• Often, the behaviour of the sub-systems Is the responsibility of other 
businesses and systems engineers with objectives that may conflict 
with those of the overall System.
• The trade and balance of functionality across sub-systems may be 
limited and the Systems-of-Systems engineer must manage 
constraints imposed by the perhaps fixed sub-system capabilities.
• The characteristics of the sub-systems may dictate all or part of the 
physical architecture that negate aspects of the design processes.
These complications may limit the scope of the analysis to options at the 
interfaces between sub-systems and reduce the opportunity to trade 
functionality across the system. However, minimising the entropy as measured
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by this thesis could improve the overall system characteristics throughout its 
life. It may also help identify where minor changes to a sub-system can make 
significant contribution to improving the overall system delivery. The principles 
of this thesis should therefore be valuable in exploring the relationships, 
orientations and communications alternatives between the proposed sub­
systems.
3.5 Small-Scale and sub-System Engineering
The corollary of engineering focus at the system level is a greater expectation 
of systems thinking at the sub-system level and even at the components that 
contribute to delivery of the system capability; i.e. system needs must be 
understood and balanced between sub-systems and components. System 
factors and expectations that impact the sub-system design processes include:
• The need to contribute information to the system level means that 
certain characteristics must be understood and expressed at the sub­
system level.
• The need for the system engineer to balance characteristics between 
sub-systems means the sub-system engineer may need to respond to 
demands from the greater system.
• Sub-systems are themselves becoming more complex and the 
problems they face are much the same as those of systems. 
Furthermore, the increasing density of semiconductor technology 
allows many system elements to be integrated on a single 
semiconductor substrate -  so called ‘System-on-a-Chip’ (or SoC).
The used of Field Programmable Gate Arrays, with devices of 2 million gates 
now commonplace, has seen the migration of software development 
techniques to the hardware domain. The Virtual Hardware Description 
Language (VHDL) can appear very similar to a conventionally high software 
programming language such as 'C. The principles of Systems Engineering 
are therefore relevant to component and sub-system engineering and the 
findings of this thesis should be applicable to their optimisation.
3.6 Current Systems Thinking
It was noted earlier that some in the engineering community see Systems 
Engineering as the potential saviour of the creed. There is considerable and 
wide ranging discussion about just what is meant by systems engineering and 
how is it best practiced to the betterment of society at large. A focus on the 
processes underlying the acquisition of complex systems and the inevitable 
compromises of requirements that follow is address by Stevens et al (1998) ’^“''^  
This strongly reflects many of the military focussed standards and lifecycle 
models used in the defence industry to manage acquisition processes and the 
procurement of large system of systems.
A more hands-on perspective is offered by Hoffer et al (1999) ’^^ ''^  and in 
conjunction with the analysis techniques of Leik (1997)'^^ at the lowest level of 
system behavioural analysis offers a comprehensive reflection of current SE 
practise and capability. While some of these techniques are strongly software 
focussed, most of the principles addressed are applicable to all technologies 
and underpin some of the other commonplace practices in SE.
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This leads appropriately into one of the key problems of modern systems 
engineering: programmable functionality of both hardware and software that 
can combine to provide system capability. The specific split of functionality 
between hardware and software is becoming increasingly blurred and 
engineers are at liberty to select the split and define the joint functionality from 
a single programme thread or memory block. Development of such principles 
as Software Defined Radio ’^^ ’’ allow an interchangeable definition of radio 
functionality to be defined and exchanged with others -  the underlying design 
of the radio from different manufacturers may differ but the system must 
interpret the interoperable waveform definition and re-programme both 
hardware and software elements of the radio to support the definition. This 
higher-level abstraction of programmable functionality represent an increasing 
trend towards more flexible systems designs than can be configured through a 
common interface to change their core behaviour.
Many of the principles used in the assessment of complexity apply principles of 
randomness, statistical analysis and various interpretations of entropy -  
including that of Kolmogorov(1984)^’‘’“ "^ applied by many in the assessment of 
randomness and complexity.
Communities such as the New England Complex System Institute (NECSI 
(2009)^"“ "'^ ) coordinates academic interest in complex system analysis across 
MIT, Harvard, Brandeis and other university interests in the New England 
specifically fostering investigations into the issues associated with complexity.
3.7 Summary of Chapter 3
Over the past few years System Engineering has taken centre stage in the 
engineering community and principles have improved considerably in the 
delivery of systems. A number of alternative process flows or ‘Development 
Lifecycles' have been expounded to mitigate failure of system design and 
these processes focus heavily on the understanding of stakeholder 
expectations -  Requirements Driven Engineering -  even though it is 
recognised that most systems development is evolutionary rather than 
revolutionary.
The problems of system design are not restricted to large systems, or System- 
of-Systems, but are increasingly significant at the micro level. This chapter has 
outlined the increasingly convergent processes now in common use to improve 
the delivery of systems and the implications across all levels of systems 
delivery. These convergent principles of SE processes are captured in 
Appendix A as part of the Thales process framework and offer a basis for the 
development of the entropy model within this thesis.
Chapter 3 26
The Application of Entropy in Optimising Systems K. Howard
Chapter 4 A Comparison of System Engineering 
Tools and Techniques
4.1 Overview of Chapter 4
The assessment of entropy within complex systems is not only dependent on 
the formal processes described in Chapter 3 but also on the use of appropriate 
tools and frameworks able to capture the key metrics of systems that can 
contribute to that entropy. This chapter considers some of the techniques, 
toois and languages that are currently used across systems engineering to 
determine which might be appropriate to support this thesis within the context 
of recognised process.
This chapter considers a range of tools, languages and combined process sets 
in order to identify the most appropriate working environment in which to 
develop this thesis. The intent is to identify those providing:
• An acceptable and practical working environment for Systems 
Engineering.
• An appropriately rigorous mechanism for capturing system characteristics 
that can contribute to entropy.
• Ability to align to or incorporate processes identified in Chapter 3
4.2 Development Support Tools
Techniques that support Systems Engineering have been of increasing interest 
as systems have become more complex. Developments in computers mean 
that most systems now have a high ‘soft content’ that both adds to the 
complexity of the system and often allows more rapid development. The 
consideration of systems within a greater context in order to formally take 
account of such things as maintenance, through life costs, environmental 
impact and even politics, mean that even systems once considered relatively 
simple are being re-engineered in the context of complex systems.
Techniques for dealing with systems fall largely into three camps:
1 Processes -  the control of workflow in order to ensure that all aspects 
of the system development are considered systematically.
2 Languages and tools -  facilities for the accurate and structured capture 
and management of system descriptions in an abstract form in order 
that performance and interactions may be assessed.
3 Development aids -  techniques that directly support the development of 
systems, either in providing universal metrics for assessing design, and 
thereby offer a means for optimisation, or by the consolidation of 
previous good ideas into an accessible database of generalised 
solutions.
These three aspects can be applied separately or concurrently to improve the 
overall performance of the Systems Engineering undertaking. The following 
describes some of the mainstream techniques that have been considered as 
part of this research.
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4.2.1 Process Review
Processes define the means and steps by which a particular technique is 
applied. There are a wide variety of proprietary processes available to support 
Systems Engineering and these are often embedded within the vendor’s tool 
suite. These are mirrored by a similar range of processes defined by particular 
businesses in support of their specific needs. The following sections briefly 
describe some of the more generally available processes and techniques that 
are in the public domain.
Note: As with all processes and businesses, continuous improvement will apply 
to each of the processes described and the comments and observations made 
here may have been superseded by developments since writing.
4.2.1.1 Real-time Object-oriented Process for Embedded Systems 
(ROPES)
l-Logix^ ^^  ^provides a UML tool suite called Rhapsody®. The tool provides free 
format support for UML but in line with the language itself, the tool does not 
prescribe its use and application. In support of the tool suite, l-Logix also 
provides their development process; the Real-time Object-oriented Process for 
Embedded Systems (ROPES®).
As the title suggests, the tools and process are targeted at real time and 
embedded software systems where time and hardware interactions are critical. 
This includes extensions of the UML (through templates and stereotypes) to 
support time constraints on object interactions. However, the l-Logix tool and 
ROPES focus on the software elements of the system and do not provide 
adequate hardware support. Nor do they adequately address the problems of 
non-functional requirements, maintenance or any of the numerous other views 
of a system that must be considered in producing an optimum system.
4.2.1.2 Rational Unified Process
The Rational® Unified Process (RUP®), like ROPES, is targeted at the 
application of the UML for the development of software. Unlike ROPES 
however, RUP does not include extensions of the UML. In fact the Rational 
Corporation (part of IBM) have chosen to restrict their implementation of the 
UML. Despite this, their unified process includes around 29 different views of a 
software system but still fails to incorporate the design of the underlying 
hardware, aspects of maintenance, or non-functional requirements.
4.2.1.3 Structured Software Analysis and Design Method
Structured Software Analysis and Design Method (SSADM) is a non­
proprietary process that has been used for many years in the software 
fraternity. The process revolves around functional decomposition and is now 
somewhat superseded by object-oriented techniques. Nevertheless, the 
underlying premise of function inherent in this process preserves a focus on 
the functional aspirations for a system that are, after all, the basic tenet of the 
user requirements.
Some aspects of SSADM have been incorporated within the process for the 
application of the UML. Functional analysis is at the core of generating the
With the acquisition of Telelogic (and therefore l-Logix) both Rhapsody and DOORS 
are now owned by IBM.
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Logical architecture: the starting point for generation of the physical 
architecture and the technical solution for the system.
4.2.2 Languages and Tools Review
Tools and languages applied to systems development fall into three categories:
1 Those developed specifically to support systems development.
2 Those developed for specific technology areas.
3 Those derived from outside the engineering discipline.
4.2.2.1 The Unified Modelling Language
The UML is a consolidation of a number of object-oriented techniques and 
languages that purports to provide a complete solution to software systems 
development. It was contrived under the auspices of the Rational Corporation 
by the Three Amigos’^^"^’ and, in 1997, a draft specification for the language 
was adopted by the Object Management Group (OMG) and is now maintained 
as an open standard. It has since been enhanced to more fully address the 
needs of system engineering and on the 6'  ^July 2008 the latest incarnation; 
the SysML, was formally ratified by the OMG^^ l^
It was conceived as a language for the description of software systems. 
However, it has been adopted by many businesses for description of systems 
and business processes. It is has been designed as an extensible language 
and since its inception a number of extensions have been defined mainly by 
vendors of modelling tools. These include real time constraints and some move 
towards systems engineering. Recent extensions include adoption of action 
semantics similar to those defined within SDL (see below).
4.2.2.2 Specification Description Language
The Specification Description Language (SDL) has been around for a number 
of years. It was devised specifically to express system and sub-system 
specifications in unambiguous terms. It has recently been extended to 
incorporate the UML to support object oriented system partitioning and 
subsequently the best practice of SDL has been incorporated within the 
SysML.
4.2.2.3 Extensible Mark-up Language
Extensible Mark-up Language (XML) is derived from Standard Generalised 
Mark-up Language (SGML) and Hypertext Mark-up Language (HTML) and has 
been defined to eliminate some of the prescribed format and descriptive 
constructs of those languages for the purpose of describing Web documents. 
Version 1.0 was released in 1998 when HTML had reached version 4.0. XML 
is a significant simplification over its forerunners. In this simplification it 
provides the user with greater opportunity to define format and features of 
document elements that offers advantages over other mark-up languages in 
their application to describing systems. However, in order to take full
After the 1986 John Landis film of the same name '^’'™^
Adoption of the SysML by the OMG is recent and its particular features have not 
been incorporated in this thesis. However, while it significantly impacts the underlying 
meta-model of the UML, its principles only enhance the application of this thesis.
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advantage of this flexibility the user must spend considerable effort in defining 
the specific features required in using the language appropriately.
Like other web languages, XML can trace its pedigree back to TeX and LaTeX, 
typesetting languages commonly used for printing and historically used across 
academia. These languages offer ASCII compliant text management that can 
be manipulated by any conventional text editor but allow complex formats to be 
expressed without ambiguity. The language supports hierarchical relationship 
of concepts and descriptive elements that ultimately lends itself to the abstract 
description of system. As a flexible and portable medium, these languages are 
very flexible. They can include diagrams and other visual information but 
cannot easily express logical constructs or relationships between elements of 
such diagrams or parts of those diagrams. The semantics of anything 
expressed using XML is defined and controlled by the user; there is no 
normalised control for using XML for Systems Engineering.
Philips has adopted the XML as part of their Systems Engineering 
environment. Furthermore, XML Metadata Interchange (XMI), an extension of 
XML, is used as a low-level format to exchange data between UML 
applications and, like the UML, is its use in this role is controlled by the OMG.
4.2.2A Interface Definition/Description Language
The Interface Definition Language or Interface Description Language (IDL) 
offers a formalized means to capture the nature of interfaces in software 
systems and is extensively used for description of software compliant with 
Common Object Repository Broker Architecture (CORBA). As we shall see in 
Chapter 6 , interfaces are of particular interest in this thesis since they carry 
the information that in some systems will dominate the system entropy. 
However, IDL has a very narrow focus on software and, while it may 
adequately capture the interface for software intensive systems, is not 
adequate across the broad ranging interface description necessary to fully 
capture systems entropy in general.
4.2.2.5 Dynamic Object Oriented Requirements System
The Dynamic Object Oriented Requirements System (DOORS®)^^^  ^has been 
included in this discussion because of its wide (and increasing) use in the 
System Engineering environment. However, while it may be considered an 
essential part of any system-engineering tool set, it is a proprietary tool with 
primary purpose of managing requirements. Since requirements are 
fundamental to any systems engineering task the adequate management of 
requirements should not be underestimated and the facilities of DOORS can 
significantly help in identifying shortfalls in design and can improve the focus of 
engineering effort.
However, DOORS does not provide any direct support in the capturing of 
design information, in the development of design ideas or in establishing the 
best idea from a selection of alternative concepts. This is recognised by the 
providers of the tool vendors, they now offer TREK’ -  the Telelogic 
Requirements Engineering Kit (note originally this was developed by Thales -  
the Thales Requirements Engineering K i t - to  simplify the deployment and use 
of DOORS) and DOORS is now being linked with other tools and environments 
that do provide these facilities. Its underlying object oriented data structures 
make it particularly suitable for integration with other object-oriented 
techniques and languages such as the UML.
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4.2.2.6 CRADLE
CRADLE is a proprietary environment designed specifically to support systems 
engineering. It integrates all the aspects of requirements management, 
architecture definition, testing and qualification. It also defines and manages 
its own process.
This tool is relatively widely used, notably in parts of QinetiQ -  a throwback to 
its days as the Defence Evaluation and Research Agency (DERA) that adopted 
CRADLE in the 1990s. However, since the start of this thesis, the developers 
of CRADLE have recognised the shift in emphasis in systems engineering 
techniques and the tool now incorporates support for the UML in its systems 
architecture views and links to DOORS for requirements management.
4.2.3 Development Aids
Development aids are those techniques that have been instigated specifically 
to support decision-making and to direct the selection of a particular design 
over alternatives. They purport to be objective in their assessment but often 
merely structure subjective analysis in order to offer some basis of decision­
making. This is not to unfairly dismiss these techniques as unhelpful -  far from 
it. They offer mechanisms to help structure innate engineering thinking and 
experience in order to cut through the complexity of balancing constraints and 
steer towards selection of preferred options in specific cases.
4.2.3.1 Quality Function Deployment
Developed in the Japan in the late 1960s and migrated to Europe and the west 
in the mid 1980s (Akao 1990 ’^'’“ "'^ , Bouchereau 2000 ’^^ ’^ ’^ ''^ ) this technique is 
intended to focus the efforts of systems engineering on the fundamental 
customer requirements. It is perceived as a complex technique with many 
different views of the problem. It might be simplified as a process to ensure 
that essential user requirements are effectively mapped to system 
requirements and are followed through the critical stages of development -  
strongly aligned to the principles of SE.
The process revolves around the ‘House of Quality’ that, through a structured 
and focussed view on different aspects of the customer, product, business and 
technology, identifies elements of design that address the key requirements, 
interactions, conflicts and correlation between requirements. The complexity of 
the technique might explain the relatively limited take up of the technique in the 
west, particularly in the UK (Lowe et al 2000) ’^“ ’''''^ , though cultural difference 
may also be a consideration.
4.2.3.2 Design For Manufacture and Assembly (DFMA)
In his 1964 paper, ‘A Guide to Design for Assembly’, Geoffrey Boothroyd 
identified principles and rules to help engineers reduce the cost of assembly of 
(primarily mechanical) systems. With the support of Peter Dewhurst these 
rules evolved through the ‘60s and ‘70s and are capture in their book ‘Product 
Design for Manufacture and Assembly’ ’^^ ”'^  supported in 1983 with the release of 
their ‘DFA’ software version for the IBM XT Personal Computer; one of the very 
first software based manufacturing aids.
Since this first release, the principles have been further evolved to encompass 
electronic systems and have been extended to encompass manufacture 
processes, along with the principles to improve assembly. Further details of 
the principles and software can be found at dfma.com*’" ’^ ''’'l
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Nevertheless, the technique remains fundamentally focused on mechanical 
problems within system development that are manifest at production. This is 
not to say that the principles have no application within this thesis: the 
underlying objective here is to identify a universally applicable principle for 
optimising system irrespective of the technology ultimately used to implement 
the system or where the impact is realised in the lifecycle.
DFMA defines a few relatively simple rules to help engineers in the 
development of a system:
• It forces the engineer to identify the minimum number of parts logically 
essential to deliver the system (the logical mechanical architecture?)
• It drives towards minimising the number of components used to implement 
the system.
• It identifies a number of principles relating to how parts relate to each other:
a) The number of ways that parts may be fitted together, identifying both 
highly symmetrical; will fit in any orientation, and highly asymmetric; will 
fit in only one orientation, as reducing the difficulty of fitting the parts.
b) The size of components and the processes need to handle them, 
identifying both very large; requiring special handling equipment, or 
very small; fiddly, as making assembly more difficult.
c) Difficulties in handling, identifying components that are fragile, flexible, 
sharp or prone to tangling as making assembly difficult.
d) Awkwardness in fitting parts together, identifying accessibility, 
obstruction, springing or the need for separate fastening as contributing 
to assembly difficulty.
e) The need for any fasteners is always defined as unnecessary under 
DFMA as adding no value to the system.
To support these rules and principles DFMA defines times and costs 
associated with each principle that allows a design to be assessed in an 
objective and cost based way.
Intuitively we might identify how these 5 principles might contribute to entropy 
in the system but we will see in detail in Chapter 5 and how they relate to 
elements of the UML system description.
4.2.3.3 Teopiifi peujeHUfi usoôpeTaTejibCKnx ( Teoriya Resheniya 
Izobretatelskikh Zadatch)
Teopufl peLueHMR usobpeTarenbCKHX sa^aH {Teoriya Resheniya Izobretatelskikh 
Zadatch - TRIZ), Is a technique originally developed in Russia in the early 
1950’s in an attempt to identify common properties and trends underlying ‘good 
ideas’. Genrich Altshuler (trans 1984)^^  ^postulated that design innovation was 
really just the re-application of old ideas to new problems and, with his 
colleague Rafael Shapiro, undertook an assessment of around 1500 patents to 
identify these underlying forms. His analysis has since been extended to 
include some hundreds of thousands of patents and registered designs but, 
interestingly, the analysis of more recent inventions has added little to the 
basic analysis performed.
TRIZ identifies a limited set of ‘properties’ of systems and a set of ‘techniques’ 
for their application. It revolves around the identification of conflict between the 
‘properties’ within a particular design and identifying techniques that have been
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found to resolve that type of conflict in the previous designs. For example, to 
increase the speed of a vehicle requires an increase in the power to weight 
ratio, but to include a larger engine may also increase the weight and the full 
benefit of the extra power is not realised; a conflict between speed 
(acceleration) and mass. In this case, TRIZ suggests four principles that have 
been found to resolve such conflicts in the past:
1 Extraction -  extract the essential properties of the system so reducing 
the vehicle to only the elements needed for its function. The principle 
used in rally cars where all non-essential fittings are removed to reduce 
the overall system mass.
2 Replace mechanical system -  replace an essential part of the system. 
The invention of the jet engine allowed this to be done for aircraft 
changing the way power is delivered.
3 Do it in reverse -  A turbo on modern engines performs pre­
compression of the incoming air at a higher level than can be achieved 
in the engine and Increases efficiency and power without significant 
extra mass.
4 Accelerate oxidation -  Introduction of Nitrous Oxide into the combustion 
chamber increases the energy released in each stroke by accelerating 
oxidation of the fuel. Again, more power with little increase in mass.
TRIZ is applicable to all activities; it has even been applied to the field of 
education to teach a more open way to look at things. The extreme reduction 
of the properties and principles to very short phrases, however, can make the 
technique appear over simplistic; it also requires a degree of Interpretation, as 
demonstrated by the above example. Nevertheless, as a tool to ‘guide the 
thinking’ of experienced engineers it can prompt some alternative and valuable 
insight.
A software support environment is available that provides the principles and 
properties in a database with a questioning environment that helps steer the 
user to identify the conflicts within their problem. The tools of the technique 
are encapsulated in the ‘table of conflicts’ at appendix B taken from material 
generated by the author for internal development purposes within Thales 
Missile Electronics.
Rather like formal decision processes, the environment chosen for description 
of the requirements and design may impact the ease with which the technique 
can be applied.
4.2.3A Kepner Treagoe
This technique provides a process for the formal assessment and comparison 
of alternative system solutions based on agreed criteria that are converted to 
simplified metrics. Formalised rules for the assessment are defined and all 
solutions are considered against a common baseline.
Kepner Treagoe (2009)^ ’^'’^ ''"'^  is a proprietary technique included here as 
representative of the sort of assessment commonly undertaken by engineers in 
the comparison of alternative design concepts before selecting the ‘best’ for 
further development and elaboration. Details of the technique are available 
from the vendors. The options for the application of these techniques are 
varied and often rest with the engineers involved in the development. This 
‘incestuous’ basis of assessment makes the techniques very difficult to apply
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with true impartiality and the results often serve only to formally support the 
initial view of the engineer.
4.2.3.S Decision Support Probiem
This design paradigm was developed by Mistree et a! (1997)^“  ^at Georgia 
Tech in the mid 90s, and taught as part of their mechanical engineer course. 
The technique is based on the premise that all design tasks can be considered 
a series of problems that, when solved, will yield a compliant system solution. 
This is perhaps something of an over simplification and the technique does 
recognise the need for optimisation and selection but these are in themselves 
considered, quite rightly, as design decisions between alternative 'problems'. 
The primary basis of the Decision Support Problem (DSP) is to foster an 
alternative way of thinking about design problems from the outset.
The principle underlying DSP incorporate three key elements:
1 The design paradigm that is formulated to help the intellect of the 
design engineer in generating a prototype system solution.
2 Formalised techniques to identify and express the DSPs (decision 
points) inherent within the prototype concept.
3 The techniques, ultimately dependent on computational support, 
needed to make the Decisions and solve the Problem.
DSP represents the most complete ‘design process’ of those considered in this 
thesis. It is born out of mechanical considerations but is consistent with other 
such processes applied to SE. However, it is formulated in a more rigorous 
fashion and is perhaps in danger of dividing the design issues into many 
discrete problems that neglect a more holistic view of system design. 
Nevertheless, deriving from work undertaking in the early 1980s, this is one of 
the earlier attempts to formalise the system engineering process and offers 
useful insight into engineering thinking. The Decision Support Problem 
processes offer powerful tools to resolve specific problems in engineering, 
though perhaps more sharply focussed on specific issues at the hardware and 
component level. However, in conjunction with the ideas of TRIZ the technique 
could offer a useful tool to resolve specific issues of a selected design 
approach.
4.3 Selection of the UML
In recent years hierarchical object oriented thinking has become the primary 
environment for software development and it is increasingly being applied to 
systems of mixed technology. Oliver (1997)^ '^^  uses GMT (the Object Modelling 
Technique; a predecessor of the UML) to represent simple physical systems 
and to build models of their operation. He also uses similar techniques to 
represent a process of system development and for manufacturing process 
flow. Under the coordination of the Object Modelling Group (the OMG), the 
techniques he proposed form the basis of the development of the UML to 
address problems of systems engineering.
4.3.1 UML 2.0 and SysML
The process described in this thesis was developed and adopted by Thales 
from the earliest stable release of the UML and uses elements of the language 
ratified at version 1.5. As with any other system, since the original ratification 
in 1996, the language has undergone evolution (continuous improvement)
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through two further incarnations with the latest being specifically aimed at 
support for Systems Engineering: the SysML.
4.3.1.1 UML 2.0
Since presentation of the potential application of the UML to systems 
engineering (Howard 2000)^'"’'^  the OMG has been striving to develop the 
language to better support this application. At version 2.0, the language 
addressed most of the concerns raised by Systems Engineers about its use to 
capture systems design: the poor relationships expressed between hardware 
and software for example, and included more meaningful graphical 
representation of hardware aggregation through the structure class diagram. 
This view also includes improvements to the representation of sub-system 
interfaces by allowing class structures to be allocated at the interface, thus 
capturing the complexity of logical (information), protocol (management), 
physical (connector) and electrical (signal) layers to be properly expressed.
UML 2.0 also allows the stereotyping of classes as ‘parts’ to further help the 
engineering in representing physical systems. However, UML 2.0 does not 
fundamentally change the underlying meta-model and representations classes 
previously possible can generally be expressed in the new views.
4.3.1.2 SysML
The adoption by the OMG of SysML in mid 2008 represents a step forward in 
the application of the UML to Systems Engineering. This development 
provides a combination of extensions and constraints to the baseline UML 2.0 
that are intended to provide the Systems Engineer with a range of elements 
and diagrams specifically geared to Systems Engineering. They are specifically 
developed to support control and decision-making in the development of 
complex systems. However, rather as C++ provides a super-layer to 0, the 
SysML does not fundamentally modify the underlying UML meta-model. With 
only a few minor exceptions, the facilities of SysML can be implemented 
through stereotyping of elements of the standard UML; in this thesis it is not 
considered separately from the application of the UML Itself.
4.3.2 Semantic Rigour
Perhaps the primary benefit offered by the UML in respect of this thesis is the 
semantic rigour of the underlying Meta-model: the framework on which the 
language is built. This semantic offers several key features of interest here:
• Definition of state and transitions that support automatic consistency 
checking, and ultimately animation, and capturing the dynamic behaviour of 
the system.
• Definition of events that can be attached to interfaces to express the 
information passed.
• Definition of classes with attributes and operations (functions) to express 
parts of the system.
• Definition of packages to encapsulate and manage aspects of the system 
information and bound responsibilities.
• Definition of associations to express the relationships between elements of 
the system.
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Definition of dependencies that relate parts of the system to each that do 
not necessarily directly communicate but have dependent functionality, 
manufacture, or some other dependency.
Definition of stereotypes and tag values that allow extension of the 
fundamental elements of the meta-model to encompass other aspects of 
system description.
These features provide a robust framework that aligns closely with the needs 
of this thesis and are in line with needs of the Systems Engineer. It has been 
chosen as the basis for capturing information in support of this thesis, the 
details of its specific application are covered in Chapter 5 , and closely follow 
those in general use across the System Engineering community. The broad 
uptake of the language and the international agreement and control of its 
semantics should ensure its long term use and offer a robust basis for the 
application of this theory.
4.4 Summary of Chapter 4
This chapter has explored various tools, techniques, processes and languages 
in common usage across Systems Engineering. It is by no means exhaustive; 
many more techniques are applicable and are continually being refined. While 
a number of valuable techniques are covered, the underlying issue of this 
thesis is exposed: the lack of any truly objective decision making mechanism 
for complex systems design.
The growing use of the UML and its variants is covered and offered as the 
basis for capturing Systems Design in the development of this thesis. This 
language is selected not only for its broad use but also for the semantic 
rigour it supports and its alignment with SE processes, its selection by 
both the UK and US defence authorities as the basis of their Architectural 
Frameworks (MoDAF and DoDAF) only serves to reinforce this selection.
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Chapter 5 Using The UML
5.1 Overview of Chapter 5
The UML has been selected as the most generally applicable language 
suitable for the capture of entropy facets that will support this thesis within the 
context of modern SE processes. This chapter explains in more detail how the 
language may best be used in capturing the system description in a way that 
will most effectively support the measurement of entropy.
5.2 What is it?
The Unified Modelling Language is primarily a graphical language derived for 
software engineering but finding increasing use for capturing system 
requirements and design. It consolidates ideas and techniques from a number 
of object-oriented languages that have developed over several years to 
support the development of software. It extends the ideas of previous object 
oriented techniques by providing elements specifically for the capture of 
requirements and context. It provides tools and diagram elements that have 
been used for many years by other techniques but also defines semantic links 
between those elements that allows consistent relationships to be used in 
building a formal model of the system.
The UML defines several views of the model:
1 Use Case -  describing the expected use or requirements of the system.
2 State -  describing the possible valid state of the system or its elements.
3 Sequence -  describing the information flow and timing between the 
elements of the system.
4 Activity -  describing the flow of work carried out by an element of the 
system.
5 Class -  describing the system elements and their relationships within 
the system.
6 Object (or structure) -  describing specific implementation, or instance, 
of a system delivery.
7 Collaboration -  describing information flow between elements of the 
system.
8 Package -  describing the build relationships between modules of the 
system.
9 Component -  describing sub-systems used through specific interfaces.
10 Deployment -  describing the relationship between hardware and 
software elements of the system.
A variety of literature from Booch et al (1999) ’^"'^  Muller (1997)™ and Fowler 
(2000)^ is available providing a more complete description of the UML and its 
application in specific cases. At present, this material focuses almost 
exclusively on its use in software development but the fundamental techniques 
are universally applicable.
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5.3 Why use it?
For many years the focus of systems engineering has been to provide specific 
functionality expressed by a specific user requirement. The fact that the 
implementation will inevitably involve the use of ‘objects’ in some form is 
secondary. However, the formalisation of object-oriented techniques to clarify 
the thinking of software engineers has provided a new insight into the design of 
systems from a purely abstract perspective. Coupling this abstract view of the 
system with other sophisticated engineering tools, this new insight allows 
modelling to a high degree of complexity without the need to commit funds to 
build physical prototypes. For the first time, the UML provides a non­
proprietary environment that has wide support across the industry and a 
comprehensive range of tools to support it. To quote Larman (1998); “The 
UML authors have done a great service to the object technology community by 
creating a standardised modelling language that is elegant, expressive and 
flexible” (pi 6).
Co-operation between vendors means that these tools can be linked to other 
support tools, such as DOORS®™^ and MATLAB®^™, resulting in a highly 
integrated, yet open environment for system engineering. The increasing 
dependence on software within complex systems also lends weight to the use 
of a software based design environment that allows system level decisions to 
be passed directly to essential implementation without translation or ambiguity.
The wide application of the UML to systems engineering means that further 
development and support is likely to follow; links to other applications, 
development tools and languages is inevitable. In particular the support for 
hardware description with VHDL can allow automatic definition of hardware in 
the same way that software code can be generated, as was envisaged as part 
of the original application of the UML. Indeed both hardware and software 
code can now be generated from a common system description.
These benefits make the UML of particular interest for system engineering.
The development of Architecture Frameworks built on the principles of the 
UML, particularly MoDAF and DoDAF (Ministry of Defence Architecture 
Framework (UK) Department of Defence Architecture Framework (US)) by the 
primary defence acquisitions organisations continues to strengthen the 
application of the UML in systems engineering. The following discussion builds 
on material presented by the author at the INCOSE symposium In autumn 
2000™^ and on various papers of the last couple of years advocating the use 
of the UML in systems design processes including Moore (2001)™^ and 
Beckworth (2001)™^.
5.4 Appiying the UML to Systems Engineering
Here is offered a brief review of the application of the UML to Systems 
Engineering. The application of the language is now widespread (see Thales 
Process outline at Appendix A) and there are many more detailed 
assessments, guides and training available describing the techniques and 
processes more completely including Larman (1997)™"^ and Holt (2001)™^
One of the premises of the application of the UML (and its extension SysML) to 
systems engineering is that it builds on techniques, such as state transition 
diagrams, control flow diagrams and functional flow diagrams, that have been 
in common use for many years. It is therefore largely intuitive to practising 
engineers. This is primarily because many of the underlying techniques and
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diagrams are derived from those that have also been in common use in various 
parts of engineering for many years. However, application of the language will 
depend more significantly on the background of the each engineer.
One of the more common problems with the application of the language is that 
of recognising the ‘object’ nature of the problem and rigorously applying object 
oriented thinking, often due to the difficulty of thinking of objects in the abstract. 
However, hardware engineers have been thinking in terms of classes and 
objects since Joseph Whitworth first standardised threads in 1841^ '^ , and 
arguably considerably before that time with the design of the wheel. Today, 
hardware classes are so commonplace; ICs, connectors, resistors etc., that 
engineers working with them no longer consider the ‘abstract class’ nature of 
the components they use.
Nevertheless, abstract object thinking is necessary for effective Systems 
Engineering. Often, abstract object thinking is considered an art and is 
commonly ascribed to the software engineer and, since the UML is derived 
from that domain, many Systems Engineers have developed from the software 
community. Once object thinking has been mastered, the next step is the 
application of appropriate process to the development of system design.
Using formal and constrained semantic techniques allows us to consider using 
the captured information of the systems description using the UML in 
optimisation of the design. The process presented here depends on impartial 
metrics captured in the information recorded while developing design options.
The current application of the UML encapsulated in the material referenced so f^ i.[xiviin[xiix][ii][ni] remains somewhat inconsistent, and without specific application 
of a robust process cannot be guaranteed to consistently capture the essential 
system characteristics that might contribute to objective decision making. The 
growing use of Architectural Frameworks (MoDAF and DoDAF) has 
significantly improved the consistency but it is the contention of this thesis that 
structuring the data captured within the UML will ultimately yield objective 
comparison of alternatives and result in improved decision-making.
The author has generated a guide for the application of the UML within 
systems engineering for use within the Thales Group^ ™"^  and included at Issue
1.5 in Appendix A. The author continues to teach this process in the 
application of the UML across the Thales group. The material that follows 
builds on the use of the guide to improve the formal collection of design 
information in support of assessing system entropy.
5.4.1 Object Orientation
Object oriented thinking requires the engineer to apply a clear and 
unambiguous boundary around each separate part, entity or element of the 
system. This brief outline of the premise of object-oriented design is intended 
to provide only an outline. Works that are far more comprehensive are offered 
by Martin (1996)'“^  and Graham(1995) '^"^.
In thinking of objects from a system perspective, the following features are 
essential.
• Attributes -  characteristics that distinguish an objects from others of 
perhaps similar functionality.
• Methods -  functions that an object is able to perform in response to 
given stimulus.
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• Identity -  a name or identifier that uniquely references an object.
• Relationships -  interfaces to other objects or structures of objects.
Of particular difficulty in the application of object-oriented techniques to 
systems engineering is the distinction between abstract, logical, composite and 
concrete objects:
• Abstract -  normally a class (rather than an object) that does not define 
any specific or identifiable part of the system or its components but is 
used through inheritance or aggregation to construct entities of the 
system.
• Logical -  an object describing a logical partition (rather than a physical 
partition) in the system. This partition may group similar types of 
operations or identify unavoidable operational aspects of the system. 
Logical partitions will normally be predominantly populated with 
methods and will have few, if any attributes. As the design evolves, 
logical objects will be elaborated as compositions of concrete objects 
that implement the methods and add the attributes of the system 
description.
• Composite -  objects made up of a combination of other objects, 
normally aggregated, that interact to implement the functionality and 
attributes of a part of a system. During system development, it is likely 
that many of the initial singular objects generated will become 
composite as the system design evolves, and that they will, ultimately, 
be partitioned and populated as part of the detailed design process. 
Composite objects may be considered sub-systems that are further 
partitioned in isolation or passed to other developers as the starting 
point for their Systems Engineering. This is an important aspect of 
object thinking and is dependent of rigorous application of the 
encapsulation principle.
• Concrete -  objects are realised as part of the implementation of the 
system. These are either fabricated at production or instantiated by 
software at run time.
In the initial stages of the development of a system description, much of the 
design information will be in the form of abstract or logical objects and classes 
or composite objects that represent important sub-systems. In all cases, it is 
essential that the fundamental tenet of the object be observed, or else the 
process of decomposition of design will fail; inappropriate partitions will be 
imposed or requirements mis-allocated. The following sections elaborate the 
concepts underpinning object-oriented thinking.
It is important to understand that these concepts are applicable to software 
systems as much as they are to hardware and mixed technology systems. 
Concrete objects in a software environment are those that are instantiated as 
the software runs and occupy memory in the host computer. Objects in the 
hardware environment are those put together during production, though in this 
case they exist as tangible objects long before they reach the production line.
5.4.2 Encapsulation -  Packages
Essential in the description of any object is the realisation that the object must 
include all aspects of its behaviour, interactions and features. It is also 
important to recognise an object may have a private persona as well as a
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public one. The nature of the persona presented by an object may also vary 
depending on the particular context in which it operates and the relationships 
that it maintains.
In encapsulating all aspects of object properties and behaviour, the object- 
oriented paradigm tends to isolate objects from each other. It is important 
therefore, that the interfaces presented by an object are clearly understood. 
Interfaces to an object are accessed through its relationships with other 
objects. Without a defined relationship to an object, no other object can 
access its interfaces. The interface to an object is expressed entirely through 
its defined responses to external stimulus, also represented by methods in the 
UML. Even access to an object’s properties (or attributes) must be though a 
recognised method. This ensures that the object attributes cannot be altered 
without the ‘consent’ of the object.
In Systems Engineering, encapsulation might be considered at a number of 
levels:
Component
Assembly
Sub-system
System
The perspective and nomenclature used will depend on the nature of the 
system as a whole and the position of the engineer in the hierarchy of work 
being performed: One man’s Component is another man’s System, yet in each 
case the functionality considered may be the product of a number of objects 
working in concert to provide the functionality and interfaces expected by the 
high-level ‘system’. In some ways this applies even down to the simplest nut 
and bolt -  two objects (constituting a sub-system) working together (through 
internal interfaces) passing through other parts (external interfaces) to hold 
those parts together (a function of the sub-system offered to the system) with a 
number of implicit dependencies between the parts that must be maintained 
through the System Engineering processes.
This is not to suggest that the principle of SE should be applied to each nut 
and bolt of a system (though in some cases this may be appropriate) but that 
whatever nomenclature is chosen, at each level the principles of SE could be 
applied and that at each level the engineer will ‘package’ functionality in order 
to manage complexity and the design process. The UML provides the 
‘Package’ construct for this purpose -  to wrap together parts of a system that 
provide specific combined functionality. The package provides no functionality 
or attributes of itself (other than Tag values that may be allocated); these are 
provided solely by the classes and objects contained within. The package 
therefore defines how system functionality is partitioned, and choices made by 
the engineer here are key to the success of failure of the system solution.
5.4.3 Encapsulation -  Classes
The class provides a concept essential in the understanding of object-oriented 
description; an abstraction of the object representing a group of objects that 
share common features and operations. Unlike an object, a class has no 
specific identity; it is a purely abstract concept that forms the basic building 
elements for objects of that type. An object is then an instance (i.e. given 
identity) of an abstract class of the appropriate type.
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Classes might be considered the expression of functionality at the atomic level 
-  at the level of abstraction considered at this level of design the functionality 
cannot be usefully broken down further.
5.4.3.1 Instantiation
There are two stages in the use of an object.
1 The definition of the class to which the object belongs. This will capture 
in abstract terms the features, relationships and behaviour that define 
an object.
2 Instantiation of the object within the context of its operation within the 
system. This provides the object with identity.
By forming the object as an instance of an abstract class, it is possible in 
logical terms to have many instances of the same class without the need to 
redefine its fundamental properties. For instance a structure may be held 
together by numerous instances of the same bolt. Each bolt has the same 
attributes, functions and features but has unique identity and relationship to the 
structure that is only realised in production.
By encapsulating objects in this way and deriving the underlying nature of the 
group of objects in a class several things are now possible.
• The object may be fabricated in isolation without further reference to
the system as long as the interfaces and functionality are preserved.
• Several ‘objects’ may be fabricated or instantiated from a class 
description.
• Testing of the object or class may be described in isolation using the
same terms used to define the class itself.
• The object may be reused in other systems requiring the similar 
behaviour.
Re-use and testing following object-oriented lines has, for many years, been 
used in many engineering environments; though it is rarely recognised in these 
terms.
5A.3.2 Attributes
An essential part of the development of detailed design is the description of 
properties of the concrete objects that will be used to implement the system. 
The attributes of these objects: mass, dimensions, colour etc. are the essential 
descriptive parts of an object.
5A.3.3 Methods
Methods (functions) implement the operational capabilities of the system. 
Normally a capability will be realised as a combination of methods from a 
number of objects.
5A.3A Identity
Identity is realised when an object is placed in relationship to others. That is an 
instance of a class is called up as part of a larger system description. The 
process of instantiation, giving identity, is not always clear. In software 
systems, an object is instantiated when it occupies memory and is able to 
undertake the operations defined by its abstract class. In hardware, an object
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may be ‘instantiated’ when it is forged from the metal, etched in copper, 
moulded etc.
Unique identity is not always a requirement when formulating detailed system 
description: one bolt is much like the next. Nevertheless, in object terms each 
bolt remains unique. In design terms, it may be necessary to allocate unique 
numbers to objects but the benefits of reuse mean that since objects are 
interchangeable their specific identity is irrelevant. Objects in a software 
implementation are normally automatically and uniquely identified by a ‘handle’ 
generated at run time and again it is not necessary for the designer to allocate 
identifiers.
5.4.4 Relationships
In order to express a system in terms of objects that contribute to the 
realisation of system behaviour the relationships between objects is of 
fundamental importance. Several types of relationship are important in order 
to describe complex systems.
• ‘Forms part of’ -  an object is used in combination with others to form a 
larger more complex object. This relationship is known as aggregation, 
i.e. the larger object is said to be the aggregate of a number of smaller 
ones.
• ‘Works with’ -  two objects work together to achieve part of a system 
operation. This is known as association and may take a number of 
forms dependent on whether one of the objects concerned is dominant; 
that is uses, the other object. This type of relationship may involve 
multiple objects on either side of the relationship. In associations the 
relationship is normally described by the ‘role’.
• ‘Derives from’ -  the class shares attributes and methods with an
existing class but adds further capabilities and properties. This type of
relationship is applicable to classes only and is known as inheritance.
A class may inherit features from more than one ‘parent’ class.
• ‘Depends upon’ -  the capability of a class, object or group of objects is
dependent in some way on the facilities, state or structure of another 
class, object or group (sub-system) but may not interface directly with 
them.
The rigorous semantics of the UML support subtle variations to these four 
basic relationship types, and for software engineering these may contribute to 
the greater understanding of the system structure. Here, we do not consider 
such subtleties but focus on the key aspects of the relationships that are 
important to Systems Engineering. Formalising the principles of this thesis 
within the UML may benefit from constraining the ontology of the UML and the 
consolidation of specific stereotyping to better align with the needs of capturing 
entropy.
5.4.4.1 Forms Part Of
The UML provides a number of ways of expressing this relationship:
• Aggregation -  expressed with a diamond shape on the end of an 
association between two classes showing that the class at the diamond 
end of the association is formed by the combination of other classes. 
For this type of association to be meaningful the aggregating class
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must have more than one such association: more than one diamond at 
its edge.
• Structured class -  expressed as a class with other classes contained 
within it.
The second view was introduced with the release of version 2.0 of the 
language to provide a more accessible view of the aggregation relationship. 
The two representations are interchangeable. While there is no technical 
constraint, in general the aggregating class will not contribute functionality of its 
own, though it may contribute additional attributes.
This aggregation relationship is important to Systems Engineering in that it 
more appropriately represents the physical world.
Figure 5-1 Example System State Diagram showing lifecycle perspective
5.4.4.2 Works With
By the definition offered in the introduction: any ‘System’ must achieve its 
objective through the behaviour of a number of parts acting in concert. The 
‘work with’ relationship identifies exchange of information between the parts 
that contributes to achieving the system operation, i.e. an interface. However, 
while the association identifies the need for the interface it does nothing to 
specify that interface or the information that must be exchanged. The 
allocation of events and method calls across the association (or interface) will 
define the specific information exchanged.
5.4.4.3 Derives From
When dealing with the development of a system in the abstract it can be useful 
to construct generalised classes from which other more directly relevant 
classes can be constructed through inheritance -  Derived From. This 
relationship is often more widely applicable to software where the entire design 
can be considered in the abstract domain with instantiation (hardware 
utilisation) only relevant at run time.
5.4.4.4 Depends Upon
The more general dependency relationship covers the much broader aspect of 
how elements of a system might be interdependent:
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• There is an implicit dependency between classes that already share a
relationship of a different type -  one the above three: Forms-Part-Of,
Works-With, or Derives-From.
• There may be other dependencies between elements of a system that
do not otherwise connect directly with each other. Examples include
production flow dependencies i.e. this part must be fitted before that 
because of access.
• There may be dependencies that relate to aspects or constraints that
must be realised to satisfy the lifecycle needs of the system -  ship part 1
A before part B because installation must be in a particular order. In
this case dependencies between elements of the system may result 
from political, technological, environmental, sociological or other
external constraints with which the system implementation must |
comply. I
Dependencies of this type must be considered at all stages of the system j
development, production, delivery use, maintenance and disposal and reflect j
the structure of the system throughout its lifecycle. '
5.5 Lifecycle Issues In UML
Most SE processes address these lifecycle issues by insisting that test, 
installation and support plans are generated before detailed design 
commences. These aspects of the lifecycle can be captured in the UML in a 
number of ways:
• By capturing the states of the system as a lifecycle view.
• By defining activity diagrams covering specific parts of the lifecycle ;
such as production, test, maintenance and disposal.
• By defining and tracking attributes (or perhaps more properly Tag i
Values) that define such things as Mean Time Before Failure (MTBF), i
Mean Time To Repair (MTTR) etc.
An example of a system state diagram with a lifecycle perspective from I
delivery to disposal (though not production or maintenance) is shown in Figüre j
5-1.
5.6 Summary of Chapter 5 1
The features of the UML are described and its specific applications to Systems i
Engineering are addressed. Specific features of the language that will be used I
to capture elements that will ultimately express the entropy of the system are *
covered. The structural flow development defined by such things and MoDAF 
will readily lend themselves to the developments of system descriptions that ;
will generate these elements. •
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Chapter 6 Entropy As A Measure Of System 
Optimality
6.1 Overview of Chapter 6
Having identified the operating context of the thesis, this chapter goes on to 
explore the nature of entropy and how it can be related to structural, 
communication and other characteristics of system to generate a unified and 
coherent measure based upon the earliest architectural view of the system.
This chapter considers the general nature of entropy and takes Structural and 
Information entropy from existing principles of some established history as the 
starting point for the assessment of system entropy in the abstract. These two 
measures are currently used Individually to assess aspects of system 
behaviour during the operational stages of the system lifecycle but the 
assessment identifies a gap in available techniques that fail to analyse the 
manufacture and maintenance aspects of the system. The later part of this 
chapter introduces the new concept of orientation entropy to fill this gap.
6.2 Entropy
The measure of entropy is at the core of this thesis: the deterministic and 
reproducible assessment of a single practicably usable metric that can indicate 
the ‘quality’ or at least trend of improvement, in the development of a system.
En-tro-py (entr pe) n. [[Ger entropie, arbitrary use (by R. J. E. Clausius 
1822-88, Ger physicist) of Gr entrope, a turning toward, as if < Ger en(ergie) , 
ENERGY + Gr trope , a turning: see TROPE]] a thermodynamic measure of 
the amount of energy unavailable for useful work in a system undergoing 
change.
When Clausius first coined the term entropy to express properties of loss in 
thermal systems: “It is impossible for an unaided self-acting machine to convey 
heat from one body to another at a higher temperature” he could not have 
foreseen the reach his concept would ultimately have. The New Oxford 
English Dictionary defines entropy as:
“The degree of disorder within a system.”
Or
“The energy in a system that is unavailable for work.”
In more subjective terms entropy has been expressed as:
“The tendency for energy in a system to spread out if it is not 
constrained.”^^®^
Rudolf Julius Emanuel Clausiusi 822-1888 One of the founders of thermodynamics, 
identified the term ‘entropy, and first stated the second law of thermodynamics.
Actually born in Poland but lived and worked in Germany for most of his life.
Frank L. Lambert, Professor Emeritus, Occidental College student notes.
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Clausius (1850) determined that his initial statement Inevitably meant that:
“The entropy of the universe increases during any spontaneous 
process”
And as a result of these expressions he determined that all the energy in the 
universe will disperse until eventually everything reaches a homogeneous 
constant temperature.
Eddington (1928) '^"'' described entropy as “Time’s Arrow” because it provides 
us with the fundamental indication of the forward motion of time -  dropped 
items fall, un-maintained property deteriorates -  entropy cannot, of itself, 
decrease. Indeed, the so called ‘entropy barrier’ (Briggs et al 1987)^“''^  has 
been coined to express why we cannot travel backwards through time.
To Clausius, the measure of entropy was simply an assessment of energy 
movement around a system: a consequence of any thermodynamic process, a 
macroscopic perspective. However, papers exchanged between Ludwig 
Boltzmann and fellow mathematician Felix Klein'^ ®^  at the end of the 19'  ^
century, explored entropy at the particulate level and assessing energy as a 
combination of the behaviour of many individual entities reacting to the same 
laws; the combined behaviour of statistically independent elements acting in a 
similar way within a common probabilistic system.
The principles of entities acting in a probabilistic fashion has been extended to 
address features and behaviour of society, to assess risk and in some cases to 
set ' premiums (McLeish et al 2000^ '''^ ).
Entropy has been applied to the assessment of communications efficiency 
since Shannon’s^ ®^’ groundbreaking work in 1948 ’^""'^  resulting in the 
development of forward error correction processes such as that of Viterbi'^^  ^
and more recently Turbo codes in the 1990s in support of the ever-growing 
demands of communications market. With these techniques, data 
compression and error correction technology is now approaching Shannon’s 
theoretical limit for maximum entropy in a communications channel.
Principles of statistical entropy have also been used in the assessment of 
‘complexity’ in Fractals derived from self-similar generation processes that 
demonstrate the ability to produce apparent complexity from a simple 
probabilistic premise with simple rules.
This thesis suggests that these elements of entropy analysis might also be 
applied in the measure of efficiency of a system design. It explores whether 
these underlying theories can be effectively combined to produce a unified 
measure that can be applied to optimise system design during the important 
early stages of engineering -  i.e. before design decisions have long-term and 
expensive impact on the life of the system. Underlying the thesis is the 
assumption that a system can be represented as a combination of largely 
autonomous parts communicating together to deliver the required capability. 
Entropy might then be a fair means of assessing both the redundancy in the
Felix Klein, German mathematician 1825-1925
Claude Elwood Shannon 1916-2001 -  “The father of information theory”
Andrew James Viterbi 1935 -  American-ltalian inventor of the Viterbi error 
correction algorithm
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communication between the elements and the inefficiency in the relationships 
between them.
6.2.1 Thermodynamic Entropy
From Clausius’s early work, in thermodynamic terms, change in entropy is 
expressed as:
AS = ^  [6.2.1]T
where:
A5 = the change in entropy
= energy change in the system 
T = temperature.
This simple equation underlies why the Diesel engine is more efficient than the 
Otto engine^^ l^
In terms of molecular microstates from physical statistics, entropy may also be 
expressed as:
A5 -  kg In —
[6.2.2]
where:
ke = Boltzmann’s constant (1.4x10'^® J.K‘ )^
Wf = the number of microstates of the system at the end of the change.
Wi = the number of microstates of the system before the change.
Together these two expressions allow an independent definition of temperature 
and ultimately the basis of determining the value of absolute zero where the 
number of possible microstates is one.
6.2.2 Information Entropy
In 1948 Claude Shannon developed his initial theories of communications and 
with it we saw the birth of Information Theory. This determined a new 
understanding of information in communication and ultimately in language. He 
applied probabilistic analysis to the type of symbology that might be used in 
communication (simplified language) and developed his expression for the 
information contained within each symbol based on the probability of a 
particular element or combination of elements making up the symbol:
[6.2.3]
Here:
H = entropy (= Z A5)^ ®^^
^^ '^The compression ratio is higher in the Diesel engine than in an Otto engine so that 
(from Boyle’s law) the combustion happens at a higher temperature and therefore AS, 
the change in entropy, is lower and the state change is more efficient.
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Pi = probability of occurrence of a symbol state
This expression is similar to that generated by Boltzmann (with nominal prior 
symbol probability of 1) and has been termed the entropy of a communication 
channel. It may be interpreted as the number of meaningful symbol 
combinations within the possible element combinations of the language; 
relating the number of meaningful words to meaningless strings of letters within 
the probabilistic nature of the language -  likelihood of letters being used and 
length of words.
This result has had an immeasurable impact on the communications industry 
and underlies all modern digital systems from CDs to mobile phones. Shannon 
develops similar expressions describing the information entropy within 
continuously variable signals -  those not defined by discrete symbols.
6.2.3 Structural Entropy
Also deriving from the analysis of microstates, expressions have been 
generated to measure entropy in fractal structures generated from self-similar 
processes. This has widely been interpreted as a measure of the disorder, or 
chaos in a system but is more properly related to its dimension (from 
Hausdorffs work^ ®'^ )^. Entropy in this domain might best be understood as how 
well (efficiently) a particular self-similar process will fill a given space where the 
generalised dimension of the fractal is given by:
= lim -j“  [6-2.41
r —>0 in . r
Where r is the line generator (for a one dimensional generator) and S = is the 
entropy of probabilities of the self similar process given by:
S = r. In T; [6.2.5]
/■ =!
In this case, D for a one-dimensional generator will approach 2 and may be 
inferred as the efficiency of the generator to fill a two-dimensional area. The 
same expressions will generate a ‘dimension’ approaching 3 for an area filling 
a volume -  representing how a piece of paper may be folded for instance.
Entropy in this case is usually referred to as Koimogorov Entropy, representing 
the loss of information as a chaotic system evolves in time.
Clausius’s original premise of entropy related to conducted heat flow and 
differentiable expressions of heat movement, however, when Boltzmann wrote 
to Klein in 1898 he noted that there are many areas In statistical physics “that 
absolutely necessitate the use of non-differentiable functions”. His application 
of statistical analysis (non-differentiable) to the consideration of the Universe 
as a large collection of randomly related entities (atoms) resulted in the more 
general expression of entropy that is commonly used today.
Self-similar generators have been used in art for many hundreds of years -  
Celts used them heavily -  but earnest study in mathematical terms only began
Legend has it that John von Neumann suggested that Shannon use the term 
‘Entropy’ since no-one really understands entropy and calling his new measure entropy 
would give Shannon “a big edge in the debates”
Felix Hausdorff 1868-1942 
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in the 19’  ^Century and it is only with the work of Mandelbrot^^®’ in the 20*'^  
century that we begin to refer to these curves and structures as ‘fractals’. 
Today, fractals, built on randomised generators, are finding increasing use in 
engineering and physics to describe real-world problems from the growth 
patterns of plants to the multi-spectral properties of clouds^^ l^
The broad range of applications has seen a number of alternative ‘dimension’ 
expressions generated depending on the specific application. The Di 
dimension is known as the information dimension and more closely relates to 
the area of interest in this thesis, representing dimension of order 1. Other 
similar expressions have been coined D2 the correlation dimension, and ail 
ultimately relating to Dq the generalised dimension.
A prime example of such a curve generated by self-similar processes is the 
Hilbert curve, a single continuous line, i.e. 1 dimension, covering a 2 
dimensionai surface with a Hausdorff dimension of 2. That is; it approaches aii 
points on the surface to within an arbitrary distance and has been used to 
optimise scanning and search processes in image processing.
Reiationship entropy has also been explored as a factor for data mining 
(Meagher 2005 '^'''’, Tang et al 2007 ’^''"') to determine the degree of disorder 
within databases and suggesting that restructuring the data to reduce the 
entropy will make access to the data more efficient.
6.2.4 Entropy in (Social) Systems
This thesis presents a basis of assessing technical systems, however, entropy 
has been used to assess social systems in a number of aspects from social 
interaction (Leydesdorff, 1995^ "'"") and even calculating insurance premiums 
(Darooneh, 2004^ ''^ )^. These analyses use the principles expounded by 
Shannon and others (as reviewed herein) to assess certain aspects of social 
relationship and interactions in terms of probabilities. However, like Shannon, 
these studies are normaiiy interested in the maximum entropy -  the most likely 
outcome and, in the case of Darooneh, form the basis of setting insurance 
premiums.
Entropy
Material
SpreadsHeatSpreads InformationSpreads
Process
EfficiencyThermalEfficiency BandwidthEfficiency
Figure 6-1 The Relationships of Expressions of Entropy
Benoit B Mandelbrot’ "The father of Fractals”
Used in modelling of the behaviour of Target Detection Devices within Thales
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In these analyses, similar principles of ‘connectivity’ and ‘information flow’ are 
considered on the basis of ‘actor interaction’ -  how parts and people within a 
society relate to each other and the overall organisation. There are 
considerable similarities between the view offered by Leydesdorff and those 
used by System Engineers in the representation of a system.
6.2.5 Summary of Entropy Definitions
When Clausius first generated his expression and word for the ‘lost’ energy in 
the universe it is unlikely that he envisaged the far-reaching implications of his 
findings or its application to such a broad range of issues. In defining his more 
generalise principle, Boltzmann formalised an expression for the loss of 
energy, information and structure in almost ever^hing we use in the modern 
world. It Is even now being applied to society itself and how its dependency on 
money might be better understood in statistical terms.
This is not intended to be an exhaustive or detailed assessment of the 
application of entropy as it is used around the world, but it does indicate the 
broad use of the term, the relationship between the different definitions, and 
the underlying relation to efficiency that is common to all expressions. Figure
6-1 expresses the relationships to the common thread.
Clausius’s initial findings in thermo-dynamics have contributed to 
improvements in the efficiency of thermo-dynamic processes ever since. 
Boitzman’s development of Clausius’s ideas to probabilistic quantum thermo­
dynamics has contributed in many areas yet in its simplest form remains a 
cornerstone of many of today’s ideas about thermodynamic efficiency.
With Shannon’s application of statistical thermo-dynamic concepts to 
communication processes and the birth of information theory we have seen 
significant improvements in the efficiency of many modern storage and 
transmission systems.
In the work of Hausdorff and others on the ‘dimension’ of self-similar structures 
we again find entropy measuring the ‘efficiency’ of these structures or fractals 
in covering a ‘space’.
6.3 Essential Entropy in Systems
In mathematical terms thermodynamic, information and fractal theories 
generate similar expressions for entropy but here we must consider three 
important questions:
1 Are these measures comparable?
2 Do they offer a basis for the objective assessment and comparison of 
alternative system solutions -  are they adequate and sufficient?
3 How can we use the description of the system in the UML to quantify 
these aspects of entropy?
We shall leave the bigger issue of (3) until Chapter 8 and (2) until Section 
6.3.2. The first is addressed in the following section.
6.3.1 Are Measures of Entropy Comparable?
Entropy derives from the field of thermodynamics and may be taken to be a 
measure of ‘the energy in a system that is unavailable for work’ (See Section 
6.2), This has also been related to the level of disorder in the thermodynamic
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system; the more chaotic the system or the more undirected the system energy 
then the higher the system entropy will be. Boltzmann’s constant presents his 
measure of entropy in units of J.K'^ while neither Hausdorff nor Shannon 
suggest units for their measurement, indeed they are dimensionless with only 
the possibility of scaling factors suggested by Shannon if necessary. 
Furthermore, given that the notion of entropy in Shannon’s analysis may be 
down to a throw away remark by Von Newmann^^^\ there is no basis to suggest 
that Thermo-dynamic entropy can be compared to information or structural 
entropy. For this reason thermodynamic entropy is not addressed further in 
this thesis in the support of architectural selection. Its use for the assessment 
of sub-system and component behaviour clearly remains within the context of 
relevant technologies.
Entropy describing the disorder in communications channels -  including that of 
natural languages such as English -  measures the amount of useful 
information communicated against the material that does not communicate 
information. In this case, iower entropy results from content of the 
communication that does not convey meaningful information. Claude 
Shannon’s noted paper of 1948 explores the basis of the amount of information 
communicated compared to the volume of data actually transmitted. This 
important theory has lead to such diverse developments as picture 
compression and increase re-use of radio channels through digital techniques.
Entropy in structure, such as that expressed by Hausdorff, also present a 
dimensionless measure based the statistics of relationships between elements 
of the system. In both the case of information and structure then the analysis of 
entropy is based on an assessment of state probabilities of, at least notionally, 
statistically independent variables within the system description, as such the 
two measures may be considered comparable within the context of this 
assessment.
However, there are a number of fundamental issues with the application of 
these measures to systems:
a) The communications between elements of a system, particularly as 
represented within UML (ignoring the new elements of SysML 
representing continuous flow for the moment), are generally structured, 
small packets that, at first sight, are not of a statistical nature.
b) Engineers would certainly object to suggestions that the selected 
structure, communication or any other aspect of a design is in any way 
arbitrarily or ‘randomly’ generated.
These statements may be true in the general case for systems development, 
from the engineer’s perspective at least, where decisions are ‘without question’ 
or ‘intuitively obvious’. However, this misses the underlying nature of both 
communication and structural entropy as applied here:
• Shannon’s information entropy is fundamentally a statistical
assessment of the ratio of useful material within a communication 
stream to the ‘noise’ or material within that stream that does not add to 
the information carried. From this analysis, the use of a given channel 
is optimum when its entropy is maximised. What this thesis advocates 
is the corollary of this: that a channel should be selected that is 
adequate and sufficient for the information needs of the system, 
incorporating appropriate management, protocols, security etc to 
ensure system performance -  that is: requirements driven engineering.
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Engineers will build-in redundancy into communications, often with 
good intent to counter inevitable noise on a channel, but often without 
considering or even being aware of the redundancy that is implicit in 
their engineering choices:
The use of C++ for software, for instance, implicitly uses 32bit object 
handles when perhaps only a few dozen objects are instantiated. For 
example, if say 32 objects are used in a particular system then only 5 
bits within the 32-bit handle are required to uniquely identify them. 
Assuming those 5 bits have a uniform probability of 0.5 for taking either 
state 1 or 0 and that all other 27 bits take a fixed state, say 0, then the 
average probability of any bit in the 32 taking state 1 may be taken as:
p = 0.5 X 5 / 32
And the overaii entropy (from equation 6.2.3) is:
32 X (5 X -0.5 / 32 X In (5 X 0.5/32)) = 6.37
If, on the other hand, a 5 bit handle is used with a uniform probability of 
any bit taking a 1 or 0 of 0.5 (in accordance with Shannon) then the 
channel entropy is:
5 X -0.5 X In (0.5) = 1.73
The same information is passed in each case and even though the 
entropy contribution of each bit is considerabiy reduced in the 32-bit 
handie the overall system entropy across the word is considerably 
higher. The 5-bit handle design is closely aligned with the system needs 
and therefore has lower system entropy.
• Engineers also build redundancy into systems;
• Intentionally, because the operational requirements dictate 
redundancy to ensure safety, to improve reliability or to comply 
with security requirements. Design margin may also result in 
redundant components, functionality or interfaces.
• Unintentionally; when unnecessary dependency is incorporated 
between parts in the way equipment is put together; i.e. designs 
that require part A to be removed to access part B even though 
the two have no functional relationship (communication).
This is not to suggest that redundancy is a bad or undesired when it is 
a consequence of specific system requirements. Reliability, safety, 
security or other Quality of Service or testing considerations may 
dictate a level of redundancy in both structure and communications 
channels; the measure of entropy offered here provides a basis to 
assess or even constraining ‘over engineering’ of such redundancy.
Feldman (1998)^ '^  ^expresses Shannon’s findings as ‘the chances of a receiving 
surprise data’ -  i.e. received data that is not part of the ‘information’. This 
concept of ‘surprise’ might aiso be considered at the physicai aspects of the 
interface; the probability that physical connection will be correct, given the 
number of alternative ways of fitting parts together, or the probability that a pin 
in a connector will carry a useful signal, given the number of pins in the 
connector.
What this discussion is intended to demonstrate is that systems engineering 
must be requirements driven and that appropriate ievels of entropy
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(redundancy) should be incorporated where the requirements, balanced across 
the system lifecycle, necessitates it. The objective of this thesis is to provide 
the engineer with tools to support making those difficult decisions where there 
is no ‘obvious’ choice; where the flip of a coin might offer the only decision 
mechanism.
6.3.2 Does Entropy offer an Objective Measure of 
Systems?
How might entropy of this nature be assessed within a system? In order to 
objectively assess the entropy of a system we must understand how it is 
exhibited within the architecture of a system. Furthermore, for this to help 
optimise the system we must be abie to quantify system entropy, not once the 
system is implemented, but in the earliest stages of the design process when " 
the initiai system concept architecture is defined. We may draw on the 
theories of Shannon and Fractal analysis, but the difficulty lies in 
understanding how information and partitioning is observed in systems and 
how they can be objectively measured.
From information theory we might surmise that the more interconnections 
between elements of the design and the more data carried on those 
interconnections the higher the entropy of the system; effectively energy is 
wasted in transporting data around the system without ‘adding vaiue’.
Similarly, from fractal or group theory we might suppose that, the more diverse 
are the elements needed by the system to realise a particular capability, the 
higher will be its entropy.
Prima facie, this simply means that the optimal system, that with minimum 
entropy, is a single ‘black box’ with a single interface delivering only the 
capability required. Indeed, In some cases this may be appropriate where 
there are few system constraints (or non-functional requirements) that would 
dictate particular partitioning and could be a useful governor on the systems 
engineering process, a system consisting only of black boxes with minimum 
interfaces is the archetypal system of systems arrangement. However, from a 
broader perspective, a black box may be un-maintainable, difficult to fabricate 
or impossible to dispose of.
The following sections take this simple premise and consider whether the 
aspects of entropy identified; information and structural, might have meaning in 
other perspectives of the system lifecycle. These assessments are not 
intended to imply that a single measure of entropy is sufficient throughout the 
lifecycle of the system but to explore whether such a measure might be 
indicative of trends within various aspects of the lifecycle from information 
available at the architecting stages. Behaviour in these respects would still 
require formal assessment by conventional tools to verify and validate the 
system performance but the information to support these types of analysis will 
not generally be available until the architecture has been established and 
‘locked-in’ to the design.
6.3.2.1 Entropy in Operation
Most considerations of systems engineering begin with, and generally focus 
on, the operation of the system in the field. While this is almost certainly the 
cause of excessive cost of ownership of some systems it is nevertheless the 
point at which most systems engineering activity starts: how the system can 
realise the required capability in use.
Chapter 6 54
I I u i  i - u i i u f j y  m  y ^ ^ i i i i i i o i i  l y  \ j y o i c i n o  w .  nuwaiu
We may simply consider the entropy of a physical realisation of a system is 
relatively straightforward to capture from the number of elements or sub­
systems that are needed to realise the capability, along with the data that must 
pass between them but this approach ignores any inherent entropy within the 
elements of the system. During the development process, it is not possible to 
assess the entropy of the parts or sub-systems that are unresolved in the early 
stages of development. Nevertheless as long as the assessment is 
consistently applied across the system it should remain an objective 
assessment.
Flexibility is also an important consideration, with many system expected to 
adopt a number of roles during their operational life. Flexibility has two distinct 
perspectives: planned or unplanned.
Planned flexibility, with specific intended roles defined at the outset, will be part 
of the design requirements and, assuming the design is compliant, the 
principles of this thesis apply:
Considerations at the micro level by Zhang et al (2009)^’’^ '^  identify the 
reduction in energy usage, device area and increase in throughput as 
the design of a micro processor devices becomes more tightly aligned 
to function (less flexible), that is, its energy efficiency increases -  
entropy reduces. They further note that flexure in data flows and the 
ability to redirect interfaces and, given the need to preserve compliance 
in these circumstances, application of this thesis would tend to identify 
those areas that can be encapsulated, those interfaces that are 
common and would drive towards a more compact architecture for a 
given degree of planned flexibility.
Of far greater interest is whether the implementation of the thesis will improve 
the ability of a system to respond to unplanned changes in use -  true flexibility:
The work of Hause et al (2004) '^’^ "^ advocates greater modularity with 
reduced dependencies, simplified interfaces and greater re-use, 
particularly of interfaces. These trends strongly align with the principles 
underlying this thesis and their application of ‘high cohesion, low 
coupling’ to optimise the system architecture for flexibility is entirely 
consistent with low entropy. Indeed, other attempts have been made to 
quantify cohesion and coupling in software by Hitz (2009)^ '"""^  that 
assess communications and dependencies between software 
elements.
The assessment of information and structural entropy considered above 
appears to align with system optimisation in the operational part of the system 
lifecycle.
6.3.2.2 Entropy in Design
Entropy in the design process will manifest itself in the time spent inefficiently 
in the engineering or designing of each part. We might assess the entropy 
during the design cycle by considering the interfaces between each different 
element of the system and the design engineer. In this case the assessment 
only need consider the c//7ferenf elements of the design and a design that 
makes use of a number of common components will naturally have lower 
entropy in the design phase. However, in realising a given capability highly 
integrated systems with few separable elements mean that all capability must 
be realised (by the engineer) through fewer interfaces (to the engineer).
Depending on the complexity of the capability it may be that the entropy of the
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design interfaces to realise deeply integrated capability outweighs the saving in 
entropy in operation.
The assessment of information and structural entropy will measure the amount 
of work involved in the design of the interfaces and the complexity of managing 
the dependencies between the parts of the system. What this assessment will 
not do is assess the effort (and losses therein) involved in the development of 
each part in the context of the system as a whole.
6.3.2.3 Entropy in Manufacture
As with the assessment of entropy in the design phase, entropy in the 
manufacture will depend on the relationship between the elements of the 
system and the manufacturing processes and personnel. Again, the more 
similar the components that are used by the system, the lower the integrated 
entropy contributed during the manufacturing cycle.
However, as with the design cycle, deeply embedded capabilities with high 
levels of integration may have a variety of impacts on manufacturing:
• More complicated integration strategy.
• More subtle dependencies and ‘buried dependencies’ -  those
potentially obscured between highly integrated functionality.
• Impact on supplier and sub-system requirements and delivery.
All may result in increasing entropy during manufacture, but again the 
assessment of information and structural entropy will not assess the effort 
entailed in the integration of the system parts along the lines of those 
advocated by Boothroyd et al^ ’"’"’ as described in Section 4.2.3.2.
6.3.2A Entropy in Testing
Functionality of each element will be tested through either the same interfaces 
used in operation of the system or through specific test interfaces. Entropy 
might be assessed in the same way as for the system as a whole, but the 
information carried at different interfaces is likely to be increased and, 
fundamentally, testing adds little or no value to the operation of the system. 
Furthermore, testing requirements may impose dependencies that would not 
othen/vise exist -  i.e. test results may need to be delivered by an independent 
sub-system element.
However, it may not be possible to test deeply embedded capabilities, 
necessitating the inference of their operation through secondary interfaces. In 
this case, entropy in test of highly integrated systems will quickly dominate as 
the same higher-level interfaces contribute repeatedly to the overall entropy -  
that is the interface must carry information that is necessary for test but does 
not contribute to the operation of the system, i.e. ‘surprise data’ on the 
interface.
Designed flexibility of a design may present further complexity during testing 
where the alternative configurations and data-flows may embed secondary and 
derived functionality within the system design. Without proper consideration of 
the testing strategy -  as advocated by most common Systems Engineering 
process standards such as CMMI (2009) '^'"''^  or ISO 15288 (2009) '^^^ -  overall 
system entropy will increase considerably, though will almost certainly not be 
captured in the systems design and will cause considerable grief when it 
comes to validation of the system behaviour.
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At the core of most testing is the ability to measure characteristics of the 
system structure and behaviour, normally through existing or bespoke 
interfaces. Assuming that the system design process has taken into account 
the test requirements (as the processes of Appendix A advocates) then the 
analysis of information and structural entropy of the architecture, including the 
provision of testing needs, will also address the needs of the testing scenarios.
6.3.2.5 Entropy in Reliability
Reliability is notoriously difficult to assess. Several numerical techniques are 
recognised in various domains, perhaps the most commonly used is that of 
Mil Std 217(F) (1991-2009)['^'"l In general, reliability depends on the number of 
components and how closely they operate to their maximum specification.
It is not suggested that the measurement of entropy should replace the 
analysis of Mil Std 217 but two points are potentially assessed by the 
measurement of entropy, particularly structural entropy:
1 It adds another dimension to the assessment of reliability by 
considering the dependencies between elements of the system that 
may be specifically incorporated in the design to provide improved 
reliability and perhaps as part of a soft-fail mechanism that may be 
implicit in the system requirements.
2 It allows analysis of structure before selection of components or the 
design of their specific operating conditions that is necessary for 
application of Mil Std 217.
6.3.2.6 Entropy in Maintenance
Like testing, entropy in maintenance may be assessed through the interfaces 
between each element of the system and their interfaces with the maintenance 
engineer. Of principle importance in maintenance is the ability to identify, 
access and extract elements of the system to perform maintenance activities. 
Maintenance has two perspectives:
1 Routine or scheduled maintenance to a designed schedule and 
considered during the development lifecycle.
2 Unscheduled maintenance resulting from failure of a system element or 
component.
Performance of both of these aspects of maintenance will normally be 
specified within the system requirements and we must assume compliance is a 
principle of the system architecture -  requirements driven development.
Maintenance of a system will entail the following activities:
• Determine which element(s) requires attention -  diagnostics for 
unscheduled maintenance, training or some form of guidance for scheduled 
maintenance.
• Accessing the part(s) of the system requiring attention -  removal, 
replacement or repair for unscheduied maintenance, service parts for 
scheduled maintenance
• Reinstate parts of the system that have been affected.
• Test the system to ensure functionality is restored or preserved.
Issues of entropy against testing have already been considered in 6.3.2.4.
However, maintenance of elements that are deeply buried within an installed
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system, the entropy contribution resulting from accessing the information 
through a chain of elements may significant increase entropy through the 
additional dependencies. If this information flow is forced to use channels 
used for operational needs it may result in a significant increase in their 
bandwidth and therefore the overall system entropy.
Accessing parts once identified is akin to the problems of manufacture where 
we have identified a short fall in the measure of entropy in Section 6.3.2.3.
This will have similar impact in putting the parts back together again -  or 
rebuilding.
6.3.2.7 Entropy in Obsolescence
With the rate of development of technology, obsolescence is an increasingly 
important aspect of systems engineering. Without a crystal ball obsolescence 
is very difficult to predict, the only way to design for obsolescence is to assume 
that every component will, at some point in the product life, become obsolete. 
When designing military equipment with an expected operational life of 25 
years or more, this is a reasonable assumption or more realistically, a 
certainty. When incorporating technology from the fast-moving 
communications market, the obsolescence timeline may be only 2 years and a 
system may undergo many obsolescence re-designs
Obsolescence management might be considered in the same vein as 
maintenance, but replacement of obsolete elements in a system will inevitably 
include some element of redesign. Generally technology will have moved on 
and any new variant of the element will offer greater performance, smaller size, 
lower power and potentially lower cost and greater functionality; all aspects 
that should be of benefit to the system. In order to incorporate the next 
generation component within a system the redesign must first define the 
boundary around the obsolete element and then realise the interfaces across 
that boundary to allow the new component to inter-operate with the older 
components. The simpler the interface that must be realised, the less design 
effort needed to accommodate the new component or technology. Simpler 
interfaces will generally mean lower entropy so the objective of designing a 
system with minimum entropy should inherently mitigate the problems of 
obsolescence, at least to some extent.
The prediction of technology Improvements, functional growth or any other 
change in the operating environment or constraints of the system over 25 
years is almost certainly impossible. However, if we take a more pragmatic 
perspective: reducing the impact of unforeseen change on maintaining the 
system capability, then minimising entropy may tend to improve the potential of 
the system to accommodate obsolescence. So-called ‘Future Proofing' of a 
design may not be possible but the principles of this thesis should minimise the 
impact of unforeseen change in a similar way to the assessment of 
maintenance.
6.3.2.6 Entropy in Disposal
Disposal of systems is a particularly difficult issue that has gained increasing 
focus over the last few years, particularly with the growing focus on 
environmental issues. One of the most difficult aspects of assessing the 
impact of minimising entropy in a design is in predicting what changes might 
affect disposal processes. Systems engineering is increasingly required to 
assess the cost of disposal as part of the design process, nevertheless, many 
apparently compliant materials and processes have, at the end of a product
Chapter 6 58
The Application of Entropy in Optimising Systems K. Howard
life, proved difficult to dispose of. So how might minimising entropy impact the 
disposal of a product when so many aspects are difficult to predict.
By tending to reduce the number of different elements within a system 
minimising entropy will reduce the number of different disposal techniques 
necessary. Furthermore, reducing the number of different parts, materials, and 
processes the minimisation of entropy will inevitably reduce the risk of the 
unexpected impacting the disposal of a system.
6.3.3 Consolidation of Assessment
The preceding sections discuss in general and subjective terms the prospect 
that entropy may indeed be a valuable measure to assess system 
architectures at the early stages of the design lifecycle. It will be observed that 
there is no explicit consideration of cost in the preceding discussion. This is 
not to suggest that cost is not ultimately the measure of acceptability of a 
system solution: it must remain a driving system requirement and must be 
progressively assessed throughout the development lifecycle. However, the 
intent of this thesis is to objectively assess a proposed system solution before 
objective cost data can be produced.
Two key findings result from the assessment of Section 6.3.2 are apparent:
1 For an architecture to be effectively assessed using entropy the initial 
design analysis must consider uses of the system against its entire 
lifecycle including test, manufacture, maintenance, obsolescence and 
disposal, as well as during operation.
2 Information and Structural entropy alone are not sufficient to assess the 
impact of a selected architecture across the entire system lifecycle 
since they do not address some important aspects of manufacture, 
installation or maintenance.
Issue (1) is addressed in the process set of Appendix A and most modern SE 
process will take a similar ‘cradle to grave’ perspective of the engineering 
problem. Issue (2) is addressed by the development of a new entropy concept 
-  Orientation Entropy -  in the following section.
6.4 Orientation Entropy
The preceding discussion of the contribution of entropy across systems 
lifecycle has identified the lack of coverage of how the parts of the system are 
integrated or fitted together. This section develops the concept of orientation 
entropy to address this shortfall. It applies principles of statistical analysis to 
assess the ways that parts can be fitted within the architecture -  how they can 
be oriented within the system.
6.4.1 Orientation Entropy
Booth royd et al (2001) ’^"’^ ' assess the fixing of parts together in terms of the 
number of ways that a part A may be fitted to part B taking into account the 
symmetry of their association. Parts that are highly symmetrically may be fitted 
easily in any orientation while parts that are highly asymmetrical are equally 
easy to install with only one valid orientation. The difficult parts to fit are those 
that have some degree of symmetry but must nevertheless be fitted in a 
specific orientation: it is these parts that add entropy to the system in that they 
constitutes effort in production, installation and maintenance.
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Entropy of a part orientation
0.4
0.35
0.3
0.25
2
£
0.2
0.15
0.1
0.05
0 0.2 0.4 0.6 0.8 1
p = 1/N
Figure 6-2 Entropy of a part as It fits in to a system
Taking the model of Shannon and Hausdorff, the entropy of a part with 
symmetry expressed in terms of N; the number of orientations that it might 
legitimately adopt within a system then the probability of that part taking a 
particular orientation is 1/N and the entropy contribution of the part as it fits into 
the system is given by:
-1  10  = — In — N N [6.4.1]
And the entropy contribution of the part follows the curve of Figure 6-2.
Taking this further to the arrangement of two matching parts together of the 
same symmetry, N then the probability of a matching valid orientation of the 
associated part is:
1 - ^  [6.4.2]
Then the total entropy contribution of the two parts fitting together can be taken 
as:
O =  In -----N N N In 1-i-'. A/y [6.4.3]
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If we plot the variation of entropy expressed here we find the plot shown in 
Figure 6-3, which closely reflects the optimisation curves found empirically by 
Booth royd et al -  though the units are of course different. This curve also 
duplicates that presented by Shannon for a single bit channel.
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Figure 6-3 Entropy of 2-Part Physicai Association
In general terms across the system the total orientation entropy will be given 
by:
0  = - T -  I n -
^  tl i  Hi
[6.4.4]
Where 1/nj is the probability of the i’^  part adopting a particular orientation of the 
Oi possible orientations available to it.
Physical fixing of parts might always be reduced to this simplest of 
associations between two parts with multiple parts building progressively by 
adding parts to the ‘assembly’. This curve effectively represents the simplest 
of expressions:
• At one extreme there is only one way to fit the parts together -  no 
decision to be made and fitting together takes minimum time.
• At the other extreme we don’t care how the parts fit together -  again no 
decision to be made.
This issue does not simply refer to ‘how many ways an interface can be put 
together’ but at the abstract level relates to ‘how many interfaces of the same 
type’ does an entity support. In the example here it is clear that both parts 
support N interfaces of the same type such that probability of the entity aligning 
-  having the correct orientation -  within the system is 1/N. The contribution of 
entropy from this facet relates specifically to the orientation of each entity 
within the system -  the Orientation Entropy.
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We shall see in Section 7.2.2 that interfaces play a significant part in the 
optimisation of systems and correct identification of Interfaces is important to 
both information entropy and orientation entropy.
6.5 Summary of Chapter 6
This chapter has explored the history of entropy, the possibly misnamed 
‘entropy’ that is now commonly used in both information theory and chaos 
theory and has discussed how this entropy might exhibit itself across the 
lifecycle of a system. It has suggested that entropy can indeed reflect general 
improvement in the system architecture but has identified the need for a third 
facet of statistical entropy to address the way parts of a system fit together -  
the orientation entropy.
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Chapter 7 Capturing Entropy
7.1 Overview of Chapter 7
This chapter consolidates the understanding of entropy and systems Into a 
unified measure that might be applied to any class of system. It takes the 
recognised contributions from information and structure and adds to it the 
orientation entropy defined in Chapter 6 .
7.2 Capturing Entropy in Reai Systems
In order to be able to assess system entropy in an objective way it is important 
that system design information is captured in a deterministic, consistent and 
repeatable fashion.
7.2.1 Structural Entropy
The linkages within a system describe how the parts of the physical solution 
relate to or more precisely depend on each other. These dependencies 
express how efficiently the elements of the system architecture cover the 
problem space -  in a similar way to the Hausdorffs Dimension. The 
generating function for each element reflects the number of dependent 
relationships that it must maintain (r,), so the structural entropy of the system 
can be expressed as:
In i
r J
[7.2.1]
These dependencies express relationships within the system beyond those of 
simple communication between entities, in many cases the overall behaviour 
of a system will result only because the parts of the system operate in concert 
to provide the capability; i.e. delivery of the system capability relies on 
dependencies between its parts being satisfied. This fundamental structural 
aspect of the system contributes the Structural Entropy.
7.2.2 Information Entropy
Information flow around a system is key to its operation; it contributes entropy 
as defined by information theory
H  =  In  Pi  [ 7 .2 .2 ]
Information Entropy is perhaps dominant in the operational aspect of a 
system lifecycle and may indeed dominate all entropy contributions for certain 
classes of systems -  see Chapter 9
7.2.3 Orientation Entropy
This thesis proposes a third class of entropy to be considered in the 
optimisation of systems derived in Chapter 6 and given by:
0  =  —V —  In  —
[7 .2 .3 ]
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The Orientation Entropy specifically addresses how the parts of the system 
are put together; how many interfaces of the same type an entity must support, 
and is perhaps dominant in the manufacture and maintenance stages of the 
system lifecycle.
7.3 Understanding Interfaces
Interfaces are generally recognised as the most important aspect of systems 
design. In this analysis the definition of interfaces is of particular interest in that 
it is core to both information entropy and orientation entropy.
7.3.1 Describing interfaces
A range of frameworks has been developed to help in the expression of 
interfaces most with particular focus on the needs of a particular domain. The 
main interest in systems engineering is about the information movement 
around a system and this has historically been of greatest interest to the 
software community. The Interface Definition (or Description) Language (IDL -  
see Section 4.2.2.4) offers a semantic structure for the description of 
information intensive interfaces. A framework that can help further structure 
interface definition is the Open Systems Interconnection (OSI) model.
The OSI model is widely applied to describe interfaces within the computer 
community. It defines a networking framework for implementing protocols in 
seven layers:
1 The Physical Layer -  defining electrical and mechanical aspects of the 
interface.
2 The Data Link Layer -  defining how the information will be 
represented in terms of bits, framing structure and first level error 
detection. This layer is divided into two sub-layers:
a. The Media Access Control -  governing how a system gains 
access to the information at an interface and permission to transmit 
on the interface.
b. The Logical Link Control -  governing frame synchronisation, flow 
control and error checking.
3 The Network Layer -  describes how the flow of information is to be 
managed across a networked arrangement and includes virtual circuit 
set-up and control mechanisms, packet switching and delivery controls 
that accompany the information.
4 The Transport Layer -  primarily relating to the modulation scheme of 
the interface but including low level error recovery.
5 The Session Layer -  describes how the interface is to be managed, 
including initiating and terminating communication and negotiation of 
specific interface parameters.
6 The Presentation Layer -  translating from the application layer to a 
system independent network presentation format and vice versa.
7 The Application Layer -  describing how the (software) application will 
access information across the interface and defining specific 
information that the application requires to pass over the interface.
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These seven layers are specifically constructed to support the way the 
computer industry has approached definition of interface for the purpose of 
maintaining open interoperability -  particularly relating to software. This is an 
important aspect of any interface but while it captures various aspects of the 
information flow across an interfaces it does not adequately capture the 
broader aspects of interfaces appropriate to Systems Engineering, nor does it 
support the needs of this thesis.
To provide an interface description of broader application and to focus on the 
issues of the entropy contributed by each separable aspect of an interface the 
author offers the follow alternative approach to interface description in six 
domains:
1 Information (or Logical) Domain
Describing the logical messages or information that must be carried by 
the interface -  the core of the communication requirement but only that 
necessary to achieve the system objectives.
In describing a system in the abstract, information flow between 
elements of the system is captured through the messages and events 
to which the system and its components must respond. These 
messages and events consist of three main elements:
1 Objective -  what the element is intended to do in response to the 
message or event.
2 Payload -  information or parameters, which are essential to the 
element in making its response.
3 Timing -  how often or under what circumstances the event or 
message is initiated.
Gathering this information during the system design process at the 
abstract stage is both essential in the development of the system and 
happens naturally through the application of the UML processes 
described in this thesis. Populating this information during the abstract 
development of the system provides a sound basis for assessing the 
information entropy at interfaces within the system. However, as 
Shannon would recognise, there is no ‘entropy’ per se in the 
communication of only the necessary information.
2 Carrier Domain
Describing the signals (radio, light etc), voltages, currents and timing 
that are used to carry the information. This may be simple DC power. 
Pulse Width Modulation (PWM -  though not defining the relationship 
between pulse width and information) or an RF carrier signal. Since all 
data must be ‘carried’ by this medium the carrier probably only 
contributes entropy (loss) to a second order. The electrical domain 
relates to part of the physical (1) layer of the OSI model. This aspect 
may exist in isolation, simple power delivery, or be at the core of the 
communication channel between system elements. In general the 
carrier will not of itself contribute entropy to the interface -  it should be 
a simple representation of the other aspects of the interface; protocol, 
management etc. Entropy may be introduced through the carrier layer 
through inefficiencies of the carrier or through its innate characteristics 
within a medium -  losses, noise etc. Ripple and noise on power 
supplies might be considered entropy for instance.
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Protocol Domain
Describing the underlying codification mechanism of the information on 
to a data stream (carrier) that will contribute a measure of entropy 
through inefficiency. This includes modulation or framing structures 
that define the information passing mechanism. Protocol maps 
primarily to the Transport (4) layer of the OSI model. The Protocol 
Layer expresses how the information will be codified to allow its 
transmission between the elements of the system. The protocol is a 
one-to-one representation of the information bit pattern for a digital 
system or the translation to modulation of an analogue channel.
Understanding the protocol aspect is an important part of the 
communications since many communications techniques ‘blur’ the 
underlying protocol with elements of the management layer. Internet 
Protocol, for instance is often said to occupy around 30% of the 
available communications bandwidth -  a significant entropy overhead. 
Even a simple RS232^^ '^ link will normally include start and stop bits -  
part of the management aspect.
Management Domain
Describing processes operating across the interface (using the protocol 
and carrier combination) to assure quality of information delivery: error 
detection, correction and recovery. Management is represented in the 
Network (3), the Session (5), the Data Link (2) and perhaps the 
Presentation (6) layers of the OSI model. Management of interfaces 
relates to how information integrity will be assured -  how will the loss of 
information be recognised and how will it be recovered. Normally this 
layer is one of the more complex parts of the interface and may include 
such measures as Forward Error Correction (FEC), CRO, data 
packetisation, addressing and tracking, and many other measures to 
assure information delivery. Setting up these management measures 
may also require a degree of ‘negotiation’ across the interface before 
any information can be passed. In all aspects contribute a measure of 
entropy to the interface and in the case of TCP/IP^ ^®^  this can constitute 
a considerable overhead that adds no immediate value to the 
information being exchanged.
Security Domain
Measures incorporated at the interface to protect the information from 
exploitation or compromise and adding entropy through additional 
processing, added complexity in the protocoi or more energy in the 
transport iayer. Security is covered in the Presentation (6), Transport 
(4) and perhaps the Media Access Control (MAC) element of Data Link 
(2a) layers of the OSI model. The wide and various mechanisms 
deployed in these two respects of security are beyond the scope of this 
thesis but in générai they employ the injection of noise iike features to 
the interface to obscure, obfuscate or otherwise make the signal appear 
noise like. This noise adds only to the entropy of the interface and 
does not contribute to the information carried -  indeed good encryption
[27] To EIA232 standard protocol
Combining the Transmission Control Protocol (RFC 793) and Internet Protocols 
(RFC 791) both maintained by the Internet Engineering Task Force (IETF)
Chapter 7 66
The Application of Entropy in Optimising Systems K. Howard
will of necessity tend to maximise the entropy of the information part on 
any given interface.
6 Physical Domain
Describing the physical relationship across the interface. The 
Mechanical domain relates to part of the physical (1) layer of the OSI 
model. The mechanical iayer of the association is perhaps the most 
difficult to put into terms of entropy necessary to support the analysis 
postulated in this thesis. It may take a number of forms:
• The simple fixing together of parts
• Connectors and pins that connect system elements together
• Linkages that cause or respond to mechanical effect or motion 
of a system element
This is perhaps the simplest iayer of the Interface but it can also 
contribute entropy in a number of ways:
• Mechanical losses that reduce the efficiency of a linkage
• Spare pins in connectors, mandated in some environments and 
by some customers but often removed from standard connector 
shells in the commercial world to reduce cost -  according to this 
thesis reducing entropy
As with the OSI model, some interface will not require full description in all 
domains of this framework. Software engineering may only consider the 
information layer -  though in doing so it may ignore the implicit protocol and 
physical aspects that must be part of the interface and may contribute the 
greater entropy of the system.
Simple mechanical linkages have the simplest of information layers (though we 
shall see later how this might be significant) and power supplies may have no 
protocol layer at all. By separating the interface description in this way a 
number of features are apparent:
• The information aspect only contains messages essential to the 
interface -  essential in assessing the necessary entropy at the core of 
the interface (see Section 6.3.1)
• All information, management and security are carried by virtue of the 
protocol modulated on to the carrier -  they may add entropy to the 
interface through the innate inefficiency of the protocol/carrier 
combination.
• Management and security layers contribute data to the interface that 
does not constitute information.
• The physicai layer contributes entropy in line with that described in 
sections 6.4.1 and 7.2.1.
Within the context of these six layers the OSI model can be represented as two 
distinct interfaces: that between the application and driver, and that between 
the driver and the hardware. Interestingly, the OSI model does not explicitly 
express the information that passes across the interface -  this is inferred within 
the Application layer. One view of how the six-layer interface framework 
proposed here can be mapped to the OSI Model is shown in Figure 7-1.
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Figure 7-1 Mapping of OSI to 6 Domain Interface Model
System Entropy
We now have a basis for determining the total system entropy using the three 
aspects of entropy identified in Sections 6.2.2, 6.2.3 and 6.4.1 that can be 
simply added together.
Entropy at the interface can now be further assessed with the application of the 
principles described earlier:
• The Information Entropy as expressed by Shannon taking in to account 
the ratio of useful information states to those of management and 
security states.
• The Physical Entropy as expressed in sections 6.2.3 and 6.4.1, taking 
the ratio of possible correct orientations to the total possible orientations 
or useful connections to total connections.
So that: The total entropy offered by the interface is:
//. In - — H P j
V j
[7.4.1]
7 /
Where:
0 is the possible orientations of making the interface
1 is the interface in question
Pj\s the probability of the f  possible state of the data on the interface
And for all interfaces in the system:
^ 1 1— In -----a O: H pj ■" Pj\  J
[7.4.2]
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If we now take into account the structural entropy contribution from equation 
7.2.1;
^ 1 . 1H  — I n  ^ P j ^ t i p j  — I n -  [ 7 .4 .3 ]
O; o , _ i  .. n r  p
\ \  J y  P P
Where:
ris the number of relationships maintained by the sub-system.
7.5 Summary of Chapter 7
This chapter has established the core of the thesis and in doing so it has 
defined a number of new and novel principles:
• The nature of entropy is explored in its various aspects and has 
identified three aspects that contribute to the overall entropy of 
systems:
o Orientation
o Structural
o Information
• An alternative framework for describing interfaces is defined that better 
expresses features contributing to entropy.
• With the basis of entropy across a system identified, a single 
expression for the complete entropy of a system has been generated.
The three aspects of entropy identified are offered as a suitable framework for 
assessing system architectures at the earliest stages of the development 
lifecycle. Whilst these tools and techniques may not be a rigorous assessment 
of system entropy, they do offer a potentially robust and truly objective 
mechanism for assessing alternative systems. The various parts of entropy 
expressed in the thesis have been used in different domains where they are 
found applicable: relationships in data mining, orientation in design for 
manufacture, information in the communications and computing industry.
With the consolidation of these disparate expressions of entropy from various 
types of systems this thesis offers a singular and objective measure to assess 
the optimality of systems in general. The expression allows the Systems 
Engineer to measure the balance between the various aspects of a system 
architecture or design to reach what can objectively be called the optimum 
solution to address a given requirement set within the constraints of 
technology, business, politics and other aspects in place at the time of 
development.
(
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Chapter 8 Measuring Entropy with the UML
8.1 Overview of Chapter 8
Having defined a unified measure of entropy and identified the UML as the 
language of choice for SE, this chapter refines the combination to provide a 
practical structure for capturing the measure of entropy within the context of 
the tool and the processes.
8.2 Ownership and Responsibiiity
The principles of common Systems Engineering'”"''^ ''^ ''^ , and particularly relevant 
to this thesis, is that of hierarchical application of process -  the progressive 
partitioning of the system in order to manage complexity and the 
compartmentalisation of the management of the partitioned elements: closed 
sub-systems or components. In this process it is essential that the boundary 
of responsibility -  the context, as illustrated in Figure 8-1 -  is clearly 
understood and processes recognise this by capturing the context in their first 
step.
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Figure 8-1 Representation of Context
Whether the engineering of a partitioned element is undertaken by others (sub­
contracted perhaps) or the same team is irrelevant; what is key to the process 
is that, by defining the partitioning of sub-systems, the Systems Engineer 
effectively closes those sub-systems to further optimisation and the higher 
engineering activity can no longer trade their internal structure. However, the 
Systems Engineer may still trade the functionality allocated to those sub­
systems. It is this abstraction and closure of sub-system implementation that is 
key to the management of complexity in modern Systems Engineering.
It is important to recognise this aspect of System Engineering management in 
order that all levels of engineering fully understand the context of their 
responsibility. Effectively, to manage the complexity of a system, each level of 
System Engineering identifies a number of closed ‘black boxes’ that are then 
allocated to others for further partitioning and development. Generally, these
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partitioned elements are referred to as ‘Configuration Items’ or ‘Primary Items'. 
The next level of engineering will then reapply these principles to each of the 
Primary Items in turn in a hierarchically recursive process.
The principles of this thesis are intended to be applied at one level of systems 
partitioning at a time. This means that the entropy measured within one 
context is not balanced against the entropy of a fellow sub-system without 
balancing the assessment across the entropy of the overall architecture at the 
higher level. It is the responsibility of the System Engineer to manage the 
allocation of functionality to sub-systems and with the cooperation of sub­
system developers could trade functionality between sub-systems to balance 
the combined entropy of the system and its sub-systems.
It is clear that understanding the implications of this principle may impact the 
architectural choices made by the Systems Engineer, and by exposing the 
impact of engineering decisions through the measure of entropy this thesis 
should assist the engineer in making key systems decisions, particularly the 
selection of partitioning; adopting a more systems-of-systems approach.
8.3 Specific Use of The UML to Capture System 
Entropy
The process for defining systems within the UML (Larman (1997) Howard 
(2 0 0 0 )^ '^"'^ ) will generate a system description from a number of perspectives:
1 System structure is clearly identified by:
a. Packages defining boundaries around delivered functionality.
b. Classes defining functional blocks within a given boundary.
c. Inheritance (Generalisation) and dependency defining 
relationships between functional blocks and delivery 
boundaries.
d. The relationships (interfaces) between these elements.
2  Communications channels between elements are defined by
a. Internal associations defining communication linkages between 
classes within the system boundary.
b. Associations to external classes (actors) defining external 
interfaces.
c. Information carried on those associations defined by:
i. Events
ii. Operations
Both include parameters relating to the amount of information in 
each message and, through the population of sequence 
diagrams, the rate of usage of each message can also be 
assessed.
3 Orientation of elements falls from the above two features:
a. Expressed by the number of associations of the same type 
maintained by a class
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There are two essential positions that must be understood before we can 
establish how the UML can capture system entropy in order to contribute to the 
optimisation of that system.
1 Whatever analysis mechanism is defined it must be applicable to any 
level of system analysis in a scalable, hierarchical fashion. That is; the 
mechanism must be applicable at each and all levels of interest to the 
system engineer.
2 We must have a clear understanding of the level of interest for any 
given analysis in order to apply the findings to optimise the system.
Within a UML description of a system, communication happens between 
classes along the lines of association between those classes, both external 
and internal. However, communication between classes within the same 
package, within a piece of software for instance does not contribute system 
entropy to the same degree as that between classes separated by distance: on 
separate processors for instance or separated over a network connection.
Associated physical elements may contribute entropy at the point mechanical 
contact is made: simple contact at assembly communicates only once; at 
assembly, while those creating or causing mechanical motion may contribute 
entropy continually in their action, perhaps in accordance with Clausius’s 
original thermo-dynamic assessment.
The following sections expresses an assessment in more detail of the entropy 
as captured by a UML description of the system and how the essential 
partitioning criteria noted here and necessary of Systems Engineering relate to 
the architecture description. It offers a justification of the way the entropy is 
captured by reference to various techniques that have been used separately to 
optimise different parts, aspects or types of system in the past.
8.3.1 Orientation Entropy
in order to capture the orientation entropy within a system it is important to 
identify those interfaces of an entity that are the same; the UML stereotype 
allows associations and interface descriptions to be marked to identify those 
that are the same. Furthermore, using the UML ‘package’ element allows the 
information relating to this interface to be bounded such that, through the 
stereotype, it can be applied to a number of associations. The orientation 
entropy is then calculated from the number of associations to a sub-system 
(i.e. crossing a package boundary) that have the same stereotype. The simple 
rule applies:
To preserve the principles of hierarchical decomposition, only 
interfaces between closed sub-systems; that is, associations 
between classes within separate and distinct packages of the 
system or configured items of the system, can contribute to the 
orientation entropy of a system.
8.3.2 Structural Entropy
In the process of engineering a system a number of aspects of structure are 
captured:
• Functional Hierarchy -  how the functions of the black-box system can 
be logically grouped together when unconstrained by physical
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realisation. Defined by ‘Use Cases', ‘Sequence Diagrams’ and ‘State 
Transition Diagrams’.
• Logical architecture -  how the functions of the black-box system relate 
to each other to provide the overall system functionality. Defined by 
‘Classes’ that ‘Associate’ with each other to express how the 
functionality of the system is to be partition.
• Physical architecture -  how the functions of the system are to be 
realised when constrained by the real world defining physical entities 
such as software, firmware, processors, nuts and bolts etc. Again, 
‘Classes’ that ‘Associate’ with each other and implement (a type of 
dependency) the functions defined in the Logical Architecture are used 
to represent the Physical Architecture. Defines functions of the classes 
through ‘Sequence Diagrams’ that also addresses the information flow 
between the classes.
• Implementation -  how the physical entities will implement the 
functionality defining in the logical architecture. The classes defined in 
the physicai architecture are bounded by ‘Packages’ to define the 
Primary Items and Configuration Items
• Delivery -  defining how physical elements of the system will be partition 
to deliver the system solution. Formalises the requirements allocation to 
the Primary Items, Configuration Items and Interfaces in order to 
specify them to the next level Systems Engineering
The concern of this thesis is the optimisation of the delivered solution; we are 
therefore primarily concerned with the structural representations relating to the 
physicai architecture and its ultimate delivery.
In the delivered architecture of the system, dependencies will be captured 
between all aspects and elements of the systems expressed by the packaging 
of the system. From this analysis, and the essential need to ensure the 
analysis can be applied in a scalable and hierarchical fashion complaint with 
the discussion of Section 8.2 while maintaining applicability to all levels of the 
system description, a simple rule emerges to govern how structural entropy is 
assessed to optimise a system:
To preserve the principles of hierarchical decomposition, only 
dependencies between closed sub systems; that is, the 
dependencies linking distinct packages of the system -  
Configured items or Primary Items -  of the system, can contribute 
to the Structural element of the system entropy.
This is shown by the dependencies shown in Figure 8-2
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Figure 8-2 Dependencies Contributing to System Entropy 
8.3.3 information Entropy
Communication between elements of the system is expressed through the 
information carried on the associations between classes. However, there are a 
number of factors that govern how that communications can contribution 
entropy at any given level of analysis.
The underlying principles of the UML process and the application of minimum 
entropy modelling to the optimisation of systems is that they are scalable 
across a system-of-systems. This in turn means that the higher-level system 
does not know about the machinations of its constituent sub-systems. 
Effectively, the higher-level system (the system of interest) has a stake in the 
behaviour of its sub-systems in the same that the actors outside the system of 
interest have a stake in its behaviour. In both case the neither need have an 
insight into the internal behaviour of the system or sub-system.
These simple principles have a direct bearing on how entropy is assessed 
within a system as follows:
8.3.3.1 Communication Outside the System
In the generation of the system description the UML process prescribes the 
generation of the system context that defines the relationship between the 
‘System of Interest’ and the stakeholders that expect and use its capabilities. 
This view of the system is immutable and, if the system is to deliver the 
required capability, this view will always contribute the same entropy to the 
system design irrespective of the internal machinations of the system. For this 
reason the entropy contribution of the external interfaces is not considered part 
of the overall system entropy.
8.3.3.2 Communication within a ciosed sub-system
The UML process for the development of systems has been constructed to be 
hierarchical and scalable; a system of systems approach. Each sub-system of 
this structure may be considered closed in such an approach and entropy
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contribution ‘invisible’ to the other elements of the system. The UML process 
uses the package structure to define ‘Configuration Items’; those parts of a 
system that are considered closed and delivered as a self-contained element 
of the system or sub-system.
In order to preserve this essential scalability of the process and to ensure that 
the measured entropy of the system is a fair and true view of the system at the 
level of view of interest and for the purpose of optimisation only the 
communication between closed sub-systems can be considered in the analysis 
of system entropy.
8.3.3.3 Communication Between Sub systems
This analysis leaves only communication between sub-systems: packages in 
the UML description. Even though the system design may populate these 
packages with classes describing details of the sub-system, the 
communication between those elements of the system will not contribute to the 
entropy of the system. Only associations between classes enclosed by two 
separate systems can therefore contribute to the entropy of the system.
Systems descriptions, particularly those expressing the system-of-systems 
view and including sub-systems, may include packages (sub-systems) that are 
entirely enclosed within another package or sub-system. The assessment of 
communications in this view will depend on the level of analysis or focus for the 
assessment.
The outer package may represent the boundary of the main system and any 
communication outside that boundary is not considered in the system entropy 
assessment. Equally, associations that pass from within a sub-system to 
simple classes within the outer sub-system boundary cannot be considered in 
the system entropy; the outer classes effectively represent actors to the sub­
system. Contribution of entropy from this view is also not considered in the 
assessment of system entropy.
However, we again assume a black-box view of sub-systems, as expressed in 
8 .2 , so that information flows that remain within closed sub-systems do not 
contribute to the entropy of the system as a whole at the selected level of 
interest or abstraction. So again;
To preserve the principles of hierarchical decomposition, only 
communication that is between ciosed sub systems; that is, 
communication between classes within separate and distinct 
packages of the system -  Configured Items or Primary Items -  of 
the system, can contribute to the Information entropy of a system.
This is shown in the example UML description shown in Figure 8-3 and this 
simple rule means that optimisation of systems for minimum entropy has a 
clear and immediate impact the evolution of a system design:
• Since communication entropy is only visible between sub-systems 
entropy will be reduced by increasing integration of sub-systems.
• Since the internal entropy of a sub-system is not visible, a single perfect 
‘black-box’ system will have zero entropy.
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Figure 8-3 Information Fiow Contributing to System Entropy
These two observations are consistent with current systems thinking and is 
reinforced by:
• TRIZ -  the 8  principles of evolution, particularly principles 5 and 7, all 
support the principle of reduced connectivity and greater integration.
• DFMA -  the starting point for Design For Manufacture and Assembly 
identifies the minimum number of parts that are logically necessary for 
the system.
Furthermore, the principle of encapsulation generally recognised as a sound 
premise for good systems design is directly measured by this mechanism -  
perfect encapsulation represent a design with sub-systems that are able to 
perform their isolated functionality within their own structure and without the 
need to relate to other elements of the system. In this analysis such a system 
would have very little communications entropy and very low structural entropy.
Having identified when communication entropy can contribute to the 
optimisation of a system at a given level of interest lets now look at how that 
entropy can be measured depending on the type of communication taken 
place.
8.4 UML Structures to Support Measuring Entropy
8.4.1 Structure
The entropy contribution from the structure of the system is clearly captured 
adequately in the expression of dependencies between Configuration Item 
packages of the system view. Appropriate stereotyping of the dependencies 
and packages could contribute to the understanding -  this is normally 
performed as a matter of course in the processes of Systems Engineering and 
no further explanation is necessary.
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8.4.2 Interfaces
The UML defines an interface entity identifying delivered and required 
functionality at the boundary of a class. However, while this UML entity can be 
useful for specifying pure software systems and may add value in identifying 
information exchanged between system elements it does not adequately 
capture the six aspects of an interface that might contribute to entropy defined 
in Section 7.3. These aspects of interfacing present a more complex issue to 
the Systems Engineering and perhaps for their capture in the UML.
Consider the system perspective of Figure 8-4. The information of particular 
interest to the system is that exchanged with the user and this is where the 
design will often focus. However, any exchange with the user is dependent on 
the connections made to the display and keyboard. Presenting the interface in 
this way, with the separation of the system from the user, emphasises two 
elements of the problem of interfacing with the human:
1 Information presented to the user is on a different interface to that 
received from the user.
2 Output and Input are asynchronous -  presenting material to the 
user does not necessary elicit a response (or the right response).
For the system designer the circumstances are often still more complex since 
the interfaces will normally be dependent on the functionality of a software 
driver, and, in the case of the display at least, probably dependent on a 
software library to provide the graphical entities used to present the 
information. It is important for the systems engineer to understand two 
elements:
1 For what information is the system responsible?
2 For which other aspects of the interface must the system aiso take 
responsibility?
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Figure 8-4 The Interface Problem
These two points clearly highlight the elements of interfaces key to the 
assessment entropy in this thesis; the required information relates to 1 above -  
entropy is contributed almost entirely by these elements under 2  above.
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The author has defined and successfully used the following mechanism to 
more robustly express interfaces in light of these difficulties:
Firstly, a stereotype for the interface is produced and allocated to the 
associations -  often multiple that carry parts of the interface. Bound to this 
stereotype is a structure of packages, classes, events and operations, covering 
each aspect of the interface:
• The information package contains the events and operations that 
constitute the intended use of the interface. Events and operations are 
naturally generated whenever associations are placed on a sequence 
diagram representing functional flow around the system. These events 
are then allocated to the appropriate interface.
• The protocoi package contains description of the modulation scheme -  
the specific techniques used will depend on the technology but this may 
include a class (or structure diagram) of the modulator mechanism.
• The management package will contain the events and operations at 
the interface that maintain flow control, addressing, packetisation etc 
and may aiso include sequence or activity diagrams to express how the 
management interacts with information and protocoi
• The security package will contain similar elements to the management 
but relating solely to security.
• The carrier package will contain the definition of the carrier medium of 
the interface -  a class structure with attributes defining parameters of 
the carrier.
• The physicai package will contain a class structure defining the 
physical parts of the interface nuts, bolts, connectors and pins 
(including spares), and memory allocation.
In the real world a specific interface may consist of the consolidation of a 
number of lower level interfaces: it may constitute a sub-system and require 
considerable investment of design energy. A connector will normally contain a 
number of pins each carrying a separate signal with information, carrier, 
protocoi etc. The total interface will therefore expressed as a hierarchy of 
interfaces.
: GPS coax insert 
: RTC Contact set □  
Conditioned power contact set y
: GPS coax insert
: RTC Contact set 
; Conditioned power contact set
Figure 8-5 Example of Interface Description
At the head of the interface package is a structured class diagram that brings 
the elements of the interface together as shown in Figure 8-5. Here, the 
classes of the lower level interfaces appear as ports on the connector of the 
high-level interface. The ports allocate specific pin locations in the male and 
female connectors of the higher interface. These high level abstract classes 
can then be used to represent the interface connector as ports on the classes
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of the system structure -  each are stereotyped with the interface name and this 
stereotype can aiso be attached to the associations between the interface 
ports.
8.5 Summary of Chapter 8
The UML has been conceived to support hierarchical decomposition of 
functionality and so aligns well with the principles of Systems Engineering and 
this thesis. Clear structures are supported to capture key elements of the 
system that are both consistent with the semantics of UML and support the 
extraction of entropy appropriate to this thesis.
While the relationships and orientations between sub-systems are also readily 
captured within the UML, the limited representation of interfaces requires the 
generation of a novel approach to completely capture their description and to 
ensure all aspects of each interface are addressed such that their entropy can 
be captured. The representation of interfaces presented here also helps 
identify the key responsibilities of the systems engineer.
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Chapter 9 Illustrating the Application of the 
Thesis
9.1 Overview of Chapter 9
Minimising entropy through the application of this thesis offers the potential to 
provide Systems Engineers with a unique and unambiguous means to 
compare alternative architectures early in the engineering life cycle. In order to 
illustrate the potential of this thesis this chapter considers two specific 
examples to establish the behaviour and efficacy of the measure. However, 
before the specific considerations of these examples, the following sections 
discuss how minimising entropy might align with other recognised principles of 
‘good’ Systems Engineering.
9.2 Sub-System Impact
There are several levels at which this thesis may impact the system design; 
this section will consider the impact on the choice of sub-systems and their 
interfaces.
9.2.1 High-Cohesion, Low-Coupling
A mantra for systems and software engineering is that a design should aspire 
to high cohesion and low coupling (Yourdon et al (1979) '^’""^  Booch et al 
(1999) '^ '^"' )^. That is; the elements that make up the system design should be 
self-contained (or self-sufficient) and they should have little dependency on, or 
communication with, other parts of the system to support their functionality.
The principle has been applied to various systems, predominantly in the 
software community, Vinoski (2005) ’^’^ '’'^ , but also including mapping 
architectures to office layouts with Tieg (2007) '^ ’^'^  and self-organising systems 
of Heylighen (2008) '^^ '^l In numerous of these investigations the role of 
Shannon’s information theory and entropy has been recognised. In some 
cases, the entropy contribution from the communications (coupling) between 
parts of the system is assessed in a similar way to this thesis (Allen et al 
1 9 9 Q[ixxin) However, this addresses only software systems and covers only the 
communications entropy, presuming that dependency exists only through 
those communicating interfaces. Interestingly, in their paper Allen et al 
(1999) '^''’'"^  assess cohesion through the ratio of internal communications 
entropy (of a sub-system) to external communications entropy between a sub­
system and its neighbours.
The principles of minimising entropy presented in this thesis would tend 
towards high cohesion and low coupling in a number of respects:
• Minimising communications entropy will inevitably reduce explicit 
coupling between sub-systems.
• Minimising the structural entropy (dependencies) between sub­
systems will also reduce implicit coupling.
• Minimising orientation entropy relates to coupling in the physical 
domain and not normally assessed in the abstract but may 
nevertheless contribute to the expression of coupling.
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In all cases increasing cohesion and reducing coupling aligns entirely with 
minimising the entropy described by this thesis.
9.2.2 Interfaces
Interfaces are a complex issue that is often inadequately addressed within 
engineering disciplines that inevitably focus on aspects of Interest to that 
domain; software engineering focuses on describing software interfaces or on 
the design of human machine interfaces. The OMG has developed the 
Interface Description Language (or Interface Definition Language) but this 
focuses almost entirely on the needs of software engineering.
Hardware engineers are equally culpable, focusing on the carrier, connectors 
and timing of signals that interest them and many interfaces are well defined in 
these limited aspects and a wide range of standards, such as EIA RS232.
It is the systems engineer that must bring together ail aspects of the interfaces 
and manage the allocation of the elements of the interface in a similar way that 
other aspects of the system are allocated to sub-systems.
In support of this thesis, a more holistic perspective on the definition of 
interfaces has been developed in order to support the complete capture of 
information entropy while addressing the concerns and issues of each of the 
specialist domains.
Analysis of interfaces performed by others has struggled to separate aspects 
of the interface in order to properly accumulate the various entropy 
contributions. Hitz et al (2009)^ '^ "'^  identify 5 aspects of coupling:
1 Data Coupling -  communication via scalar parameters -  basic 
messages between entities of the system.
2 Stamp Coupling -  third party dependency induced by the type of 
structured parameters passed -  dependency on a third party for 
format or validation of communications.
3 Control Coupling- parameters are used to control the behaviour of 
a module. Basic information passed between entities but used to 
change behaviour.
4 Common Coupling -  communication via giobal data. Dependency 
for communications on a third party.
5 Content Coupling -  one module shares and/or changes the 
definition of another. Third party dependency relating to system 
structure.
These points refer primariiy to software interfaces but the aspects of coupiing 
mix eiements of information and structure as defined in this thesis and the 
entropy contribution of all of them is addressed in the expression presented.
9.3 House Alarm
The simple house alarm has been chosen as a simple basis for the 
assessment of the thesis for a number of reasons:
1 The technology is well understood and accessible even to those not 
working in the domain.
2 There are a number of readily represented architectures driven by
simple technology.
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3 The nature of the problem means that scalable architectures are an 
inevitable part of the alternative solutions.
4 The nature of the communication and architecture are simple 
enough to be able to calculate and validate the system entropy.
Two basic technologies are commonly used for these systems:
Wireless -  using a RF link to connect sensors to a controller.
Wired -  based on a current loop between all the sensors and the 
controller.
For a modest additional unit cost, radio technology now allows house alarms to 
be deployed more flexibly and can considerably reduce installation cost at the 
lifecycle costs through with the need for battery power to the distributed 
sensors. However, as a system, is it more efficient (better?) than conventional 
wired technology.
Abstract representations of the alternative technologies are shown in Figure 
9-1 and Figure 9-3 using the UML. In expressing these systems a number of 
simplifications have been made in order to focus on the behaviour of the 
thesis. Each architecture is described in the following sections.
9.3.1 Radio Based Architecture
The use of a radio channel to communicate with each sensor means that both 
the interface and the relationship between the Processor/Manager are 1-to-1, 
however as the number of sensors (N) increases the interfaces maintained by 
each component remains only 1 while the dependencies (relationships) 
maintained by the Processor/Manager increases as N.
The primary issue with this architecture is the complexity of the interface: 
without a physical connection between the Processor/Manager and each 
sensor the interface must support measures to support both communications 
management and security, indeed these messages will inevitably outnumber 
the alarm signal by some considerable amount. The Radio interface will 
therefore contribute significant entropy in the measure.
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Figure 9-1 Radio Based Architecture
Figure 9-2 shows an example of how the RF based system might be deployed 
covering only part of the installation -  the down stairs of a house.
RF Link»«RF Link»
RF Link-R F  Unk • RF Link
RF Unk
RF Unk RF Link
Figure 9-2 A Limited Exampie of the Depioyed RF Based System
9.3.2 Wired Architecture
Conventionally wired architectures use a current loop running between all the 
sensors in the system. This is a particularly simple interface in that it has only 
one signal and its entropy is very low -  technically zero. However, the 
arrangement of the sensors in a loop means that each is dependent on the 
next for ‘passing on’ the signal. It also means that each sensor has two such 
interfaces and two orientations. Dependencies are a little more complex: when 
not the first or last in the loop there must also be a direct dependency between 
each sensor and the Processor/Manager in order to deliver the system 
capability -  that is the first and last sensor in the loop has 2  dependencies
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while all others must maintain 3. If there is only one sensor in the loop then it 
only has one dependency.
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Figure 9-3 Wired Architecture
Figure 9-4 shows an example of how the wired system might be depioyed 
covering oniy part of the instaiiation -  the down stairs of a house.
-Current loop Current loop
Current loop Current
Current loop
Current
Current loopCurrent loop Current loop
Figure 9-4 A Limited Exampie of the Depioyed Wired System
9.3.3 Assessment of Entropy
With this information we can now apply the system entropy assessment to 
each of the architectures. However, to further simplify the assessment and 
focus on the core issue of the thesis the following ignores the contribution of 
the Alarm and the Access Display and Keyboard.
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9.3.3.1 Radio Based Architecture
9.3.3.1.1 Interface Entropy
The radio interface is assessed to have three signals and associated 
probabilities:
1 Alarm with a probability of 0.01 -  we don’t expect alarms very often
2 Management with a probability of 0.25 -  management is assumed 
at a moderate rate
3 Security with a probability of 0.75 -  security is assumed to be 
critical aspect of the system
(N.B. These parameters have been chosen arbitrarily but we shall undertake a 
sensitivity analysis to determine the impact of changes in this respect.)
Entropy of the interface is then given by:
A // =-0.01 log 0.01-0.25 log 0.25-0.75 log 0.75 [9.3.1]
= 0.2642
This entropy wiii be used on ail interfaces between the Processor/Manager and 
the Sensors. That is once for each sensor and once at the Processor/Manager, 
i.e. N+1 in total where N is the number of sensors.
9.3.3.1.2 Orientation Entropy
The unique interface between the sensors and the controller means that there 
is only one arrangement of each part (I.e. 1) and the orientation entropy 
contribution of each is zero.
9.3.3.1.3 Structural Entropy
Each sensor has a single dependency with the Processor/Manager 
contributing to the overall system operation. As with the orientation entropy, 
this singular relationship contributes no entropy to the system. However, the 
Processor/Manager has a dependency with all sensors, that is N, and the 
contribution to the system entropy is given by:
A f f = - ^ l o g ^  [9.3.2]N N
So total entropy of the system using radio for the communication mechanism is 
given by:
H = 0.2642(W + 1) -  — log —  [9.3.3]N N
Q.3.3.2 Wire Based Architecture
9.3.3.2.1 Interface Entropy
In the wired configuration there is only one signal: the alarm -  a binary signal 
indicating only the wanted information. Irrespective of its frequency or the 
number of interfaces, under these circumstances the interface has zero 
entropy.
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9.3.3.2.2 Orientation Entropy
To support the loop configuration each sensor must support two 
interchangeable interfaces and as a result there is an orientation entropy 
contribution of:
A f f = - y l o g i  [9.3.4]
9.3.3.2.3 Structural Entropy
The relationships of this architecture a little more interesting in that 
dependencies between the Processor/Manager is dependent on the number of 
sensor elements in the system:
a) With only one Sensor in the loop, while two interfaces are
maintained between the Processor/Manager there is only one 
dependency between the two parts.
b) With two Sensors in the loop, again all units maintain two interfaces
but each Sensor now has two dependencies, as does the 
Processor/Manager.
c) With three of more Sensors in the loop the Processor/Manager is
dependent on all Sensors, however, the first and last in the loop 
have two dependencies while those in the centre of the loop have 
three dependencies.
Relationship entropy is therefore given by
.1 1 r [9.3.5]AH — log-----N N (A^  — 2 ) — log —  log — 3 3 2 N>=2
So the total entropy is given by:
(a/ — 2 )—log —  log —AH — log-----N N N>=2
N  1 ——log— [9.3.6]
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Figure 9-5 shows the assessment of entropy for the two architectures, shown 
more clearly in Figure 9-6; the relative benefit (in percent of entropy) between 
the two architectures. The interface complexity of the radio solution means 
that for small systems it has higher entropy than that of the Wired solution. 
However, the complex dependencies of the Wired solution mean that its 
entropy quite quickly overtakes and for systems with more than about 7 
sensors it has higher entropy than that of the radio based architecture.
While there is something ‘intuitively’ right about this finding -  no one would 
consider a radio-based alarm a single room for instance -  the precise optimum 
point to choose between the two alternatives is perhaps a matter of debate. 
However, if we undertake a sensitivity analysis of this finding we find two 
points:
1 The specific trends of the radio-based systems are primarily 
dependent on the information entropy of the radio link -  arguably 
the most uncertain aspect of the above analysis.
2  Conversely, the wired system has zero information entropy and the
total is almost equal split between structural and orientation entropy.
3 If we assess the extremes of entropy of the radio interface -  
adjusting the probabilities of the three signals -  the point that the 
two curves cross moves from a value of N of about 3 to almost 20.
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Figure 9-6 Relative Benefit of Wireless over Wired Alarm
If we take into account the simple deployments of the two systems shown in 
Figure 9-2 and Figure 9-4 it is clear that the number of sensors needed for a 
realistic installation will very quickly exceed the point where the radio based 
architecture is best and for all but the simplest of installations it will be the most 
appropriate. The increasing propensity to radio based systems tends to imply 
these are at least more ‘acceptable’ to those in the field; whether this choice is 
ultimately down to simplicity of installation or formal life cycle cost analysis is 
perhaps irrelevant since the aim of a business designing such a system must 
ultimately be sales.
9.4 Network Behaviour
Network behaviour is of significant interest to many practitioners in many 
domains. Inevitably, the way that data passes around the Internet is of great 
interest as the complexity of that phylogenetic network grows, but also military 
deployments are increasingly dependent on Network Enabled Capability (NEC) 
and performance of these networks is of particular interest, particularly for 
specific, often constrained networks.
Networks in their simplest form consist of an array of interconnected nodes that 
share information along defined communications channels. Connections 
between arrays of nodes are normally realised in one of three ways:
1 Hierarchical -  small groups of nodes link to a higher node which in 
turn and along with other similar nodes links to a further higher node
2  Cross linked -  each individual node links to every other node 
directly.
3 Combination -  a hybrid of the two arrangements such that all nodes 
sit within a hierarchy but selectively link to other nodes at the same 
level.
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Simple Hierarchy Fully Cross Linked Hybrid
Figure 9-7 Simplified Network Arrangements
The analysis of networks of these types are of particular interest to a wide 
community from computer systems from the internet to social networks and 
naturally occurring biological system; they are the subject of much analysis 
from Thomasden et al (2009)^”“ '''^ , Helbing et al (2006) '^’“ *''^  and Uricanu et al 
(2004) '^'°'''’ despite their recognised inefficiencies as elaborated by Almendral et 
al (2003)''^’''"l Such networks may have a number of purposes but we assume 
two classes of primary intent:
1 To provide a means for the highest nodes to communicate to nodes 
beneath in a typical management structure -  a command network.
2 To allow communication between the nodes at the lowest level as in 
a teiephone network -  a communications network.
There are two inevitable caveats to these simple assumptions:
1 Whatever the primary intent of the network it must support both 
classes of communications intent.
2 Any reai worid network will include cross-linked communication 
channels (intentional or otherwise) that allow nodes at lower level to 
communicate with each other directly -  either horizontally or 
diagonally across the defined hierarchical channels.
In order to simplify the analyses these network structures we will make a 
number of assumptions from the outset:
• Communications between nodes uses the same interface definition 
-  the same channei type and therefore the same entropy 
contribution.
• Communications protocoi wili contribute 30% of the data for all 
information passed between nodes^^ covering management, 
security, data integrity etc.
9.4.1 Simple Hierarchical Network
First we consider the issue of a simple or ‘pure’ hierarchical network; an 
arrangement of nodes each communicating with only one higher node and N 
lower nodes with no other communications links cross this hierarchy as shown
^^ ®^ This is an arbitrary allocation for the purpose of this analysis but recognises that 
there must be some ‘entropy’ in the communication channel.
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in Figure 9-8. There are number of simple assessments we can make for a 
network of n Tiers of nodes and n-1 Levels:
L represents the degree of split at a given level.
T represents the number of nodes a given Tier.
The number of nodes at a given level, m, in the network is given by
Tm =  Li X L 2 X..X Lm-1 [9.4.1]
And
To = 1 [9.4.2]
The total number of nodes in a network is given by:
N = 1-t-T2+T3-l-..-t-Tn
= 1-1- Li-fLi X L24-..4-Li X L2 X..X Ln-1 [9.4.3]
For the network shown we have 40 nodes.
Given that all channels are the same at any node the orientations maintained 
by any node at level, m, is given by:
O m  — L r p - I - 1 [9.4.4]
Except for the singular highest node, which maintains only Li orientations and 
Ln that maintains only one; i.e. contributes no structural entropy.
3
La=3
Figure 9-8 Simple Hierarchical Network
In Figure 9-8 the black lines represent direct communications channels 
between nodes while the blue lines represent the dependencies between one 
of the lowest nodes and those on which it depends to complete all necessary 
communications paths to support Primary Intent 2 (above); each of the lowest 
nodes is dependent on every other higher-level node so that the total number 
of dependencies maintained by the lowest level nodes is:
Dn = N-Tn
These dependencies are repeated for all nodes at the lowest level.
[9.4.5]
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In delivering Primary Intent 1 there are a number of additional dependencies 
from the highest node to all nodes between it and the lowest nodes (excluding 
the lowest nodes) such that
Do = N-1 [9.4.6]
Now it is possible to construct the entropy expression for the network.
The network passes messages such that all of the lowest nodes have 
Information about all other lowest nodes. This means that every channel must 
carry the same message traffic; the lowest level the bulk of traffic is down 
towards the node with only one message (its own report) passing upwards and 
at level 1 the messages are passing equally upwards and downwards; at all 
levels the traffic is the same but at the higher levels it is carried on fewer 
channels with commensurate increase in bandwidth requirement. From this 
we can say that irrespective of the level the number of messages passing on 
any channel is equal to the number of lowest nodes such that the total 
communications entropy in the system is given by:
/ / i= lS-2^„.T„s
[9.4.7]
We have simplified the communications entropy of this network by assuming 
that each communication packet between nodes is the same with entropy of:
s = -p log{p )  [9 .4 .8 ]
And p = 0.3 so that for each message passed the entropy contribution is 0.157. 
Structural entropy due to the orientation of the nodes is given by:
1 , 1 [94.9]
For this architecture is given by:
And finally, structural entropy given by the dependencies within the hierarchy is 
given by:
The behaviour of the total entropy of a hierarchical network can now be 
assessed but this is a multi-dimensional problem and given the simplifications 
made is perhaps only appropriate to consider a simple case:
Is it better to split a hierarchy widely at the higher levels (and less widely at 
lower levels) or split more widely at lower levels?
In order to make like-for-like comparisons of networks they should support the 
same number of lowest tier nodes; i.e. T„ remains constant. Our example 
network is constructed of three levels (4 tiers) with Li to L3 of 3,4,5 in different 
order to change the change the balance of split from top to bottom of the 
hierarchy. This results in varying number of nodes, N, in the net increasing as
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the bias moves towards the higher part of the net but maintains the same Tp, in 
this Tn= 60. Table 9-1 shows how N increases as the network bias moves 
towards wider split at the top of the net.
LI 3 4 3 5 4 5
L2 4 3 5 3 5 4
L3 5 5 4 4 3 3
N 76 77 79 81 85 86
Table 9-1 Value of N for Varying Network Parameters
Figure 9-9 now shows the breakdown of network entropy against the total 
number of nodes in the net. The wide difference between the Information 
Entropy and the contributions from both Orientation and Structural Entropy has 
made it necessary to plot against two axes as indicated by the arrows.
As the net needs more nodes the entropy increases and that entropy is 
dominated (by two orders) by the contribution from the communications across 
the many channels -  the information entropy.
This also shows that the structural and orientation entropy contributions are 
comparable but show opposite trends and tend to cancel out -  at least in this 
type of architecture.
Entropy of Hierarchical Network
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Figure 9-9 Entropy of Hierarchical Network
9.4.2 Clustered Hierarchical Network
The above result may have a bearing on the design of simple hierarchical 
networks but other factors may more significantly reduce network entropy. 
Consider the network of Figure 9-10 where the lowest level of the hierarchy is 
fully cross-linked with additional communications channels these may be of the 
same interface type as the primary network but will more conventionally use a 
simpler class of communications.
Now, communication between the groups of lowest nodes is not dependent on 
any other part of the network but more channels are needed. Now, many of 
the parameters are the same for this network -  the number of nodes remains
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the same and the ‘command’ dependencies, Do, remains the same as does the 
communications dependency since all other nodes still need to receive the 
messages through the hierarchical network. However the communications 
distribution is somewhat changed.
While each node must continue to pass its messages upward for other clusters 
benefit for those local a two-message exchange is all that is necessary and the 
higher nodes no longer need to pass the information downwards.
3
Lg-3
Figure 9-10 Clustered Hierarchical Network
This reduces the communications traffic on the hierarchically channels by Ln-1 
on every channel above the cluster. So that now the hierarchical 
communications entropy is given by
m = l
[9.4.12]
But now we must add the cluster information entropy. The number of cluster 
channels within each cluster (assuming individual channels between nodes) is 
given by:
Cn = (Ln-1)+(Ln-2)+..+1 
Which as a progression is given by:
Cn = Ln (Ln-1)/2
And the number of clusters is:
T(n -1)
So that cluster entropy contribution is:
Sc = T(n-1).Cn s
[9.4.13]
[9.4.14]
[9.4.15]
[9.4.16]
In addition to the additional information entropy within a cluster there is now 
addition orientation entropy since each of the lowest nodes must maintain 
additional channels -  the clustering channels -  to Its fellows within the cluster.
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The number of additional interfaces that each of the lowest node must now 
maintain is Ln-1 and the total additional orientation entropy contribution is:
AH. .  = - lo g 1L - \  L - \ [9.4.17]
Now we have the entropy of the clustered network as shown in Figure 9-11. 
Entropy is consistently reduced by clustering: the reduction is more clearly 
shown in Figure 9-12 with clear variation depending on specifics of the overall 
hierarchical network and there may be scope for further optimisation of the 
cluster size for a given hierarchical structure but given the simplification of the 
networks use for demonstration purposes this is not considered further.
Entropy of Clustered
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Figure 9-11 Entropy of Clustered Hierarchical Network
The structural entropy remains unchanged but, while information entropy 
continues to dominate, it is significantly reduced across these examples. 
However, this reduction of information entropy is offset by an increase in the 
orientation entropy contribution from the clusters interfaces. The total effect is 
shown in Figure 9-12 showing a consistent if modest reduction due to 
clustering.
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Figure 9-12 Entropy Improvement from Clustering
However, we have assumed that the communications across cluster channels 
is the same as that on the hierarchical network. Generally this is not the case 
and clusters will adopt a much simpler communications protocol -  the ‘coffee 
machine’ network rather than formal reporting channels. If we assume that the 
cluster channel protocol contribute only 5% burden on the channel the 
reduction of entropy of the clustered network is significantly greater as shown 
in Figure 9-13 demonstrating almost 5% reduction in system entropy.
Entropy reduction  of c lu s tered  net
78 80
Net Size
Figure 9-13 Entropy Reduction with Cluster Channel Simplified
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The trend shown against total network size shows a particular structure that is 
better understood when the data is plotted against cluster size as shown in 
Figure 9-14 that shows a clear relationship between reducing entropy and 
cluster size.
Bitropy against Cluster Size
Cluster size
Figure 9-14 Entropy Reduction Against Cluster Size
Clustering in networks is observed in many formal hierarchies particularly in 
naturally occurring structures, Ravasz (2003)''"'''"^ and is consistent with the 
findings of this thesis. However, this analysis has intentionally simplified the 
analysis of networks to illustrate specific trends.
Entropy against Cluster Size
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Figure 9-15 Extended Assessment of Relative Entropy Reduction
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To fully realise the implications of entropy in the optimisation of networks it 
would be necessary to consider more realistic network behaviour taking into 
account some of the following factors:
• The specific communications needs in all directions and types
• The tendency to consolidate information as it flows up a hierarchical 
network reducing the underlying communications entropy.
Nevertheless, the measurement of entropy presented in this thesis does 
support the optimisation of network systems along the same lines as other 
optimisation processes without the processing burden of some techniques 
such as Thomasden et al (2009)''’“ "'^ . Following the results for this small range 
of cluster sizes the analysis was extended to clusters of 6  and 1 0 , preserving 
T n = 6 0 . Results of this analysis are shown in Figure 9-15 clearly showing the 
continued trend of reducing entropy for increased cluster size.
However, there are some caveats that should be considered an a more in- 
depth analysis:
. This is a very simplified analysis of a simple network arrangement with 
a single objective requirement.
. Throughout we assume that all network characteristics remain the 
same as the net scales.
. That the cluster channel entropy remains the same irrespective of 
cluster size.
Entropy against Cluster Size
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Figure 9-16 Entropy against ciuster size with proportionai 
communications burden
Nevertheless, one more step in this analysis may demonstrate the true power 
of the measure of entropy. To preserve the basis of comparison we must 
retain Tp, the lowest tier of the network and part of the baseline requirement. 
We must also assume that the objective of the net remains the same -  also 
part of the baseline requirement that is unchanged as noted in Chapter 6  . So 
what impact will increasing cluster communications burden have on the entropy
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of the network and could this tend to indicate the best cluster size for this 
configuration.
A simple model assumption is that cluster communications burden is 
proportional to cluster size -  as the cluster gets bigger it becomes more difficult 
to establish the channel between individuals In the cluster. To establish 
comparison with the overall network we shall assume limits on cluster size:
c) Maximum cluster size is Tp/2. That is: the net can cluster In two equal 
parts on the basis that one large cluster is meaningless if there is to 
remain any hierarchical element to the network
d) The minimum cluster size is three on the basis that a cluster of two is 
not a cluster.
To preserve the comparison with previous analysis we shall assume the 
smallest cluster will suffer the smallest communications burden of 5% as used 
previously and that the largest cluster will have the same communications 
burden as the hierarchical network as a whole; that is 30%. Clearly these are 
arbitrary for the purpose of illustration in the thesis but are not unreasonable in 
light of previous analysis. The saving of entropy across these clustered 
networks is shown in Figure 9-16 clearly showing the optimum cluster size for 
these assumptions is between 1 0  and 1 2 .
This analysis remains somewhat artificial; it is unlikely that communications 
burden will be linear with cluster size for instance, but has been constructed 
with reasonably realistic assumptions in order to illustrate the potential of 
measuring system entropy to optimise systems design in representative 
architectures.
9.4.3 Representing Networks in UML
For purposes of illustration the networks considered here have been 
elaborated in some detail. However, the UML offers means to considerable 
simplify the representation of such networks: the simple hierarchy is shown in 
Figure 9-17 where the multiplicity at each communications link, when 
expanded at instantiation, results in a hierarchy of the type shown in Figure 9-8 
including the critical dependencies.
Figure 9-18 shows the modification to this UML diagram to represent the 
hierarchy with clustering of the lowest level nodes. What are not shown in 
these diagrams are the messages that must be associated with the interfaces 
and constitute the entropy contribution of each association.
This type of representation allows such networks to be represented in 
semantically robust abstract fashion that would readily allow optimisation 
through the application of this thesis.
9.5 Observations of Entropy Measured
In the analysis of the alarm the contribution of entropy from the three measures 
is comparable and the ultimate selection is determined because the orientation 
and structural entropy of the wired system increases at a greater rate than the 
information entropy increases for the radio system.
In the case of the network model, however, information entropy dominates by 
one to two orders of magnitude over the contribution from orientation and 
structural entropy. This is not particularly surprising since the primary purpose
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of these network examples is about the information they must carry. 
Nevertheless, this analysis shows the potential with realistic assumptions to 
very clearly identify the optimum architecture in the simplified example used.
Level 1
Level 2
Level 3
Level 4
_  J
Figure 9-17 Simple Hierarchy Represented in the UML
Level 1
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Leve 4
___I
Figure 9-18 Clustered Hierarchical Network
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9.5.1 Dominant Entropy
The illustrations above demonstrate the variations of the three aspects of 
entropy as the aspects of the system are changed. There are a number of 
observations that might be drawn from the illustrations:
• The levels of contribution from each aspect of entropy can vary 
widely.
• Systems will tend to be dominant in one aspect of entropy.
• Even when the alternative architectures have different dominance, 
the overall entropy may remain comparable.
Most modern software intensive systems are likely to be information entropy 
dominant but other mechanical systems will be structural or orientation entropy 
dominant. This limited set of illustrations suggest that this balanced set of 
entropy measures does offer a fair measure of overall system quality and 
minimising this measure will tend towards a more optimal solution, irrespective 
of which aspect is dominant. Furthermore, one of the key benefits of this 
entropy measure, exhibited in the house alarm example, is that the dominant 
entropy of a system will be naturally selected driven by its relevance to the 
specific type of system and architecture.
9.5.2 Are the three measures comparable?
The small range of examples chosen here show the extremes of the type of 
systems that might be analysed by the technique. The balance of contributions 
from the three aspects of entropy analysed is closely dependent on the nature 
of the systems considered and each can dominate under certain system 
conditions. What the analysis of these two examples does show Is that the 
measures are quite balanced but that generally the choice between one 
architecture and another will be based on the dominant entropy measure for 
that architecture and there is no basis for introducing ‘weighting’ of one aspect 
over the others; indeed weighting them will almost certainly change the 
alignment of the measure with conventional thinking -  at least in the examples 
shown here.
9.6 Recommended Application of the Thesis
The thesis has been developed specifically to address early decision-making in 
the System Engineering lifecycle. Within the ‘Development of System 
Architectures’ stage of the ‘V-Lifecycle’ shown in Figure 3-1 common practice 
is to generate a logical architecture driven solely from the system functional 
needs^^°l Against this idealised architecture the Systems Engineer will 
postulate alternative physical architectures that offer a potentially compliant 
and realisable solution. At this point, and before and detail is introduced to the 
real physical implementation, the alternative solution architectures are 
compared and assessed using a range of criteria such as those identified in 
Chapter 4 -  i.e. before undertaking the ‘Formalise Component Requirements’ 
stages, normally considered the System Design Review (SDR). At this point 
the assessment of entropy offers a new measure for that comparison that can
This is normaily the case but for some classes of system where security or safety 
are paramount this logical architecture may capture specific architectural constraints.
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be based on tangible metrics of the architecture rather than projections or 
subjective comparisons that are more commonly used.
The measure of entropy might further be used at the sub-system level and 
even to trade system attributes between sub-systems as the development of 
those lower level elements follow a similar lifecycle.
Taking the spiral lifecycle of Figure 3-2 the thesis might have more long-term 
application. The nature of incremental delivery intended by this lifecycle 
requires a vision of the system architecture from the outset that can 
progressively support the functional increments of the system as they are 
delivered. The development of this ‘visionary’ architecture might also be 
supported by the application of this thesis -  initially in the baseline comparison 
of alternatives in a similar way to that of the V lifecycle but also on each turn of 
the spiral to ratify and project system architectural growth as each increment is 
developed.
The application of the thesis results In a number of simple rules for System 
Architecture development:
4 Minimising information flow between sub-systems will reduce entropy 
as demonstrated by the calculations of Section 6.3.1.
5 Ensure a sub-system has no two interfaces the same or that all its 
interfaces are interchangeable to minimise entropy as illustrated by the 
curve of Figure 6 -2 .
6  Ensure a sub-system has either a single or no dependency on other
parts of the system or ensure its dependencies are highly redundant to
minimise entropy following the same characteristics of Figure 6-2.
By ensuring the principles prescribed in bold in Sections 8.3.1, 8.3.2 and 8.3.3 
are applied these simple rules are entirely scalable to any level of architectural 
assessment.
9.7 Summary of Chapter 9
Application of the thesis has been illustrated through the analysis of two 
specific examples of system architectures to investigate whether the system 
entropy measure aligns with conventional thinking for systems engineering. 
With no established objective baseline for assessing the ‘best’ architecture it is 
not possible to irrefutably determine that minimising entropy will always yield 
the optimum solutions. However, there is circumstantial evidence to support 
the use of the measure in optimising systems with a number of corroborating 
analysis technique that show similar trends.
The work of others such as Heyllghen ( 2 0 0 8 ) , Allen (1999),^ '™'^  Helbing et al 
(2006) '^’'’''''’ and Ravasz (2003)^ '^ '^"'^  individually support the three aspects of 
entropy that this work brings together and the natural tendency of this unified 
measure to find the dominant aspects of entropy within a system means that it 
will should also find application in these areas. It may contribute by offering a 
means to discriminate between architectures that are otherwise difficult to 
separate by other metrics.
The principles of using the UML for systems engineering are also further 
explored in the practical application of the thesis and shown to adequately and 
appropriately represent systems for the purpose of capturing entropy.
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Chapter 10 Discussion and Conciusions
The objectives of this thesis set out in Section 1.7 are repeated here:
a) To clarify the processes involved in the generation of new concepts to 
address specific requirements and potentially to foster more innovation 
in systems design.
b) To bring true objectivity to the comparison of alternative system 
architectures in order to help select more optimal solutions.
c) To improve the assessment of system architectures across the lifetime 
of the product and customer needs.
d) To reduce the potential risks associated with the adoption of 
revolutionary architectures
The following assesses how well this work as been able to address this 
objective.
10.1 Clarification of Processes
System principles are a key subject across all branches of Engineering and the 
SE practices identified in Chapter 3 support the growing alignment of 
processes within SE today. The principles expounded in the thesis are 
consistent with those practices.
The UML was adopted by Thales is 2002 as a result of the initial work 
undertaken and remains at the core of its Systems Engineering activities since; 
it is enshrined in the new Integrated Development Environment for SE being 
deployed across the business.
10.2 Application of Entropy
In exploring the nature of entropy in systems this thesis has identified three 
contributors to entropy that are unambiguously, objectively and directly 
measurable within the abstract, architectural description of a system. Whilst 
illustrations have shown that the assessment tends to follow recognised trends 
this is by no means rigorous. Nevertheless, the measure does provide a useful 
early indication of whether one architecture is better than another -  even when 
those architectures depend on different underlying technologies.
10.2.1 Information Entropy
Claude Shannon’s analysis of entropy has found application in an incredibly 
wide range of systems analysis. It is used for the operational analysis of 
information flow around systems and in some cases used to optimise the 
system.
This aspect of entropy results in the first simple rule of systems design:
1 Minimising information fiow between sub-systems will reduce 
entropy.
10.2.2 Orientation Entropy
Orientation entropy identified by this thesis tends to address ‘costs’ that are 
realised in production, deployment or maintenance and that and not normally
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directly considered in the early stages of engineering a system. It relates to 
the number of Interface of the same type that a sub-system must maintain.
From the analysis of two examples, the contribution from orientation entropy is 
relatively low but in certain circumstances it can distinguish between 
architectures that are otherwise comparable in the structural and information 
entropy contributions.
This aspect of entropy results in the second simple rule of systems design:
2 Ensure a sub-system has no two interfaces the same or that ail its 
interfaces are interchangeable to minimise entropy.
10.2.3 Structural Entropy
Structural entropy identified by this thesis captures the contribution to overaii 
entropy resulting from inter-dependence between elements of the system. The 
relationships between elements in databases have been assessed in support 
of Data Mining (Meagher, 2005) and the relationships of social structures 
(Leydesdorff, 1995) have also considered the issues of entropy. While these 
analyses consider only one aspect of architectural entropy there are consistent 
with the dependency element of entropy of this thesis.
This aspect of entropy results in the third simple rule of systems design:
3 Ensure a sub-system has either a single or no dependency on 
other parts of the system or ensure its dependencies are highly 
redundant to minimise entropy.
10.3 Objective Measures
Current techniques used to support decision making in the early stages of 
Systems Engineering are of necessity somewhat subjective -  tangible 
elements of the system; cost, weight, power etc. can only be estimated in 
these early stages based on experience, metrics or historical read-across. The 
consolidated assessment of entropy described in this thesis offers a truly 
objective measure of system design that can allow selection between 
alternative architectures very early in Development Life Cycle. This new 
technique offers a significant capability enhancement to the Systems Engineer 
but is not intended to replace the formal analysis necessary as the design 
developments. Cost, size and other tangible system characteristics must still 
be assessed and optimised across the system as more detail becomes 
available.
10.4 interface Description
One of the key aspects of entropy in this thesis relies on an understanding of 
the information entropy across a system that is dependent on a thorough 
understanding of the interfaces supported by the parts of the system. To 
improve this understanding it has been necessary to define a new framework 
for describing interfaces based upon 6  aspects:
1 . Information
2 . Protocol
3. Management
4. Security
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5. Carrier
6 . Physical
With these aspects more clearly defined, the entropy associated with 
information flow across the system can be more readily captured.
10.5 Specific Exampies
Two specific examples have been analysed -  a house alarm and a network 
system. While these are somewhat idealised, the progressive analysis has 
clearly illustrates that the consolidated entropy measure defined in this thesis 
aligns well with conventional thinking for optimised systems. Furthermore, it 
clearly and unambiguously indicates the better architecture for a given set of 
constraint assumptions -  requirements.
10.6 Does Entropy Offer an Objective Comparison of 
Systems?
As engineers we strive for systems that have order, are appropriately 
maintainable and deliver the required capabiiity. Good Systems Engineering 
must consider the return on investment that any business must deliver to 
survive, balancing time and cost with the overall performance objectives.
Thanks to Von Neumann perhaps, the term entropy may be something of a 
misnomer. Nevertheless, this thesis suggests that assessment of statistical 
‘entropy’ of the type interpreted from Shannon, Hausdorff, etc. across the 
system architecture is a useful, comparative and objective measure of system 
optimisation. The three aspects of entropy have been analysed in four 
different system architectures addressing two specific requirements sets. The 
range of entropy measured in each aspect across this data set varies widely 
and discriminators can be found in any one of the three measures.
Furthermore, the premise of the thesis is supported by other empirical analysis 
that has been applied for more than two decades (Boothroyd et al) and applies 
principles of still greater vintage (Shannon, Clausius) to underwrite the core of 
the thesis.
One observation from the analysis of examples is that the balance of the three 
aspects of entropy means that the discrimination between architectures may 
be somewhat marginal. However, the specific breakdown of the three 
measures can vary widely between architectures intended to address the same 
requirement and it may benefit the Systems Engineer to track the three 
aspects separately.
The use of the UML provides a semantically robust language that can, with 
appropriate processes, capture system design information in a form that 
supports the assessment of system entropy. This has the potential to allow a 
simple and consistent measure to be used from the earliest stages of the 
design process to optimise the system architecture before commitment to 
specific implementation. Indeed, it is conceivable that tools could provide a 
running entropy analysis as the design evolves through the abstract stages of 
development and before commitment to final implementation.
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10.7 Future Development and Exploitation
Given the status of material presented here, a number of questions might now 
be considered:
1 Do alternative languages or techniques offer a similar, or perhaps a
better basis of capturing system design elements in support of the 
assessment of overall system entropy?
2 Could the measure of system entropy form a basis of detecting 
‘over engineering’ -  the disproportionate application of effort to 
achieve a specific objective?
3 Could the assessment of system entropy form an independent 
metric of complexity that could contribute to current management 
practices or improve future estimating?
4 Could the assessment of entropy contribute to the understanding of 
social structures and the evolution of social networking as the 
entropy of communications reduces with the application Information 
Technology?
5 Could this measure of systems entropy enhance the flexibility or 
possibly help to ‘future-proof a system design?
6  Should the OMG consider extension of the UML to include elements 
in support of measuring entropy?
An area that presents particular interest is that of network design as expressed 
in Chapter 9 . The material presented at a simple level suggests the potential 
to improve the design of networks driven by the specific needs of the 
information across the network.
Application of this thesis to the analysis of the evolution of social networks, 
where clustering naturally occurs, may determine that the naturally tendency of 
such networks is to reduce their entropy.
10.8 Languages Tools and Techniques
There are certainly alternative tools and techniques in common use by the 
Systems Engineering community that include both appropriate expression and 
adequate semantics to support the calculation of entropy based on this thesis. 
Indeed, the UML might also be Improved through the judicial application of 
stereotyping to make the capture of entropy more straightforward and rigorous. 
Chapter 4 considered some of the more mainstream tools and techniques that 
could find application and that are potentially able to support this thesis.
Of perhaps the greatest interest is the prospect of incorporating the measure 
into the tools such that entropy can be calculated automatically, giving 
engineers a direct measure of how their design progresses against a given 
requirement.
10.9 Conclusion
The thesis presents a novel consolidation of various principles applied by 
engineers at different parts of the lifecycle and coordinates them in a coherent 
measure of system entropy. In a number of simplified analyses this measure 
has consistently supported decisions that would be supported by conventional
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analysis. There are a number of system classes, particularly networks, which 
might benefit from the measure in optimising their design and deployment.
Such an objective, independent and readily calculated measure could allow 
systems engineers to investigate more radical architectures and approach 
complex decisions with greater confidence. The three rules identified may also 
be applied without formal analysis:
1 Minimising information flow between sub-systems; i.e. the number of 
interfaces supported by a subsystem and the amount of information 
carried by each, will reduce entropy.
2 Ensure a sub-system has no two interfaces the same or that all its 
interfaces are interchangeable to minimise entropy.
3 Ensure a sub-system has either a singular or no dependency on other 
parts of the system or ensure dependencies are highly redundant i.e. 
has dependency on many other entities to minimise entropy.
In systems engineering, effort is spent to increase order of the system design, 
as work Is done the undirected energy; the entropy, in the system should 
decrease. We might expect that the more engineering effort expended the 
lower the entropy of the resulting system. However, this is often not the case: 
Over-engineering is a well-known phenomenon; effort continues to be spent 
even though the requirement has been achieved. Often this additional 
engineering effort merely makes the system more complex than necessary: 
increasing entropy. Furthermore, engineering effort also relates to cost; more 
effort, more cost. To assess system optimality objectively we must balance the 
expenditure (cost) of energy with achievement of the system requirements and 
entropy may be the measure to balance the triad of engineering development; 
Time, Cost and Performance.
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Appendix A -  Thales UML Process Description
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A PROCESS GUIDE FOR SYSTEMS
ENGINEERING USING UML
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GLOSSARY
item
(The) UML
Aggregation
Architecture
concept
Association
Class
Dependency
Generalisation
Implementation
architecture
Implementation
class
Implementation
element
Inheritance
Logical
architecture
Logical class
Logical element
Description
The Unified Modelling Language, derived from and combining the 
benefits of previous generations of object orient software modelling 
languages.
An association indicating that one class Is ‘made up of’ a collection of 
other classes.
A potential or possible arrangement of design elements and their 
relationship that may present a possible pattern for describing the 
system.
A relationship between classes indicating that the operation of the 
systems relies upon the classes ‘knowing’ of each other or 
‘communicating’ with each other.
A closed entity describing of part of the system within a model.
A relationship between two design entities indicating that the operation 
or implementation of one entity is dependent on the existence and 
performance of the other.
The relationship between a logical class and implementation classes 
that provide its capabilities. In this way the Logical Class can 
‘represent’ all implementation classes in sequence and collaboration 
diagrams.
The structure and relationships of implementation elements that 
combine to deliver the overall system capability.
A UML class entity used to describe the implementation of a system. 
These classes deliver the capabilities and attributes required by the 
logical classes.
The identifiable development parts (mechanical, electrical, software 
etc.) of a system that are chosen as a result of the design process to 
realise the capability.
A mechanism whereby one class (the child) adopts or inherits 
properties and methods of another (parent) and adds to them. 
Sometimes more appropriately called generalisation. The parent is the 
more ‘general’ class, the child provides specific capability.
The structure and relationship of logical elements that combine to 
provide the overall system capability.
A UML class entity used to describe the logical elements of a system. 
These classes are empty when the system design process is complete.
The identifiable parts of a system that are required to provide the logical 
capability irrespective of physical implementation.
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Multiplicity Modifying an association between classes to Indicate that the
relationship relates to multiply objects at instantiation.
Object A closed entity representing a realisable part of the system and having
identity, attributes and capabilities. An object is derived from a class 
and many objects may be instantiated from a class description.
Stereotypes A modification of a UML entity in order to better describe particular
aspects of a system or model.
SysEM The Thales process for systems engineering defining 46 process areas
covering development and support services.
SyslE The Thales support environment for system engineering linking
preferred tools to provide a coherent systems workbench.
System A UML package containing a single logical class of the same name.
Package This is the starting point of the decomposition of the system within the
UML
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1. Introduction
The Unified Modelling Language is becoming widely used for the description of 
systems of all levels. It derives from languages that have been used In 
software for a number of years but are only now reaching a level of maturity 
where mixed technology systems can adequately be described and developed.
The UML is an object oriented description environment that provides rigorous 
semantics to ensure the description is self-consistent and robust. These 
features make it ideal for the description of complex systems. Interfaces with 
requirements management tools and other facilities of current UML tools (state 
animation, self checking) make them particularly suited to systems 
engineering.
One of the main advantages of the an object oriented approach to systems 
engineering is the encapsulation of specific elements that isolates them from 
other entities in the system. This supports reuse of both the logical and 
physical description of entities and processes.
Note: At present the detailed mechanism of reuse is undefined within this 
process guide.
No process is prescribed by the UML and this document offers guidance in 
applying a common process that may be used for all technologies. The focus 
of this guide is on the earlier stages of development that potentially gain the 
most from the language and process. The later stages however, may also 
benefit from the application of the same techniques.
1.1 Objectives
Systems engineering is a complex subject and viewed differently by different 
people. One of the primary objectives of the processes and techniques 
described in this document is to support a single common environment that 
can be reviewed and understood by any review authority and thereby ensure 
repeatable and interchangeable design information between programmes and 
businesses.
With the inclusion of UML design tools that support automatic checking of 
design rules review is further simplified allowing review bodies to concentrate 
on the fundamental decisions that make for a successful design. Design tools 
when used properly with the design elements adequately described in textual 
terms allow the automatic generation of documentation and in some cases 
significant parts of the system, i.e. software.
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2. Scope and Assumptions
This document offers guidance in the application of the UML only. It assumes 
that the reader has an understanding of the language and its constructs and 
the use of appropriate tools for expressing and capturing design features. For 
help in the use of the UML and description of the language itself refer to the 
reference material.
2.1 Underlying Process
The process described here assumes 
and overarching process that covers six 
distinct phases:
Requirements
Capture
[rework] [review]
[review] [rework]
[iterate]
[Life Update]
[rework] [review]
[review]
[life end]
Physical
Architecture
ClosureProduction
Logical
Architecture
integration 
Verification & 
validation
1 Requirements capture
2 Logical architecture
3 Physical architecture
4 Integration, Verification and 
Validation
5 Production
6  Closure
These stages cover processes 1 to 14 of 
the SysEM process for design activities, 
these should be mapped to the internal 
processes of each business unit where 
appropriate. Generally, the stages will 
be repeatedly applied to support 
iteration to the ultimate design solution.
This process is represented graphically 
in figure 1. The application of the UML 
covered by this document is consistent 
with these stages and supports the 
same objective of iterative development.
Figure 1 Process Model
This business process and system engineer cover the entire life of the product 
from inception to decommissioning. In order to effectively apply the techniques 
described in this document it may be necessary to include specific aspects of 
design, manufacture, maintenance and disposal processes in order that 
system design can adequately capture the aspiration of the customer. This 
applies particularly to the capture of non-functional requirements.
While the primary design effort is undertaken in the early stages where the 
language and techniques will find particularly suitable application, the 
discussion in this document also covers the application of the techniques to the 
later stages in order to build on the design information further and complete the 
systems engineering in line with the underlying process.
The premise of the systems engineering process described here is that it can 
be applied recursively. That is, any given system may be considered to be ‘a 
system of systems’ and the process may be applied repeatedly at each level of 
system hierarchy. In applying the process in this manner two questions are 
inevitable:
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1 At what point should sub-systems be identified and the system process 
recursively applied?
2 What level of detail is needed in defining a component that Is not a sub­
system?
These are primarily subject to the particular system and the design decision 
taken but advice is offered at the relevant points in the process. It is important 
when identifying major sub-systems that the primary requirements of those 
sub-systems are captured from the system level design and use case 
information. This information will form the input ‘Requirement Document of the 
sub-system. The description of the system and the sub-system interfaces 
should be quite adequate to rigorously and unambiguously define the system 
requirements in all it parts, attributes and capabilities.
Finally, the process will inevitably be required at differing levels of detail 
depending on the specific contractual requirements and perhaps the underlying 
technology. Pure research programmes that do not distinguish of classify 
requirements may choose not to fully elaborate some aspects of the system 
model. Therefore, it is recommended that the scope of application of this 
process is defined in the quality planning of each programme, system or sub­
system.
2.2 Requirements Manager
While techniques discussed here primarily cover the application of the UML it 
is recognised that the management and tracing of requirements will normally 
by undertaken within other tools such as DOORS. These environments allow 
the requirements information to be processed and presented in a ‘customer 
focussed’ view. At various points in this process, recommendations are made 
for configuring the design and establishing links to the requirements 
environment.
The evolution of the system design and the partitioning of requirements 
through the application of this process is likely to reveal system requirements 
that are non-obvious derivatives of the primary requirements. These 
requirements should be captured and traced within the requirements 
management environment.
It may also be appropriate to highlight critical or key requirements within the 
management environment in order that the derivation of associated 
requirements can be emphasised during development.
2.3 Base UML
There are many tools available supporting UML as a design language. These 
mainly derive from the software fraternity and many include extensions, 
templates and prototypes to the language that provide support for particular 
target environments, often fundamentally software in nature. In order to 
provide a process applicable in a more general sense this discussion is 
restricted to the application of basic UML constructs as defined in UML 1.3 and 
commonly implemented in the available tools. These are:
• Actors, Use cases and Use case diagrams
• Classes and class diagrams
• Packages and package diagrams
• State charts, sequence diagrams and collaboration diagrams
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Specific constructs are not used because of their varying implementation in the 
available tools, the limited information that they contribute to the underlying 
model or the likelihood that they will be removed from the UML definition in the 
(relatively) near future. These include:
• Activity diagrams
• Deployment diagrams
Specific extensions provided by particular tools are also excluded.
2.4 Recommended Constructions
The UML allows particular features of a system to be represented in a variety 
of ways and this may lead to confusion or incompatibilities between system 
descriptions. The application of a structured process and the control of the use 
of language are therefore important to avoid this confusion. A number of UML 
constructs are therefore defined within the process to describe common 
system elements, attributes, operations or constraints.
Permitted elements and diagrams under this process are as follows:
1. Actors, Use cases and use case diagrams
2 . Classes and class diagrams including class relationships of aggregation, 
association and inheritance
3. Sequence diagrams (and Collaboration diagrams)
4. State diagrams
5. Package diagrams
Diagrams and structures not recommended are as follows:
1. Deployment diagrams
2. Activity diagrams (State diagrams are sufficient)
3. Any extension provided by particular tool
Note: Extensions provided by most tools are usually simply predefined 
stereotypes and if necessary these stereotypes may be manually defined in 
such a way that they are exportable to other environments. It is often the case 
that embedding these stereotypes within the tool imposes limitation on their 
use that manually defined stereotypes do not suffer.
2.5 Constraints
The process and language presented here allow large and complex systems to 
be described, however, one of the fundamental objectives of the process is to 
support the capture of complex system descriptions in terms that are 
accessible to engineers and managers alike. In order to ensure information is 
presented in an accessible form ALL diagrams should be constructed to fit on a 
single A4 sheet of paper or screen while remaining legible. This aspect should 
not be trivialised as it is important in effective communication of the system 
design information.
This approach is particularly appropriate if the UML description is to be used 
for modelling purposes. The level of detail needed to support modelling will be 
much greater than is perhaps necessary at the higher level of system 
description. By approaching the process in relatively small pieces, detail can 
be added as necessary.
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2.6 Documenting
The UML is primariiy a graphical environment that provides a simplified and 
clear view of how elements of a system inter-relate. However, it is essential 
that each element, relationship, attribute, message, method etc be fully 
described in text and the available tools support textual descriptions against 
each element. This not only allows others to understand what was intended by 
the construction but it also allows meaningful documentation to be generated 
from the design information.
3. Important Concepts
The following concepts are important for the application of the UML. These 
descriptions are intended to clarify particular features of UML elements as they 
are used in this process.
3.1 Package
The package is a container for design elements. It isolates one part of a 
design from another and allows each part to be considered separately. It Is 
used to define configured items within the design and to clearly identify 
responsibilities. In this process, the package represents a mapping of design 
constraints; the boundary of the package is used to split the logical parts of the 
design into smaller manageable parts along the divisions dictated by those 
constraints (as represented In Figure 2 ). Constraints may relate to technology, 
physical size, processing throughput, manufacture processes or business 
responsibilities. All are expressed in the same terms within the system design 
cycle. All design elements must be entirely contained within a single package.
If an element requires functionality in two packages the element must be split 
into separate elements that can be placed in the appropriate packages.
The package potentially plays a part in programme management too. The 
boundary of the package, as it defines a configured item, may also define the 
extent of a programme task. Programme progress may then be assessed 
against completed packages.
3.2 Ciass
The class is the primary UML entity used to express design elements whether 
those elements are functional, physical or logical. Class is the key entity in 
UML for encapsulation. They encapsulate both attribute and function of design 
elements. Two primary types of class are used in this process. These may be 
defined as stereotypes and ail others are derived from these classes. These 
classes are:
1 Logical -  encapsulating the attributes and functions of part of a design
that will ultimately be realised by a combination of physical and 
functional classes. The logical class is the first type of class to be 
identified in a system design and if in any doubt about the type of ciass 
required a logical class should be defined. The fundamental premise of 
this process is that the logical view of system should be preserved as 
long as possible through the design cycle. In the abstract design, 
logical classes can be used in any place that other type of class are 
used. It is only when defining specific implementation that other class 
types are necessary.
In the final design logical classes should have no attributes or 
operations that are not derived from other (parent) classes since the
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detail of a design will be contained in the implementation classes that 
contribute to the service, capability or structure. The logical class must 
therefore inherit the capabilities of these other classes. In the earlier 
stages of design, however, before partitioning is complete, the logical 
class will contain all attributes and operations that will later be allocated 
to other classes.
The logical ciass does, however, provide an important design entity that 
will accumulate derived parameters and attributes that may contribute 
to the design. These derived parameters may include the following:
• Construction cost
• Material cost
• Development cost
• Reliability
• Availability
The logical class may also capture the manufacturing or integration 
aspects of the design -  the processes necessary to combine the 
physical and functional classes that contribute to the overall capability.
2 Implementation -  encapsulating deployed elements of the design.
These classes may represent mechanical components, printed circuit 
components, software, firmware and processors. Since this process 
must be capable of considering all aspects of design including software, 
the processor it runs on and the box it is contained in, to the same level 
of detail, it uses the same constructs for all aspects of design. Through 
the development and partitioning of the design, the implementation 
classes will be defined and their attributes and operations will be 
allocated from those captured in the logical classes. As these 
implementation classes develop those that undertake the functional 
aspects of the system will tend to contain more operations than 
attributes and those that undertake the physical aspects will tend to 
contain more attributes that operations.
3.3 Decision Support Environments
Systems engineering is fundamentally about making informed decisions about 
how a system should be designed and there are many techniques in common 
use that can provide considerable help in making these decisions. Capturing 
the system within an UML environment can further help in the application of 
these techniques. The following is a small example of the sort of techniques 
that may be applied, this document does not offer any assistance in their use.
3.3.1 matrices
This technique can usefully identify system level capabilities that are naturally 
grouped together. In turn this can be used to define logical and physical 
partitioning within the system and therefore determine which classes should be 
allocated to which packages.
3.3.2 KepnoeTregoe
This is a proprietary technique for accumulating system metrics preserving an 
objective assessment basis. These metrics may be supported by using ‘tag’ 
values associated with UML elements that can be contribute to the
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assessment. The use of UML allows the assessment to be largely divorced 
from the design process and thereby further supports the objective nature of 
the assessment.
3.3.3 TRIZ
TRIS is a technique for identifying and resolving conflicting requirements within 
a design that is based on the analysis of many thousands of successful 
products in the past. Again, the use of the UML to describe the system in 
abstract terms can make the application of this technique more straightforward.
4. UML Process
4.1 System/Subsystem overview
The starting point of the system process must, by definition, be the ‘system’. In 
this process, a system or sub-system is defined as a self-contained element of 
logical and structural information. It will define a clear unambiguous boundary 
that relates with other systems through clear externally recognisable interfaces. 
It must be capable of being viewed through those interfaces as a single 
functional, physical and logical entity with defined and finite states and defined 
event responses. In order to represent these features unambiguously using 
the UML, a system will be represented as a single package containing a single 
class both having the same name -  the name of the system.
The package element defines the structural boundary of the system and the 
ciass element defines the logical boundary. In general, functional constraints 
or requirements are then associated with the ciass and physical constraints or 
requirements associated with the package. It is the progressive decomposition 
of the System Class and System Package that constitutes the system 
engineering process, the ultimate output of which will be either a refined set of 
sub-systems defined by the same techniques and consisting of one-to-one 
class-package entities, or components consisting of a group of implementation 
classes that can be implemented by specific design techniques to realise 
practical hardware or software. Once a level of partitioning has been 
completed all the attributes and operations of the system will be allocated to 
the Implementation classes or sub-systems.
The process is presented as a sequence of steps that progress towards a 
possible solution. The partitioning process may be reapplied several times 
based on the same requirements to produce an aiternative architecture. In 
practical design activities, iteration is inevitable and it may be necessary to 
revisit earlier stages of development to identify actors, constraints or other 
features that become apparent as the design progresses.
The UML is fundamentally a graphical language and the diagrammatic 
representation undoubtedly contributes significantly to the understanding of 
systems. Nonetheless, the underlying operation of a system, its requirements, 
attributes, operations and interfaces must be adequately described in words for 
the diagrams or model to have any true meaning that can be implemented. All 
tools support description of all elements of the model and it is important that 
these textual descriptions are completed. Furthermore the tools provide 
automatic checking of these aspects of the model to ensure complete 
coverage.
Providing detailed coverage of a system design will inevitably involve a number 
of engineering disciplines. It is essential therefore that ail relevant disciplines
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be involved from the outset, particularly in the capture of business and non­
functional requirements.
Recursive 
application 
for Sub 
System 
Descriptions
Technology
Constraints
Physical
Architecture
Preliminary
Design
Detail
Design
Component
Description
Figure 2 The design process using the UML
This process has been defined to support the following simplifications that 
should make the process acceptable and useable by all engineers:
1. Simple rules and guides are defined to help in decision making.
2. Common techniques are used for all disciplines and all views of the 
system.
3. Unambiguous divisions are defined between descriptive elements and 
views.
4. Functional and non-functional requirements are treated in the same way.
4.2 When to Stop
One of the difficulties of this type of design process is knowing how far the 
design effort should be taken using these techniques. In developing a class 
description of a system it is not suggested that the design should be developed 
to the point of defining each component (resistor or transistor), this may be 
possible but is impractical. The level of development will depend on the 
technology envisaged for implementation. For software, where these 
techniques are already common place the techniques can be applied to the 
point where much of the code may be automatically generated. As tools 
develop, this approach may also be possible of ASIC (Application Specific 
Integrated Circuit) or FPGA (Field Programmable Gate Array) design where 
VHDL may also be automatically generated. For physical design features this 
is some way in the future, however, it must be remembered that almost without 
exception, design tools for circuit design, mechanical design etc. are object 
oriented at their core and the mapping of system design concepts to elements 
in the physical design tools should be possible. As a guide, it should only be 
necessary to identify sub-system packages to the board level. Only if the detail
Appendix A 118
The Application of Entropy in Optimising Systems K. Howard
of the implementation of the board has a direct bearing at the system level is it 
necessary to define detail (say number of processors) any further.
Of more importance at the system level is the identification of interfaces to sub­
system packages. At the system level these interfaces may be complex and 
may themselves be described by a class hierarchy. In order to ensure the full 
interface description is referenced the class interface (or association) is 
dependent on the interface description.
These concepts should be clearer through the examples in the remainder of 
this document.
4.3 Configuration Management
Material captured In this process should be configured prior to each of the 
review stages remembering that the configuration may require updating as a 
result of that review. In more complex programmes additional configuration 
may also be appropriate, particularly if minor or peer reviews are to be 
undertaken.
The process may be applied hierarchically and recursively resulting in sub­
system evolution that contributes to the configuration of the overall system 
development. It may therefore be necessary to impose additional configuration 
constraints from the system level down and from the sub-system level across 
(to other sub-systems) In order that system level reviews can be undertaken 
with a known, if incomplete development of some aspects.
4.4 Example
For the purposes of illustration, we will progressively develop the description of 
a generic radar. In order to demonstrate both the underlying principles of the 
process and the flexibility In approach the example will be developed to 
different levels of detail in various areas.
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Munition
Sensor
Guidance
AeroControls
Figure 3 Example Radar Logical view
The high level logical view of the radar is shown in Figure 3. The derivation of 
this view will become clear through the following sections.
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4.5 Process Summary
This table summarises the specific steps of the critical first steps of the process 
as they relate to capturing system design with UML. The following sections 
offer detail of each step.
SysEM Ref Activity Notes
P01
Formalisation 
of system 
requirements
Define highest level system as a single 
logical class within a package.
Defines the logical and 
physical boundary of the 
system.
Identify stakeholders and external systems as 
Actors.
Identify capabilities, aspiration and functions 
of the system as Use Cases.
Do not refer to Actors!
Relate Use Cases and Actors together to 
form system level Use Case diagram and 
context.
This can identify additional or 
sub-use cases.
Elaborate Use Cases with sequence or 
collaboration diagrams. Include alternative 
scenarios in significant detail identifying steps 
in the delivering the specific use case.
This process will populate the 
system logical class with the 
system capabilities.
P02 Allocate 
of
requirements
Identify any ‘unavoidable’ entities needed to 
deliver the capabilities identified in the 
system logical ciass.
Analyse ‘words’ In the 
capabilities or apply a priori 
understanding.
Relate (inherit) logical class to sub classes 
and allocate the capabilities of the system 
logical class to these new classes.
Partitioning is complete when 
ALL system capabilities are 
allocated to sub classes.
Define states for entities and their 
relationships. Identify key events and 
constraints that relate to state transitions.
Events can link capabilities to 
state information.
P03
Formalisation 
of component 
requirements
Group classes into packages based on 
physical constraints.
Classes may need further 
partitioning.
Group classes into packages based on 
business constraints.
Group classes into packages based on 
technology constraints.
Hardware and software must 
be packaged separately.
Identify alternative packages compatible with 
all the above partitions.
Analyse and select the optimum architecture 
for the system.
Decision support aids should 
be applied.
Elaborate package and class interfaces and 
attributes.
This should identify 
components and sub­
systems.
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5. Requirement Capture -  SysEM P01 
Formalisation of System Requirements
Requirement capture is the first step in any systems engineering process. This 
process applies a single technique to all aspects of requirement capture. It is 
important to recognise that the process covers the entire life cycle of the 
system being considered from inception to decommissioning. In order to 
adequately capture and trace all types of requirement effectively, the 
processes that go towards the creation, commissioning, operating and disposal 
of the system must also be considered as requirements of the system. It will 
be clear from the example that many apparently non-functional requirements of 
the system are treated in the same way as more obvious functional 
requirements. In the same way that the requirement capture includes 
interactions with other disciplines, e.g. production engineering, maintenance 
engineering etc..
Functional requirements relate to the ability of a system to provide capability, 
function and its performance in delivering those capabilities. Non-functional 
requirements relate to such things as colour, size, mass, power consumption 
etc.
Both classes of requirement are captured in this process by very similar 
means. The application of the techniques, however, may be a subject for 
specific tasks or contracts. Pure research or investigation may not require the 
full capture of the non-functional requirements if these requirements are by 
their nature limited or irrelevant. Business constraints may likewise have little 
bearing on such developments. Quality planning should identify the detailed 
application of this process at the outset.
The process of requirements capture is considered in two parts within SysEM:
P01-1 Consolidate the operational needs -  in the UML this is addressed in the 
generation of the primary use case diagrams and includes the capture 
of system stakeholders (actors) and their needs (use cases)
P01-2 Formulate and consolidate the system capabilities -  in the UML this
stage is addressed by the development sequence diagrams associated 
with each use case.
Requirements capture may be considered complete when all user 
requirements and business requirements have been satisfied and can be 
traced into the UML model.
5.1 identify Actors
Actors are used to represent all external systems, people, components or 
environmental elements that have a stake in the behaviour, performance, 
design, manufacture, operation, maintenance or decommissioning of the 
system. Actors relating to the functional requirements of a system are 
generally relatively easy to identify but for this process to be effective it is 
important to identify those actors relating to non-functional aspects of the 
system such as manufacture, maintenance, testing etc. Often the stake these 
actors have on a system is overlaid on the core design. This process aims to 
ensure that their requirements are appropriately consider from the outset and 
that the model of the system described by UML provides specialist engineers 
in these important areas with the necessary support for their task.
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5.2 Identify Use Cases
Use cases identify specific uses of the system. Each use case should be 
considered in three parts:
1. Beginning -  an event or circumstance that initiates the use, operation, or 
activity.
2. Middle -  the activity, operation or behaviour that the system performs in 
addressing the use.
3. End -  the outcome of the use, deliverable or event that results from the 
use.
Uses relating to functional behaviour are readily identified but those relating to 
non-functional attributes are perhaps less obvious. Colour, reliability, 
maintainability, mass are ail-important aspects of the system design. Some 
examples that may help in eliciting this type of use case:
• Colour is implemented in production by the application of paint. The ‘use- 
case’ is initiated when the product, or at least the relevant parts of it, reach 
the appropriate point in production. The activity of painting the product 
forms the middle part of the use case and may be expressed in several 
stages or coats. The output from the use is the painted parts of the 
product.
• The performance of maintenance of the structure of the system will have a 
bearing on the time needed to perform maintenance activities. The ‘use 
case’ may be initiated by system or component faiiure, or by scheduled 
maintenance requirement. The maintenance activity describes the specific 
use case and a repaired or services product represents the output from the 
use case. ARM (Available, Reliability and Maintainability) requirements can 
then be associated with the frequency at which maintenance is needed and 
these can then be traced to the specific reliability of components making up 
the system.
• Mass must be realised as a constraint on the system as a whole as 
implemented by the design engineer. Ensuring mass, and many other 
such attributes of the system, is the role of the design engineer. In order to 
realise this factor the design engineer must be recognised as having a 
stake in the performance and behaviour of the system.
This stage of the process must include consideration of business requirements 
as well as those of the user. It may be appropriate to identify a design that can 
use specific machining techniques available within the business group. This 
may lead to constraints on the physical size or mass of component parts for 
the system. There may be floor load limits that must be considered by the 
design engineer, or the size of loading bay. Neglecting these aspects of the 
design not only have a cost impact on the delivered product but can also cause 
considerable embarrassment. Many of these business requirements can be 
captured outside the context of a particular programme and applied as part of a 
‘starting template’ of use cases and may be pre-associated with relevant parts 
of a DOORS data base of module. Furthermore, this class of use case will 
often apply across a system and the same use cases may be applied to sub­
systems and components without further effort in capturing.
Use cases form an important part of the initial stages of the process and are 
the starting point for the design process and the link to system level
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requirements. If DOORS is used for requirements management then the use
cases described for the system should completely address all the requirements
defined in the DOORS data base. Indeed it is likely that the use cases 
identified will go far beyond any user requirements stated at the outset. At 
completion of the requirements capture the DOORS data base should be 
updated and expanded with the output from this stage of the process.
5.3 Use case Diagrams
structuring use cases and actors further supports requirements capture. Apart 
from the obvious of mechanism of grouping like use cases together, the use 
case diagram allows use cases to be associated In more explicit and logically 
meaningful ways. The following associations are commonly used:
1 Extends (or inherits)
2 Includes (or uses)
These two relationships are normally all that are needed in expressing 
relationships between uses. Other relationships may be developed and can be 
defined as new templates.
Extending a use case provides the use case with additional facilities or 
capabilities. It makes a basic use case bigger and better. The minor use case 
may not even find a direct use and is only used as part of the larger use case.
An included use case may be considered a chapter of the larger use case. 
Clearly a use case may include many chapters. This is a useful means of 
partitioning a use case into more manageable parts.
Grouping similar use cases together may begin to identify the structure of the 
system. This may be based on common verbs or nouns found in the use case 
descriptions. An example of one grouping of use cases is shown in Figure 4.
5.4 Eiaboration of Use cases
Having Identified use cases and related them to each other it is necessary to 
elaborate the use cases in terms of a sequence of events, or sequence 
diagrams. Sequence diagrams consist of time ordered messages and events 
that describe how a use case will be realised. At the highest level of use case 
description the bulk of the messages and events will inevitably flow between 
the external actors and ‘the system’. However, the process of elaboration will 
often shed light on the logical partitioning of the system and is likely to identify 
some of the initial partitioning. The process may also identify new actors, 
particularly those relating to environmental elements, that have a significant 
bearing on the operation and behaviour of the system. An example of such a 
sequence diagram is shown in Figure 5.
One of the more powerful uses of sequence diagrams to elaborate use cases 
is the development of alternative scenarios. Each Use Case may follow a 
different sequence depending on the system state, conditions or events that 
occur during the sequence. A number of sequence diagrams can be 
associated with a single use case each describing the operation of the use 
case under differing conditions.
Appendix A 124
The Application of Entropy in Optimising Systems K. Howard
Indude
□peralo*
include
Figure 4 Use Case Example
Tarael Search
|Descripliôn|
Frame start 
Start scan process 
Dwell loop
Set Radar Mode 
Pulse processing 
Target signature 
Environment signture 
Process Range Doppler 
Measure environment 
Measure targets 
Report 
End Iteration
slart search H
1 Tar lelSignature '1^
Environman signture
y '  Dwell Report
elMode
rocess pulses
!tr|cienerate Range Doppler 
4_jMeasure environment 
Measure targets
Figure 5 Example sequence diagram
In defining the sequences of a use case in this way several additional features
of the system operation may be revealed:
1. In order to satisfy the logical flow of information across the system it may 
be necessary, or at least advantageous, to partition the primary logical 
elements further. In defining the sequence above, the logical element of 
‘sensor system’ has been divided to identify the need for a variety of sensor 
technologies that might address the problem.
2. The flow of a sequence may identify aiternative routes of process flow that 
achieve similar objectives to the initial use case but covering different 
circumstances. In identifying the partitioning of the sensor suite in the 
above example it becomes clear that the detect mines use case consists of 
several alternative scenarios that can be « in c lu d e d »  in the overarching 
use case.
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3. Defining the flow of activity in this way begins to define the operations that 
each logical element must address and the events that trigger them. The 
verbs and nouns that this generates may also identify necessary logical 
partitioning divisions within the element.
The process of defining sequences can considerably help in elaborating the 
overall system design. In addition, the definition of the sequence flow can also 
be used to trace constraints on system behaviour. In particular, time 
constraints can be most appropriately defined on a sequence diagram.
In capturing requirements the classes appearing on the sequence diagram 
should be constrained to logical entitles. There is always a tendency to start to 
define physical entities because 'that's how its always been done'. One of the 
underlying principles of this process to ensure that decisions about 
implementation are deferred to the latest point in design. In the first instance 
this will be the single logical class representing the initial System logical 
boundary.
5.5 Continuous Fiow Anaiysis
One of the more taxing aspects to analysis is the problem of modelling 
continuous flow processes. This section explains some of the more usual 
means of capturing such processing.
There are two classes of continuous processes:
1 True analogue processes that continually adjust or control system 
parameters in response to analogue parameters of the environment.
2  Quantised systems that use time discrete samples of environmental 
variables to control system operation.
It is assumed in this approach that the sensor is part of the system under 
analysis in which case the environment is an actor outside the system.
Parameterised events from the environment actor to the sensor system are 
defined carrying the sensed parameter of the environment in the form gathered 
by the sensor. That is if the sensor consists of a video camera the sensed 
parameter the environment scene at video frame rate. An analogue signal 
would be specified appropriately as ‘control voltage’ or ‘air speed’.
In modelling analogue continuous flow with a use case the associated 
sequence diagram should capture a single loop around the control or 
measurement process. The input or environmental property to be measured 
should be represented by a parameterised event from a actor representing the 
environment or external system.
5.5 Configuration
Within this system process the requirements captured represent the elements 
of the system design most open to reuse, particularly in the generation of 
alternative concept designs. This is particularly pertinent when derived 
requirements are generated through the elaboration process. It is important 
therefore that the requirements captured at this point are mapped to or 
incorporated with those in the requirements management environment.
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6 Concept Design -  SysEM P02 Allocation of 
Requirements
The process of requirements capture may have identified some of the key 
logical elements of the system. The logical elements have no relation to the 
underlying technology, they must represent elements of the system that are 
logically unavoidable in delivering system capability. By divorcing the logical 
design from the physical or technological implications the logical design has a 
life beyond any changes in the implementation decisions. This allows the 
conceptual view to be reused and protects the logical design from 
obsolescence.
SysEM P02 identifies two parts to this process:
P02-1 Proceed with functional design -  in the UML this is addressed by the 
development of the logical view of the system.
P02-2 Proceed with physical design -  in the UML this is addressed by the 
initial partitioning of the system.
6.1 Logical View
In order to implement the physical design the logical design should be 
partitioned further than the immediate, primary elements. For instance, an 
antenna might be partitioning in the logical functions of ‘receive’ and ‘transmit’ 
even though these may normally be implemented in a single physical element.
Further partitioning will be required when the physical, technological or 
business constraints are applied as part of the detailed design.
An example of a initial logical view of an IFF (Interrogate Friend or Foe) system 
is shown in Figure 6 . The logical view of a system is defined entirely with 
classes within a ciass diagrams.
In describing logical elements of the system the following guides should be 
adhered to:
1. All elements should comply with the basic premise of objects:
a) Encapsulation of function and attribute.
b) Highly cohesive internal associations.
c) Simple externalised interfaces with low coupling to other parts of the 
system.
2. Elements should neither define nor depend upon specific technology.
3. Elements should isolate the core logical feature needed to address the 
system requirements and no more.
4. Logical design addresses the functional system requirements only.
Initial partitioning of the system logical view should identify the key elements 
required to address the primary functional requirements of the system.
It is inevitable that the design evolution will be iterative. The logical view may 
be developed as the detailed design evolves and higher-level elements of the 
system are divided to address specific requirements of the system.
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Figure 6 Logical View Example
The output of the logical design process will form the initial or concept design.
In defining the logical structure of the system the functional requirements 
identified in the use cases can be allocated to logical elements of the system. 
At this stage the requirements should be exported to the requirements 
management environment to ensure traceability.
6.2 Initial partitioning
The process of defining a realisable structure on the logical view of the system 
is based on the application of constraints from various sources. Constraints at 
this level may derive from the following:
• Business -  limitation placed on the system implementation as result of 
business operations. These may relate to existing product base, 
production capability, supplier agreements, investment limitations etc.
• Technology -  the requirement may be based on the use of particular 
COTS, existing design or particular new technology.
• Cost -  customers ability to pay may limit the options for implementation.
• External interfaces -  installation and interactions with external factors (the 
actors and their interfaces) may define the initial structural partitioning.
Applying these constraints may require dividing the logical entities in order that 
parts of them may be implemented by defined hardware or in different 
locations. A common example is the use of existing processing equipment that 
may constrain the implementation of particular logical entities. In that case the 
physical object (the processing node) and the logical entity can be uniquely 
associated with the 'resides on' relationship and contained within a package.
6.3 System State
state description may be associated with any element of the system 
description either physical or logical. In the UML, state diagrams may be used 
to represent two aspects of system dynamic behaviour:
1 The logical condition of the system element at a given time. Normally 
the concept of state in this case is an abstraction of system conditions 
and may be inferred from the underlying conditions of the system 
operations and attributes.
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2 The description of process flow within a design element that expresses 
the steps to be taken to deliver a particular capability and the decisions 
that must be taken.
These two applications of the same diagram may initially seem to be In conflict 
but logically they relate to a macro or micro description of state respectively. 
The same terms and diagram entities may be applied to both.
It will become clear that the system will reside in a number of clearly defined 
states and these are captured on a state diagram. This view of system 
behaviour is most important in capturing requirement constraints, what the 
system will and will not be capable of doing in various states or modes and at 
different times through its operating life. This view can also be useful in 
capturing such things as MTBF and MTTR requirements by defining a non- 
available state. Exit from that state can them be modelled with maintenance 
sequence diagrams.
Transition between states will be triggered by events or operations, either 
initiated outside the system or as a result of decisions made by the system.
The source of events and the conditions that cause transitions between states 
are all critical in describing system operation. They are particularly relevant to 
safety critical systems.
7. Detailed Design -  SysEM P03 Formalisation 
of Component Requirements
Generation of detailed design is primarily concerned with the specification of 
sub-systems and components to a degree that is adequate to allow a third 
party to fully and unambiguously develop the sub-system or component. 
SysEM defines three parts to this process:
P03-1 Consolidate the End Product Breakdown Structure elements -  in the 
UML this is addressed by the refinement of the physical and functional 
classes needed to deliver the capability identified for the logical class of 
the subsystem.
P03-2 Specify the interfaces of the End Product elements -  in the UML this is 
addressed by the definitions of the operations and attributes of the 
physical and functional classes of the system description.
P03-3 Consolidate the capabilities of each End Product element -  in the UML 
this is addressed by the capture of sub-system description within a 
package to define specific configured items.
7,1 Managing Constraints
The process of detailed design is primarily one of managing constraints in 
detail. Constraints arise from one of several sources including:
1. Non-functional requirements defined by the customer or user.
2. Technology, both in terms of available performance the physical support 
requirements.
3. Availability, reliability and maintainability.
4. Production techniques and facilities.
5. Business constraints such as product policy
6 . EMC/EMI
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7. Cost.
8 . Time.
Constraints are identified and defined by ‘overlaying’ packages onto the logical 
structure. Constraints from each of these sources can be generated 
separately and overlaid on the logical structure to break the logical elements 
into parts that can be implemented within those constraints.
An example of this type of partitioning is shown in Figure 7. In this view the 
logical elements that make up the IR sensors are identified but are allocated to 
the packages defined by the technology constraints. In doing so the design 
identifies the wideband data connection that must cross the boundary of the 
two packages and represents a potential costly and complex burden to the 
system.
IR S ensor package
Control Processing
Figure 7 Example of Detailed design
The diagram also demonstrates the technique for assigning classes to express 
particular interface implementation. The Coaxial class does not belong to 
either package but the interfaces of both are dependent upon the class 
specification and must therefore comply with a single interface description. If 
necessary this interface class can also be elaborated in the same way as other 
system elements to identify separate logical, physical and electrical elements. 
These interface descriptions may be readily reused between systems.
This approach to the detailed systems design process is open to the key 
decisions that the system engineer must consider. Within a UML tool it is 
straightforward to assess different options for implementation and assess 
those options for suitability against other constraint views. Examples of 
alternative implementation of a logical structure are shown in Figure 8  and 
Figure 9. In defining these views it has been necessary to partition the logical 
elements beyond the initial logical structure. In the first view the motion control 
class is logically and implicitly part of the -interrogate Antenna but has been 
separated from that class in order that it can by impiemented by technology
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that is contained in the Baseline Protocol. The second view separates the 
mmW package from the Antenna package and therefore will suffer greater 
losses between the elements. Both of these views preserve the same 
underlying logical structure but define very different impiementations. Features 
of these views indicate the underlying impact of each design decision but both 
are compliant with the highest-level use case analysis. Within a tool these 
views would be elaborated under different configured views of the system or 
under alternative system package views.
BaseWne Protocol
BTID system::LowLevel 
Protocol
Antenna
m mWRF IF
Figure 8 Aiternative detail design 1
Baseline Protocol
BTID  system ::LowLevel
Protoco
AntennaRF F
Figure 9 Aiternative detailed design 2
As the design deveiops it will be necessary to elaborate sequence diagrams 
that define the flow of activity within each class. That is, activity flow within the 
logical classes that appear in the sequence diagrams describing each use 
case must also be described with sequence diagrams. In doing so the 
operations, events some of the attributes of the lower classes will also be 
elaborated.
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Within UML tools this process of partitioning the system will automatically 
populate various aspects of class and package description such as operations, 
events and attributes. These will define relationships between classes and 
packages.
7.2 Interfaces
Relationships between classes all represent an interface of some type. If the 
class is to be impiemented as a separate sub-system then these interfaces wili 
be critical in defining the use cases of that sub-system. There are three means 
of defining the interfaces between classes:
1 Event or operation carrying data. This represents a relatively simple 
interface, common in pure software, where an action causes the class 
to perform a defined task or operation.
2  Messages carried in some intermediate form between ciasses or 
objects that represent more complex interaction. In this case the 
relationship can be expressed as a combination of two elements: the 
association as defined in 1 above and an association class or class 
hierarchy on with the association depends. The association class may 
itself be a complex sub-system describing, for instance the Ethernet 
protocol including the hardware layer.
3 Dependency.
7.3 Identifying Subsystems
One objective of this partitioning is to identify sub-systems. Sub-systems can 
be identified in a number of ways. It should, at this level be possible to 
consider any package as a potential subsystem. There should at this point be 
adequate description of a package to define its requirements in isolation from 
other parts of the system with reference to their interfaces only. The ease with 
which this can be done will depend on the number and complexity of the 
dependencies relating the package in question.
7.4 Identifying components
Each ciass in the logical view must ultimately be implemented as a collection of 
components. As the logical structure is progressively partitioned, classes will 
be populated with more and more information in terms of operations and 
attributes. As a guide, classes should be considered as components when the 
attributes significantly outnumber the operations and events to which the class 
must respond.
7.5 Defining subsystem interfaces and requirements
Interfaces to sub systems will relate to one of the two elements of the sub­
system:
1. Functional interfaces relate to the class description.
2. Non-functional interfaces relate to the package description.
Requirements map in a similar way. The user functional requirements are 
associated with the class part of the sub-system while the non-functional 
requirements relate to the package. Links with the requirements management 
environment (e.g. DOORS) should be completed at this stage and certainly 
before sub-system descriptions are delivered for development.
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The following sections indicate the posslbie 
appilcation of the process beyond the basic design of 
the hardware. These sections will be elaborated In a 
further iteration of the process guide.
8. integration Verification and Validation -  
SysEM P04 -  P06
This process of system definition and description will naturally identify the flow 
of process and information around the system and provides a means of 
identifying test paths through the system. Equally, the physical structure 
provides a means of identifying logical integration paths. The development of 
test and verification pianning must relate to specific components and sub­
systems of the product architecture. The elaboration of test use cases can 
therefore only be undertaken once the product structure has been defined in 
the preceding process steps.
8.1 Deriving test scenarios
Use cases elaborated in support of the test engineer actor are used to support 
test scenarios. Sequence diagrams in support of these use cases define test 
scenarios that mirror specific flows of information around the system.
Interfaces from sub-systems and definitions of the actors from the system can 
be used to define test harnesses and interfaces.
8.2 Deriving integration scenarios
Integration is treated in a simiiar way to testing. Integration engineers are 
identified as actors to the system and the sequences result from the associated 
use cases will describe the flow of work needed to integrate the system or sub­
system.
9. Production -  SysEM P11 -  P13
9.1 Defining buiid scenarios
The production process is derived from the production engineer actor foliowing 
similar process for other non-functional requirements. This class and package 
structure may be refined in response to the requirements of production. It may 
imply additional partitioning of the design structure.
Production flow can be defined using a combination of sequence diagram and 
state diagram relating the construction of the associations defined in the 
product breakdown. This means that the elaboration of build use cases to 
sequence diagrams must be undertaken once the product structure Is defined.
10. Closure and Review SysEM PI 4
10.1 Disposai
Disposal represents a further constraint view of system. It is captured as for 
other non-functional requirements and developed through use cases, 
sequence and state diagrams.
10.2 Re-use
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The logical view of the system has already been identified as reusable. 
However, object oriented design potentially identifies reusable components 
and sub-systems. The processes defined here identify clear interfaces, 
requirements, operations and attributes that aliow reuse of elements with 
minimal rework.
11. Mapping of UML, DOORS and the process
Mapping of requirements to design has been identified within the process at 
key points. These are not rigorously defined and there must be flexibility in the 
capture of design information. In some cases the specific implementation of 
the tool interfaces will define the extent to which information can be exchanged 
between tools. The mechanism for data synchronisation will be largely subject 
to the tools selected. The primary objective of the process is to ensure that 
information is defined once and in one place only. To this end, and depending 
on tool capability it may be appropriate to populate DOORS system 
requirement statements from the Use Case descriptions generated within the 
UML tool. Alternatively, the Use Case descriptions may refer to the DOORS 
description.
The generation of documentation from the various tools is also to some extent 
a matter of choice. The following table may help in identifying the appropriate 
environment for the generation of documentation:
Document DOORS UML
User Requirements V
System Requirements V
Product Requirements V V
Concept Design V
Detailed Design V
Appendix A 134
The Application of Entropy in Optimising Systems K. Howard
Appendix B TRIZ Table of Conflicts
Appendix B 135
1Q.
n î H 9 * 3 6 Weight of moving object
Weight of static object
Length of moving object
Length of static object
Area of moving object
Area of static object
Volume of moving object
Volume of static object
Force
Tension pressure
Stability of object
Strength
Durability of moving object
SO Durability of static object
Temperature
Brightness
Energy spent by moving object
Energy spent by static object
Pow er
Waste of energy
Waste of substance
S- Loss of informationWaste of time
Amount of substance
Reliability
Accuracy of measurement
Accuracy of manufacture
Harmful factors on object
Harmful side effects
Manufacturability
Convenience of use"Jlv &
Repairability
Adaptability
Complexity of device
Complexity of control
Level of automation
Productivity
I I
II
II sEllHi
i l
IS
i lI
Is
The Application of Entropy in Optimising Systems K. R. Howard
Index
‘black box’, 50
‘Creative Problem Solving’, 19 
‘Spiral’ Life cycle, 17 
‘System-on-a-Chip’, 23 
‘V’ life cycle, 17 
Altshuler, 30 
Altshuller, 12
Architectural Frameworks, 36
Architecture Frameworks, 35
Bertaianffy, 14
Boltzmann, 45
Boothroyd and Dewhurst, 12
Carnegie Mellon University, 3
Claude Shannon, 43, 44, 48
Clausius, 12,13,14, 42, 44, 45, 
67, 97
Clustered Hierarchical Network, 
CMMI, 3
Cohesion and Coupling, 51, 74
Copernicus, 12
CRADLE, 28
David Feldman, 49
Design, 51
DFMA, 29
Disposal, 54
DoDAF, 35
DOORS, 28
Eddington, 43
Encapsulation, 37, 38
Entropy, 42, 49
Equifinality, vii, 14
Flexibility, 50
Fractals, 43
Future Proofing, 54
Galileo, 12
47,
85
General Systems Theory, 14
Hausdorff, 47, 58
Infodynamics, 14
Information Entropy, 44, 58, 69
insurance premiums, 43
Interfaces, 16, 59, 71, 74
Isambard Kingdom Brunei, 2
Joseph Whitworth, 35
K. Boulding, 13
Kepner Treagoe, 31
Kolmogorov, 14, 23, 45
Kolmogorov-Chaitin complexity, 14
Leydesdorff, 46
Logical Architecture, 19, 21
Ludwig Boltzmann, 43
Maintenance, 52
Mandelbrot, 45
Manufacture, 51
Mistree, 31
MoDAF, 35
NECSI, 23
Network Behaviour, 81 
Newcomen, 2 
Newton, 12 
Object Orientation, 36 
Obsolescence, 53 
OMG, 27, 32, 75 
Operation, 50
Organisational Failure Diagnosis 
Method, 3
Orientation Entropy, 55, 67
Osborn, 19
Fames, 19
Physical Architecture, 20, 21 
QFD, 29
Index 137
The Application of Entropy in Optimising Systems K. R. Howard
Relationships, 39 
Reliability, 52 
Rene Descartes, 12 
ROPES, 26 
RUP, 26
self-similar processes, 45 
Simple Hierarchical Network, 82 
Sir Alec Issigonis, 2 
Software Defined Radio, 23 
SSADM, 26
Stevens, Brook, Jackson and 
Arnold, 23
Structural Entropy, 45, 58, 67
Sub-Systems, 22
SysML, 27, 32, 35, 48 
system complexity, 13 
System-of-Systems, 22 
Systems Engineering, 5 
Testing, 52
Thermodynamic Entropy, 44 
Thomas Savery, 2 
TRIZ, 12, 30, 32, 70 
UML, 8, 27
Unified Modelling Language, 8 
Viterbi, 43 
Von Newmann, 47 
XML, 27
Index 138
The Application of Entropy in Optimising Systems K. R. Howard
References
[i] The New Oxford Dictionary of English
Clarenden Press, Oxford 1998, 0-19-861263-X
[ii] Al-Hakim L. IT Outsourcing: ‘An Assessment of Relative Failure Factor Complexity’, 
Managing Modern Organisations With Information Technology 2005, pp 687- 690
[iii] Goulielmos M., ‘Outlining Organisational Failure in Information Systems 
Development’
Disaster Prevention and Management, 12(4) pp319-327 2003
[iv] http://sistemmuh.awardsDace.com/mil std499.pdf June 2009
[v] http://www.pdf-search-enaine.com/mil-std-498-pdf.html June 2009
[vi] www.facebook.com June 2009
[vii] www.twitter.com June 2009
[viii] Lehmann H. ‘Directed and diffusive contributions to urban traffic flow patterns’, 
Europhys. Lett. 64 288-294, 2003
[ix] McLeish, D L and Reesor, R M, ‘Risk, Entropy and the Transformation of 
Distributions’,
North American Actuarial Journal, Apr 2003
[x] Voltaire, Dictionnaire Philosophique 1764 
Translated Wolf, New York: Knopf 1924
[xi] Kayton M A, ‘Practitioner’s View of Systems Engineering’,
IEEE Transactions on Aerospace and Electronic Systems Vol 33 No2 (April 1997) 
579-586
[xii] Verma D and Fabrycky, W ‘Systematically Identifying Systems Engineering 
Practices and Methods’,
IEEE Transactions on Aerospace and Electronic Systems Vol 33 No2 (April 1997) 
587-595
[xiii] Wasson C.S, System Analysis, Design, and Development 
Wiley 2005 0-471-39333-9
[xiv] Stevens R., Brooks P. Jackson K and Arnold S. Systems Engineering coping with 
complexity,
Prentice Hall 1998 0-1309-5085-8
[xv] Hoffer J. George J. and Valacich J. Modern Systems Analysis and Design, 
Addison-Wesley 1999 0-2015-2610-7
[xvi] Hitchins Prof D.K. ‘Systems Engineering and Defence Procurement’
Engineering Management Journal \/o\ 9 No 6 283-289, Dec 1999
[xvii] Howard K.R, ‘The Unified Modelling Language -  A Challenge for Systems 
Engineering’
INCOSE Autumn Symposium November 2000
[xviii] Howard K.R, A Process Guide For Systems Engineering Using the UML,
Thales Ref TRT/02-8079 Iss 1.5 June 2004
[xix] Boothroyd G, Knight W, Dewhurst P, Product Design for Manufacture and 
Assembly
Marcel Dekker 2001 0-8247-0584-X
[xx] Altshuller G, Creativity as an Exact Science
Trans. Williams A. Gordon and Breach Science Publishers 1984
References 139
The Application of Entropy in Optimising Systems K. R. Howard
[xxi] Boulding K, General Systems Theory -  the skeleton science, 
fJlanagement Science 1956 Vol 2 pp 197-208
[xxii] von Bertalanffy L, ‘An outline of General System Theory’
British Journal for the Philosophy of Science 1950 1:129-164
[xxiii] Ragsdell G, Wilby, J (Editors), Understanding Complexity 
Plenum 2001 0-306-46586-8
[xxiv] Shannon C., A Mathematical Theory of Communication’
Bell System Technical Journal Vol 27 pp379-423, 623-656, 1948
[xxv] Whidborne J, M^kernan J, ‘Kolmogorov-Chaitin Complexity of Digital Controller 
Implementations’
International Journal of Automation and Computing Vol 3 No. 3 July 2006 pp 314- 
322
[xxvi] Kuhn, A., The Logic of Social Systems.
Jossey-Bass 1974 0875892213
[xxvii] Boehm B, ‘A Spiral Model of Software Development and Enhancement’,IEEE Computer, 21 (5):61-72, May 1988
[xxviii] Osborn, A F, Your Creative Power 
Pub. Read Books 2007 1406777552
[xxix] Parnes, S J, Harding, H F, A Source Book for Creative Thinking,
Charles Scribner’s Sons 1962 BOOOVIRKZO
[xxx] Leik, M, Deeks, D, Systems Analysis Techniques,
Prentice-Hall 1997 0-13-857764-1
[xxxi] Software Define Radio Forum -  Defining Interoperable Specifications for Radio 
Waveforms
http://www.sdrforum.ora/ (Feb 2009)
[xxxii] Gonczi R., Froeschle Ch., Froeschle Ch. ‘Kolmogorov entropy as a measure of 
disorder in some non-integrable Hamiltonian systems’.
Journal of Celestial Mechanics and Dynamical Astronomy Vol 34 No. 1-4 Sept 1984 
ppl 17-124
[xxxiii] New England Complex Systems Institute 
http://www.necsi.edu/necsi/ (Feb 2009)
[xxxiv] A KAO, Y. QFD: Integrating customer requirements into the product design 
Productivity Press, USA, 1990
[xxxv] Bouchereau, V. Quality function deployment: the unused tool’
Engineering Management Journal Vol 10 No 1 Feb 2000 45-52
[xxxvi] Lowe, A., Ridgway, K.,’UK user’s guide to quality function deployment’ 
Engineering Management Journal \/o\ 10 No 3 June 2000 147-155
[xxxvii] Design for Manufacture and Assembly at www.dfma.com (Jan 2009)
[xxxviii] Kepner-Tregoe decision making at www.kepner-treaoe.com (Jan 2009)
[xxxix] Mistree F, et al Learning How to Design A Minds on. Hands on. Decision Based 
Approach
Course documentation -  web publication (Oct 2007)
[xl] Oliver, D.W. Engineering of Complex Systems with Models
IEEE Trans on Aerospace and Electronic Systems Vol 33 No 2 April 1997 pp 667- 
685
[xli] Booch G, Rumbaugh, J and Jacobson, I The Unified Modelling Language User 
Guide
References 140
The Application of Entropy in Optimising Systems K. R. Howard
Addison-Wesley 1999
xlii] Muller, P-A Instant Uf\/IL
Wrox Press 1997 1-8610-0087-1
xliii] Fowler M. UML Distilled A brief guide to the Standard Modelling Language 
Addison-Wesley 2000 0-2016-5783-X
xliv] www.teleloaix.com
xlv] www.mathworks.com
xivi] Moore A. Moving the UML into the design mainstream parti 
Electronics Engineering, February 2001 28-33
xlvii] Beckworth T. Using UML in the Development of DO real-time systems part 2 
Electronics Engineering, March 2001 39-44
xlviii] Larman, C, Applying the UML and Patterns 
Prentice-Hall, 1997, 0-13-748880-7
xlix] Holt,J, UML for Systems Engineering -  watching the Wheels,
The Institute of Electrical Engineers, 2001 085296 105 7
I] Whitworth, J, Miscellaneous Papers on Mechanical Subjects
Longman 1858, pp21-36 Read at the Institute of Civil Engineers 1841
Ii] Martin, O Object-Oriented Methods: Pragmatic Considerations 
Prentice Hall 1996 0-1363-0864-3
Iii] Graham, I, Object-Oriented Methods 
Addison-Wesley 1995 0-2016-3361-2
liii] Eddington, A. S. The Nature of the Physical World,
Macmillan: New York, 1928, p 74.
liv] Briggs J. Peat F.D, Turbulent Mirror 
Harper Perennial 1987 0-06-091696-6
Iv] McLeish D L and Reesor, M, Distortion Risk Measures: Coherence and Stochastic 
Dominance.
Working paper presented to 2000 AFIR Colloquium, Tromso, Norway.
Ivi] Meagher, P, ‘Calculating Entropy for Data Miners’,
24‘  ^March 2005 http://www.onlamp.eom/pub/a/php/2005/01/06/entropy.html (Jan 
2009)
I vii] Tang, H & Lu, J, A Hybrid Algorithm Combined Genetic Algorithm with Information 
Entropy for Data Mining
2007, Second IEEE Conference on Industrial Electronics and Applications pp 753- 
757
Iviii] Leydesdorff, L ‘The Production of Probabilistic Entropy in Structure/Action 
Contingency Relations,’
The Journal of Social and Evolutionary Systems 1995
lix] Darooneh, A.H. Non-Life Insurance Pricing: Multi-Agent Model’,
European Physical Journal B 42, 119-122 (2004)
Ix] Feldman, D, A Brief Introduction to Information Theory, Excess Entropy and 
Computational Mechanics.
College of Atlanta, April 1998 (revised 2002), http://hornacek.coa.edu/dave/ (Jan 
2009)
[Ixi] Zhang, N & Brodersen, R W. ‘The Cost of Flexibility in Systems on a Chip Design 
for Signal Processing Applications’.
Berkley Wireless Research Center, University of California
References 141
The Application of Entropy in Optimising Systems K. R. Howard
http://inst.eecs.berkeley.edu/~n225c/sp08/arch_design.doc (Jan 2009)
[Ixii] Hause, M & Thom, F ‘Creating Fiexibie Architectures for Systems Engineering’ 
INCOSE Symposium 2004, Touiouse.
[Ixiii] Hitz M, Montazeri B: ‘Measuring Coupling and Cohesion in Object-Oriented 
Systems’
Institut für Angewandte Informatik und Systemanalyse, University of Vienna 
http://www.isys.uni-klu.ac.at/PDF/1995-0043-MHBM.pdf (Jan 2009)
[ixiv] Capability Maturity Model® Integrated -  Carnegie Melion University 
http://www.sei.cmu.edu/cmmi/general/index.html (Jan 2009)
[Ixv] ISO/I EC 15288:2008
http://www.15288.com/ (Jan 2009)
[ixvi] Miiitary Handbook 217(F) 1991
http://snebulos.mit.edu/projects/reference/MIL-STD/MiL-HDBK-217F-Notice2.pdf 
(Jan 2009)
[ixvii] Yourdon E & Constantine L, Structured Design: Fundamentals of a Discipline of 
Computer Program and System Design 
Prentice-Hall, 1979 0-13-854471-9
[Ixviii] Booch G, Jacobson I, Rumbaugh J, Using UML, Software Engineering with 
Objects and Components 
Addison-Wesley 1999 0-201-64860-1
[Ixix] Vinoski S, Old Measures for New Services’
IEEE Internet Computing, Nov/Dec 2005 pp72-74
[Ixx] Teig, 0, ‘High Cohesion and Low Coupling: the Office Mapping Factor’ 
Communicating Process Architectures 2007 pp 313-322
[Ixxi] Heyiighen F, ‘The Science of Seif-Organization and Adaptivity’ 
http://pespmc1 .vub.ac.be/Papers/EOLSS-Self-Organiz.pdf (July 2008)
[Ixxii] Allen E B, Khoshoftaar T M, ‘Measuring Coupling and Cohesion: An Information- 
Theory Approach’
Proceedings of the Software Metrics Symposium 1999 pp 119-127
[ixxiii] Thomasden, T. Clausen J ‘Hierarchical Network Design Using Simuiated 
Annealing’
http://www.optimization-oniine.Org/DB_FiLE/2002/10/545.pdf (Feb 2009)
[ixxiv] Heibing D, Ammoser H, Kuhnert C ‘Information Fiows in Hierarchical Neworks 
and the capability of the organisations to successfuily respond to faiiures, crises 
and disasters’
Physica A Statistical Mechanics and its Application (2008) Voi 363 iss 1 2006 PP 
141-150
[Ixxv] Uricanu, V.i. and Duits, M.H.G. and Meliema, J. ‘Hierarchical Networks of Casein 
Proteins: An Elasticity Study Based on Atomic Force Microscopy’Langmuir {2004), 20 (12) pp. 5079-5090 iSSN 0743-7463
[Ixxvi] Almendral J.A., Lopez L, Sanjuan M.A.F ‘Information flow in Generalized 
Hierarchical Networks’
Physica A Statistical Mechanics and its Application Vol 324 (2003) iss 1-2 pp 424- 
429
[Ixxvii] Ravasz E, Barabasi A-L. ‘Hierarchical organization in complex networks’ 
Physical Review E 67, 026112 (2003)
References 142
