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Introduction
The role of the housing market in everyday life is difficult to overestimate. Housing rents and prices directly affect the standard of living of every person. In Germany, the housing wealth (6.3 trillions euros at the end of 2012) accounts for more than a half of wealth of private households (about 12.3 trillions euros), see SVR (2013) .
It is well known that speculative price bubbles on real-estate markets are likely to trigger financial crises, which can, in turn, spillover to the real economy causing deep recessions with detrimental consequences for production and employment.
Since the end of 2010, after more than a decade of falling real housing prices, strong rent and especially price increases have been observed in Germany. This raised doubts and fears in German society. On the one hand, it is feared that Germany can follow the path of Spain, Ireland, and other bubble countries that ended with a severe economic crisis 1 . On the other hand, the tenants that constitute a majority of German population are afraid of substantial rent increases that will erode their welfare. The tenants' discontent takes a form of massive protests and manifestations endangering political stability in the country. For this reason one of the major issues debated during the 2013 Bundestag elections and included in the coalition treaty of the two leading German parties CDU/CSU and SPD, which form the 2013 government led by Angela Merkel, was the housing policy 2 . Therefore, it is very important to be able to predict the dynamics of home rents and prices in the nearest future.
There are very few studies on forecasting housing prices in Germany. an de Meulen et al. (2011) forecast German real estate prices for four different market segments (both new and existing houses and apartments) using AutoRegressive Distributed Lag (ARDL) and Vector AutoreRressive (VAR) models, that draw upon the information contained in 26 potentially relevant economic and financial variables potentially useful for prediction of the real-estate market, namely: consumer confidence indicators of the European Commission, business confidence indicators of the Ifo institute, and such macroeconomic indicators as consumer prices, stock exchange index, mortgage interest rate as well as new orders and building permits in construction. an de Meulen et al. (2011) also investigate whether pooling models by means of several forecast combination approaches is beneficial for predicting the real-estate market indices. Their study is based on monthly data provided by the 1 leading German Internet platform for real-estate announcements http://www.immobilienscout24.de, dating back to 2007. The benchmark is a simple AR model. The authors find that ARDL and VAR forecasts singlehandedly can hardly improve upon the accuracy of AR forecasts, but find some substantial improvements when weighing the forecasts with the forecast errors of previous periods, especially for the existing houses segment. Kholodilin and Mense (2012) use a panel-data model with spatial effects to forecast the monthly growth rates of the prices and rents for flats in 26 largest German cities. A big shortcoming of their approach is that their forecasts are based only on the past growth in the city and in the neighboring city and ignore other indicators that could contain useful informations about the future price and rent dynamics.
In this paper, we intend to fill this gap and to use alternative predictors in forecasting housing prices and rents. In particular, we examine the forecasting performance of macroeconomic variables, consumer confidence as well as business confidence indicators. The latter variables, unlike all other, are available not just at the national level but also regionally. The regional business confidence indicators are produced by the local chambers of commerce and industry (CCI) for the whole economy of a region and for its separate branches, such as industry, construction, services, etc. A priori, one would expect that namely regional indicators should be more informative about regional price dynamics rather than national indicators based on aggregated nationwide information. Despite their potential usefulness, these indicators are neglected in the literature. To the best of our knowledge, the only paper that takes advantage of the CCI indices for forecasting purposes is that of Wenzel (2013) , who uses regional business confidence indicators to forecast economic growth of German Bundesländer. Such a neglect of these data for economic analysis and research can be explained by a formidable task of decentralized collection them from various institutions, for example. The paper has the following structure. Section 2 describes the data used in the paper. Section 3 introduces forecasting models and compares their out-of-sample forecast accuracy. Finally, section 4 concludes.
Data
This study forecasts four real-estate variables: square-meter prices and rents for the existing (secondary market) and newly built (primary market) housing. The data were provided by a Berlin-based research institute, empirica, 3 that computes the quarterly housing price/rent indices starting from the 1st quarter of 2004. Both prices and rents were calculated using hedonic approach. The prices refer to the owner-occupied apartments in the condominiums with total area of 100-150 m 2 , whereas the rents refer to the rental apartments with total area of 60-80 m 2 . Our data set includes prices and rents in 71 large German cities from 2004q1 through 2013q3.
Thus, the dimensions of our dataset are N = 71 and T = 39. Figures 1 and 2 show the dynamics of the housing prices and rents at secondary market, respectively. Due to a high correlation between the primary and secondary market variables and in order to save space the graphs of prices and rents at primary markets are not reported.
The set of potential predictors comprises both macroeconomic variables (15 variables) and confidence indices (100 variables). The macroeconomic variables include the housing lending rates and volumes at different loan maturities as well as the German stock exchange price and performance indices DAX and CDAX, see Table 1 .
All of them are only available at the national level and, hence, are identical for all cities. The macroeconomic time series were downloaded from the webpage of the Deutsche Bundesbank 4 .
The sentiment indices are available both at the national level (business confidence indices of Ifo and consumer confidence indices of the European Commission) and at the regional level (business confidence indices for East Germany, Bundesländer or cities). Table 2 lists the national and regional business confidence indices.
"Frequency" refers to the number of times the indicators are published a year. It varies from 2 (semiannual) to 12 (monthly). The vast majority of the CCIs produce their indices at triannual frequency. In some cases, the surveying and publication frequency has been increased, say, from semiannual to triannual (2-3), or reduced, say, from quarterly to triannual (4-3). The all-German chamber of commerce and industry (Deutsche Industrie-und Handelskammertag e.V., or shortly DIHK) collects the data from individual regions and constructs aggregated indicators for the whole country and four large regions (North, South, East, and West) . In addition, Dresden branch of the Ifo institute conducts it own surveys for East Germany and Saxony. Moreover, the NRW.Bank does the same for the Bundesland North Rhine-Westphalia. Furthermore, the sentiment indices of several regions from the same Bundesland are often aggregated at the Bundesland level (e.g., Low Saxony and Rhineland-Palatinate). corresponds to the 1st quarter of the year, while t − 1 stands for the last quarter of the previous year. It can be seen that the data on prices/rents are published several weeks later after the end of the reference quarter. The Ifo indices are typically published on 25th-26th of the reference month. Each quarter sees three Ifo publications:
Ifo t,1 is the first month of quarter t, Ifo t,2 is the second month of quarter t, and Ifo t,3 is the third month of quarter t. The same publication cycle is valid for the Dresden subsidiary of Ifo and NRW.Bank. Thus, before the reference quarter ends and much earlier than the price/rent data will be published, some information on the state of the economy, which may be relevant for predicting the price/rent dynamics, is already available. By contrast, the DIHK publishes its indices only three times a year: in the beginning of the year (Jahresbeginn), in the early Summer (Frühsommer), and in the Fall (Herbst). Notice that no data are published in the second quarter. The exception to this rule are the CCI of Northern Germany (Hamburg, Bremen, and Low Saxony) that publish their business sentiment indices quarterly, and Saarland that produces its indices monthly.
Given that the dependent variable has quarterly frequency, while predictors have in many cases a lower observational frequency, we interpolated such regressors to the monthly frequency by using a linear spline. The interpolated time series are then sampled at the quarterly frequency, such that March corresponds to the 1st quarter, June to the 2nd quarter, September to the 3rd quarter, and December to the 4th quarter.
In order to obtain the time series of business confidence, we contacted all the relevant chambers of commerce and industry. Unfortunately, we were unable to obtain the sentiment indicators for all the cities of interest.
In some cases, the local CCIs did not respond to our data requests, in other cases, they promised but never delivered the data (like the CCI Nürnberg für Mittelfranken). In some cases, we managed to find the data from the archives of the business survey indicators publications. When the business confidence indicators for a city itself are not available, we use those of its larger region. The latter indicator can sometimes be even better than the former one. It is known from the anecdotal evidence that in large cities, such as Berlin and Hamburg, the local construction firms, due to their higher costs, cannot compete with firms coming from neighboring regions.
Hence, the local firms may have lower or even declining business confidence, despite booming building activity.
Thus, using the indices based on the opinions of the local firms can sometimes be misleading.
The business confidence indices used here typically represent the differences between the percentage share of the positive answers (e.g., the economic situation is good or is going to improve) and the that of the negative answers (e.g., the economic situation is bad or is going to deteriorate):
where A + it is the number of positive answers given by the firms in the region i in the period t, A − it is the number of negative answers, and A 0 it is the number of neutral answers. The index varies between −100 (all firms believe that the situation is bad) and 100 (all firms believe that the situation is good).
In this study, we utilize four business sentiment indices for forecasting purposes: current situation, future situation (next 12 months), investment plans, and employment plans. When possible, these are reported for the whole economy and for construction industry in particular. Thus, for each region we could have at most 8 different local business confidence indices.
The indices of the current and the future economic situation can be employed to construct a so-called business climate index:
where B c it is the current economic situation index and B f it is the future economic situation index. By construction, the BCI can take values between 0 indicating extremely bad business climate and 200 pointing to the excellent business climate.
For some cities only the business climate index is available. Therefore, we computed it also for those cities, for which we have its components. The BCI is used in the forecasts along with 8 other business confidence indices.
Forecasting
In this section, we describe the details of how forecasts of real-estate price indices were made. The four-quarterahead forecasts of the quarterly year-on-year growth rates of the real-estate variables were obtained using a direct forecasting approach (Marcellino et al., 2006) . The forecasts are based on three different specifications 5 of the forecasting model with gradually increasing information set. Observe that for each city we allow only one auxiliary indicator to enter the forecasting regression at a time. The first specification contains a single indicator as the only explanatory variable:
where y (j) t denotes the quarterly year-on-year growth rate of one of the four real-estate price indices in question that is specific to a city (j). The auxiliary indicators are denoted by x 
The third specification of the forecasting model adds a distance-weighted spatial lag of the dependent variable y (W ) t−4 accounts for spatial correlation between price indices:
The spatial lag of the dependent variable y (W ) t was calculated using a spatial weights matrix W such that:
A typical element of W is defined as:
where I ij is the indicator function such that:
where d ij is the distance between city i and city j and d 0.25 is the first quartile of pairwise distances between all 71 cities.
We elicit the informational content of the auxiliary indicators for the future development of the real-estate price indices by comparing out-of-sample forecast accuracy of the forecasts models in equations (3)-(5) with that of the benchmark models. Correspondingly, for those indicators that are informative about future price dynamics we should observe substantial increase in forecast accuracy compared to the forecasting performance of the benchmark models lacking this additional information. To this end, we use two benchmark models.
The first benchmark model is a so-called random walk model that uses a historical mean of observed growth rate of the real-estate price indices as a forecast. This model is nested within each of the three specifications of the forecasting model as it imposes zero restrictions on the slope coefficients in equations (3)-(5), i.e., The (non-)nested structure of the benchmark and indicator-augmented forecasting models has implications on the choice of the statistical tests for comparing predictive ability of the competing models. In the case of non-nested models, we use the Diebold-Mariano test with the small-sample correction proposed in Harvey et al. (1997) . When comparing forecasting accuracy of the nested models, we use the test of Clark and West (2007) .
In both cases, we pairwise tested the null hypothesis of equal predictive accuracy of an indicator-augmented and benchmark models against a one-sided alternative that the former model produces more accurate forecasts than the latter model.
In addition, we investigated forecasting performance of various forecast combination schemes (Timmermann, 2006) . These include a simple average of all available forecasts (Mean), forecast combinations using weights from in-sample model fit measured by the Bayesian Information Criterion (BIC), and forecast combinations using weights derived from the recursively calculated measures of the past forecast performance. In the last group of forecast combinations, the weights are derived from inverse of recursively computed discounted mean squared forecast errors (MSFE(δ)), where δ denotes a value of chosen discount factor δ = {1, 0.75, 0.50, 0.25} (Watson and Stock, 2004) . We also derived forecast weights by taking average of remaining forecasts after trimming a certain number of models with the worst forecasting performance (TRIM(τ )), where τ = {0.75, 0.50, 0.25, 0.10} denotes a quantile in distribution of model-specific MSFEs used as a threshold for discarding models with the MSFE surpassing this threshold. Last but not least we considered forecast combination based on ranks,
i.e., the forecast weights were computed inversely proportional to model ranking based on the past forecasting performance in terms of MSFE.
An important aspect of computing forecast combinations, derived from the past forecasting performance, is that we calculated combination weights based on the information set available at the forecast origin, that is allowing for an appropriate information lag of the target variable when the out-of-sample forecast accuracy of the models can be evaluated. Thus, we simulated information flow to a forecaster under pseudo-real time conditions. As a result of this setup, forecast combination weights are time-varying as these were re-calculated every quarter. For the first few iterations, when the out-of-sample information on forecast accuracy was not available, we used the equal weighting scheme.
This recursive approach to computation of forecast weights allows us to compare forecasting accuracy of combinations using real-time information versus that of combinations using full-sample information. In the latter case, forecast combination weights are computed using the full-sample information and kept constant across all past forecast origins. Clearly, such model combinations are not feasible when one simulates real-time information flow in the past. However, in the first place, this way of combining forecasts helps to determine whether it is possible to detect optimal weights that could boost forecasting performance compared with benchmark as well as single-indicator-augmented models in a given sample. Secondly, since housing market developments draw constant attention from policy-makers and other market participants, this result can be used in future forecasting exercises when predicting housing market dynamics in real time.
We are interested in forecasting dynamics of real-estate price indices four quarters ahead. This choice of the 8 forecast horizon is motivated by the fact that buying and selling housing property typically takes a formidable amount of time in contrast to stock market trading. Hence, property market participants are more interested in medium-to long-run forecasts rather than short-term forecasts.
The forecasting period is from 2009q1 until 2013q3. For each quarter in this period we computed four-quarter ahead forecasts by appropriately truncating the data set. Due to the fact that after the transformation of the price indices into the year-on-year growth rates, the earliest available observation is for 2005q1. This leaves us with a rather small estimation sample to initialize our forecasting procedure. Therefore, we used an expanding estimation window allowing us to use all available observations for estimation of regression coefficients. For example, the forecast for 2009q1 was produced using estimated coefficients of the models in equations (3), (4) and (5) The results of out-of-sample forecasting are reported in Tables 3-9 . Given a rather large number of alternative models and cities, which makes their pairwise comparison a challenging task, we summarize the predictive ability of various indicators and their combinations in various ways. For example, in Table 3 we report the incidence of how often a given indicator, which enters either forecasting model specification in equations (3)-(5), was selected among the top five forecasting models. Based on the information presented in the table a number of interesting observations can be made.
First, the naïve models (RW and AR) most of the times produced inferior forecast accuracy compared to the best five forecasting models. Each of the benchmark models was selected only once when forecasting rents the secondary and primary markets, respectively. This means that practically for every city we could find at least five indicators with better forecasting ability than the benchmark models. Secondly, the priceto-rent ratio variables (P2R Neubau and P2R Bestand ), appropriately lagged, turn out to be among the most informative single indicators, especially when forecasting housing prices both in primary and secondary markets.
This finding implies that for predicting future price dynamics, the current discrepancy between prices and rents is more informative than the current growth rates of respective prices alone. Third, we can compare the informational content of regional versus nationwide business confidence indicators. A priori, one would expect the former group of the business confidence indicators to take the lead as, arguably, they should better reflect the local information rather than national confidence indicators constructed by aggregation of regional information. Even though, when accounting for correction for the smaller number of cities, for which regional indicators are available, the tentative conclusion is that these regional indicators are of a relatively minor importance compared to national indicators. The regional indicators are selected most often only once or twice in the group of top five best indicators. Among the regional indicators such forward-looking indicators as GE (Future situation in a whole local economy), NRW GE (Future situation in whole North Rhine-Westphalia's economy) and Region BauGE (Future situation in the regional construction industry) score the best, especially in predicting rent in the primary and secondary housing markets. Among the national business confidence indicators the highest incidence is attributed to the following indicators: Ifo BauGL ( Last, but not least, and contrary to our expectations, the forecast combinations with recursively computed weights in pseudo-real time perform very poorly. In fact, none of these model combinations, including such a robust forecast combination method as simple averaging (Mean), was selected into top five forecasting models.
However, the conclusion is reversed as soon as we consider model combinations based on the weights computed using the full-sample estimation results. The forecast combinations based on the in-sample Bayesian Information Criterion (BIC.FS ) and trimming of worst forecasting models out of sample at the 10% threshold (TRIM.10.FS ) consistently display the highest selection incidence into the top five forecasting models across all four price indices in question. The third-best model combination is based on the weights derived from the inverse ranks (RANK.FS ). The poor performance of the recursively computed forecast combinations can be attributed to the fact that due to data limitations the use of a rather short estimation sample, especially for the earlier forecast period, obscured the optimal weighting of individual models. Only using a sufficiently long estimation sample, covering the full-sample period 2006q1-2013q3, can the optimal weights be reliably determined. The evidence based on the full-sample weighting coincides with the with the results of an de Meulen et al. (2011), emphasizing the important role of forecast combinations in considerable enhancement of predictive power.
Tables 4-7 contain summary of forecasting performance of the best forecasting models selected for each city.
We report the absolute measure of forecast accuracy of individual models and model combinations based on the root mean squared forecast error (RMSFE) as well as two relative measures of forecast accuracy; the ratio of RMSFE to that of the benchmark random-walk (RW ) as well the benchmark autoregressive (AR) models.
Since the RW benchmark model is nested within each of the individual models based on equations (3) Testing statistical significance of improvement in forecast accuracy brought by individual indicators or model combinations in comparison to that of the benchmark AR model requires some caution. In particular, the AR model is still nested in models based on equations (4) and (5). Hence, the statistical testing of equal forecasting performance of the AR and indicator-augmented models still can be based on the test of Clark and West (2007) . In cases when the best forecasting model corresponds to the model specification given in equation (3), we resort to the standard Diebold-Mariano test of equal forecast accuracy applicable for non-nested models. As mentioned above, we use the small-sample correction of Harvey et al. (1997) and report the p-values based on the one-sided test in column MDM p-value in each table. As noted in Clark and West (2007, p. 297) , the CW test statistic is identical to that proposed in Harvey et al. (1998) for forecast encompassing test. Hence when comparing non-nested models, the marginal significance levels reported for the CW test statistic can be used in order to test the null hypothesis whether an indicator-augmented model forecast encompasses the benchmark model using the two-rather than one-sided alternative hypothesis.
The summary of the forecast accuracy of the best models in the forecast period is presented in Table 3 , indicates that for every city in our sample we are able to find an indicator-augmented model (or their combination) that beats the RW benchmark model in terms of forecast accuracy. The average reduction in the RMSFE for housing rent indices is 22% and 24%, whereas for housing prices-28% and 27% in the primary and secondary markets, respectively. However, the corresponding RMSFE ratio greatly varies in the range between values as small as 40% for price in the secondary market and values as large as 99% for price in the primary market.
In the row # CW RW (10%) the number of cities, for which the null hypothesis of equal forecast accuracy with the benchmark random-walk model, was rejected at the 10% significance level by the test of Clark and
West (2007) is reported. The number of cities, for which forecast accuracy of the best forecasting model was better than that of the benchmark RW model, varies from 67 (reported for rent in the primary market) to 70 (reported for rent in the secondary market and price in the primary market). For prices in the secondary market we can reject the null hypothesis for 68 cities at the chosen significance level. Finally, in the row # RMSFE RW /RMSFE AR ≤ 1 we report the number of cities for which the random-walk benchmark model produced numerically smaller or equal relative RMSFEs compared with the autoregressive benchmark model:
depending on the housing price index the number of cities varies from 53 to 60. In order to quantify differences between the entries reported in columns RMSFE/RMSFE RW and RMSFE/RMSFE AR , we provide median estimates of the respective differences for those cities with more accurate AR-rather than RW-based forecasts. 7 6 As reported in Tables 4-7, the forecasting performance of the benchmark autoregressive benchmark model was only in few cases substantially better than that of the RW model. This is unsurprising, given that the autoregressive term enters with the fourth-order lag and the housing price indices displays no seasonality. As a result, in the overwhelming number of cases the RW model provides the benchmark that is more difficult to improve upon. This is the reason why we primarily focus on comparing forecasting performance of the indicator-augmented models with the benchmark RW model. 7 The medians are negative since higher value of RMSFE/RMSFE AR than RMSFE/RMSFE RW indicate that the AR model produces more accurate forecasts that the RW model for a given city.
For all but one price (price in the primary market) and rent indices, the estimated median of differences in relative RMSFE is about of the same size (0.06-0.07 in absolute terms), for the price in the primary market it is 0.12 in absolute terms. The latter finding indicates that when predicting prices in the primary market for a handful of cities the benchmark AR model is more competitive than the RW model.
In Table 9 we summarise best-predicting models in terms of the indicator categories. The table entries indicate number of cities for which an indicator was selected to be a best-performing model in Tables 4-7. We also distinguish between forecast combinations based on recursively calculated weights and those based on the full-sample information. For rents, the selection frequency is approximately evenly distributed for national business confidence indicators, consumer surveys and macroeconomic variables as well as full-sample combinations. For housing prices, the indicators from consumer surveys were most frequently selected as the best-forecasting model, followed by macroeconomic variables and price-to-rent ratios.
Conclusion
In this paper, we evaluate the forecasting ability of 145 indicators and ten types of forecast combination schemes to predict the housing prices and rents in 71 German cities. We are interested in whether the local business confidence indicators can allow for substantially improving the forecasts, given the local nature of the real-estate markets.
In order to test the forecast accuracy of different predictors a four-quarters-ahead out-of-sample forecasting exercise is undertaken. Its results are quite heterogeneous. No single indicator appears to dominate all the others. However, there are several predictors that are especially useful, in particular, price-to-rent ratios. To our surpise, we find that national business confidence indices tend to be more informative than regional ones.
We also record a rather high informational content regarding future housing market dynamics of the consumer surveys published by the European Commission. Among the macroeconomic variables those reflecting lending volumes to households turn out to be the most informative indicators. On average, the forecast improvements attain about 20% to 30%, measured by reduction in RMSFE, compared to the naïve models represented by the random-walk and pure autoregressive models. In separate cases, however, the magnitude of improvement is about 40%. Given the short sample size, the combinations of individual forecasts do not improve the forecast 13 accuracy when the weights are computed on the recursive basis. However, when the combination weights are computed using the full-sample information forecast combinations, e.g., based on in-sample fit like Bayesian Information Criterion (BIC) or based on the subset of models appropriately selected based on their out-of-sample forecasting performance, are among the best predictors.
The present analysis utilizes information from national and regional indicators for short-term predicting real-estate price dynamics. In the future research, the scope of regional or city-specific indicators needs to be enlarged by collecting local information on factors influencing demand-supply conditions in the real-estate market such as in-/out-migration, unemployment, vacant housing, housing stock, etc. The entries in columns are descriptive statistics of the relative forecast accuracy of the best models achieved during the forecast training period from 2009Q1-2013Q3 at the four-quarter forecast horizon. The relative forecast accuracy is measured by the ratio of model-specific RMSFE to that of the random-walk model. The descriptive statistics is calculated using only those models for which reported RMSFE was numerically smaller than the RMSFE of the benchmark randomwalk model. The corresponding number of observations is reported in the row # RM SF E RM SF E RW < 1. Below the number of cities for which the null hypothesis of equal forecast accuracy with the benchmark random-walk model was rejected at the 10% significance level by the test of Clark and West (2007) is reported in the row # CWRW (10%). The number of cities for which the benchmark random-walk model produces not worse forecasts than the benchmark autoregressive model is reported in the row # RM SF E RW RM SF E AR ≤ 1. The entries in columns are selection incidence of indicators pertaining to the best-forecasting models, as reported in Tables 4-7, foe each indicator category. Figure 3 : Publication schedule of housing prices/rents, DIHK and Ifo business confidence indicesDIHK t DIHK t+1 DIHK t+3
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