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Abstract
The L-function of a non-degenerate twisted Witt extension is proved to be a polynomial. Its Newton
polygon is proved to lie above the Hodge polygon of that extension. And the Newton polygons of the
Gauss–Heilbronn sums are explicitly determined, generalizing the Stickelberger theorem.
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1. Introduction
Let p be a prime number, Zp := lim←−Z/(pn) be the ring of p-adic integers, and Qp its fraction
field. For every positive integer n, denote by μn the group of nth roots of unity. Fix an algebraic
closure Qp of Qp . Then, for every positive power q of p, Fq := Zp[μq−1]/(p) is a finite field
of q elements. Every a in Fq has a unique representative ω(a) in μq−1 ∪ {0}. It is known as the
Teichmüller representative.
Let m be a positive integer, and Wm the Witt ring scheme of length m. For every ring A, the
ring Wm(A) is the set Am endowed with a ring structure such that the map
Wm(A) → Am, (a0, . . . , am−1) → (w0, . . . ,wm−1), wi = ap
i
0 + ap
i−1
1 p + · · · + aipi
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morphism is given by
ι : (a0, . . . , am−1) →
m−1∑
i=0
ω
(
a
p−i
i
)
pi.
Fix a character Ψ0 of Zp/(pm) of exact order pm. Then Ψq := Ψ0 ◦ ι ◦ TrWm(Fq )/Wm(Fp) is a
character of Wm(Fq). Let f be a Witt vector of length m with coefficients in Fq [x±11 , . . . , x±1n ]
and χ a character of (F×q )n. We introduce the exponential sum
S(f,χ) := (−1)n−1
∑
x∈(F×q )n
χ(x)Ψq
(
f (x)
)
.
If χ is trivial, it is the exponential sum studied by Liu–Wei [LW]. If m = 1, it is the twisted
exponential sums studied by Adolphson–Sperber [AS,AS2]. In this paper, we assume that the
first coordinate of f is non-zero. That obviously loses no generality.
Consider the extension
Fq(x1, . . . , xn) ↪→ Fq
(
x
1
q−1
1 , . . . , x
1
q−1
n
)
(y0, . . . , ym−1),
where (y0, . . . , ym−1) satisfies the equation of Witt vectors(
y
p
0 , . . . , y
p
m−1
)− (y0, . . . , ym−1) = f (x).
It is called the twisted Witt extension associated to f . Its Galois group G is isomorphic to
Wm(Fp)× (F×q )n. The isomorphism is given by
κ :g →
(
g(y0, . . . , ym−1)− (y0, . . . , ym−1), g
(
x
1
q−1
)
x
1
q−1
)
,
where
g
(
x
1
q−1
)
x
1
q−1
=
(
g
(
x
1
q−1
1
)
x
1
q−1
1
, . . . ,
g
(
x
1
q−1
n
)
x
1
q−1
n
)
.
Write F := lim−→Fpk . It is an algebraic closure of Fp . Let x˜ be a class of degree k in
(F×)n/Gal(F/Fq), and Frx˜ the Frobenius element of G at x˜. Then we can show that
κ(Frx˜ ) =
(
TrWm(Fqk )/Wm(Fp)
(
f (x¯)
)
,NF
qk
/Fq (x¯)
)
,
where x¯ is an element of (F×
qk
)n representing x˜. Note that ρ := (Ψq ⊗ χ) ◦ κ is a character of G.
The Artin L-function of Fq(x1, . . . , xn) associated to ρ is
Lf,χ (t) =
∏
x∈(F×)n/Gal(F/F )
(
1 − ρ(Frx˜ )tdeg(x)
)(−1)n
.q
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can show that
Lf,χ (t) = exp
(+∞∑
k=1
Sk
tk
k
)
,
where Sk := S(f,χ ◦ NF
qk
/Fq ).
For every ring A, define
[·] :A → Wm(A), a → (a,0, . . . ,0),
and
V :A → Wm(A), (a0, . . . , am−1) → (0, a0, . . . , am−2).
According to [LW, §0], the Witt vector f has a unique decomposition of the form
f =
m−1∑
i=0
∑
u∈Ii
V i
([
aiux
u
])
, Ii ⊆ Zn, aiu ∈ F×q .
For each i = 0, . . . ,m − 1, we denote by Δi the convex hull in Qn of Ii and the origin. We
define Δ to be the m-tuple (Δ0, . . . ,Δm−1), and denote by Δ∞ the convex hull in Qn of⋃m−1
i=0 pm−i−1Δi .
In this paper, we assume that Δ∞ generates Qn. Suppose that Δ∞ generates a subspace
of dimension l. In that l-dimensional subspace, choose l linearly independent integral vectors
(αi1, . . . , αin) (i = 1, . . . , l) that span a parallelotope of the smallest volume. Then there are inte-
gral matrices P and Q with determinants ±1 such that P(αij )1il,1jn = (I,0)Q. It follows
that we can choose integral vectors (αi1, . . . , αin) (i = l, . . . , n) such that (αij )1in,1jn has
determinant ±1. Making the change of variables
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y1 = xα111 · · ·xα1nn ,
...
yl = xαl1n · · ·xαlnn ,
z1 = xαl+1,11 · · ·xαl+1,nn ,
...
zn−l = xαn1n · · ·xαnnn ,
we see that
S(f,χ) = (−1)n−1
∑
z∈(F×)n−l
χ2(z)
∑
y∈(F×)l
χ1(y)Ψq
(
g(y)
)
q q
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g =
m−1∑
i=0
∑
v∈Ji
V i
([
bivy
v
])
, Ji ⊆ Zl , biv ∈ F×q .
Therefore assuming that Δ∞ generates Qn loses no generality.
We call f non-degenerate with respect to Δ if for every face τ of Δ∞ that does not contain 0,
the system 1f τ = · · · = nf τ = 0 has no common solution in (F×)n, where
j f
τ =
m−1∑
i=0
∑
pm−i−1u∈τ
uj a
pm−i−1
iu x
pm−i−1u.
In this paper we assume that f is non-degenerate. Generalizing corresponding results of
Adolphson–Sperber [AS2, Corollary 2.12] and Liu–Wei [LW, Theorem 1.3], we establish the
following theorem.
Theorem 1.1. For each χ , Lf,χ is a polynomial.
Since Lf,χ is a polynomial with coefficients in Q(μ(q−1)pm), it is interesting to know the
prime decomposition of its reciprocal roots. Fix an embedding of Q into Qp . Knowing the prime
decomposition of all reciprocal roots is equivalent to knowing the Newton polygon of Lf,χ .
The Newton polygon of a polynomial 1 +∑ki=0 αit i , with respect to a valuation ord of Qp ,
is the convex hull in Q2 of the points (0,0) and (i,ord(αi)) (i = 1, . . . , k). Denote by C(Δ∞)
the cone in Qn generated by Δ. There is a R0-linear degree function u → deg(u) on C(Δ∞)
such that deg(u) = 1 when u lies on a face of Δ∞ that does not contain the origin. For every
integer s, write Ls(Δ∞) := C(Δ∞) ∩ ( sq−1 + Zn). There is a least positive integer D such that
D degL0(Δ∞) ⊂ Z. For every natural number k, we denote by Ws(k) the number of points of de-
gree k
D(q−1) in Ls(Δ∞). Define Ps(t) = (1 − tD(q−1))n
∑+∞
k=0 Ws(k)tk . By Corollary 3.9, Ps(t)
is a polynomial with coefficients in the set of natural numbers. The degree-M Hodge polygon
of a polynomial
∑l
i=0 αit i with non-negative coefficients is the polygon in Q2 with vertices at
the points (0,0) and (
∑k
i=0 αi,
∑k
i=0 iM αi) (i = 0, . . . , l). From now on, we write q = pa and
denote by s the integer such that, for each x ∈ F×q , χ(x) = ω(x)−s in Qp . Generalizing corre-
sponding results of Adolphson–Sperber [AS2, Theorem 3.17] and Liu–Wei [LW, Theorem 1.3],
we establish the following theorem.
Theorem 1.2. The Newton polygon of Lf,χ with respect to ordq lies above the degree-D(q − 1)
Hodge polygon of 1
a
∑a−1
i=0 Pspi (t) with the same endpoints. In particular, it is of degree
n!Vol(Δ∞).
We call S(f,χ) a Gauss–Heilbronn sum if n = 1 and f =∑m−1i=0 V i([cix]). Without loss
of generality, we assume that c0 = 1. If m = 1, the Gauss–Heilbronn sum becomes a Gauss
sum. And if χ is trivial, it is a Heilbronn sum. Write s
q−1 = −
∑+∞
l=0 slpl . Generalizing the
Stickelberger theorem, we establish the following theorem.
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with respect to ordq coincides with the polygon with vertices at (0,0) and the points(
k,
(k − 1)k
2pm−1
+ k(s0 + · · · + sa−1)
apm−1(p − 1)
)
, k = 1, . . . , pm−1.
Theorem 1.3 is the main contribution of this paper. In the proof of Theorem 1.3, we choose
a suitable basis of the space in question so that the corresponding matrix of the Dwork operator
is amenable, and then we relate that matrix to a matrix from the coefficients of the exponential
function.
2. The p-adic trace formula
We prove Theorem 1.1 after establishing a p-adic trace formula relating Lf,χ (t) to the char-
acteristic polynomials of an operator on p-adic spaces.
Let
E(t) = exp
( ∞∑
i=0
tp
i
pi
)
∈ Zpt
be the Artin–Hasse exponential series.
Lemma 2.1. [LW, Lemma 2.2] Let l be a positive integer. Then π → E(π) is a bijection from
the set of roots of ∑∞i=0 tpipi = 0 in Qp with order 1pl−1(p−1) to the set of all primitive pl th roots
of unity in Qp .
By that lemma, we may choose, for each l = 1, . . . ,m, a unique root πl of ∑∞i=0 tpipi = 0 in
Qp with order 1pl−1(p−1) such that E(πl) = Ψ0(1)p
m−l
. Let π be a D(q − 1)th root of πm, and
O := Zp[μq−1,π]. For every b 0, write
Ls(b) =
{ ∑
u∈Ls(Δ∞)
aux
u: au ∈ O, ordp(au) b deg(u)
}
.
Define
Ef (x) =
m−1∏
i=0
∏
u∈Ii
E
(
πm−iω(aiu)xu
)
.
Lemma 2.2. [LW, Lemma 2.5] We have Ef ∈ L0( 1p−1 ).
Let σ be the element of Gal(Qp[μq−1,π]/Qp) that fixes π and becomes the p-power map
when restricted to μq−1. Let σ acts on L(b) coefficient-wise. For every positive integer k, write
Ef,qk (x) =
ak−1∏
Eσ
l
f
(
xp
l )
.l=0
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Ef,qk (x) =
k−1∏
j=0
Ef,q
(
xq
j )
.
And, by the above lemma, we have Ef,qk ∈ L0( 1pak−1(p−1) ).
Lemma 2.3. [LW, Lemma 2.6] For every positive integer k, we have
Ψqk
(
f (x)
)= Ef,qk (ω(x)), x ∈ Fqk .
Corollary 2.4. For every positive integer k, we have
Sk = (−1)n−1
∑
x∈μn
qk−1
x−d(1+q+···+qk)Ef,qk (x).
Write Ls(Δ∞) = C(Δ∞)∩ ( dq−1 + Zn). Then L0(Δ∞)+Ls(Δ∞) ⊆ Ls(Δ∞).
Corollary 2.5. Let k be a positive integer. If Ef,qk (x) =
∑
u∈L0(Δ∞) aux
u
, then
Sk = (−1)n−1
(
qk − 1)n ∑
u∈Ls(Δ∞)
a(qk−1)u.
Define
Bs :=
{ ∑
u∈Ls(Δ∞)
aux
u ∈ Ls
(
1
p − 1
)
: ordp(au)− deg(u)
p − 1 → +∞ if deg(u) → +∞
}
.
Then Bs is a B0-module. For every
∑
u∈Ls(Δ∞) aux
u ∈ Bs , define∥∥∥∥ ∑
u∈Ls(Δ∞)
aux
u
∥∥∥∥= max
u∈Ls(Δ∞)
p
deg(u)
p−1 |au|p.
The following lemma is easy.
Lemma 2.6. The map ‖ · ‖ is a norm on Bs over O , and Bs is complete with respect to that norm.
For every b 0, write
Ls(b) =
{ ∑
u∈Ls(Δ∞)
aux
u: au ∈ O, ordp(au) b deg(u)
}
.
Then Ls(b) is a L0(b)-module. Define
ψp :Ls(b) → Lspa−1(pb),
∑
u∈Ls
aux
u →
∑
u∈L a−1
apux
u.sp
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Proof. Let g(x) ∈ Bs . Then gEf ∈ Ls( 1p−1 ). So ψp(gEf ) ∈ Lspa−1( pp−1 ) ⊆ Bspa−1 . The lemma
is proved. 
Corollary 2.8. The map φakp = ψakp ◦Ef,qk . It acts on Bs , and is O-linear.
For every sequence {au} ∈ OLs(Δ∞), we define∥∥{au}∥∥ := max
u∈Ls(Δ∞)
|au|p.
Lemma 2.9. The map ‖ · ‖ is a norm on OLs(Δ∞) over O , and OLs(Δ∞) is complete with respect
to that norm.
For each v ∈ Ls(Δ∞), define a column vector (cuv)u∈L
spa−1 (Δ∞) with coefficients in O by
φp
(
πp
m−1D(q−1)deg(v)xv
)= ∑
u∈L
spa−1 (Δ∞)
cuvπ
pm−1D(q−1)deg(u)xu.
Lemma 2.10. We have ‖(cuv)v∈Ls(Δ∞)‖ → 0 if deg(u) → +∞.
Proof. Write
Ef (x) =
∑
u∈L(Δ∞)
aux
u, ordp(au)
deg(u)
p − 1 .
Then
φp
(
πp
m−1D(q−1)deg(v)xv
)= ∑
u∈L
spa−1 (Δ∞)
apu−vπp
m−1D(q−1)(deg(v)−deg(u))πpm−1D(q−1)deg(u)xu.
The lemma then follows from the fact that∥∥{apu−vπpm−1D(q−1)(deg(v)−deg(u))}v∈Ls(Δ∞)∥∥ p−deg(u). 
Corollary 2.11. The operator φp is completely continuous.
By Serre [Se], for every positive integer k, the trace of φakp over O is well defined and is equal
to the trace of the matrix of φakp with respect to any orthonormal basis of Bs .
Lemma 2.12. For every positive integer k,
Sk = (−1)n−1
(
qk − 1)n TrBs/O(φakp ).
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φakp (g) = ψakp (gEf,qk ).
Write Ef,qk (x) =
∑
u∈L(Δ∞) aux
u
. Then
φakp
(
πp
m−1D(q−1)deg(v)xv
)= ∑
u∈Ls(Δ∞)
aqku−vπp
m−1D(q−1)deg(v)xu.
So the trace of φakp on Bs over O equals
∑
u∈Ls(Δ∞) a(qk−1)u. The lemma then follows from
Corollary 2.5.
Let e1 = (1,0, . . . ,0), . . . , en = (0, . . . ,0,1). For each l = 0,1, . . . , n, write
Ks,l =
⊕
1i1<···<iln
Bsei1 ∧ · · · ∧ eil
and define
φp,l :Ks,l → Kspa−1,l , gei1 ∧ · · · ∧ eil → plφq(g)ei1 ∧ · · · ∧ eil .
By Lemma 2.12, we have the following chain-level trace formula. 
Proposition 2.13. For every positive integer k,
Sk =
n∑
l=0
(−1)l+1 TrKs,l/O
(
φakp,l
)
.
Define
Eˆf (x) :=
+∞∏
j=0
Ef,q
(
xq
j )
.
And write
d log Êf (x) =
n∑
k=1
k̂f
dxk
xk
.
Lemma 2.14. [LW, Corollary 3.8] For k = 1, . . . , n, we have k̂f ∈ B0, and
k̂f ≡
m−1∑
i=0
m−i−1∑
j=0
∑
deg(pm−i−1u)=1
ukω
(
a
pj
iu
)
πD(q−1)pm−1 deg(pj u)xpj u (mod πB0).
By that lemma, ∂ˆj :g → (xj ∂∂xj + ĵ f )g, j = 1, . . . , n, operate on Bs . Obviously, they com-
mute with each other. So, for each l = 1, . . . , n,
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gei1 ∧ · · · ∧ eil →
l∑
k=1
(−1)k−1∂ˆik (g)ei1 ∧ · · · ∧ eˆik ∧ · · · ∧ eil , i1 < · · · < il,
is well defined. We have ∂ˆ2 = 0. Thus we get a complex
Ks,n
∂ˆ→ Ks,n−1 ∂ˆ→ ·· · ∂ˆ→ Ks,0.
It is easy to check that φp,l−1 ◦ ∂ˆ = ∂ˆ ◦ φp,l . That is, φp := (φp,n, . . . , φp,0) sends the complex
(Ks,•, ∂ˆ) to the complex (Kspa−1,•, ∂ˆ). So φakp operates O-linearly on the complex (Ks,•, ∂ˆ).
Therefore we have the following homological trace formula.
Proposition 2.15. For every positive integer k,
Sk =
n∑
l=0
(−1)l+1 Tr
Hl(Ks,•,∂ˆ)/O
(
φakp
)
.
Equivalently,
Lf,χ (t) =
n∏
l=0
detO
(
1 − φapt
∣∣Hl(Ks,•, ∂ˆ))(−1)l .
Define B =⊕q−2s=0 Bs . For each l = 0,1, . . . , n, write
Kl =
q−2⊕
s=0
Ks,l =
⊕
1i1<···<iln
Bei1 ∧ · · · ∧ eil .
Lemma 2.16. [LW, Proposition 6.1] The O-module Hl(K•, ∂ˆ) is 0 if l = 1, . . . , n, and is free of
finite rank if l = 0.
Form that lemma and the fact that
Hl(K•, ∂ˆ) =
q−2⊕
s=0
Hl(Ks,•, ∂ˆ),
we deduce the following corollary.
Corollary 2.17. The O-module Hl(Ks,•, ∂ˆ) is 0 if l = 1, . . . , n, and is free of finite rank if l = 0.
From that corollary and the homological trace formula, we deduce Theorem 1.1. More pre-
cisely, we have the following corollary.
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Lf,χ (t) = detO
(
1 − φapt
∣∣H0(Ks,•, ∂ˆ)).
3. Bases represented by homogenous elements
We prove the following proposition.
Proposition 3.1. The O-module H0(Ks,•, ∂ˆ) is free of finite rank n!Vol(Δ∞). Moreover, it has a
basis represented a set Vs of homogenous elements such that
Ps(t) =
∑
k=0
tk
∑
η∈Vs : deg(η)= kD(q−1)
1.
Define
Bs := Fq
[
xLs(Δ∞)
] := { ∑
u∈Ls(Δ∞)
aux
u: au ∈ Fq, au = 0 for all but finitely many u
}
,
and B =⊕q−2s=0 Bs . Then Bs is a B0-module, with the multiplication rule
xuxu
′ =
{
xu+u′, if u and u′ are cofacial,
0, otherwise.
Define
mod π :Bs → Bs,
∑
u∈Ls(Δ∞)
auπ
D(q−1)pm−1 deg(u)xu →
∑
u∈Ls(Δ∞)
a¯ux
u,
where a¯u = au + πO .
Lemma 3.2. The sequence
0 → Bs π−→ Bs mod π−−−−→ Bs → 0
is exact.
For j = 1, . . . , n, we define
∂¯j :Bs → Bs, g →
(
xj
∂
∂xj
+ j f
)
g,
where
j f =
m−1∑
i=0
m−i−1∑
k=0
∑
deg(pm−i−1u)=1
uja
pk
iu x
pku.
By Lemma 2.14, we have the following lemma.
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Bs
mod π
∂ˆj
Bs
∂¯j
Bs
mod π
Bs
is commutative.
For l = 0, . . . , n, we define
Ks,l =
⊕
1i1<···<iln
Bsei1 ∧ · · · ∧ eil ,
and
Kl =
q−2⊕
s=0
Ks,l =
⊕
1i1<···<iln
Bei1 ∧ · · · ∧ eil .
For l = 1, . . . , n, we define
∂¯ :Ks,l → Ks,l−1,
gei1 ∧ · · · ∧ eil →
l∑
k=1
(−1)k−1∂¯ik (g)ei1 ∧ · · · ∧ eˆik ∧ · · · ∧ eil , i1 < · · · < il.
It is easy to see that the sequence
Ks,n
∂¯−→ Ks,n−1 ∂¯−→ · · · ∂¯−→ Ks,0
is a complex.
Proposition 3.4. The sequence
0 → (Ks,•, ∂ˆ) π−→ (Ks,•, ∂ˆ) mod π−−−−→ (Ks,•, ∂¯) → 0
is exact.
Corollary 3.5. The Fq -space Hl(Ks,•, ∂¯) is 0 if l = 1, . . . , n, and is of dimension equal to the
O-rank of Hl(Ks,•, ∂ˆ) if l = 0.
By that corollary, Proposition 3.1 follows from the following one.
278 C. Liu / Journal of Number Theory 125 (2007) 267–284Proposition 3.6. The Fq -space H0(Ks,•, ∂¯) is of dimension n!Vol(Δ∞). Moreover, it has a basis
represented a set V s of homogenous elements such that
Ps(t) =
∑
k=0
tk
∑
η∈V s : deg(η)= kD(q−1)
1.
For j = 1, . . . , n, we define
j f
0 =
m−1∑
i=0
∑
deg(pm−i−1u)=1
uja
pm−i−1
iu x
pm−i−1u.
For l = 1, . . . , n, we define
∂¯0 :Ks,l → Ks,l−1,
gei1 ∧ · · · ∧ eil →
l∑
k=1
(−1)k−1ik f 0gei1 ∧ · · · ∧ eˆik ∧ · · · ∧ eil , i1 < · · · < il.
Then
Ks,n
∂¯0−→ Ks,n−1 ∂¯0−→ · · · ∂¯0−→ Ks,0
is a complex.
Lemma 3.7. [LW, Proposition 6.6] The Fq -space Hl(K•, ∂¯0) is 0 if l = 1, . . . , n, and is of finite
dimension if l = 0.
Corollary 3.8. The Fq -space Hl(Ks,•, ∂¯0) is 0 if l = 1, . . . , n, and is of finite dimension if l = 0.
Corollary 3.9. The Poincaré series of Hl(Ks,•, ∂¯0) over Fq is Ps(t). In particular, Ps(t) is a
polynomial with coefficients in the set of natural numbers.
Modifying the argument of [Ho, 2.10, 2.13], we can prove the following lemma.
Lemma 3.10. We have Ps(t)|t=1 = n!Vol(Δ∞).
Proposition 3.11. Let V be a basis of H0(Ks,•, ∂¯0) over Fq consisting of homogeneous elements.
Then V is also a basis of Hl(Ks,•, ∂¯) over Fq .
Proof. First, we show that Ks,0 is generated by V and ∂¯(Ks,1) over Fq . Otherwise, among
elements of Ks,0 which are not linear combinations of elements of V and ∂¯(Ks,1), we choose
one of lowest degree. We may suppose that it is of form ∂¯0(ξ). Let ξ0 be the leading term
of ξ . Then ∂¯0(ξ) − ∂¯(ξ0) is not a linear combination of elements of V and ∂¯(Ks,1), and is of
lower degree than ∂0(ξ). This is a contradiction. Therefore Ks,0 is generated by V and ∂¯(Ks,1)
over Fq . It remains to show that ξ = 0 whenever ξ belongs to ∂¯(Ks,1) and is a linear combination
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Let ζ 0 be the leading term of ζ . Then ∂¯0(ζ 0) is a linear combination of elements of V since it is
the leading term of ∂¯(ζ ). So we have ∂¯0(ζ 0) = 0. By the acyclicity of (Ks,•, ∂¯0), ζ 0 = ∂¯0(η) for
some η. The form ζ − ∂¯(η) is now of lower degree than ζ , contradicting to our choice of ζ . This
completes the proof of the proposition. 
4. The Newton polygon
We prove Theorem 1.2. The second statement follows from the first and Lemma 3.10. The
first statement follows from the following two lemmas.
Lemma 4.1. [LW, Theorem 1.3] The Newton polygon of∏χ Lf,χ with respect to ordq lies above
the degree-D(q − 1) Hodge polygon of ∑q−2s=0 Ps(t). Moreover, their endpoints coincide.
Lemma 4.2. The Newton polygon of Lf,χ (t) with respect to ordq lies above the degree-D(q −1)
Hodge polygon of 1
a
∑a−1
i=0 Pspi (t).
That lemma follows from Corollary 2.18 and the following two lemmas.
Lemma 4.3. The Newton polygon of detO(1−φapt;H0(Ks,•, ∂ˆ)) with respect to ordq is obtained
from the Newton polygon of detZp[π](1 − φpt;
⊕a−1
i=0 H0(Kspi ,•, ∂ˆ)) with respect to ordp by di-
viding the ordinates and abscissas by a2.
Lemma 4.4. The Newton polygon of detZp[π](1−φpt;
⊕a−1
i=0 H0(Kspi ,•, ∂ˆ)) with respect to ordp
lies above the degree-D(q − 1) Hodge polygon of a∑a−1i=0 Pspi (t).
Proof of Lemma 4.3. Let σ acts on O[t] coefficient-wise. Then
detO
(
1 − φapt;H0(Ks,•, ∂ˆ)
)σ = detO(1 − φapt;H0(Ksp,•, ∂ˆ)).
So
detZp[π]
(
1 − φapt;
a−1⊕
i=0
H0(Kspi ,•, ∂ˆ)
)
= NO/Zp[π] detO
(
1 − φapt;
a−1⊕
i=0
H0(Kspi ,•, ∂ˆ)
)
= detO
(
1 − φapt;
a−1⊕
i=0
H0(Kspi ,•, ∂ˆ)
)a
.
Hence
∏
ζ a=1
detZp[π]
(
1 − ζφpt;
a−1⊕
i=0
H0(Kspi ,•, ∂ˆ)
)
= detZp[π]
(
1 − φapta;
a−1⊕
i=0
H0(Kspi ,•, ∂ˆ)
)
= detO
(
1 − φapta;
a−1⊕
H0(Kspi ,•, ∂ˆ)
)a
.i=0
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other, share the same Newton polygon. Lemma 4.3 then follows. 
Proof of Lemma 4.4. By Proposition 3.1, the O-module H0(Ks,•, ∂ˆ) has a basis represented a
set Vs of homogenous elements such that
Ps(t) =
∑
k=0
tk
∑
η∈Vs : deg(η)= kD(q−1)
1.
For real numbers b > 1
p−1 and c, write
Ls(b, c) =
{ ∑
u∈Ls(Δ∞)
aux
u: au ∈ Qp[μq−1,π], ordp(au) b deg(u)+ c
}
,
and denote by Vs(b, c) the subset of elements of Ls(b, c) which are finite linear combinations of
elements of Vs . The space Ls(b, c) is compact with respect to the topology of coefficient-wise
convergence. We claim that, if 1
p−1 < b <
p
p−1 , then
Ls(b, c) = Vs(b, c)+
n∑
k=1
∂ˆkLs
(
b, c + b − 1
p − 1
)
.
In fact, that claim follows from a result of Liu–Wei [LW, Proposition 8.2], which says that, if
1
p−1 < b <
p
p−1 , then
L(b, c) = V (b, c)+
n∑
k=1
∂ˆkL
(
b, c + b − 1
p − 1
)
,
where L(b, c) =∑q−2s=0 Ls(b, c), and V =∑q−2s=0 Vs .
Let λ ∈ μq−1 such that λ, . . . , λa is a basis of Zp[μq−1,π] over Zp[π]. Then
Vχ =
{
λiξ : i = 1, . . . , a, ξ ∈ Vspj , j = 0, . . . , a − 1
}
is a basis of
⊕a−1
i=0 H0(Kspi ,•, ∂ˆ) over Zp[π]. For each ξ ∈ Vχ , we write
φp(ξ) ≡
∑
η∈Vχ
cη,ξ η
(
mod
n∑
k=1
∂ˆkBχ
)
, cη,ξ ∈ Zp[π],
where Bχ =∑a−1i=0 Bspi . Then
detZp[π]
(
1 − φpt;
a−1⊕
H0(Kspi ,•, ∂ˆ)
)
= det(1 − (cη,ξ )t).i=0
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1
p−1 < b <
p
p−1 . Hence ordp(cη,ξ ) (b− 1p−1 )deg(η) for every 1p−1 < b < pp−1 . It follows that
ordp(cη,ξ ) deg(η). Write
det
(
1 − (cη,ξ )t
)=∑
k
αnt
n.
And order elements of Vχ as η1, η2, . . . such that deg(ηi) deg(ηi+1). Then
ordp(αn)
∑
in
deg(ηi).
It follows that the Newton polygon of the characteristic polynomial of (cη,ξ ) with respect to ordp
lies above the degree-D(q − 1) Hodge polygon of a∑a−1i=0 Pspi (t). Lemma 4.4 is proved. 
5. The Gauss–Heilbronn sums
We determine the Newton polygon of Lf,χ (t) when n = 1 and f =∑m−1i=0 V i([cix]) with
c0 = 1. That is, we prove Theorem 1.3. By Lemma 4.2, it suffices to prove the following propo-
sition.
Proposition 5.1. The Newton polygon of detZp[π](1 − φpt;
⊕a−1
i=0 H0(Kspi ,•, ∂ˆ)) with respect to
ordp coincides with the polygon with vertices at (0,0) and the points(
a2n,
a2(n− 1)n
2pm−1
+ an(d0 + · · · + da−1)
pm−1(p − 1)
)
, n = 1, . . . , pm−1.
We have Δ∞ = [0,pm−1], deg(pm−1) = 1, D = pm−1, and 1f 0 = xpm−1 . Write
s
q − 1 = −
+∞∑
l=0
slp
l, 0 sl  p − 1.
Then, for each l = 0, . . . , a − 1, Bspa−l = x
sl+sl+1p+···+sl+a−1pa−1
q−1 Fq [x],
V spa−l =
{
xu: u = sl + sl+1p + · · · + sl+a−1p
a−1
q − 1 + i, 0 i  p
m−1 − 1
}
represents a basis of Bspa−l /(1f 0) over Fq , and
Vspa−l =
{
π(q−1)pm−1uxu: u = sl + sl+1p + · · · + sl+a−1p
a−1
q − 1 + i, 0 i  p
m−1 − 1
}
represents a basis of H0(Kspa−l ,•, ∂ˆ) over Zp[μq−1,π]. It follows that
Uspa−l = x
sl+sl+1p+···+sl+a−1pa−1
q−1
{
(πmx)
i : 0 i  pm−1 − 1}
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Define Al = (a(l)ij π(p−1)i+slm )0i,jpm−1−1 is the matrix of φp from H0(Kspa−l ,•, ∂ˆ) ⊗Zp Qp
to H0(Kspa−l−1,•, ∂ˆ)⊗Zp Qp with respect to those bases. Write
m−1∏
i=0
E(πm−icix) =
+∞∑
n=−∞
αn(πmx)
n, αn ∈ Zp[μq−1,π].
Then
φp
(
x
sl+sl+1p+···+sl+a−1pa−1
q−1 (πmx)
j
)= x sl+sl+1p+···+sl+a−1pa−1q−1 +∞∑
i=0
ασ
−1
pi−j+sl π
(p−1)i+sl
m (πmx)
i .
It follows that
a
(l)
ij ≡ ασ
−1
pi−j+sl (mod π).
Fix a λ ∈ μq−1 such that λ1, . . . , λa is a basis of Zp[μq−1,π] over Zp[π]. Let A(l)ij be the
matrix of
Zp[μq−1,π] → Zp[μq−1,π], x → a(l)ij x
with respect to that basis. Then
{λiξ : i = 1, . . . , a, ξ ∈ Uspa−l }
represents a basis of H0(Kspa−l ,•, ∂ˆ)⊗Zp Qp over Qp[π], and
A(l) = (A(l)ij π(p−1)i+slm )0i,jpm−1−1
is the matrix of φp from H0(Kspa−l ,•, ∂ˆ) ⊗Zp Qp to H0(Kspa−l−1,•, ∂ˆ) ⊗Zp Qp with respect to
that basis. It follows that
{λiξ : i = 1, . . . , a, ξ ∈ Uspa−l ,l=0,...,a−1}
represents a basis of
∑a−1
l=0 H0(Kspa−l ,•, ∂ˆ) ⊗Zp Qp over Qp[π], and the matrix of φp with re-
spect to that basis is ⎛⎜⎜⎜⎜⎜⎝
0 A(0) 0 · · · 0
0 0 A(1) · · · 0
. . .
0 0 · · · 0 A(a−2)
A(a−1) 0 0 · · · 0
⎞⎟⎟⎟⎟⎟⎠ .
So Proposition 5.1 follows from the following one.
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units.
Proof. The matrix (a(l)ij )0i,jn defines an endomorphism of Zp[μq−1,π]n+1 in a standard way.
By the following proposition, it is an automorphism. The matrix (A(l)ij )0i,jn, being a matrix
of that automorphism over Zp[π], has determinant in Zp[π]×. The proposition is proved. 
Proposition 5.3. The determinants of the matrices (a(l)ij )0i,jn, 0 n pm−1 − 1, are p-adic
units.
Proof. By Lemma 5.1, it suffices to show that the determinants of the matrices (αpi−j+sl )0i,jn
are p-adic units. Without loss of generality, we assume that c1 = · · · = cm−1 = 0. Write
exp(πmx) =
+∞∑
n=−∞
bn(πmx)
n,
and
E(πmx) exp(−πmx) =
+∞∑
n=−∞
βn(πmx)
pn.
Then
αpi−j+sl =
∑
n
βi−nbpn−j+sl .
So
(αpi−j+sl )0i,jn = (βi−j )0i,jn × (bpi−j+sl )0i,jn.
Hence it suffices to show that the determinants of the matrices (bpi−j+sl )0i,jn are p-adic
units.
We define the matrices (e(l)ij )lin,0jn−l , l = 0, . . . , n, by setting
e
(l)
ij =
pl−u(i − u)!bpi−j+sk−u
(i − l)!∏l−1v=u(pv − j + sk − u) ,
where u is the largest integer min{ j−sk
p−1 + 1, l}. We have(
e
(0)
ij
)
0i,jn = (bpi−j+sk )0i,jn
and
e
(l+1)
ij =
⎧⎪⎨⎪⎩
−e(l)ij +
e
(l)
lj
e
(l)
l,j+1
e
(l)
i,j+1, if pl − j + sk  0,
e
(l)
, otherwise.i,j+1
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det
(
e
(l)
ij
)
lin,0jn−l = det
(
e
(l+1)
ij
)
, l = 0, . . . ,w − 1,
and
det
(
e
(l)
ij
)= pl−u(l − u)!bpl−n+l+sk−u det(e(l+1)ij )∏l−1
v=u(pv − n+ l + sk − u)
, l = w, . . . , n− 1,
where u is an integer defined by n− sk − (p− 1)u < l  n− sk − (p− 1)(u− 1). It follows that
det(bpi−j+sk )0i,jn = det
(
e
(w)
ij
)
win,0jn−w,
det
(
e
(w)
ij
)= det(e(n−sk−(p−1)(w−1)+1)ij ) n−sk−(p−1)(w−1)∏
l=w
pl−w(l −w)!
(p(l −w)+ p − 1)! ,
det
(
e
(n−sk−(p−1)u+1)
ij
)
= det(e(n−sk−(p−1)(u−1)+1)ij ) n−sk−(p−1)(u−1)∏
l=n−sk−(p−1)u+1
pl−u(l − u)!
(p(l − u)+ p − 1)! , 0 < u<w,
and
det
(
e
(n−sk+1)
ij
)= n∏
l=n−sk+1
pll!
(pl + p − 1)! .
Therefore we have
det(bpi−j+sk )0i,jn =
n∏
l=w
pl−ul (l − ul)!
(p(l − ul)+ p − 1)! ,
where ul is defined by n − sk − (p − 1)ul < l  n − sk − (p − 1)(ul − 1). In particular,
det(bpi−j+sk )0i,jn is a p-adic unit. The proposition is proved. 
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