ABSTRACT Topic models are widely used in various fields of machine learning and statistics. Among them, the dynamic topic model (DTM) is the most popular time-series topic model for the dynamic representations of text corpora. A major challenge is that the posterior distribution of DTM requires a complex reasoning process with the high cost of computing time in modeling, and even a tiny change of model requires restructuring. For these reasons, the variability and generality of DTM is so poor that DTM is difficult to be carried out. In this paper, we introduce a new method for constructing DTM based on variational autoencoder and factor graphs. This model uses re-parameterization of the variational lower bound to generate a lower bound estimator which is optimized by standard stochastic gradient descent method directly. At the same time, the optimization process is simplified by integrating the dynamic factor graph in the state space to achieve a better model. The experimental dataset uses a journal paper corpus that mainly focuses on natural language processing and spans twenty-five years ) from DBLP. Experiment results indicate that the proposed method is effective and feasible by comparing several state-of-the-art baselines.
I. INTRODUCTION
Nowadays a lot of information resources like news, blogs, webpage, books, and social network accompany the daily lives of people. Traditional information retrieval technologies fail to satisfy the needs to analyze an increasingly large amount of data. It is in urgent need of new methods that can help people to organize, index, search, and browse these kinds of large data sets automatically. Probabilistic topic model is a new technology that is used in the field of machine learning and statistics widely [1] . Its aim is to find and label the topic information of text corpora.
However, most of probabilistic topic models assume that the documents are unordered with each other. In other word, these documents can be exchanged in text corpus. This simplified assumption is insufficient and unrealistic. Firstly, most of text corpora such as scientific literature corpus and newsletter corpus are ordered, and some particular text information can only appear in a particular time period. Secondly, the language is changed over time so that the topic of text can be evolutionary necessarily. As Fig 1 shows, this paper presents the inaugural address of two United States presidents at different times. By comparing their speeches in word cloud way, they use different words from 1789 to 2017 according to the more frequently word that has the larger size. We conclude that the topic model should be influenced by the dynamic changes of time and language apparently from Fig 1. Based on this, Blei and Lafferty [2] propose the dynamic topic model (DTM) which allows the word distribution of different topics to evolve over time in a sequentially organized text corpus. Hu et al. [3] develop the evolution of topics by using the DTM which is used to capture not only the degree of topics change over time, but also the content of each topic. The changes of topic content over time are computed by a normalized assignment metric and term-frequency at each time slice. Lee et al. [4] apply the DTM to cluster timeseries gene expression profiles with the probabilistic representation of their dynamic features along sequential time frames. Although the dynamic topic model succeeds on the dynamic evolution of topics, there are some intractable problems in practical applications, including the following:
• The posterior distribution of dynamic topic models requires a complex reasoning process.
• Topic models must be re-derived with a long time even when a tiny change occurs. These are why dynamic topic model is difficult for the dynamic topic model to be used with the variability and generality.
To handle these two problems, this paper proposes a new method for constructing dynamic topic model based on variational autoencoder and factor graph. Variational autoencoder is applied to solve the first problem. In a variational autoencoder, the variational objective is maximizing the variational lower bound and variational parameters are trained by using 2-layer neural network, so it implements without a complex reasoning process. At the same time, decoder provides the optimization process that is simplified by integrating a dynamic factor graph in the state space, because the dynamic factor graph is widely used to time series modeling.
In this paper, we discuss the limitations of the current works on the dynamic topic model. Then a new method for constructing the dynamic topic model based on variational autoencoder and factor graph is proposed in detail. This model uses the re-parameterization of the variational lower bound to generate a lower bound estimator which is optimized by the standard stochastic gradient descent method directly using 2-layer neural network. At the same time, the optimization process is simplified by integrating a dynamic factor graph in the state space to achieve a better model. Finally, this paper compares the proposed method to the state-of-theart methods experimentally with real dataset from DBLP. The experiment results indicate that our proposed method is more effective for the dynamic topic model. The remainder of this paper is organized as follows. ''Related works'' section discusses the limitations of the current works. ''The proposed method'' section describes the method for constructing dynamic topic model based on variational autoencoder and factor graph in detail. ''Evaluations'' section presents the process of experiment on a real dataset and discusses the experiment results. Finally, research works are summarized, and suggestions with plans for future works are proposed in the ''Conclusion and Suggestion'' section.
II. RELATED WORKS
In this section, existing methods can be divided into three main categories that include dynamic topic model, variational inference and variational autoencoder. We review and analyze the limitations of related works in detail. Then we propose our solution to overcome the limitations.
A. DYNAMIC TOPIC MODEL
Topic model is an important subject and research hotspot of natural language processing and information retrieval in recent years [5] . The simplest and the most classic topic model is Latent Dirichlet Allocation (LDA), which is a generative probabilistic model of a text corpus. The basic idea of LDA is that documents are represented as random mixtures over latent topics, and each topic is characterized by a distribution over words [6] . As mentioned in the preceding section, LDA is unsuitable because it ignores the chronological order of the text corpus. Blei and Lafferty [2] first proposed the DTM that can track the state change of topics over time.
A number of studies have been carried out on DTM, especially in recent years. Park et al. [7] present a supervised DTM, which finds topics guided by a numerical time series and better captures the relationship between numerical data and text data over time. Using DTM and knowledge maps from a big data perspective, Xu et al. [8] design and develop VOLUME 6, 2018 a framework to extract and represent project knowledge contexts. Bhadury et al. [9] propose a scalable and efficient inference method of DTM by using a fast and parallelizable inference algorithm, which is a novel combination of stochastic gradient langevin dynamics and metropolis-hastings sampler in a block wise Gibbs sampling framework.
In DTM, the generative process for slice t of a sequential corpus is as follows:
1. Draw topics
where β is the topics-words distribution for a sequential corpus, θ is topic distribution for documents, Z is the vector of topic-words and n is the number of words in document.
Note that π maps the multinomial natural parameters to the mean parameters,
, where k is the number of latent topics.
In a DTM, Gaussian distribution is used to model sequences of random variables. Nevertheless, it is difficult to infer the posteriori distribution because there is nonconjugacy between Gaussian distribution and multivariate distribution. In addition, although Gibbs sampling techniques is applicable to topic models effectively [10] , the nonconjugacy leads to difficulty in dynamic topics modeling. Therefore, researchers focus on exploring inference methods, one of them is variational inference that is suitable for the approximate posteriori distribution in the DTM [11] .
B. VARIATIONAL INFERENCE
Variational Inference can be considered as an extension of the EM algorithm and it is maximum posteriori estimation by finding an approximated variational distribution. Some studies [12] - [15] propose variational inference methods that are automatically applied to new model by using less information. Giaquinto and Banerjee [16] present a regularized variational inference algorithm that is used to structure the dynamic au-thor-persona topic model in the CaringBridge dataset. Masada and Takasu [17] propose the collapsed variational Bayes inference with a zero-order Taylor expansion approximation for the correlated topic model. Dieng et al. [18] develop a new approximate posterior inference algorithm that is χ-divergence variational inference which minimizes the divergence between the variational family and the exact posterior by using unbiased re-parameterization gradients. Chi et al. [19] describe and compare four topic modeling inference methods in detail, including mean-field variation Bayesian, hybrid variationalGibbs, collapsed variational Bayesian and expectation propagation.
In the traditional methods of variational inference, the posterior distributions are calculated iteratively based on EM algorithm [20] . Among them, the Variational Bayesian method is a family of techniques for approximating intractable integrals arising in Bayesian inference and machine learning, and optimizes the KL divergence to find the approximate posterior distribution. Unfortunately, the variational inference of DTM requires complex reasoning process with the high cost of computing time in modeling, and even a tiny change of model requires restructuring.
C. VARIATIONAL AUTOENCODING
Variational autoencoder is a deep learning technique for learning latent representations. Altosaar et al. [21] develop proximity variational inference that is specifically designed to avoid local optima and make the different initializations robust for optimizing the variational objective. They also high-lighted the flexibility of proximity variational inference by designing a proximity statistic for Bayesian deep learning models such as the variational autoencoder. Jung and Choi [22] present the continuous semantic topic embedding model that finds latent topic variables using continuous semantic distance function between the words and the topics by the variational autoencoder. Liang et al. [23] extend variational autoencoder that is a neural generative model with multinomial conditional likelihood for implicit feedback in collaborative filtering.
Autoencoding variational Bayes (AEVB) is a popular algorithm based on variational autoencoder, and generates a lower bound estimator for the re-parameterization of variational lower bound. However, the main problem of previous works is that the training of DTM more likely lead to component collapsing by variational autoencoder [24] . Component collapsing is a bad local optimum in which all topics are identical. Srivastava and Sutton [10] present a new topic model called ProdLDA that applies autoencoding variational inference for topic model, but ProdLDA cannot be modeled in the DTM. Although Sun et al. [25] propose a DTM based on variational autoencoder in text corpus for a degree of alleviating the component collapsing, it has some limitations indeed, including the sparseness of text corpora, the lack of proper optimization, and single hidden layer, so that the coherence of topic is not effective enough.
This paper proposes a novel method for constructing DTM based on variational autoencoder and factor graph to overcome the above-mentioned limitations of DTM. This model uses re-parameterization of the variational lower bound to generate a lower bound estimator which is optimized by standard stochastic gradient descent method directly. The encoder uses the Gaussian random sampling to alleviate the component collapsing. At the same time, the decoder provides the optimization process that is simplified by integrating a dynamic factor graph in the state space to achieve a better DTM.
III. THE PORPOSED METHODS
In this section, we detail the ways in which we construct DTM based on variational autoencoder and factor graph.
We describe the framework of our method firstly. Secondly, two main modules of the proposed method are presented in detail, including encoder and decoder.
In order to make the proposed method easier to describe and understand, we summarize the notations needed in our formulation in Table 1 . This paper uses variational autoencoder and factor graph to construct dynamic topic model (VAFGDTM). Autoencoder has 2-layer neural network that its aim is to generate the variational approximate posterior distribution q φ (θ t |w t ) of document-topic. Decoder estimates the better probabilistic model p w t |θ t , β t according to the known q φ (θ t |w t ). Because of dynamic topic model, decoder uses factor graph to express the state space model to avoid using complex functions. The network structure of VAFGDTM is shown in Fig.2 . In the network structure, the encoder receives documents w t from input layer in time slice t, the mean µ t and the covariance σ t for generating documents are calculated by the encoder, then the encoder learns the variational approximate posterior distribution q φ (θ t |w t ) which maps inputting documents w t into the variational approximate posterior distribution q φ (θ t |w t ) of documents-topics and obtains the dynamic prior distribution to avoid local optimum. The generation process of parameters µ t , σ t and θ t is defined as Re-parameterize. The decoder is the generation probability that maps the variational approximate posterior distribution q φ (θ t |w t ) into the generation probability p w t |θ t , β t of new documents w t , the sequential state variable can be modeled by the decoder to integrate the dynamic factor graph at the same time. In other words, decoder generates the better probabilistic model p w t |θ t , β t according to the known q φ (θ t |w t ).
Mainly, we can obtain variational objective according to the generation process of DTM. In a time slice, the marginal likelihood function of generated documents w t is as follows:
The traditional method processes hidden variables by using re-parameterization. However, it is difficult to reparameterize the vector of word-topic z t,n in document, and z t,n is the transition variable that is not useful to generate and understand new document in generation process. It is necessary to simplify the marginal likelihood function of generated documents w t by using the addition rule, as follows:
The variational functions q φ (θ t |w t ) is introduced for calculating log p w t |α t , β t . Also according to the Jensen's inequality, the marginal logarithmic likelihood function l w t , α t , β t of generated document w t is as follows:
Where L (q, β t , α t ; w t ) is the variational lower bound for the marginal logarithmic likelihood function l w t , α t , β t , where l w t , α t , β t = L (q, β t , α t ;w t ) if and only if q φ (θ t |w t ) = p (θ t |w t ; α t ). However, this equation involves integral computation so that the real posterior distribution p (θ t |w t ; α t ) cannot be calculated directly. To find the best q φ (θ t |w t ) which should be able to approximate the true posterior distribution p (θ t |w t ; α t ), the most common approximate calculation of l w t , α t , β t uses the Kullback-Leibler divergence (KL-divergence) between q φ (θ t |w t ) and p (θ t |w t ; α t ). Our aim is to get VOLUME 6, 2018 φ * = argminDL q φ (θ t |w t ) ||p (θ t |w t ; α t ) which is different from the precise KL-divergence l w t , α t , β t − L (q, β t , α t ; w t ). As a result, the variational objective is maximizing the variational lower bound in t time slice. Details are shown as follows:
Where the first part is the expectation of reconstruction error and the second part is the KL divergence of the approximate posterior distribution from the true posterior distribution. Two parts of variational objective are modeled by using encoder and decoder respectively.
A. ENCODER
In the encoder, we assume q φ (θ t |w t ) obeys diagonalization of the covariance matrices of the Gaussians distribution. Then log q φ (θ t |w t ) = log N w t ; µ t , σ t , where the mean µ t and the covariance σ t are calculated by the neural network. The re-parameterization is useful for this paper that uses Monte Carlo Estimator to calculate and rewrite an expectation ε for q φ with an auxiliary parameter ε because the Monte Carlo estimate of the expectation is differentiable with respect to φ, then θ t = σ µ t + σ 1/2 t * ε , where σ (·) is softmax function that is often used in the final layer of a neural network-based classifier, ε is a constant and ε ∼ N (0, I ). Therefore, µ t and σ t only involve linear operation, and it can be optimized by stochastic gradient descent algorithm easily. We applied this trick to obtain an estimator of the variational lower bound [14] .
Similarly in the DTM, θ t obeys a logarithmic Gaussian distribution with the mean µ t and the variance σ t , then log p (θ t |w t ; α t ) = logN (w t ; µ t , σ t ), where the covariance σ t is the hyper-parameters, and the mean µ t = α t that is initialized by the Gaussian random sampling α t ∼ N 1, σ 2 t I to take the place of α t = 1. The advantage of the Gaussian random sampling is a degree of alleviating the component collapsing, that is, to avoid the similar topic words by training [26] .
According to the probability density function of multivariate Gaussian distribution, the second part of Eq. (4) is inferred as follows:
B. DECODER
In order to generate documents w t that are as close to the input documents w t , decoder estimates the better probabilistic model p w t |θ t , β t according to the known q φ (θ t |w t ). This paper uses encoder and decoder to recover more the original information so that the reconstruction error of the first part in Eq. (4) is the least. In t time slice, the dataset has N independent samples (w 1 t , w 2 t , · · · , w N t ). According to the above, the first part of Eq. (4) According to the above discussion, the state variables depend on each other in adjacent time slice. Topic-word variable β t obeys the state space model as follows:
By contrast with current state-space methods, this paper integrates the dynamic factor graph to express the state space model to avoid using complex functions [27] . To model complex dynamics, the dynamic factor graph allows the state at a given time to depend on the states and observations over several past time steps. Similarly to Hidden Markov Models, this paper proposes dynamic factor graph contains observable variable, observation and state factors as shown in Fig. 3 below.
In Fig.3 , state factor s connects adjacent state variable β t that can depend on the past state variable β t−1 , that is β t = s(β t−1 ). Observable factor g connects state variable β t and observable variable w t , in the general case, the generative output is w t = g(β t ; θ t ).
Let us define the total, state and observation energies on a given time interval t. The total energy E t of the configuration of parameters and latent variables is the sum of the state E s (t) and observation E o (t) at time t, E t = E s (t) + E o (t), where
In dynamic factor graph, all factors are used in the negative logarithmic domain which uses negative value to show the probability of occurrence. The likelihood of the model is the product of the likelihoods of all factors, so we convert from a product to a sum. Using maximum a posteriori inference, we do not marginalize over the latent variables by integrating them out. Instead, this paper minimizes the negative loglikelihood of the model by finding the configuration of variables that minimizes a loss function that corresponds to an un-normalized negative log-likelihood [28] . The probability of observable factor g(β t ; θ t ) is p w t |θ t , β t . As described above, the logarithmic likelihood of p w t |θ t , β t is the negative cross entropy and denoted by L g , where
State variable β t = s (β t−1 , σ ) + ε(t), where ε(t) is loss function that can been expressed separately, either as Normalized Mean Square Errors or Signal-to-Noise Ratio. The energy of the state variables E s (t) = minE s (β t , β t−1 ) = minε(t). Topics obey Gaussian random walk model from t − 1 to t, then state factor
, we derive expressions for the log-
In conclusion, the final variational objective can be represented by loss function as follows:
IV. EVALUATIONS
In this section, we conduct experiments to verify the viability of the proposed method in a real experimental situation. This section describes the dataset and metrics which are used. Performance improvement of our method is compared with three state-of-the-art topic model methods.
A. EXPERIMENT ENVIRONMENT
The experiments were executed on a personal computer with an AMD FX-Series CPU FX-8350 @4.0GHz, the processor having 8 physical computing cores, 16G DDR3 RAM memory @1600MHz. The machine was running Windows7 on 64 bits, tensorflow 1.4.0 with CPU support only and python 3.6. VOLUME 6, 2018
B. DATASET
To demonstrate the efficiency of our method, we used a Chinese journal paper corpus as the dataset of experiment, which focuses on natural language processing and spans twenty-five years (1984-2009) from DBLP. The experiment data are constructed by English abstracts, and have been extracted from this dataset which has 13600 papers and 10984 vocabularies. We divided dataset into 10 time slices, and each time slice has roughly the same number of papers. Every paper is preprocessed by performing tokenization, processing lemmatization and deleting unsuitable words (including punctuation, stop words, non-UTF8 characters and words with a length of less than 3). We also merged the similar short papers together to avoid the sparseness of text corpora.
C. NEURAL NETWORKS STRUCTURE
Our neural networks structure is composed of encoder and decoder. Encoder has one input layer and two hidden layers, and decoder has one output layer. As compared to the literature [25] , we add one hidden layer to to generate the variational approximate posterior distribution. Input layer and output layer have the same number of neurons as the number of words in corpus. Every hidden layer has 100 hidden neurons. Moreover, the learning rate is 0.002 and the number of iterations is 300 for our neural networks.
D. EVALUATION METRICS
Now the objective evaluation is still an important problem that the topic model should be faced. It is difficult to choose the appropriate evaluation method, because topic model is unsupervised, and different applications need to implement different tasks. For these reasons, it is hard to evaluate the model directly. Although traditional evaluating method uses perplexity to evaluate the qualitative of topics, it is generally not well suited to express the semantic property of topic words [29] . Lau et al. [25] use Normalized Point-wise Mutual Information (NPMI) to evaluate the qualitative of topics, and NPMI is close to people's ordinary understanding and judgment. The experiment is evaluated by NPMI (k) that can express the coherence of topic k, and NPMI (k) is shown in Eq. (7) .
where M is the number of topic words in topic k. w i and w j are the ith topic word and the jth topic word respectively. p (w i ), p w j and p w i , w j are the probability of the ith topic word, the probability of the jth topic word and the cooccurrence probability of the ith and the jth topic word in topic k.
Experiment results depend on the average topic coherence of K topics at last. The higher value the average of NPMI is, the better the topic model is.
E. BASELINE METHODS
To evaluate the efficiency of our proposed method, three state-of-the-art topic model methods are compared with our proposed method. The first baseline is collapsed Gibbs sampling on the LDA model denoted by LDA Collapsed Gibbs [30] . The second baseline is the standard online meanfield variational inference denoted by LDA DMFVI [31] . The last one is static topic model based on autoencoding variational inference denoted by ProdLDA VAE [10] . VAFGDTM is our alternative proposed method, which uses variational autoencoder and factor graph for constructing the DTM.
All parameters of methods are shown in Table 2 according to the original paper of the corresponding methods. 
F. EXPERIMENT RESULTS
In order to obtain the best topic model, we conduct a series of experiments to compare the effects of different initialization variance. Fig. 4 shows the average topic coherence by variance that is assigned from 0.1 to 1.6 in different number of topics. The overall trend of the average topic coherence is represented as an irregular bell-shaped curve. The average topic coherence increases when the value of variance increases at first, and then the average topic coherence falls slowly after reaching the peak value.
At the same time, we also analyze the number of topics that influences average topic coherence for the current dataset. In Fig 5, average topic coherence is the highest when the number of topics is 50 which is the most appropriate topic number for the experiment dataset. To evaluate the efficiency of our proposed method, we conduct experiments comparing the effect of average topic coherence with state-of-the-art topic model methods. As Table 3 shows, it is clear that VAFGDTM and ProdLDA VAE find the topics better than other methods, and VAFGDTM has higher average topic coherence than ProdLDA except that the number of topics is 60. Because ProdLDA trains the corpus as a whole, the larger number of topics is appropriate. However, VAFGDTM divides a large data set into smaller slice according to the time stamp for dynamic topics model, the lesser number of topics obtain the best performance for every slice. In summary, our method can increase average topic coherence.
V. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we discuss the limitations of main current relevant works in DTM research field. We present a new method for constructing DTM based on variational autoencoder and factor graph to overcome these limitations. This model uses re-parameterization of the variational lower bound to generate a lower bound estimator which is optimized by standard stochastic gradient descent method directly. The encoder uses the Gaussian random sampling that is to alleviate the component collapsing. At the same time, the optimization process is simplified by integrating the dynamic factor graph in the state space to achieve a better DTM. In addition, we compare our method with state-of-the-art methods in the experiment. The results show that our method is effective in the DTM.
In the future, we plan to extend the VAFGDTM in the following directions. First, deep learning can be considered to construct DTM because of its flexibility. Second, we plan to reflect the dynamic topic structure of a document more accurately by integrating supervised learning technology which is based on label restriction in an efficient variational inference. Finally, we will apply the VAFGDTM to information retrieval, recommender systems, text classification and other fields. 
