Summary Resampling methods were used to evaluate models based on alternative bud development theories applied to Betula pendula Roth data. Statistical testing based on the bootstrap method showed that the mean square errors (MSE) of the predicted bud-burst dates of two models, in which the start of ontogenetic development depended on dormancy development only, did not differ significantly. However, the MSE of the model in which the start of ontogenesis depended on a signal from light climate, indicated by using a fixed calendar date, was significantly smaller than that of the models depending on dormancy development. Model parameters were highly multi-collinear; i.e., sensitive to changes in the data. The crossvalidation method was used to determine the prediction error of the models. The predictive ability of the models was not much less for an independent data set than for the original data. : annual cycle, bootstrap, bud-burst timing, crossvalidation, resampling.
Introduction
Theories on the development of leaf and flower buds from the onset of dormancy to bud burst have been published for many tree species of the cool and temperate regions (Hänninen 1995) . According to these theories, bud burst takes place when bud development reaches the threshold stage. The rate of development depends on environmental factors such as temperature. Although the theories have many features in common, many of them treat the beginning of ontogenetic bud development differently. In some theories, the start and also the rate of ontogenesis depend on the state of bud dormancy as well as on temperature (Sarvas 1972 , Landsberg 1974 , Richardson et al. 1974 , Fuchigami et al. 1982 , Cannell and Smith 1983 , whereas in other theories the start of bud development depends on a biological clock or a signal from the light climate (Bünning 1964 , Campbell 1978 , Nizinski and Saugier 1988 .
In mathematical models of bud development, the process is considered dynamic and the stage of bud development is determined by the history of environmental conditions, described, for instance, by means of the temperature sum. The mean square error; i.e., the average of the squared residuals, has usually been the only statistic used to evaluate the models.
Comparison of the models has been based on the numerical magnitude of the mean square errors of predicted bud-burst dates only. Consequently, it is not known whether the models describe the phenomenon of bud development as it appears in nature or whether they result merely from technical model fitting of mathematically complicated models to actual data sets (Hunter and Lechowicz 1992, Hänninen 1995) . In addition, because of the lack of appropriate statistical tests, we do not know whether the observed differences in mean square errors of the models are statistically significant. Finally, the predictive power of the models has not been analyzed because no independent data sets have been available.
No standard statistical methods can be used to evaluate the bud-development models because the sampling distributions of the model parameters and mean square errors are not known. However, resampling methods are a recently developed technique for making a statistical inference that can be utilized when traditional sampling distributions are not available. The basic statistical ideas are not new, but these methods require much computer time. The power of modern computers has enabled us to put these old ideas into practice (Efron and Tibshirani 1993) . The bootstrap method can be applied to test the statistical significance of the difference of the estimated mean square errors of the models, and to analyze the properties of the model parameters. The cross-validation method can be used to estimate the prediction error of the models.
The aim of this study was to make a statistical comparison of models based on three theories for the development of leaf buds of birch until bud burst by applying resampling methods. In two of the theories, the beginning and the rate of bud development depend on dormancy development, and in the third theory bud development begins on a fixed calendar date representing a signal from the light climate (e.g., night length or spectral composition of the light). and the latest on June 6, 1955. The bud-burst time series was originally constructed by Häkkinen et al. (1995) and by Linkosalo et al. (1996) . The temperature time series (four measurements per day) was collected by the Finnish Meteorological Institute in Jyväskylä (62°14′ N, 25°20′ E). Because of missing temperature observations, the years 1912--1916 were omitted from the analysis.
Methods
Bootstrap is a data-based, nonparametric simulation method for making statistical inference when standard assumptions, such as the normality of errors, are not valid, or when textbook test statistics with known distribution do not exist (Efron 1979, Efron and Tibshirani 1993) . The basic idea of bootstrap is to obtain unknown sampling distributions by resampling; i.e., by drawing random samples repeatedly from the original data set. The sample units are drawn one-by-one with replacement until the original sample size has been reached, and the procedure is repeated, say 3000 times. The value of the statistic under consideration is calculated from each bootstrap sample. These bootstrap replicate values form the empirical sampling distribution that is used to determine standard deviation, bias, and confidence interval of the statistic.
The cross-validation method was utilized to estimate the prediction error of the models; i.e., a measure of how well the model predicts the response values of future observations. In classic cross-validation, the sample is divided into two subsamples. Estimation of the statistical predictor is made on one subsample (training sample), after which the prediction errors of the models are determined by applying the estimated predictor to the observations in the other subsample (Marriott 1990) .
For bootstrap sampling, the pseudorandom number generator of Lüscher was utilized (James 1994 , Lüscher 1994 .
Results

Models to be evaluated
The models of bud-burst timing of B. pendula were based on the concepts of stage of bud dormancy and stage of bud ontogenesis (Hari 1972 , Sarvas 1974 , Häkkinen et al. 1998 . Dormancy is completed when the stage of dormancy, S D (t), reaches the threshold value, D crit . The rate of dormancy development is defined as the time derivative of the stage of dormancy, f D (t) = dS D (t)/dt. Analogously, the rate of bud ontogenesis is defined as the time derivative of the stage of bud ontogenesis, g O (t) = dS O (t)/dt. Bud burst takes place when the stage of ontogenesis exceeds the threshold value, O crit . Alternative theories specify different dependencies of the rates on environmental factors and on the stage of dormancy.
The stage of dormancy and the stage of ontogenesis at moment t can be obtained by integrating the corresponding rates over time from the start of dormancy, t 0 ,
In practical calculations, Equations 1 and 2 were approximated by summing over the time intervals used. The predicted moment of bud burst, b, for each year is obtained as the solution of the equation:
The main aspects of theories on bud development deal with the role of dormancy in ontogenetic bud development. Three theories were considered. In Theory 1 (Sarvas 1972 , Richardson et al. 1974 , bud ontogenesis started when dormancy was completed; i.e., when the threshold value D crit was reached. In Theory 2 (Hänninen 1990) , bud ontogenesis began during dormancy, but at a slow rate, attaining its full rate when dormancy was completed. In Theory 3, bud ontogenesis started at the threshold calendar date, L crit , describing the signal from the light climate (e.g., night length or spectral composition of light) (Häkkinen et al. 1998) or from a biological clock (Bün-ning 1964) .
These theories result in different mathematical models of bud development. In Models 1 and 2, the dependence of the rate of dormancy development on the prevailing temperature ( Figure 1a ) according to Sarvas (1974) was utilized. In Models 1--3, the dependence of the rate of ontogenesis on temperature (Figure 1b ) according to Sarvas (1972) was utilized. In Model 2, the dependence of ontogenetic development on the stage of dormancy (Figure 1c ) according to Hänninen (1990) was utilized.
The least square estimates of model parameters t 0 , D crit , L crit , and O crit (Table 1) were determined by minimizing the mean square error, MSE, of the models using an iterative procedure (Häkkinen et al. 1998) . Parameter values t 0 and D crit were simultaneously iterated, t 0 from September 1 to October 10, and D crit from 300 to 1200 relative units. Parameter L crit was iterated from January 1 to May 30.
The mean square errors of Models 1 and 2, which are based on dormancy development, differed only slightly from each other in the original B. pendula data set (MSE 1 = 17.6 and MSE 2 = 19.0). Model 3, which is based on light climate, had the smallest mean square error (MSE 3 = 6.1) of the three models (Table 1 ). In addition, the predictions of the bud-burst day given by Models 1 and 2 were very similar (Figure 2c ), whereas the predictions given by Model 3 differed from those of Models 1 and 2 (Figures 2a and 2b) .
Tests of differences in the mean square errors of models based on bootstrap percentile confidence intervals
The comparison of models has usually only been based on the magnitude of the MSE of the different models:
where y j is the observed and ŷ j the predicted moment of bud burst, and j extends over n years. In statistical evaluation of the models, the three pairwise comparisons of the mean square errors were used as the test statistic (Effron and Tibshirani 1993, p. 192) :
The statistical significances of the MSE differences were tested using the bootstrap confidence intervals for the above three comparisons θ 13 , θ 23 and θ 21 . If the value zero was not included in the confidence interval, the difference was considered statistically significant (Efron and Tibshirani 1993, p 156) . The confidence intervals were determined by bootstrap sampling distributions of θ 13 , θ 23 and θ 21 . Altogether 7,000 bootstrap samples of size 55 were drawn with replacement from the original 55-year time series of bud burst in birch. Models 1--3 were fitted to each sample and, using their mean square errors, altogether 7,000 bootstrap estimates for θ 13 , θ 23 and θ 21 were calculated. The equal-tailed (1--2α) bootstrap In Models 1 and 2, the start of ontogenetic bud development was based on dormancy development only, and in Model 3 the start was based on a signal from light climate indicated by using a fixed calendar date.
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The frequency distributions of the 7,000 bootstrap replicates of θ 13 , θ 23 and θ 21 , and their 99% confidence intervals, indicated that Models 1 and 2 did not differ significantly from each other, but that Model 3 differed from Models 1 and 2 at a very small risk level (Figure 3) . If the inference had been based on 95% confidence intervals, the difference between Models 1 and 2 would have been statistically significant. However, the scientific importance of this difference was negligible because the observed MSE 2 − MSE 1 = 1.4 in the original data set was small compared to MSE 1 = 17.6 and MSE 2 = 19.0 (Table 1) . In contrast, the statistically highly significant MSE differences of Model 3 compared with Models 1 and 2 were scientifically important because the observed values MSE 1 − MSE 3 = 11.5 and MSE 2 − MSE 3 = 12.9 were high compared to MSE 3 = 6.1 (Table 1) .
Properties of the model parameters based on bootstrap
Most of the model parameters were strongly multi-collinear, as indicated by the high linear correlations between the parameter values in 7,000 bootstrap replications (Weisberg 1985 ) (Table 2). In addition, the ranges of the parameter values in the bootstrap replications were nearly the same as the iteration ranges used in parameter estimation. This implies that the parameter values were sensitive to changes in data values; i.e., the parameter values depended on the collection years from which they were calculated. Consequently, no strong inference can be drawn from the magnitude of the estimated parameter values of the models.
Prediction error of the models
To estimate the prediction error, leave-one-out cross-validation was used, in which the training subsamples were formed by omitting one observation from the data in sequence. All three models were fitted to 55 training subsamples of size 54, and the 55 outlying observations were predicted by the corresponding models to give the prediction residuals (y − ŷ). The crossvalidation prediction error of each model was estimated as the mean of the corresponding 55 squared prediction residuals (Efron and Tibshirani 1993, p. 240 ).
The estimated cross-validation prediction errors were 19.7 (Model 1), 20.7 (Model 2), and 7.5 (Model 3). The prediction errors were 2.0, 1.8, and 1.4 units greater than the corresponding mean square errors of the original data set ( Table 1 ), indicating that the models predict bud-burst dates for independent data sets with nearly the same precision as for the original data.
Discussion
Statistical methods are an important tool in scientific inference when the data-generating process includes disturbing variation as a result of sampling variation, measurement errors, or uncontrolled variables. This is nearly always the case in biological experiments and observations (Tuomivaara et al. 1994) . Uncertainty in the conclusions caused by disturbing variation can be measured by means of statistical methods.
Standard statistical methods have not been applicable in analysis because of the dynamic nature of the models of bud development theories. The evaluation of theories has been based on numerical comparison of the mean square errors of the models only. From the point of view of scientific inference, this is problematic because the risk of making a wrong inference is unknown. For instance, sensitivity of models to different data sets is unknown. Whether the observed differences in mean square errors are significant is also unknown (Hunter and Lechowicz 1992, Hänninen 1995) . The bootstrap and crossvalidation methods applied in this study enabled statistical arguments to be utilized as a part of the scientific inference of bud development theories. The fundamental idea underlying the resampling methods is to replace the unknown population distribution with the observed sample distribution from which the bootstrap samples are drawn. The nature of the inference is asymptotic; i.e., the larger the sample size, the stronger the conclusions. The 55-year phenological and meteorological time series utilized in the analysis are longer than those used in most studies. A time span of more than half a century can be considered to represent the year-to-year-variation in the timing of bud burst and in environmental conditions sufficiently well to serve as a reasonable basis for inference.
Fast computers are necessary for the application of resampling methods. However, there are still problems in data processing. Although some computer programs are available for resampling, many problems, such as the evaluation of bud development theories, require purpose-written computer programs. In addition, many nonstandard models do not have analytic solutions and the parameter values have to be estimated by cumbersome iterative procedures, which requires much programing time.
The accuracy of bootstrap estimates increases as the number of bootstrap samples increases. But how many samples are needed? As a rule of thumb, estimation of the variance of the sampling distribution of the statistic under consideration can be made accurately with less than five hundred bootstrap samples. On the other hand, in estimating confidence intervals, based on the tails of bootstrap sampling distribution, a much larger number of samples, say 3,000, are needed (Efron and Tibshirani 1993) . In order to analyze the influence of the number of bootstrap samples on the accuracy of the confidence interval estimation of this study, the number of bootstrap samples was varied from 200 to 15,000, and the left tail probabilities of test statistic θ 21 = MSE 2 − MSE 1 being less than zero, P(θ 21 ≤ 0), were determined. Figure 4 indicates that the tail probability asymptotically approaches the value ≈ 0.6%. With 3,000 bootstrap samples, the tail probability would have been estimated fairly accurately, the bias being less than 0.2 percent units. The results of this study were based on 7,000 bootstrap samples and the bias was less than 0.1 percent units.
We utilized resampling methods to compare three theories on the timing of bud burst in B. pendula. The results of statistical analyses corroborated the earlier findings (e.g., Häk-kinen et al. 1998 ) that the models based on a fixed date for the start of ontogenetic bud development had a significantly smaller mean square error than models in which the start and rate of development depended on the stage of dormancy. New findings obtained using resampling methods showed that the predictive power of the models was not sensitive to changes in the data, and that the estimated parameter values were unstable because of high multi-collinearity. Figure 3c ).
