In this article we establish the bilinear estimates corresponding to the 1D and 2D NLS with a quadratic nonlinearity c 1 u also yields an improvement on the growth rate of Sobolev norms of finite energy global-in-time solutions to the 2D cubic NLS.
Introduction
We study the Cauchy problem of a quadratic Schrödinger equation
u(x, 0) = u 0 (x).
(1.1)
Here T > 0, c j ∈ C and the solution u is complex-valued. The spatial dimension considered is n = 1 or 2, and the initial data u 0 are given in a Sobolev space H Our principal aim in this paper is to establish the local well-posedness of (1.1) for very low regularity data. In the 1D case, local well-posedness of (1.1) in H s (R), s > −3/4 was obtained in [6] However, (1.2) is known to fail for s less than or equal to these thresholds (see [4, 6, 9] ). In the limiting case s = −3/4 we can recover the well-posedness by replacing X −3/4,b with its Besov-type refinement (see [11] ), while under lower regularities we need to give the space X s,b further modifications closely connected with nonlinear interactions of the equation. We now observe several "dangerous nonlinear interactions" which cause the failure of (1.2). To focus on the 1D case, there are three types of typical dangerous interaction (see Fig. 1 ). Type A is due to u and v supported in frequency near the opposite sides of the parabola {τ = ξ 2 } which output near the τ -axis, and Type B is described by u supported near that parabola and v near the reflected parabola {τ = −ξ 2 } which produce a large component near the origin. Type C comes from the same high-frequency components on {τ = ξ 2 } and has outputs near the parabolas {τ = ± which takes large value in the lower half-plane {τ < 0} and then ejects functions such as v of Type B from the space. This second modification is based on the special property of the nonlinearity u 2 that the Fourier transform of a solution concentrates on the upper half-plane {τ > 0}. Finally, the Sobolev-type spaceX s,b was replaced with a Besov-type spaceX s,b (2, 1) to deal with the interaction of Type C in the endpoint situation (s = −1). These subtle modifications motivated the author to study other applications, and the present article provides some generalized results. Of course the second modification with the same weight factor will not work when we consider other nonlinearities. Let us consider another nonlinearity c 2 u 2 in 1D, which was treated in [7] to establish the same well-posedness and ill-posedness results. It turns out that in this situation the Fourier transform of a solution has high density near the parabola {τ = − The weight factor was finally adjusted as follows: 
otherwise.
However, since the function space in [7] was different from that in [2] , these results actually said nothing about the well-posedness below H −3/4 with the nonlinearity c 1 u 2 + c 2 u 2 . For the wellposedness with this combined nonlinearity, we need to give some sharper weight to control the nonlinear interactions associated with two nonlinearities at a time. One clue to this problem is the weight with "variable exponent," which is the main novelty of the present paper. Note that each of the weight factor in [2, 7] has a constant power of ξ near the reflected parabola {τ = −ξ 2 }; w ∼ ξ 20 for u 2 , w ∼ ξ 5/8 for u 2 (see Fig. 3 ).
We will use the weight of the form
which is not written as a constant power of ξ near {τ = −ξ 2 } (see Fig. 4 ). Such a weight allows us to handle two nonlinearities in the same manner, and also to reduce the number of division of cases in the proof of the bilinear estimate. Furthermore, we have sharp estimates with the weight of variable exponent, while the weight of constant exponent tends to give us somewhat rougher estimates.
The situation is more complicated in the limiting case s = −1. In addition to the Besov refinement, we have to put additional weight near the parabolas {τ = ± 1 2 ξ 2 } for the control of dangerous interaction of Type D, but at the same time we should avoid putting weight on this region to handle the interaction of Type C. To deal with this problem, we again rely on the weight of variable exponent;
we put the weight w(ξ, τ ) = τ ∓ It is quite interesting that almost the same modifications work in 2D; in [1] the weight factor same as 1D [2] was used to establish the local well-posedness with nonlinearity u 2 in H s (R 2 ), s > −1. We see that in 2D the interactions which break the bilinear estimate (1.2) in low regularity are almost identical with those in 1D (see [6] and [4] ), which actually suggests that similar modifications onX will enable us to lower the well-posedness regularity in the case of c 1 u
The difference from 1D is that we encounter the problem of "angle"; the identity
only in 1D case, which is a powerful tool to prove (1.2). However, the method to deal with this matter has been established in [4] , and then we need only to find an appropriate weight. The weight of "variable exponent" near the reflected paraboloid {τ = −|ξ | 2 } is exploited here again, and we have the local well-posedness of (1.1) in H s (R 2 ), s > −1. We remark that the iteration method using the scaling argument is not available at the scaling critical regularity s = s c = −1. Since we will not refer to the endpoint, the Besov modification on the space will be unnecessary.
These modifications on the X s,b space are quite simple and well adapted to the nonlinear interactions of the equation. Hence, it is strongly expected that there are a number of applications to other nonlinearities or other nonlinear dispersive equations. On the other hand, some good properties of the space X s,b will be lost: for instance, we can easily verify by the Fourier analysis that X s,b satisfies
for s ∈ R, b 0 and ψ ∈ C ∞ 0 (R), but this seems no longer easy to prove for the weighted X s,b space we will use. Fortunately, this type of estimate will not be indispensable if we take advantage of the scaling invariance to establish the well-posedness. In this situation, however, the uniqueness result will be obtained only in a weak sense; the solution is the unique strong C 0 t (H s x )-limit of smooth solutions and unique only in a small ball of the function space (see [1, 2, 7] ). In this article we first establish the well-posedness by the scaling and the iteration, and then extend the uniqueness results to the whole function space in which we work (this is the same uniqueness assertion obtained in [6, 4] ) using the argument of Muramatu and Taoka [8] .
Low-regularity bilinear estimates for the quadratic NLS in 2D have been also applied to the control of high-regularity Sobolev norms of the global-in-time solution to the cubic NLS (s − 1)+ with the sharp X −(3/4)+,b bilinear estimate. In the same manner, it is expected that the bilinear estimate at regularity s = −1+ obtained here implies the polynomial bound with δ(s) = 1 2 (s − 1)+. We check it in the end of this article, but it is not clear whether this bound is optimal.
The rest of this paper is planned as follows. In Section 2 we state the details of our results. The proof for 1D results is given in Section 3 and the 2D case is treated in Section 4. Section 5 is devoted to establish the polynomial bound for the solution to the cubic NLS.
Notation. Throughout this article, we use the following notations.
• C or c denotes various positive constants which may change from line to line.
• " A B" denotes the estimate A C B, and " A ∼ B" denotes A B A. We write "A B" if the estimate A C −1 B holds for some large positive constant C .
• "a+ (a−)" denotes a + ε (a − ε) with ε > 0 suitably small.
• 1 Ω denotes the characteristic function of a set Ω. For a normed space X of functions on R 
. For the spaces of other variables, we do not omit the subscripts indicating variables; for example,
• f denotes the reflection of f with respect to the origin; f (ξ, τ ) :
• f * g denotes the spacetime convolution:
• We define two dyadic decompositions of R n+1 :
for j, k ∈ N := N ∪ {0}, and then
We also use the notations as follows:
• Subscripts of functions denote the restriction over various sets; for example, f j 1 :
Statement of the results
Our function space for 1D is defined as follows. 
In the following,X denotesX 
The spaceẐ is defined as the sum spaceX +Ŷ equipped with the norm
Let 0 < β < β min{ 1 2 α, 1 4 − α} and define the weight factor (as Fig. 5 ) 
We define the weighted spaceX w andŶ w by the norm
and then define the final spaceẐ w :=X w +Ŷ w , (
The proof for this theorem is given in Section 3. Let Z w be the inverse spacetime Fourier transform of the spaceẐ w , namely Z w is a Banach space of spacetime functions equipped with the norm We give the proof only for the uniqueness in Section 3. For the details of iteration machinery we refer to [2] . On the other hand we have the following negative result, which is also proved in Section 3.
Proposition 2.4. For any s
fails. Here {e −it∂ The estimate (2.1) is disproved by establishing some "high-to-low frequency cascade." Once Proposition 2.4 is verified, we will again follow an argument given in [2] to obtain ill-posedness of (1.1) below H −1 (R) as follows. (1 + s) and write σ := −s. We define the spacê
and then defineẐ s,b as the sum space,Ẑ
Weighted spacesX (1 + s) − b, and the norm
The following properties ofẐ
w , which we will establish in Section 4, imply the local wellposedness of (1.1) by the argument same as 1D. (R 3 ) and has the monotonicity property. 
Proof for 1D
The following facts are easy to see:
•
•Ẑ w has the L 2 ξ -property; f
.
We begin with three easy lemmas. Most of their proofs are found in [2] . 
Proof. See Proposition 4 in [2] for the first four estimates. The last one can be verified by the same argument. 2 Lemma 3.3. We have the following facts.
Proof. (i) and (ii) were essentially proved in [2, Lemma 2] . Assume
then we use (i) to obtain
The spaceẐ w is identical withX w near the parabola {τ = ξ 2 }, so we need to prepare some bilinear estimates onX (Propositions 3.5-3.7 below). When we use the variables (ξ, τ ), (ξ 1 , τ 1 ) and (ξ 2 , τ 2 ),
we always assume the relation
(3.1) 
We also have
Proof. (i) The first claim was verified in the proof of Proposition 5 in [2] . For the second claim, we divide the integral and use the first claim to have
and we obtain the desired bound from the assumption γ < 1/2.
(ii) We use Cauchy-Schwarz inequality and Fubini's theorem to have
We have only to show m(ξ, τ ) 2
and the assumption j = 0, we have
which means that the variation of ξ 2 is bounded by 
lead to the bound of the variation of τ 2 , C min{2
Proposition 3.5. Suppose that f and g are supported on A j 1 and A j 2 , respectively, for some j 1 , j 2 ∈ N. Then we have
Proof. We use the triangle inequality and Lemma 3.4(i) to obtain
The second part is proved similarly. 2 Proposition 3.6. Suppose that f and g are supported on A j 1 and A j 2 , respectively, for some j 1 ∈ N and
Proof. We use the notation f , g :
Proof. For any h supported on A j ∩ B k , we use the triangle inequality and Lemma 3.
which implies the claim. 2
We are now ready to establish the bilinear estimate onẐ w , which follows from the following two propositions. Proposition 3.8. If j, j 1 , j 2 ∈ N satisfy | j 1 − j| 10 and j 2 j + 11, then there exists δ > 0 such that
Proof. We shall omit the subscripts of functions or the restriction symbol "( A j )" for simplicity.
(i) When we consider the nonlinearity u 2 , we use the variables (ξ 1 , τ 1 ), (ξ 2 , τ 2 ) for f , g, respectively, and then (ξ, τ ) for f * g under the convention (3.1). First, we consider the easy case j 2 < 30. From Lemma 3.3(iii) and the fact that w(ξ,
Ignoring τ + ξ 2 β−1/2 for the first term and using Lemma 3.1 with k = 0 for the second term, we bound both terms by
which is an appropriate bound. We therefore assume j 2 30, in particular, j, j 1 , j 2 = 0.
We take a division of the integral domain:
Estimate of (Ia). We can easily estimate this term by using Young's inequality,
Estimate of (Ib). We need to estimate
Case 1: supp f ⊂ B 2 j 1 −100 . We use Young's inequality to have
Case 2: supp g ⊂ B 2 j 2 −100 . We use Young's inequality to have
We use Proposition 3.5 with K ∼ 2 j and obtain
Estimate of (II). We may estimate 2 − j k<2 j+5
instead of (II).
We use Hölder's inequality and Young's inequality to 
one of the following must hold:
The second case cannot happen by the assumption. In the region { τ + ξ 
In the region { τ 2 − ξ 
Estimate of (III). We need to estimate
(3.4)
Case 2: supp g ⊂ B 2 j 2 −100 . Similarly we have
. We again use the identity
to find that one of the following situations must happen:
In the first two situations, we replace τ − 
In the region {|ξ 1 − ξ 2 | 
We use Proposition 3.6 to have
implies that one of the following has to hold:
The second case cannot happen by the assumption. In the region { τ − ξ 2 2 j 1 + j 2 }, we use Young's inequality for the case supp g ⊂ B 2 j 2 −100 :
and for the case supp g ⊂ B <2 j 2 −100 , Proposition 3.5 is applicable with K ∼ 2 j :
(IV) 2
This bound is appropriate whenever 2β α.
(ii) When we consider the nonlinearity u 2 , we use the variables (ξ 1 , τ 1 ), (ξ 2 , τ 2 ) for f , g, respectively, and then (ξ, τ ) for f * g under the convention (3.1). We can actually verify the desired estimate by the argument almost identical with that for u 2 . We may assume j, j 1 , j 2 to be nonzero, and decompose the integral region as follows:
The estimate of (Ia) is identical. For (Ib), we can make the same argument if supp f ⊂ B 2 j 1 −100 or supp g ⊂ B 2 j 2 −100 . In the case supp f ⊂ B <2 j 1 −100 and supp g ⊂ B <2 j 2 −100 , we use the identity
j , and then use Proposition 3.5 with K ∼ 2
For (II), we have only to estimate 2 − j k<2 j+5
which has already treated in the estimate of (IV) of u 2 . For (III), we need to estimate
, which is identical with (3.4). Similarly, the estimate of (IV) is reduced to that of (3.3). 2 Proposition 3.9. If j, j 1 , j 2 ∈ N satisfy | j 1 − j 2 | 1 and j < j 1 − 10, then there exists δ > 0 such that
Proof. The condition ξ = ξ 1 + ξ 2 , |ξ | |ξ 1 | ∼ |ξ 2 | allows us to use Propositions 3.5 and 3.7 always with K ∼ 2 j 1 , which is a powerful tool to the estimate. We may also assume j 1 , j 2 = 0.
(i) Consider the following division:
Estimate of (Va). From Hölder's inequality and Young's inequality, we obtain
(Va) 2
Estimate of (Vb).
If f is supported on B 2 j 1 , we use Hölder's inequality and Young's inequality to 
This is the desired bound whenever α + β 1/4.
We observe the following fact before treating other cases. In the case 
. This is the desired bound.
Let us consider the case supp f ⊂ B <2 j 1 −10 (the case supp g ⊂ B <2 j 1 −10 is similarly treated). We may assume supp g ⊂ D w , and from the identity (3.5) we find that
β+β −1/2 1 followed by Hölder's inequality and Young's inequality implies that (VIa) ξ
If τ 1 − ξ 2 1 is the max, then we multiply instead by
Note that w(ξ, τ ) = τ − ξ 2 β on supp f . In the case τ 2 + ξ 2 2 2 j+ j 2 , we use the triangle inequality,
Hölder's inequality and Proposition 3.6 to obtain (VIa) 2
Estimate of (VIb). We may estimate
instead of (VIb). If supp f ⊂ B 2 j 1 −10 and supp g ⊂ B 2 j 1 −10 , then we have
We assume supp f ⊂ B <2 j 1 −10 and use (3.6) again. When τ − ξ 2 is the max, we replace
β+β −1/2 and use Hölder's inequality, Young's inequality to obtain
When τ 1 − ξ 
In the case τ 2 + ξ 1 and using Proposition 3.6 we have the bound for (3.7)
Estimate of (VII). We estimate 2 − j k<2 j+5
(3.8)
In the case supp f ⊂ B 2 j 1 −10 and supp g ⊂ B 2 j 1 −10 , we use Hölder's inequality and Young's inequality to obtain the bound
In the case supp f ⊂ B <2 j 1 −10 , we use the identity
(3.9)
We consider three cases again, according to (3.9 
j+ j 1 , then we use Proposition 3.7 with K ∼ 2
Estimate of (VIII). We can estimate (VIII) similarly to (VII), using the relation (3.6) and Proposition 3.6 instead of (3.9) and Proposition 3.7.
(ii) We decompose the norm in the same way. 
instead of (3.5) and (3.6), and use
instead of (3.9). In the estimates of (VIa) and (VIb) we use Proposition 3.7 instead of Proposition 3.6. 
(3.10)
Note that if ξ, ξ 1 , ξ 2 satisfy the relation ξ = ξ 1 + ξ 2 , one of the following three cases must hold:
Thus, one of the following has to be satisfied in order for each summand in (3.10) to be nonzero:
• | j 1 − j| 10 and j 2 j + 11, • | j 2 − j| 10 and j 1 j + 11,
In the first case we use Proposition 3.8(i), Cauchy-Schwarz inequality and the L 2 ξ -property ofẐ w to obtain for each j
Since for each j there are only 21 values of j 1 which contribute, squaring and summing over j we have
, and then the estimate for the first case follows. The second case is treated in the same way by symmetry. Finally, Proposition 3.9(i) and Cauchy-Schwarz inequality imply
, which shows the estimate for the third case. The estimate (v) is proved similarly by Propositions 3.8(ii) and 3.9(ii). 2
From Theorem 2.2, we now obtain a continuous data-to-solution map from B H −1 (r) into Z w,T for some T = T (r) > 0 by the iteration argument. Let us next see the uniqueness of the solution.
Proof of uniqueness.
We follow the argument in [8] , using the crucial fact 
From Theorem 2.2(iii) we see that X −1,1−
(1,1) is continuously embedded in Z w . To verify (3.11), let ε > 0 and U ∈ Z w be an extension of u ∈ Z w,T . We choose V ∈ S(R
for ψ ∈ S(R) with ψ(0) = 1. The second function is smooth and vanishes at t = 0, so by [8] this norm tends to 0 as δ → +0. For the third term, the assumption U (0) = 0 and the embedding property yield the bound
Since ε > 0 is arbitrary, we obtain (3.11).
Assume that u 1 , u 2 ∈ Z w,T are solutions to (1.1) for some T > 0 and the common initial value u 0 ∈ H −1 (R). We first use the scale invariance of the equation
(λ > 0) to make the initial value sufficiently small, which is possible because of the subcriticality of (1.1); for λ > 1,
Using the integral representation of (1.1) and the bilinear estimate in Z w , we have
Then, the scaling and (3.11) allow us to choose λ large and δ small so that
and we have
The uniqueness follows by repeating this procedure. 2
At the end of this section we establish the ill-posedness result. 
Proof of Proposition 2.4.
We first consider the case c 0 := c 1 + c 2 = 0. Let N be a large number and define
It is easily verified that ξ
, and for this u 0 the left-hand side of (3.12) is equal to
We set t = ηN −2 with η > 0 to be chosen later.
η.
We take η small enough that 
and (ic 1 ) + (−ic 2 ) = 0, we can reduce the problem to the case c 1 + c 2 = 0. 2
Proof for 2D
In the present section we consider the 2D case and always assume
The next two lemmas are proved directly from the definition of the space and Cauchy-Schwarz inequality.
Lemma 4.2.
We have the following facts.
(
In particular, we may ignore w in the region "near the paraboloid", {|τ − |ξ 
3)
(4.5)
Proof. When j 1 , j 2 , j 3 are all nonzero, these estimates have been proved in [4] , Lemmas 1-3. The other (low-frequency) cases for A ± can be established by summing their estimates over dyadic numbers 1 with Cauchy-Schwarz, or simply using a standard argument with the Strichartz estimate
Since the L 2 -norm is invariant under the reflection, the estimate (4.2) implies
and analogous facts on the estimates (4.3)-(4.5) are also true. As in the 1D case, the next two propositions are required for the bilinear estimate onẐ
w .
implies that one of the three denominators of
can be replaced with 2 −2bj 3 . From (4.2), this quantity is bounded by
In this case, we need to estimate two norms
(4.8)
is estimated by Young's inequality,
For (4.8) we consider three subcases. 
which is a suitable bound. We also need to assume −σ + 2b − 2 0, but this will be satisfied if we choose b close to 1/2.
we have the bound of (4.8)
This bound is suitable whenever σ , b satisfy b < 5/4 and σ + 2b − 2 0 (⇔ b − (1 − σ )).
We may replace the left-hand side of bilinear estimate 
Therefore we may assume j 2 > 30, in particular,
We use Cauchy-Schwarz inequality to bound (4.9) by
1 and using (4.3), we obtain the bound
This is an appropriate bound whenever σ , b satisfy b < 5/4 and σ + 2b − 2 0.
If we imitate the argument in Case 3.2, the coefficient in (4.3) will be of O (1) and then the positive power of 2 j 3 will remain, which is not good. We need to estimate 
If σ and b satisfy 2b
In this case we use the identity
and the assumption j 1 , j 2 = 0 to find that
and use (4.5) to obtain the bound
This bound is suitable whenever σ , b satisfy b < 1 and σ + 2b − 2 0. The case τ 2 + |ξ 2 | 2 is the biggest is treated in the same way. If τ 3 − |ξ 3 | 2 is the max, we use (4.4) and obtain the same conclusion.
(ii) We only need to change the details of the proof for (i) in the following cases.
We estimate the trilinear form
by using (4.3) instead of (4.2).
making a similar argument to that in Case 3.4 of (i) with the identity
We can easily deal with the case j 2 30, so we may assume j 1 , j 2 , j 3 = 0. In the case τ 1 − |ξ 1 | 
for any τ , τ ∈ R and M > 0. We also have | χ T (τ )| C T τ −1 by a simple calculation. These facts and Young's inequality imply
In the last inequality we have used the fact ξ ξ + ξ − ξ and the fact τ − |ξ | 
