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A BSTRACT

Undoubtedly, unmanned aerial vehicles (UAVs) have experienced a great leap forward
over the last decade. It is not surprising anymore to see a UAV being used to accomplish
a certain task, which was previously carried out by humans or a former technology. The
proliferation of special vision sensors, such as depth cameras, lidar sensors and thermal
cameras, and major breakthroughs in computer vision and machine learning fields accelerated the advance of UAV research and technology. However, due to certain unique challenges imposed by UAVs, such as limited payload capacity, unreliable communication link
with the ground stations and data safety, UAVs are compelled to perform many tasks on
their onboard embedded processing units, which makes it difficult to readily implement the
most advanced algorithms on UAVs. This thesis focuses on computer vision and machine
learning applications for UAVs equipped with onboard embedded platforms, and presents
algorithms that utilize data from multiple modalities. The presented work covers a broad
spectrum of algorithms and applications for UAVs, such as indoor UAV perception, 3D
understanding with deep learning, UAV localization, and structural inspection with UAVs.
Visual guidance and scene understanding without relying on pre-installed tags or markers is the desired approach for fully autonomous navigation of UAVs in conjunction with
the global positioning systems (GPS), or especially when GPS information is either unavailable or unreliable. Thus, semantic and geometric understanding of the surroundings
become vital to utilize vision as guidance in the autonomous navigation pipelines. In this
context, first, robust altitude measurement, safe landing zone detection and doorway detection methods are presented for autonomous UAVs operating indoors. These approaches
are implemented on Google Project Tango™ platform, which is an embedded platform
equipped with various sensors including a depth camera. Next, a modified capsule network

for 3D object classification is presented with weight optimization so that the network can
be fit and run on memory-constrained platforms. Then, a semantic segmentation method
for 3D point clouds is developed for a more general visual perception on a UAV equipped
with a 3D vision sensor.
Next, this thesis presents algorithms for structural health monitoring applications involving UAVs. First, a 3D point cloud-based, drift-free and lightweight localization method
is presented for depth camera-equipped UAVs that perform bridge inspection, where GPS
signal is unreliable. Next, a thermal leakage detection algorithm is presented for detecting
thermal anomalies on building envelopes using aerial thermography from UAVs. Then,
building on our thermal anomaly identification expertise gained on the previous task, a
novel performance anomaly identification metric (AIM) is presented for more reliable performance evaluation of thermal anomaly identification methods.
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C HAPTER 1

I NTRODUCTION

The world is diving into an era of autonomous machines, which have seen a huge advancement throughout the last decade. Undoubtedly, unmanned aerial vehicles (UAVs) are
among the most popular types of autonomous machines. It is not surprising anymore to
see a UAV being used to accomplish a certain task, which was previously carried out by
humans or a former technology. As new application areas are opened for UAVs to operate,
the technology is brought up to fulfill the needs of different applications. In parallel to
that, as new technology is developed, it inspires others to utilize UAVs for unprecedented
objectives. This mutual reinforcement makes the industry and technology grow together
increasingly fast.
With the advancements in robotics, several vision-based perception schemes have emerged for autonomous control of vehicles. These schemes mostly rely on re-identifiable landmarks for autonomous navigation due to various reasons, such as redundancy and absence
or unreliability of global positioning systems (GPS). Moreover, certain mission-specific
tasks require a heavy visual understanding of the environment for the operation of these
vehicles, such as a self-driving car recognizing other vehicles and pedestrians in the traffic.
Such needs bring computer vision into the picture, make 3D vision sensors an essential
equipment of these autonomous vehicles, and make the 3D data understanding utterly im-

2
portant for autonomous navigation.
It is often a necessity, rather than a choice, to perform the processing onboard, instead
of using remote or cloud processing, due to several reasons, such as unreliable or nonexistent communication link between a vehicle and ground stations, communication latency,
privacy, and data security. Hence, in most cases, a processing unit is one of the main
components of a UAV. However, heavy payloads, such as large computation units and huge
batteries, are avoided and often infeasible to be used on smaller UAVs due to the aeronautic
limitations and the desire for prolonged flight durations. This makes smaller UAVs compel to carry low-power embedded processing platforms rather than full-scale computation
hardware, which are heavy and not designed to be operated on batteries. Despite the remarkable developments in computer vision and sensor hardware over the years, processing
the sensory data and computation of vision algorithms on embedded platforms remains as
challenge, since the state-of-the-art algorithms are often infeasible to run on onboard embedded platforms. Therefore, it must be taken into consideration right from the algorithm
development stage that any computer vision workflow, which runs on an embedded system,
requires special attention for constrained environments.
One important factor that highly accelerated the developments in robotics and computer
vision is the proliferation of special vision sensors, such as 3D lidar, depth cameras and
thermal cameras. Ever decreasing costs and the vast availability of these sensors induced
the research and technology greatly. Not surprisingly, UAV technology was very swift to
embrace these new types of sensor technology to benefit from the advantages that they
bring. Especially, mounting 3D vision cameras on UAVs opened up a new dimension in
UAV perception and navigation. For instance, depth cameras and 3D lidar sensors provided
3D points clouds, which are sets of coordinates in 3-dimensional space, and enabled UAVs
to perceive their environment in 3D for various tasks, including obstacle avoidance, path
planning, object detection, and many others.
Motivated by these, this thesis presents different algorithms for perception of autonomous
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unmanned aerial vehicles equipped with low-power and computationally constrained embedded platforms. First half of this thesis involves utilization of 3D vision sensors and
machine learning to develop semantics-aware algorithms for visual scene understanding in
three dimensional space. In the first part, the focus is on certain indoor UAV navigation
tasks, such as altitude measurement, landing area detection and localization, and detection
of doors. These are crucial components for the operation of UAVs and the completion of
more sophisticated missions. More specifically, we present a robust method for altitude
measurement based on the 3D point clouds captured by the depth camera on the UAV.
Compared to the existing methods using simple downward-looking proximity sensors for
altitude estimation, our method is robust in scenarios where the UAV flies over objects
on the floor. With simple proximity sensors, objects above the floor, such as tables, usually cause incorrect altitude reading. Next, we present a safe landing zone detection for
autonomous indoor UAV missions in unknown environments. Although there are similar
methods in the literature for landing zone detection in unknown outdoor environments, they
are not readily applicable to indoors. Then, we presented a door detection algorithm for
autonomous UAVs using 3D point clouds and RGB images, since doors are important as
they serve as entry/exit points. Compared to previous works, our method is able to verify
the candidate door regions to eliminate false positives.
Then, our attention is focused on the more general understanding of the surroundings
by means of machine learning. More specifically, a novel 3D object classification model,
which classifies volumetric grids of different 3D objects using capsule networks, is proposed first. This work demonstrates an improvement in the classification accuracy, even
with smaller amounts of training data, due to better representation of the geometry and part
relationships with capsules. Even though there were other methods for the classification
of 3D objects, they were lacking in terms of capturing part relationships and their memory
footprint was much larger compared to our method.
Next, we present a deep semantic segmentation model, which segments the 3D point
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cloud of the environment into several semantic categories with state-of-the-art accuracy.
Our approach has the potential for significantly improving the robustness of navigation related algorithms, such as localization and path planning, by incorporating room semantics.
Compared to previous works, our model has a more advanced neighbor feature aggregation module to make full use of the local neighborhood information. Besides, our simpler
structure allows faster computation for time-critical applications. We show in our experiments that our model is able to reach the state-of-the-art performance on overall point
classification accuracy.
In addition to the perception algorithms for autonomous navigation, numerous applications of UAVs have emerged in a broad range of areas, including robotic agriculture, crowd
entertainment, law enforcement, etc. Building and infrastructure inspection is among the
most novice but prominent application areas of UAVs equipped with 2D and 3D vision
sensors. Particularly the mobility, the lower-cost of UAVs, and the increased safety they
provide, especially for the inspection jobs, are very appealing factors for them to be adopted
in the industry and replace the classical inspection methodologies. To that end, the second
half of this thesis is devoted to various computer vision algorithms and methodologies developed for structural inspection with UAVs.
The first application we study in the second part of this thesis is bridge inspection.
Bridge inspection with UAVs is relatively more mature compared to other UAV application
types, and has experienced quick and wide adoption due to its immense potential in lowering the costs and increasing the efficiency of the task. Yet, there are still many challenges
that need to be addressed for fully autonomous inspection missions. One of the challenges
is the accurate and precise position estimation in complex, GPS-denied locations of the
bridge, such as the underneath. Although many modern approaches provide accurate localization, there is still the need for more efficient algorithms for extreme resource constraints.
To address this, we present a substantially lightweight algorithm for localizing the UAV on
a pre-captured 3D point cloud model of the bridge using depth images. The presented
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approach is simple to be integrated in any system with resource constraints and provides
precise and reliable position estimation for UAV localization.
One of the most interesting inspection types is the thermal anomaly identification on
building envelopes for energy audits. Even though handheld thermal cameras have been
used for inspection for a while, mounting them on UAVs and letting the UAV do the hard
work (which includes gathering data from dangerous and hard to reach areas in a fraction
of time and without risking inspectors’ lives) is revolutionary and poses immense potential.
One of the several reasons for employing UAVs for this task is that they offer great mobility
compared to the traditional auditing mechanisms. A small UAV can easily access places,
which are extremely hard, if not impossible, and unsafe for humans to access. Another
reason is that a UAV has the potential to reduce the inspection costs and times significantly.
This thesis presents a novel and robust approach to detect thermal anomalies on building
surfaces for autonomous energy auditing using small UAVs in order to push the limits of
this cutting-edge technology. To the best of our knowledge, this work is among the pioneer
ones for detecting thermal anomalies such as heat leakages. Consequently, many aspects of
this task are still waiting to be studied. One particular aspect of thermal anomaly detection
is a reliable performance evaluation metric for comparing different algorithms and models.
Since thermal anomalies introduce many unique additional challenges, such as ambiguity
of anomaly regions and piece-wise-annotated ground truths, the performance metrics used
for similar traditional computer vision tasks are not suitable for the evaluation of thermal
anomaly detection algorithms. To address the issue, this thesis also presents a new thermal
anomaly identification metric, referred to as AIM, which accounts for several challenges in
the performance evaluation of thermal anomaly detection algorithms.
It is worth noting that most of the approaches discussed under this thesis are not limited
to aerial vehicle applications only, and they can also be adapted in other domains. Yet,
these approaches have been designed with the mindset that they will be implemented on
UAVs, which have high potential to be employed for many autonomous applications due to
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their strong mobility and agility.

1.1

Research Impact

The main contributions of this thesis include the following:
• A robust altitude estimation method, using 3D point clouds captured by a depth camera, which is robust against objects over the floor.
• An autonomous landing zone detection method using 3D point clouds for autonomous
indoor UAVs in unknown environments
• An accurate doorway detection method using 3D point clouds and RGB images for
indoor navigation of UAVs
• A novel 3D object classification model using capsule networks with ADMM pruning,
that can achieve better performance on smaller dataset sizes compared to prior work,
and has smaller memory footprint
• A novel, computationally efficient and attention-based module for local feature aggregation for semantic segmentation of point clouds
• A substantially lightweight algorithm for localizing a UAV on a pre-captured 3D
point cloud model of a bridge using depth images
• A novel and pioneer approach to detect thermal anomalies on building surfaces for
autonomous energy auditing using UAVs
• A novel metric for performance evaluation of thermal anomaly identification methods
The research presented in this thesis resulted in several peer-reviewed journal and conference publications.
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Peer-reviewed Journal Publications
• Jiajing Chen, Burak Kakillioglu, and Senem Velipasalar, “Background-foregroundaware 3d point cloud segmentation with dynamic point feature aggregation,”

-

(submitted, July 2021.)
• Burak Kakillioglu, Ao Ren, Yanzhi Wang, and Senem Velipasalar, “3d capsule networks for object classification with weight pruning,” IEEE Access, vol. 8, pp. 27393–
27405, 2020
• Tarek Rakha, Amanda Liberty, Alice Gorodetsky, Burak Kakillioglu, and Senem
Velipasalar, “Heat mapping drones: An autonomous computer-vision-based procedure for building envelope inspection using unmanned aerial systems (uas),” Technology|Architecture + Design, vol. 2, no. 1, pp. 30–44, 2018

Peer-reviewed Conference Publications
• Burak Kakillioglu, Yasser El Masri, Chenbin Pan, Eleanna Panagoulia, Norhan Bayomi, Kaiwen Chen, John. E Fernandez, Tarek Rakha, and Senem Velipasalar, “A performance metric for the evaluation of thermal anomaly identification with ill-defined
ground truth,” in 2021 28th International Workshop on Intelligent Computing in
Engineering, 2021
• Kaiwen Chen, Tarek Rakha, Yasser El Masri, Eleanna Pangoulia, Burak Kakillioglu,
Chenbin Pan, Senem Velipasalar, Mohanned Elkholy, Norhan Bayomi, and John E.
Fernandez, “Registering and fusing thermal anomalies in aerial infrared images to
a 3d building mode,” in Computing in civil engineering 2021: Smart cities, sustainability, and resilience. American Society of Civil Engineers Reston, VA, 2021
• Jiajing Chen, Burak Kakillioglu, and Senem Velipasalar, “Hierarchical grow network for point cloud segmentation,” in 2020 54th Asilomar Conference on Signals,

8
Systems, and Computers. IEEE, 2020, pp. 1558–1562
• Burak Kakillioglu, Jiyang Wang, Senem Velipasalar, Alireza Janani, and Edward
Koch, “3d sensor-based uav localization for bridge inspection,” in 2019 53rd Asilomar Conference on Signals, Systems, and Computers, 2019, pp. 1926–1930
• Burak Kakillioglu, Ayesha Ahmad, and Senem Velipasalar, “Object classification
from 3d volumetric data with 3d capsule networks,” in 2018 IEEE Global Conference
on Signal and Information Processing (GlobalSIP). IEEE, 2018, pp. 385–389
• Burak Kakillioglu, Senem Velipasalar, and Tarek Rakha, “Autonomous heat leakage
detection from unmanned aerial vehicle-mounted thermal cameras,” in Proceedings
of the 12th International Conference on Distributed Smart Cameras. ACM, 2018,
p. 11
• Burak Kakillioglu and Senem Velipasalar, “Autonomous altitude measurement and
landing area detection for indoor uav applications,” in Advanced Video and Signal Based Surveillance (AVSS), 2016 13th IEEE International Conference on. IEEE,
2016, pp. 166–172
• Burak Kakillioglu, Koray Ozcan, and Senem Velipasalar, “Doorway detection for
autonomous indoor navigation of unmanned vehicles,” in Image Processing (ICIP),
2016 IEEE International Conference on. IEEE, 2016, pp. 3837–3841

1.2

Organization of Thesis

The remainder of this thesis is organized as follows:
In Chapter 2, we present an indoor UAV perception framework using a Google Tango™
tablet, which is an off-the-shelf consumer device equipped with a depth camera and inertial measurement units. The framework consists of methods for doorway detection, au-
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tonomous landing zone detection, and robust and reliable altitude measurement from 3D
point clouds.
Next, in Chapter 3, we present 3D deep learning models for 3D data understanding.
More specifically, we first present a capsule network-based 3D object classification model
with weight pruning.
In Chapter 4, we present a novel semantic segmentation model for indoor 3D point
cloud scenes using attention-based dynamic point feature aggregation.
In Chapter 5, we present a fast, depth image-based UAV localization algorithm for resource constrained platforms. We demonstrate the performance of the presented algorithm
on a real flight performed on San Rafael bridge.
In Chapter 6, we first present our novel heat leakage detection algorithm that utilizes
UAV-captured thermal images for autonomous aerial building inspection pipelines of building retrofitting audits. Then, we present the novel Anomaly Identification Metric (AIM) for
the performance evaluation of thermal anomaly identification methods.
Finally in Chapter 7, we conclude and provide a discussion about the future research
directions.
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C HAPTER 2

3D C OMPUTER V ISION FOR I NDOOR
UAV P ERCEPTION

2.1

Introduction

Unmanned vehicles have important and wide-ranging application areas including military
tasks, search and rescue missions, robotics, surveillance, journalism, inspection of buildings and bridges, and monitoring of wildlife habitats. Moreover, thanks to becoming more
affordable, unmanned aerial vehicles (UAVs) are also being used by many hobbyists to
capture aerial videos. In addition to the outdoor applications using relatively larger UAVs,
there is also a growing interest in smaller aerial vehicles flying indoors.
Currently, most of the UAVs are either navigated by people via remote controllers,
or global positioning systems (GPS) are used for their autonomous navigation in outdoor
environments. However, fully autonomous navigation still remains a challenge for GPSdenied areas and complex indoor environments for which GPS is either unavailable or
highly unreliable. There have been various approaches to address this challenge including
using RFID tags [14] or marker-based navigation techniques like the Vicon system [15].
Yet, even though these are reliable methods, they require other stationary sensors to be
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installed in the environment and have a certain set-up. This, in turn, limits flexibility, and
also cannot be applied in uncontrolled environments and with different applications.
Camera or vision-based solutions have also been proposed to address the indoor navigation problem. It was shown in the literature that a small aerial vehicle with an onboard
camera can navigate itself through simple structures, such as corridors and stairs, using
different techniques including optical flow [16], and image perspective cues [17]. In [16],
the focus is on the avoidance of collusion with walls by using depth map and optical flow.
Navigation is performed through corridors by measuring the distance to the walls on each
side and to the ground. In [17], authors detect the environment type (corridor, corner, or
staircase) using a classifier. Then, they employ different strategies based on the classifier
result, e.g., for corridor environment, they find Hough lines and navigate through them.
In addition to navigating through hallways and corridors, and avoiding obstacles, detecting safe landing zones, and measuring and correctly adjusting the altitude are also very
important tasks for fully autonomous operation of UAVs in indoor environments. Precise
estimation and control of the altitude are especially critical for indoor environments so that
UAVs can keep themselves away from ceilings, floor and objects below. A traditional and
widely-used approach for altitude control is the use of sonar distance sensor together with
IMU sensors. In this approach, a reference can be obtained when the UAV is on the ground
and then the relative altitude can be measured during the flight. Bouabdallah et al. [18]
have shown that altitude can be controlled with a maximum of 3 cm deviation from the
reference using IMU and sonar distance sensor. However, although these simple sensors
provide accurate altitude information, they measure the distance between the UAV and the
closest point underneath, which is not necessarily always a point on the ground or the floor
surface. For instance, in a scenario, wherein the UAV flies over a table, the altitude is measured with respect to the table surface and this leads the UAV to undesirably leap to a higher
altitude. To overcome this issue, the system needs a broader environmental information to
differentiate real altitude changes from objects underneath.
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Another important task for fully autonomous operation is detecting doors since doors
are the entry/exit points in an environment. Chen et al. [19] proposed a camera-based
door detection method analyzing multiple clues such as vertical line pairs, concavity of a
door frame, gap below the bottom door edge, and color difference between door and walls.
These clues are combined by using the Adaboost training. There are also other methods
that analyze similar visual clues in RGB images for detecting doors [20–22]. Varadarajan et
al. [23] proposed a stereo vision approach for 3D modeling and doorway detection. They
apply a series of processing techniques including denoising, diffusion, and segmentation
to detect model doorway regions. Rusu et al. [24], on the other hand, used solely 3D
point cloud data to detect closed doors. They first estimate the surface normals that are
perpendicular to the z-axis on down-sampled point cloud data, and then estimate geometric
attributes of the planar region found using sample consensus on surface normals. The focus
is detecting closed doors, since the goal is to find doorknobs to open the door afterwards.

2.2

Proposed Framework

Our framework is composed of four main parts: (i) Extracting horizontal and vertical planes
from point cloud data (point cloud segmentation), (ii) measuring the altitude relative to the
floor surface, (iii) detecting and tracking a landing area, and (iv) detecting doorways for
navigation between different rooms.
Without loss of generality, we employ a Project Tango tablet by Google™ as the proofof-concept, onboard system in our experiments. It has various built-in visual and motion
sensors, and offers satisfactory computational power with its NVIDIA® Tegra® K1 processor. First, planes are detected and segmented in the point cloud. Then, planes are rotated
according to the real-world orientation, and the horizontal and vertical planes are identified. The distance to the floor surface is measured as the altitude. In the safe landing zone
detection, the region, which has the largest area on a horizontal plane is detected as the safe
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landing zone and tracked together with its 3D position information. Finally, in the door
detection, the openings on wall planes are found are candidate doors and verified by an
image detector.

2.2.1

Plane Segmentation

The Project Tango™ platform has a depth sensor and camera, and acquires depth images
(which then converted to 3D point clouds) and RGB images at the same time. The obtained
point cloud data is an unordered set of points in the 3D space with their x, y, z coordinates
and the location of the depth sensor is the origin of the point cloud space.
We initially implemented a RANSAC-based plane detection algorithm, similar to [25]
and [26], to detect dominant planes. The algorithm can find the plane efficiently after a few
RANSAC iterations if the input depth data is highly dominated by one plane. However, it
was observed that the algorithm may need iterations on the order of hundreds to find planes
when the point cloud contains multiple dominant planes, e.g. two wall planes perpendicular
to each other or three planes meeting at the corner of a room as shown in Fig. 2.1(a). When
the randomly sampled three points belong to different planes, overall computation time
increases. Moreover, in some cases, the number of iterations reaches the allowed maximum
Tmax , which then terminates the algorithm without finding a plane. Even if the algorithm
is able to find the dominant planes before reaching the maximum allowable iterations, it
is still not feasible to be implemented on a mobile device or used with real-time systems
due to its computational complexity. Especially when the limited computation power of a
mobile device is considered, finding a single plane may be very time-consuming when the
algorithm described in [25] is used.
Therefore, we introduce a slicing mechanism, wherein RANSAC-based plane estimation algorithm is run separately for each slice in the point cloud. The depth data is sliced
in the z-direction to speed up the process and increase the chance of sampling points from
the same plane. In our experiments, we divide the input data into three slices by using two
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set distances from the sensor. We then apply the plane detection algorithm on each slice
separately.
Table 2.1: Performance comparison during plane detection
Point
Cloud
Scene
1
2
3

Without
Slicing
Time(s) # of iterations
14.72
61778
3.48
8646
7.11
26454

With
Slicing
Time(s) # of iterations
2.23
7068
1.72
2584
0.98
1269

To detect and segment out all the planes in slice Si , we employ the RANSAC-based
plane detection algorithm consecutively on the point cloud. After a plane is segmented
out, we remove the inliers of this plane from the points in Si and run the plane detection
algorithm again on the remaining point data until we have less than α points in Si . We then
merge the segmented planes, which have the same plane equation, found across the three
slices as described in Algorithm 1.

(a)

(b)

(c)

(d)

Fig. 2.1: (a) Multiple intersecting planes are detected with the slicing approach, (b) RGB
image of a scene, (c) planes of the scene in (b) are detected in different slices: green, dark
blue and pink planes are detected in the closest, middle and furthest slices, respectively, (d)
planes divided across slices are merged.
As an example, suppose that the viewed scene contains two walls meeting and forming
an L-shape as seen in Fig. 2.1(b). After the point cloud is sliced, the two closest slices
only have data from the sidewall and the furthest slice has data mostly from the wall/plane
across as shown in Fig. 2.1(c). Since the data is divided, the algorithm is able to detect the
planes in a fewer number of iterations compared to running plane estimation over the entire
point cloud data.
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Algorithm 1 Plane segmentation in point cloud
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:

Input: P
Slice P into 3 subclouds S1 , S2 , S3 from distances z1 , z2
planes ← {}
for i ← 1 to 3 do
while number of points in Si > αi do
plane ← RANSAC(Si )
if number of inliers of plane > βi then
Add plane into planes
end if
Remove inliers of plane from Si
end while
end for
c ← number of planes found
for i > 1 to c − 1 do
p1 ← planes[i]
n1 ← normal vector of p1
for j ← i + 1 to c do
p2 ← planes[j]
n2 ← normal vector of p2
if Norm( CrossProduct(n1 , n2 ) ) < γ1 then
if Distance(p1 , p2 ) < γ2 then
Merge p1 and p2 in planes
end if
end if
end for
end for
return planes

2.2.2

. Point cloud

. Merging partial planes

. Segmented planes

Altitude Measurement

Horizontal planes are the ones whose normal vectors are ideally nTy = [0, 1, 0] in the 3D
space. However, due to different possible orientations of the camera, 3D Cartesian axes
of point cloud are not aligned with the world’s coordinate axes. Therefore a 3x3 rotation
matrix, Rc ∈ R3×3 , is generated based on the orientation vector of the Project Tango device
to rotate the point cloud in such a way that its coordinate axes coincide with the world
coordinate system. After rotating the point cloud, and thus the detected planes, the planes
whose normal vectors that have small enough cosine distance to nTy = [0, 1, 0] are labeled
as horizontal planes. Fig. 2.2(a) and (b) show the captured point cloud before rotation, and
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(a)

(b)

Fig. 2.2: (a) Segmented point cloud before rotation. (b) Rotated cloud showing only the
horizontal planes.
the rotated horizontal planes, respectively. Finally, the furthest horizontal plane is labeled
as the floor surface.
Altitude is measured as the distance between the floor surface and the camera. The
distance is obtained by calculating the absolute value of the dot product of normal vector
of the floor plane nf and one of the three points that the floor plane is fit on, e.g., P0f .
Fig. 2.3 shows distance vectors between the segmented planes and the origin, which is
the depth sensor. We measure the altitude continuously by employing a 5-point moving
average filter, i.e., the average of the last five measurements is used as the altitude. If the
difference between the current altitude measurement and the previous one is less than an
experimentally-defined threshold D, we set the new altitude measurement as the current
altitude. The details are presented in Algorithm 2. If the difference is larger than D, it is
assumed that the floor surface is occluded and no longer visible by the device, e.g., due
to UAV being on top of an object/furniture, which is higher than the floor surface, and
not seeing the floor anymore. In such a case, the relative translation data obtained from
IMU in y-direction, ∆Y , is used to update the altitude relative to the last measurement
until capturing new data. According to our experiments, this scenario does not happen
very often, since the field of view of the depth camera is large enough to observe the floor
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surface most of the time, unless there is a landing event. The only requirement of the
proposed method is that the floor surface is visible at the beginning for at least five frames.

Fig. 2.3: Segmented and rotated point cloud data of the room with distance vectors with
respect to origin which is depth camera coordinate. Red region is floor, yellow region is
table, and the other regions are side walls and front wall.
Algorithm 2 Algorithm for getting floor surface, rotation matrix, and altitude measurement.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:

Plane normals: ni
Plane points: P i
Previous altitude: A
Translation delta: ∆
Rotation matrix of camera: Rc
horizontalPlanes ← find( argmax( abs(Rc .n~i ) ) == 2 )
di ← abs(n~i .P0i ) forall i
f ←argmax(d)
R ←getRotationMatrix(n~f , [0 1 0])
if abs(A − df )< D then
Add df into measurement records
A ← Average of last 5 records
else
A ← A + ∆Y
end if

. Calculate distances to planes
. f is floor plane index
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2.2.3

Safe Landing Zone Detection

In this framework, a safe landing zone is defined as a planar, circular area that is parallel
to the floor surface. It is assumed that the detected regions are on rigid, stable objects. The
minimum radius for the circle can be set based on the UAV size. For landing, the preference
is for the surfaces that are above the floor.
First, inlier points, which are the points lying on the horizontal planes detected in Section 2.2.1, are projected onto 2D binary images. As seen in Fig. 2.4(a), these projections
are usually sparse point clusters due to the low resolution of the acquired points. In order to
fill the gaps between points, morphological operations are applied to these images. Then,
connected components are found to differentiate and segment distinct objects that satisfy

(a)

(c)

(b)

(d)

Fig. 2.4: (a) Projected binary image of plane that contains table. (b) Dilated and closed
binary image. Blue bounding box represents the largest connected component. Green
circle is the largest filled region in the largest connected component. (c) Voronoi diagram
of boundary points of the large region in binary image. (d) Color image of the scene. Red
bounding box corresponds to the region found in point cloud and green ellipse corresponds
to the detected safe landing zone.
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the same plane equation, e.g. two closely placed tables. After all connected components
are found, and regions are segmented, maximum area circle is found in each region to determine a safe zone to land on. Maximum area circles are found using Voronoi diagrams as
described by Toussaint in [27]. We used boundary points of each region to obtain Voronoi
diagrams shown in Fig. 2.4(c). 3D coordinates of regions, whose areas meet the safety
criteria, are proposed as safe landing locations. The details of the proposed method are
presented in Algorithm 3.

Tracking the Detected Area
In general, processing the point cloud and detecting a safe location at every frame requires
longer processing time than performing region tracking on RGB images. As scene comAlgorithm 3 Algorithm for safe landing location detection.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:

Plane inliers: pi
Plane normals: ni
Plane points: P i
Rotation matrix for real world: Rw
Rotation matrix for top-down look: Ryz
for each horizontal plane pi do
p ← Ryz .Rw .pi
n ← Ryz .Rw .ni
P0 ← Ryz .Rw .P0i
planeEquation ←getPlaneEquation(n, P0 )
binaryImage ← getProjection(p)
binaryImage ← close( dilate (binaryImage) )
regions ← connectedComponentsOf( binaryImage )
for each region in regions do
[r, cx, cy]← findLargestInnerCircleIn(region)
if r is the largest radius then
largestRegion ← region
largestCircle ← [r, cx, cy]
end if
end for
end for
0
brXY Z ← bounding rectangle of largestRegion
−1 .R−1 .brXY Z 0
brXY Z ← Ryz
w
−1 .R−1 .largestCircle
largestCircle ← Ryz
w
return largestRegion, largestCircle, brXY Z
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plexity increases, 3D processing may require on the order of seconds, which may cause the
UAV to lose its target area. In order to address this problem, we propose detecting a safe
landing region from the depth data first, and then tracking the 2D correspondence of this
region on RGB images. In order to track the region of interest, we first extract some feature
points by using the Good Features to Track algorithm proposed by Shi and Tomasi [28].
Then, these feature points are tracked using Kanade-Lucas-Tomasi Feature Tracker [29].

2.2.4

Door Detection

The proposed method for doorway detection has two main parts: (i) detecting candidate
door openings from the 3D point cloud data, and (ii) using a pre-trained detector on corresponding RGB image regions to verify if these candidate openings are indeed doors.

Detection of Candidate Door Openings
First, the plane detection results are obtained as described in Section 2.2.1 and the dominant vertical planes are marked as wall planes. After getting a list of wall planes, we project
each plane into a 2D binary map. Then, we seek empty regions, which are likely to be door
openings, on the 2D maps. We implemented the maximum rectangle under a histogram algorithm, described in [30], to find the largest empty region in a depth image. The algorithm
provides both the image pixel coordinates and the 3D point coordinates of this candidate
region. Fig. 2.5 shows the RGB image of a scene. The detected candidate opening in the
point clouds is shown in red in Fig. 2.5(b). Fig. 2.5(c) is the rotated version of Fig. 2.5(b).

Verification of Candidate Detections
Candidate door detection step allows us to find openings on walls, but it does not guarantee that the detected opening is a door. In fact, scenarios in which no IR reflection is
measured can also cause these openings. Examples include windows, mirrors, very shiny
wall surfaces under bright sunlight, and closely spaced large building columns. Therefore,
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(a)

(b)

(c)

Fig. 2.5: (a) The observed scene, (b) the detected candidate opening displayed in red, (c)
rotated view of the points in (b).
in addition to finding openings in 3D point cloud, a verification step is needed to decide
whether these are actual open doors. To accomplish this goal, we employ a detector trained
with Aggregate Channel Features (ACF) [31]. It runs with a sliding window on the RGB
image regions corresponding to detected candidate openings. We trained the ACF-based
door detector with sampled door images from databases, such as the one in [19], and search
engines results for door images. This trained detector is computationally efficient for realtime applications while achieving comparable accuracy in object detection tasks as it was
shown for the pedestrian detection problem in [31]. In our tests, we use the RGB images
are acquired simultaneously with the point clouds by the same Project Tango™ platform.
After the candidate region is detected, its corresponding bounding box is obtained in the
RGB image and this bounding box is padded around all four sides to guarantee that the
door frames are visible. The candidate region and the enlarged bounding box are shown in
blue and red, respectively, in Figures 2.6 and 2.7. The door detection is performed in the
red bounding box only. If a door is detected in this region of the RGB image, then it is
verified that the candidate opening is a doorway.
As seen in Fig. 2.6, the ACF-based detector detects the green boxes as doors with high
detection scores. Fig. 2.7 shows two scenarios in which the detected openings from the 3D
point cloud do not correspond to actual doorways. Our trained door detector applied on
the RGB images does not detect a door in these candidate regions. Hence, thanks to this
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(a) ACF detection score: 10.36

(b) ACF detection score: 25.38

Fig. 2.6: Two doorway detection examples. Blue, red and green boxes represent the
candidate region, its padded version and the detected door, respectively.

(a) Window scene

(b) Mirror scene

Fig. 2.7: Candidate regions that are correctly declared as not being doors (no green box).
verification step, our ultimate decision is more reliable compared to using only the depth
data.

2.3

Experimental Results

Altitude Measurement
We compared the altitude measurements obtained with and without the 5-point averaging.
With a fixed 1.69m altitude, we recorded three different types of data: (i) distance to the
floor surface at each point cloud, (ii) 5-point averaging applied distances, and (3) translation data. Variances were 2.364 × 10−4 , 0.357 × 10−4 , and 0.243 × 10−4 respectively. Thus,
variance is significantly reduced by applying the proposed average filtering. Fig. 2.8 shows
the plots of altitude measurements obtained with and without employing the 5-point averaging at the fixed altitude of 1.69m. As can be seen, using the 5-point averaging decreases
the fluctuations significantly.
We chose 10 cm as the significant altitude change threshold, D, in our experiments.
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Fig. 2.8: (a) Altitude measurements fluctuation with and without 5-point averaging
recorded at the fixed altitude of 1.69m.

(a) Frame i.

(b) Frame i+1.

(c) Time(milliseconds) vs Altitude(meters)

Fig. 2.9: (a) Altitude measurement when there is an enough sight of floor. (b) Estimated
altitude measurement based on the last measurement and relative position change when
floor is unseen on the next frame. (c) Measurement and estimation graph.
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Fig. 2.10: Measurement and estimation of floating altitude when floor surface is lost.
When the difference between the measured altitude and known altitude is larger than D,
we detect significant altitude change event, and update the new altitude based on the last
measurement and relative translation change in Y direction. In Fig. 2.9, an example of a
significant altitude change and behavior of the system is shown. In Fig. 2.9(c), measured
(dashed line) and estimated altitude data (solid blue line), and the translation in Y direction
(dotted line) are plotted. The sharp decrease in measured altitude happens when the floor
surface is no longer visible. As shown in Fig. 2.9(c), our system can detect if the floor
surface is no longer visible, and measure the altitude based on the last averaged measurement and relative translation change in Y direction with a maximum of 2 cm deviation. In
Fig. 2.10, the measurements are shown when the platform is over a table, where it cannot
see the floor surface, and while it is moving in the vertical direction. The dashed line represents the distance measured relative to the furthest horizontal surface obtained (floor and
table-top surfaces in the figure), and the solid line shows the estimated altitude, relative
to the floor surface, obtained based on the previously known altitude and translation data,
which is represented as dotted red line.
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Landing Zone Detection
To evaluate the proposed safe landing zone detection method, we have performed the following experiments: (i) detecting the safest landing zone among multiple planar regions
that are cluttered by objects, (ii) detecting and segmenting multiple horizontal surfaces at
different heights from the floor, and identifying the safer region to land on.

(a)

(b)

Fig. 2.11: Finding the largest circular area among multiple cluttered regions that fit on the
same plane. (a) Detection on binary images. (b) RGB correspondences of regions found.
We first performed experiments in scenes containing multiple horizontal planar regions
that are cluttered by objects. In this case, the largest inner circle algorithm finds the largest
circular area on table-tops, which is not occupied by objects. Fig. 2.11(a) shows the detected inner circles on table-top regions. The largest area among these candidates is shown
by filling the fitted circle. We then employ KLT tracking on the region, shown by the red
bounding box, on the RGB images as described in Section 2.2.3. Fig. 2.12 shows the safe
landing zone tracking after detecting it in the point cloud.
We then performed experiments in scenes containing planes at four different levels. As
seen in Fig. 2.13, there is a small white box, two tables with differing heights, one of which
is cluttered by some objects, and another object with a rectangular top placed on the lower
table in the scene. The largest circular region is found on each of the detected horizontal
planes. The circular region with the largest area among all candidates is proposed as the
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(a) First detection of a safe zone

(b) Frame 3

(c) Frame 7

(d) Frame 11

(e) Frame 15

Fig. 2.12: KLT Tracking Experiment. (a) The detection of a safe zone from the point
cloud. (b,c,d,e) Tracking the region found in (a) on proceeding frames.

(a) White box

(c) Higher table

(b) Lower table

(d) Cylinder top

Fig. 2.13: Finding the largest circular area among surfaces that are at four different levels.
safest landing zone as shown in Fig. 2.13 by the filled in green circle.

Doorway Detection
In our experiments, we divided point clouds into three slices by using depth distances
z1 = 1.5m and z2 = 3.5m. Table 2.1 shows the overall execution time and the number of
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iterations for five different point cloud examples with and without the slicing approach. As
can be seen, the proposed slicing approach decreases the overall runtime and the number
of RANSAC iterations.
In addition, we compared the processing times of applying the door detection across
entire RGB images versus just applying it in the candidate regions. Over 457 images,
the average processing times are 0.0258s and 0.0133s, respectively. Thus, detecting the
candidate door openings from 3D point clouds and using these regions provide 48% savings
in the processing time of ACF-based door detection.
Table 2.2 summarizes the performance of the ACF-based door detection, more specifically it lists the number of true positives (TP), true negatives (TN), false positives (FP) and
false negatives (FN).
Table 2.2: Door detection performance on RGB images
Type
Open Doors
Other (mirror, window etc.)

2.4

Count
50
40

ACF (door detected)
43 (TP)
3 (FP)

ACF (no door)
7 (FN)
37 (TN)

Conclusion

In this chapter, we have proposed novel methods for various autonomous indoor UAV tasks,
which are altitude estimation, safe landing zone detection, and doorway detection. These
methods are presented under our 3D point cloud-based framework, which runs on an offthe-shelf mobile platform with a depth camera and IMU. In our experiments, we employ
a Project Tango™ tablet by Google™ as our onboard system to be installed on unmanned
vehicles. In addition to an embedded processor, Tango carries various vision and inertial
sensors, including a depth camera and IMU.
In our framework, the input of all tasks is a 3D point cloud, which is captured by the
platform itself. As a common step to all tasks, we first detect and segment all the horizontal
and vertical planes in the 3D point cloud. Then, for altitude estimation we find the floor
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surface and measure the distance to the floor surface as the altitude. In this way, the altitude
measurement will not get affected by the random objects lying on the floor. In contrast
to traditional approaches, which keep relying on whatever the sensor measurements are,
we detect sudden changes in the altitude caused by flying over objects/furniture and floor
surface becoming invisible. We use the latest known altitude and the translational data to
estimate the new altitude, and avoid UAV from suddenly jumping to a higher altitude. For
landing area detection, we project horizontal surfaces onto 2D binary images and segment
individual regions. Then, we find the safest landing location by finding the largest circle in
those images. We track the detected safe zone on RGB images to reduce the computation
time for the following frames. In addition to these, we presented a doorway detection
method, in which we first detect the candidate door regions or openings from the vertical
planes in the 3D point cloud, and then use a pre-trained door detector on corresponding
RGB image regions to verify whether the detected gaps/openings are indeed doors or not.
We employ Aggregate Channel Features (ACF) as the door detector, which is trained using
hundreds of different door images. The trained detector is computationally efficient for
real-time applications. In addition, since the detection is only performed on the candidate
regions obtained from the point cloud, the computational efficiency is even higher and the
issue of false positives is alleviated if not eliminated.
The approaches presented in this chapter can be implemented on other platforms, and
additional tasks may be implemented as required by the specific application. It is also possible to enhance the platform with additional sensors or processing units. Nevertheless, this
chapter demonstrates that a typical mobile platform can be feasibly employed to process
high-level navigational tasks, including data acquisition, without needing any additional
processing and sensing units.
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C HAPTER 3

3D O BJECT C LASSIFICATION WITH
C APSULE N ETWORKS

3.1

Introduction

Deep learning-based methods have become the state-of-the-art in many fields, such as
machine learning, computer vision, language processing etc. Approaches based on deep
learning, such as [32] and [33], have become the de-facto standard for object detection
applications. However, they require significant amounts of annotated training data. Moreover, these models are computationally expensive and have large network structures with
significant number of parameters.
The proliferation of 3D sensors induced 3D computer vision research during the last
decade and deep learning for 3D understanding has gained a lot of interest. As mentioned
earlier, machine learning models are data-driven and require lots of positive and negative examples to be trained. On the other hand, the amount of 3D data is significantly
lower, compared to the available 2D image datasets, and labeling/annotating 3D data is
much harder. Moreover, the appearance and representation of 3D objects change in different viewpoints, which makes learning in 3D even harder. Due to these constraints and
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challenges, models that can be trained with fewer data while maintaining the classification
accuracy are more desirable. There have been various generic strategies proposed in the
literature for machine learning with less data, such as data augmentation, transfer learning,
and generative models [34–37].
3D objects are usually rigid bodies with an underlying simple or complex shape definition. Although some perturbations, such as rotation, scaling, and shifting, may reflect
on the external attributes, such as position in the Euclidean space, orientation, and volume,
the internal characterization of the shape remains the same. Therefore, an analysis scheme
must be invariant to these external perturbations while carefully capturing the internal geometric properties of the object and account for the validity of the geometric positioning
and size of these parts with respect to each other. This is also an important factor for 2D
image classification. However, the third dimension and much lower data resolution could
potentially reduce the chance of recovery further, compared to 2D counterpart.
Recently, Capsule Networks were proposed with a novel activation routing mechanism
in [38]. Capsule network is claimed to be robust to changes of the parts in various instantiation parameters, such as pose, deformation, velocity, texture, etc. A capsule is a vector
of neurons, which encapsulates multiple activations in one group. A capsule layer consists
of many capsules and a special agreement mechanism between subsequent capsule layers
is used for training these layers. The encapsulation of activations and agreement mechanism encourage each capsule to be responsible for capturing how an entity is represented
in the dataset, instead of only indicating the existence of it as in traditional neural activations. This property greatly increases the explainability and the accountability of the model
during and after it is trained.
Model compression of neural networks has been proven to be an effective method to
reduce the network model size so that the state-of-the-art deep neural networks can be implemented on FPGAs and ASICs [39–41]. In this work, we propose an optimized neural
network model for 3D object classification by using a weight pruning approach to signif-
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icantly compress our 3D CapsNet, so that it can be implemented on mobile platforms or
edge devices. Our pruning approach is based on the Alternating Direction Method of Multipliers (ADMM), which achieves state-of-the-art pruning ratio. The approach presented in
this section can also make an existing model more accurate, especially with limited training
data, and significantly reduce the number of parameters of a model.
The main objectives of this work are (i) to prove the above claim, i.e. to show that a
network’s classification accuracy can be improved, especially with limited training data,
while significantly reducing the network size at the same time, and (ii) to show that these
strategies can be applied to any architecture without loss of generality.
Therefore, in addition to comparing with other existing work, we also test our methods
on a base model for a more commensurate comparison, and provide thorough experimental
analysis on different datasets and with different data encodings.
The contributions of this chapter include the following:
• A 3D object classification method, referred to as 3D CapsNet, which captures partrelationships better and requires less data for training.
• An ADMM-based weight pruning method for significantly reducing the number of
parameters of our proposed 3D CapsNet without accuracy loss.
• A comprehensive set of experiments including comparison of accuracy, number of
weights and compression ratio on different datasets.
• A detailed analysis showing the performance on decreasing amounts of training data.
• An optimization to the dynamic routing mechanism for faster computation while
maintaining the classification accuracy.
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3.2

Related Work

There have been various approaches for 3D object classification [2, 42–52]. In contrast to
2D case [53,54], 3D data has many different data representations and requires careful model
design for each different type of representation. Below, various studies will be discussed
separately based on the 3D representation that they use.

Methods based on Depth Maps
They are often called as 2.5D approaches, as they actually do not process in 3D despite
that data contains spatial information. The data is a 2D depth map and is processed either
as a single channel image or as the fourth channel together with RGB color channels. [42]
is one of the early studies, which uses convolutional features of depth maps for transfer
learning. [43] fuses convolutional features extracted from depth maps and color images
separately in different branches for hand-held object recognition.

Multi-view and Panoramic Methods
Not all the spatial object classification models utilize a 3D sensor. [44] proposes a multiview Convolutional Neural Network (CNN) model for classification of 3D objects by fusing 2D rendered views of the objects from various different viewpoints. Similarly, [45]
proposes a CNN model that utilizes 2D renderings of the objects together with viewpoint
information in both guided and unguided settings. [46] proposes a novel 2D panoramic
representation for 3D object classification.

3D Voxel Grid-based Methods
First preliminary works that process the 3D data actually in 3D domain by encoding the
information as voxel-grids use 3D convolutional kernels for feature learning and extraction. An earlier work in this category is 3DShapeNets work [2], which proposes a 3D
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CNN-based model for object classification using volumetric grids with the next-best-view
approach, which benefits from multiple views. The 3D information is encoded into 30 ×
30 × 30 volumetric grid as binary occupancies. [2] was introduced together with the ModelNet dataset and benchmark that enables further improvement by others. Another 3D
convolution-based method that uses 3D voxel grids is proposed in [47]. It compares various different voxel grid representations, such as binary and probabilistic occupancy grids,
as well as data augmentation techniques for 3D object recognition in the spatial domain.
[48] uses 30 × 30 × 30 binary voxel grids from several different viewpoints and proposes
two neural architectures to classify them. The first network performs auxiliary training by
subvolume supervision and the second network performs anisotropic probing by an elongated kernel to capture the global structure of the 3D volume.

Point Cloud-based Methods
In recent literature, voxel grid-based representation was very popular because of its simplicity and well-organized nature that fits well with the neural architectures. However,
processing 3D voxel grids in a neural network setting is a demanding task. [49] and [50]
criticized voxel grid-based methods for having O(n3 ) time and space complexity and for
requiring 3D convolution operation. [49] and [50] also discussed the advantages of processing 3D point clouds in a neural network directly, which is a more natural and detailed 3D
representation that contains more information while usually requiring much less memory.
However, the problem with processing point clouds is that they are sets of points without
an order. The same point cloud data (set) with N points can be represented in N ! different
ways. Thus, this requires the model to be invariant to permutation of point ordering. [49]
proposes PointNet architecture, where the input to the neural network is a 3D Point cloud
(PN ×3 ) with N points. It first applies a transformation network T-Net to get the canonical rotation of the input, and applies a Multi-Layer Perceptron (MLP) Network to each
point individually. Then it applies a commutative function (max-pooling) over the point
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dimension to get a point order invariant latent space representation. This representation
is then fed into another MLP classifier to get the softmax probabilities. [50] proposes an
order equivariant layer for feature extraction from individual points while preserving their
order. Then similar to [49], it uses a commutative function (averaging) to get the latent
space representation of the object from the extracted features by equivariant layers. [51] is
the proceeding study of [49]. It uses the same PointNet structure internally, but it applies
PointNet to several hierarchical parts of the object separately and extracts local features
from the object. More recently, another deep learning model for 3D point clouds is proposed for addressing contextual information between local regions implicitly via attention
mechanism with LSTM (Long-Short Term Memory) units [52].

Network Optimization
In order to achieve high accuracy, the state-of-the-art approaches tend to build deeper and
wider networks containing millions of weights. However, the significantly large number
of weights incurs massive computation and storage burden, hindering the deployment of
the state-of-the-art deep learning applications on the resource-constrained platforms, such
as mobile phones and embedded devices. It has been extensively studied and shown that
there exists inherent redundancy in these weights, and there are increasing research efforts
on removing this redundancy, which is known as weight pruning [40, 41, 55, 56].
A heuristic pruning method is used in [40] by directly removing the weights with
small magnitudes and retraining the network. This work achieves 9× weight reduction
on AlexNet for ImageNet dataset, but it achieves only 2.7× reduction on the convolutional layers of AlexNet, which accounts for the main computations and number of weights
in state-of-the-art deep neural networks (DNNs), such as GoogleNet and ResNet-50, etc.
[57, 58]. Low-rank matrix factorization [41, 55] is another way of pruning by decomposing
the original weight matrix into the linear composition of a set of low-rank weight matrices.
Even though these methods can achieve good compression ratio by constraining the rank
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to a small number, they also incur significant (> 3%) accuracy loss. NeST [56] achieves
weight reduction by learning a compact architecture and provides 15.7× and 30.2× overall
reduction on AlexNet and VGG, respectively, but only 2× to 5× reduction are obtained on
the convolutional layers of AlexNet and VGG.

3.3

Proposed Model

As mentioned in [38], CNNs do not necessarily impose any restrictions on relative positioning of the entities with respect to each other, and need large amounts of training data to
generalize the classifier. All low-level details are sent to all the higher-level neurons, which
then perform further convolutions to check whether certain features are present. This is
done by striding the receptive field and then replicating the knowledge across all the different neurons. Capsule networks (CapsNet) were proposed [38] to address these problems.
Main features of CapsNets are that neurons (which output scalar values) are replaced
with capsules (which output vectors). A capsule contains several neurons, and together they
represent instantiation parameters of a feature. Like neurons, capsules are also stacked into
layers. However, unlike convolutional layers, capsule layers will activate only certain capsules that best represent the incoming image (or just a feature). A CapsNet addresses the
aforementioned issues of CNNs by treating different orientations of an image as the same
object. Hence fewer training examples suffice during the training of CapsNets. The CapsNet solves the issue of translational invariance by preserving the geometric dependence of
features.
Capsule Networks were originally proposed for 2D data. In this work, we propose using
3D Capsule Networks for classifying spatial objects as 3D volumetric data. Our proposed
model is an extension of the 2D CapsNet to 3D data, and will be referred to as 3D CapsNet.
To account for the complexity of 3D data, in comparison to MNIST dataset that was used
in [38], we have added additional layers to improve the model. We use less data to train the
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classifier and report the results in comparison to the base model work on several datasets.

3.3.1

Capsule Layers

Although the idea of capsules was first introduced by Hinton in [59], their first usage in a
deep, specifically convolutional, neural network is in [38], thanks to the proposed dynamic
routing between capsules algorithm. A capsule is basically a small group of neurons, each
of which is responsible for various properties of a particular entity. Each capsule is represented as a vector in the layer and a layer is composed of multiple capsules. A special
function, which is called squashing function (see Eqn. (3.1)), ensures that the length of
each vector is squashed into [0, 1) range. Therefore, the squashing function also works as
a regularizer. The length of the capsule vector indicates how well the entity, of which the
capsule is responsible for, is represented in the data. If a particular entity does not exist in
the data, the length of the capsule, which is responsible for that entity, is expected to be
close to zero. The squashing function is defined as following, where sj is the vector that is
accumulated by the contributions from the previous capsule layer and vj is the final capsule
vector, which is the squashed version of sj :

vj =

3.3.2

ksj k2
sj
2
1 + ksj k ksj k

(3.1)

Dynamic Routing

The reason that capsules have not appeared in deep neural networks until very recent past
is that there was not a practical and effective way to train them in a neural network. It
took researchers a while to come up with a working machinery to train capsules inside a
neural network. The first study to train a capsule network introduced the dynamic routing
mechanism, which routes the information from previous capsule layer to the next one by
an agreement [38]. If the agreement between the capsules at lower and higher level is high,
then the input at the lower capsule is sent to the higher one due to a greater coupling coeffi-

37

s
squash(s)

Fig. 3.1: Routing of information from the first capsule layer to the capsule vi in the second
capsule layer.
cient between these capsules. This provides a dynamic mechanism for lower level features
to contribute to a feature at the higher level if they are related. Internally, a prediction ûj|i
of the next layer is made by a dot product of the capsules at current layer (uj|i ) with a
weight matrix Wij as given in Eqn. (3.2). This initial guess is similar to dense network
between each capsules. The coupling coefficients cij , which are log probabilities, are updated iteratively by an agreement between consecutive capsule layers. At the final iteration,
these coefficients are used as weights to either suppress or encourage the contribution of
lower level capsules to certain higher ones. The weighted sum of the predictions (ûj|i ) are
calculated with cij ’s and then squashed as defined in Eqn. (3.1) to produce the capsules at
the next layer (vj ). Fig. 3.1 illustrates routing operation for capsule vi .

sj =

X

cij ûj|i ,

ûj|i = Wij uj|i

(3.2)

i

3.3.3

3D Object Classification with Capsule Networks

Essentially, a capsule network is not entirely build up with capsule layers. Instead, we can
define a capsule network as a convolutional deep neural network, which contains at least
two capsule layers where a specialized routing happens in between. A capsule layer can
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be used as a standalone classifier as in [38]. Otherwise, it can be used as a regular feature
extractor and its output is routed to another feature layer or to a classifier.
In our model, we use a series of 3D convolutional layers as the initial feature extractor
which takes 3D voxel grids as inputs. These initial layers are responsible for extracting
some basic features, such as curvatures, corners, edges etc., as well as more abstract features, such as table tops, chair legs, etc. A pair of capsule layers comes after extracting
these key features for better investigation of their interrelations and classification. The
structure of the proposed 3D CapsNet model is shown in Fig. 3.2. Notice that, it does not
contain pooling layers for rotation and translation invariance. Instead, it accommodates the
variance of conceptually and visually similar, but different, objects.

Fig. 3.2: 3D Capsule Network architecture for ModelNet-10 classification. Three convolutional layers with 3D kernels extract low level features from input data. Primary capsule
applies one more layer convolutional feature extraction and re-organizes the activations as
capsules as 8 dimensional vectors. The iterative dynamic routing happens between primary
and class capsules, where the features are classified into 10 categories.

3.4

Network Optimization

As mentioned in Sec. 3.2, it has been shown in a lot of prior work that there is enormous redundancy in CNNs, and pruning, which reduces the number of weights in neural networks,
has been extensively studied [39, 40, 60].
Specifically, our proposed 3D CapsNet is intended for 3D object classification tasks.
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The added dimension introduces more redundancy in the network, compared with the
CNNs designed for 2D datasets. Moreover, we add extra convolutional layers with large
kernels (e.g., 5 × 5 × 5) to sufficiently extract the pose features of the 3D objects. Although
these added layers significantly improve the accuracy of 3D CapsNets, it also adds to the
redundancy. ADMM-based weight pruning has been proven to be an effective pruning
method, and achieves the state-of-the-art pruning ratio [39]. Therefore, we integrate the
ADMM-based pruning into our 3D CapsNet to significantly reduce the redundancy while
maintaining our 3D CapsNet’s accuracy, so that it would be possible to deploy our 3D
CapsNet on resource-constrained platforms.

3.4.1

ADMM method

ADMM has been demonstrated to be a powerful optimization framework for solving a
non-convex optimization problem that is difficult to solve directly [61, 62]. Through decomposing the original problem into subproblems that can be solved relatively easily, and
through iteratively solving the subproblems, the original problem can converge to a satisfactory solution. For example, the optimization problem

min f (x) + g(x)
x

(3.3)

can be solved with ADMM if two conditions are satisfied: i) f (x) is differentiable, and ii)
g(x) has some special structure that can be exploited. By introducing an auxiliary variable
z, the problem can be re-written as
min
x,z

f (x) + g(z),
(3.4)

subject to x = z.
Next, the above problem can be decomposed into two subproblems on x and z, using
augmented Lagrangian [63]. The first is minx f (x) + q1 (x), where q1 (x) is a quadratic
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function. In the case of training neural networks, subproblem 1 can be solved via backpropagation. Subproblem 2 is minz g(z) + q2 (z), where q2 (z) is a quadratic function. Since
function g is required to have some special structure, it can be solved analytically. The
problem (3.4) is solved via iteratively solving the two subproblems.

3.4.2

Design details of ADMM pruning on 3D capsules

In order to apply ADMM-based weight pruning to the proposed 3D CapsNets, we need to
formulate the problem as shown in (3.4). First of all, we will add constraints to each layer
of the neural network as Sl = {the number of nonzero wegiths at lth layer is less than αl },
l = 1, . . . , N , and integrate the constraints into the loss function. Then the pruning problem
becomes

N
minimize f {Wl }N
l=1 , {bl }l=1 ,
{Wl },{bl }

(3.5)

subject to Wl ∈ Sl , l = 1, . . . , N.
where Wl and bl are weights and biases in the lth layer, respectively. By introducing an
auxiliary variable Zl = Wl and an indicator function

g(Wl ) =




0

if Wl ∈ Sl ,



+∞

otherwise,

the problem (3.5) can be rewritten as

minimize f
{Wl },{bl }

N
{Wl }N
l=1 , {bl }l=1



+

N
X

subject to Wl = Zl , l = 1, . . . , N.

l=1

g(Zl ),
(3.6)
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Next, ADMM plays a role in solving problem (3.6). It decomposes the problem into two
subproblems, using augmented Lagrangian. The first subproblem is written as
N
 X
ρl
N
+
,
{b
}
minimize f {Wl }N
kWl − Zkl + Ukl k2F ,
l l=1
l=1
{Wl },{bl }
2
l=1

(3.7)

where Ukl := Ulk−1 + Wlk − Zkl is the dual variable updated in each iteration, and ρl
is referred to as the penalty term. This subproblem can be seen as a loss function with
a dynamically updated weight decay regularization, where the regularization target Zkl is
solved in the second subproblem. Therefore, the first subproblem can be solved via backpropagation.
On the other hand, the second subproblem is written as

minimize
{Zl }

N
X
i=l

g(Zl ) +

N
X
ρl
l=1

2

kWlk+1 − Zl + Ukl k2F .

(3.8)

Since g(·) is an indicator function, it has an analytical solution that can be written as

= ΠSl (Wlk+1 + Ukl ),
Zk+1
l

(3.9)

where ΠSl (·) represents the Euclidean projection of Wlk+1 +Ukl onto the set Sl . The details
of the solution to this subproblem is problem-specific. For our weight pruning problem, the
is obtained by keeping the first αl weights that have the largest magnitude.
solution of Zk+1
l
In other words, the weights at the lth layer are sorted according to their magnitudes |wij |.
Then the top αl weights are kept and the rest are eliminated.
In each iteration, subproblem 1 and subproblem 2 are solved, and the solutions Wlk+1
are used to update the dual variable Uk+1
. After one to several tens of iterations,
and Zk+1
l
l
the problem (3.5) will converge and a satisfactory solution can be obtained. It should
be noted that the solution is not guaranteed to be optimal because of two reasons: first,
ADMM is used to solve a problem that itself is hard to solve directly, and thus ADMM can

42
guarantee a satisfactory solution rather than the optimum; second, the solution to the loss

N
function f {Wl }N
l=1 , {bl }l=1 cannot be guaranteed to be optimal. However, we can still
claim that the solution is good enough to produce high performance for a neural network.
Since 3D CapsNet is responsible for classifying 3D objects that impart 4D activations,
and 5D kernels as a result, it is more difficult for 3D CapsNet to converge when the ADMMbased weight pruning is applied. Therefore, in order to make the ADMM-based weight
pruning over 3D CapsNets more stable, we adopt a dynamic penalty term adjusting strategy
[63]. That is, we evaluate the primal residual rk = ||Wlk+1 − Wlk ||22 and dual residual
sk = ||Zlk+1 − Zlk ||22 in each iteration. When the primal residual is greater than the dual
residual by u, that is

rk
sk

> u, the penalty ρl is increased by t. On the other hand, if the dual

residual is greater than the primal residual by u, that is

sk
rk

> u, the penalty ρl is divided by

t. The typical values for u and t are 10 and 2, respectively.
After solving the ADMM-based pruning, we still need to run a masked re-training,
because the pruned 3D CapsNet still contains many nonzero weights with small magnitudes
that are close to zero. These weights need to be set to zeros and masked during the retraining stage, that is, those zero weights will not be updated.

3.5

Experimental Results

We have conducted an extensive set of experiments with the proposed 3D CapsNets and
network optimization on various datasets with different data splits (by using decreasing
amounts of data for training). ModelNet dataset is one of the synthetic datasets, which
contains various categories of 3D CAD objects from public online sources with ground
truth [2]. ModelNet has two benchmarks, namely ModelNet-10 and ModelNet-40, which
are 10-class and 40-class subsets of most common objects, respectively. ShapeNetCore55
is another synthetic dataset, similar to ModelNet, which contains CAD models of 55 most
common objects [64]. In our experiments, in order to show the performance of the proposed
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Fig. 3.3: Base model architecture, which is a standard 3D CNN, is designed and used
for commensurate comparison with the proposed 3D CapsNets. The role and significance
of the base model is that it is composed of basic building blocks of a traditional CNN in
order to show that the evident improvement is due to capsules, rather than complex and
domain-dependent modifications.
3D CapsNets on decreasing amounts of training data, we used varying portions of training
sets while keeping the validation and testing sets fixed.
Our proposed 3D CapsNet architecture is shown in Fig. 3.2. It contains four 3D convolution layers followed by two capsule layers. The first capsule layer consists of 8 dimensional vectors as primary capsules. The second capsule layer, namely class capsules,
consists of C-many 16 dimensional vectors as class capsules, where C is the number of
classes. Since the class capsule is already being used for classification, there are no dense
layers in our 3D CapsNet architecture. We defined and trained a base model, which is
similar to the VoxNet [47] in its architecture, but with wider and deeper layers, i.e., more
parameters, in order to make a fair and commensurate comparison with our 3D CapsNet architecture. The base model, shown in Fig. 3.3, contains four convolutional layers, as in the
3D CapsNets, which are followed by three dense layers with dropout for classification. The
role and significance of the base model is that it is composed of basic building blocks of a
traditional CNN in order to show that the evident improvement is due to capsules, rather
than complex and domain-dependent modifications. All of the trainings are performed in
a supervised manner, i.e., with ground truth labels. Our experiments are performed on
NVIDIA Titan X (Pascal) GPU with Tensorflow implementations of the presented models.
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Table 3.1: Performance Comparison on Standard Datasets without Weight Pruning*
Training Set
ModelNet-10
Default Split (78%‡ )

ModelNet-40
Default Split (78%‡ )
ShapeNetCore55
20%
*‡ See

Model Type
3DShapeNets [2]
VoxNet [47]
Point2Sequence [52]
Base Model
3DCapsNet
3DShapeNets [2]
VoxNet [47]
Point2Sequence [52]
Base Model
3DCapsNet
Base Model
3DCapsNet

Accuracy %
83.50
92.00
94.05
93.04
94.51
77.30
85.90
91.98
86.13
89.74
63.18
75.97

the footnote of Table II.

Classification Results
We evaluated the classification accuracy of 3D CapsNets on both ModelNet-10 and ModelNet40 [2] subsets as well as on the ShapeNetCore55 [64] dataset. The results are presented
in Tables 3.1 and 3.2. Table 3.1 summarizes the results obtained with different methods
without weight pruning so that the performance of the plain 3D CapsNet can be compared
with others. For Table 3.1, the results on the ModelNet-10 and ModelNet-40 sets have
been obtained by using the default training-testing split of the ModelNet dataset, in which
the training data is the 78% of all data. As can be seen, with the ModelNet-10 dataset, the
proposed 3DCapsnet provides the highest accuracy. However, overall, its strength is not
as emphasized when using a larger portion of the training dataset (please see the following
discussion on Table 3.2).
Table 3.2 shows the classification performance of and the number of parameters for the
compared models before and after ADMM-based weight pruning is applied. Moreover,
Table 3.2 presents these results for decreasing amounts of training data, which show the
strength of the proposed 3D CapsNet when smaller amounts of training data is used on
the ModelNet dataset. It can be observed from Tables 3.1 and 3.2 that when the training
set is larger our model’s performance is on par with [52], which is a more recent method.

45

Table 3.2: Performance Comparison with Smaller Training Sets and Weight Pruning*
Training Set
ModelNet-10
30%‡

ModelNet-10
60%‡

ModelNet-40
30%‡

ModelNet-40
60%‡

Model Type
VoxNet [47]
P2S [52]
Base Model
3DCapsNet
VoxNet [47]
P2S [52]
Base Model
3DCapsNet
VoxNet [47]
P2S [52]
Base Model
3DCapsNet
VoxNet [47]
P2S [52]
Base Model
3DCapsNet

Accuracy %
Before † After †
86.12
n/a
90.55
n/a
91.77
93.20
93.87
93.44
90.11
n/a
92.04
n/a
91.48
92.25
94.16
94.68
79.53
n/a
81.45
n/a
79.26
82.79
82.71
83.62
84.01
n/a
86.34
n/a
83.65
85.95
85.61
87.31

# of Weights (M).
Before † After †
0.92
n/a
5.54
n/a
47.61
9.47
35.15
1.05
0.92
n/a
5.54
n/a
47.61
10.49
35.15
2.30
0.92
n/a
5.54
n/a
37.37
4.29
5.51
0.72
0.92
n/a
5.54
n/a
37.37
5.99
5.51
0.83

CR
n/a
n/a
5.03×
33.48×
n/a
n/a
4.54×
15.28×
n/a
n/a
8.71×
7.65×
n/a
n/a
6.24×
6.64×

"P2S" stands for Point2Sequence. "CR" stands for Compression Ratio.
*
Original published codes of the compared models are used to retrain and test their
models with mentioned datasets. Same data splitting is used in all experiments in
each horizontal block. † Before and After refers to before weight pruning and
after weight pruning, respectively. ‡ Percentages mean the ratio of the size of the
training set to the size of the dataset.
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However, as the size of the training data decreases, as shown in Table 3.2, our model
performs better than all the other methods, and our model is more robust to decreasing the
size of the training set than any other method. This indicates a better generalization of the
objects’ geometric properties by agreement of their parts. It can also be seen from Tables
3.1 and 3.2 that the base model we employ performs comparably to VoxNet [47], which are
similar in their architecture with some subtle differences in hyperparameters. For instance,
the base model has deeper and wider convolutional layers than VoxNet and it has larger
dense layers.
Table 3.2 also shows the significant decrease in the number of network parameters
obtained with the ADMM-based pruning approach that we use on the base model and
the 3DCapsNet. More discussion on this will be provided in Section 3.5. Overall, the
proposed 3DCapsNet model performs better than the other methods, even with much fewer
parameters after weight pruning. We also observe that 3D CapsNets consistently perform
better on the objects with rounded parts. This shows that 3D CapsNets are more capable of
adapting surfaces with smoother curvatures, while maintaining the accuracy of the objects
with more aggressive curvatures, such as sharp edges. In order to show the superiority of
our model in extreme scenario, Table 3.3 presents the individual class accuracies of the
proposed 3D CapsNets trained on the ModelNet-10 dataset with only 5% training set split
Table 3.3: Individual class accuracies (%) on ModelNet-10 with 5% training set without
weight pruning.

Bathtub

Bed

Chair

Desk

Dresser

Monitor

24.44
60.00

93.05
92.48

97.72
97.24

48.55
52.28

69.30
66.23

83.89
80.54

Base model
3D CapsNet

Base model
3D CapsNet

NightStand

Sofa

Table

Toilet

Overall

46.81
65.53

90.95
94.12

83.33
83.33

74.05
82.70

81.12
84.13
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ratio.
ShapeNetCore55, on the other hand, is a very challenging dataset due to large variations
within a class. Furthermore, it is highly unbalanced, and it did not yield to a stable training
when the whole dataset is fed during the training at once. In order to evaluate the classification accuracy of 3D CapsNets, we followed an iterative approach to train our network with
ShapeNetCore55 data. We divided the dataset into batches of 10 classes, which are sorted
in descending order based on the number of samples. We started the training with the data
only in the first batch of classes, which has the largest representation in the dataset. The
network quickly adapted to the given training set and we introduced second batch of class
together with the previous one. We repeated this until all 55 classes are finally started to
being trained stably. We sampled 20% of the data in a stratified manner based on the class
labels as the training set and used the rest as the test set. Due to the complexity of the training procedure, we only compare the base network and the proposed 3D CapsNet model.
Since ADMM-based weight pruning is not applied to models trained on ShapeNetCore55
dataset, the results are presented in Table 3.1. The large margin proves the superiority of
the proposed model on this very challenging dataset.
Fig. 3.4 shows a few correct and incorrect classification samples from ModelNet-10
with 3D CapsNets. We observe that our architecture distinguishes the object with strong
confidence in most of the cases. The failure cases of 3D CapsNets include the ones in
which the objects are similar in their appearance and nature, such as desk and table, table
and night-stand. Since there is no softmax applied and the squashing function normalizes
the length of each capsule vector to 1, represented values on the table are the length of the
corresponding capsules in the class capsule layer. Therefore the value indicates how strong
the given capsule, which is the class itself for the last layer, is represented in the object,
rather than indicating the probability of belonging to that class.
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Fig. 3.4: Examples of three correct (left) and three false classifications (right). We observed that falsely classified objects are usually confused with semantically or geometrically similar classes, such as table-desk, nightstand-table, bed-bathtub etc.

Network Optimization
From Table 3.2, it can be seen that almost all proposed CapsNet models provide higher accuracy than their base model counterparts, even though the base models have more weight
parameters. It can demonstrate that CapsNet has stronger capability to extract 3D features
with smaller amounts of training data. Moreover, the CapsNet models can achieve higher
compression ratio than their base model counterparts. This is because the capsules are
more powerful in extracting pose information, so less parameters are needed for CapsNet
to maintain the accuracy. When comparing the models trained with 30% data with the models trained with 60% data, it can be found that higher compression ratios are achieved on
the 30% data-trained models. This is because the training data size is smaller, so the 30%
data-trained models are more over-parameterized than the 60% data-trained models. Overall, 3D CapsNet models, on which the ADMM-based weight pruning is applied, perform
the best among all other methods in terms of classification accuracy with very significant
model compression and fewer network parameters.
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Partial Data Results
Synthetic CAD models are usually the exact replica of the objects and they possess all
of their geometric properties. However, when an actual object is captured by a sensor
or rendered in a software, the captured data usually corresponds to only a small fraction
of the object. First, only the surface can be captured, and the internal parts are completely
invisible to the sensor or the renderer. Second, the back part of the object cannot be captured
from a single viewpoint, since object itself occludes the sensor’s or renderer’s view. A welldesigned classifier model should be able to work with such data since it is not very likely
to have the full object in an application. With this in mind, we tested our approach with
3D surfaces from different views of the objects using a small subset of ShapeNetCore55
dataset. We used Blender software [65] to get the depth map of the object meshes from
various viewpoints. These depth maps are then converted to point clouds and voxelized. We
extracted surface data from 12 different viewpoints for each mesh in the dataset. Fig. 3.5
shows mesh samples of 5 common objects and voxel grid representations corresponding to
their rendered depth maps from 6 different viewpoints.
4 experiments have been performed on both 3D CapsNet architecture and the base
model. Each of these experiments is the combination of the following two conditions: 1)
With and without test-time voting, 2) 5% and 40% training dataset. Test-time voting is
the majority voting accuracy where the predicted label of an object is determined based on
the prediction of its different viewpoints. Without majority voting (i.e., individual), all test
data is calculated independently in the overall accuracy calculation. Table 3.4 shows that,
with or without majority voting, 3D CapsNet performs considerably better than the base
model in both 5% and 40% training data split rates. Fig. 3.6 shows the precision-recall
curve comparsion for partial data results of the 3D CapsNet and base model with varying
threshold.
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Fig. 3.5: Rendered meshes (top) from ShapeNet database and corresponding voxelgrid
representations (bottom) of their visible surfaces. Viewpoints of voxelgrid representations
are adjusted to illustrate the effect of self-occlusion better. Objects from top to bottom:
table, chair, bathtub, bed, sofa.
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Fig. 3.6: Average Precision-Recall curves for partial data training.
Table 3.4: Partial Data Classification Results
Model
Base Model
3DCapsNet
Base Model
3DCapsNet

Test Set
Individual
Individual
Voting
Voting

5%
76.7
79.31
82.06
85.41

40%
84.94
87.68
91.12
94.41

Input Encoding Results
The representation of the data is of great importance in 3D. An object can be represented
by various different ways, which may or may not convert to each other. Point cloud representation of a 3D object, P, can be generated from a depth map M by the equation
PN ×3 = f (MH×W , θ), where θ is the intrinsic camera parameters and f is a linear mapping
and bijection. If the initial representation of the object is a 3D mesh, such as a synthetic
object, the 3D point cloud representation can be created by pseudorandom sampling of the
mesh representation. Then these point clouds are quantized into regular 3D grids, which is
also known as voxelization, for processing in a neural architecture. Although some information (detail) is lost while quantizing a 3D point cloud into a voxel grid (voxelization),
the resulting voxel grid is still rich in preserving geometric properties of the input object.
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Fig. 3.7: 3D binary voxel grid (left) and TDF encoded 3D voxel grid (right). Smaller
and darker (red) points are far from a surface whereas lighter (yellow) and larger points are
close to a surface
We used the standard binary occupancy voxel grid encoding throughout all the experiments above. In order to validate the classification accuracy of 3D CapsNets, we performed
a comparison analysis with other 3D encodings. In the first scheme, point normal vectors
are used instead of binary occupancies. We used 0.5% of the size of the object as normal
estimation radius. The shape of input object became 30 × 30 × 30 × 3 where the last dimension holds the XYZ values of normal vectors while leaving the values for empty regions as
zero.
Beyond the binary occupancies and point normals, there is an encoding scheme called
Truncated Distance Function (TDF), proposed in [66], in which each voxel contains a floating point number value which is the distance to the closest surface. TDF is the absolute
value of TSDF (Truncated signed distance function) encoded data, which is often used in
computer graphics [67]. Examples of a TDF encoded voxel grid can be seen in Fig. 3.7. We
tested our algorithm with TDF encoded voxel grids. With TDF encoded data, the network
Table 3.5: Accuracy Comparison with Different Input Encodings
Base Model
3D CapsNets (Binary)
3D CapsNets (Normal)
3D CapsNets (TDF)

ModelNet-10
84.58%
86.53%
86.91%
87.75%

ShapeNetCore55
85.60%
88.67%
89.24%
89.70%
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is fed with some information about the surfaces beforehand, which helps the training to
catch curvature features better. The shape of the TDF encoded data is still 30 × 30 × 30 as
in the binary grids, while the values become continuous between [0 − 1].
Table 3.5 shows the comparison result of three encoding schemes used to train 3D CapsNets. Although the accuracy increase is not very large, we observe that introducing prior
information for surface and curvature with point normals or TDF helps in classification.

Routing Mechanism Optimization
We observed in our experiments that tuning the number of dynamic routing iterations does
not lead to considerable improvement. In fact, we achieved the same accuracy with routing
the capsule activation once without any iteration, i.e., when the number of iterations is one.
Therefore, we optimized the original dynamic routing mechanism. Because we hypothesize that each capsule will learn certain entity, the relationship between these abstractions
between layers should also be learnable. Thus, in our modified procedure, instead of predicting correspondence coefficients iteratively in a loop based on the predictions of the
next layer, we made these parameters trainable. We also used 70% dropout during training in order to avoid overfitting of these coefficients to certain capsule connections. These
learned coefficients are then applied as weights to predicted capsules of the next layer. This
masking procedure can be thought of as a soft-attention mechanism [68], which is deterministic in nature, between capsules in consecutive layers. Finally, the squashing is applied
to get the capsule of the next layer. The accuracy results of the non-iterative method are on
par with the vanilla 3D CapsNets while runtime speed gets 15% faster with the optimized
routing.
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3.6

Conclusion

We proposed an improved version of our 3D object classification method, referred to as 3D
CapsNet, which captures part-relationships better and requires less data for training. Despite its ability to extract features from 3D objects, the large model size of the proposed 3D
CapsNet hurdles its deployment on resource-constrained platforms, such as mobile phones,
IoT devices, and unmanned vehicles. In order to address this, we have also introduced an
ADMM-based weight pruning method to significantly reduce the number of parameters of
our proposed 3D CapsNet with a further improvement on the accuracy. We have shown
the performance of our proposed approach on comprehensive set of experiments including comparison of accuracy, number of weights and compression ratio between different
approaches on different datasets. The detailed analysis has shown that our proposed 3D
CapsNet models, to which ADMM-based weight pruning is applied, performs the best
among all other methods in terms of classification accuracy with very significant model
compression and fewer network parameters. The results also show the strength of the proposed 3DCapsNet (before and after weight pruning) especially when smaller amounts of
training data is used. Moreover, we further optimized our model for efficient computation
by modifying the original dynamic routing mechanism while maintaining the classification
accuracy.
Our presented ADMM-based weight pruning approach is a technique, which can be
easily applied to other models to improve their performance further while shrinking their
size for efficient memory utilization. This is, in fact, one of the reasons that we have compared our 3D CapsNet with a base model, which is composed of basic building blocks of a
traditional CNN, in order to showcase the evident improvement achieved due to capsules.
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C HAPTER 4

D YNAMIC P OINT F EATURE
A GGREGATION FOR 3D P OINT C LOUD
L EARNING

4.1

Introduction

Three dimensional (3D) point cloud data is a set of points in the 3D space, which can be
gathered by special vision sensors, such as Lidar sensors and stereo vision cameras. With
the ever-increasing availability of 3D vision sensors in the recent years, more attention has
been paid to the 3D point cloud processing, and several methods have been proposed to
extract useful information from point cloud data [8, 51, 69–71]. Utilization of 3D point
clouds has already been adopted in a wide range of applications, including robotics, intelligent vehicles, autonomous mapping and navigation. However, different from a regular
2D image, a point cloud is unstructured data, which makes traditional Convolution Neural
Networks (CNN) not readily applicable to point cloud analysis. PointNet [69] is a pioneer
work, which has shown that a symmetric function, such as maxpooling, can extract permutation invariant features from set inputs, and the authors proposed an end-to-end deep
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learning-based model for 3D point cloud classification and semantic segmentation. Following PointNet, many other works have been proposed, adopting the similar idea for various
problems involving point clouds [8, 51, 70–73].
Point cloud segmentation deals with automated point-wise labeling of point cloud data,
which is a non-trivial task in 3D data understanding. Although it is a commonly used
term, the definition of segmentation can vary from one context to another. For example,
while the segmentation can mean partitioning planar segments, located on different planes,
in one application, it can mean segmenting point clusters, which are distant enough from
each other based on a certain criteria, in another application. In this chapter, we focus
on the semantic segmentation of 3D point clouds, wherein the points are categorized into
different semantic classes, which are especially critical for human-machine interaction.
Semantically segmented regions streamline the assignment of many tasks to autonomous
agents.
A desirable network architecture for semantic point cloud segmentation in particular,
and for point cloud learning in general, is the one that can effectively capture both the
global information from the point cloud and the local information from every point. There
have been several studies that account for capturing the local information using different
approaches [51, 72, 74, 75]. In this chapter, we present a novel approach and a module
for a careful local neighborhood feature aggregation in point cloud learning together with
two network structures for semantic segmentation and object classification. In contrast
to the majority of previous works, which only gather point features from a fixed set of
neighbors in each layer, we demonstrate that aggregating the higher dimensional features
with the raw positional information of a dynamic set of neighbors via attention improves
the final prediction result. Our proposed method uses an attention mechanism for selective
contribution of neighbors in a local query region, by giving more weight/significance to
important neighbor features and ignoring the irrelevant ones.
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4.2

Preliminaries

Problem & Data Description
In the proposed method, the inputs are 3D scenes that are represented as 3D point clouds.
A 3D point cloud is an unordered set of XYZ point coordinates in 3D Euclidean space. It
can also carry additional features, such as RGB color of and normal vectors at each point.
3D point cloud data can be captured by special vision sensors, such as Lidar sensors and
depth cameras, or it can be sampled from mesh data, which can either be a CAD design by a
human or a reconstructed version of a scan. Although the structure of the final point clouds
obtained by these methods are the same, they may represent objects or the scene much
differently. For example, sensors can only capture the surface from a single viewpoint.
This means that the point cloud will not contain any information about the inside of the
object or surfaces from other viewpoints. On the other hand, sampling from a mesh can
contain information from every aspect of the object, even from the inside (depending on
the mesh definition and the sampling algorithm). Fig. 4.1 shows a mesh representation and
point clouds obtained by different methods.

(a) 3D Mesh

(b) 3D point cloud
sampled from a mesh

(c) Sensor capture
from single viewpoint

Fig. 4.1: Different 3D shape variations.
This chapter deals with popular tasks of 3D point cloud learning, which are classification, semantic segmentation and part-segmentation. Classification is the recognition of
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the class label of a given 3D point cloud. Although the 2D image classification is a wellstudied topic in the literature, and achieved great performance, it is still a challenging task
in 3D domain. Semantic segmentation of 3D point clouds is one of the standard problems
in 3D computer vision, where the semantic category of every individual point in the cloud
is predicted. Semantic segmentation is both challenging and rewarding task, which lets
the autonomous navigation schemes to better interpret the environment by utilizing semantics. Object part segmentation is segmenting the parts of 3D objects represented as 3D
point clouds. This is a particularly important and challenging task in many applications.
For example in robotics, the agents need to be able to recognize the parts of the object with
which they interact. Another example can be given in autonomous navigation of unmanned
vehicles. The vehicle should be able to recognize the parts of the structures so that it can
navigate in and around them.

Deep Learning on Sets
Convolutional models are designed and work great for organized grid data, such as digital
images. The organized structure lets the trainable convolutional kernels to utilize neighborhood information to capture the apparent patterns as well as more abstract patterns when
going into deeper layers. However, the same model will not learn anything if the neighborhood information is taken away. One representative example for this scenario is randomly
shuffling the pixels of an image as illustrated in Fig. 4.2. Although the pixel content of
Fig. 4.2(a) and Fig. 4.2(b) is the same, the random organization loses the information completely by breaking the local connectivity.
3D point clouds are unorganized sets of 3D coordinates. This is the very reason that they
are not readily compatible with traditional CNNs for processing. Moreover, the cardinality
of the point cloud sets often varies due to invalid sensor readings, even among consecutive
acquisitions. This makes the point clouds even more unstructured compared to digital 2D
images.
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(a) Original image

(b) Pixels shuffled

Fig. 4.2: Organized vs. Unorganized Structure
Thankfully, promising ways of processing unordered sets in neural networks have been
proposed by Qi et al. [49] and Zaheer et al. [50]. The idea behind both works is to make
a model that is invariant to input permutations by using a symmetric function to aggregate
features of individual points.
For a point set X ∈ RN ×3 , we want an approximation of the general function f defined
on the set:
f ({x1 , x2 · · · , xn }) ≈ g(h(x1 ), h(x2 ), ..., h(xn ))

(4.1)

N

K
where f : 2R → R, h : RN → RK and g : R
· · × RK} → R is a symmetric function.
| × ·{z
n

Empirically, functions h and g are simply approximated by a multi-layer perceptron,
and a max-pooling function, respectively.:

f (X) = M AXx∈X [mlp (x)] .

(4.2)

This idea is widely adopted in the 3D vision community, and has become one of the
basic building blocks of almost all proceeding works. Like the convolution layer in CNNs,
this method is often goes by the name PointNet block due to the original PointNet architecture introduced in [49].
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4.3

Related Work

Over the last decade, CNN-based models have been proposed for solving various tasks in
2D domain, such as image classification [58, 76], object detection [32, 77], and segmentation [78–80]. Following these developments, deep learning-based methods have emerged
for 3D computer vision applications as well. Depth image-based methods, often referred
to as 2.5D approaches, employed 2D depth maps with or without the corresponding RGB
channels [42, 43]. A multi-view approach was followed in [44, 45], which infers the 3D
structure from different viewpoints. Panoramic representations of 2D images were used
for 3D object classification in [46]. Taking a step forward towards true 3D processing, 3D
binary volumetric grids (a.k.a 3D voxel-grids) were used in [2, 47, 48, 81, 82] for 3D object classification and detection. A 3D voxel-grid is a quantized version of point clouds or
sampled mesh models.
Despite the success of CNNs on 2D images, a traditional CNN is not readily applicable
to raw 3D point clouds. In contrast to a 2D image or a 3D voxelgrid, which are represented
as a regular grid array, 3D point clouds are unstructured data composed of unordered points.
PointNet [69] and DeepSets [83] are two milestone works in point cloud processing with
deep learning, and introduced similar ideas to overcome permutation invariance (order of
the points) problem. More specifically, they proposed the use of multi-layer perceptron
(MLP) for processing every point independently. Then, the high-level features of all points
are aggregated by a symmetric function (e.g., max, mean, sum etc.), which ensures invariance to the permutation of points. Later, many approaches followed this idea when using
deep learning with point clouds. As in [84], which surveyed many of the recent works,
these works can be classified into two categories based on their contributions: (i) contributions regarding the network architecture and (ii) contributions related to neighbor point
feature aggregation.
i. Methods presenting different network architectures: In a deep learning-based 3D
point cloud analysis task, the receptive field plays a crucial role. If the receptive field is too
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large, the outcome may be affected by too much of invalid information, whereas if the receptive field is too small, global information may not be efficiently used. PointNet++[51],
the successor of PointNet, proposed to exploit the local information with the use of multiple hierarchies with different receptive field sizes. In each hierarchy level, Farthest Point
Sampling (FPS) method is performed to downsample the points. In this way, a point’s features in different receptive fields could be used to make the final prediction. For each point
in different hierarchy levels, maxpooling is performed to gather features of neighboring
points. 3DMAX-Net [85] is another method adopting the idea of multi-scale. It consists
of two core parts, namely Multi-Scale Contextual Feature Learning Block (MS-FLB) and
Local and Global Feature Aggregation Block (LGAB). It first fuses the features learned
at multiple scales, and then aggregates the local and global features to improve the final
accuracy of segmentation. DGCNN [70] proposed a point cloud learning method based
on a dynamic neighborhood. For each point, instead of defining a single neighborhood by
using point coordinates in 3D metric space, DGCNN generates a new neighborhood in the
feature space of the output of every layer. In this way, neighbors of a point change as the
point propagates through the network layers.
ii. Contributions related to neighbor feature aggregation: PointNet [69] has shown that
maxpooling layer can effectively make the model invariant to point permutation. Compared with other following work, PointNet has a relatively simple network architecture,
which only contains an MLP. An Annularly Convolutional Neural Network (A-CNN) was
proposed in [75], which is a hierarchical model for semantic segmentation of large scenes.
A graph attention convolution method was presented in [86] to aggregate features from
the neighbor points of target points. By the graph attention method, the effect of different
neighbors to query point is learned. RandLA-Net [71] uses a feature aggregation method
consisting of two parts, namely Local Spatial Encoding (LocSE) and Attentive Pooling. In
RandLA-Net, first, neighbor point features and coordinates are processed separately in the
LocSE module. Then, the Attentive Pooling aggregates the information of the processed
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neighborhood. Compared to many other works, RandLA-Net can handle a large number of
points at once, and its feature aggregation module is relatively complex. Besides, it is based
on PointNet++ structure, which slows down the running speed of the model. DGCNN[70]
is more efficient, yet its dynamic neighborhoods only make use of the higher dimensional
features, and ignore the raw positional information of the points in the later layers. To
address this problem, our proposed approach encodes the higher dimensional features and
position information of a dynamic neighborhood in two separate branches at the beginning,
and then aggregates them by attention pooling. We show that this approach can obtain a
better feature representation for query points, and achieve the state-of-the-art performance
on benchmark datasets.

4.4

Proposed Model

It has been shown that point cloud learning models highly benefit from the point neighborhood for capturing local information [71, 72, 74]. Yet, the neighborhood information may
become an additional hurdle without an effective aggregation strategy. Most of the previous
works adopted the K-Nearest Neighborhood (KNN) method, to gather the local information from the neighborhood of a point. However, a point being in a close neighborhood of a
query point does not mean that this point will provide important local information. On one
hand, certain neighbors might be very important indications of what the local region looks
like (corner, plane etc.). On the other hand, some of the close neighbor points might be irrelevant for the local semantic region, e.g. neighbor points belonging to a different object.
Thus, treating all the neighbors as equal and performing an unweighted aggregation, such
as summation, cannot be the best approach.
We propose the Dynamic Point Feature Aggregation (DPFA) for more attentive neighborhood feature aggregation in point cloud learning. The details of the core module, which
is the Feature Aggregation (FA) layer, are presented in Sect. 4.4.1. Then, two variants of a
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new network (DPFA-Net), which utilizes FA Layers are presented for semantic segmentation and object classification in Sect. 4.4.2.

4.4.1

Feature Aggregation Layer

It has been shown that capturing local information is important in point cloud learning [70–
72]. Thus, various methodologies have been presented to define local regions, such as
Farthest Point Sampling with ball queries [51] or K-Nearest Neighborhood (KNN) [70]. In
this work, we obtain the local neighborhood for every point by KNN algorithm. Similar to
[70], we adopt a dynamic approach to construct the local neighborhood. More specifically,
we apply KNN after every layer to find the new neighbors of every point in the current
higher-dimensional feature space. In contrast to previous works, our proposed FA Layer
also considers raw coordinates of every point to keep reinforcing the positional information
throughout the network. Therefore, the proposed FA layer is used to effectively aggregate
the position-aware dynamic neighbor features.
Our proposed Feature Aggregation layer is composed of two modules: Neighbor Feature Encoding Module and Feature Attention Module, which are shown in Fig. 4.3(a) and
Fig. 4.3(b), respectively. In the Neighbor Feature Encoding Module, the positional information from the raw coordinates and higher dimensional features of a neighborhood
(obtained by feature-wise KNN as described above) are processed in different branches to
retain the raw geometric properties throughout the network. Then, they are concatenated to
obtain position encoded-neighborhood features and sent to the Feature Attention Module.
Since each neighbor should have different significance (or effect score on the query point),
and in order to weigh neighbor points differently, we employ an attention mechanism in
the Feature Attention module. This allows different points
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Fig. 4.3: (a) shows the flow of Neighbor Feature Encoding Module. The neighbor’s
coordinate and feature is processed separately and concatenated in the end. (b) shows the
flow of Feature Attention Module, based on the neighbor’s feature, each neighbor point has
different effect on the query point’s feature.
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Neighbor Feature Encoding Module
The inputs of this module are the point cloud P ∈ RN ×3 itself and the corresponding
l

three dimensional neighborhood feature graph G ∈ RN ×K×D of the point cloud, where
N is the number of points in the point cloud, K is the neighborhood size and Dl is the
feature dimension of layer l. Each point in G contains its own K-nearest neighborhood
information, fi = [fi1 ; fi2 ; · · · ; fiK ]T , where fi1 is the features of the point itself (query
point). The information from the j th neighbor of point i, fij , is a Dl -dimensional vector.
For the initial input (l = 1), D1 = 6 and fij = [x, y, z, r, g, b]T ∈ R6 contains the x, y, z
l

coordinates and RGB colors. For l > 1, fij ∈ RD is a Dl -dimensional vector. The
proposed Neighbor Feature Encoding Module processes the input in two separate branches,
namely Positional Encoding and Feature Encoding, which are described next.
• Positional Encoding: The top branch in Fig. 4.3(a) shows the flow of positional encoding. 3D coordinates, pji ∈ R3 for j = {1, · · · , K}, of the neighborhood of the query
point pi is fed as the input. Then, the relative position, rij , and the distance of each
neighbor j to the query, dji , are obtained as

rij = pji − p1i

(4.3)

dji = rij

(4.4)

where pji is the coordinates of the j th neighbor of the ith query point, and j = 1 refers
to the query point itself. The coordinates, relative positions, and relative distances of a
query point’s neighborhood are concatenated and encoded as follows:

cji = ψpos (pji k pji k rij k dji )

(4.5)

where "k" represents feature-wise concatenation operation, and the encoder function ψpos
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is an MLP, operating on every point. The output of the MLP operation, cji , is the positional encoding of the ith point’s j th neighbor.
• Feature Encoding The bottom branch of Fig. 4.3(a) shows the flow of feature encoding.
Dl -dimensional features of the neighborhood of the query point is fed to this branch.
Then, the features of the query point is aggregated with every neighbor as follows:

eji = φ(fi1 , fij )

(4.6)

The aggregation function φ can be various functions. In our experiments, we have used
concatenation (k) as the aggregation function. eji is the feature of the j th neighbor of the
query point pi after feature encoding.
After we obtain both the positional encoding ci and the feature encoding ei of a query
point’s neighborhood, the output of the Neighbor Feature Encoding Module Qji ∈ D0 is
obtained as:
Qji = φ(cji , eji )

(4.7)

Feature Attention
Fig. 4.3(b) shows the flow of the Feature Attention Module. Encoded features Q ∈
0

RN ×K×D , obtained from the Neighbor Feature Encoding Module, are processed by an0

other MLP, ψatt : RK×D → RK×D

l+1

l

, to obtain the feature map R ∈ RK× D of the

K-neighborhood of each point, wherein Dl is the feature size of layer l. To obtain each
b is obtained by a softneighbor’s effect weight for the query point, feature score matrix R
max normalized MLP as follows:

b i = σ(ψatt (Qi )),
R
| {z }

∀i ∈ {1, 2, · · · , N }

(4.8)

Ri

where σ is the softmax function and ψatt is the MLP attention encoder. Then, the
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attentive neighborhood features Q0 are obtained by the Hadamard product, i.e. elementb i as follows:
wise multiplication, of Ri and R

Q0i = Ri

b i,
R

∀i ∈ {1, 2, · · · , N }

(4.9)

Finally, the neighborhood features are aggregated using summation along the neighbor
l

axis, and the feature attention output F 0 ∈ RN ×D is obtained as:

Fi0

=

K
X

j

Q0 i ,

∀i ∈ {1, 2, · · · , N } .

(4.10)

j=1

Shortcut Connection
Neighborhood coordinate and feature graphs go through the Neighbor Feature Encoding
l

and Attention modules, and then the output F 0 ∈ RN ×D is obtained as in Eq. (4.10). In
order to avoid overfitting and help the network retain low-level features, another shortcut
l

branch, which is modeled by another MLP, ψcut : RN ×D → RN ×D

l+1

, is used. The final

output of one feature aggregation (FA) layer is obtained by summing the attentive features
and shortcut features:
F = F 0 + ψcut (P )

(4.11)

Fig. 4.4 shows the complete FA layer.

x,y,z

Neighbor Feature
Encoding Module

Feature Attention
Module

Feature Aggregation
Layer
Sum

Final
Output

Point
Features

MLP

Fig. 4.4: DPFA layer. In addition to the Neighbor Feature Encoding Module and Feature
Attention Module, a shortcut branch is performed to avoid overfitting.
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Fig. 4.5: DPFA-Net architectures for semantic segmentation and classification tasks

4.4.2

DPFA-Net Architecture

In our proposed architecture, we employ dynamic edge convolution [70], which was shown
to be superior to static neighborhood pooling, to exploit the local information in the point
cloud. More specifically, instead of generating point features directly from their embeddings, edge convolution generates edge features that describe the relationships between a
point and its neighbors. Moreover, the neighborhood graph of the point cloud is recalculated at every layer based on the Euclidean distance in the hyperspace of the input features.
Therefore, the neighborhood in the original edge convolution is fully dynamic. Moreover,
we argue that the raw point coordinates retain the relative positional information for a given
point or neighborhood. Thus, in addition to the dynamic features, we also keep the original input coordinates, P ∈ RN ×3 , in every layer, and concatenate them with the dynamic
features.
Although the main motivation is the semantic segmentation of the point clouds, the proposed model is also capable of learning information about the entirety of the objects. If the
model performs well on the semantic segmentation task, then it should be able to provide
good results on the classification task as well. Hence, we propose a feature aggregationbased object classification network for point clouds in addition to the proposed segmenta-
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tion network.
The overall architecture of our proposed DPFA-Net for the semantic segmentation and
classification tasks are illustrated in Fig. 4.5. The input for both networks is a point cloud
P ∈ RN ×(3+M ) , where N is the number of points, 3 is for the 3D coordinate vector [x, y, z],
and M is for additional input features, such as point color (RGB), normalized coordinates,
normal vectors etc.
In the segmentation network, the input point cloud and the intermediate features are
processed by three consecutive Feature Aggregation (FA) layers, which are described in
1

2

Sect. 4.4.1. The outputs of these three FA layers, F 1 ∈ RN ×D , F 2 ∈ RN ×D and
3

F 3 ∈ RN ×D , are concatenated as F cat = (F 1 k F 2 k F 3 ) ∈ RN ×(D

1 +D 2 +D 3 )

. Then, we

aggregate all points by the symmetric maxpool operation to get a point permutation invariant embedding of the entire point cloud, E ∈ R(D

1 +D 2 +D 3 )

, and concatenate this global

embedding with every point to get globally-aware point embeddings: Fiemb = (Ficat k
ψemb (E)) ∀i ∈ {1, 2, · · · , N }, where ψemb : R(D
and Fiemb ∈ R(1024+D

1 +D 2 +D 3 )

1 +D 2 +D 3 )

→ R1024 is modeled as an MLP

.

The classification network, shown in the lower part of Fig. 4.5, is similar to the segmentation network. Three consecutive FA layers process the input cloud and the intermediate
features, and these intermediate features are concatenated together. Different from segmentation, a shortcut branch is used in the classification network to avoid overfitting. The
output of the shortcut branch, which is modelled by an MLP ψccut , is added to the concatenated point features. These summed features are pooled along the point dimension to
get global point cloud embedding E C ∈ RD

pool

, and the final output of the classification

network is obtained by a classifier MLP, ψcls : RD

pool

→ RC .

Cout = σ(ψcls (E C + ψccut (P ))) ∈ RC ,

(4.12)

where C is the number of classes, and σ is the softmax operation to get the class probabili-
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ties.

4.5

Experimental Results

We have performed the semantic segmentation experiments on the Stanford large-scale
3D Indoor Spaces Dataset (S3DIS) [1], which contains 3D point clouds of 271 rooms
from 6 different areas. Each point in a point cloud is annotated with one of the following
13 semantic labels representing different categories: {chair, table, sofa, bookcase, board,
window, door, column, beam, floor, wall, ceiling and clutter}. To prepare the training and
testing data, we split each room into blocks of 1m × 1m × Zm, where Z is the height
of the room, and 4096 points are sampled from each block. Each point in a block has the
following features: the 3D coordinates (xr ,yr ,zr ), RGB color (r,g,b) and the normalized
(according to the block origin) coordinates (xb ,yb ,zb ). Thus, the input point cloud for each
block becomes PB ∈ R4096×9 .
We first present and discuss the results obtained by our proposed DPFA-Net on the
S3DIS dataset. Then, we present the results of the object classification network. Additionally, we provide experiments for object part segmentation, which is another common type
of segmentation application.
Table 4.1: Semantic segmentation results on S3DIS dataset[1] evaluated on Area 5
OA (%) mIoU (%)
PointNet [69]
SegCloud [87]
PointCNN [88]
SPGraph[89]
PCCN[90]
PointWeb [72]
DPFA(ours)

85.91
86.38
86.97
87.47

41.09
48.92
57.26
58.04
58.27
60.28
52.96

ceiling

floor

wall

beam

column

window

door

table

chair

sofa

bookcase

board

clutter

88.80
90.06
92.31
89.35
92.26
91.95
93.7

97.33
96.05
98.24
96.87
96.20
98.48
98.72

69.80
69.86
79.41
78.12
75.89
79.39
75.50

0.05
0.00
0.00
0.00
0.27
0.00
0.00

3.92
18.37
17.60
42.81
5.98
21.11
14.36

46.26
38.35
22.77
48.93
69.49
59.72
50.14

10.76
23.12
62.09
61.58
63.45
34.81
31.76

58.93
70.40
74.39
84.66
66.87
76.33
73.68

52.61
75.89
80.59
75.41
65.63
88.27
73.36

5.85
40.88
31.67
69.84
47.28
46.89
13.68

40.28
58.42
66.67
52.60
68.91
69.30
55.50

26.38
12.96
62.05
2.10
59.10
64.91
57.05

33.22
41.60
56.74
52.22
46.22
52.46
51.18

Dynamic Point Feature Aggregation
Similar to the previous works, we first separated Area-5 of S3DIS for testing, and trained
our model on the remaining areas, which is the standard split suggested by the authors of
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Table 4.2: Semantic segmentation results on S3DIS dataset[1] with 6-folds cross validation.
PointNet [69]
PointCNN [88]
SPGraph[89]
PointWeb [72]
ShellNet [74]
DGCNN[70]
RandLA-Net[71]
DPFA(ours)

OA (%)

mIoU (%)

ceiling

floor

wall

78.5
88.1
85.5
87.31
87.1
84.1
88.0
89.01

47.6
65.4
62.1
66.73
66.8
56.1
70.0
61.61

88.0
94.8
89.9
93.54
90.2
93.1
94.61

88.7
97.3
95.1
94.21
93.6
96.1
97.68

69.3 42.4
75.8 63.3
76.4 62.8
80.84 52.44
79.9 60.4
80.6 62.4
77.84 38.45

beam

column

window

door

table

chair

sofa

bookcase

board

clutter

23.1
51.7
47.1
41.33
44.1
48.0
38.28

47.5
58.4
55.3
64.89
64.9
64.4
53.34

51.6
57.2
68.4
68.13
52.9
69.4
67.66

54.1
71.6
73.5
71.35
71.6
69.4
66.60

42.0
69.1
69.2
67.05
84.7
76.4
75.23

9.6
39.1
63.2
50.34
53.8
60.00
29.48

38.2
61.2
45.9
62.68
64.6
64.2
49.79

29.4
52.2
8.7
62.20
48.6
65.90
51.38

35.2
58.6
52.9
58.49
59.4
60.1
60.64

the dataset [91]. In addition to the standard split, we have performed 6-fold cross validation, wherein we leave one area out during the training, test on the left-out area, and
then take the average of the results. It should be noted that Area 2 has two auditoriums,
whereas there are no auditoriums in the rest of the areas. Hence, to balance the training
and testing sets, when testing on Area 2, we have moved one auditorium from the testing
set (Area 2) to the training set. The experimental results with the Area-5 testing and 6-fold
cross validation are presented in Tables 4.1 and 4.2, respectively, for our method as well as
different baseline methods. It can be seen from the tables that our method outperforms all
the other methods, and achieves the state-of-the-art performance on the Overall Accuracy
(OA) metric. OA = A/N , where A is the number of correctly classified points, and N is
the total number of points. Even though RandLA-Net has a better overall mIoU score for
this task, our model is approximately three times faster than RandLA-Net. More specifically, our proposed DPFA takes 28.88 ms to process a single input from the S3DIS dataset,
while the RandLA-Net takes 88.25 ms to process the same data. Example qualitative results obtained with different methods are presented in Fig. 4.6 to illustrate the effectiveness
of our method.

Re-purposing for Additional Tasks
DPFA-Net is mainly designed for semantic segmentation applications. However, due its
strength in capturing local information in the input data, it can be applied to other tasks,
such as 3D object classification and object part segmentation. In this section, we provide
additional experimental results on object classification and object part segmentation tasks.
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Fig. 4.6: Segmentation result of DPFA network on S3DIS dataset.
3D Object Classification
We performed 3D object classification experiments on the ModelNet40 [2] dataset. ModelNet40 is composed of 12,311 Computer Aided Design (CAD) models from 40 man-made
object categories, wherein 9,843 are for training and 2,468 for testing. In our experiments,
following [69], we used the pre-processed version of the dataset. The pre-processed version contains point clouds of objects, which are sampled from the original mesh models,
with cardinality 2048. Table 4.3 shows the comparison of our method with the previous
work including the DGCNN. It can be seen from the table that our method’s performance is
among the top. Moreover, our proposed DPFA-Net runs about six times faster that GDANet
(4.43ms vs 27.46ms), and thus has a significant advantage in terms of computational efficiency.
Model
DGCNN[70]
A-CNN[75]
PointWeb[72]
PointNet++[51]
GDANet [92]
PointNet[69]
DPFA(ours)

OA(%)
92.9
92.6
92.3
91.9
93.8
89.2
93.1

Table 4.3: Classification results on ModelNet40[2].
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Object Part Segmentation
The goal of object part segmentation is to effectively segment the 3D point clouds of objects
into their parts. This is a particularly important yet challenging task for many applications.
For example in robotics, the agents need to be able to recognize the parts of the object with
which they interact. Thus, we have evaluated the effectiveness of our proposed DPFA-Net
for part segmentation as well.
The part segmentation experiments were performed on the ShapeNet-Part dataset [93],
which is a common benchmark for part segmentation methods. It consists of densely (pointwise) annotated objects belonging to 16 categories. Each category has varying number of
parts. For example, while the ‘knife’ category has only 2 parts (sharp side and handle), the
‘motorbike’ category has six parts corresponding to different portions of a motorbike. The
ShapeNet-Part dataset contains 12137, 1870, and 2874 objects in its training, validation,
and test sets, respectively. Table 4.4 shows the part segmentation results obtained with
DPFA-Net and various baselines. Our proposed model provides the second best performance in terms of the mean shape IoU (Intersection-over-Union) score, and provides the
top-3 performance for 12 out of the 16 individual object categories. Fig. 4.7 shows example
qualitative results from each category.
Table 4.4: Object Part Segmentation Results on ShapeNet Parts Dataset
mean
# shapes

air
plane

bag

cap

car

chair

ear
guitar
phone

knife

lamp

laptop

motor

mug

pistol

rocket

skate
board

table

2690

76

55

898

3758

69

787

392

1547

451

202

184

283

66

152

5271

PointNet [69]
PointNet++ [51]
Kd-Net [94]
LocalFeatureNet [95]
PCNN [96]
PointCNN [88]
DGCNN [70]

83.7
85.1
82.3
84.3
85.1
86.1
85.2

83.4
82.4
80.1
86.1
82.4
84.1
84.0

78.7
79.0
74.6
73.0
80.1
86.45
83.4

82.5
87.7
74.3
54.9
85.5
86.0
86.7

74.9
77.3
70.3
77.4
79.5
80.8
77.8

89.6
90.8
88.6
88.8
90.8
90.6
90.6

73.0
71.8
73.5
55.0
73.2
79.7
74.7

91.5
91.0
90.2
90.6
91.3
92.3
91.2

85.9
85.9
87.2
86.5
86.0
88.4
87.5

80.8
83.7
81.0
75.2
85.0
85.3
82.8

95.3
95.3
94.9
96.1
95.7
96.1
95.7

65.2
71.6
57.4
57.3
73.2
77.2
66.3

93
94.1
86.7
91.7
94.8
95.3
94.9

81.2
81.3
78.1
83.1
83.3
84.2
81.1

57.9
58.7
51.8
53.9
51.0
64.2
63.5

72.8
76.4
69.9
72.5
75.0
80.0
74.5

80.6
82.6
80.3
83.8
81.8
83.0
82.6

DPFA-Net (Ours)

85.5

84.5

81.1

88.2 79.0

90.9

69.2

91.6

87.2

83.8

95.8

70.4

92.8

82.7

63.0

77.5

81.9
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Fig. 4.7: Sample part segmentation results from ShapeNet-Part dataset.
Overall, our proposed method provides a desirable trade-off by providing a consistently
satisfactory performance across different tasks of semantic segmentation, part segmentation
and 3D object classification, achieving either the best, or the second-best performance on
different tasks, and also being computationally more efficient compared to other methods.

4.6

Conclusion

In this chapter, we presented a novel deep 3D point cloud learning network by leveraging
the neighborhood feature aggregation with dynamic pooling and attention. Our Dynamic
Point Feature Aggregation Network (DPFA-Net) has two variants for semantic segmentation and classification of 3D point clouds. The core module of the DPFA-Net is the presented Feature Aggregation (FA) Layer, in which the features of dynamic neighborhood of
each point is aggregated via a self-attention mechanism to focus more on the relevant features in a local neighborhood. Our experimental results show that DPFA-Net achieves the
state-of-the-art score on the S3DIS [1] dataset. We have also shown that our proposed approach provides a consistently satisfactory performance across different tasks of semantic
segmentation, part segmentation and 3D object classification, and is also computationally
more efficient compared to other methods.
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C HAPTER 5

UAV L OCALIZATION WITH 3D P OINT
C LOUDS

5.1

Introduction

Small Unmanned Aerial Vehicles (UAVs), a.k.a drones, are getting increasingly popular and they have already been employed in many applications such as homeland security, rescue missions, disaster monitoring, film making, sports broadcasting, and journalism [97–99]. Reasons for this increasing popularity include their agility, ever decreasing
costs, and the availability of more powerful onboard embedded processing capabilities. Another interesting application area of UAVs is the inspection and health monitoring of civil
infrastructures [11, 100–102]. This type of application follows a well-defined procedure,
and requires auditors to observe many, sometimes difficult to access parts of the structure.
Thus, this application area is a perfect fit for UAVs; since they can access almost every part
of the structure and carry out an autonomous inspection mission on a pre-defined path and
procedure.
GPS is the main localization component used for autonomous missions. However, GPS
data is either unavailable or unreliable in indoor environments as well as near or under
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(a) Test site on San Rafael Bridge and our UAV platform.

(b) RViz 3D visualization software screen with drone position and estimated path (red line) and
ground truth (green line).

Fig. 5.1: Proposed approach precisely localizes the drone by estimating the vehicles
position by using only the Structure Sensor.
some outdoor structures. Besides, the precision of GPS is only 3-4 meters in good conditions unless new RTK-based modules, which are significantly more expensive, are used.
The immediate approach for position estimation in GPS-denied areas is the use of odometry
from inertial measurements. However, this approach is rarely used on real-time, practical
systems, since it introduces a significant amount of noise drift, which increases with the
distance traveled. To overcome the noise drifting, visual odometry can be fused with Inertial Measurement Units (IMUs) [103–106]. Many Simultaneous Localization and Mapping
(SLAM)-based techniques use this approach, as discussed in Section 5.2.
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In this chapter, we propose a method for autonomous localization of UAVs in 3D space
without relying on GPS data. Without loss of generality, we use the inspection and monitoring of bridges as an example application. The proposed method utilizes a Structure
Sensor, which is a special, inexpensive and widely available camera that can acquire 3D
model of the scene. The proposed method uses the existing 3D model of the space that
it is intended to work in. By knowing the large 3D map of the whole space and continuously capturing the 3D region in front of the camera, our method robustly localizes the 3D
position of the UAV on the map. The proposed method is designed to be used for 3D position estimation of UAVs, which can operate in large, GPS-denied, complex and cluttered
environments/structures on a regular basis.
Our approach presented in this chapter is applied to the autonomous bridge inspection
using UAVs. In our experiments, the 3D scan of San Rafael Bridge at San Rafael, California
is used (see Fig. 5.1(a)), and an actual UAV is employed to record data during several flights
on the bridge. The UAV used for the flights can be seen in Fig. 5.1(a) and Fig. 5.6.
The presented approach enables the UAV to know its position and orientation with
respect to the bridge when GPS data is unavailable or unreliable so that it can continue
inspection without needing a stable GPS connection. The application areas can be extended
to factory sites, mines, rescue missions in damaged structures, indoor surveillance and any
other complex indoor environments.

5.2

Related Work

Pose estimation of a vehicle, or a robot in general, is one of the main targets of the
SLAM approaches, which is one of the most studied areas in robotics research in recent
decades. There has been ever-increasing amount of work published in the SLAM area. Gmapping [107], Hector SLAM [108], Cartographer [109] are among the popular approaches
in addition to numerous others. Grid maps are used together with Rao-Blackwellized Parti-
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cle Filters for 2D SLAM in [8]. This approach is more robust compared to its predecessors
thanks to the adaptive re-sampling approach [107]. A robust and lightweight system for online 3D SLAM is presented in [108]. It learns the map and efficiently localizes the robot by
matching the scans captured by LIDAR. A lightweight and precise loop closure technique
is presented for real-time 2D SLAM applications in [109]. It achieves 5 cm precision in
real-time indoor loop closure by using branch-and-bound approach for computing scan-tosubmap matches as constraints. However, most of the existing SLAM approaches are not
readily applicable in complex 3D environments. Many of them depend on floor-plan-like
2D maps. If one takes different 2D slices, similar to those 2D maps, at every height of a
complex 3D environment, each of those slices will be completely different from each other.
If a UAV were to use one of these approaches, it must keep track of different maps at every
altitude and potentially at different sensor orientations that are not parallel to the ground.
On the other hand, there are some 3D approaches, which simply are extensions of their
2D counterparts. They, indeed, build a 3D map of the environment, but still localize themselves on a 2D map as they heavily depend on the assumption that robot (usually a UAV
in 3D case) will be cruising at a certain height from the ground level. In fact, a real 3D
SLAM technique must account for both mapping and localization in 3D. Therefore, these
approaches would not be feasible for UAV applications, where the vehicle will navigate
through complex structures at arbitrary altitudes.
3D Match [66] and SegMatch [110] are two promising approaches for 4-Degrees of
Freedom (DoF) (6-DoF under level-world assumption) pose estimation. In fact, in our
preliminary studies, we applied these approaches to our application as they seem to be
great fits. They follow a similar pipeline with different techniques. The approach in [66]
encodes the occupied point cloud regions by Truncated Distance Function and voxelizes
into 30 × 30 × 30 volumetric grids. Then, it uses a 3D-Convolutional Siamese Neural
Network to match different pairs of voxelgrids. Finally, it filters out extra matchings by
looking for geometric correspondences. The approach in [110], on the other hand, uses a
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region growing based algorithm to extract segments in point clouds. Then a global feature
descriptor is used to describe those segments, and they are matched with a random forest
classifier. Similarly, it applies a geometric verification step to remove false matches.
After using the approaches presented in [66] and [110] in our preliminary studies, we
observed that these methods are not applicable to a scenario like bridge inspection due
to several reasons. First, although the acquired information is a depth map or 3D point
cloud, the nature of it is more like 2D, since the area being captured on the bridge is flat
and spans the field of view of the camera. Therefore, the data looks like a flat region in 3D
space. Second, the scale of the entire structure (in this case the entire bridge) is much larger
compared to the field of view and what is captured by the sensor. Therefore, only small
parts of the segments or feature points can be captured at a time. Third, features/segments
are not unique. Since most bridges are engineered in a very repetitive manner, one feature
or captured segment will possibly match correctly with many other locations on the bridge.
Last but not least, computational complexity should be minimal due to the requirement of
real-time on-board processing, and the aforementioned methods require substantial amount
of resources such as high-end GPUs.

5.3

Proposed Method

We propose an approach for 3D position estimation of UAVs from 3D cameras, such as
a Structure Sensor, without relying on GPS data. We present a robust algorithm, which
will run onboard and provide position information at a sufficient rate at bridge inspection
missions. Therefore, the algorithm must take the nature of the data into account and should
be lightweight in order to run on an onboard processor. Our method relies on a pre-captured
3D map of the structure or area where the drone will monitor. A possible analogy can be a
person locating himself on the city map by examining the landmarks nearby.
In a nutshell, our method applies 2D template matching on projected 3D data of bridge
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Fig. 5.2: 3D renders of San Rafael Bridge point cloud (left) and captured point cloud from
Structure Sensor (right).
model for 3D localization. First, a depth image is acquired from a scene with the Structure
Sensor installed on the UAV, and converted to a 3D point cloud. Point clouds of the scanned
bridge model and the captured scene can be seen in Fig. 5.2. Then, the captured point cloud
of the scene is projected onto a 2D binary projection image and matched on the large 2D
binary projection of the entire bridge model. Mean of the 3D points which are projected
on the same 2D pixel are calculated for each pixel and the average 3D vector from model
projection to scene projection is calculated as the estimated position.
The first step after acquiring the 3D point cloud is to project it onto a 2D binary image. An important consideration during this procedure is to perform it without loss of any
information. A projection would normally cause loss of a dimension and quantization of
data into a matrix structure. Once a projection is performed, the original data cannot be
recovered. In our approach, we avoid this issue by defining a container for each pixel of
the binary image to store the actual 3D points that projected to that pixel’s coordinates. In
other words, every pixel of the binary image is a mini point cloud, which keeps the 3D
points that are projected on itself. As a result, the combination of these containers or mini
point clouds will give the actual 3D point cloud. By doing this, we know exactly which 3D
points belong to which pixel on the binary image after projection, and the 3D point cloud
can be fully recovered. Projection P 0 of point cloud P ∈ RN ×3 onto projection plane
ax + by + cz + d = 0 is calculated as:
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P 0 = P − d · nT ,
where nT = [a, b, c] and d =

(5.1)
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We can get rid of the second column and multiply x − z values by the resolution factor for
discretization in order to use them as 2D image coordinate pairs.
Our assumption for projection of the bridge model is that the drone’s heading is fixed
to the bridge and the side of inspection is known. More specifically, the heading is known
with respect to the bridge, which enables the sensor projections to be aligned with the
bridge model. We project only the visible surface of the model. Surface points are the
ones that lie in the median value of an empirically defined depth from the visible surface
of the model. Fig. 5.3 shows the projections of the same point cloud onto 2D images with
different resolutions.

160×160

80×80

40×40

Fig. 5.3: Projections of captured point cloud at different resolutions.
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(a) Scene projection

(b) Matching result

Fig. 5.4: Scene projection image and matching result is shown as the black bounding box
on the projection image of the bridge model

5.3.1

Projection Matching

There are several reasons that we employ 2D alignment instead of the 3D approaches, such
as [66] and [110]. In order to align/register two sets of point cloud data, first, some 3D
features should be calculated in both point clouds and these features should be matched
across the two clouds. Descriptions of these features must be invariant to rotation, and
they should be replicable and unique. The nature of data in our application violates some
of these criteria, which makes it hard to extract reliable features. Many identical features
would be extracted because of repetitive patterns. Because of limited visible surface, it gets
harder to replicate the same feature description for every location. Besides, the onboard
operation criteria limits the computational resources, and this makes it harder to employ
and process 3D approaches.
An OpenCV implementation of correlation coefficient-based template matching algorithm is used to match the projections [111]. The scene projection, which is the 2D binary
projection of the point cloud captured by the Structure Sensor, is used as the template to be
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Fig. 5.5: Illustration of the position estimation from matched 2D binary projections. Each
binary pixel holds a point container, which keeps the points that are projected on the pixel.
Mean of each container is depicted as blue and green points for model and captured scene,
respectively. The mean (average) of the difference of the mean tables is defined as the
estimated position.
matched on the projection of the bridge model. Projection matching step returns a bounding box where the scene projection best fits on the model projection. This bounding box
is then fed into the position estimation step that correlates mapped points in the bounding
box region.
One parameter that can be tuned for projection matching is the area of search region.
As can be seen in Fig. 5.4, the bridge has a repetitive pattern, and the projection of the
captured part can perfectly fit to many different sections of the bridge. In order to prevent
this, and reduce the computational burden, we limit the area that a scene can be matched by
defining a search region around the previously matched position, and applying projection
matching only in the limited search region. The initial search window is provided manually
in our experiments.

5.3.2

Position Estimation

Projection matching registers captured projection onto model projection. This will provide
a rough positioning as a form of 2D bounding box. In order to fully register captured point
cloud onto model point cloud in 3D, and to estimate the 3D position of the vehicle, we
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make use of the correspondences of the points that are stored in the container of each 2D
pixel location.
As the first step, the mean of the points which are projected on the same pixel is calculated for all pixels. These means are depicted in Fig. 5.5 as blue and green points for
model image and scene projection image, respectively. Then, the Euclidean distance vector
between each corresponding mean point is calculated. Since our assumption before this
procedure is that orientations of both point clouds are already matching, captured point
cloud can be viewed as a translated version of a patch on the model, which is parallel to its
original position in 3D space. Thus, distance vectors must be very close to each other; or
in the ideal case, they must be the same vector. Therefore, as the final step, the average of
all distance vectors pE is calculated as the estimated position by the following:
R
R
1 XX M
p − pSij
pE = 2
R i j ij

(5.2)

K
1 X k
C
pij =
K k=1 ij

(5.3)

where,

R is the resolution of the projection, Cijk is the kth 3D point in the container Cij with K
points at location (i, j) on the binary images and pij is the mean point of the container at
pixel location (i, j). M and S denote model projection and scene projection, respectively.
Our algorithm provides independent and absolute position estimation for each captured
point cloud. In other words, it does not depend on the previous captures and the output is
the exact position of the drone with respect to the bridge model. Therefore, there is no need
for loop closure and map correction as opposed to most SLAM approaches. In contrast to
most prior work, our proposed method does not suffer from drift or error accumulation as
the traveled distance increases.
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5.4
5.4.1

Experimental Results
Platform and Software

The UAV platform shown in Fig. 5.6 is used for data collection. It is composed of the DJI
Matrice 210 drone, J130 with TX2, a forward-facing Hokuyo UST-10LX laser range finder,
and a forward-facing Structure Sensor. The J130 communicates with the DJI Drone over a
TTL cable and DJI OSDK.

Fig. 5.6: UAV Platform.

For data collection, the drone is manually flown to the position of the interest on San
Rafael Bridge, and the logging process is initiated by the remote controller. Upon receiving
the signal, the logging is initiated and the data is recorded. The 3D scan of the San Rafael
Bridge is obtained with the same platform and a similar procedure.
We have collected a set of five different flight data for experimental results. Duration
of flights ranges between 30 to 150 seconds and they contain a total of 3590 frames (point
clouds) from all flights. UAV has flown in a range of 1 to 10 meters in each XYZ direction
with different trajectories, seen in Fig. 5.8.
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Fig. 5.7: 2D Scanner Data from Hokuyo sensor. Red dot is take-off position and green
circles show position of poles.

5.4.2

Obtaining Ground Truth

In order to obtain the ground truth information for the UAV position, we used Hokuyo 2D
laser scanner sensor and laser altimeter onboard. The altitude (Z) is provided by the altimeter. To obtain the XY position, two vertical poles were placed on the bridge at both sides
of the drone before takeoff. These poles are positioned sufficiently away from any object
so that they can be easily identified and tracked. These poles can be seen in Fig. 5.1(a).
Fig. 5.7 shows the 2D scan data with poles, which are marked by green circles. The
initial coordinates for the poles are provided to Ground Truth Generator, which tracks the
pole coordinates and calculates the true XY position of the drone relative to the poles.
Tracking of pole points is trivial. Since poles are sufficiently away from the bridge, a small
search radius is defined around the last pole position for both. When new 2D scan data is
acquired, it can be assumed that only points that lie in the previously defined search regions
belong to the poles. With this assumption the position of poles are updated based on the
newly acquired pole points.
Given that P1 and P2 are current pole positions, P10 is the initial position of first pole,
and a0 is the initial value of vector a, the position of the drone (Pd ) is calculated with
respect to its start point (Pd0 ) at every pole position update as follows:
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Pd = Pd0 − Rz (θ) · (P1 − P10 ),

(5.4)

where Pi = [Pix , Piy , Piz ]T and Rz (θ) is:




cosθ −sinθ 0


,
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sinθ
cosθ
0




0
0
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where a and θ are calculated as:

a=

P2 − P1
kP2 − P1 k

θ = cos−1 ( a · a0 )

(5.5)

(5.6)

It should be noted that the proposed algorithm does not use and does not need poles for
localization. The poles and the procedure described in this section are only used to obtain
the ground truth, and validate the proposed localization approach.

5.4.3

Data and Localization Module

Bag files in ROS are flashbacks of real-time experiments and provide the benefit of repeating the same experiment over and over again. In our experiments, we recorded our data as
bag files, which contain series of point clouds from the Structure Sensor as well as other
necessary sensor data over a period of time. Using these recordings, we are able to replicate
the experiments and tune the parameters without actually flying so many times.
We created a ROS package for this project. All necessary data stored in bag files are
streamed into the package. After loading the bridge model, and creating its projection, the
algorithm only depends on the point cloud data from the Structure Sensor for localization.
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Side view (XZ).
+X direction is towards right and +Z direction
is towards up on the paper.

Top-down view (XY).
+X direction is towards right and +Y direction
is towards up on the paper.

Fig. 5.8: Resulting drone flight paths of five different flight experiments from side (XZ)
and top-down (XY) views. Green and red lines are ground truth and estimated paths, respectively. Figures span approximately 10 meters-wide length in the real world. The origin
(0, 0, 0) is defined as the initial position of the drone and the bridge is 1 to 2 meters away
in +Y direction from the origin depending on the experiment.
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As mentioned above, the steps described in Section 5.4.2 are only used for ground truth
generation and evaluation purposes.

5.4.4

Discussion

What we have achieved in this project is to obtain a highly accurate 3D position estimation
with a fixed heading assumption. Our experimental results show that the proposed algorithm is able to accurately estimate the position of the drone. Fig. 5.8 shows qualitative
results of our approach for five different flights with different flight trajectories. The green
line represents the ground truth path and the red line represents the estimated positions. In
each of the five subfigures, left part shows paths from side view whereas right part shows
paths from top-down view. It can be observed from Fig. 5.8 that in some experiments, estimated path in the side-view does not reach the highest point where ground truth hits. It is
because the Structure Sensor loses view of the bridge, and it provides an empty point cloud.
In this case, the algorithm does not update the position and waits for a sufficient view of
the bridge. Once it gets a clear view, it continues the estimation process from where it left
off.
Since the algorithm estimates the position for each frame independently from others, we
did not carry out an error propagation analysis over time. Instead, we measured the mean
and the standard deviation of distance error between the estimated position and ground
truth for all frames. In some cases, the algorithm fails and reports high errors. These
cases only happen when the Structure Sensor completely loses the sight of the bridge.
When these outliers are excluded, we measured a mean error of 13.4 cm with 8.4 cm
standard deviation over the set of 3590 frames. It should be emphasized that these values
are independent of the traveled distance, since our proposed approach treats each captured
3D scene individually and independent from the others. Furthermore, we analyzed the
effect of projection resolution factor on the mean distance error. Fig. 5.9 shows the result.
We analyzed the robustness of our approach as it is one of the main criteria of our
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Fig. 5.9: Measuring the effect of increasing projection resolution on the mean position
error (Averaged over all experiments).
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Fig. 5.10: Mean elapsed time linearly increases with projection resolution factor.
application. Average computation time of this approach with 20 × 20 projection resolution
is as low as 5 ms, which means that the position can be updated at a rate of 200 Hz. 3.2
ms processing time is reported in [66] for 3D feature matching. However, they also report
that the complete procedure of registration of two surfaces takes in the order of minutes
on a high-end desktop with GPU. [110] is more on par with our work in terms of the
processing time. They report an average rate of 10.5Hz localization performance. Yet,
our procedure runs 20 times faster without requiring a GPU. We also made an analysis to
see how projection resolution affects the computational complexity. It is observed from
Fig. 5.10 that the projection resolution is inversely proportional to the overall computation
time of the algorithm.
We have also observed that increasing the projection resolution does not significantly
reduce the mean error. Besides, as discussed above, smaller resolution decreases the computational demand. Thus, we have found that 20 × 20 projection resolution is a sweet
spot for our bridge inspection application as it is faster to compute and shows promising
performance.
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5.5

Conclusion

Accurate and reliable localization is crucial for autonomous operations of UAVs. In this
work, we have presented an algorithm for 3D position estimation of UAVs from 3D sensor
data without relying on GPS data. We only used 3D point cloud data from the UAV and
3D point cloud model of the structure, which is a bridge in our application, to estimate
the position. Differently from the prior work, our method does not suffer from drift or
error accumulation as traveled distance increases, and it can work in and around complex
environments, such as bridges.
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C HAPTER 6

S MART A ERIAL T HERMAL A NOMALY
D ETECTION AND I DENTIFICATION

6.1

Introduction

The residential and commercial building sector accounts for 39% of total U.S. energy consumption and 40% of CO2 emissions [112]. More than half of all U.S. commercial buildings were built before 1970 and have deteriorated severely, which has resulted in general
lower efficiency performance [113]. Maintaining the energy efficiency of an increasingly
aging built environment is essential in achieving a sustainable living environment. Therefore, to address the inefficiency of deteriorating infrastructure and building stock, energy
retrofitting practices should be implemented [114]. Achieving substantial energy savings
through existing building upgrades is a result of accurate and reliable energy audits, followed by retrofitting strategies that respond accordingly. However, reviews of actual savings in existing building retrofits show a wide discrepancy between predicted and delivered
savings. Imprecise energy audits can result in either (i) lower than expected energy savings,
(ii) no energy savings or (iii) occasional increase in energy use. This leads to worse environmental impacts, waste of investment capital, and a decrease in the rate of adoption for
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energy efficiency retrofits. This is typically a result of many challenges that energy auditors
face, including insufficient building information that leads to misrepresentation in energy
models, overestimated savings, ineffective selection of improvement strategies and incomprehensive improvement scope that results in missed improvement opportunities [115]. For
example, in large commercial buildings, energy auditors focus on exciting technical challenges such as demand-control-ventilation or integration of solar energy, whereas building
envelope issues such as window, air sealing and insulation are neglected [116]. Current
methods of inspecting building envelopes are time-consuming, costly or have low accuracy. Qualitative methods include moisture tests and fan pressurization tests, which are
used to identify inadequacies in building shells, but are limited in terms of comprehensive thermal performance evaluation [117]. A quick, accurate and quantitative method for
non-destructive testing of structures is infrared (IR) thermography, which makes detecting
anomalies in building construction possible and reliable [118].
Recently, IR cameras with more advanced technology and more affordable price tags
have been started to be used for retrofitting efforts. Specifically, instead of using inefficient and less effective methods, energy auditors have started to use IR cameras for various
building manners, such as thermal profiling, crack detection, heat leakage detection, etc.
In this body of work, we focus on the autonomous detection and identification of thermal
anomalies, which are caused by several reasons, such as infiltration/exfiltration, thermal
bridging, and physical damage. Our motivation is to help automating the thermal anomaly
identification in the retrofit efforts with more precision at a much lower cost with the use of
unmanned aerial systems (UAS). We present a method for detecting heat leakages, which
are a type of thermal anomaly, on infrared thermography. For model development and performance analysis, we used a significant amount of thermography data which was collected
from various building structures by unmanned aerial vehicle (UAV) platforms and handheld
IR cameras. The collected data is composed of thermal images of various structures inside
and outside the buildings with thermal anomalies. A thorough experimental analysis has
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(a) Thermal image

(b) RGB Correspondence

Fig. 6.1: Example of a significant infiltration around the door frame. Cold air from outside is
infiltrating through the gaps causing the edges of the door on thermal image become purple (cold is
represented by purple and hot is represented by red in (a)).

been conducted and a discussion for each of the presented algorithm is provided. Additionally, a novel evaluation metric is presented for reliable and more accurate performance
assessment of certain thermal anomaly identification methods.

6.2

Heat Leakage Detection Overview

Heat leakage is the undesired and typically uncontrolled loss or gain of energy through the
building envelope. Heat leakage can occur through thermal bridging or excessive heat loss,
air leakages and missing or damaged thermal insulation in the building’s elements [119].
As exfiltration and infiltration occur most commonly around doors, windows, and other
access points to the building, their presence is most visible on the perimeters of such access
points. Thermal images of leaking doors or windows have patches of either cooler or
warmer air clustered around the region, where the weather barrier is compromised [120].
Such ventilation losses can account for over half the total energy use in a building [121].
Although a heat leakage is a type of thermal anomaly and thermal anomaly may refer
to different problems in other contexts, we use these terms interchangeably. A heat leakage
is usually a spot or an area which can be observed on a colored thermography as a region
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whose color is significantly different than its surroundings [122]. It is observed under
four different scenarios based on the season and the area where inspection is being done,
i.e., inside or outside of the building. In winter seasons, an energy auditor seeks signs of
colder regions on the thermography captured inside whereas he/she seeks hotter regions
on the thermography captured outside, since the outside temperature is much lower than
the inside temperature. In the summer season, the auditor does the opposite as the outside
temperature is expected to be higher than inside temperature.
It is important to note that there are some instances where above definition holds for
some regions on the thermal image although those regions are in fact healthy. Such cases
include reflection (metal elements can heat up and down much faster than the wall itself,
e.g., sign on the wall, balcony fences etc.) and shadowing.

Fig. 6.2: Snow is melted at certain parts of the roof of the building due to a thermal
anomaly in the roof insulation.

6.3

Related Work

Aerial building inspection has gained significant interest over the last decade with the
emerging UAV technology. Various scenarios have been addressed including aerial inspection of heat losses, and solution strategies have been studied in the literature. Eschmann et
al. [123] used a UAV to capture high-resolution and frequency images of a building from
facade, and performed sub-millimeter range crack inspections after reconstructing single
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very high resolution building image. Maurellio et al. [124] used a UAV with RGB camera
and a hand-held IR camera for 3D thermal profiling. They have performed 3D reconstruction with SfM (structure from motion) on RGB images captured in series and then mapped
corresponding thermal information to the overlay. Mavromatidis et al. [125] proposed the
use of impulse thermography captured by UAV. They highlighted that UAV-thermography
can be implemented and it delivers the advantage of reaching inaccessible areas of a structure. Martinez et al. [126] used a thermal camera mounted on a UAV to inspect heat losses
through the windows. The authors put a fixed 7◦ C threshold to differentiate the thermal
leaks and find a region of interest (ROI). They then further analyze the ROI to check if
the frame of the windows also has the heat leakage problem by classifying the ROIs into
two classes based on the uniformity of the emissivity of the material. Although this second
analysis might have reduced the false positives, use of a single threshold, especially a fixed
one, would not be feasible and reliable according to our experiments (see Section 6.4.2).

6.4

Dynamic Threshold-Based Heat Leakage Detection

In this work, we have captured two sets of thermal images. First, we used an FLIR® E40
handheld thermal imaging camera to manually collect a thermal image dataset. The data
consists of thermal images with 160x120 resolution and corresponding RGB images with
relatively higher resolution. Second, we used a UAV, more specifically a DJI™ Inspire
1 equipped with Zenmuse XT thermal camera, to autonomously capture thermal images
around buildings. We processed the collected thermal images offline, but the ultimate goal
is to carry out the whole processing on-board and in realtime. Figures 6.1 and 6.2 show
example thermal and RGB images captured by a handheld camera inside and from a UAVmounted camera outside, respectively. Fig. 6.1 has heat leakage around the door due to air
infiltration. Fig. 6.2 shows heat leakage on the roof, since snow is melted at some parts
whereas it stayed on the majority of the roof, due to an anomaly in the insulation material.
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6.4.1

Proposed Method

The proposed heat leakage detection framework is based on locating sharp and abnormal
temperature variations on the thermal images. When inspecting a color-mapped thermal
image, which has e.g. been taken indoors during winter season, a thermography expert
identifies the leakage as a purple (cold) region surrounded by red (hot) regions as seen in
Fig. 6.1(a). The thermal image is a 2D matrix whose cells, i.e. pixels, are temperature values. Thus, sharp intensity changes on a single-layer image can be identified by detecting
edges. However, not all of the detected edges in thermal images correspond to boundaries
of heat leakage regions. Purple regions in Fig. 6.1(a) are surely leaking parts of the door
and an edge detector would separate those regions. Yet, there are other visible edges on
the same image, such as the framing on the doors. Therefore, those edges must be eliminated from the edge detection output. Our proposed method successfully filters most of the
false edges out by a procedure which we henceforth refer to as edge-traversing, and then
eventually segments out the leakage regions.
Our proposed thermal leakage detection algorithm has two main stages. The first stage
is a global lookup over the thermal image to autonomously compute two threshold values. The second stage, which uses the threshold values calculated in the first stage, is a
refined search along the thermal edges for determining whether an edge point belongs to
the boundary of a heat leakage. The second stage also involves region growing and morphology operations for final segmentation of heat leakages. There are a few assumptions
as well as some global parameters for defining a heat leakage. We will describe them and
investigate and show how they could affect the results.

Threshold Computation
In the first stage of the algorithm, we compute two threshold values, which are referred to
as the difference threshold and leakage threshold. These thresholds are used in the second
stage of the algorithm when performing edge-traversing as described in Sec. 6.4.1.
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Fig. 6.3: The difference threshold and the leakage threshold displayed on a sample histogram.
To compute these thresholds, we employ a temperature histogram, and determine the
number of bins in an adaptive manner. We initially start with a 3-bin histogram. We
define the leakage-bin as the histogram bin where the coldest (hottest) values fall into
for images whose leaks are expected to be colder (hotter) than its vicinity. We define
opposite-bin as the farthest bin from the leakage-bin. We first check if the opposite-bin
has enough representativeness, i.e. if there are enough pixels in it. If there are not, we
remove the samples that fall into the opposite-bin, and recalculate the histogram until it has
enough samples in it (more than 10% of the total number of pixels for the base settings in
experiments, see Sec. 6.4.2).
Next, we limit the number of samples in the leakage-bin, since we assume that the
number of pixels in potential leakage regions do not exceed 15% (base setting, please see
Sec. 6.4.2) of the total number of pixels. If the number of pixels in the leakage-bin is larger
than the 15% of all pixels, we increase the number of bins of the histogram by one and
recompute it. We repeat this process until the criteria is met. After the algorithm settles
with an M-bin histogram, the difference threshold is set to be the width of the bin before
the last, and the leakage threshold is set to be the boundary value between the leakage-bin
and the bin next to it (as seen in Fig. 6.3).

Edge Filtering
After computing the difference and leakage thresholds, edges of the thermal image are
computed by using the Canny edge detector [127]. The parameters of the edge detector will
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be discussed in Sec. 6.4.2. As mentioned above, not all edges belong to the leakage region
boundaries. Figures 6.5(a) and 6.5(b) show the original thermal image and the detected
edges, respectively, and as can be seen, there are many edges that are not part of the leakage
regions. To eliminate the false edges, we traverse each edge by visiting every edge pixel
as depicted in Fig. 6.4. On the current visited pixel, we build an N-neighborhood vector
perpendicular to the edge direction. To keep an edge pixel, as part of a leakage edge, two
conditions must be met. First, the maximum temperature difference in the neighborhood
must be greater than the difference threshold to ensure that there is enough temperature
change around the visited edge pixel. For the second condition, the extreme values in the
neighborhood are compared with the leakage threshold based on the inspection type. If
the leakage region is expected to be colder than its vicinity, than the smallest value in the
neighborhood must be smaller than the leakage threshold. Similarly, if a leakage region is
expected to be hotter, than the largest value in the neighborhood must be larger than the

Fig. 6.4: Edge analysis illustration. Green dot is the currently visited edge pixel. The algorithm
moves along the edge direction and checks N-neighborhood (grid bar with length N-pixel) that is
perpendicular to edge direction. If min < leakage threshold for cold leaks (or max > leakage threshold for hot leaks) and (max-min) > difference threshold, the edge pixel is kept as leakage edge.
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leakage threshold. When both of these conditions are met, the visited edge pixel and the
most severe leakage pixel in the neighborhood is saved. Fig. 6.5(c) shows the pixels that
are kept after edge-traversing.

Segmenting Leakage Regions
During the post-processing stage, the actual leakage regions are segmented. We first generate a binary segmentation image by applying region growing to the leakage pixels that have
been saved in the neighborhood of the visited edge pixels. The binary image after region
growing contains the leakage region with gaps in them. To fill those gaps, morphological
closing is applied as the final step. Fig. 6.5(d) shows the segmented heat leakage regions.

Assumptions and Parameters
The proposed method can differentiate cold from hot. However, to know which one corresponds to leakage, the algorithm needs to know the season and whether the data was
collected from inside or outside. More specifically, if the season is winter, the infiltrating
air will be cold. While inspecting the building from inside, the leaking parts will be colder.
If the inspection is done from outside during winter, then the leaking parts will be hotter.
On the other hand, the exact opposite scenario happens during the summer. Therefore, season and inspection area information are critical for heat leakage judgment, and a parameter
is defined in the algorithm to indicate whether it should seek colder or hotter regions as
thermal leaks. In this work, we have performed data collection and experiments during
both winter and summer.
As described above, in the first stage of the algorithm, we set criteria for representativeness of leakage-bin and opposite-bin. It is assumed that the leakage region is smaller than
15% of the image. Also, the number of samples in the opposite-bin needs to be larger than
10% of the total number of pixels to be representative enough. These ratios have been set
empirically, and their effect on results is discussed in Sec. 6.4.2.
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For edge detection, the standard deviation of the smoothing Gaussian, and the low and
√
high threshold values have been set to be σ= 2, 0.08 and 0.2, respectively. We have chosen
small values for thresholds, since we want as many edges to be preserved as possible. Although this may introduce many false edges, they are eliminated at the subsequent stages.
In addition, reducing the number of misses is more critical than having false positives for
this application. The only parameter used at the edge-traversing procedure is the neighborhood size. An empirically defined number 13 is used as the neighborhood size in the base
settings in our experiments. To determine the neighborhood size, one should consider the
resolution of the image. Increasing the neighborhood size too much would introduce more
false positive detections.
In the region growing part of the post processing, we have used 0.1◦ C as the maximum
allowable temperature difference to merge the neighboring pixels with the leakage region.
Finally, for morphological closing operation, we have used a disk-shaped structuring element with radius 3.

6.4.2

Experimental Analysis

Data Collection
In this work, we have collected two different datasets. First dataset was collected by using
a handheld thermal imaging camera, which outputs 160x120 thermal images. Images have
been taken from both inside and outside of buildings, from different distances and viewing
angles. The second dataset was collected by a UAV-mounted thermal camera covering the
whole envelope of the buildings. A total of 100 thermal images which have resolution of
256x336 were labeled and used in the experiments.
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(a) Thermal image

(b) Thermal edges

(c) Processed edge image

(d) Post processing

Fig. 6.5: (a) Thermal image, (b) detected edges, (c) output after traversing, (d) output of
leakage detection.
Performance Assessment
Unlike object detection and segmentation from RGB images, it is not very straightforward
to obtain ground truth information for thermal leakage regions on IR images. One reason
is that they do not appear in a certain pattern or contour. They can emerge as random
silhouettes. Another reason is that identification of them requires thermography expertise.
We have performed two different analyses for our two datasets (handheld camera and the
UAV datasets).
The evaluation of the algorithm on the handheld camera dataset has been performed
by our thermography expert. To remove the bias from his assessment, he is first asked
to diagnose the leakage regions on the thermal images, and then identify the matching or
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Fig. 6.6: Aerial thermal image and the marked ground truth leak region (in white).
missed detections in the algorithm’s output.
On the other hand, the evaluation of the UAV dataset has been done by using pixelwise annotated ground truth for each image. Thermography experts were asked to provide
segmentations of thermal leaks on every image. Exact pixel-wise segmentation can be
highly subjective and the precise shape of the leakage region is not essential for locating
anomaly regions. Thus, experts were asked to roughly mark the leakage regions by using a
thick masking brush tool (see Fig. 6.6). To define correct detection of leakage, we use the
ratio R =

AD∩G
,
AD

where AD is the number of pixels in the detection output and AD∩G is the

number of pixels in the intersection of the detection output with the marked ground truth
region. R is calculated for every detection region. If R > 0.1, it is considered as correct
detection. If R < 0.1, it is considered as a false positive. If no detection region intersects
with a ground truth region, it is considered as a miss or a false negative. If there is more
than one match with a ground truth region, only one detection is counted.

Unreliable Approach: Using Fixed Threshold
As briefly discussed above, although it is fairly straightforward, using a fixed threshold
value for leakage segmentation would not work, due to following reasons. First, every
thermal leak has different severity levels. Second, thermal leaks at different parts of the
building may exist due to similar deficiencies, but not all of them could be diagnosed by
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Scene 1

t=10

Scene 2

t=15

t=20

Fig. 6.7: Fixed thresholding is unreliable because it cannot be generalized to be used for
every image. First row is the thermal images. Three columns of second and third rows are
detection outputs of simple thresholding with threshold values 10◦ C, 15◦ C, 20◦ C, from left
to the right.
the same threshold value. Fig. 6.7 shows outputs of using different but fixed threshold
values for two indoor images. As can be seen, the threshold value of 10◦ C works well for
the first image, whereas nothing is detected in the second image. When we increase the
threshold value to 15◦ C, the detection for the second image looks fine. However, amount
of false detection increases in the first image. Thus, a fixed threshold is not reliable to be
used on every capture, and it must be set dynamically per image as proposed in our method.
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Fig. 6.8: Experimental results from different distances, different angles, and various sides
of buildings. In each 12 triplet, the top images are the RGB correspondences of the scenes,
middle ones are captured thermal images, and the bottom ones are the segmented leakage
regions.
Hand-held Camera Capture Results
With this dataset, we have tested our approach on 113 thermal images that contain a total
of 326 heat leakage regions. Our algorithm successfully detects 291 of the 326 leakage
regions, and reports 28 extra regions, which are false positives. Thus, the precision and
recall rates are 91% and 89%, respectively.
Fig. 6.8 shows example thermal images with their corresponding heat leakage detection
results. The third column of this image presents an especially challenging scenario, namely
a thermal bridge. Here, the leakage is not around a window or door, but is due to the nails
on the studs in the wall. The proposed approach can successfully detect the heat leakage in
this scenario as well.

UAV Capture Results
As mentioned above, this dataset was captured by a UAV-mounted camera, while UAV
was flown around the buildings. Ground truth for 100 thermal images were obtained from
thermography experts and those images have been used for evaluation. Fig. 6.9 shows
detection results for four example images together with the original thermal image and
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Thermal Images

Ground Truths

Detections

Fig. 6.9: Results on UAV-captured data. Green and red color denote true positives and
false positives, respectively.
corresponding ground truth labeling.
Table 6.1 shows results under different parameter settings. Base settings are the following. Canny edge detector parameters: Low threshold is 0.04, high threshold is 0.2, and
√
sigma is 2. Minimum representativeness for opposite-bin is 10% and maximum representativeness for leakage-bin is 15%. Neighborhood size is 13 pixels. Every row in Table 6.1
is the result of an experiment in which the effect of only one parameter is analyzed while
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Base Settings
Canny sigma=1
Canny sigma=2
Canny th=[0.04 0.1]
Canny th=[0.16 0.4]
O.B. Repr=0.2
O.B. Repr=0.05
L.B. Repr=0.2
L.B. Repr=0.3
Neigborhood=9
Neigborhood=11
Neigborhood=15
Min det. size=5
Min det. size=10
Min det. size=20

TP
163
165
163
163
160
160
160
165
169
157
165
163
152
144
130

FP FN
320 52
333 50
311 52
320 52
305 55
299 55
314 55
327 50
397 46
335 58
340 50
289 52
251 63
213 71
179 85

Precision
0.337
0.331
0.344
0.337
0.344
0.349
0.338
0.335
0.299
0.319
0.327
0.361
0.377
0.403
0.421

Recall
0.758
0.767
0.758
0.758
0.744
0.744
0.744
0.767
0.786
0.730
0.767
0.758
0.707
0.670
0.605

Table 6.1: Effects of different parameter values. (see Sec. 6.4.2) O.B. and L.B. are abbreviations for opposite-bin and leakage-bin respectively.
the other parameters are set to the base values stated above. The last three rows in Table 6.1 show the effect of discarding very small detected leakage regions. As can be seen,
this reduces the number of false positives, and increases the precision with the tradeoff of
reducing the number of correct detections.

6.5

Evaluation Metric for Thermal Anomaly Segmentation

There are various ways of applying computer vision methodologies to solve the thermal
anomaly identification problem. Since anomaly regions can manifest in various random
shapes and sizes in IR images, the thermal anomaly identification task is a great candidate
to be formulated as an image segmentation problem, which is one of the most common
computer vision problems. The output of automated segmentation models can significantly
improve the efficiency of decision-making for building envelope retrofitting and maintenance. Moreover, recent deep learning-based models have provided the state-of-the-art
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performance on the majority of the computer vision tasks and become the de-facto practice
in applying computer vision solutions to many real-world problems over the last decade.
We forecast that deep learning-based segmentation techniques will be more common in
dealing with thermal images and provide opportunities to autonomously detect, segment
and classify thermal anomalies with robustness.
Image segmentation is the process of partitioning the image into multiple regions,
which correspond to meaningful entities of interest. One type of image segmentation approach that can be used for anomaly detection is semantic segmentation, which deals with
predicting masks for multiple semantically meaningful entities, as seen in Fig. 6.10(a).
Another method is instance segmentation, which, different from semantic segmentation,
separates/individually segments different instances of the same semantic class, as seen in
Fig. 6.10(b). Therefore, instance segmentation provides more information, which makes it
a more challenging problem compared to semantic segmentation in computer vision workflows.

(a) Semantic Segmentation

(b) Instance Segmentation

Fig. 6.10: Semantic segmentation vs. Instance segmentation

The most common metric measuring the overlap performance in segmentation tasks is
the Intersection-over-Union (IoU) metric, which is also known as the Jaccard index. IoU
is a simple indicator of how well the prediction candidate overlaps with the target ground
truth region. As the name suggests, it is calculated by dividing the intersection area with
the union area of the candidate prediction and target region, as illustrated in Fig. 6.11. In
multi-class semantic segmentation models, IoU is calculated for each different class. The
mean IoU (mIoU), which is the average IoU of all classes, is used to represent the perfor-
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mance of the given model on the test data. It does not consider different instances and only
measures the ground truth overlap in the entire dataset. On the other hand, when identifying different instances of the same class in an image is also important, then an instance
segmentation model is used, for which the average precision (AP) metric is employed for
performance evaluation. AP is a measure that combines recall and precision for ranked
retrieval results [128]. For all “True Positives (TP)”, “False Positives (FP)” and “False
Negatives (FN)”, the precision and recall are defined as

TP
T P +F P

and

TP
T P +F N

respectively.

A prediction instance must satisfy the IoU threshold to be called as a true positive. If it
fails to satisfy the IoU threshold, it becomes a false positive. Similarly, a ground truth (GT)
instance is called a false negative (miss) if the IoU of any of the candidate predictions with
the GT instance does not satisfy the IoU threshold. In general, the IoU threshold is set as
0.5 to decide whether a prediction is TP or FP (or FN for a GT), although the threshold
value can be set to any other value while yielding a precision-recall trade-off.
Predicted
segmentation

IoU

Intersection
Union

Ground truth
segmentation

Fig. 6.11: Intersection-over-Union Calculation

6.5.1

Motivation

Generating GT annotations, especially for thermal anomalies on IR images, is usually an
expensive, difficult, time-consuming, and oftentimes subjective process. More specifically,
for segmentation applications, manually drawing a tight boundary around every target on
each image in the dataset is an overly cumbersome process. Yet, the GT in most standard applications is well-defined and less subjective than IR GT [129]. For instance, when
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different people are asked to draw the boundary of a dog or a cat, there will not be significant differences between their annotations. However, the annotation of the ground truth
for thermal anomaly segmentation suffers from potential subjectivity of thermographers
and their interpretations and the difficulty of defining clear cut boundaries for different
types of anomalies, making the annotation process ill-defined. Moreover, in some cases
one anomaly could be annotated as multiple pieces, or vice versa. Thus, it is important to
consider the above identified differences during the performance evaluation methodology
of the computer vision workflow. On the other hand, existing metrics perform poorly in
indicating the true performance of a model and are more skewed towards smaller scores
due to their high sensitivity to overlap (see 6.15).
Thus, to address the issues and shortcomings mentioned above, a new performance
metric, Anomaly Identification Metric (AIM), is presented in this work, for the image
segmentation-based thermal anomaly identification problem. Different from traditional
segmentation metrics, AIM does not rely on IoU, and can handle the lack of one-to-one
correspondences between prediction and ground truth instances. It is shown by rigorous
experimental results that the proposed metric is a more suitable and plausible evaluation
metric for benchmarking the performance of different computer vision-based segmentation
models for thermal anomaly identification on the same data. It represents the true performance of the models more accurately and reliably and is more robust against the aforementioned drawbacks, as compared to traditional evaluation metrics, while being attentive to
inspection application needs identified by building experts. In addition to providing many
examples for qualitative comparison, we surveyed four building experts to score the performance of an autonomous heat anomaly segmentation algorithm. We first calculated the
mean of all the expert scores (µE ). Then we computed the mean squared error between (i)
each expert’s scores and , (ii) mIoU and , and (iii) proposed metric (AIM) and for quantitative comparison, showing that our proposed metric does a better job of evaluating the
algorithm’s performance when compared with the expert scores.
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6.5.2

Proposed Metric

One may ask the following question: “If the employed model is a semantic segmentation
model, then why not use the traditional mIoU metric? Why is there a need for a new
performance metric?” As will be shown below, both qualitatively and quantitatively, the
mIoU-based metric is an inaccurate performance indicator especially when considering
how a thermal anomaly segmentation is evaluated by building experts and thermography
experts. We observed in our studies with expert analysts that they give more consideration
to whether all anomaly instances are identified rather than the overlap ratio. For instance,
even if a predicted region does not tightly cover the actual anomaly region, it is, in general,
sufficient for identification of that anomaly in thermal inspections. Therefore, it is better
to detect and analyze instances, since they are more important than how tightly the GT
is covered by a prediction mask. This brings us to the instance segmentation, for which
the evaluation metric is the AP. However, there is a drawback when using the traditional
AP measure in the thermal anomaly segmentation problem. As opposed to the standard
instance segmentation applications, in thermal anomaly identification: 1) anomaly regions
are not necessarily associated with single prediction regions; 2) prediction regions are not
necessarily associated with single GT regions; and 3) different people may annotate the
same anomaly region differently. It is acceptable to have multiple prediction instances covering a GT instance or vice-versa. This is mainly due to the subjectivity of GT instances
and ambiguity of thermal anomalies. Therefore, the association requirement must be removed. In this case TP, FP and FN definitions do not hold anymore and AP cannot be
determined.

Separating Instances
Since the semantic segmentation model does not provide instance information and the
anomaly instances are of arbitrary shapes, we first apply a preprocessing step to separate
instances by the standard connected component analysis. Fig. 6.12 shows a few examples
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Fig. 6.12: Pre-processing step of separating instances by Connected Component Analysis
of separating instances via the connected component analysis. Images in the top row, which
can be either GT or the algorithm output, do not distinguish between different instances,
and denote all regions of the same class with the same color (red or green). Images in the
bottom row show the output of the connected component analysis, where each instance is
denoted by a different color.

Intersection-over-Prediction and Ground Truth Coverage
We define Intersection-over-Prediction (IoP) as a new measure to score each prediction instance, and it is the key component of the entire pipeline. As opposed to the traditional
IoU metric, where the total area of the intersection of the prediction and ground truth instance is divided by the total area of their union, in IoP, the intersection area is divided by
the area of the prediction instance only (see 6.13). This way, we can break the association
requirement, and assign individual scores to each of the prediction instances.
The IoP only assigns scores to the prediction instances. To assign a score to a GT
Predicted
segmentation

IoP

Intersection
Prediction

Ground truth
segmentation

Fig. 6.13: Intersection-over-Prediction Calculation
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(target) instance, we consider all the prediction instances, which overlap with it, and their
IoP score. The score for each GT target is defined as Ground Truth Coverage (GTC), and
calculated as follows:

GT C = IoPP 1 ∗ IoTP 1 + IoPP 2 ∗ IoTP 2 + ... + IoPP N ∗ IoTP N

(6.1)

where IoPP i is the IoP score of ith prediction instance that overlaps with the target
instance and IoPT i is the Intersection-over-Target Area for ith prediction instance.
This formulation ensures that more precise prediction instances, i.e., prediction instances with high IoP value, will have more weight while contributing to a GTC. This
effectively prevents imprecise prediction instances from contributing to target identification. An example is illustrated in Fig. 6.14, where red regions are algorithm predictions
and green regions are GT. The overlapping regions are denoted as A, B, C, and D. In
Fig. 6.14(a), although the rightmost prediction instance covers almost 1/3 of the target instance (IoT), its contribution to the GTC of that target instance is greatly reduced due to its
very small IoP score (imprecise prediction). On the other hand, if the rightmost prediction
instance also overlaps with another GT as depicted in Fig. 6.14(b), then its contribution
will be much higher due to high IoP score.

A

B

C

A

B

C

D

(a) Lower IoP score in rightmost prediction (b) Higher IoP score in rightmost prediction
Fig. 6.14: IoP significance in GTC calculation
Additionally, our proposed metric does not require one-to-one association between target and predicted instances. One prediction instance can be associated to multiple target
instances and vice-versa. This property ensures robustness in cases, where the annotator
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annotates an anomaly in multiple pieces (see Fig. 6.16(a)) or annotates multiple neighboring anomalies as one anomaly (see Fig. 6.16(b)).

Definition of the Anomaly Identification Metric (AIM)
TIoP is defined as the IoP threshold, which is the criteria for an acceptable (precise) prediction score. Similarly, TGT C is defined as the GTC threshold, which is the criteria for an
acceptable coverage score for a target instance. We further define the following:
• True Prediction (TP): Number of prediction instances (components) that sufficiently
overlap with a ground truth instance. (IoP > TIoP )
• False Prediction (FP): Number of prediction instances (components) that do not sufficiently overlap with a ground truth instance. (IoP < TIoP )
• Recalled Target (RT): Number of ground truth instances that are sufficiently covered
by prediction instances. (GTC > TGT C )
• Missed Target (MT): Number of ground truth instances that are not sufficiently covered by prediction instances. (GTC < TGT C )
Notice that TP and FP stand for “True Prediction” and “False Prediction” as opposed
to the general usage in the literature (True Positive and False Positive). Using TP, FP, RT,
and MT we define the precision and recall as and

TP
T P +F P

and

TP
,
T P +F N

respectively.

The precision and recall rates indicate how precise the predicted regions are and how
much of the ground truth is identified, and they would also be used in the evaluation and
benchmarking of multiple models. However, since a single performance score is often
desirable, we further define the overall Anomaly Identification Metric (AIM) of a given
image (or the entire dataset) as follows:

AIM = λ ∗ precision + (1 − λ) ∗ recall

(6.2)
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In our experiments, λ is set to 0.25, which gives three times more weight to recall
compared to precision. The motivation for this is that being able to detect all anomalies is
more important than having false predictions by the nature of the thermal anomaly detection
problem, and by the expectations of performance analysts. The value of λ is empirically
found and can be tuned depending on the needs of the application.

6.5.3

Experimental Results

A data-driven approach is more desirable, especially when annotated data is available, since
it removes the need for hand-crafted features or feature engineering, and many assumptions regarding the anomaly identification. As discussed earlier, semantic segmentation is
a better way to detect heat leakages, since the anomaly can be of any shape, and it is not
necessary to differentiate the instances of the same class. Therefore we used DeeplabV3+
model proposed in [130] to generate semantic segmentation results, due to its high performance on various benchmarks, which indicates a great generalization ability on different
domains. For model training, testing and AIM evaluations, we have used an extensive
amount of IR data (paired with visual RGB images), collected and annotated by our collaborators [131], from various types of buildings in different climate conditions. GT for every
single IR image is provided by building performance experts for model training and evaluation. The GT annotation is a cumbersome process, which requires the annotator to draw
a tight boundary around every thermal anomaly on every IR image. In GT annotation, two
types of anomalies, namely thermal infiltration/exfiltration and thermal bridge were considered. The dataset is split into training and test sets by a 70:30 ratio. A DeeplabV3+ model
is trained using the IR images in the training set for evaluation and comparison of our proposed performance metric with the traditional IoU semantic segmentation metric. After the
training is complete, the trained model is used to generate the segmentation masks, which
denote the thermal anomalies that are identified by the model on the test set. On the segmentation masks, red color corresponds to a thermal bridge, while green color corresponds
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Fig. 6.15: Performances Metrics - Expert Scoring Comparison. The horizontal axis represents the test samples that are sorted in ascending order by the average expert score (blue
line)
to infiltration/exfiltration.
The purpose of this work is to define a new metric which will be used to measure how
well a model performs on a thermal anomaly dataset. As discussed earlier, a good performance metric should reflect the performance in the most accurate way that is in agreement
and alignment with how building or thermography experts would evaluate the anomaly
detection performance.
This brings up the following question: “If the assessment of a person is known to be
likely subjective, then how can a human assessment be used as the baseline?” To address
this issue in our evaluation and comparison experiments, we rely on the evaluations provided by multiple experts, instead of using the assessment of a single expert. We surveyed
four building experts to score the performance of an autonomous heat anomaly segmentation algorithm on a significant portion of the test data. Given a visible range RGB image, an
infrared image and an image showing the segmentation result (prediction) of the algorithm,
each expert is asked to provide a performance score for 100 test images. More specifically,
the experts were asked to provide a score in the range of 0 to 100, which evaluates “How
useful is the algorithm prediction in identifying a thermal anomaly?” for each test sample.
It should be emphasized again that the experts assess the prediction by their own judgement, instead of the amount of overlap with the GT data. To avoid any bias, they were not
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provided with any type of scores, regarding the algorithm performance, and they assessed
the performance of each prediction independently.
Fig. 6.15 shows how expert scoring, traditional mIoU metric, and our proposed metric compare to each other. In this figure, all test samples are sorted in ascending order
based on the average expert score. Each dot represents a score given by an expert, where
different experts’ scores are denoted by different colors. The blue line shows the average
expert scores per image while red and green dashed lines show the scores of the proposed
metric and the traditional mIoU metric, respectively. As can be seen, the proposed metric
aligns with the average expert scores much better than the traditional mIoU metric. This
result clearly demonstrates that our proposed evaluation metric (i) addresses the issues of
annotator subjectivity, lack of clear definition of anomaly boundaries, and not necessarily
having one-to-one correspondence between prediction and GT instances; and (ii) robustly
and accurately represents the performance of a given thermal anomaly prediction. A similar analysis is provided in Table 6.2. We first calculated the mean of all the expert scores
per image i and denote it by µiE . Then, over 100 sample images, we computed the mean
squared error (MSE) between (i) each expert’s scores and µE , (ii) mIoU and µE , and (iii)
the proposed metric and µE for quantitative comparison. As seen in Table 6.2, the MSE between each expert’s scores and the mean expert score ranges between 0.010 and 0.055. The
MSE between our proposed metric and the mean expert score is 0.051, which falls in the
above range. This MSE is much lower than the MSE between the traditional segmentation
metric and the mean expert score (0.168) showing once again that our proposed metric provides a better way of evaluating the algorithm performance for heat anomaly segmentation
by closely matching experts’ judgments.
Table 6.2: Summary of expert scores and compared performance metrics
Measure Source
MSE

Expert A
0.015

Expert B
0.021

Expert C
0.055

Expert D
0.01

mIoU
0.168

Proposed
0.051
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Prediction

GT

Thermal Image

Prediction

GT

(a) mIoU: 0.24 - AIM: 0.737
(Single detection - piecewise annotation)

(b) mIoU: 0.149 - AIM: 0.738
(Single detection - piecewise annotation)

(c) mIoU: 0.512 - AIM: 0.934

(d) mIoU: 0.332 - AIM: 1.0

(e) mIoU: 0.559 - AIM: 0.929

(f) mIoU: 0.257 - AIM: 0.9

(g) mIoU: 0.886 - AIM: 1.0

(h) mIoU: 0.0 - AIM: 0.0
(No detection)

Fig. 6.16: Qualitative examples showing the AIM is a better performance indicator than
IoU

6.6

Conclusion

In this chapter, first, a novel algorithm has been presented for autonomous detection of
heat leakages from thermal images. The goal of this algorithm is to perform fast, reliable
and safe inspection of buildings to detect thermal infiltration/exfiltration problems by using UAVs and UAV-mounted thermal cameras. The proposed autonomous heat leakage
segmentation framework analyzes thermal images independent of the type of the inspected
structure and the temperature distribution of the environment. Overall, the proposed ap-
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proach provides promising performance across datasets covering various scenarios, such
as different capture methods and different seasons. The performance is especially good for
the handheld camera dataset, with precision and recall rates of 91% and 89%, respectively.
The performance on handheld camera dataset is better than the UAV dataset, and this is
mostly due to the process of ground truth labeling and evaluation. In other words, the
handheld camera results have been individually inspected by an expert, whereas the UAV
dataset results have been evaluated by computer by using the ground truth labeling. For the
former, the thermography expert identified problematic and unreliable thermal images containing reflections and shadows etc. and did not take unreliable images into consideration.
For the latter, these cases caused increased number of false positives because evaluation
algorithm cannot differentiate a reflection problem from actual leaks. Furthermore, we can
say that the labeling has multiple possible interpretations due to the context of materials
and leakage. In other words, while one expert might consider the change in materials as a
possible source of leakage, others might consider that the depth of the material is a variable
and perhaps that what is seen is not a leakage and more of a specular reflection. The consistency of the algorithm outcomes matches the inconsistency of possible interpretations.
However, in cases where there are no material differences, the accuracy is expected to rise.
Moreover, the number of missed detections can be reduced with further parameter tuning. Although this might increase the number of false positives, the application of building
envelope inspection is more tolerant to having false positives compared to missing actual
leaks.
During the development of the proposed heat leakage detection algorithm, it is observed
that the performance evaluation of the thermal anomaly models is a non-trivial task and
has fundamental differences between the evaluation of similar traditional computer vision
tasks. Therefore, in the second part of this chapter, we studied the evaluation of thermal
anomaly detection carefully and presented a novel metric for performance assessment of
thermal anomaly segmentation models. The proposed metric is developed by computer sci-
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entists under the guidance of, and in close collaboration with, building performance experts
to provide a better evaluation of thermal anomaly segmentation algorithms and to benchmark different computer vision solutions for the thermal anomaly identification task. We
have performed both qualitative and quantitative comparison of the proposed performance
metric with the traditional segmentation metric and shown that our proposed performance
metric aligns better with expert evaluations. The performance of various segmentation
models will be evaluated by the proposed metric, average precision, and possible other
segmentation metrics, and the results will be compared. In addition to the assessment of
thermal anomaly identification performance,our proposed metric can also be useful for various other areas, such as civil structure defect detection, machinery fault detection, and oil
spill detection based on infrared imagery processing. As future work, the proposed metric can be used as a baseline for an objective function, which can steer the deep learning
training for possibly better outcomes compared to the traditional optimization functions.
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C HAPTER 7

C ONCLUSION AND F UTURE W ORK

Autonomous unmanned aerial vehicles (UAVs) are among the most rapidly growing technologies, and they are being employed in broad range of applications. In this dissertation,
we have presented several algorithms and machine learning models for various applications
involving autonomous UAV vision. Our work has employed various types of advanced vision sensors, such as depth cameras and thermal cameras, and has targeted computationally
constrained onboard embedded platforms.
We have presented a framework of multiple mission-critical tasks for indoor UAV perception for robust and reliable autonomous navigation. More specifically, we have first
presented an autonomous altitude measurement method, which is robust to environmental
clutter, i.e. objects above the floor. Then, we have presented a safe landing zone detection method for autonomous landing missions. Finally, we have presented a door detection
method, which combines point cloud data and RGB images, and thus, is less prone to
generating false positives due to mirrors, windows etc. For all the presented tasks in our
framework, we have used 3D point clouds captured from a depth camera. We have used
Google Tango™, which is an off-the-shelf tablet device, for data capturing and processing. We have demonstrated that a generic UAV equipped with an off-the-shelf, all-in-one
platform can accomplish various indoor perception tasks.
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The recent developments in machine learning during the last decade have largely transformed computer vision. Deep learning-based approaches have reached the state-of-the-art
in every field of computer vision, and significantly outperformed the classical methods. To
this end, we have presented methods for general understanding of 3D world by means of
machine learning. First, we have presented a 3D object classification model to classify
3D objects represented as voxel-grids. We have used capsule networks to better capture
part relationships and increase the generalizability of the model. Moreover, we have used
ADMM-pruning in our model to decrease the memory footprint of the model for embedded
deployment. Our results have shown a significant decrease in the model size while providing a performance boost. Furthermore, our results have shown that the proposed model is
performing relatively better, compared to other approaches, when the amount of training
data is smaller, which indicates that the proposed method has better generalization efficacy.
In our next work, we focused on the semantic segmentation of 3D point clouds, wherein
the points are categorized into different semantic classes, which are especially critical for
human-machine interaction. We have presented a novel point feature aggregation method
and a network for semantic segmentation of 3D point clouds. Our method uses an attention
mechanism, for selective contribution of neighbors in a local query region, by giving more
weight/significance to important neighbor features and ignoring the irrelevant ones. The
results have shown that the presented work achieves state-of-the-art performance in the
overall point accuracy metric.
Inspection tasks are among the most common types of applications of UAVs due to
many advantages that they offer, including enhanced safety, time savings and cost-effectiveness.
Bridge inspection with a UAV is highly appealing, since UAVs can easily access most parts
of a bridge without risking a human life. However, autonomously navigating around the
GPS-denied areas of bridges is a challenge, and vision-based solutions are needed. In our
work, we have presented a lightweight UAV localization algorithm for accurate estimation
of the position of a UAV with respect to the bridge using 3D point clouds obtained from a
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depth camera. We have shown in our experiments that the presented algorithm can accurately localize the UAV with respect to the bridge, and is computationally very efficient to
be easily deployed on the resource constrained onboard platform of the UAV.
Another interesting inspection application is the thermal anomaly detection on building envelopes for thermal retrofitting audits for energy efficiency practices. In our work,
we have presented one of the first autonomous heat leakage detection algorithm for autonomous identification of thermal anomalies. More specifically, we have used thermal
images captured by UAVs to find possible heat leakages that can be further examined by
auditors. Our automated pipeline offers significant efficiency over the manual inspection
methods. The results have shown that our algorithm can accurately find heat leakages on the
thermal images. Furthermore, we have observed during our studies that thermal anomaly
identification is lacking a reliable performance metric, since the thermal anomalies have
distinct properties and these anomalies together with their annotations present unique challenges. To remedy this, we have proposed a novel thermal anomaly identification metric,
referred to as AIM, for reliable performance evaluation. Our studies with building performance experts have shown that the proposed metric can measure the true performance of
a thermal anomaly identification method much better than the traditional metrics that are
used for segmentation.
In summary, this dissertation have presented different computer vision applications for
perception of autonomous UAVs, especially in 3D space. We believe that UAVs will continue to be adopted at a faster pace in many other domains and applications due to their
numerous advantages. In this regard, the scope of the applications can be extended and
combined under a single and modular framework for UAV perception. In addition to the
perception algorithms and models, the framework may extend to modern navigational approaches (e.g., SLAM, path planning etc.), and reinforce them with the visual semantic
cues for increased reliability and robustness. It would be interesting to use a 3D semantic segmentation model in conjunction with a SLAM approach for navigating indoors or
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around complex outdoor structures, such as bridges and buildings. Furthermore, in the
3D scene understanding, the existing semantic segmentation and detection pipelines for
3D point clouds are proposing to learn objects and their semantic labels from large point
cloud scenes in a top-down manner. However, we believe that this approach is a significantly limiting factor and it greatly undermines the potential learnable signatures of objects
since the number of occurrences and the variety of many objects are insufficient in scenebased datasets. On the other hand, there are many dedicated 3D shape datasets that contain
objects (real or artificial) from hundreds of different categories with great variety. Thus, it
could be interesting to investigate the opposite of the existing methodology in the literature,
where the signatures of the objects, which are already learned from much richer datasets,
are utilized to leverage the segmentation and detection task in a bottom-up manner.

125

R EFERENCES
[1] Iro Armeni, Sasha Sax, Amir R Zamir, and Silvio Savarese, “Joint 2d-3d-semantic
data for indoor scene understanding,” arXiv preprint arXiv:1702.01105, 2017.
[2] Zhirong Wu, Shuran Song, Aditya Khosla, Fisher Yu, Linguang Zhang, Xiaoou
Tang, and Jianxiong Xiao, “3d shapenets: A deep representation for volumetric
shapes,” in Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, 2015, pp. 1912–1920.
[3] Jiajing Chen, Burak Kakillioglu, and Senem Velipasalar, “Background-foregroundaware 3d point cloud segmentation with dynamic point feature aggregation,” .
[4] Burak Kakillioglu, Ao Ren, Yanzhi Wang, and Senem Velipasalar, “3d capsule
networks for object classification with weight pruning,” IEEE Access, vol. 8, pp.
27393–27405, 2020.
[5] Tarek Rakha, Amanda Liberty, Alice Gorodetsky, Burak Kakillioglu, and Senem
Velipasalar, “Heat mapping drones: An autonomous computer-vision-based procedure for building envelope inspection using unmanned aerial systems (uas),” Technology|Architecture + Design, vol. 2, no. 1, pp. 30–44, 2018.
[6] Burak Kakillioglu, Yasser El Masri, Chenbin Pan, Eleanna Panagoulia, Norhan Bayomi, Kaiwen Chen, John. E Fernandez, Tarek Rakha, and Senem Velipasalar, “A performance metric for the evaluation of thermal anomaly identification with ill-defined
ground truth,” in 2021 28th International Workshop on Intelligent Computing in Engineering, 2021.

126
[7] Kaiwen Chen, Tarek Rakha, Yasser El Masri, Eleanna Pangoulia, Burak Kakillioglu,
Chenbin Pan, Senem Velipasalar, Mohanned Elkholy, Norhan Bayomi, and John E.
Fernandez, “Registering and fusing thermal anomalies in aerial infrared images to a
3d building mode,” in Computing in civil engineering 2021: Smart cities, sustainability, and resilience. American Society of Civil Engineers Reston, VA, 2021.
[8] Jiajing Chen, Burak Kakillioglu, and Senem Velipasalar, “Hierarchical grow network for point cloud segmentation,” in 2020 54th Asilomar Conference on Signals,
Systems, and Computers. IEEE, 2020, pp. 1558–1562.
[9] Burak Kakillioglu, Jiyang Wang, Senem Velipasalar, Alireza Janani, and Edward
Koch, “3d sensor-based uav localization for bridge inspection,” in 2019 53rd Asilomar Conference on Signals, Systems, and Computers, 2019, pp. 1926–1930.
[10] Burak Kakillioglu, Ayesha Ahmad, and Senem Velipasalar, “Object classification
from 3d volumetric data with 3d capsule networks,” in 2018 IEEE Global Conference on Signal and Information Processing (GlobalSIP). IEEE, 2018, pp. 385–389.
[11] Burak Kakillioglu, Senem Velipasalar, and Tarek Rakha, “Autonomous heat leakage
detection from unmanned aerial vehicle-mounted thermal cameras,” in Proceedings
of the 12th International Conference on Distributed Smart Cameras. ACM, 2018,
p. 11.
[12] Burak Kakillioglu and Senem Velipasalar, “Autonomous altitude measurement and
landing area detection for indoor uav applications,” in Advanced Video and Signal
Based Surveillance (AVSS), 2016 13th IEEE International Conference on. IEEE,
2016, pp. 166–172.
[13] Burak Kakillioglu, Koray Ozcan, and Senem Velipasalar, “Doorway detection for
autonomous indoor navigation of unmanned vehicles,” in Image Processing (ICIP),
2016 IEEE International Conference on. IEEE, 2016, pp. 3837–3841.

127
[14] Emidio DiGiampaolo and Francesco Martinelli, “A passive uhf-rfid system for the
localization of an indoor autonomous vehicle,” Industrial Electronics, IEEE Transactions on, vol. 59, no. 10, pp. 3961–3970, 2012.
[15] Spencer Ahrens, Daniel Levine, Gregory Andrews, and Jonathan P How, “Visionbased guidance and control of a hovering vehicle in unknown, gps-denied environments,” in Robotics and Automation, 2009. ICRA’09. IEEE International Conference on. IEEE, 2009, pp. 2643–2648.
[16] Simon Zingg, Davide Scaramuzza, Stephan Weiss, and Roland Siegwart, “Mav
navigation through indoor corridors using optical flow,” in Robotics and Automation
(ICRA), 2010 IEEE International Conference on. IEEE, 2010, pp. 3361–3368.
[17] Cooper Bills, Joyce Chen, and Ashutosh Saxena, “Autonomous mav flight in indoor
environments using single image perspective cues,” in Robotics and automation
(ICRA), 2011 IEEE international conference on. IEEE, 2011, pp. 5776–5783.
[18] Samir Bouabdallah and Roland Siegwart, “Full control of a quadrotor,” in Intelligent
robots and systems, 2007. IROS 2007. IEEE/RSJ international conference on. IEEE,
2007, pp. 153–158.
[19] Zhichao Chen and Stanley T Birchfield, “Visual detection of lintel-occluded doors
from a single image,” in Computer Vision and Pattern Recognition Workshops, 2008.
CVPRW’08. IEEE Computer Society Conference on. IEEE, 2008, pp. 1–8.
[20] Xiaodong Yang and Yingli Tian, “Robust door detection in unfamiliar environments
by combining edge and corner features,” in Computer Vision and Pattern Recognition Workshops (CVPRW), 2010 IEEE Computer Society Conference on. IEEE,
2010, pp. 57–64.

128
[21] Jens Hensler, Michael Blaich, and Oliver Bittel, “Real-time door detection based on
adaboost learning algorithm,” in Research and Education in Robotics-EUROBOT
2009, pp. 61–73. Springer, 2010.
[22] Michael Gillham, Gareth Howells, Sarah Spurgeon, Stephen Kelly, and Matthew
Pepper, “Real-time doorway detection and alignment determination for improved
trajectory generation in assistive mobile robotic wheelchairs,” in Emerging Security
Technologies (EST), 2013 Fourth International Conference on. IEEE, 2013, pp. 62–
65.
[23] Karthik Mahesh Varadarajan and Markus Vincze, “3d room modeling and doorway detection from indoor stereo imagery using feature guided piecewise depth diffusion,” in Intelligent Robots and Systems (IROS), 2010 IEEE/RSJ International
Conference on. IEEE, 2010, pp. 2758–2765.
[24] Radu Bogdan Rusu, Wim Meeussen, Subhashini Chitta, and Michael Beetz, “Laserbased perception for door and handle identification,” in Advanced Robotics, 2009.
ICAR 2009. International Conference on. IEEE, 2009, pp. 1–8.
[25] Michael Ying Yang and Wolfgang Förstner, “Plane detection in point cloud data,”
in Proceedings of the 2nd int conf on machine control guidance, Bonn, 2010, vol. 1,
pp. 95–104.
[26] Matthew Derry and Brenna Argall, “Automated doorway detection for assistive
shared-control wheelchairs,” in Robotics and Automation (ICRA), 2013 IEEE International Conference on. IEEE, 2013, pp. 1254–1259.
[27] Godfried T Toussaint, “Computing largest empty circles with location constraints,”
International journal of computer & information sciences, vol. 12, no. 5, pp. 347–
358, 1983.

129
[28] Jianbo Shi and Carlo Tomasi, “Good features to track,” in Computer Vision and
Pattern Recognition, 1994. Proceedings CVPR’94., 1994 IEEE Computer Society
Conference on. IEEE, 1994, pp. 593–600.
[29] Jean-Yves Bouguet, “Pyramidal implementation of the affine lucas kanade feature
tracker description of the algorithm,” Intel Corporation, vol. 5, no. 1-10, pp. 4, 2001.
[30] Carroll Morgan, Programming from specifications, Prentice-Hall, Inc., 1990.
[31] P. Dollar, R. Appel, S. Belongie, and P. Perona, “Fast feature pyramids for object
detection,” Pattern Analysis and Machine Intelligence, IEEE Transactions on, vol.
36, no. 8, pp. 1532–1545, Aug 2014.
[32] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali Farhadi, “You only look
once: Unified, real-time object detection,” in Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, 2016, pp. 779–788.
[33] Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian Szegedy, Scott Reed,
Cheng-Yang Fu, and Alexander C Berg, “Ssd: Single shot multibox detector,” in
European conference on computer vision. Springer, 2016, pp. 21–37.
[34] Jiwei Li, Will Monroe, Tianlin Shi, Sébastien Jean, Alan Ritter, and Dan Jurafsky,

“Adversarial learning for neural dialogue generation,”

arXiv preprint

arXiv:1701.06547, 2017.
[35] Yufei Liu, Yuan Zhou, Xin Liu, Fang Dong, Chang Wang, and Zihong Wang,
“Wasserstein gan-based small-sample augmentation for new-generation artificial intelligence: A case study of cancer-staging data in biology,” Engineering, vol. 5, no.
1, pp. 156–163, 2019.

130
[36] Li Fei-Fei, Rob Fergus, and Pietro Perona, “One-shot learning of object categories,”
IEEE transactions on pattern analysis and machine intelligence, vol. 28, no. 4, pp.
594–611, 2006.
[37] Brenden M Lake, Ruslan Salakhutdinov, and Joshua B Tenenbaum, “Human-level
concept learning through probabilistic program induction,” Science, vol. 350, no.
6266, pp. 1332–1338, 2015.
[38] Sara Sabour, Nicholas Frosst, and Geoffrey E Hinton, “Dynamic routing between
capsules,” in Advances in Neural Information Processing Systems, 2017, pp. 3859–
3869.
[39] Ao Ren, Tianyun Zhang, Shaokai Ye, Jiayu Li, Wenyao Xu, Xuehai Qian, Xue
Lin, and Yanzhi Wang, “Admm-nn: An algorithm-hardware co-design framework
of dnns using alternating direction methods of multipliers,” in Proceedings of the
Twenty-Fourth International Conference on Architectural Support for Programming
Languages and Operating Systems. ACM, 2019, pp. 925–938.
[40] Song Han, Jeff Pool, John Tran, and William Dally, “Learning both weights and connections for efficient neural network,” in Advances in neural information processing
systems, 2015, pp. 1135–1143.
[41] Ting Chen, Ji Lin, Tian Lin, Song Han, Chong Wang, and Denny Zhou, “Adaptive
mixture of low-rank factorizations for compact neural modeling,” 2018.
[42] Luís A Alexandre, “3d object recognition using convolutional neural networks with
transfer learning between input channels,” in Intelligent Autonomous Systems 13,
pp. 889–898. Springer, 2016.
[43] Xiong Lv, Xinda Liu, Xiangyang Li, Xue Li, Shuqiang Jiang, and Zhiqiang He,
“Modality-specific and hierarchical feature learning for rgb-d hand-held object

131
recognition,” Multimedia Tools and Applications, vol. 76, no. 3, pp. 4273–4290,
2017.
[44] Hang Su, Subhransu Maji, Evangelos Kalogerakis, and Erik G. Learned-Miller,
“Multi-view convolutional neural networks for 3d shape recognition,” in Proc.
ICCV, 2015.
[45] Edward Johns, Stefan Leutenegger, and Andrew J Davison, “Pairwise decomposition of image sequences for active multi-view recognition,” in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 3813–
3822.
[46] Konstantinos Sfikas, Theoharis Theoharis, and Ioannis Pratikakis,

“Exploiting

the panorama representation for convolutional neural network classification and retrieval,” in Eurographics Workshop on 3D Object Retrieval, Lyon, France, 2017.
[47] Daniel Maturana and Sebastian Scherer, “Voxnet: A 3d convolutional neural network for real-time object recognition,” in Intelligent Robots and Systems (IROS),
2015 IEEE/RSJ International Conference on. IEEE, 2015, pp. 922–928.
[48] Charles R Qi, Hao Su, Matthias Nießner, Angela Dai, Mengyuan Yan, and
Leonidas J Guibas, “Volumetric and multi-view cnns for object classification on
3d data,” in Proceedings of the IEEE conference on computer vision and pattern
recognition, 2016, pp. 5648–5656.
[49] Charles R Qi, Hao Su, Kaichun Mo, and Leonidas J Guibas, “Pointnet: Deep
learning on point sets for 3d classification and segmentation,”

arXiv preprint

arXiv:1612.00593, 2016.
[50] Manzil Zaheer, Satwik Kottur, Siamak Ravanbakhsh, Barnabas Poczos, Ruslan R
Salakhutdinov, and Alexander J Smola, “Deep sets,” in Advances in Neural Information Processing Systems 30, I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach,

132
R. Fergus, S. Vishwanathan, and R. Garnett, Eds., pp. 3391–3401. Curran Associates, Inc., 2017.
[51] Charles Ruizhongtai Qi, Li Yi, Hao Su, and Leonidas J Guibas, “Pointnet++: Deep
hierarchical feature learning on point sets in a metric space,” in Advances in Neural
Information Processing Systems, 2017, pp. 5099–5108.
[52] Xinhai Liu, Zhizhong Han, Yu-Shen Liu, and Matthias Zwicker, “Point2sequence:
Learning the shape representation of 3d point clouds with an attention-based sequence to sequence network,” in Proceedings of the AAAI Conference on Artificial
Intelligence, 2019, vol. 33, pp. 8778–8785.
[53] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton, “Imagenet classification
with deep convolutional neural networks,” in Advances in Neural Information Processing Systems 25, F. Pereira, C. J. C. Burges, L. Bottou, and K. Q. Weinberger,
Eds., pp. 1097–1105. Curran Associates, Inc., 2012.
[54] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun, “Deep residual learning
for image recognition,” in The IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), June 2016.
[55] Artem M Grachev, Dmitry I Ignatov, and Andrey V Savchenko, “Neural networks
compression for language modeling,” in International Conference on Pattern Recognition and Machine Intelligence. Springer, 2017, pp. 351–357.
[56] Xiaoliang Dai, Hongxu Yin, and Niraj Jha, “Nest: A neural network synthesis tool
based on a grow-and-prune paradigm,” IEEE Transactions on Computers, 2019.
[57] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott Reed, Dragomir
Anguelov, Dumitru Erhan, Vincent Vanhoucke, and Andrew Rabinovich, “Going
deeper with convolutions,” in Proceedings of the IEEE conference on computer
vision and pattern recognition, 2015, pp. 1–9.

133
[58] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun, “Deep residual learning
for image recognition,” in Proceedings of the IEEE conference on computer vision
and pattern recognition, 2016, pp. 770–778.
[59] Geoffrey E Hinton, Alex Krizhevsky, and Sida D Wang,

“Transforming auto-

encoders,” in International Conference on Artificial Neural Networks. Springer,
2011, pp. 44–51.
[60] Kaiyuan Guo, Song Han, Song Yao, Yu Wang, Yuan Xie, and Huazhong Yang,
“Software-hardware codesign for efficient neural network acceleration,” in Proceedings of the 50th Annual IEEE/ACM International Symposium on Microarchitecture.
IEEE Computer Society, 2017, pp. 18–25.
[61] Hua Ouyang, Niao He, Long Tran, and Alexander Gray, “Stochastic alternating
direction method of multipliers,” in International Conference on Machine Learning,
2013, pp. 80–88.
[62] Taiji Suzuki, “Dual averaging and proximal gradient descent for online alternating
direction multiplier method,” in International Conference on Machine Learning,
2013, pp. 392–400.
[63] Stephen Boyd, Neal Parikh, Eric Chu, Borja Peleato, Jonathan Eckstein, et al., “Distributed optimization and statistical learning via the alternating direction method of
multipliers,” Foundations and Trends® in Machine learning, vol. 3, no. 1, pp. 1–122,
2011.
[64] Angel X Chang, Thomas Funkhouser, Leonidas Guibas, Pat Hanrahan, Qixing Huang, Zimo Li, Silvio Savarese, Manolis Savva, Shuran Song, Hao Su,
et al.,

“Shapenet: An information-rich 3d model repository,”

arXiv:1512.03012, 2015.

arXiv preprint

134
[65] Blender Online Community, Blender - a 3D modelling and rendering package,
Blender Foundation, Stichting Blender Foundation, Amsterdam, 2018.
[66] Andy Zeng, Shuran Song, Matthias Nießner, Matthew Fisher, Jianxiong Xiao, and
Thomas Funkhouser, “3dmatch: Learning local geometric descriptors from rgb-d
reconstructions,” in CVPR, 2017.
[67] Brian Curless and Marc Levoy, “A volumetric method for building complex models
from range images,” 1996.
[68] Kelvin Xu, Jimmy Ba, Ryan Kiros, Kyunghyun Cho, Aaron Courville, Ruslan
Salakhudinov, Rich Zemel, and Yoshua Bengio, “Show, attend and tell: Neural
image caption generation with visual attention,” in International conference on machine learning, 2015, pp. 2048–2057.
[69] Charles R Qi, Hao Su, Kaichun Mo, and Leonidas J Guibas, “Pointnet: Deep learning on point sets for 3d classification and segmentation,” in Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, 2017, pp. 652–660.
[70] Yue Wang, Yongbin Sun, Ziwei Liu, Sanjay E Sarma, Michael M Bronstein, and
Justin M Solomon, “Dynamic graph cnn for learning on point clouds,” Acm Transactions On Graphics (tog), vol. 38, no. 5, pp. 1–12, 2019.
[71] Qingyong Hu, Bo Yang, Linhai Xie, Stefano Rosa, Yulan Guo, Zhihua Wang, Niki
Trigoni, and Andrew Markham, “Randla-net: Efficient semantic segmentation of
large-scale point clouds,” in Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, 2020, pp. 11108–11117.
[72] Hengshuang Zhao, Li Jiang, Chi-Wing Fu, and Jiaya Jia, “Pointweb: Enhancing local neighborhood features for point cloud processing,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp.
5565–5573.

135
[73] Zhijian Liu, Haotian Tang, Yujun Lin, and Song Han, “Point-voxel cnn for efficient
3d deep learning,” arXiv preprint arXiv:1907.03739, 2019.
[74] Zhiyuan Zhang, Binh-Son Hua, and Sai-Kit Yeung, “Shellnet: Efficient point cloud
convolutional neural networks using concentric shells statistics,” in Proceedings of
the IEEE/CVF International Conference on Computer Vision, 2019, pp. 1607–1616.
[75] Artem Komarichev, Zichun Zhong, and Jing Hua, “A-cnn: Annularly convolutional
neural networks on point clouds,” in Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, 2019, pp. 7421–7430.
[76] Karen Simonyan and Andrew Zisserman, “Very deep convolutional networks for
large-scale image recognition,” arXiv preprint arXiv:1409.1556, 2014.
[77] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun, “Faster r-cnn: Towards
real-time object detection with region proposal networks,” in Advances in neural
information processing systems, 2015, pp. 91–99.
[78] Jonathan Long, Evan Shelhamer, and Trevor Darrell, “Fully convolutional networks
for semantic segmentation,” in Proceedings of the IEEE conference on computer
vision and pattern recognition, 2015, pp. 3431–3440.
[79] Hengshuang Zhao, Jianping Shi, Xiaojuan Qi, Xiaogang Wang, and Jiaya Jia, “Pyramid scene parsing network,” in Proceedings of the IEEE conference on computer
vision and pattern recognition, 2017, pp. 2881–2890.
[80] Olaf Ronneberger, Philipp Fischer, and Thomas Brox, “U-net: Convolutional networks for biomedical image segmentation,” in International Conference on Medical
image computing and computer-assisted intervention. Springer, 2015, pp. 234–241.

136
[81] Shuran Song and Jianxiong Xiao, “Deep sliding shapes for amodal 3d object detection in rgb-d images,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), June 2016.
[82] Burak Kakillioglu, Ao Ren, Yanzhi Wang, and Senem Velipasalar, “3d capsule
networks for object classification with weight pruning,” IEEE Access, vol. 8, pp.
27393–27405, 2020.
[83] Manzil Zaheer, Satwik Kottur, Siamak Ravanbakhsh, Barnabas Poczos, Russ R
Salakhutdinov, and Alexander J Smola, “Deep sets,” in Advances in neural information processing systems, 2017, pp. 3391–3401.
[84] Jiaying Zhang, Xiaoli Zhao, Zheng Chen, and Zhejun Lu,

“A review of deep

learning-based semantic segmentation for point cloud,” IEEE Access, vol. 7, pp.
179118–179133, 2019.
[85] Yanxin Ma, Yulan Guo, Yinjie Lei, Min Lu, and Jun Zhang, “3dmax-net: a multiscale spatial contextual network for 3d point cloud semantic segmentation,” in
2018 24th International Conference on Pattern Recognition (ICPR). IEEE, 2018,
pp. 1560–1566.
[86] Lei Wang, Yuchun Huang, Yaolin Hou, Shenman Zhang, and Jie Shan, “Graph
attention convolution for point cloud semantic segmentation,” in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 10296–
10305.
[87] Lyne Tchapmi, Christopher Choy, Iro Armeni, JunYoung Gwak, and Silvio
Savarese, “Segcloud: Semantic segmentation of 3d point clouds,” in 2017 international conference on 3D vision (3DV). IEEE, 2017, pp. 537–547.

137
[88] Yangyan Li, Rui Bu, Mingchao Sun, Wei Wu, Xinhan Di, and Baoquan Chen,
“Pointcnn: Convolution on x-transformed points,” in Advances in Neural Information Processing Systems, 2018, pp. 820–830.
[89] Loic Landrieu and Martin Simonovsky, “Large-scale point cloud semantic segmentation with superpoint graphs,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 2018, pp. 4558–4567.
[90] Shenlong Wang, Simon Suo, Wei-Chiu Ma, Andrei Pokrovsky, and Raquel Urtasun,
“Deep parametric continuous convolutional neural networks,” in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 2589–
2597.
[91] Iro Armeni, Ozan Sener, Amir R Zamir, Helen Jiang, Ioannis Brilakis, Martin Fischer, and Silvio Savarese, “3d semantic parsing of large-scale indoor spaces,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
2016, pp. 1534–1543.
[92] Mutian Xu, Junhao Zhang, Zhipeng Zhou, Mingye Xu, Xiaojuan Qi, and Yu Qiao,
“Learning geometry-disentangled representation for complementary understanding
of 3d object point cloud,” arXiv preprint arXiv:2012.10921, 2020.
[93] Li Yi, Vladimir G Kim, Duygu Ceylan, I Shen, Mengyan Yan, Hao Su, Cewu Lu,
Qixing Huang, Alla Sheffer, Leonidas Guibas, et al., “A scalable active framework for region annotation in 3d shape collections,” ACM Transactions on Graphics
(TOG), vol. 35, no. 6, pp. 210, 2016.
[94] Roman Klokov and Victor Lempitsky, “Escape from cells: Deep kd-networks for
the recognition of 3d point cloud models,” in Proceedings of the IEEE International
Conference on Computer Vision, 2017, pp. 863–872.

138
[95] Yiru Shen, Chen Feng, Yaoqing Yang, and Dong Tian, “Neighbors do help: Deeply
exploiting local structures of point clouds,” arXiv preprint arXiv:1712.06760, vol.
1, no. 2, 2017.
[96] Matan Atzmon, Haggai Maron, and Yaron Lipman, “Point convolutional neural
networks by extension operators,” arXiv preprint arXiv:1803.10091, 2018.
[97] Gonzalo Pajares, “Overview and current status of remote sensing applications based
on unmanned aerial vehicles (uavs),” Photogrammetric Engineering & Remote Sensing, vol. 81, no. 4, pp. 281–330, 2015.
[98] Guowei Cai, Ben M Chen, and Tong H Lee, “An overview on development of
miniature unmanned rotorcraft systems,” Frontiers of Electrical and Electronic Engineering in China, vol. 5, no. 1, pp. 1–14, 2010.
[99] Atheer L Salih, M Moghavvemi, Haider AF Mohamed, and Khalaf Sallom Gaeid,
“Modelling and pid controller design for a quadrotor unmanned air vehicle,” in
Automation Quality and Testing Robotics (AQTR), 2010 IEEE International Conference on. IEEE, 2010, vol. 1, pp. 1–5.
[100] Youngjib Ham, Kevin K Han, Jacob J Lin, and Mani Golparvar-Fard, “Visual monitoring of civil infrastructure systems via camera-equipped unmanned aerial vehicles
(uavs): a review of related works,” Visualization in Engineering, vol. 4, no. 1, pp. 1,
2016.
[101] Chung Deng, Shengwei Wang, Zhi Huang, Zhongfu Tan, and Junyong Liu, “Unmanned aerial vehicles for power line inspection: A cooperative way in platforms
and communications,” J. Commun, vol. 9, no. 9, pp. 687–692, 2014.
[102] S Sankarasrinivasan, E Balasubramanian, K Karthik, U Chandrasekar, and Rishi
Gupta, “Health monitoring of civil structures with integrated uav and image processing system,” Procedia Computer Science, vol. 54, pp. 508–515, 2015.

139
[103] Gabriel Nützi, Stephan Weiss, Davide Scaramuzza, and Roland Siegwart, “Fusion
of imu and vision for absolute scale estimation in monocular slam,” Journal of
intelligent & robotic systems, vol. 61, no. 1-4, pp. 287–299, 2011.
[104] Kurt Konolige, Motilal Agrawal, and Joan Sola, “Large-scale visual odometry for
rough terrain,” in Robotics research, pp. 201–212. Springer, 2010.
[105] Andrew J Davison, “Real-time simultaneous localisation and mapping with a single
camera,” in null. IEEE, 2003, p. 1403.
[106] Peter Henry, Michael Krainin, Evan Herbst, Xiaofeng Ren, and Dieter Fox, “Rgb-d
mapping: Using kinect-style depth cameras for dense 3d modeling of indoor environments,” The International Journal of Robotics Research, vol. 31, no. 5, pp.
647–663, 2012.
[107] Giorgio Grisetti, Cyrill Stachniss, and Wolfram Burgard, “Improved techniques
for grid mapping with rao-blackwellized particle filters,” IEEE transactions on
Robotics, vol. 23, no. 1, pp. 34–46, 2007.
[108] S. Kohlbrecher, J. Meyer, O. von Stryk, and U. Klingauf, “A flexible and scalable
slam system with full 3d motion estimation,” in Proc. IEEE International Symposium on Safety, Security and Rescue Robotics (SSRR). IEEE, November 2011.
[109] Wolfgang Hess, Damon Kohler, Holger Rapp, and Daniel Andor, “Real-time loop
closure in 2d lidar slam,” in Robotics and Automation (ICRA), 2016 IEEE International Conference on. IEEE, 2016, pp. 1271–1278.
[110] Renaud Dubé, Daniel Dugas, Elena Stumm, Juan Nieto, Roland Siegwart, and Cesar Cadena, “Segmatch: Segment based place recognition in 3d point clouds,” in
IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2017,
pp. 5266–5272.

140
[111] John P Lewis, “Fast template matching,” in Vision interface, 1995, vol. 95, pp.
15–19.
[112] U.S. Energy Information Administration (EIA), “Monthly energy review,” 2021.
[113] U.S. Energy Information Administration (EIA), “How much energy is consumed in
u.s. residential and commercial buildings?,” 2017.
[114] U.S. Department of Energy (DEA), “Thermographic inspections,” 2012.
[115] Ian Shapiro, “10 common problems in energy audits,” ASHRAE Journal, vol. 53,
no. 2, pp. 26, 2011.
[116] P.E. Shapiro, Ian, “Energy audits in large commercial office buildings,” ASHRAE
Journal, vol. 51, no. 1, pp. 18–27, 01 2009.
[117] Itai Danielski and Morgan Fröling, “Diagnosis of buildings’ thermal performance-a
quantitative method using thermography under non-steady state heat flow,” Energy
Procedia, vol. 83, pp. 320–329, 2015.
[118] Eva Barreira and Vasco P de Freitas, “Evaluation of building materials using infrared
thermography,” Construction and Building Materials, vol. 21, no. 1, pp. 218–224,
2007.
[119] Angeliki Kylili, Paris A Fokaides, Petros Christou, and Soteris A Kalogirou, “Infrared thermography (irt) applications for building diagnostics: A review,” Applied
Energy, vol. 134, pp. 531–549, 2014.
[120] Matthew Fox, David Coley, Steve Goodhew, and Pieter De Wilde, “Thermography methodologies for detecting energy related building defects,” Renewable and
Sustainable Energy Reviews, vol. 40, pp. 296–310, 2014.
[121] John Armstrong, Ken Butcher, and Justin Rowe, CIBSE concise handbook, Chartered Institution of Building Services Engineers, 2003.

141
[122] Tarek Rakha, Amanda Liberty, Alice Gorodetsky, Burak Kakillioglu, and Senem
Velipasalar, “Heat mapping drones: An autonomous computer-vision-based procedure for building envelope inspection using unmanned aerial systems (uas),” Technology| Architecture+ Design, vol. 2, no. 1, pp. 30–44, 2018.
[123] C Eschmann, CM Kuo, CH Kuo, and C Boller, “Unmanned aircraft systems for
remote building inspection and monitoring,” in 6th European workshop on structural
health monitoring, 2012, pp. 1–8.
[124] Matthew Louis Mauriello and Jon E Froehlich, “Towards automated thermal profiling of buildings at scale using unmanned aerial vehicles and 3d-reconstruction,”
in Proceedings of the 2014 ACM International Joint Conference on Pervasive and
Ubiquitous Computing: Adjunct Publication. ACM, 2014, pp. 119–122.
[125] LE Mavromatidis, JL Dauvergne, R Saleri, and JC Batsale, “First experiments for
the diagnosis and thermophysical sampling using impulse ir thermography from unmanned aerial vehicle (uav),” in Qirt conference, 2014.
[126] JR Martinez-De Dios and Anibal Ollero, “Automatic detection of windows thermal
heat losses in buildings using uavs,” in Automation Congress, 2006. WAC’06. World.
IEEE, 2006, pp. 1–6.
[127] John Canny, “A computational approach to edge detection,” in Readings in Computer Vision, pp. 184–203. Elsevier, 1987.
[128] Ethan Zhang and Yi Zhang, Average Precision, pp. 192–193, Springer US, Boston,
MA, 2009.
[129] David Martin, Charless Fowlkes, Doron Tal, and Jitendra Malik, “A database of
human segmented natural images and its application to evaluating segmentation algorithms and measuring ecological statistics,” in Proceedings Eighth IEEE International Conference on Computer Vision. ICCV 2001. IEEE, 2001, vol. 2, pp. 416–423.

142
[130] Liang-Chieh Chen, George Papandreou, Florian Schroff, and Hartwig Adam, “Rethinking atrous convolution for semantic image segmentation,”

arXiv preprint

arXiv:1706.05587, 2017.
[131] Burak Kakillioglu, Yasser El Masri, Chenbin Pan, Eleanna Panagoulia, Norhan Boyomi, Kaiwen Chen, John. E Fernandez, Tarek Rakha, and Senem Velipasalar, “A
performance metric for the evaluation of thermal anomaly identification with illdefined ground truth,” in 28th International Workshop on Intelligent Computing in
Engineering of the European Group for Intelligent Computing in Engineering (EGICE 2021). Universitätsverlag der TU Berlin, 2021.

V ITA
NAME OF AUTHOR: Burak Kakillioglu

GRADUATE AND UNDERGRADUATE SCHOOLS ATTENDED:
S YRACUSE U NIVERSITY, Syracuse, NY; 2015 – 2021
B ILKENT U NIVERSITY, Ankara, Turkey; 2010 – 2015
DEGREES AWARDED:
B.Sc. Electrical and Electronics Engineering (2015), B ILKENT U NIVERSITY
PROFESSIONAL EXPERIENCE:
Research Scientist (June 2021 – present), M OTOROLA S OLUTIONS I NC .
Computer Vision Intern (January – May 2020), AUTOMODALITY I NC .
Computer Vision Intern (May – August 2019), SRI I NTERNATIONAL

