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Анотацiя. Для одного класу псевдодиференцiальних систем дослi-
джуються властивостi фундаментальних матриць розв’язкiв, вста-
новлюється коректна розв’язнiсть задачi Кошi для цих систем у
просторах узагальнених перiодичних функцiй типу ультрарозподi-
лiв Жевре. Для окремого пiдкласу систем, який мiстить перiодичнi
2
−→
b -параболiчнi системи з коефiцiєнтами, залежними лише вiд часу,
описуються максимальнi класи коректної розв’язностi задачi Кошi.
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Вступ
Простори формальних тригонометричних рядiв Фур’є, теорiя
яких була започаткована наприкiнцi 70-х рокiв минулого столiття
М. Л. Горбачуком та В. I. Горбачук [1] i достатньо розвинута на сьо-
годнi, слугують природним середовищем дослiдження задачi Кошi
для диференцiальних рiвнянь з частинними похiдними, а також па-
раболiчних псевдодиференцiальних рiвнянь. Зокрема, формальнi ря-
ди, як основний засiб дослiдження, дають можливiсть вiдшукати зо-
браження загального вигляду всiх гладких (у вiдповiдних областях)
розв’язкiв зазначених рiвнянь, дослiдити множини граничних зна-
чень їх розв’язкiв при t→ +0, та описати максимальнi класи корект-
ної розв’язностi задачi Кошi для цих рiвнянь [2–5].
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Природно очiкувати, що теорiя просторiв формальних тригоно-
метричних рядiв у поєднаннi з класичною теорiєю параболiчних си-
стем [6–8], дасть достатньо ефективний iнструментарiй дослiдження
задачi Кошi для систем зазначених рiвнянь параболiчного типу, який,
певною мiрою, дозволить поширити вiдомi результати для еволюцiй-
них рiвнянь на випадок систем таких рiвнянь.
У данiй роботi, завдяки опуклим донизу функцiям, описується
клас 2π-перiодичних систем псевдодиференцiальних рiвнянь iз зале-
жними вiд часу символами, який мiстить у собi 2
−→
b -параболiчнi ди-
ференцiальнi системи з неперервними, залежними вiд часу коефiцi-
єнтами. Дiйснi частини характеристичних коренiв цих систем пiдпо-
рядкованi спецiальнiй умовi, що накладає обмеження на їх поведiнку
в Rn (фактично ця умова є класичною умовою параболiчностi для
диференцiальних систем з частинними похiдними).
Для таких систем вивчаються властивостi фундаментальних ма-
триць розв’язкiв (ф.м.р.) та дослiджується коректна розв’язнiсть за-
дачi Кошi у випадку, коли початковi данi є 2π-перiодичними узагаль-
неними функцiями типу ультрарозподiлiвЖевре. Для часткового ви-
падку систем знайдено сукупнiсть усiх початкових 2π-перiодичних
узагальнених функцiй, при яких розв’язок вiдповiдної задачi Кошi
за просторовою змiнною володiє тими ж властивостями гладкостi й
поведiнкою похiдних, що i ф.м.р. Даний результат одержано завдяки
критерiю згортувача в просторах 2π-перiодичних цiлих функцiй, якi
є прототипом просторiв Б. Л. Гуревича (вiдомих як простори типу
W [9]) на випадок перiодичних елементiв. З’ясувалося, що цi просто-
ри є певним узагальненням вiдомих класiв Жевре типу Рум’є [10],
елементи яких є 2π-перiодичнi цiлi функцiї.
1. Простори основних i узагальнених функцiй
Нехай C — множина комплексних чисел; Rn — n-вимiрний евклi-
дiв простiр, x = (x1, . . . , xn), y = (y1, . . . , yn) — його елементи (ве-
ктори), (x, y) =
∑n
j=1 xjyj — скалярний добуток у R
n, ‖x‖2 = (x, x),
C∞2pi(L) — простiр усiх нескiнченно диференцiйовних 2π-перiодичних
функцiй, визначених на L; Ĉ(L) — сукупнiсть усiх обмежених за
модулем функцiй на L, а ωj(·) — зростаючi, неперервнi функцiї на
[0; +∞), причому ωj(0) = 0 i limt→+∞ ωj(t) = +∞, j = 1, n. Покладе-
мо Ωj(t) =
∫ t
0 ωj(ξ)dξ, для t ≥ 0 i j = 1, n. При кожному j ∈ {1; . . . ;n}
функцiя Ωj(·) володiє такими властивостями [7,11]: 1) вона диферен-
цiйовна, зростаюча на [0; +∞); 2) Ωj(0) = 0, limt→+∞Ωj(t) = +∞;
3) Ωj(·) — опукла (донизу) функцiя, тобто: а) ∀ {t1, t2} ⊂ [0; +∞) :
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Ωj(t1) + Ωj(t2) ≤ Ωj(t1 + t2); б) ∀ δ ≥ 1 ∀ t ∈ [0; +∞): Ωj(δt) ≥ δΩj(t);
в) ∀δ ∈ (0; 1) ∀ t ∈ [0; +∞) : Ωj(δt) ≤ δΩj(t). Довизначимо Ωj(·),
j = 1, n, на (−∞, 0) парно i покладемо −→Ω(x) def= {Ω1(x1); . . . ,Ωn(xn)},
x ∈ Rn.
Поряд з
−→
Ω , подiбним чином, за функцiями µj(·), аналогiчними
до ωj(·), j = 1, n, визначимо вектор-функцiю −→M(x) def= {M1(x1); . . . ;
Mn(xn)}, x ∈ Rn, i розглянемо G−→M — сукупнiсть усiх функцiй ϕ з
C∞2pi(R
n), якi допускають аналiтичне продовження на весь Cn = C ×
× · · · × C, таких, що
|ϕ(x+ iy)| ≤ ce(1,
−→
M(δy)), (x+ iy) ∈ Cn, (1.1)
де c, δ — додатнi сталi, залежнi лише вiд ϕ, а (1,
−→
M(δy))
def
=
∑n
j=1Mj(δyj).
Позначимо через G−→
M,b
, b > 0, множину всiх тих елементiв з G−→
M
, для
яких нерiвнiсть (2.1) виконується при δ = b. I визначимо в G−→
M,b
норму
наступним чином:
‖ϕ‖b = sup
x∈[|0;2pi|]
y∈Rn
{|ϕ(x+ iy)|e−(1,−→M(by))}, ϕ ∈ G−→
M,b
(тут [|0; 2π|] = [0; 2π]n ⊂ Rn). З цiєю нормою G−→
M,b
— лiнiйний нормо-
ваний простiр.
Правильнi такi допомiжнi твердження.
Лема 1.1. Нехай послiдовнiсть {ϕν , ν ≥ 1} ⊂ G−→M,b рiвномiрно збiга-
ється на кожнiй множинi U
def
= [|0; 2π|]×K, де K — компакт з Rn i
‖ϕν‖b < c, ν ≥ 1. Тодi її граничне значення ϕ належить до простору
G−→
M,b
, причому ‖ϕ‖b < c.
Доведення. Зафiксуємо довiльно точку z0 = x0 + iy0 ∈ Cn так, щоб
{x0, y0} ∈ U . З рiвномiрної збiжностi {ϕν , ν ≥ 1} на кожному компа-
ктi U одержимо, що
∀ ε > 0 ∃ ν0 ≥ 1 ∀ ν ≥ ν0 ∀x ∈ [|0; 2π|]
∀ y ∈ K(y0) def= {y ∈ Rn
∣∣‖y − y0‖ ≤ 1} :
|ϕ(x+ iy)| < ε+ |ϕν(x+ iy)|.
Перемноживши почленно останню нерiвнiсть на e−(1,
−→
M(by)), дiстанемо
e−(1,
−→
M(by))|ϕ(x+ iy)| < ε+ ‖ϕν‖b < ε+ c, {x, y} ∈ [|0; 2π|]×K(y0).
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Звiдси, зваживши на довiльнiсть вибору точки z0, приходимо до
висновку, що
‖ϕ‖b < ε+ c.
Оскiльки ε > 0 — довiльне, то ‖ϕ‖b < c. Лему доведено.
Лема 1.2. Якщо {ϕν , ν ≥ 1} ⊂ G−→M,b поточково збiгається до нуля
в Cn i фундаментальна в G−→
M,b
, то вона також збiгається до нуля
i в цьому просторi.
Доведення. Оскiльки послiдовнiсть ϕν , ν ≥ 1, поточково збiгається
до нуля в Cn i фундаментальна за нормою ‖ · ‖b, то безпосередньо з
означення цiєї норми та вiдомого критерiя збiжностi Больцано-Кошi,
одержимо рiвномiрну збiжнiсть цiєї послiдовностi до нуля на кожно-
му компактi U . Така збiжнiсть, у свою чергу, забезпечує рiвномiрну
збiжнiсть послiдовностi gµ(ν, ·) = ϕν(·) − ϕµ(·), µ ≥ 1, до функцiї ϕν
(при кожному ν ≥ 1) на кожнiй множинi U .
З означення фундаментальностi {ϕν , ν ≥ 1} по нормi ‖ · ‖b випли-
ває, що
∀ ε > 0 ∃ ν0 ≥ 1 ∀µ > ν0 : ‖gµ(ν, ·)‖b < ε,
для всiх ν > ν0. Звiдси, зваживши на твердження леми 1.1, дiстанемо
∀ ε > 0 ∃ ν0 ≥ 1 ∀ ν > ν0 : ‖ϕν‖b < ε,
тобто, збiжнiсть {ϕν , ν ≥ 1} до нуля за нормою ‖ · ‖b. Лему доведено.
Наступне твердження характеризує повноту простору G−→
M,b
.
Теорема 1.1. Простiр G−→
M,b
є банаховим вiдносно норми ‖ · ‖b.
Доведення. Припустимо, що {ϕν , ν ≥ 1} ⊂ G−→M,b — фундаментальна
послiдовнiсть за нормою ‖ · ‖b. Тодi, як уже було зазначено при до-
веденнi леми 1.2, ця послiдовнiсть є рiвномiрно збiжною на кожнiй
множинi U до деякої функцiї ϕ.
З фундаментальностi {ϕν , ν ≥ 1} також випливає її обмеженiсть
у G−→
M,b
. Дiйсно, для ε = 1 знайдеться номер ν0 такий, що для всiх
ν > ν0
‖ϕν − ϕν0‖b < 1.
Звiдси, зваживши на обмеженiсть ‖ϕν0‖b та нерiвнiсть
‖ϕν‖b ≤ ‖ϕν − ϕν0‖b + ‖ϕν0‖b
398 Задача Кошi...
(яка одержується безпосередньо з означення ‖ · ‖b), приходимо до
обмеженостi {ϕν , ν ≥ 1} у G−→M,b. Тодi, згiдно з твердженням леми 1.1,
функцiя ϕ належить до G−→
M,b
.
Послiдовнiсть рiзницi ϕν − ϕ, ν ≥ 1, також фундаментальна за
нормою ‖ · ‖b (бо ‖ϕν−ϕ− (ϕµ−ϕ)‖b = ‖ϕν−ϕµ‖b) i прагне до нуля в
кожнiй точцi Cn. Отже, ‖ϕν − ϕ‖b −−−−→
ν→+∞
0 (див. лему 1.2). Теорему
доведено.
Зазначимо, що G−→
M,b1
⊂ G−→
M,b2
для всiх b1 ≤ b2, причому G−→M =⋃
b>0G−→M,b
. Топологiю в G−→
M
задамо як топологiю iндуктивної грани-
цi просторiв G−→
M,b
: G−→
M
= limb→+∞ indG−→M,b. Отже, говоритимемо що
послiдовнiсть {ϕ;ϕν , ν ≥ 1} ⊂ G−→M збiгається в просторi G−→M до ϕ (по-
значатимемо ϕν
G−→
M−−−−→
ν→+∞
ϕ), якщо {ϕ;ϕν , ν ≥ 1} ⊂ G−→M,b при деякому
b > 0 i ϕν
G−→
M,b−−−−→
ν→+∞
ϕ.
Надалi використовуватимемо таке означення ( [12]): послiдовнiсть
{ϕν , ν ≥ 1} ⊂ C∞2pi(Cn) називатимемо правильно збiжною, якщо вона
рiвномiрно збiгається на кожному компактi U ⊂ Cn.
Теорема 1.2 (критерiй збiжностi). Для того, щоб послiдовнiсть
{ϕν , ν ≥ 1} ⊂ G−→M збiгалася в G−→M , необхiдно й достатньо, щоб вона
була обмеженою в цьому просторi та правильно збiгалася.
Доведення. Спочатку доведемо достатнiсть, тобто переконаємося в
тому, що якщо послiдовнiсть {ϕν , ν ≥ 1} ⊂ G−→M обмежена за нормою‖ · ‖b (при деякому b > 0) i рiвномiрно збiгається до ϕ на кожному
компактi U , то функцiя ϕ ∈ G−→
M
є границею {ϕν , ν ≥ 1} за топологiєю
простору G−→
M
.
Те, що ϕ ∈ G−→
M
очевидно (згiдно з лемою 1.1). Доведемо ϕν
G−→
M−−−−→
ν→+∞
ϕ (тобто, що gν
G−→
M−−−−→
ν→+∞
0, де gν = ϕ − ϕν , ν ≥ 1). Для цього досить
переконатися в iснуваннi такого b1 > 0, що {gν , ν ≥ 1} ⊂ G−→M,b1 i
gν
G−→
M,b1−−−−→
ν→+∞
0.
Оскiльки
0 ≤ e(1,
−→
M(by))e−(1,
−→
M(2by)) ≤ e−(1,
−→
M(by)) −−−−−−→
‖y‖→+∞
0,
то
∀ ε > 0 ∃δ > 0 ∀ y ∈ Rn, ‖y‖ > δ : e−(1,
−→
M(2by)) <
ε
c
e−(1,
−→
M(by)),
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де c — константа, що обмежує ‖gν‖b, ν ≥ 1. Отже, для вказаних y та
x ∈ [|0, 2π|],
|gν(x+ iy)|e−(1,
−→
M(2by)) <
ε
c
|gν(x+ iy)|e−(1,
−→
M(by)) ≤ ε
c
‖gν‖b ≤ ε. (1.2)
Для решти y з Rn, згiдно з правильною збiжнiстю {gν , ν ≥ 1} до нуля,
маємо
∀ ε > 0 ∃ ν0 ≥ 1 ∀ ν ≥ ν0 ∀x ∈ [|0, 2π|] ∀ y ∈ Rn, ‖y‖ ≤ δ :
|gν(x+ iy)|e−(1,
−→
M(2by)) < εe−(1,
−→
M(2by)) < ε.
(1.3)
Об’єднуючи (1.2) i (1.3), одержимо
∀ ε > 0 ∃ ν0 ≥ 1 ∀ ν ≥ ν0 : ‖gν‖2b < ε.
Таким чином, послiдовнiсть gν , ν ≥ 1, збiгається до нуля в просторi
G−→
M,2b
. Обмеженiсть {gν , ν ≥ 1} у цьому просторi стає очевидною,
якщо зважити на те, що ‖gν‖b < c, ν ≥ 1. Достатнiсть доведено.
Доведемо необхiднiсть. Оскiльки {ϕ;ϕν , ν ≥ 1} ⊂ G−→M,b (при де-
якому b > 0) i ϕν
G−→
M,b−−−−→
ν→+∞
ϕ, то для ε = 1 знайдеться такий номер ν0,
що для всiх ν ≥ ν0 виконуватиметься нерiвнiсть ‖ϕν−ϕ‖b < 1. Звiдси,
зваживши на обмеженiсть ‖ϕ‖b (бо ϕ ∈ G−→M,b), та на нерiвнiсть
‖ϕν‖b ≤ ||ϕν − ϕ‖b + ‖ϕ‖b,
приходимо до обмеженостi послiдовностi ϕν , ν ≥ 1, за нормою ‖ · ‖b.
Далi, з ‖ϕν − ϕ‖b → 0 одержуємо
∀K ⊂ Rn ∀ ε > 0 ∃ ν0 ≥ 1 ∀ ν ≥ ν0 ∀x ∈ [|0, 2π|] ∀ y ∈ K :
|ϕν(x+ iy)− ϕ(x+ iy)| < ε
(
max
y∈K
e(1,
−→
M(by))
)
.
Теорему доведено.
Оскiльки G−→
M
⊂ C∞2pi, то згiдно з вiдомою теоремою Дiрiхле, кожен
елемент простору G−→
M
розвивається на Rn у поточково збiжний до
нього ряд Фур’є
ϕ(x) =
∑
k∈Zn
ck(ϕ)e
i(k,x), x ∈ Rn, ϕ ∈ G−→
M
,
де ck(ϕ) =
1
(2pi)n
∫
[|0,2pi|] ϕ(x)e
−i(k,x)dx — k-ий коефiцiєнт Фур’є.
Наступне твердження характеризує елементи простору G−→
M
у тер-
мiнах коефiцiєнтiв Фур’є.
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Теорема 1.3. Нехай функцiї Ωj(·), Mj(·), j = 1, n, — взаємодвоїстi
за Юнгом [7]. Тодi для того, щоб елемент ϕ з C∞2pi належав до прос-
тору G−→
M
, необхiдно i достатньо, щоб
∃ {c; δ} ⊂ (0;+∞) ∀ k ∈ Zn : |ck(ϕ)| ≤ ce−(1,
−→
Ω(δk)). (1.4)
Доведення. Спочатку доведемо необхiднiсть. Оскiльки ϕ ∈ G−→
M
, то
згiдно з iнтегральною теоремою Кошi,
|ck(ϕ)| = (2π)−n
∣∣∣∣∣
∫
[|0,2pi|]
ϕ(x+ iy)e−i(k,x+iy) dx
∣∣∣∣∣
≤ c
∫
[|0,2pi|]
e(1,
−→
M(δy))+(k,y) dx
= c1e
(1,
−→
M(δy))+(k,y) (∀ y ∈ Rn ∀ k ∈ Zn),
де c1 — додатня стала, не залежна вiд k, x, y. Тепер для кожного
j ∈ {1; . . . ;n} виберемо знак yj так, щоб yjkj = −|yj ||kj |, kj ∈ Z, а
величину yj – так, щоб нерiвнiсть Юнга
yjkj ≤Mj(δyj) + Ωj(δ−1kj), δ > 0,
перетворилася б у рiвнiсть, тобто
−|yj | |kj | =Mj(δyj) + Ωj(δ−1kj).
Тодi,
|ck(ϕ)| ≤ c1e−(1,
−→
Ω(δ−1k)), k ∈ Zn.
Доведемо достатнiсть. Зазначимо, що функцiя ϕ з C∞2pi, для якої
виконується умова (1.4), допускає аналiтичне продовження на Cn згi-
дно з правилом
ϕ(z) =
∑
k∈Zn
ck(ϕ)e
i(k,z), z ∈ Cn.
Скористаємося цiєю рiвнiстю для доведення того, що ϕ ∈ G−→
M
. Зав-
дяки умовi (1.4) маємо
|ϕ(x+ iy)| ≤ c
∑
k∈Zn
e−(1,
−→
Ω(δk)) · e
∑n
j=1 |kj ||yj |.
Звiдси, згiдно з вiдповiдними нерiвностями Юнга, одержуємо, що
|ϕ(x+ iy)| ≤ c
( ∑
k∈Zn
e−(1,
−→
Ω(δ2−1k))
)
· e(1,
−→
M(2δ−1y)), x+ iy ∈ Cn.
Теорему доведено.
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З теорем 1.2, 1.3 приходимо до очевидного наслiдку.
Наслiдок 1.1. Для того, щоб послiдовнiсть {ϕν , ν ≥ 1} ⊂ G−→M збi-
галася в G−→
M
до елемента ϕ, необхiдно й достатньо, щоб:
1) ck(ϕν) −−−−→
ν→+∞
ck(ϕ), k ∈ Zn;
2) ∃ {c; δ} ⊂ (0;+∞) ∀ k ∈ Zn ∀ ν ≥ 1 : |ck(ϕν)| ≤ ce−(1,
−→
Ω(δk))
(тут i надалi
−→
Ω — вектор-функцiя, двоїста за Юнгом до
−→
M).
Правильне наступне твердження.
Лема 1.3. Для кожного елемента ϕ з G−→
M
, його ряд Фур’є збiгає-
ться до ϕ за топологiєю простору G−→
M
.
Доведення. Розглянемо залишок ряду Фур’є функцiї ϕ з G−→
M
:
Rr(x) =
∑
||k|≥r|
ck(ϕ)e
i(k,x), x ∈ Rn, |k| = k1 + · · ·+ kn, k ∈ Zn.
Згiдно з наслiдком 1.1, досить переконатися, що: 1) ∀ k ∈ Zn :
ck(Rr) −−−−→
r→+∞
0; 2) ∃ {c; δ} ⊂ (0;+∞) ∀ k ∈ Zn ∀ r ≥ 1 : |ck(Rr)| ≤
ce−(1,
−→
Ω(δk)).
Оскiльки
ck(Rr) =
{
0, −r < |k| < r,
ck(ϕ), ||k| ≥ r|,
k ∈ Zn, r ≥ 1,
то умови 1), 2) виконуються. Лему доведено.
У просторi G−→
M
визначенi й неперервнi операцiї додавання, вiднi-
мання, множення, зсуву та згортки
(ϕ ∗ ψ)(x) = (2π)−n
∫
[|0;2pi|]
ϕ(ξ)ψ(x− ξ)dξ, x ∈ Rn, {ϕ,ψ} ⊂ G−→
M
,
при цьому коефiцiєнти Фур’є згортки обчислюються за формулою
ck(ϕ ∗ ψ) = ck(ϕ)ck(ψ), k ∈ Zn.
Далi, нехай G′−→
M
— сукупнiсть усiх лiнiйних неперервних функ-
цiоналiв на G−→
M
зi слабкою збiжнiстю. Зазначимо, що G′−→
M
=
limb→∞ prG
′
−→
M,b
, де G′−→
M,b
— простiр, топологiчно спряжений з G−→
M,b
.
402 Задача Кошi...
Дiю узагальненої функцiї f ∈ G′−→
M
на елемент ϕ ∈ G−→
M
позначимо
〈f, ϕ〉.
Зiставлення
G−→
M
∋ ϕ→ fϕ ∈ G′−→
M
: 〈fϕ, ψ〉 = (2π)−n
∫
[|0;2pi|]
ϕ(x)ψ(x) dx (∀ψ ∈ G−→
M
),
визначає неперервне вкладення простору G−→
M
у G′−→
M
, де (·) — позначає
комплексну спряженiсть. Згiдно з твердженням леми 1.3
〈f, ϕ〉 = lim
r→+∞
〈
f,
∑
−r≤|k|≤r
ck(ϕ)e
i(k,x)
〉
= lim
r→+∞
∑
−r≤|k|≤r
ck(ϕ)〈f, ei(k,x)〉
=
∑
k∈Zn
ck(f)ck(ϕ), ϕ ∈ G−→M , f ∈ G′−→M ,
де ck(f) = 〈f, ei(k,x)〉.
Рядом Фур’є узагальненої 2π-перiодичної функцiї f з G′−→
M
назвемо
такий ряд: ∑
k∈Zn
ck(f)e
i(k,x), x ∈ Rn.
Теорема 1.4. Ряд Фур’є узагальненої функцiї f з G′−→
M
збiгається до
f у сенсi збiжностi в просторi G′−→
M
.
Доведення. Нехай {Sr(·) =
∑
−r≤|k|≤r ck(f)e
i(k,·), r ≥ 1} — послi-
довнiсть частинних сум ряду Фур’є функцiонала f . Очевидно, що
Sr(·) ∈ G′−→
M
при кожному фiксованому r ≥ 1. Тодi для кожного ϕ з
G−→
M
〈Sr, ϕ〉 =
∑
−r≤|k|≤r
ck(f)ck(ϕ), r ≥ 1,
бо
〈ei(k,x), ϕ(x)〉 = (2π)−n
∫
[|0;2pi|]
ei(k,x)ϕ(x) dx = ck(ϕ),
а, отже,
lim
r→+∞
〈Sr, ϕ〉 =
∑
k∈Zn
ck(f)ck(ϕ) = 〈f, ϕ〉.
Теорему доведено.
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Наступне твердження характеризує елементи з G′−→
M
у термiнах їх
коефiцiєнтiв Фур’є.
Теорема 1.5. Для того, щоб узагальнена 2π-перiодична функцiя f
з Φ′ належала до простору G′−→
M
, необхiдно i достатньо, щоб
∀ 0 < δ ≪ 1 ∃ c(δ) > 0 ∀ k ∈ Zn : |ck(f)| ≤ c(δ)e(1,
−→
Ω(δk)) (1.5)
(тут
−→
Ω — вектор-функцiя, разом з якою
−→
M — взаємодвоїстi за
Юнгом, а Φ′ — простiр усiх формальних тригонометричних рядiв
[1]).
Доведення. Доведемо достатнiсть. Спочатку переконаємося, що 2π-
перiодичний функцiонал f , для якого виконується умова (1.5), визна-
чений на елементах з G−→
M
. Нехай ϕ — довiльний елемент з G−→
M
, тодi
згiдно з теоремою 1.3∑
k∈Zn
|ck(f)||ck(ϕ)| ≤ cϕ
∑
k∈Zn
|ck(f)|e−(1,
−→
Ω(δϕk))
≤ cϕc(δϕ/2)
∑
k∈Zn
e−(1,
−→
Ω(δϕ2−1k)) < +∞.
Звiдси одержуємо, що
|〈f, ϕ〉| =
∣∣∣∣ ∑
k∈Zn
ck(f)ck(ϕ)
∣∣∣∣ < +∞,
тобто, визначенiсть f на G−→
M
.
Лiнiйнiсть i неперервнiсть f у просторi G−→
M
— очевиднi.
Для доведення необхiдностi, зафiксуємо довiльним чином f з G′−→
M
.
Цьому функцiоналу зiставимо у вiдповiднiсть сукупнiсть 2π-перiо-
дичних функцiй
ϕ̂δ,f (·) =
∑
k∈Zn
sign(Re ck(f))e
−(1,
−→
Ω(δk))+i(k,·),
ϕˇδ,f (·) =
∑
k∈Zn
sign(Im ck(f))e
−(1,
−→
Ω(δk))+i(k,·), 0 < δ ≪ 1,
кожна з яких є елементом з G−→
M
(див. теорему 1.3). Тодi,
〈f, ϕ̂δ,f (·)〉 =
∑
k∈Zn
|Re ck(f)|e−(1,
−→
Ω(δk))
+ i
∑
k∈Zn
sign (Re ck(f))Im ck(f)e
−(1,
−→
Ω(δk)),
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〈f, ϕˇδ,f (·)〉 =
∑
k∈Zn
Re ck(f)sign (Im ck(f))e
−(1,
−→
Ω(δk))+
i
∑
k∈Zn
|Im ck(f)|e−(1,
−→
Ω(δk)), 0 < δ ≪ 1,
i, оскiльки f ∈ G′−→
M
, то зазначенi числовi ряди збiжнi. Отже, для
кожного 0 < δ ≪ 1 iснують додатнi сталi c1(δ), c2(δ) такi, що для всiх
k ∈ Zn:
|Re ck(f)| ≤ c1(δ)e(1,
−→
Ω(δk)); |Im ck(f)| ≤ c2(δ)e(1,
−→
Ω(δk)).
Звiдси вже приходимо до виконання умови (1.5). Теорему доведено.
Наслiдок 1.2. Дельта-функцiя Дiрака δ(·) = ∑k∈Zn 1 · ei(k,·) нале-
жить до G′−→
M
.
Узагальнену 2π-перiодичну функцiю f з Φ′ називатимемо згорту-
вачем у просторi G−→
M
, якщо: 1) ∀ϕ ∈ G−→
M
: (f ∗ ϕ)(·) = 〈f, ϕ(ξ + ·)〉 ∈
G−→
M
; 2) для кожної збiжної послiдовностi {ϕν , ν ≥ 1} ⊂ G−→M до ϕ ∈ G−→M
у просторi G−→
M
, вiдповiдна послiдовнiсть f ∗ ϕν
G−→
M−−−−→
ν→+∞
f ∗ ϕ.
Наступне твердження характеризує згортувачi в G−→
M
.
Теорема 1.6 (критерiй згортувача). Для того, щоб f з Φ′ був
згортувачем у просторi G−→
M
, необхiдно й достатньо, щоб f ∈ G′−→
M
.
Доведення. Нехай f ∈ G′−→
M
. Тодi для кожного елемента ϕ з G−→
M
, згiдно
з твердженням теорем 1.3, 1.5, одержуємо, що
|ck(f ∗ ϕ)| = |ck(f)||ck(ϕ)|
≤ cϕe−(1,
−→
Ω(δϕk))c(δϕ/2)e
(1,
−→
Ω(δϕ2−1k))
≤ cϕc(δϕ/2)e−(1,
−→
Ω(δϕ2−1k)), k ∈ Zn,
тобто, f ∗ ϕ ∈ G−→
M
.
Аналогiчним чином переконуємося в тому, що операцiя G−→
M
∋ ϕ→
f ∗ ϕ ∈ G−→
M
є неперервною в G−→
M
. Достатнiсть доведено.
Доведемо необхiднiсть. Для цього скористаємося методом вiд про-
тилежного. Припустимо, що f не належить до G′−→
M
. Тодi знайдеться
хоча б одна функцiя ϕ0 з G−→M така, що ряд
∑
k∈Zn ck(f)ck(ϕ0) — роз-
бiжний.
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З iншого боку, оскiльки f — згортувач у G−→
M
, то (f ∗ ϕ0) ∈ G−→M , а
отже, дельта-функцiя Дiрака визначена на f ∗ ϕ0, як елемент з G′−→
M
(див. наслiдок 1.2), таким чином,
|〈δ(·), f ∗ ϕ0〉| =
∣∣∣∣ ∑
k∈Zn
ck(f)ck(ϕ0)
∣∣∣∣ < +∞.
Одержане протирiччя доводить визначенiсть f на елементах з G−→
M
.
Неперервнiсть f очевидна. Теорему доведено.
Наслiдок 1.3. У просторi G′−→
M
визначена й неперервна операцiя
згортки, причому для всiх {f ; g} ⊂ G′−→
M
:
1) 〈f ∗ g, ϕ〉 = 〈f, 〈g, ϕ(ξ + x)〉〉, ϕ ∈ G−→
M
;
2) ck(f ∗ g) = ck(f)ck(g), k ∈ Zn.
Далi, нехай G{β} — клас Жевре (типу Рум’є) порядку β > 0
2π-перiодичних функцiй [10], а L2([|0; 2π|]) — вiдомий простiр Лебега
2π-перiодичних функцiй, тодi мають мiсце такi очевиднi вкладення:
G−→
M
⊂ G{β} ⊂ C∞2pi ⊂ L2([|0; 2π|]) ⊂ (C∞2pi)′ ⊂ G′{β} ⊂ G′−→M ⊂ Φ
′, β ≥ 1.
Зазначимо, що якщо Mj(·) = | · |
1
1−β , 0 < β < 1, j = 1, n, то
G−→
M
= G{β}. Отже, простiр G−→M є певним узагальненням класично-
го класу Жевре 2π-перiодичних функцiй, якi допускають аналiтичне
продовження на весь простiр Cn.
За вектор-функцiєю
−→
Ω(·) побудуємо клас L−→
Ω
([0;T0]), 0 < T0 <
+∞, функцiй aj : [0;T0] × Zn → C таких, що: 1) ∃ bj(·) ∈ Ĉ([0;T0]) :
|aj(t, k)| ≤ |bj(t)||Lj(k)|, де функцiя Lj(·) така, що для всiх 0 < δ ≪ 1:
sup
k∈Zn
{|Lj(k)|e−δ(1,−→Ω(k))} ≤ cjδ−1, cj 6= cj(δ);
2) ∃ cj ≥ 0 ∀ t ∈ [0;T0] ∀ 0 < ε≪ 1 ∃ νj(ε) > 0, νj(ε) −−−→
ε→0
0,
∀ ∈ Zn : |aj(t+ ε, k)− aj(t, k)| ≤ νj(ε)(|Lj(k)|+ cj)
(тут Lj(·) — функцiя з попередньої умови).
Зазначимо, що клас L−→
Ω
([0;T0]) замкнений вiдносно операцiй до-
давання, вiднiмання та множення на неперервну функцiю b(t), t ∈
[0;T0].
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Для a(·, ·) з L−→
Ω
покладемо
fa(·) =
∑
k∈Zn
a(t, k)ei(k,·), t ∈ [0;T0].
Згiдно з описом класу L−→
Ω
та теоремою 1.5, не важко переконатися,
що fa належить простору до G
′
−→
M
при кожному фiксованому t з [0;T0]
(тут
−→
M — вектор-функцiя, двоїста за Юнгом з
−→
Ω ). У просторi G−→
M
означимо оператор Aa за правилом
Aaϕ = fa ∗ ϕ, ϕ ∈ G−→M .
Оскiльки fa — згортувач у G−→M , то Aa : G−→M → G−→M , причому Aa — лi-
нiйний та неперервний оператор у G−→
M
(бо такою є операцiя згортки).
Розглянемо кiлька прикладiв оператора Aa. Нехай a(t, k) ≡∏n
j=1(ikj)
lj , l ∈ Zn+, k ∈ Zn, тодi для кожного елемента ϕ з G−→M
(Aaϕ)(x) =
∑
k∈Zn
( n∏
j=1
(ikj)
lj
)
ck(ϕ)e
i(k,x) = Dlxϕ(x), x ∈ Rn,
тобто, Aa — збiгається з диференцiальним оператором D
l
x=
∂|l|·
∂x
l1
1 ···∂x
ln
n
.
Якщо a(t, k) ≡ ∏nj=1 |kj |αjeαjpii/2sign(kj), αj > 0, j = 1, n, k ∈ Zn,
то
(Aaϕ)(x) =
∑
k∈Zn
( n∏
j=1
(ikj)
αj
)
ck(ϕ)e
i(k,x)
=
(D(α)+ ϕ)(x), x ∈ Rn, ϕ ∈ G−→M ,
де D(α)+ — n-вимiрний оператор Вейля дробового диференцiювання
тригонометричних рядiв [13].
Нехай тепер n = 1 i a(t, k) ≡ Ω1(k), k ∈ Z. Тодi
(Aaϕ)(x) =
∑
k∈Z
Ω1(k)ck(ϕ)e
ikx = (Ω1(|Dx|)ϕ) (x), x ∈ R, ϕ ∈ G−→M .
У цьому випадку оператор Aa збiгається з псевдодиференцiальним
оператором Е. Поста, породженим оператором
√
D2x, символом якого
є Ω1(·) (див. [13, c. 282;], [14]).
Виходячи з наведених прикладiв, оператор згортки Aa надалi на-
зиватимемо псевдодиференцiальним оператором у просторi G−→
M
з
символом a (залежним вiд параметра t).
В. А. Лiтовченко 407
Зазначимо також, що оператор Aa легко продовжується на про-
стiр G′−→
M
:
Âaf = fa ∗ f, f ∈ G′−→
M
,
причому
〈Âaf, ϕ〉 = 〈f,Aaϕ〉, ϕ ∈ G−→M ,
оскiльки Aaϕ ∈ G−→M (при кожному фiксованому t з [0;T0]).
Далi, нехай Ψ — простiр основних функцiй. Позначимо через Ψ′ —
простiр, топологiчно спряжений з Ψ; Ψm, (Ψ′)m — декартовi степенi
(з натуральним показником m) просторiв Ψ й Ψ′ з покомпонентною
збiжнiстю у, вiдповiдно, Ψ та Ψ′; PΨm — множину всеможливих ква-
дратних матриць порядку m, рядками яких є елементи з Ψm (також
з покомпонентною збiжнiстю в просторi Ψ).
Говоритимемо, що узагальнена вектор-функцiя fT з (Ψ′)m є згор-
тувачем у класi Ψm, якщо: 1) (p ∗ f)(·) = (∑mj=1〈fj(ξ), pij(ξ+ ·)〉)mi=1 ∈
Ψm
T
(∀ p ∈ PΨm); 2) ∀ {p; pν , ν ≥ 1} ⊂ PΨm, pν PΨ
m−−−−→
ν→+∞
p : pν ∗
f
Ψm
T
−−−−→
ν→+∞
p ∗ f (тут iндекс T позначає операцiю транспонування, при-
чому пiд транспонуванням векторного простору розумiтимемо транс-
понування всiх елементiв цього простору).
Через AAt = (Aaij )
m
i,j=1 позначимо матричний псевдодиференцi-
альний оператор у просторi (G−→
M
)m
T
з параметром t ∈ [0;T0], побу-
дований за матрицею-символом At(·) = (aij(t, ·))mi,j=1 кожен елемент
якої належить до класу L−→
Ω
([0;T0]), тобто — оператор, дiя якого на
елементах ϕ з (G−→
M
)m
T
, при кожному фiксованому t ∈ [0;T0], задає-
ться наступним чином:
(AAtϕ)(t, ·) =
{ m∑
j=1
(Aa1jϕj)(t, ·); . . . ;
m∑
j=1
(Aamjϕj)(t, ·)
}T
,
де Aaij — псевдодиференцiальний оператор у просторi G−→M з символом
aij .
2. Задача Кошi
Розглянемо систему
Dtu(t, x) = (AAtu)(t, x), (t, x) ∈ (0;T0]× Rn, (2.1)
де u = {u1, . . . ;um}T , a AAt = (Aaij )mi,j=1 — матричний псевдодифе-
ренцiальний оператор з попереднього пункту.
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Припустимо, що для (2.1) виконується аналог рiвномiрної за t умо-
ви параболiчностi:
∃ δ∗ > 0 ∃ c∗ ∈ R ∀ t ∈ [0;T0] ∀ k ∈ Zn :
max
j=1,m
Reλj(t, k) ≤ −δ∗(1,−→Ω(k)) + c∗, (2.2)
де λj — власнi числа матрицi At — символу матричного оператора
AAt .
Оскiльки
−→
Ω(·) є опуклою вектор-функцiєю на Rn, то умову (2.2)
надалi називатимемо умовою опуклостi системи (2.1), а саму систе-
му — опуклою.
Якщо для системи (2.1) задати початкову умову
u(t, ·)|t=0 = f, f ∈ (G′−→
M
)m
T
, (2.3)
то розв’язком задачi Кошi (2.1), (2.3) називатимемо вектор-функцiю
u(t, x), (t, x) ∈ (0;T0]×Rn, яка: 1) при кожному фiксованому t з (0;T0]
належить до областi визначення D(AAt) матричного псевдодиферен-
цiального оператора AAt ; 2) сильно диференцiйовна по t на (0;T0]:
для всiх t ∈ (0;T0] i k ∈ Zn виконується рiвнiсть (ck(u))′t = ck(u′t);
3) задовольняє систему (2.1) у звичайному розумiннi, а початкову
умову (2.3) — у сенсi збiжностi в (G′−→
M
)m
T
(тобто в розумiннi слабкої
збiжностi).
Знайдемо ф.м.р. Gt(·), t ∈ (0;T0], системи (2.1) i дослiдимо її вла-
стивостi.
Згiдно з означенням розв’язку задачi Кошi (2.1), (2.3) приходимо
до висновку, що розв’язування системи (2.1) рiвносильне розв’язу-
ванню такої системи:
Dtck(t) = Atck(t), t ∈ (0;T0], k ∈ Zn, (2.4)
яка є лiнiйною системою звичайних диференцiальних рiвнянь з па-
раметром k.
Нехай Θ(t; k, τ) = (θij(t; k, τ))mi,j=1 для всiх τ ∈ [0;T0), t ∈ (τ ;T0] i
k ∈ Zn, є розв’язком системи (2.4), що задовольняє (у звичайному
розумiннi) початкову умову
Θ(t; k, τ)
∣∣
t=τ
= E (2.5)
(тут E — одинична матриця). Такий розв’язок надалi називатимемо
матрицею Грiна або матрицантом системи (2.4).
Зазначимо, що зробленi припущення на елементи матрицi At за-
безпечують iснування такого матрицанта, причому будь-який iнший
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розв’язок системи (2.4) має вигляд Ck = ΘC, k ∈ Zn, де C — до-
вiльна матриця-стовпець з елементами, залежними лише вiд k (див.,
напр., [15]).
Лема 2.1. Для кожного τ ∈ [0;T0) iснує 0 < ε ≪ 1 таке, що для
всiх t ∈ (τ ; τ + ε] i k ∈ Zn виконується нерiвнiсть
|Θ(t; k, τ)| ≤ c exp {−(t− τ)δ(1,−→Ω(k))},
де c, δ — додатнi сталi, не залежнi вiд t, τ i k, a |(bij)m,li,j=1| =
maxi=1,m j=1,l |bij |.
Доведення. Подамо (2.4) у виглядi
DtΘ = At∗(k)Θ + q(t, k), (2.6)
де q(t, k) = (At(k)−At∗(k))Θ(t; k, τ), a t∗ — довiльна фiксована точка
з [τ ;T0].
Розв’язавши задачу Кошi (2.6), (2.5) зiйдемося на тому, що ма-
трицант системи (2.4) допускає таке зображення:
Θ(t; k, τ) = e(t−τ)At∗ (k) +
t∫
τ
e(t−σ)At∗(k)q(σ, k) dσ,
де e(t−τ)At∗ = E +
∑∞
j=1((t− τ)At∗)j/j!.
Згiдно з твердженням леми з [7, c. 78]
‖e(t−τ)At∗ (k)‖ ≤ exp{(t− τ) max
j=1,m
Reλj(t
∗, k)}
×
(
1 +
m−1∑
j=1
(2(t− τ)‖At∗(k)‖)j
)
(∀ t ∈ [τ ;T0])
(тут ‖A‖ — норма матрицi A = (aij)mi,j=1, тобто норма вiдповiдного
оператора в m-вимiрному просторi). Звiдси, зваживши на умову опу-
клостi (2.2) та властивостi елементiв матрицi At∗ , скориставшись при
цьому оцiнкою [7]
max
j=1,m
m∑
i=1
|aij |2 ≤ ‖A‖2 ≤
m∑
i=1
m∑
j=1
|aij |2,
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одержимо, що
|e(t−τ)At∗(k)| ≤ c exp{(t− τ)(c∗ − (δ∗/2)(1,−→Ω(k)))}
×
(
1 +
m−1∑
j=1
((t− τ) sup
k∈Zn
{|L∗(k)|e−(t−τ)δ∗(2j)−1(1,
−→
Ω(k))})j
)
≤ c1 exp{−(t− τ)(δ∗/2)(1,−→Ω(k))},
τ ∈ [0;T0), {t, t∗} ⊂ [τ ;T0] (2.7)
(тут i надалi через L∗(·) позначатимемо вiдповiдну функцiю з умови
1), що в описi класу L−→
Ω
; a c1 — додатна стала, не залежна вiд t, t
∗, τ
i k).
Використовуючи нерiвнiсть (2.7), знайдемо
|Θ(t; k, τ)| ≤ c1 exp{−(t− τ)(δ∗/2)(1,−→Ω(k))}
+ c1m
t∫
τ
exp{−(t− σ)(δ∗/2)(1,−→Ω(k))}|q(σ, k)| dσ. (2.8)
Оскiльки |q(t, k)| ≤ m|At(k) − At∗(k)| |Θ(t; k, τ)|, то врахувавши
властивостi елементiв матрицi At за змiнною t, поклавши t∗ = τ , для
всiх t з (τ ; τ + ε] i k ∈ Zn, одержимо
|q(t, k)| ≤ mν(ε)(|L∗(k)|+ c)|Θ(t; k, τ)|,
де ν(·) — аналог функцiї νj(·) з опису умови 2) з означення класу L−→Ω .
Звiдси та з нерiвностi (2.8), дiстанемо
|Θ(t; k, τ)| exp{(t− τ)(δ∗/2)(1,−→Ω(k))}
≤ c1 + c1m2ν(ε)(|L∗(k)|+ c)
×
t∫
τ
exp{(σ − τ)(δ∗/2)(1,−→Ω(k))}|Θ(σ; k, τ)| dσ,
t ∈ (τ ; τ + ε], τ ∈ [0;T0], k ∈ Zn.
Тепер, поклавши
ϕ(t) = |Θ(t; k, τ)| exp{(t− τ)(δ∗/2)(1,−→Ω(k))}, ψ(t) = c1,
χ(t) = c1m
2ν(ε)(|L∗(k)|+ c)
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i врахувавши твердження леми 2 з [6, c. 300], прийдемо до
|Θ(t; k, τ)| exp{(t− τ)(δ∗/2)(1,−→Ω(k))}
≤ c1 + (c1m)2ν(ε)(|L∗(k)|+ c)
×
t∫
τ
exp{(t− σ)c1m2ν(ε)(|L∗(k)|+ c)} dσ
≤ c1(1 + exp{(t− τ)2c1m2ν(ε)(|L∗(k)|+ c)}).
Далi, виберемо ε > 0 так, щоб 24c1c∗m
2ν(ε)B ≤ δ∗, де c∗ — кон-
станта, що вiдповiдає функцiї L∗(·) (див. умову 1) з опису класу L−→Ω );
B — найменше серед B̂ > 0 таких, що ll ≤ B̂ll!, l ∈ Z+, a c1 — конс-
танта з оцiнки (2.8), тодi
e−(t−τ)(δ
∗/4)(1,
−→
Ω(k)) exp{(t− τ)2c1m2ν(ε)|L∗(k)|}
≤ e−(t−τ)(δ∗/4)(1,
−→
Ω(k))
∞∑
l=0
((t− τ)2c1m2ν(ε)|L∗(k)|)l/l!
≤
∞∑
l=0
(
(t− τ)2c1m2ν(ε) sup
k∈Zn
{|L∗(k)|e−(t−τ)δ∗(4l)−1(1,
−→
Ω(k))})l/l!
≤
∞∑
l=0
1
2l
,
а отже, для τ ∈ [0;T0], t ∈ (τ ; τ + ε] i k ∈ Zn,
|Θ(t; k, τ)| ≤ c2 exp{−(t− τ)(δ∗/4)(1,−→Ω(k))}, (2.9)
де c2 — додатна стала, не залежна вiд τ, t, k i ε. Лему доведено.
Наслiдок 2.1. Iснують додатнi сталi c i δ такi, що для всiх t ∈
(τ ;T0], τ ∈ [0;T0) i k ∈ Zn
|Θ(t; k, τ)| ≤ c exp{−(t− τ)δ(1,−→Ω(k))}.
Даний наслiдок стає очевидним, якщо зважити на те, що згiдно
з попередньою лемою iснує таке розбиття {tj}kj=1 промiжку (τ ; t],
t ∈ (τ ;T0], на кожному елементi (tj ; tj+1] якого для матрицанта Θ
виконується нерiвнiсть (2.9) з оцiночними сталими, не залежними вiд
t, tj , tj+1 i k, а також, на одну з вiдомих властивостей матрицанта [15]:
Θ(tj ; ·, t0) = Θ(tj ; ·, t1)Θ(t1; ·, t0) (∀ {t0, t1, t} ⊂ (τ ;T0]).
З наслiдку 2.1 та теореми 1.3 приходимо до такого твердження.
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Лема 2.2. Нехай вектор-функцiї
−→
M та
−→
Ω взаємодвоїстi за Юнгом.
Тодi матрична функцiя Gt(·) =
∑
k∈Zn Θt(k)e
i(k,·) належить до класу
PGm−→
M
при кожному фiксованому t з (0;T0], де Θt(·)def=Θ(t; ·, 0).
Наступнi допомiжнi твердження характеризують властивостiGt(·).
Лема 2.3. Нехай f ∈ (G′−→
M
)m
T
, тодi кожен елемент вектор-функцiї
Gt ∗ f — сильно диференцiйовний по t на (0;T0].
Доведення. Iз того, що f — згортувач у класi PGm−→
M
, а Gt(·) ∈ PGm−→
M
(див. твердження теореми 1.6 i леми 2.2), одержуємо рiвнiсть
ck(Gt ∗ f) = Θt(k)ck(f), k ∈ Zn, t ∈ (0;T0],
з якої, зваживши на те, що Θt(·) — звичайний розв’язок системи (2.4),
приходимо до
(ck(Gt ∗ f))′t = At(k)Θt(k)ck(f), k ∈ Zn, t ∈ (0;T0].
Доведемо тепер диференцiйовнiсть по t на (0;T0] вектор-функцiї
Gt ∗ f , f ∈ (G′−→
M
)m
T
. Для цього досить переконатися в iснуваннi скiн-
ченної границi виразу
Ψj∆t(t, x)
def
=
∑
k∈Zn
( m∑
l=1
((θjl(t+∆t)(k)− θjlt (k))/∆t)ck(fl)
)
ei(k,x),
j = 1,m, x ∈ Rn, t ∈ (0;T0],
при ∆t → 0 (тут θjlt (·) — елемент матрицанта Θt(·), а ck(f) =
(ck(fl))
mT
l=1).
Оскiльки матрицант Θt(·) диференцiйовний по t на (0;T0] у зви-
чайному розумiннi [15], то згiдно з теоремою про скiнченнi прирости,
(Θ(t+∆t)(·)−Θt(·))/∆t = Aτ1(·)Θτ1(·),
τ1 = t+ ε∆t, ε ∈ (0; 1), t ∈ (0;T0], 0 < |∆t| ≪ 1
(бо Θτ (·) — звичайний розв’язок системи (2.4) для всiх τ з (0;T0]).
Тодi
Ψj∆t(t, x) =
∑
k∈Zn
( m∑
l=1
( m∑
s=1
ajs(τ1, k)θ
sl
τ1(k)
)
ck(fl)
)
ei(k,x). (2.10)
Безпосередньо з властивостей елементiв матрицi At (див. умову
2) з опису L−→
Ω
) та з диференцiйовностi матрицанта Θt(k), приходимо
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до неперервностi по τ на (0;T0] функцiї ajs(τ, k)θ
sl
τ (k) для всiх k ∈ Zn,
{j, s, l} ⊂ {1; . . . ;m}, з якої одержуємо, що
lim
τ→t
(ajs(τ, k)θ
sl
τ (k)) = ajs(t, k)θ
sl
t (k) (∀ t ∈ (0;T0]).
Далi, доведемо рiвномiрну збiжнiсть по ∆t ряду з рiвностi (2.10)
для достатньо малих ∆t, всiх (t, x) ∈ (0;T0]×Rn та j = 1,m. Згiдно з
властивостями елементiв матрицi At та наслiдком 2.1 одержуємо, що
|ajs(τ, k)θslτ (k)| ≤ c1|L∗(k)|e−δτ(1,
−→
Ω(k)),
k ∈ Zn, τ ∈ (0;T0], {j, s, l} ⊂ {1; . . . ;m},
де δ, c1 — додатнi сталi, не залежнi вiд k i τ . Скориставшись твер-
дженням теореми 1.5, дiстанемо iснування додатньої сталої cµ такої,
що для всiх 0 < µ≪ δt/4, |∆t| < t/2 i k ∈ Zn
|ajs(t+ ε∆t, k)θsl(t+ε∆t)(k)| |ck(fl)|
≤ c1cµ|L∗(k)|e−δ2−1t(1,
−→
Ω(k))e(1,
−→
Ω(µk))
≤ c1cµ sup
k∈Zn
{|L∗(k)|e−δ4−1t(1,−→Ω(k))}e−(δ4−1t−µ)(1,−→Ω(k)),
t ∈ (0;T0], ε ∈ (0; 1),
а вiдтак, i рiвномiрну збiжнiсть по ∆t зазначеного ряду.
Таким чином,
((Gt ∗ f)(x))′t =
∑
k∈Zn
At(k)Θt(k)ck(f)ei(k,x), t ∈ (0;T0], x ∈ Rn,
а, отже,
ck((Gt ∗ f)′t) = (ck(Gt ∗ f))′t, k ∈ Zn, t ∈ (0;T0].
Лему доведено.
Безпосередньо з доведення попереднього твердження одержуємо
такий наслiдок.
Наслiдок 2.2. Для кожного f з (G′−→
M
)m
T
вектор-функцiя u(t, ·) =
(Gt ∗ f)(·), t ∈ (0;T0], є розв’язком системи (2.1).
Лема 2.4. Матрична функцiя Gt(·) прямує до δ(·)E при t → +0 у
P (G′−→
M
)m, де P (G′−→
M
)m — клас всiляких квадратних матриць, рядками
яких є елементи з (G′−→
M
)m з поелементною збiжнiстю в просторi
G
′
−→
M
, a δ(·) — дельта-функцiя Дiрака.
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Доведення. Нехай ϕT = (ϕ1, . . . , ϕm) — довiльна вектор-функцiя з
G
m
−→
M
. Тодi зваживши на структуру [15] матрицанта Θ та властивостi
матрицi At, одержимо, що
(Gt ∗ ϕ)(x) =
∑
k∈Zn
Θt(k)ck(ϕ)e
i(k,x) −−−→
t→+0
∑
k∈Zn
Eck(ϕ)e
i(k,x) = ϕ(x),
x ∈ Rn
(тут cTk (ϕ) = (ck(ϕ1), . . . , ck(ϕm)), k ∈ Zn, — послiдовнiсть коефiцiєн-
тiв Фур’є вектор-функцiї ϕT ).
Отже, (Gt∗ϕ)(·)→ ϕ(·) = (δ∗ϕ)(·) при t→ +0, тобтоGt(·)→ δ(·)E
у P (G′−→
M
)m. Лему доведено.
Наступне твердження характеризує розв’язнiсть задачi Кошi (2.1),
(2.3).
Теорема 2.1. Нехай елементи матричного символу At системи
(2.1) належать до класу L−→
Ω
([0;T0]); Mν(·) — функцiя, разом з якою
Ων(·) є взаємодвоїстими за Юнгом (ν ∈ {1; . . . ;n}), a f ∈ (G′−→
M
)m
T
.
Тодi для задачi Кошi (2.1), (2.3) iснує єдиний розв’язок u, який непе-
рервно залежить вiд початкових даних, причому для всiх t ∈ (0;T0] :
1) u(t, ·) ∈ GmT−→
M
;
2) u(t, ·) = (Gt ∗ f)(·).
Доведення. Якщо f ∈ (G′−→
M
)m
T
, то згiдно з теоремою 1.6, f — згор-
тувач у класi Gm−→
M
, а отже, Gt ∗ f належить до GmT−→
M
при кожному
фiксованому t ∈ (0;T0] (див. лему 2.2). Бiльше того, як зазначено
в наслiдку 2.2, ця вектор-функцiя є звичайним розв’язком системи
(2.1). Те, що u(t, ·) = (Gt ∗ f)(·) задовольняє початкову умову (2.3) (у
розумiннi слабкої збiжностi) випливає з твердження леми 2.4.
Єдинiсть розв’язку задачi Кошi (2.1), (2.3) встановлюється тра-
дицiйно — методом вiд протилежного. А щодо його неперервної за-
лежностi вiд початкових даних, то нехай {f ; fν , ν ≥ 1} — довiльним
чином фiксована послiдовнiсть з (G′−→
M
)mT така, що fν
(G′−→
M
)m
T
−−−−−→
ν→+∞
f , тоб-
то
〈fj,ν , ϕ〉 =
∑
k∈Zn
ck(fj,ν)ck(ϕ) −−−−→
ν→+∞
∑
k∈Zn
ck(fj)ck(ϕ) = 〈fj , ϕ〉,
j = 1,m, ϕ ∈ G−→
M
.
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Тодi з цих спiввiдношень одержуємо, що i
〈uj,ν , ϕ〉 =
∑
k∈Zn
( m∑
l=1
θjlt (k)ck(fl,ν)
)
ck(ϕ)
−−−−→
ν→+∞
∑
k∈Zn
( m∑
l=1
θjlt (k)ck(fl)
)
ck(ϕ) = 〈uj , ϕ〉,
для всiх j = 1,m i ϕ ∈ G−→
M
, тобто uν
(G′−→
M
)m
T
−−−−−→
ν→+∞
u. Теорему доведено.
Зазначимо, що при деяких додаткових припущеннях на систему
(2.1) та вектор-функцiю
−→
Ω , сформульованi умови в теоремi 2.1 є не
лише достатнiми, але й необхiдними для коректної розв’язностi задачi
Кошi (2.1), (2.3). Опишемо цi припущення: А) функцiї Ωj(·), j = 1, n,
окрiм ранiше описаних властивостей, володiють ще й такою:
Ωj(δx) ≥ f̂1j(δ)Ωj(x) + f̂2j(δ), δ ∈ (0; 1), x ∈ R,
де f̂1j(·), f̂2j(·)— довiльнi функцiї, обмеженi на (0; 1), причому f̂1j(·) >
0; B) система (2.1) задовольняє не лише умову (2.2), а є такою, що
∃ δ∗0 > 0 ∃ c∗0 ∈ R ∀ t ∈ [0;T0] ∀ k ∈ Zn :
min
j=1,m
Reλj(t, k) ≥ −δ∗0(1,
−→
Ω(k)) + c∗0,
де λj , j = 1,m, — власнi числа матричного символу At системи (2.1).
Правильне таке допомiжне твердження.
Лема 2.5. Нехай для системи (2.1) виконується припущення B),
а Θ−1(t; ·, τ) — обернена матриця до матрицанта Θ(t; ·, τ) системи
(2.4) при τ ∈ [0; t), t ∈ (0;T0]. Тодi iснують додатнi сталi c0, δ0, не
залежнi вiд τ , t i k такi, що для всiх τ ∈ [0; t), t ∈ (0;T0], k ∈ Zn
|Θ−1(t; k, τ)| ≤ c0 exp{(t− τ)δ0(1,−→Ω(k))}.
Доведення. Перш за все зазначимо, що Θ−1(t; ·, τ) = Θ(τ ; ·, t), τ ∈
[0; t), t ∈ (0;T0], бо E = Θ(τ ; ·, τ) = Θ(τ ; ·, t)Θ(t; ·, τ), t ∈ [τ ;T0] (див.
вiдповiднi властивостi матрицанта [15]). Отже, Θ−1(t; ·, τ) — нормо-
ваний розв’язок такої задачi Кошi:
DτΘ
−1(t; k, τ) = Aτ (k)Θ−1(t; k, τ), (τ, k) ∈ [0; t)× Zn, (2.11)
Θ−1(t; ·, τ)∣∣
τ=t
= E.
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Далi дiятимемо аналогiчно, як i при доведеннi леми 2.1. Зафiксу-
ємо довiльне τ∗ з [0;T0] i подамо систему з (2.11) у виглядi
DτΘ
−1 = Aτ∗(k)Θ−1 + q(τ, k),
де q(τ, ·) = (Aτ (·)−Aτ∗(·))Θ−1(t; ·, τ). Тодi
Θ−1(t; ·, τ) = e(τ−t)Aτ∗(·) +
τ∫
t
e(t−σ)Aτ∗(·)q(σ, ·) dσ,
причому правильнi такi нерiвностi
|e(τ−t)Aτ∗(k)|
≤ exp{(τ − t) min
j=1,m
Reλj(τ
∗, k)
}(
1 +
m−1∑
j=1
(2(t− τ)‖Aτ∗(k)‖)j
)
≤ c exp{(t− τ)2δ∗0(1,−→Ω(k))}
×
(
1 +
m−1∑
j=1
((t− τ) sup
k∈Zn
{|L∗(k)|e−(t−τ)δ∗0/j(1,−→Ω(k))})j)
≤ c1 exp{(t− τ)δ(1,−→Ω(k))}, τ ∈ [0; t),
де c1 — додатна стала, не залежна вiд t, τ, τ
∗ i k, a δ = 2δ∗0 .
Звiдси вже, зваживши на те, що при τ∗ = t для всiх τ з [t− ε, t),
0 < ε≪ 1 i k ∈ Zn
|q(τ, k)| ≤ mν(ε)(|L∗(k)|+ c)|Θ−1(t; k, τ)|,
дiстанемо
|Θ−1(t; k, τ)| exp{(τ − t)δ(1,−→Ω(k))}|
≤ c1 + c1m2ν(ε)(|L∗(k)|+ c)
×
τ∫
t
exp
{
(σ − t)δ(1,−→Ω(k))}|Θ−1(t; k, σ)| dσ.
Тепер, скориставшись аналогом леми 2 з [6, c. 300], прийдемо до
|Θ−1(t; k, τ)| exp{(τ − t)δ(1,−→Ω(k))}|
≤ c1(1 + exp
{
(t− τ)2c1m2ν(ε)(|L∗(k)|+ c)
}
).
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А вiдтак, зафiксувавши вiдповiдним чином ε > 0 (див. доведення
леми 2.1), дiстанемо оцiнку
|Θ−1(t; k, τ)| ≤ c2 exp
{
(t− τ)4δ∗0(1,
−→
Ω(k))
}
, (2.12)
для всiх τ ∈ [t − ε, t), t ∈ (0;T0] i k ∈ Zn, де c2 — додатна стала, не
залежна вiд τ, t, k i ε.
На завершення зазначимо, що мiркуючи аналогiчним чином, як
i при обгрунтуваннi наслiдку 2.1, зважаючи при цьому на рiвнiсть
Θ−1(t; ·, τ) = Θ(τ ; ·, t), оцiнка (2.12) легко поширюється по змiннiй τ
на увесь промiжок [0; t) для кожного фiксованого t з (0;T0]. Лему
доведено.
Основний результат цього пункту сформулюємо у виглядi насту-
пного твердження.
Теорема 2.2. Нехай виконуються припущення A) i B); елементи
матрицi At належать до класу L−→Ω ([0;T0]), а функцiї Mν(·) i Ων(·),
ν = 1, n, — взаємодвоїстi за Юнгом. Тодi для того, щоб задача Кошi
(2.1), (2.3) була коректно розв’язною, необхiдно й достатньо, щоб
f ∈ (G′−→
M
)m
T
. При цьому завжди її розв’язок u:
1) u(t, ·) ∈ GmT−→
M
;
2) u(t, ·) = (Gt ∗ f)(·), t ∈ (0;T0].
Доведення. Достатнiсть одержується з теореми 2.1. Доведемо необхi-
днiсть. Нехай u — розв’язок системи (2.1). Тодi
u(t, x) =
∑
k∈Zn
ck(u)e
i(k,x), (t, x) ∈ (0;T0]× Rn,
де ck(u) = (〈ei(k,x), u1〉, . . . , 〈ei(k,x), um〉)T . Оскiльки u — звичайний
розв’язок системи (2.1), то ck(u) — розв’язок системи (2.4). Виходячи
зi структури загального розв’язку системи (2.4) одержимо, що
ck(u) = Θt(k)ck, (t, x) ∈ (0;T0]× Rn,
при деякому фiксованому (не залежному вiд t) вектор-стовпцi ck =
(c1,k, . . . , cm,k)
T . Зважаючи на те, що u ∈ D(AAt) ⊂ Hm
T
, де H =
L2([|0; 2π|]), дiстанемо
|ck(uj)| =
∣∣∣∣ m∑
l=1
θjlt (k)cl,k
∣∣∣∣ ≤ ‖uj‖H , j = 1,m, k ∈ Zn, t ∈ (0;T0],
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або
|Θt(k)ck| ≤ c, k ∈ Zn, t ∈ (0;T0], (2.13)
де c = maxj=1,m{‖uj‖H}, а ‖ · ‖H — норма в просторi H.
Перемноживши почленно нерiвнiсть (2.13) на m|Θ−1(t; k, 0)| i ско-
риставшись очевидною нерiвнiстю
|(bij)mi,j=1(di1)mi=1| ≤ m|(bij)mi,j=1||(di1)mi=1|,
одержимо, що
|ck| ≤ cm|Θ−1(t; k, 0)|, k ∈ Zn, t ∈ (0;T0].
Звiдси вже, враховуючи лему 2.5, а також теорему 1.5, приходимо
до висновку, що формальнi тригонометричнi ряди
∑
k∈Zn cj,ke
i(k,x),
j = 1,m, є елементами з простору G′−→
M
.
Далi, оскiльки u(t, ·) = ∑k∈Zn Θt(k)ckei(k,·), t ∈ (0;T0], — єдиний
розв’язок системи (2.1), який задовольняє початкову умову (2.3), то
f =
∑
k∈Zn cke
i(k,·). Теорему доведено.
Отже, (G′−→
M
)m
T
є, у певному розумiннi, максимальним класом уза-
гальнених 2π — перiодичних початкових даних, у якому коректно
розв’язна (у вказаному сенсi) задача Кошi для системи (2.1).
Тепер наведемо твердження, яке характеризує граничнi значення
розв’язку системи (2.1) при t→ +0 у класi Hm = (L2([|0; 2π|]))m.
Теорема 2.3. Нехай для системи (2.1) виконується умова (2.2), а
u — розв’язок задачi Кошi (2.1), (2.3), побудований за fT ∈ (G′−→
M
)m.
Тодi для того, щоб fT належав до Hm, необхiдно й достатньо, щоб
∃ c > 0 ∀ 0 < t≪ 1 ∀ j = 1,m : ‖uj(t, ·)‖H ≤ c, (2.14)
при цьому завжди u(t, ·)Hm
T
−→
t→+0
f .
Доведення. З виконання умови (2.14), зваживши на структуру розв’-
язку задачi Кошi (2.1), (2.3) (див. теорему 2.1), одержимо, що
‖uj(t, ·)‖2H =
∑
k∈Zn
∣∣∣∣ m∑
l=1
θjlt (k)ck(fl)
∣∣∣∣2 ≤ c2 (∀ t ∈ (0;T0]).
Звiдси, здiйснивши граничний перехiд при t → +0, на пiдставi (2.5)
дiстанемо
‖fj‖2H =
∞∑
k=1
|ck(fj)|2 ≤ c2, j = 1,m,
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тобто fT ∈ Hm.
Навпаки, якщо fT ∈ Hm, то згiдно з наслiдком 2.1, для всiх j =
1,m i t ∈ (0;T0]
‖uj(t, ·)‖2H ≤ c2
∑
k∈Zn
( m∑
l=1
e−tδ(1,
−→
Ω(k))|ck(fl)|
)2
≤ c2
∑
k∈Zn
( m∑
l=1
|ck(fl)|
)2
≤ (cm)2
m∑
l=1
‖fl‖2H < +∞.
Крiм цього,
‖uj(t, ·)− fj‖2H =
∑
k∈Zn
∣∣∣∣( m∑
l=1
θjlt (k)ck(fl)
)
− ck(fj)
∣∣∣∣2
≤
∑
k∈Zn
(∣∣∣∣ m∑
l=1
θjlt (k)ck(fl)
∣∣∣∣+ |ck(fj)|)2
≤ 2
(∑
k∈Zn
∣∣∣∣ m∑
l=1
θjlt (k)ck(fl)
∣∣∣∣2 + ‖fj‖2H)
≤ 2
(
c2
∑
k∈Zn
( m∑
l=1
e−tδ(1,
−→
Ω(k))|ck(fl)|
)2
+ ‖fj‖2H
)
≤ 2
(
(cm)2
( m∑
l=1
‖fl‖2H
)
+ ‖fj‖2H
)
< +∞ (∀ t ∈ (0;T0]).
Отже,
‖uj(t, ·)− fj‖2H =
∑
k∈Zn
∣∣∣∣ m∑
l=1
(
θjlt (k)− δlj
)
ck(fl)
∣∣∣∣2 −→t→+00,
j = 1,m, δlj =
{
1, l = j,
0, l 6= j
(див. умову (2.5)). Теорему доведено.
На завершення зазначимо, що 2π — перiодичнi параболiчнi за Ей-
дельманом системи з неперервними, залежними лише вiд часу кое-
фiцiєнтами, є частковим випадком систем виду (2.1). Для цих систем
виконуються припущення A) та B) при цьому, Ωj(·) = (·)2bj , Mj(·) =
(·)
2bj
2bj−1 , bj ∈ N, j = 1, n, а умова опуклостi (2.2) еквiвалентна умовi
рiвномiрної за t
−→
2b-параболiчностi.
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