To design an optimal fuzzy proportional-integral (PI) controller for brushless DC motor (BLDCM), a random vibration particle swarm optimization (PSO)-gravitational search algorithm (GSA)-based approach is developed in this paper. By introducing a random vibration term, the PSO-GSA, which combines the advantages of PSO and GSA, can obtain more power to exploit the search space around the local minima and/or jump out of the local trapping to explore the whole search space more thoroughly. Several simulation tests are implemented on benchmark functions and confirm the superiority of the proposed PSO-GSA in comparison with PSO and GSA. The developed PSO-GSA is then applied to design an optimal fuzzy PI controller for BLDCM, whose parameters can be optimally selected to obtain better performance. Finally, the performance of the proposed approach can be verified by several simulation and experimental results on BLDCM control.
Introduction
With the rapid development of modern power electronics and modern control theory, brushless DC motor (BLDCM) is widely utilized in various industrial fields due to some of its advantages, such as high power density, superior speed regulation and high reliability, to name but just a few (Ji, Shen, & Xue, 2005; Xia, Zhang, & Wang, 2008) . However, the application of BLDCM is constrained in some circumstances because of the difficulty of precise speed control.
Fuzzy control is a kind of adaptive control methodology based on empirical rules and membership degrees (Gupta & Varsheny, 2013) . By using fuzzy control, the nonlinear object can be controlled based on the expertise rather than the precise mathematical model of the object. Owing to strong robustness to the parameter fluctuation of the system, fuzzy control has been extensively investigated in the control system of BLDCM. For example, a fuzzy PI controller has been designed in Wen and Ma (2016) to achieve real-time speed control of BLDCM, but the initial parameters of the PI controller are still regulated by hand. In Xue, Liu, and Pan (2015) , an adaptive fuzzy proportional-integral-derivative (PID) controller has been proposed to realize a fast and smooth response to the speed regulation of BLDCM, where the parameters of the PID controller are selftuned by a fuzzy controller. However, the domain of the fuzzy controller cannot be regulated adaptively, so that the regulation of the parameters is not precise in the cases with small error. In Ramya, Imtiaz, and Balaji (2016) , a hybrid controller combined with PID controller and self-tuning fuzzy controller has been developed for the control of BLDCM. By hybridizing the two controllers, the control performance of BLDCM can be significantly enhanced, but its implementation is very complicated. In Jing, Wang, and Zhu (2018) , a fuzzy adaptive PID controller has been presented for the control of BLDCM, where the domain of the fuzzy controller can be adaptively altered to obtain a perfect static performance, while the speed fluctuation cannot be well suppressed.
In recent years, many heuristic intelligent optimization algorithms have been applied to the issue of controller design and optimization, including particle swarm optimization (PSO) (Zhao, Song, Zhang, & Xu, 2017) , gravitational search algorithm (GSA) (Precup, David, Periu, Radac, & Preitl, 2014) , genetic algorithm (GA) (Meng & Song, 2007) , ant colony algorithm (Juang, Jeng, & Chang, 2016) , etc. For instance, the quantization factor has been tuned to achieve a better fuzzy PID controller in Zhu, Xue, and Huang (2011) . Nevertheless, the dynamic range of the controller is too large to quickly find the appropriate quantization factor via manual adjustment. In Yang and Wang (2009) , PSO has been employed to optimize the quantization factor of the fuzzy controller.
Though the robustness and stability of the controller can be further improved, it is still likely to trap into local minimum owing to the insufficient exploring ability. In Chen and Zhou (2018) , a fuzzy PID controller based on improved GA has been presented to shorten the step response time and reduce the speed error of the BLDCM system. Although the initial parameters of the PID controller have been optimized, the stability of the BLDCM system should be still further improved.
To handle the problems identified above, a random vibration PSO-GSA algorithm-based approach is presented to design an optimal fuzzy PI controller for BLDCM. By combining the global exploring ability of PSO with the local exploiting ability of GSA as well as a term of random vibration, the proposed PSO-GSA algorithm performs an excellent optimum searching ability on the parameter optimization problem of the fuzzy PI controller. The main contributions of this paper can be summarized from the following aspects. (1) A new scheme with random vibration is presented for the PSO-GSA algorithm, whose superiority can be verified by some simulation experiments on benchmark functions. (2) The developed PSO-GSA algorithm is employed to design a fuzzy PI controller for BLDCM, whose parameters can be optimally selected to obtain better performance in simulation. (3) Some experiments are carried out on the BLDCM experiment system and can further confirm the performance of the proposed approach.
The remainder of the current paper can be outlined as follows. In Section 2, the mathematical model of the BLDCM system is presented for the following controller design. Section 3 describes the proposed PSO-GSA algorithm in detail, as well as its superiority on several famous benchmark functions in comparison with PSO and GSA. In Section 4, the developed PSO-GSA is applied to the design of fuzzy PI controller for BLDCM, whose advantages are verified by simulation and experiment. Finally, the paper is concluded in Section 5 and some future works are also provided.
Mathematical model of the BLDCM system
Assume that the parameters of stator windings are equivalent and constant on each phase. As shown in Figure 1 , the voltage equations of BLDCM can be expressed as follows (Xia et al., 2008) : where u x , i x and e x (x = a, b, c) indicate, respectively, the voltage, current and e.m.f. of three-phase windings; R and L denote the resistance and self-inductance of the windings on each phase; M is the mutual inductance between any two windings; and n is the reference point of electric potential. For simplicity, the terms of L−M in above equations are uniformly represented by L M , so the voltage equations of BLDCM can be rewritten as
PSO-GSA algorithm

Particle swarm optimization
PSO is a kind of swarm optimization algorithm proposed by Kennedy and Eberhart to simulate the foraging behaviour of bird flocking (Song, Wang, & Zou, 2017; Zeng et al., 2014) . In PSO, a large number of particles fly randomly in the search space to explore the optimum, where every particle in the swarm can be taken as a candidate optimal solution of certain optimization problem. For the ith particle, its velocity and position can be updated according to the following equations:
where v t i and x t i indicate, respectively, the D-dimensional vectors of velocity and position in the tth iteration; w is an inertia weight of the current velocity; c 1 and c 2 are usually called cognitive and social parameters, respectively; r 1i and r 2i denote two random numbers uniformly distributed on [0, 1]; and Pb i and Gb stand for the historical best solution of the ith particle and the historical best solution of the whole swarm till the current iteration, respectively (Zeng et al., 2018 (Zeng et al., , 2019 .
It is worth noting that PSO has a strong global exploring ability, which benefits from the memorized global best solution and its sharing with the particles in the swarm. However, PSO is usually subjected to its insufficient local exploiting ability, which would sometimes lead to the issue of local trapping and premature convergence.
Gravitational search algorithm
GSA is a kind of swarm optimization algorithm to seek for the optimum solution using the movement of particles based on the law of gravitation (Rashedi, Nezamabadi, & Saryazdi, 2009 ). In GSA, the velocity and position of the particles are updated in accordance with the resultant force, acceleration and gravitational constant of each particle, which can be regarded as a potential solution of the problem to be solved.
For the ith particle, its velocity and position vectors can be updated according to the following equations:
where v t i and x t i indicate, respectively, the D-dimensional vectors of velocity and position in the tth iteration; r i is a random number uniformly distributed on [0, 1] and a t i denotes the acceleration vector of the ith particle in the current iteration, where the dth dimension of a t i can be calculated as
where M t i denotes the inertia mass of the ith particle in the current iteration and can be computed as
where m t i is a normalized fitness value of the ith particle, which is defined as
where fit t i indicates the fitness value of the ith particle in the current iteration, W t f and B t f represent, respectively, the worst and best fitness values of the swarm in the current iteration; F t id denotes the resultant force of the dth dimension of the ith particle and can be calculated as
where F t ijd indicates the dth dimension of the gravitational force between the ith particle and the jth particle; G t is the gravitational constant of the current iteration, which can be defined as
where G 0 and α represent, respectively, the initial value of gravitational constant and the attenuation parameter of gravitational constant; T denotes the maximum iteration; R t ij indicates the Euclidean distance between the ith and jth particles, and ε is a constant with small value.
In GSA, the particles will be attracted and moved towards the particle with greater inertia mass according to the law of gravitation. Thus, the search space around the optimum solution can be thoroughly exploited in the iteration process. Nevertheless, GSA may suffer from its deficiency of global exploring ability, which makes it difficult to jump out the local minima. Besides, the information of historical optimum solution is not fully utilized in the search process.
PSO-GSA algorithm
To overcome the drawbacks of PSO and GSA mentioned above, a random vibration PSO-GSA algorithm, which not only combines the advantages of PSO and GSA but also can obtain power from random vibration, is developed in this paper. By combining the global exploring ability of PSO with the local exploiting ability of GSA, the PSO-GSA algorithm can not only jump out of the local minima but also explore the search space more thoroughly. Besides, the performance of the algorithm can also be significantly promoted by introducing the random vibration into the updating equations, which can be expressed as follows:
where r i3 is a random vibration uniformly distributed on [0, 0.1] for the velocity updating function, and other variables and parameters can be explained as mentioned above. The algorithm flowchart of PSO-GSA is completely depicted in Figure 2 .
To test the superiority of PSO-GSA to PSO and GSA, a few simulation experiments have been implemented upon some commonly used benchmark functions in this paper. The benchmark functions are formulated as Equations (19)-(22) (Yao, Liu, & Lin, 1999) , all of them are some typical evaluation functions whose solutions are difficult to achieve. The configuration of these functions has been demonstrated in Table 1 , where the columns of the table present, respectively, the dimension, range of dimension and theoretical optimum fitness value of each benchmark function. In the simulation experiments, the size of swarm is set as 50, and the maximum iteration is taken as 1000 for all algorithms. For some specific parameters, we take w = 0.6, c 1 = 2 and c 2 = 0.6 for PSO, G 0 = 100 and α = 20 for GSA, and w = 0.3, c 1 = 0.5, c 2 = 1.5, G 0 = 1 and α = 20 for PSO-GSA. The fitness values of the benchmark functions are shown in Figures 3-6 , in which the variation of the fitness values has been clearly demonstrated via diverse colour and line styles. It is worth noting that the PSO-GSA can outperform PSO and GSA on both achievable optimum and convergence speed. For example, the obtained optimum of PSO-GSA is much better than the ones of PSO and GSA on the benchmark function f 1 (x) and f 2 (x) as shown in Figures 3 and 4 . Meanwhile, the convergence speed of PSO-GSA is faster than the ones of its ancestors on the benchmark function f 3 (x) and f 4 (x) as shown in Figures 5 and 6 . In the next section, the developed PSO-GSA algorithm will be employed to design a fuzzy PI controller for BLDCM.
Remark 3.1: Note that the superiority of PSO-GSA is resulted in not only the combination of PSO and GSA but also the random vibration in the velocity updating function. By adding the random vibration of velocity, PSO-GSA can acquire more power to exploit the search space around the local minima and/or jump out of the local trapping to explore the whole search space more thoroughly. Thus, PSO-GSA can obtain a better optimum solution though the random vibration may lead to a slightly slow convergence speed sometimes.
Remark 3.2:
It should be noted that there are a great amount of variants for PSO and GSA in the current literature. For simplicity, the PSO-GSA algorithm in this paper is developed based on the basic PSO and GSA algorithms and outperform its ancestors. Predictably, the scheme of PSO-GSA can be transplanted to the PSO-GSA algorithm based on improved PSO and GSA, and could also achieve superior performances.
Fuzzy PI controller design
Preliminary of fuzzy PI controller
In the design of the fuzzy PI controller, the error and error change-rate of the system are first fuzzified according to their membership functions. Then, the membership degree is determined for the gain variations K p and K i of the PI controller via the fuzzy reasoning. Furthermore, the defuzzified K p and K i are used to regulate the proportional and integral gains of the PI controller.
The structure of the fuzzy PI controller can be described as shown in Figure 7 , where K e and K ec indicate the error and error change-rate quantization factors, and K u = [K up , K ui ] T denotes the vector of scale factor for K p and K i . The membership functions are shown in Figures 8 and 9 , respectively, for error (E) and error change-rate (EC) as well as K p and K i . In this paper, seven linguistic values are adopted for the fuzzy reasoning rules, i.e. NL (negative large), NM (negative medium), NS (negative small), Z (zero), PS (positive small), PM (positive medium) and PL (positive large). Based on a large number of simulation experiments, the fuzzy reasoning rules listed in Tables 2 and 3 are adopted for K p and K i , whose corresponding fuzzy control surfaces are illustrated in Figures 10 and 11 . 
PSO-GSA-based fuzzy PI controller optimization
Now, we are in the position to describe the design of the PSO-GSA-based fuzzy PI controller, whose structure has been sketched as shown in Figure 12 , where the variables and parameters can be explained as mentioned above.
Denote u = [ K p , K i ] T , then the output of the fuzzy regulator can be expressed as follows: where the nonlinear function f (·) represents the operation of the fuzzy controller. It is obvious that the performance of the fuzzy PI controller can be promoted if the controller parameters (i.e. K p , K i , K e , K ec and K u ) are optimally selected. Hence, the issue of fuzzy PI controller design can be formulated as a parameter optimization problem to minimize the following performance optimization criterion:
where K = [K p , K i , K e , K ec , K up , K ui ] T denotes the parameter vector to be optimized; T s indicates the stop time of the optimization; and e(t) = r(t) − y(t) is the error between the input and output of the system. In the following section, the developed PSO-GSA algorithm is applied to seek for the optimal solution of the controller parameter optimization problem, and its superiority can be demonstrated by the simulation and experimental results.
Simulation and experiment
In this section, the proposed PSO-GSA algorithm is applied to design the fuzzy PI controller based on MATLAB/Simulink for BLDCM, whose parameters are as follows: R = 0.9 for resistance and L = 0.25 mH for selfinductance both on each phase of stator windings; J = 0.008 kg · m for moment of inertia; p = 4 for number of pole pairs. In the simulation, the BLDCM system is powered by 500 V DC power and started with an initial load of 3 N · m. After that, a sudden load of 2 N · m is added at the time of 0.05 s. The step responses have been illustrated in Figure 13 for three controllers, i.e. PI controller, fuzzy PI controller and PSO-GSA-based fuzzy PI controller, which are depicted, respectively, by diverse colour and line styles. It is apparent that the PSO-GSA-based fuzzy PI controller has faster response and smaller overshoot than PI and fuzzy PI controllers. The responses of a sudden load are demonstrated in Figure 14 for three controllers, and the performance of PSO-GSA-based fuzzy PI controller is still superior to other ones.
To further verify the performance of the PSO-GSAbased fuzzy PI controller, some experiments are carried out on the BLDCM experiment system as shown in Figure 15 , where the parameters of the BLDCM are as follows: 12 V DC rated voltage, 0.55 A rated current, 0.15 A no-load current, 4 for number of pole pairs and 9550 r/min for maximum no-load speed. Figures 16 Figure 15 . BLDCM experiment system. and 17 demonstrate, respectively, the speed control results of PI controller and PSO-GSA-based fuzzy PI controller with blue lines, and the red lines in these figures are speed setting of BLDCM. It can be found that the effectiveness and superiority can also be verified by practical BLDCM experiment.
Conclusion
In this paper, a random vibration PSO-GSA-based approach has been presented to design the fuzzy PI controller for BLDCM. The proposed PSO-GSA can outperform PSO and GSA on several benchmark functions and obviously enhance the performance of the fuzzy PI controller by optimizing its parameters. Several simulations and experiments have been implemented based on MATLAB/Simulink and BLDCM experiment system to verify the superiority of the developed approach.
In the future work, we will focus on (1) how to design the fractional fuzzy PID controller based on the developed approach (Wang, Song, Kang, & Xu, 2018; Xu, Song, Cao, & Xiao, 2019) and (2) how to extend the proposed PSO-GSA algorithm to other optimization fields (Liu, Wang, & Zhou, 2018; Zou, Wang, Han, & Zhou, 2019) .
