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QUANTITATIVE BORELL-BRASCAMP-LIEB INEQUALITIES
FOR POWER CONCAVE FUNCTIONS (AND SOME
APPLICATIONS)
DARIA GHILLI AND PAOLO SALANI
Abstract. We strengthen, in two different ways, the so called Borell-Brascamp-
Lieb inequality in the class of power concave functions. As examples of appli-
cations we obtain two quantitative versions of the Brunn-Minkowski inequality
and of the Urysohn inequality for torsional rigidity.
1. Introduction
Throughout the paper u0 and u1 will be real non-negative bounded functions
belonging to L1(Rn) (n ≥ 1) with compact supports Ω0 and Ω1 respectively. To
avoid triviality, we will assume that
Ii =
∫
Rn
ui dx > 0 for i = 0, 1 .
For λ ∈ (0, 1), denote by Ωλ the Minkowski convex combination (with coefficient
λ) of Ω0 and Ω1, that is
Ωλ = (1− λ)Ω0 + λΩ1 = {(1− λ)x0 + λx1 : x0 ∈ Ω0, x1 ∈ Ω1}.
The aim of this paper is to prove some refinements of the so-called Borell-Brascamp-
Lieb inequality (BBL inequality below) for power concave functions (with compact
support). Then let us first recall the BBL inequality.
Theorem 1.1 (BBL inequality). Let 0 < λ < 1,− 1n ≤ p ≤ ∞, 0 ≤ h ∈ L
1(Rn)
and assume the following holds
(1) h((1− λ)x + λy) ≥Mp(u0(x), u1(y), λ)
for every x ∈ Ω0, y ∈ Ω1. Then
(2)
∫
Ωλ
h(x) dx ≥M p
np+1
(I0, I1, λ) .
Here the number p/(np + 1) has to be interpreted in the obvious way in the
extremal case, i.e. it is equal to −∞ when p = −1/n and to 1/n when p = ∞,
while for q ∈ [−∞,+∞] and µ ∈ (0, 1) the quantity Mq(a, b, µ) represents the
(µ-weighted) q-mean of two non-negative numbers a and b, which is defined as
follows:
(3) Mq(a, b;µ) =


max{a, b} q = +∞
[(1− µ)aq + µbq]
1
q if 0 6= q ∈ R and ab > 0
a1−µbµ if q = 0
min{a, b} q = −∞
0 when q ∈ R and ab = 0 .
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The BBL inequality was first proved in a slightly different form for p > 0 by
Henstock and Macbeath (with n = 1) in [32] and by Dinghas in [20]. In its generality
it is stated and proved by Brascamp and Lieb in [10] and by Borell in [2]. The case
p = 0 was previously proved by Pre´kopa [40] and Leindler [38] (and rediscovered by
Brascamp and Lieb in [9]) and it is usually known as the Pre´kopa-Leindler inequality
(PL inequality in the following). Noticeably, the PL inequality can be considered
a functional form of the Brunn-Minkowski inequality (see §2.3 and refer to [26]
for details) and the same could be said for the BBL inequality for every p. The
equality conditions of BBL inequalities are discussed in [21], while the investigation
of stability questions for the PL inequality has been recently started by Ball and
Bo¨ro¨czky in [5, 6] and new related results are in [11]. Notice that all these three
just mentioned papers deal with L1 distance between the involved functions.
Our main results are a stability result for the BBL inequality (which we will state
in §4, see Theorem 4.1) and some consequent ”quantitative” versions of Theorem
1.1 which apply when u0 and u1 are non-negative power concave functions and
p > 0. With the adjective ”quantitative”, we mean that we strengthen (2) in
terms of some distance between the functions u0 and u1, precisely in terms of some
distance between their support sets Ω0 and Ω1.
Our first result of this kind is indeed written in terms of the Hausdorff dis-
tance between (two suitable homothetic copies of) Ω0 and Ω1. We recall that the
Hausdorff distance H(K,L) between two sets K,L ⊆ Rn is defined as follows:
H(K,L) := inf{r ≥ 0 : K ⊆ L+ rBn, K ⊆ L+ rBn} ,
where Bn = {x ∈ R
n : |x| < 1} is the (open) unit ball in Rn. Then we set
(4) H0(K,L) = H(τ0K, τ1L),
where τ1, τ0 are two homotheties (i.e. translation plus dilation) such that |τ0K| =
|τ1L| = 1 and such that the centroids of τ0K and τ1L coincide.
We also recall that a function u ≥ 0 is said p-concave for some p ∈ [−∞,+∞] if
u((1− λ)x + λy) ≥Mp(u(x), u(y);λ)
for all x, y ∈ Rn and λ ∈ (0, 1) (see §2.4 for more details).
Now we are ready to state the following.
Theorem 1.2. In the same assumptions and notation of Theorem 1.1, assume
furthermore that p > 0 and
(5) u0 and u1 are p-concave functions
(with convex compact supports Ω0 and Ω1 respectively). Then, if H0(Ω0,Ω1) is
small enough, it holds
(6)
∫
Ωλ
h(x) dx ≥M p
np+1
(I0, I1, λ) + β H0(Ω0,Ω1)
(n+1)(p+1)
p
where β is a constant depending only on n, λ, p, I0, I1 and the diameters and the
measures of Ω0 and Ω1.
Another quantitative versions of the BBL inequality can be written in terms of
the relative asymmetry of Ω0 and Ω1; we recall that the relative asymmetry of two
sets K and L is defined as follows
(7) A(K,L) := inf
x∈Rn
{
|K∆(x+ λL)|
|K|
, λ =
(
|K|
|L|
) 1
n
}
,
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where, for Ω ⊆ Rn, |Ω| denotes its Lebesgue measure, while ∆ denotes the operation
of symmetric difference, i.e. Ω∆B = (Ω \B) ∪ (B \ Ω).
Theorem 1.3. In the same assumptions and notation of Theorem 1.2, if A(Ω0,Ω1)
is small enough it holds
(8)
∫
Ωλ
h(x) dx ≥M p
np+1
(I0, I1, λ) + δ A(Ω0,Ω1)
2(p+1)
p ,
where δ is a constant depending only on n, λ, p, I0, I1 and on the measures of Ω0
and Ω1.
Remark 1. Throughout the paper we consider only compactly supported func-
tions, while BBL inequality holds also when the involved functions are not com-
pactly supported. On the other hand, we are considering only L1(Rn) non-negative
p-concave functions with p > 0 (see the next remark for comments about this) and
they need to have compact support.
Moreover, even without the restriction of power concavity, this is the only mean-
ingful case of BBL for p > 0. Indeed, when at least one among u0 and u1 has
support of infinite measure, the BBL inequality is trivial, since in such a case the
left hand side (i.e.
∫
h) must diverge, as it is easily seen: assume |Ω0| = +∞ and
u1 does not identically vanish, say there exists x1 such that u1(x1) = ǫ > 0; then
we have h(x) ≥ λ
1
p ǫ for x ∈ (1− λ)Ω0 + λx1.
Remark 2. Although all the existing stability results for PL inequality (to our
knowledge) are proved assuming some suitable concavity property of the involved
functions, see [5, 6, 11], the authors of that papers suggest the possibility that their
results may still be valid without such assumptions. And we agree with them. On
the other hand, as it can be easily seen, in our results the p-concavity assumption
is essential, since they are written in terms of a distance between the support sets
of u0 and u1. Without such an assumption, one could wildly modify the support
sets Ω0 and Ω1 (and their distance, whatever you choose) without affecting the L
1
distance between the involved functions.
Remark 3. We can provide explicit (but not optimal) estimates for the constants
β and δ in Theorem 1.2 and Theorem 1.3. To this aim and for further use, it is
convenient to introduce the following notation:
di = d(Ωi) = diameter of Ωi , νi = |Ωi|
1/n for i = 0, 1 ,
d˜ = max
{
d0
ν0
,
d1
ν1
}
, M = max{ν0, ν1} , m = min{ν0, ν1} ,
Li = max
Ωi
ui for i = 0, 1, Lλ =Mp(L0, L1, λ) .
Then (6) holds with
β =
[
γn
(
M
m
1√
λ(1− λ)
+ 2
)
d˜
]− (p+1)(n+1)
p [
2
(
n+M p
np+1
(I0, I1;λ)
−1
)]−p+1
p
,
where
(9) γn =
(
1 +
1
3 · 213
)
3
n−1
n 2
n+2
n+1n < 6.00025n.
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Similarly, we can observe that (8) holds with
δ =

 m (1− 2−1/n)3
1812 n13 ΛM
(
n+M p
np+1
(I0, I1;λ)−1
)


p+1
p
,
where Λ = max{λ/(1− λ), (1 − λ)/λ}.
Remark 4. Theorem 1.2 states that (6) holds if H0(Ω0,Ω1) is small enough; this
precisely means
H0(Ω0,Ω1) < (2n)
− 1
n+1β−
p
(n+1)(p+1) .
To avoid this request, we could write (6) as follows:∫
Ωλ
h(x) dx ≥M p
np+1
(∫
Ω0
u0(x) dx,
∫
Ω1
u1(x) dx, λ
)
+min
{
B, βH0(Ω0,Ω1)
(n+1)(p+1)
p
}
where
(10) B =
(
1
2n
) p+1
p
.
A similar remark can be made for Theorem 1.3. In particular (8) holds when
A(Ω0,Ω1) < (2n)
− 12 δ−
p
2(p+1) ,
but we could remove any limitation on the size of A(Ω0,Ω1) and write∫
Ωλ
h(x) dx ≥M p
np+1
(∫
Ω0
u0(x) dx,
∫
Ω1
u1(x) dx, λ
)
+min
{
B, δA(Ω0,Ω1)
2(p+1)
p
}
where B is defined in (10).
Remark 5. As it is apparent from the previous remarks, the estimates in Theo-
rem 1.2 and Theorem 1.3 deteriorate quickly as the dimension increases; the same
feature is shared by most of the known stability estimates for the Brunn-Minkowski
inequality. We notice however that R. Eldan and B. Klartag [22] recently made a
new step towards a dimension-sensitive theory for the Brunn-Minkowski inequality,
giving rise to the possibility that the stability actually improves as the dimension
increases.
The crucial part in the proofs of Theorem 1.2 and Theorem 1.3 relies on an
estimate of the measures of the supports sets of the involved functions; this estimate
is contained in Theorem 4.1 (which can be in fact considered the main result of this
paper). There we prove that if we are close to equality in (2), then the measure of
(1 − λ)Ω0 + λΩ1 is close to M1/n(|Ω0|, |Ω1|, λ). Therefore we can apply different
quantitative versions of the classical Brunn-Minkowski inequality (namely [29] and
[24]) to get Theorem 1.2, and Theorem 1.3. We notice also that further recent
stability/quantitative results for the Brunn-Minkowski inequality are contained in
[14, 15, 22, 23]. A combination of these with Theorem 4.1 would lead to further
stability/quantitative theorems for the BBL inequality, whose statements we leave
to the reader; instead we are going to exploit the results of these papers to improve
our results in a forthcoming paper [28], based on a different technique.
As consequences of the above described results, we can derive interesting quan-
titative versions of some Brunn-Minkoski and Urysohn type inequalities for func-
tionals that can be written in terms of the solutions of suitable elliptic boundary
QUANTITATIVE BBL INEQUALITIES WITH APPLICATIONS 5
value problems (and this is in fact the original reason for we tackled the stability
of the BBL inequality).
For the sake of simplicity and clearness of exposition, as a toy model we will
analyze in detail the torsion problem, that is
(11)
{
∆u = −2 in Ω,
u = 0 on ∂Ω.
We recall that the torsional rigidity τ(Ω) of Ω si defined as follows (we refer to §6
for further details)
(12)
1
τ(Ω)
= inf
{∫
Ω|Dw|
2 dx
(
∫
Ω
|w| dx)2
: w ∈ W 1,20 (Ω),
∫
Ω
|w| dx > 0
}
and that in general, when a solution u to problem (11) exists, we have
τ(Ω) =
(
∫
Ω
|u| dx)2∫
Ω|Du|
2 dx
=
∫
Ω
u dx .
Borell [4] proved the following Brunn-Minkowski inequality for the torsional rigidity
of convex bodies (i.e. compact convex sets with non-empty interior):
(13) τ(Ωλ) ≥M 1
n+2
(τ(Ω0), τ(Ω1), λ) ,
where
Ωλ = (1− λ)Ω0 + λΩ1 .
Equality holds in (13) if and only if Ω0 and Ω1 coincide up to a homothety (see
[16]).
Now we can refine this inequality as follows.
Theorem 1.4. Let Ω0 and Ω1 be open bounded convex sets in R
n, λ ∈ (0, 1) and
Ωλ = (1− λ)Ω0 + λΩ1. Then the following strengthened versions of (13) hold:
(14) τ(Ωλ) ≥M 1
n+2
(τ(Ω0), τ(Ω1), λ) + β H0(Ω0,Ω1)
3(n+1) ,
(15) τ(Ωλ) ≥M 1
n+2
(τ(Ω0), τ(Ω1), λ) + δ A(Ω0,Ω1)
6 ,
where β and δ are as in Remark 3 with p = 1/2 (and Ii = τ(Ωi) for i = 0, 1).
The proof of Theorem 1.4, which follows almost straightforward from Theorem
1.2 and Theorem 1.3, will be presented in §6. Related results can be found in [11],
see in particular Proposition 4.1 therein.
Furthermore, existing literature (see [8, Remark 6.1] and [12, Proposition 4.1])
shows that it is possible to use (13) to obtain the following Urysohn’s type inequality
for the torsional rigidity
(16) τ(Ω) ≤ τ(Ω♯) for every convex set Ω ,
which can be rephrased as follows: among convex sets with given mean width, the
torsional rigidity is maximized by balls.
The content of the next theorem (which will be proved in §6) amounts to two
quantitative versions of (16), one in terms of the Hausdorff distance of Ω from Ω♯
and another one in terms of the relative asymmetry of Ω, as applications respectively
of Theorem 1.2 and Theorem 1.3.
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Theorem 1.5. Let Ω be an open bounded convex subset of Rn, n ≥ 2 with centroid
in the origin. Let Ω♯ be the ball with the same mean-width of Ω with center in the
origin. Then the following hold
(17) τ(Ω♯) ≥ τ(Ω)
(
1 + µH3(n+1)
)
,
(18) τ(Ω♯) ≥ τ(Ω)
(
1 + νA6
)
,
where H = H(Ω,Ω♯) and A = max{A(Ω,Ωρ) : ρ any rotation in R
n} are small
enough, µ and ν are constants, the former depending on n, τ(Ω) and the diameter
of Ω, the latter depending only on n and τ(Ω).
For explicit expressions (but not the optimal values) of the constants µ and ν
involved in the previous theorem, see (63) and (65).
We remark again that results similar to Theorem 1.4 and Theorem 1.5 could
be obtained for many other functionals with similar properties as τ and satisfying
suitable Brunn-Minkowski inequalities (some examples are suggested in §6). Fur-
thermore we will see in §7 some general results regarding the stability of some kind
of convolution between power concave functions and of the so called mean width
rearrangements, a new kind of rearrangement recently introduced by the second au-
thor in [45]. The results of §7 in fact include most of the examples we can manage
with this method.
Remark 6. Looking at the proof of Theorem 1.2, one can understand that the
same argument can be applied to any level set of the involved functions. Then we
could possibly write stability results for the BBL inequality in terms of some Lq
distance of u0 and u1. On the other hand, for applications like Theorem 1.4 and
Theorem 1.5, it is natural to consider some distance between the supports better
than some distance between the functions.
Remark 7. We finally announce that, in a forthcoming paper [28], we will use a
completely different technique to strengthen the results of this paper and obtain
a sort of L∞ stability for the BBL inequality in the case 0 < p ∈ Q (without the
p-concavity assumption for the involved functions). In [28] we will exploit some
results and techniques from [1, 36] in combination with recent stability results for
the BM inequality that does not always require the convexity of the involved sets
(see [14, 15, 23]).
The paper is organized as follows. In §2 we introduce some notation and recall
some useful known results. In §3 we give a proof of Theorem 1.1 (in the case
p ∈ (0,∞)) whose argument will be useful for the proof of Theorem 4.1. §4 is
devoted to Theorem 4.1, while the proofs of Theorem 1.2 and Theorem 1.3 are
presented in §5. In §6 we give some applications and prove Theorem 1.4 and
Theorem 1.5. In§7 weinvestigate the stability of p-Minkowski convolutions and
mean width rearrangements, obtaining Theorem 7.4 and Theorem 7.7.
Acknowledgements. The work of the second author has been partially sup-
ported by GNAMPA - INDAM and by the FIR2013 project ”Aspetti geometrici e
qualitativi di EDP” (Geometrical and Qualitative aspects of PDE).
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2. Notation and preliminaries
2.1. Means of non-negative numbers. We have already given the definition
of p-mean of two non-negative numbers in the Introduction. Here we just recall
few useful facts and refer to [30] and [13] for more details. Clearly Mp(a, b;λ) is
not-decreasing with respect to a and b for every p and every λ. Moreover a simple
consequence of Jensen’s inequality is the monotonicity of p-means with respect to
p, i.e.
(19) Mp(a, b;µ) ≤Mq(a, b;µ) if p ≤ q.
We also notice that for every µ ∈ (0, 1) it holds
lim
p→∞
Mp(a, b;µ) = max{a, b} and lim
p→−∞
Mp(a, b;µ) = min{a, b}.
Finally we recall the following technical lemma (for a proof, refer to [26]):
Lemma 2.1. Let 0 < λ < 1 and a, b, c, d be nonnegative numbers. If p + q > 0,
then
Mp(a, b, λ)Mq(c, d, λ) ≥Ms(ac, bd, λ)
where s = pqp+q . The same is true with s = 0 if p = q = 0.
2.2. Convex bodies and convex functions. Throughout the paper Ω and K,
possibly with subscripts, will be bounded convex sets, most often the former open,
while the latter a convex body, that is a compact convex set with non-empty interior.
We denote by Kn0 the class of convex bodies in R
n.
Next we recall some classical notions of convex geometry, for further details see
[46]. Let L ⊂ Rn be a convex set, p ∈ Rn \ {0} and α ∈ R; we set
Hp,α = {x ∈ R
n : 〈x, p〉 = α} and H−p,α = {x ∈ R
n : 〈x, p〉 ≤ α} .
We say that p is an exterior normal vector of L at x0 if x0 ∈ L∩Hp,α and L ⊆ H
−
p,α;
in such a case, we also say that the hyperplane Hp,α is a support hyperplane and
that H−p,α is a supporting halfspace (with exterior normal vector p) of L.
The support function of L is defined in the following way:
h(L, x) = sup{〈x, y〉 : y ∈ L}, x ∈ Rn.
If K ∈ Kn0 , the latter supremum is in fact a maximum and we can write:
h(K,x) = max{〈x, y〉 : y ∈ K}, x ∈ Rn.
For any unit vector ξ ∈ Sn−1, h(K, ξ) represents the signed distance from the origin
of the support plane to K with exterior normal vector ξ. The support function
satisfies the following properties:
(i) h(K,λx) = λh(K,x) ∀λ ≥ 0.
(ii) h(K,x+ y) ≤ h(K,x) + h(K, y).
In fact, the latter properties characterize support functions in the following sense:
if f : Rn → R is a function that satisfies (i) and (ii), then there is one (and only
one) convex body with support function equal to f .
Other useful properties of the support function are the following: let K,K1,K2 ∈
Kn0 , then
(iii) h(K + x0, ·) = h(K, ·) + 〈x0, ·〉 ∀x0 ∈ R
n;
(iv) h(λK, ·) = λh(K, ·) ∀λ ≥ 0;
(v) h(K1 +K2, ·) = h(K1, ·) + h(K2, ·).
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(vi) h(K1, ·) ≤ h(K2, ·) if and only if K1 ⊆ K2.
If K ∈ Kn0 the number
w(K, ξ) = h(K, ξ) + h(K,−ξ), ξ ∈ Sn−1
is the width of K in the direction ξ, that is the distance between the two support
hyperplanes of K orthogonal to ξ. The maximum of the width function
d(K) = max{w(K, ξ)|ξ ∈ Sn−1}
is the diameter of K.
The mean width of K is the average of the width of K over all ξ ∈ Sn−1, that is
w(K) =
1
nωn
∫
Sn−1
w(K, ξ) dξ =
2
nωn
∫
Sn−1
h(K, ξ) dξ .
Urysohn’s inequality states
(20) |K| ≤ ωn
(
w(K)
2
)n
,
equality holding if and only if K is a ball.
2.3. The Brunn-Minkowski inequality. As already mentioned in the introduc-
tion, the original form of the Brunn–Minkowski inequality involves volumes of con-
vex bodies and states that V 1/n is a concave function with respect to Minkowski ad-
dition, where V(·) denotes the n-dimensional Lebesgue measure and the Minkowski
addition of convex sets is defined as follows:
A+B = {x+ y | x ∈ A, y ∈ B}
In particular, let λ ∈ [0, 1] and let Ω0 and Ω1 be convex subsets of R
n; we define
their Minkowski linear combination Ωλ as
(21) Ωλ = (1− λ)Ω0 + λΩ1 = {(1 − λ)x0 + λx1 : xi ∈ Ωi , i = 0, 1} .
With this notation, the classical Brunn-Minkowski inequality reads
(22) V(Kλ)
1
n ≥ (1− λ)V(K0)
1
n + λV(K1)
1
n
for K0,K1 ∈ K
n
0 and λ ∈ [0, 1] and it can be also written in the following equivalent
multiplicative form
V (Kλ) ≥ V (K0)
1−λV (K1)
λ .
As it is well known, the Brunn-Minkowski inequality and the PL inequality are
equivalent (notice that the way from the latter to the former is almost straight-
forward by taking u0 = χK0 , u1 = χK1 and h = χKλ , where χA represents the
characteristic function of the set A).
Inequality (22) is one of the fundamental results in the theory of convex bodies
and several other important inequalities, e.g. the isoperimetric inequality, can be
deduced from it. It can be extended to measurable sets and it holds also, with the
right exponents, for the other quermassintegrals. We refer the interested reader
to [46] and to the survey paper [26] for this topic; see also [36, 19]. It is also
interesting to notice that analogues of (22) hold for many variational functionals,
see for instance [3, 4, 8, 10, 16, 17, 18, 31, 43, 44].
We recall two quantitative versions of (22) which will be used later.
The first proposition is due to Groemer [29].
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Proposition 2.2. Let K0,K1 ∈ K
n
0 , n ≥ 2, λ ∈ (0, 1) and let
Kλ = (1− λ)K0 + λK1.
Set νi = |Ki|
1
n . Let d˜ = max{ d(K0)ν0 ;
d(K1)
ν1
} andM = max{ν0, ν1},m = min{ν0, ν1}.
Then
|Kλ| ≥ M 1
n
(|K0|, |K1|, λ)
(
1 + ωH0(K0,K1)
(n+1)
)
where
ω =
(
γn
(
M
m
1√
λ(1 − λ)
+ 2
)
d˜
)−(n+1)
,
H0 is defined as in (4) and
γn = (1 +
1
3
2−13)3
n−1
n 2
n+2
n+1n < 6.00025n.
The second proposition is due to Figalli, Maggi, Pratelli [24, 25].
Proposition 2.3. Let K0,K1 ∈ K
n
0 , λ ∈ (0, 1) and let
Kλ = (1− λ)K0 + λK1.
Then
|Kλ| ≥ M 1
n
(|K0|, |K1|, λ)
(
1 +
nm
ΛM
(
A(K0,K1)
θn
)2)
,
where A(K0,K1) is defined in (7), m and M are defined as in the previous theorem,
Λ = max{λ/(1−λ), (1−λ)/λ} and θn is a constant depending on n with polynomial
growth. In particular
θn ≤
362n7
(2 − 2
n−1
n )
3
2
.
We further recall that a very recent stability result for the Brunn-Minkowski
inequality by Figalli and Jerison is contained in [23] and previous results have been
obtained by M. Christ in [14, 15].
2.4. Power concave functions. Let Ω be a convex set in Rn and p ∈ [−∞,∞].
A nonnegative function u defined in Ω is said p -concave if
u((1− λ)x + λy) ≥Mp(u(x), u(y);λ)
for all x, y ∈ Ω and λ ∈ (0, 1). In the cases p = 0 and p = −∞, u is also said
log-concave and quasi-concave in Ω, respectively. In other words, a non-negative
function u, with convex support Ω, is p-concave if:
- it is a non-negative constant in Ω, for p = +∞;
- up is concave in Ω, for p > 0;
- log u is concave in Ω, for p = 0;
- up is convex in Ω, for p < 0;
- it is quasi-concave, i.e. all of its superlevel sets are convex, for p = −∞.
Notice that p = 1 corresponds to usual concavity. Notice also that from (19) it
follows that if u is p -concave, then u is q -concave for every q ≤ p (this in particular
means that quasi-concavity is the weakest concavity property one can imagine).
The solutions of elliptic Dirichlet problems in convex domains are often power
concave. Two famous results state for instance that the first positive eigenfunction
of the Laplace operator in a convex domain is log-concave [9] and that the square
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root of the solution to the torsion problem in a convex domain is concave [34, 35, 37].
For recent results and updated references (in the elliptic and parabolic cases), see
for instance [7, 33].
The concavity properties of a function u can be expressed in terms of its level
sets. Precisely it is easily seen that a function u is concave if and only if
{u ≥ (1− λ)t0 + λt1} ⊇ (1− λ){u ≥ t0}+ λ{u ≥ t1}
for every t0, t1 ∈ R and every λ ∈ (0, 1).
More generally, we have the following characterization of power concave func-
tions, which easily follows from the above property.
Proposition 2.4. A non-negative function u is p-concave in a convex domain Ω
for some p ∈ [−∞,+∞) if and only if
{x ∈ Ω : u(x) ≥Mp(t0, t1, λ)} ⊇ (1−λ){x ∈ Ω : u(x) ≥ t0}+λ{x ∈ Ω : u(x) ≥ t1}
for every t0, t1 ≥ 0 and every λ ∈ (0, 1).
Let µ be the distribution function of u, i.e.
(23) µ(t) = |{u ≥ t}|.
Then, as a direct consequence of the Brunn-Minkowski inequality and Proposition
2.4, we have the following.
Proposition 2.5. If u is p-concave for some p 6= 0, then
µ(t1/p)1/n is concave in t .
If u is log-concave (corresponding to p = 0), then
µ(et)1/n is concave in t .
2.5. The (p, λ)-convolution of non-negative functions. Let p ∈ R, µ ∈ (0, 1),
and u0, u1 non-negative functions with compact convex support Ω0 and Ω1, as
usual in this paper.
The (p, λ)-convolution of u0 and u1 (also called p-Minkowski sum, see [36]) is
the function defined as follows:
(24)
up,λ(x) = sup
{
Mp
(
u0(x0), u1(x1);λ
)
:
x = (1− λ)x0 + λx1 , xi ∈ Ωi, i = 0, 1
}
.
The above definition can be extended to the case p = ±∞, but we do not need
here. Notice that (19) yields
(25) uq,λ ≤ up,λ if q ≤ p .
It is easily seen that the support of up,λ is Ωλ = (1− λ)Ω0 + λΩ1, and that the
continuity of u0 and u1 yields the continuity of up,λ, in particular if ui ∈ C(Ωi) for
i = 0, 1, then up,λ ∈ C(Ωλ).
Let p 6= 0; then, roughly speaking, the graph of upp,λ is obtained as the Minkowski
convex combination (with coefficient λ) of the hypographs of up0 and u
p
1; precisely
we have
K
(p)
λ = (1− λ)K
(p)
0 + λK
(p)
1 ,
where
(26) K
(p)
λ = {(x, t) ∈ R
n+1 : x ∈ Ωλ, 0 ≤ t ≤ up,λ(x)
p} ,
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(27) K
(p)
i = {(x, t) ∈ R
n+1 : x ∈ Ωi, 0 ≤ t ≤ ui(x)
p} , i = 0, 1 .
In other words, the (p, λ)-convolution of u0 and u1 corresponds to the (1/p)-power
of the supremal convolution (with coefficient λ) of up0 and u
p
1. When p = 0, the
above geometric considerations continue to hold with logarithm in place of power
p and exponential in place of power 1/p. When p = 1, u1,λ is just the usual
supremal convolution of u0 and u1 (see for instance [43, §3]). For more details on
infimal/supremal convolutions of convex/concave functions, see [41, 47].
From the definition of up,λ and the monotonicity of p-means with respect to p, we
get
(28) up,λ ≤ uq,λ for −∞ ≤ p ≤ q ≤ +∞ .
3. A proof of Theorem 1.1
Before giving the proof of Theorem 4.1, we recall here an alternative proof of
Theorem 1.1 for power concave functions. The argument will be useful for the proof
of Theorem 4.1.
Proof. First of all, we define up,λ as in (24) and notice that (1) implies
h ≥ up,λ in R
n .
Let
Ii =
∫
Ωi
ui dx i = 0, 1 ,
and
Iλ =
∫
Ωλ
up,λ dx .
As declared at the beginning, we assume
Ii > 0 i = 0, 1.
and
Li = max
Ωi
ui <∞ i = 0, 1.
Notice that the very definition of up,λ yields
(29) Lλ = max
Ωλ
up,λ =Mp(L0, L1, λ).
Let
µi(s) = |{ui ≥ s}| i = 0, 1 , µλ(s) = |{up,λ ≥ s}|
(notice that the distribution functions µ0, µ1 and µλ are continuous thanks to the
p-concavity of the involved functions). Then
Ii =
∫ Li
0
µi(s) ds i = 0, 1, λ.
The definition of uλ yields
{up,λ ≥Mp(s0, s1;λ)} ⊇ (1− λ){u0 ≥ s0}+ λ{u1 ≥ s1}
for s0 ∈ [0, L0], s1 ∈ [0, L1]. Then, using the Brunn-Minkowski inequality, we get
(30) µλ(Mp(s0, s1;λ)) ≥M 1
n
(µ0(s0), µ1(s1), λ).
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Define the functions si : [0, 1]→ [0, Li] for i = 0, 1 such that
(31) si(t) :
1
Ii
∫ si(t)
0
µi(s) ds = t for t ∈ [0, 1].
Notice that si is strictly increasing, then it is differentiable almost everywhere and
differentiating (31) we obtain
(32)
s′i(t)µi(si(t))
Ii
= 1 a.e. t ∈ [0, 1], i = 0, 1.
It is also easily seen that si is continuous and by (32) its derivative s
′
i coincides
almost everywhere with a continuous function in [0, 1); hence, as a derivative, in
fact it is continuous in the whole [0, 1) and finally si ∈ C
1([0, 1)). Moreover, since
µi is decreasing and si is increasing, by (32) we can also see that s
′
i is increasing,
which yields si is convex in [0, 1].
Now set
sλ(t) =Mp(s0(t), s1(t), λ) t ∈ [0, 1]
and calculate
(33) s′λ(t) = ((1 − λ)s
′
0(t)s0(t)
p−1 + λs′1(t)s1(t)
p−1)sλ(t)
1−p a.e. t ∈ [0, 1] .
Notice that the map sλ : [0, 1] 7→ [0, Lλ] is strictly increasing, then invertible; let
us denote by tλ : [0, Lλ] 7→ [0, 1] its inverse map.
Then
Iλ =
∫ Lλ
0
µλ(s) ds =
∫ 1
0
µλ(sλ(t))s
′
λ(t) dt(34)
=
∫ 1
0
µλ(sλ(t))M1(s
′
0(t)s0(t)
p−1, s′1(t)s1(t)
p−1)sλ(t)
1−p dt.
Thanks to (30), we get
(35) µλ(sλ(t)) ≥M 1
n
(µ0(s0(t)), µ1(s1(t)), λ) t ∈ [0, 1]
and coupling (34) and (35) we arrive to
(36)
Iλ ≥
∫ 1
0
M 1
n
(µ0(s0(t)), µ1(s1(t)), λ)M1(s
′
0(t)s0(t)
p−1, s′1(t)s1(t)
p−1, λ) sλ(t)
1−p dt.
Next we use Lemma 2.1 with p = 1n and q = 1 to obtain
M 1
n
(µ0(s0), µ1(s1), λ)M1(s
′
0s
p−1
0 , s
′
1s
p−1
1 , λ) ≥M 1n+1 (µ0(s0)s
p−1
0 s
′
0, µ1(s1)s
p−1
1 s
′
1, λ)
for s0 ∈ [0, L0], s1 ∈ [0, L1]. Then (36) yields
(37) Iλ ≥
∫ 1
0
M 1
n+1
(µ0(s0(t))s0(t)
p−1s′0(t), µ1(s1(t))s1(t)
p−1s′1(t), λ)sλ(t)
1−p dt.
Since
(38) s1−pλ =Mp(s0, s1, λ)
1−p =M p
1−p
(s1−p0 , s
1−p
1 , λ),
using again Lemma 2.1 with p = 1n+1 and q =
p
1−p we get
(39) M 1
n+1
(µ0(s0)s
p−1
0 s
′
0, µ1(s1)s
p−1
1 s
′
1, λ)M p1−p (s
1−p
0 , s
1−p
1 , λ)
≥M p
np+1
(µ0(s0)s
′
0, µ1(s1)s
′
1, λ).
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Then coupling (39) with (37) we obtain
Iλ ≥
∫ 1
0
M p
np+1
(µ0(s0(t))s
′
0(t), µ1(s1(t))s
′
1(t), λ) dt ,
whence, thanks to (32), we finally arrive to
Iλ ≥
∫ 1
0
M p
np+1
(I0, I1, λ) dt =M p
np+1
(I0, I1, λ)
This concludes the proof. 
4. The main result
Theorem 1.2 and Theorem 1.3 essentially stem from the following stability result
for the BBL inequality, which we will prove first and can be in fact considered the
main result of the paper.
Theorem 4.1. In the same assumptions and notation of Theorem 1.2 and Theorem
1.3 (and Remark 3), if for some (small enough) ǫ > 0 it holds
(40)
∫
Ωλ
h(x) dx ≤M p
np+1
(∫
Ω0
u0(x) dx,
∫
Ω1
u1(x) dx ; λ
)
+ ǫ,
then
(41) |Ωλ| ≤ M 1
n
(|Ω0|, |Ω1|, λ)
[
1 + ηǫ
p
p+1
]
.
where
(42) η ≤ 2
(
n+M p
np+1
( ∫
Ω0
u0(x) dx,
∫
Ω1
u1(x) dx;λ
)−1)
.
Remark 8. ”Small enough” (referred to ǫ in the statement of Theorem 4.1) pre-
cisely means
ǫ ≤
(
1
2n
) p+1
p
and we could make similar comments as in Remark 3 and Remark 4. This number
depends on n (and tends to 0 as n → ∞), then the result of Theorem 4.1 is
dimension sensitive (see Remark 5).
Proof. First of all notice that Brunn-Minkowsi inequality states
|Ωλ| ≥ M 1
n
(|Ω0|, |Ω1|, λ) ,
and if equality holds, there is nothing to prove. Then let us assume
(43) |Ωλ| =M 1
n
(|Ω0|, |Ω1|, λ) + τ,
for some τ > 0. Our aim is to find and estimate on τ depending on ǫ, that is
τ < f(ǫ) (with limǫ→0 f(ǫ) = 0).
We use the same notation as in the proof of Theorem 1.1 given in the previous
section and following the same argument we arrive again to (30) and then (35).
Now, given any δ > 0, set
(44) Fδ = {t ∈ [0, 1] : µλ(sλ(t)) >M 1
n
(µ0(s0(t)), µ1(s1(t)), λ) + δ}
and
(45) Γδ = {sλ(t) : t ∈ Fδ} .
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Notice that Fδ and Γδ are measurable sets, thanks to Proposition 2.5 and to the
monotonicity and regularity of the si’s.
Then we have
Iλ =
∫ Lλ
0
µλ(s) ds =
∫ 1
0
µλ(sλ(t))s
′
λ(t) dt
=
∫
Fδ
µλ(sλ(t))s
′
λ(t) dt+
∫
[0,1]\Fδ
µλ(sλ(t))s
′
λ(t) dt
≥
∫
Fδ
[
M 1
n
(µ0(s0(t)), µ1(s1(t)), λ) + δ
]
s′λ(t) dt+
∫
[0,1]\Fδ
µλ(sλ(t))s
′
λ(t) dt
≥
∫ 1
0
M 1
n
(µ0(s0(t)), µ1(s1(t)), λ)s
′
λ(t) dt+ δ
∫
Fδ
s′λ(t) dt
=
∫ 1
0
M 1
n
(µ0(s0(t)), µ1(s1(t)), λ)s
′
λ(t) dt+ δ |Γδ|
where in the first inequality we have used the definition of Fδ, in the second we
have used (35) and in the last equality we have used the definition of Γδ (and the
change of variable s = sλ(t)).
Continuing to argue as in the proof of Theorem 1.1 given in the previous section,
we find ∫ 1
0
M 1
n
(µ0(s0(t)), µ1(s1(t)), λ)s
′
λ(t) dt ≥M pnp+1 (I0, I1, λ).
Moreover from (40) we know that
M p
np+1
(I0, I1, λ) + ǫ ≥ Iλ
and so we can conclude
M p
np+1
(I0, I1, λ) + ǫ ≥ Iλ ≥M p
np+1
(I0, I1, λ) + δ |Γδ|
which implies that
(46) |Γδ| ≤ ǫ/δ.
Take now
δ = ǫα/Lλ
for some 0 < α < 1. Then (46) reads
(47) |Γǫα/Lλ | < ǫ
1−αLλ .
Let uλ be defined in (24). Then, thanks to assumption (5), uλ is p-concave, that
is the following inclusion holds
(48) {z : uλ(z) ≥Mp(ℓ0, ℓ1, ξ)} ⊇ (1− ξ) {x : uλ(x) ≥ ℓ0}+ ξ {y : uλ(y) ≥ ℓ1}.
for ξ ∈ [0, 1], ℓ0 ∈ [0, L0] and ℓ1 ∈ [0, L1].
Let us choose
(49) ℓ0 = 0, ℓ1 = Lλ.
By (47), we can find t¯ > 0 such that
(50) sλ(t¯) ≤ ǫ
1−αLλ ,
and
(51) µλ(sλ(t¯)) ≤M 1
n
(µ0(s0(t¯)), µ1(s1(t¯)), λ) + ǫ
αL−1λ .
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Let
(52) ξ =
(
sλ(t¯)
Lλ
)p
.
From (50) we have
(53) ξ ≤ ǫ(1−α)p .
With these choices of ℓ0, ℓ1 and ξ, we have sλ(t¯) =Mp(ℓ0, ℓ1, ξ) and (48) reads
{uλ ≥ sλ(t¯)} ⊇ (1− ξ)Ωλ + ξ {uλ ≥ Lλ}
From the Brunn-Minkowski inequality we get
|{uλ ≥ sλ(t¯)}| ≥
(
(1− ξ)|Ωλ|
1
n + ξ |{uλ ≥ Lλ}|
1
n
)n
.
Using (43) and neglecting |{uλ ≥ Lλ}| (notice that {uλ ≥ Lλ} = (1 − λ){u0 ≥
L0} + λ{u1 ≥ L1} and, if the involved functions are strictly p-concave, as we can
assume without loss of generality, these three sets reduce to a single point, then
they all have zero measure), we get
|{uλ ≥ sλ(t¯)}| ≥ (1− ξ)
nM 1
n
(|Ω0|, |Ω1|, λ) + (1− ξ)
nτ.
Then, by (51) we have
ǫαL−1λ +M 1n (µ0(s0(t¯)), µ1(s1(t¯)), λ) ≥ (1− ξ)
nM 1
n
(|Ω0|, |Ω1|, λ) + (1− ξ)
nτ .
Since µ0(s0(t¯)) ≤ |Ω0| and µ1(s1(t¯)) ≤ |Ω1| and thanks to the monotonicity of the
mean M 1
n
, the previous formula implies
ǫαL−1λ +M 1n (|Ω0|, |Ω1|, λ) ≥ (1 − ξ)
nM 1
n
(|Ω0|, |Ω1|, λ) + (1− ξ)
nτ ,
whence
τ ≤
(
ǫαL−1λ +M 1n (|Ω0|, |Ω1|, λ)[1− (1 − ξ)
n]
)
(1− ξ)−n.
Since (1 − ξ)n ≥ 1− nξ ≥ 1/2 for 0 ≤ ξ ≤ 12n , we get
(54) τ ≤ 2
(
ǫαL−1λ + nM 1n (|Ω0|, |Ω1|, λ) ξ
)
.
Take α = pp+1 and ǫ small enough (precisely ǫ ≤ (
1
2n )
(p+1)
p ) and recall (53), then
(54) reads
(55) |Ωλ| ≤ M 1
n
(|Ω0|, |Ω1|, λ) + 2
(
L−1λ + nM 1n (|Ω0|, |Ω1|, λ)
)
ǫ
p
p+1 .
Since clearly Ii ≤ Li|Ωi|, for i = 0, 1, λ, we get
Lλ ≥Mp(I0/|Ω0|, I1/|Ω1|;λ)
and Lemma 2.1 implies
Lλ ≥
M p
np+1
(I0, I1;λ)
M 1
n
(|Ω0|, |Ω1|;λ)
.
Combining the latter with (55) we obtain
|Ωλ| ≤ M 1
n
(|Ω0|, |Ω1|, λ)
[
1 + 2
(
n+M p
np+1
(I0, I1;λ)
−1
)
ǫ
p
p+1
]
and the proof is concluded. 
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5. Proofs of Theorem 1.2 and Theorem 1.3
Now we prove Theorem 1.2.
Proof of Theorem 1.2. We argue by contradiction. Suppose that∫
Ωλ
h(x) dx <M p
np+1
(∫
Ω0
u0(x) dx,
∫
Ω1
u1(x) dx, λ
)
+ βH0(Ω0,Ω1)
(n+1)(p+1)
p
where β is defined in Remark 3. Then we apply Theorem 4.1 and we get
|Ωλ| <M 1
n
(|Ω0|, |Ω1|, λ)
(
1 + ηβ
p
p+1H0(Ω0,Ω1)
n+1
)
,
where η is like in (42). Then we use Proposition 2.2 and, thanks to the definition
of the constant β, we easily get a contradiction. 
Regarding Theorem 1.3, we notice that it can be proved precisely in the same
way, using the quantitative version of the Brunn-Minkowski inequality proved by
Figalli, Maggi and Pratelli, that is Proposition 2.3, in place of Proposition 2.2.
6. Some applications
In the following section we apply Theorem 1.3 and Theorem 1.2 to derive quan-
titative versions of some Urysohn inequalities for functionals that can be written in
terms of the solution of a suitable elliptic boundary value problem. As a toy model,
we take the torsional rigidity for which we carry out all the computations. However,
as exploited with details in Section 7, the same kind of quantitative results can be
proved for a wide class of elliptic operators.
Let us recall the definition of the torsional rigidity τ(K) of a convex body K given
in (12):
1
τ(K)
= inf
{∫
K |Du|
2 dx
(
∫
K
|u| dx)2
: u ∈W 1,20 (int(K)),
∫
K
|u| dx < 0
}
.
Take u the unique solution of
(56)
{
∆u = −2 in int(K)
u = 0 on ∂K.
Then we have
(57) τ(K) =
∫
K
u dx.
We recall an useful geometric property satisfied by the solutions of problem (56)
(see [37] and [35] for details):
Proposition 6.1. If u is the solution to problem (56) then u is 12 -concave, i.e. the
function
v(x) =
√
u(x)
is concave in K.
Finally we recall a comparison result for solutions of problem (56) in different
domains (see [16] and [45] for details):
Proposition 6.2. Let K0,K1 be convex bodies, λ ∈ [0, 1] and Kλ = (1 − λ)K0 +
λK1, Let ui be the solution of problem (56) in Ki, i = 0, 1, λ. Then
uλ((1− λ)x + λy)
1
2 ≥ (1 − λ)u0(x)
1
2 + λu1(y)
1
2 ∀x ∈ K0, y ∈ K1.
QUANTITATIVE BBL INEQUALITIES WITH APPLICATIONS 17
The Brunn-Minkowski inequality for τ , that is (13), essentially stems from (57)
and the above propositions. Also, it can be viewed as a straightforward application
of Corollary 7.5 when f is constant.
Taking into account also Theorem 1.2 and Theorem 1.3, we get Theorem 1.4.
Proof of Theorem 1.4. Thanks to Proposition 6.1 and Proposition 6.2, it is possible
to apply Theorem 1.2 and Theorem 1.3 with p = 1/2 and h = uλ. Then it is
easily seen that (6) and (8) precisely reads as (14) and (15) respectively, thanks to
(57). 
6.1. An Urysohn inequality for torsional rigidity. As recalled in the Introduc-
tion, the following proposition can be retrieved from more general results in [12, 45]
and it was already sketched in [8]. For a better understanding of our results, we
give here an explicit proof.
Proposition 6.3. Let Ω be an open bounded convex set in Rn and let Ω♯ be the
ball with the same mean-width of Ω. Then it holds
(58) τ(Ω) ≤ τ(Ω♯)
and equality holds if and only if Ω = Ω♯.
Proof. Since τ is invariant under translations, we can translate Ω in a way that
the point of Steiner s of Ω coincides with the origin. We remind that the point of
Steiner s(Ω) of a convex set Ω is defined as
s(Ω) =
1
ωn
∫
Sn−1
θh(Ω, θ) dHn−1(θ).
Using Hadwiger’s Theorem (see [46]) there exists a sequence of rotations {ρk} such
that
(59) Ωk =
1
k
(ρ1Ω+ · · ·+ ρkΩ)
converges, in the Hausdorff metric, to a ball.
We notice that Ωk converges to Ω
♯: in fact, since the mean-width is invariant under
rigid motions and is additive under the Minkowski sum (see [46]), we get
w(Ωk) = w(Ω) = b
for all k and so
w(Ω♯) = w(Ω) = b.
Moreover s(Ωk) = 0 for all k for the same reason, and then Ω
♯ is the ball with
radius r = b2 centered at 0.
Using (13) we get
(60) τ(Ωk) ≥ τ(Ω) for all k > 0,
since τ(ρΩ) = τ(Ω) for any rotation ρ.
Since Ωk converges to Ω
♯ in the Hausdorff metric when k goes to infinity, for every
m > 0 there exists km such that
Ωk ⊆ B(0, r +
1
m
)
for all k ≥ km. Then
(61) τ(Ωkm) ≤ τ(B(0, r +
1
m
)).
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By letting m→ +∞, we finally get (58).
Regarding the equality case, obviously if Ω is a ball we get the equality in (58);
conversely, the above proof gives
τ(Ω) ≤ τ(Ωk) ≤ τ(Ω
♯) for all k > 0,
then if equality holds in (58), we have
τ(Ω) = τ(Ωk) = τ(Ω
♯)
for all k > 0 and thanks to the equality case in (13), we can conclude that Ω is a
ball. 
6.2. Proof of Theorem 1.5. Let us prove only (17); then (18) can be proved in
the same way, using (15) in place of (14).
Let Ωρ be a rotation of Ω with center in the centroid of Ω and set
Ω˜ =
1
2
Ω +
1
2
Ωρ.
First notice that, since
w(Ω˜) = w(Ω) ,
by (58) we get
τ(Ω˜) ≤ τ(Ω♯).
Since τ(Ωρ) = τ(Ω), (14) gives
(62) τ(Ω˜) ≥ τ(Ω) + β′H0(Ω,Ωρ)
3(n+1)
where
β′ =
|Ω|3(n+1)/n
8(n+ τ(Ω)−1)3
[4γnd(Ω)]
−3(n+1)
and d(Ω) is the diameter of Ω.
Since
H0(Ω,Ωρ) =
H(Ω,Ωρ)
|Ω|1/n
,
(62) becomes
τ(Ω˜) ≥ τ(Ω)
(
1 + µH(Ω,Ωρ)
3(n+1)
)
,
where
(63) µ = τ(Ω)2
[
22n+3γn+1n d(Ω)
n+1(nτ(Ω) + 1)
]−3
.
Then we have just to show that we can find a rotation Ωρ0 of Ω such that
H(Ω,Ωρ0) ≥ H(Ω,Ω
♯)
Notice that, denoting by hΩ and hΩ♯ the support functions of Ω and Ω
♯ respectively,
(64) H(Ω,Ω♯) = max
θ∈Sn−1
|hΩ(θ)− hΩ♯(θ)| = max
θ∈Sn−1
|hΩ(θ) − r|
where r is the radius of Ω♯, that is
r =
w(Ω)
2
=
1
nωn
∫
Sn−1
hΩ(θ) dθ .
By the mean value Theorem and the continuity of hΩ, there exists θ0 such that
hΩ(θ0) = r.
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Take θ¯ such that the maximum in (64) is attained at θ and let ρ0 be a rotation
with center in the centroid of Ω such that
hΩρ0 (θ¯) = hΩ(θ0).
Then thanks to (64) we get
H(Ω,Ωρ0) ≥ |hΩ(θ¯)− hΩρ0 (θ¯)| = H(Ω,Ω
♯),
and we conclude the proof.
Remark 9. During the proof we find an explicit value for the constant µ. The
same can be done for the constant ν; here it is:
(65) ν =
(1− 2−1/n)9 τ(Ω)2
1812 n39 (nτ(Ω) + 1)3
.
Remark 10. Let us denote by Ω⋆ a ball with the same measure as Ω. Then we
notice that (58) is weaker than the well known St Venant’s inequality (see [39])
(66) τ(Ω) ≤ τ(Ω⋆),
since τ is increasing with respect to inclusion and
Ω⋆ ⊆ Ω♯
by the classical Urysohn’s inequality between mean width and volume of convex
sets. This is due to the fact that the Laplacian or other kind of operator written
in divergence form works better under Schwarz symmetrization. Moreover, any
quantitative version of (66) would imply immediately the same quantitative result
for (16). However, to our knowledge, no quantitative version of (66) have been
proved yet.
7. Quantitative p-Minkowski convolutions and mean width
rearragements
Results like Theorem 1.4 and Theorem 1.5 can be obtained for other functionals
related to different elliptic operators. In particular, we could for instance derive
similar results for the p-Laplacian, for the 2-Hessian operator in R3 and for the
extremal Pucci’s operator P−Λ1,Λ2 ; the corresponding Brunn-Minkowski inequalities,
as well as the needed concavity and comparison results, similar to Proposition 6.1
and Proposition 6.2, can be explicitly found in or retrieved from [17], [44] and
[7, 45], respectively. The same authors of this paper also investigated some Monge-
Ampe`re functionals (whose Brunn-Minkowski inequalities can be found in [31, 43]),
obtaining similar results in [27].
An interesting and quite general formulation of some of the applications cited above
can be given through the so-called mean-width rearrangements, introduced by the
second author in [45]; to this aim, we recall hereafter some results from that paper.
Consider two convex sets Ω0,Ω1, fix λ ∈ (0, 1) and as usual set Ωλ = (1−λ)Ω0+
λΩ1. Let u0, u1 and uλ be the solutions of the corresponding Dirichlet problem
(Pi)


Fi(x, ui, Dui, D
2ui) = 0 in Ωi ,
ui = 0 on ∂Ωi , i = 0, 1, µ
ui > 0 in Ωi ,
where Fi : R
n×R×Rn×Sn → R is a continuous proper degenerate elliptic operators
(here and throughout Sn denotes the space of n× n real symmetric matrices).
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For any p ≥ 0 and for every fixed θ ∈ Rn we define G
(θ)
i,p : Ωi × (0,+∞)× Sn → R
as follows:
(67)


G
(θ)
i,0 (x, t, A) = Fi(x, e
t, etθ, etA)
for i = 0, 1, λ .
G
(θ)
i,p (x, t, A) = Fi(x, t
1
p , t
1
p
−1θ, t
1
p
−3A) if p > 0
We say that F0, F1, Fλ satisfy the assumption (Aλ,p) if, for every fixed θ ∈ R
n,
the following holds:
G
(θ)
λ,p
(
(1− λ)x0 + λx1, (1− λ)t0 + λt1, (1− λ)A0 + λA1
)
≥
min{≥ G
(θ)
0,p(x0, t0, A0); G
(θ)
1,p(x1, t1, A1)}
for every x0 ∈ Ω0, x1 ∈ Ω1, t0, t1 > 0 and A0, A1 ∈ Sn.
Remark 11. If F0 = F1 = Fλ, we are simply requiring the operator G
θ
p to be
quasi-concave, i.e. with convex superlevel sets.
In [45] it is proved that, under suitable assumptions, the p-Minkowski convolution
up,λ of the solutions u0 and u1 of (P0) and (P1) is a subsolution of problem (Pλ);
we recall the precise statement in the following proposition.
Proposition 7.1. Let λ ∈ (0, 1), Ωi an open bounded convex set and ui a classical
solution of (Pi) for i = 0, 1. Assume that F0, F1, Fλ satisfy the assumption (Aλ,p)
for some p ∈ [0, 1). If p > 0, assume furthermore that for i = 0, 1 it holds
(68) lim inf
y→x
∂ui(y)
∂ν
> 0
for every x ∈ ∂Ωi, where ν is any inward direction of Ωi at x. Then up,λ is a
viscosity subsolution of (Pλ).
Then, when a comparison principle holds, it is possible to estimate the solution
uλ of (Pλ) by means of up,λ and then by means of u0 and u1.
Corollary 7.2. In the same assumptions of the previous theorem, if Fλ satisfies a
Comparison Principle and uλ is a viscosity solution of (Pλ), then
(69) uλ((1 − λ)x0 + λx1) ≥Mp(u0(x0), u1(x1);λ)
for every x0 ∈ Ω0, x1 ∈ Ω1.
By a combination of the previous result with the BBL inequality, we can fi-
nally compare the Lr norms of the involved functions for any r ∈ (0,+∞]; this is
Corollary 4.2 of [45], which we recall now.
Corollary 7.3. With the same assumptions and notation of Corollary 7.2, we have
(70) ||uλ||Lr(Ωλ) ≥M prnp+r
(
||u0||Lr(Ω0), ||u1||Lr(Ω1), λ
)
for every r ∈ (0,+∞] .
Then it is probably clear as, by applying Theorem 1.2, we can easily get the
refinements of (70) which are the content of the following theorem.
Theorem 7.4. With the same assumptions and notation of Corollary 7.2, assume
furthermore that for p > 0
(71) u0 and u1 are p-concave functions
QUANTITATIVE BBL INEQUALITIES WITH APPLICATIONS 21
(with convex compact supports Ω0 and Ω1 respectively). Then, if H0(Ω0,Ω1) and
A(Ω0,Ω1) are small enough, for every r ∈ (0,+∞] it holds
(72) ||uλ||
r
Lr(Ωλ)
≥M pr
np+r
(
||u0||Lr(Ω0), ||u1||Lr(Ω1), λ
)r
+ β H0(Ω0,Ω1)
(n+1)(p+r)
p
and
(73) ||uλ||
r
Lr(Ωλ)
≥M pr
np+r
(
||u0||Lr(Ω0), ||u1||Lr(Ω1), λ
)r
+ δ A(Ω0,Ω1)
2(p+r)
p ,
where δ, β are constants depending only on n, λ, p, ||u0||
r
Lr(Ω0)
, ||u1||
r
Lr(Ω0)
and on
the measures of Ω0 and Ω1.
Proof. It is a straightforward combination of Corollary 7.2 and Theorems 1.2 and
1.3, applied to uri for i = 0, 1, λ. Indeed u
r
0 and u
r
1 are (p/r)-concave in Ω0 and Ω1,
and (69) gives
uλ((1 − λ)x0 + λx1)
r ≥Mp/r(u0(x0)
r, u1(x1)
r;λ)
for every x0 ∈ Ω0, x1 ∈ Ω1.
Then, applying Theorem 1.2 (with p changed into p/r) to the functions uri ’s, we
get (72), while applying Theorem 1.3 we obtain (73). 
Remark 12. When the operators F0, F1 satisfy suitable assumptions (see for ex-
ample [39]), the p-concavity of solutions u0 and u1 is known to hold, then there is
no need of assuming (71). For instance this happens when F0 = F1 = Fλ and G
(θ)
p
is quasi-concave.
Remark 13. Notice that, as r → +∞, both (72) and (73) yield
||uλ||L∞(Ωλ) ≥Mp
(
||u0||L∞(Ω0), ||u1||L∞(Ω1), λ
)
,
the same as Corollary 7.3, which can not be improved, since (29) holds.
Let us see an example of the previous result in the particular case when u0 and
u1 are solutions of the following problems{
∆u0 + f(x) = 0 in Ω0
u0 = 0 on ∂Ω0
and 

∆u1 + f(x) = 0 in Ω1
u1 = 0 on ∂Ω1 .
Then take λ ∈ (0, 1) and set
Ω = (1− λ)Ω0 + λΩ1 ,
Now let uλ be the solution of

∆uλ + f(x) = 0 in Ω
uλ = 0 on ∂Ω.
In this particular case, we can write the following result.
Corollary 7.5. Let f be a smooth nonnegative function defined in Rn. Assume f
is β-concave for some β ≥ 1, that is fβ is concave. Then (72) and (73) hold with
p =
β
1 + 2β
.
22 DARIA GHILLI AND PAOLO SALANI
Remark 14. In case f is a positive constant (β = +∞), the same conclusions
follow with p = 1/2 and we find the results of Theorem 1.4.
Let’s see now as the technique above can be applied to improve some Talenti-like
results (for operators not in divergence form) from [45]. We need first to set some
notations. Let u be the solution of the problem
(74)


F (x, u,Du,D2u) = 0 in Ω
u = 0 on ∂Ω
u > 0 in Ω
where F (x, t, ξ, A) is a continuous proper elliptic operator acting on Rn×R×Rn×Sn
and Ω is an open bounded convex subset of Rn. Let v be the solution of
(75)


F (x, v,Dv,D2v) = 0 in Ω⋆
v = 0 on ∂Ω⋆
v > 0 in Ω⋆
We consider F a rotationally invariant operator, i.e.
F (ρx, u, ρθ, ρAρT ) = F (x, u, θ, A)
for every (x, u, θ, A) ∈ Rn × R× Rn × Sn and every rotation ρ ∈ SO(n).
Remark 15. Let ρ ∈ SO(n) and denote by Ωρ a rotation of Ω and by uρ(x) =
u(ρ−1x) for x ∈ Ωρ a rotation of u. We remark that we consider rotationally in-
variant operators since the proof of Propositin 7.6 relies mainly on the fact that if
u is a solution of (74) in Ω, then uρ is a solution of (74) in Ωρ.
For instance, F is rotationally invariant when it depends on x, θ and A only in
terms of |x|, |θ| and the eigenvalues of A, respectively.
Given the operator F , a real number p > 0 and a vector θ ∈ Rn, we set
G(θ)p (x, t, A) = F (x, t
1
p , t
1
p
−1θ, t
1
p
−3A) (x, t, A) ∈ RN × [0,∞)× Sn.
Then we the following holds (see [45]).
Proposition 7.6. Let Ω be a bounded open convex set in Rn and u a solution
of (74) where F is a rotationally invariant proper elliptic operator, and assume u
satisfies (68). Let p ∈ (0, 1) and assume that
(76) the set
{
(x, t, A) ∈ [0,∞)× Sn : G
(θ)
p (x, t, A) ≥ 0
}
is convex
for every fixed θ ∈ Rn. Then
(77) ||v||Lr(Ω♯) ≥ ||u||Lr(Ω) for every r ∈ (0,+∞]
Remark 16. Notice that assumption (76) is satisfied if the function G
(θ)
p is quasi-
concave for every θ ∈ Rn, hence if it is q-concave for some q ∈ R.
The proof of the above proposiion is based on the definition of the so-called
mean-width rearrangement. Roughly speaking, we associate to u a symmetrand
u♯p defined in the ball Ω
♯ having the same mean width of Ω and, under suitable
assumptions on the operator F (stated in Proposition (7.6)), we have a pointwise
comparison between u∗p and the solution v in Ω
♯, that is
(78) u♯p ≤ v in Ω
♯
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which leads to conclude (77).
The precise definition of u♯p is actually quite involved. Here we just say that u
♯
p is
not equidistributed with u, in contrast with Schwarz symmetrization; indeed the
measure of the super level sets of u♯p is greater than the measure of the corresponding
super level sets of u.
By following the same argument used to prove Theorem 1.5 and in particular
applying Theorem 7.4, we derive the following quantitative version of Proposition
7.6.
Theorem 7.7. With the same assumptions and notation of Theorem 1.5 and
Proposition 7.6, assume furthermore that
(79) u is p-concave
Then for r > 0 it holds
||v||rLr(Ω♯) ≥ ||u||
r
Lr(Ω) + η H
(n+1)(p+r)
p
and
||v||rLr(Ω♯) ≥ ||u||
r
Lr(Ω) + σA
2(p+r)
p ,
where H = H(Ω,Ω♯) and A = max{A(Ω,Ωρ) : ρ rotation in R
n} are small enough,
η and σ are constants, the former depending on n, ||u||rLr(Ω) and the diameter of
Ω, the latter depending only on n and ||u||rLr(Ω).
Remark 17. Notice that for p = 12 and r = 1 and F (x, u, p, A) = trace(A) + 1,
Theorem 7.7 coincides with the quantitative result for the torsional rigidity stated
in Theorem 1.5.
We remark that Theorem 7.4 and Theorem 7.7 apply also to nonlinear operators
not in divergence form, for example the q-Laplacian, the Finsler Laplacian and the
Pucci Extremal operators.
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