We give a polynomial-time algorithm that computes the chromatic number of any graph that contains no path on five vertices and no bull as an induced subgraph (where the bull is the graph with five vertices a, b, c, d, e and edges ab, bc, cd, be, ce).
Introduction
For any graph G and integer k, a k-coloring of G is a mapping c : V (G) → {1, . . . , k} such that any two adjacent vertices u, v in G satisfy c(u) = c(v). A graph is k-colorable if it admits a k-coloring. The chromatic number χ(G) of a graph G is the smallest integer k such that G is k-colorable. Determining whether a graph is k-colorable is NP-complete for each fixed k ≥ 3 [6, 8] .
For any integer ℓ let P ℓ denote the path on ℓ vertices and C ℓ denote the cycle on ℓ vertices. The bull is the graph with five vertices a, b, c, d, e and edges ab, bc, cd, be, ce. Given a family of graphs F, a graph G is F-free if no induced subgraph of G is isomorphic to a member of F; when F has only one element F we say that G is F -free. Coloring P 5 -free graphs is an NPcomplete problem, as proved by Král' et al. [9] . On the other hand, Hoàng et al. [7] proved that the problem of k-coloring P 5 -free graphs is polynomially solvable for every fixed k. The complexity of coloring (P 5 ,bull)-free graphs is mentioned as an open problem in [1] as well as on the Graph Classes website (http://www.graphclasses.org). Our main result is the following. Let G be a graph. We say that a vertex v is complete to S if v is adjacent to every vertex in S, and that v is anticomplete to S if v has no neighbor in S. For two sets S, T ⊆ V (G) we say that S is complete to T if every vertex of S is adjacent to every vertex of T , and we say that S is anticomplete to T if no vertex of S is adjacent to any vertex of T . For S ⊆ V (G) we denote by G[S] the induced subgraph of G with vertex-set S. The complement of G is denoted by G.
A coloring of a graph G is a partition of V (G) into stable sets. A clique cover is a partition of V (G) into cliques. Hence of a coloring of a graph G is a clique cover of G and vice-versa.
We let K n denote the complete graph on n vertices. The graph K 3 is usually called a triangle. The graph P 5 is usually called the house. Note that the bull is a self-complementary graph. Hence the problem of coloring a (P 5 ,bull)-free graph is equivalent to the problem of finding a clique cover of a (bull,house)-free graph. We find it more convenient to adopt this latter point of view. So our main result can be reformulated as follows.
Theorem 1.2 There is a polynomial time algorithm that finds a minimumsize clique cover in any (bull, house)-free graph.
In a graph G, two vertices are called duplicates if they have the same neighbors (in particular, they are not adjacent). Given a graph G and a vertex u of G, duplicating u means creating a new vertex u ′ with the same neighbors as u.
A homogeneous set in a graph G is a set S ⊆ V (G) such that every vertex in V (G) \ S is either complete or anticomplete to S. A homogeneous set is proper if it contains at least two vertices and is different from V (G). A module is a homogeneous set M such that every homogeneous set S satisfies either S ⊆ M or M ⊆ S or S ∩ M = ∅. In particular V (G) is a module and every one-vertex set is a module. It follows from their definition that the modules form a "nested" family, so their inclusion relation can be repesented by a tree, and any graph G has at most 2|V (G)| − 1 modules. The modules of a graph G can be produced by an algorithm of linear (i.e., O(|V (G)| + |E(G)|)) time complexity [4, 3, 11] . A module M is quasimaximal if the only module that contains M strictly is V (G). So the quasimaximal modules form a partition of V (G). We will use the following results from [5] . Our algorithm will be based on the following structural result.
Theorem 1.4 Let G be any (house, bull)-free graph. Then either: -G has a proper homogeneous set that is not a stable set, or -G is C 5 -free and
Proof. Let G be a (house, bull)-free graph. Suppose that G does not satisfy the first or the second item of the theorem, and let us prove that it satisfies the third. Hence G contains a P 5 or a C 5 . So there exist five non-empty and pairwise disjoint subsets A 1 , . . . , A 5 of V (G) such that the following properties hold, with subscripts modulo 5:
• For each i ∈ {1, 2, 3, 4}, A i is complete to A i+1 .
• For each i ∈ {1, 2, 3, 4, 5}, A i is anticomplete to A i+2 .
• A 5 is either complete or anticomplete to A 1 .
Note that if A 5 is complete to A 1 the five sets play symmetric roles. Let A = A 1 ∪ · · · ∪ A 5 . We choose these sets so that A is inclusionwise maximal. Let B be the set of vertices of V (G) \ A that are complete to A. We first claim that:
Proof: For each i ∈ {1, ..., 5}, let a i be a neighbor of v in A i (if any) and let z i be a non-neighbor of v in A i (if any). Suppose that v has neighbors in four
. Up to symmetry we may assume that i ∈ {1, 3, 4}. If i = 1, then v is complete to A 5 , for otherwise {a 1 , v, a 3 , a 4 , z 5 } induces either a house or a bull (depending on the adjacency between a 1 and z 5 ). If i = 3, then v is complete to A 2 , for otherwise {a 1 , z 2 , a 3 , a 4 , v} induces a house. If i = 4, then v is complete to A 3 , for otherwise {a 1 , a 2 , z 3 , a 4 , v} induces a house. In all cases v is complete to A i−1 , so v has neighbors in all five sets. Repeating this argument with each i we obtain that v ∈ B, a contradiction. Thus (1) holds.
Now we claim that: 
Proof: Suppose that B = ∅. Let H be the component of G \ B that contains A. By the hypothesis, V (H) is not a proper homogeneous set, which implies that there exist non-adjacent vertices b ∈ B and x ∈ V (H). By the definition of H there is a shortest path p 1 -· · · -p k in H with p 1 ∈ A and p k = x, and we choose the pair b, x so as to minimize k. We have k ≥ 2 since x / ∈ A. We can pick vertices a i ∈ A i for each i ∈ {1, . . . , 5} so that p 2 has a neighbor in {a 1 , ..., a 5 }. We choose three vertices u, v, w ∈ {a 1 , ..., a 5 } so that: (i) uv is the only edge in G[u, v, w], and (ii) u is the only neighbor of p 2 among them; indeed we can find u, v, w as follows. If A 5 is complete to A 1 , then by (2) and symmetry we may assume that p 2 is adjacent to a 1 and has no neighbor in {a 2 , a 4 , a 5 }, and we set u = a 1 , v = a 2 , w = a 4 . Suppose that A 5 is anticomplete to A 1 . If p 2 is adjacent to a 1 or a 2 , let {u, v} = {a 1 , a 2 }, and let w be a non-neighbor of p 2 in {a 4 , a 5 } (w exists by (2)). The case when p 2 is adjacent to a 5 or a 4 is symmetric. Finally if the only neighbor of p 2 in {a 1 , ..., a 5 } is a 3 , then let u = a 3 , v = a 2 and w = a 5 . In either case, we see that b is adjacent to p 2 , for otherwise {p 2 , u, v, b, w} induces a bull. So k ≥ 3. By the minimality of k, the vertices p 3 , ..., p k have no neighbor in A, and b is adjacent to each of p 2 , ..., p k−1 . Then {p k , p k−1 , p k−2 , b, w} induces a bull, a contradiction. Thus (3) holds.
Now we claim that:
For each i ∈ {1, ..., 5}, A i is a stable set.
Proof: Suppose, up to symmetry, that A i is not a stable set for some i ∈ {1, 2, 3}. So G[A i ] has a component H of size at least 2. By the hypothesis, V (H) is not a homogeneous set, so there is a vertex z ∈ V (G) \ V (H) and two vertices x, y ∈ V (H) such that z is adjacent to y and not to x, and since H is connected we may choose x and y adjacent. By the definition of H we have z / ∈ A i . Since z is adjacent to y and not to x, we have z / ∈ A ∪ B. Pick any a ′ ∈ A i+1 and a ′′ ∈ A i+2 . By (2) and since z has a neighbor in A i , z is not adjacent to a ′ . Then {z, y, x, a ′ , a ′′ } induces a bull or a house (depending on the adjacency between z and a ′′ ), a contradiction. Thus (4) holds.
G is triangle-free.
Proof: Suppose that T = {u, v, w} is the vertex-set of a triangle in G. By (4), the graph G[A] is triangle-free. Moreover, by (2) , no triangle of G has two vertices in A. So T contains at most one vertex from A. Note that G is connected, for otherwise the vertex-set of the component that contains A would be a proper homogeneous set and not a stable set. So there is a shortest path P from A to T . Let
, and v, w / ∈ A. We choose T so as to minimize k. We can pick vertices a i ∈ A i for each i ∈ {1, ..., 5} so that, up to symmetry p 1 = a i for some i ∈ {1, 2, 3}. Let p 0 = a i+1 . Let U be the set of neighbor of u, and let H be the component of G[U ] that contains v and w. Since V (H) is not a homogeneous set, there are vertices x, y ∈ V (H) and z ∈ V (G) \ V (H) such that z is adjacent to y and not to x, and since H is connected we may choose such x and y adjacent. By the definition of H, the vertex z is not adjacent to u. If x is adjacent to p k−1 , then either k = 1 and (2) is violated (because x is adjacent to p 1 and p 0 ), or k ≥ 2 and {p k−1 , p k , x} is a triangle that contradicts the minimality of k. So x is not adjacent to p k−1 , and similarly y is not adjacent to p k−1 . But then {z, y, x, u, p k−1 } induces a bull or a house (depending on the adjacency between z and p k−1 ), a contradiction. Thus (5) holds. This completes the proof of the theorem.
In view of the first item of Theorem 1.4, we are interested in the class of (C 5 , P 5 , house)-free graphs. The following result applies to this class. For the sake of completeness we can summarize the proof of this theorem as follows. Let v 1 , v 2 , ..., v n be an ordering of the vertices of G such that their degrees satisfy
Apply the greedy coloring algorithm on this ordering. Then a minimum coloring is produced. (Actually the theorem in [2] is proved for a larger class of graphs.)
Note that the class of (C 5 , P 5 , house)-free graphs is self-complementary, so Theorem 1.5 can also be used to find a minimum clique cover.
The algorithm
Now we can describe our algorithm. Let G be any (house, bull)-free graph for which we want to find a minimal clique cover. Let cc(G) denote the size of a minimal clique cover of G.
(I) Suppose that G is P 5 -free and C 5 -free. Then we can use Theorem 1.5.
(II) Suppose that G is triangle-free. Then a clique cover consists of the edges of a matching M plus a one-vertex clique for each vertex that is not saturated by M , so it has size |V (G)| − |M |. Hence determining a minimum clique cover is equivalent to finding a maximum matching, which can be done in time O(|V (G)| 3 ) [12] .
(III) Suppose that G is not connected. Recall that in this case the quasimaximal modules of G are the vertex-sets of its components, by Lemma 1.3. It suffices to solve the problem for each component of G and to take the union of the solutions. Hence cc(G) is the sum of cc(H) over all components H of G.
(IV) Suppose that G is not connected. Let U 1 , ..., U p (p ≥ 2) be the vertexsets of the components of G. Recall that these sets are the quasi-maximal modules of G, by Lemma 1.3. Hence in G any two such sets are complete to each other. We can solve the problem recursively for each induced subgraph
(V) Finally, suppose that G and G are connected, and (by Theorem 1.4) that G has a proper homogeneous set that is not a stable set. By Lemma 1.3, there is a quasi-maximal module M of G that is not a stable set. We solve the problem recursively on G[M ] and obtain a minimum clique cover C M of G[M ]. In G we replace M with a stable set S M of size |C M |. Let G M be the resulting graph. We observe that:
G M is (house, bull)-free, and |V (G M )| < |V (G)|.
Indeed, G M is obtained from an induced subgraph of G (the graph G\(M \x) for any x ∈ M ) by duplicating vertices. Duplication cannot create a house or a bull since these two graphs do not have duplicate vertices. Moreover, if |V (G M )| = |V (G)|, then |M | = |C M |, and we know that M is not a stable set, hence cc(G[M ]) < |C M |, a contradiction. Thus (6) holds. We do the same for every quasi-maximal module of G that is not a stable set. Thus we obtain a graph G ′ where every proper homogeneous set is a stable set. By Theorem 1.4 we can obtain a minimum clique cover C ′ of G ′ by applying steps (I) or (II). For each quasi-maximal module M of G that is not a stable set, we replace the j-th vertex of S M (in the member of C ′ that covers this vertex) with the j-th member of C M . Thus we obtain a minimum clique cover of G.
Note that throughout the execution of the algorithm we only recurse on modules of G. Hence the number of recursive steps is O(|V (G)|). So the total complexity is O(|V (G)| 4 ).
