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We present numerical results for the gravitational self-force and redshift invariant calculated in
the Regge-Wheeler and Easy gauges for circular orbits in a Schwarzschild background, utilizing the
regularization framework introduced by Pound, Merlin, and Barack. The numerical calculation is
performed in the frequency domain and requires the integration of a single second-order ODE, greatly
improving computation times over more traditional Lorenz gauge numerical methods. A sufficiently
high-order, analytic expansion of the Detweiler-Whiting singular field is gauge-transformed to both
the Regge-Wheeler and Easy gauges and used to construct tensor-harmonic mode-sum regularization
parameters. We compare our results to the gravitational self-force calculated in the Lorenz gauge
by explicitly gauge-transforming the Lorenz gauge self-force to the Regge-Wheeler and Easy gauges,
and find that our results agree to a relative accuracy of 10−15 for an orbital radius of r0 = 6M
and 10−16 for an orbital radius of r0 = 10M .
I. INTRODUCTION
Recent successes of the LIGO Scientific Collabora-
tion to directly detect gravitational radiation [1–6] have
boosted interests in gravitational wave astrophysics.
With the proposed launch date for the satellite-based
LISA mission [7] steadily approaching, source modeling
efforts are rapidly progressing to build waveform mod-
els for candidate LISA sources. One important candi-
date signal for the LISA mission is expected to arrive
from the extreme mass-ratio inspiral (EMRI) of approx-
imately solar-mass compact objects into supermassive
black holes. Such systems will produce signals that re-
main in the detector for lengthy time periods, requiring
highly precise models to extract accurate physical param-
eters from the data [8]. One important effect to consider
is the interaction of the compact object in the EMRI
with its own gravitational field, the gravitational self-
force, as these lengthy time periods generally extend into
the radiation-reaction timescale [9].
The formulation of the gravitational self-force within
black hole perturbation theory has its foundational roots
stemming from the works of Mino, Sasaki, and Tanaka
[10] and Quinn and Wald [11], who separately introduced
an expression for the self-force to first-order in the mass-
ratio of the compact object (modeled by a point parti-
cle) to the supermassive black hole; the outcome of this
formulation of the self-force is referred to as the MiSa-
TaQuWa equation. Alternative (and in some cases equiv-
alent) regularization schemes such as mode-sum and zeta
function regularization were subsequently proposed to
remove the singularities introduced to the force by the
point-particle source [12, 13]. Further work by Detweiler
and Whiting [14] allowed for a regularization scheme de-
signed around the separation of the metric perturbation
into singular and regular pieces, with the singular con-
tributions physically motivated and akin to the Coulomb
field of a point charge in electrodynamics.
Historically, the choice of Lorenz gauge in perturbation
theory has been tightly linked with self-force calculations.
This gauge choice is well motivated; the Lorenz-gauge
field equations are manifestly hyperbolic, and the local
expression of the particle’s self-field assumes an isotropic
form [15]. Unfortunately, numerical integration of the
Einstein field equations in the Lorenz gauge is non-trivial,
as the field equations do not decouple and the numer-
ics are complicated by gauge instabilities [16, 17]. More
recent work has extended self-force regularization proce-
dures to the radiation gauge by adjusting the standard
Lorenz-gauge regularization scheme to accomodate string
singularities present in the radiation gauge metric pertur-
bation [18–21].
One might ask whether it is possible to calculate the
gravitational self-force in gauges common to the study
of Schwarzschild black hole perturbations, such as the
Regge-Wheeler (RW) gauge [22] or the similar Easy (EZ)
gauge recently introduced in [23]. These gauge choices al-
low for fast and efficient reconstruction of the retarded
metric perturbation generated by a point particle. Early
work on this problem recovered the self-force for radially-
infalling trajectories in the RW gauge [13], but follow-up
analysis showed that the singular contributions to the
self-force in the RW gauge are not adequately regularized
by standard Lorenz-gauge regularization techniques [15].
Regularization of the RW gauge self-force using a tensor-
harmonic decomposition of the local singular field was
performed by Nakano et al. [24], but only to first-order in
a post-Newtonian expansion. These initial works in RW
self-force regularization, along with advances in the un-
derstanding of how gauge choice affects regularization by
Pound et al. [21] and high-order tensor-harmonic expan-
sion of the Detwieler-Whiting singular field by Wardell
and Warburton [25], form the foundation for the work
presented in this paper.
This paper is structured as follows. We review grav-
itational self-force regularization in Sec. II, and demon-
strate in Sec. III how the regularization is modified for
the tensor-harmonic modes of the metric perturbation in
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2the RW gauge. In Sec. IV we review the gauge-invariant
framework used to construct the retarded metric pertur-
bation in the RW and EZ gauges. Special care is given
in Sec. V to the low-multipole (` < 2) modes of the re-
tarded metric perturbation, which are calculated in the
Zerilli gauge [26]. In Sec. VI we review the method used
to construct the tensor-harmonic modes of the Detweiler-
Whiting singular field introduced by Wardell and War-
burton [25], and we outline the singular gauge transfor-
mation used to construct the singular field in the RW
and EZ gauges. Finally, we present the numerical results
in Sec. VIII for the regularized Detweiler redshift invari-
ant and the gravitational self-force in both the RW and
EZ gauges, and compare our results to the Lorenz gauge
self-force through an explicit gauge transformation of the
Lorenz gauge self-force.
We choose to work in geometrized units c = G = 1.
The background Schwarzschild metric with mass M is
labeled by gab in Schwarzschild coordinates (t, r, θ, φ)
with signature (−,+,+,+). Lower-case Latin letters
{a, b, c, . . . } indicate spacetime indices and Latin letters
{i, j, k, . . . } indicate purely spatial indices, and we intro-
duce f = 1−2M/r. We use the curvature conventions of
Misner, Thorne, and Wheeler [27]. The symbol x denotes
a spacetime event, and the subscript “0” indicates that a
quantity is evaluated at the location of the point-particle
perturbation, such that x0 = (0, r0, pi/2, 0) and r0 is the
constant orbital radius of the circular orbit. The domain
of integration is separated into two distinct regions, with
the “inner” region r < r0 denoted by a “−” sign, and the
“outer” region r > r0 denoted by a “+” sign.
We use an “L” to specify quantities calculated in the
Lorenz gauge and an “RW” for the Regge-Wheeler and
easy gauges, unless the distinction is important, in which
case we explicitly write “EZ” for the easy gauge. Finally,
for a continuous function F (r) with discontinuous deriva-
tive at r = r0, we write,(
dF
dr
)
±
≡ lim
r→r±0
dF
dr
(r). (1)
II. SELF-FORCE REVIEW
We begin with a review of the perturbative analyses
used to solve the Einstein field equations (EFEs) for a
compact mass µ in a circular orbit about a Schwarzschild
black hole of mass M , assuming µ/M  1. The phys-
ical spacetime metric is approximated as a background
Schwarzschild metric plus a tensor perturbation, gphysab =
gab+hab, and is a solution to the EFEs. When expanded
to first-order in the mass-ratio µ/M , the EFEs take the
form [17, 28],
Eab[h] = −16piTab +O(µ2/M2), (2)
where we have introduced the linearized Einstein opera-
tor,
Eab[h] = ∇c∇chab +∇a∇bh− 2∇(a∇chb)c
+ 2Ra
c
b
dhcd + gab
(∇c∇dhcd −∇c∇dh) , (3)
with h = gcdhcd, and ∇ is the covariant derivative com-
patible with the background Schwarzschild metric.
The perturbing stress-energy of the compact mass is
modeled as a point particle of mass µ moving along a
circular, equatorial geodesic of Schwarzschild spacetime,
zµ(τ) = {t(τ), r0, pi/2,Ω t(τ)}, where τ denotes the parti-
cle’s proper time and Ω =
√
M/r30 is the frequency of the
orbit. The stress-energy for the point particle is written,
Tab = µ
∫ ∞
−∞
uaub√−g δ
4[xµ − zµ(τ)] dτ
= µ
uaub
utr20
δ(r − r0)δ(θ − pi/2)δ(ϕ− Ωt), (4)
with four-velocity ua = (−E , 0, 0,L), and specific energy
and angular momentum E and L, respectively,
E = r0 − 2M√
r0(r0 − 3M)
, L = r0
√
M
r0 − 3M . (5)
The general force exerted by a vacuum perturbation
hab on the compact mass is given by [21],
Fa[h] = −1
2
µ(gab + u˜au˜b)(2∇dhbc −∇bhcd)u˜cu˜d, (6)
written here as a vector field, where u˜a is a smooth exten-
sion of the four-velocity off of the particle’s worldline. To
compute the self-force, each term of Eq. (6) is evaluated
at the location of the particle. However, the RHS is for-
mally singular at the location of the particle if one naively
uses the metric perturbation arising from Eq. (2). This
singularity in the force is not a physical result. Detweiler
and Whiting [14] find that the metric perturbation may
be separated into singular and regular contributions,
hab = h
S
ab + h
R
ab, (7)
such that each piece of the decomposition is individually
a solution to Eq. (2),
Eab[h
S] = −16piTab, (8)
Eab[h
R] = 0, (9)
and hSab does not contribute to the gravitational self-force,
i.e.,
Faself = −
1
2
µ(gab + uaub)(2∇dhRbc −∇bhRcd)ucud. (10)
The quantities hSab and h
R
ab are referred to as the
Detweilier-Whiting singular and regular fields, respec-
tively.
The Lorenz gauge is commonly used in gravitational
self-force calculations. By introducing the trace-reversed
3metric perturbation h¯ab = hab − 12gabgcdhcd, the Lorenz
gauge condition is compactly written as,
∇ah¯Lab = 0. (11)
In this gauge, the linearized Einstein operator in the
EFEs reduces to a set of coupled wave equations acting
on the trace-reversed metric components,
∇c∇ch¯Lab + 2Racbdh¯Lcd = −16piTab. (12)
We assume that the metric perturbation for the remain-
der of this section is computed in the Lorenz gauge, and
drop the “L” descriptor.
The retarded solution to Eq. (12) can be found numer-
ically, decomposed into a basis of scalar spherical har-
monics,
h¯ret,
ˆ`m
ab = Yˆ`m(θ, φ)
∫ 2pi
0
∫ pi
0
h¯retab Y
∗
ˆ`m
(θ′, φ′) dΩ′, (13)
with differential solid angle dΩ = sin θdθdφ and ∗ the
complex conjugation. Each ˆ`m-mode of the Lorenz-gauge
retarded metric perturbation hret,
ˆ`m
ab is a finite C
0 func-
tion of r at the location of the particle, but the infinite
sum of the modes diverges as O(ˆ`). Furthermore, the ˆ`m-
modes of the force, which involve radial derivatives of the
metric perturbation, have bounded jump-discontinuities
at the particle. To calculate the regularized self-force,
the method of mode-sum regularization was introduced
by Barack and Ori [12],
Faself =
∞∑
ˆ`=0
[
Fa,ˆ`±ret −Aa,±Lˆ−Ba − Ca/Lˆ
]
−Da, (14)
with Lˆ = 2ˆ`+1. The term Fa,ˆ`±ret is constructed from the
scalar-harmonic modes of the retarded metric perturba-
tion and evaluated at x0 in the inner or outer regions via
the direction-dependent limit,
Fa,ˆ`±ret = lim
r→r±0
ˆ`∑
m=−ˆ`
Yˆ`m(pi/2, 0)
×
∫ 2pi
0
∫ pi
0
Fa[hret]Y ∗ˆ`m(θ′, φ′) dΩ′, (15)
The quantities Aa,±, Ba, Ca, and Da are regularization
parameters, constants in ˆ`derived from a local expansion
of the singular field and known analytically in the Lorenz
gauge for generic bound orbits of Schwarzschild [12] and
Kerr [29] spacetimes. When subtracted mode-by-mode
in Eq. (14), the ˆ`-modes of the force fall off as O(ˆ`−2),
and the partial sums converge as O(ˆ`−1). For circular
orbits in Schwarzschild spacetime, the parameters Aa,±
and Ba vanish for for all but the radial component of the
force, and Ca = Da = 0.
Instead of working in the scalar-harmonic ˆ`m basis of
Eq. (13), one might choose to work in a tensor -harmonic
`m basis, such as the basis introduced for Lorenz-gauge
self-force calculations by Barack and Lousto [16] and
Barack and Sago [17] (that we shall refer to as the
BLS basis). When decomposed into the BLS basis, the
field equations separate into coupled scalar wave equa-
tions, allowing one to employ numerical methods devel-
oped for calculating the scalar self-force [30, 31]. To
recover the ˆ`-modes in Eq. (15), one must re-project
the tensor-harmonic `-modes onto the scalar-harmonic
ˆ`-modes, a process which generically requires the calcu-
lation of ` + 3 tensor-harmonic modes [17]. While rel-
atively trivial for circular orbits in Schwarzschild space-
time, this re-projection becomes increasingly complicated
and time-consuming when working on arbitrary trajecto-
ries and more complicated background spacetimes, such
as the Kerr geometry [32].
Recently, a reformulation of the mode-sum regular-
ization scheme was introduced by Wardell and Warbur-
ton [25] that uses tensor-harmonic regularization param-
eters,
Faself =
∞∑
`=0
[
Fa,`±ret − (2`+ 1)Fa,±[−1] −Fa[0]
]
−Da, (16)
where the `-modes of the retarded force are computed
directly from the metric perturbation via Eq. (6),
Fa,`±ret = lim
r→r±0
∑`
m=−`
Fa,`m[hret]
∣∣∣∣∣
θ=pi/2
φ=0
, (17)
and the tensor-harmonic regularization parameters Fa,±[−1],
Fa[0], and Da = 0 are found by decomposing a local
expansion of the Detweiler-Whiting singular field into
the tensor-harmonic basis, as we will outline in Secs. VI
and VII. This construction eliminates the need for re-
projection onto a scalar harmonic basis and reduces the
overall number of computed `-modes necessary to com-
pute the regularized self-force.
III. REGULARIZATION
The approach to self-force regularization outlined in
Sec. II was derived and implemented in the Lorenz
gauge [33]. One might ask whether the same approach
to regularization applies to other gauges, such as the RW
and EZ gauges. This question was investigated by Pound,
Merlin, and Barack (PMB) [21] specifically for the radia-
tion gauge, but their findings are equally applicable here.
Under a change of gauge, xanew = x
a
old + ξ
a, generated by
a gauge vector ξa, the metric perturbation transforms as,
hnewab = h
old
ab −£ξgab. (18)
Such a transformation induces a change in the self-force
[15],
Faself,new = Faself,old − δFaself, (19)
4with
δFaself = −µ
[
(gab + uaub)ξ¨b +R
a
cbdu
cξbud
]
, (20)
where an overdot denotes a derivative with respect to
the proper time τ of the particle’s background worldline.
PMB introduce a broad class of gauges under which the
asymptotic matching scheme of Gralla and Wald [34] re-
mains valid. This gauge class is named the sufficiently
regular gauge class. For a particular local gauge trans-
formation away from the Lorenz gauge to remain suffi-
ciently regular, the components of the gauge vector ξa
must satisfy specific conditions [21]:
(SR1) ξτ = f1(τ) ln s+ o(ln s),
(SR2) ξi = f2(τ, n
i) + o(1),
(SR3) τ derivatives do not increase the degree of singu-
larity,
(SR4) spatial derivatives increase the degree of singularity
by at most one order of s.
Here, s is the spatial geodesic distance away from the
worldline and ni is a spatial unit vector, expressed in
local Fermi-like coordinates. For a calculation performed
at first-order in the mass-ratio, f1 and f2 must be C
1
almost everywhere. We demonstrate in App. E that the
local gauge transformation between the Lorenz and EZ
gauges is not sufficiently regular, which motivates the
adjusted approach to regularization used in this paper.
A. Locally Lorenz Gauges
To address gauge transformations away from the
Lorenz gauge which are not sufficiently regular, PMB
propose the “Locally Lorenz” gauge (LL) regularization
scheme. Beginning in the Lorenz gauge, the local metric
perturbation reads [35],
hLab =
2µ
s
(gab + 2u˜au˜b) +O(1), (21)
where terms of O(1) are at most bounded but discontin-
uous on the worldline. PMB define a gauge to be LL if it
satisfies two properties: (i) the LL metric perturbation
must have an identical leading-order singular structure
as the Lorenz gauge,
hLLab =
2µ
s
(gab + 2u˜au˜b) + o(s
−1), (22)
where terms of o(s−1) are not as strongly divergent as
s−1 on the worldline, and (ii) the Lorenz and LL gauges
differ locally by at most a continuous gauge vector, ξaC,
hLLab = h
L
ab −£ξCgab. (23)
With these conditions in place, the two metric perturba-
tions fall within the same class of gauges introduced by
Barack and Ori [15], meaning that the self-forces in each
gauge are related via Eq. (20).
B. Regularization in the RW and EZ Gauges
We now outline how we perform regularization in the
RW/EZ gauges, motivated by the LL-gauge regulariza-
tion procedure and the work of Nakano et al. [24]. To
start, a gauge transformation is performed locally to
bring the retarded Lorenz gauge metric perturbation into
the RW/EZ gauges,
hRWab = h
L
ab −£ξRWgab. (24)
We perform an identical gauge transformation to a local
expansion of the Detweiler-Whiting singular field hL,Sab in
the Lorenz gauge,
hRW,Sab = h
L,S
ab −£ξRW,Sgab, (25)
and define the difference of the two gauge vectors to be,
ξRW,Ca ≡ ξRWa − ξRW,Sa . (26)
Assuming that hL,Sab is known to high-enough order in
a series expansion [36] when constructing ξRW,S, then
the remainder ξRW,C will be at least continuous. What
exactly constitutes a “high enough” order is outlined in
Sec. VI.
Using the continuous gauge vector ξRW,Ca , we now de-
fine the LL metric perturbation from Eq. (23) associated
with the RW gauge transformation to be,
hLLab = h
L
ab −£ξRW,Cgab. (27)
It must be emphasized that the LL metric perturbation
in Eq. (27) is not unique, as it depends on the final
gauge choice enforced in Eqs. (24) and (25); in general, it
will differ when transforming to the RW gauge compared
to the EZ gauge. Additionally, any continuous term in
ξRW,Ca may be equally attributed to ξ
RW,S
a , changing h
LL
ab
but remaining in the Barack-Ori class. It is therefore
vital that the gauge vectors ξRWa and ξ
RW,S
a be speci-
fied exactly, so that we may identify ξRW,Ca in Eq. (26)
precisely and specify the exact LL gauge in which the
regularization is performed.
To demonstrate how these gauge transformations pro-
duce an LL metric perturbation in the regularization pro-
cedure, we consider the regularization of a linear func-
tional constructed from the metric perturbation and its
derivatives, I[h](x), evaluated at the spacetime event
x. This quantity I may stand for the force in Eq. (6)
or any number of gauge-invariant quantities commonly
computed in the self-force literature (see e.g. Shah and
Pound [37] for examples of these gauge invariants). We
then write schematically [38],
5I[hLL,R](x0) = lim
x→x0
I[hLL − hL,S]
= lim
x→x0
{I[hL −£ξRW,Cgab](x)− I[hL,S]}
= lim
x→x0
{I[hL](x)− I[£ξRWgab](x)
−I[hL,S] + I[£ξRW,Sgab](x)
}
= lim
x→x0
I[hRW − hRW,S](x). (28)
In general, the gauge term relating hLLab and h
L
ab may not
be dropped, and we may express the difference between
the LL and Lorenz gauge quantities,
I[hLL,R](x0) = I[hL,R](x0)− I[£ξRW,Cgab](x0). (29)
The practical regularization in our work is per-
formed by subtracting tensor-harmonic regularization
terms mode-by-mode, as was done by Wardell and War-
burton [25] for Lorenz gauge regularization. For a func-
tional of the metric perturbation, the regularization of
the retarded RW gauge modes is written,
I[hLL,R](x0) =
∑
`
{I`[hRW](x0)− I`[hL,S](x0)
+I`[£ξRW,Sgab](x0)
}
, (30)
where I is decomposed into a tensor-harmonic basis and
summed over the azimuthal index m, a` la Eq. (17). We
assume that the individual `-modes of I are continuous
at the particle, and that the gauge vector in Eq. (30) is
constructed solely from a local expansion of the Lorenz
gauge Detweiler-Whiting singular field mode-by-mode,
ξRW,S,`ma = ξ
RW,`m
a [h
L,S]. The gauge transformation
from any gauge to the RW and EZ gauges is unique in the
mode-decomposition for ` ≥ 2, and we further outline in
Sec. V the specific gauge choice made for ` = 0, 1.
Finally, we outline the regularization specifically of the
self-force. Here, the `-modes of the retarded force con-
tain jump discontinuities when evaluated at the particle,
and the mode-sum formula is adjusted to handle these
discontinuities and include the additional gauge term,
Fa[hLL,R](x0) =
∑
`
{F`,±a [hRW](x0)−F`,±a [hL,S](x0)
+F`,±a [£ξRW,Sgab](x0)
}
. (31)
We note that this method of self-force regularization is
similar to the work of Nakano, Sago, and Sasaki [24], who
introduce a regularization scheme for the RW gauge ana-
lytically at 1PN based on gauge-transforming the Lorenz
gauge singular field as in Eq. (25). The methods differ
in the choice of monopole and dipole gauges used in the
calculation, as outlined in Sec. V. In addition, no post-
Newtonian expansions are undertaken in our work.
IV. RETARDED SOLUTION
We now review the method used to integrate the EFEs
and reconstruct the tensor-harmonic modes of the re-
tarded metric perturbation in the EZ and RW gauges
through use of master functions, originally introduced to
the study of black hole perturbation theory by Regge and
Wheeler [22] and Zerilli [26]. We begin by introducing
a tensor-harmonic basis used to decompose the metric
perturbation. From the tensor-harmonic components of
the metric perturbation, we construct six gauge-invariant
fields used to construct the two master functions utilized
in this work.
A. Tensor Harmonic Decomposition
Using the A–K framework introduced in [23], we take
advantage of the spherical symmetry present in the
Schwarzschild spacetime to decompose the metric per-
turbation into a basis of tensor harmonics,
hab(t, r, θ, φ) =
∞∑
`=0
∑`
m=−`
h`mab (t, r, θ, φ), (32)
with
h`mab (t, r, θ, φ) = A vavbY`m + 2 B v
g
(aY
E,`m
b) + 2 C v
g
(aY
B,`m
b)
+ 2 D vg(aY
R,`m
b) + ET
T0,`m
ab + FT
E2,`m
ab
+ GTB2,`mab + 2 HT
E1,`m
ab + 2 JT
B1,`m
ab
+ KTL0,`mab , (33)
where the 10 complex scalar functions A–K have had
their arguments and indices suppressed for simplicity,
e.g., A = A`m(t, r). The vector and tensor harmonics
are listed in App. A, and the vector fields va and na are
written in Schwarzschild coordinates as,
va = (−1, 0, 0, 0), na = (0, 1, 0, 0).
The projection of the stress-energy, Eq. (4), onto the
tensor-harmonic basis used in Eq. (33) is straightforward,
given the delta functions in the source, e.g.,
T `mA (t, r) = f
2
∫
vavbTabY
∗
`m dΩ,
= µ
f0E
r20
δ(r − r0)
∫
Y ∗`mδ(θ − pi/2)δ(ϕ− Ωt) dΩ,
= µ
f0E
r20
Y ∗`m(pi/2, 0)δ(r − r0)e−imΩt. (34)
Instead of T `mA appearing explicitly, we will typically rep-
resent the occurrence of source terms by projections of
the linearised Einstein operator, since by Eq. (2) we have
EA = −16piTA. (35)
All source terms relevant for circular orbits are listed in
App. B.
When focusing specifically on circular, equatorial or-
bits, the form of the source terms in Eq. (34) motivates
6a further refinement to the Ansatz of the metric perturb-
taion given in Eq. (33), whereby each scalar function A–K
is written as a separable function of t and r, with time-
dependence of the form,
A`m(t, r) = Â
`m
(r) e−iωmt. (36)
The allowable frequencies for the metric perturbation are
fixed by the source terms and are multiples of the orbital
frequency,
ωm = mΩ. (37)
This time-dependence for circular orbits is equivalent to
working in the frequency domain with Fourier coefficients
[24],
A`m(t, r) =
1
2pi
∫ ∞
−∞
A`m(ω, r)e−iωt dω, (38)
with A`m(ω, r) = Â
`m
(r)δ(ω − ωm).
Finally, with the introduction of the metric pertur-
bation, certain symmetries present in the background
Schwarzschild spacetime no longer exist in the physical
spacetime. In particular, the vectors (∂t)
a and (∂φ)
a are
no longer Killing in the physical spacetime gphysab , yet a
Killing vector does exist as a combination of the two: the
helical Killing vector (HKV) ka = (∂t)
a + Ω(∂φ)
a. The
physical spacetime obeys the helical symmetry £kg
phys =
O(µ2/M2) [28], and this symmetry exists for any rea-
sonable choice of gauge as a consequence of the time-
dependence present in Eq. (36) and the mode decompo-
sition of the metric perturbation, Eq. (33). While we
will utilize the time-dependence of Eq. (36) in this work
for circular orbits, the expressions in the remainder of
Sec IV hold for metric perturbations with arbitrary time-
dependence.
B. Gauge Invariants
The procedure of metric reconstruction is based on the
construction of six gauge-invariant fields introduced in
[23]; we review this construction here. We begin with the
metric perturbation in Eq. (33) written in an arbitrary
“old” gauge, and write it in a “new” gauge by introducing
a gauge vector ξa. The transformation occurs to first-
order in the mass-ratio as,
hnewab = h
old
ab −£ξgab +O(µ2/M2). (39)
The gauge vector ξa is decomposed into tensor-harmonic
modes,
ξ`ma = P vaY`m + RnaY`m + SY
E,`m
a + QY
B,`m
a , (40)
with complex scalar functions P, R, and S for the even-
parity components of the gauge vector, and Q for the
odd-parity component. The action of the gauge vector
on the metric perturbation induces the following changes
to the metric components:
∆A = −2∂tP− 2Mf
r2
R, (41)
∆B =
1
r
P− ∂tS, (42)
∆C = −∂tQ, (43)
∆D = ∂rP− 2M
r2f
P− ∂tR, (44)
∆E =
2f
r
R− λ+ 2
r
S, (45)
∆F =
2
r
S, (46)
∆G =
2
r
Q, (47)
∆H =
1
r
R + ∂rS− 1
r
S, (48)
∆J = ∂rQ− 1
r
Q, (49)
∆K = 2∂rR +
2M
r2f
R, (50)
where we write e.g., Anew = Aold − ∆A, and introduce
λ = (` − 1)(` + 2). For ` ≥ 2, we may enforce the
gauge choice known as the Regge-Wheeler (RW) gauge,
introduced by Regge and Wheeler [22], by eliminating
Bnew = Fnew = Hnew = 0 through convenient choices
of P, S, and R, in Eqs. (42), (46) and (48), and using
Eq. (47) to eliminate Gnew. Alternatively, using Eq. (45)
instead of Eq. (48), we may set Bnew = Enew = Fnew = 0,
which defines the EZ gauge. Specifically for the low
modes ` < 2, certain equations above vanish identically
and another gauge choice is made that we discuss in
Sec. V.
By combining various A–K terms and their derivatives,
one may construct quantities which are unchanged under
the action of the gauge vector in Eqs. (41)-(50), making
them gauge-invariant:
α = J− r
2
∂rG, (51)
β = −C− r
2
∂tG, (52)
χ = H− 1
2f
E− λ+ 2
4f
F− r
2
∂rF, (53)
ψ =
1
2
K− r − 3M
2rf2
E− r
2f
∂rE
− (λ+ 2)(r − 3M)
4rf2
F− r(λ+ 2)
4f
∂rF, (54)
δ = D +
r
2f
∂tE− r − 4M
rf
B− r∂rB
− r
2
2
∂t∂rF +
r(λ+ 2)− 4(r − 3M)
4f
∂tF, (55)
 = −1
2
A− M
2r
E− r∂tB− M(λ+ 2)
4r
F− r
2
2
∂2t F. (56)
7Two additional gauge invariants of interest to this work
appear as combinations of certain gauge invariants above,
one for each parity,
ΨW = r
2∂tα− r2∂rβ + rβ, (57)
ΨZ =
rf
κ
[2rfψ − r(λ+ 2)χ] , (58)
with κ = 6M + λr. These two quantities both satisfy
a 1+1D wave equation in Schwarzschild time and the
tortoise radial coordinate r∗ = r + 2M log(r/2M − 1),[−∂2t + ∂2r∗ − VW/Z(r)]ΨW/Z = SW/Z, (59)
with potentials,
VW(r) =
f
r2
[
λ+ 2− 6M
r
]
, (60)
VZ(r) =
f
r2
[
λ2(λ+ 2)r3 + 6M(κλr + 12M2)
rκ2
]
. (61)
We remark on the similarities between the two potentials
by taking the difference,
∆V = VW − VZ
=
24Mf
r2κ
[(
1− 3M
r
)
+
3Mf
κ
]
. (62)
This difference vanishes at both the horizon and spatial
infinity, and also very near but outside the light ring at
r = 3M . It further vanishes in the limit that ` grows to
infinity.
The sources SW/Z are listed in Eqs. (268) and (269).
From Eq. (59) and the form of the potentials in Eqs. (60)-
(61), it is clear that the gauge invariants ΨW and ΨZ
are master functions akin to those of Regge-Wheeler and
Zerilli, respectively [39]. These master functions express
the two dynamical degrees of freedom in the Einstein
field equations. Furthermore, it is possible to recover the
gauge invariants in Eqs. (51)-(56) solely from the master
functions, along with source terms:
α = − 1
λrf
[
∂tΨW + r
2fEJ
]
, (63)
β = − 1
λr
[
fΨW + rf∂rΨW − r3EC
]
, (64)
χ =
−1
(λ+ 2)κr2f
[{
λ(λ+ 2)r2 + 6M(κ− 2M)}ΨZ
+2κr2f∂rΨZ + r
5EA
]
, (65)
ψ =
−1
2r2f2κ
[
2(r2λ− 3rMλ− 6M2)ΨZ
+2r2fκ∂rΨZ + r
5EA
]
, (66)
δ =
r
λ+ 2
[4f∂tψ − (λ+ 2)∂tχ− rED] , (67)
 =
f
2
[
2χ+ 2rf∂rχ− 2fψ + r2EF
]
, (68)
Thus, solving the EFEs at first order in the mass ratio
has been reduced to integrating Eq. (59) for ΨW/Z, up to
considerations of gauge and the low modes ` < 2.
C. Numerical Integration
The literature is rich with examples of numerical solu-
tions for a point-particle source in a bound orbit about
a Schwarzschild black hole, both in the time domain
[16, 17, 30, 40, 41] and in the frequency domain [42–46].
The numerical techniques used in our work to solve the
frequency-domain representation of Eq. (59),[
∂2r∗ + ω
2
m − VW/Z(r)
]
Ψ̂W/Z = ŜW/Z, (69)
align closely with the solution method outlined by Hop-
per and Evans [47], but simplified for the case of cir-
cular orbits. The numerical integration of Eq. (69)
is performed in Mathematica [48] to take advantage
of Mathematica’s arbitrary precision framework. We
choose to work with a global minimum precision of 32
digits, which is responsible for the ultimate numerical
accuracy of the retarded field spherical harmonic modes
shown later in this work.
D. Metric Reconstruction
The gauge invariants in Eqs. (51)-(56) may be con-
structed from the tensor modes of the metric perturba-
tion in any gauge, but play a special role in metric re-
construction specifically in the EZ gauge. When the EZ
gauge conditions are enforced, Eqs. (51)-(56) reduce to
expressions which are trivial to invert for the metric com-
ponents,
AEZ = −2, (70)
CEZ = −β, (71)
DEZ = δ, (72)
HEZ = χ, (73)
JEZ = α, (74)
KEZ = 2ψ, (75)
with all other components vanishing. Should one choose
to work in the RW gauge instead, the non-zero metric
components become,
ARW = −2+ 2Mf
r
χ, (76)
CRW = −β, (77)
DRW = δ + r∂tχ, (78)
ERW = −2fχ, (79)
JRW = α, (80)
KRW = 2ψ − 2(r −M)
rf
χ− 2r∂rχ. (81)
The full (` ≥ 2) metric perturbation in either the EZ or
RW gauge is recovered by substituting the expressions for
A–K into Eq. (33) after solving for the gauge-invariants
via ΨW/Z in Eqs. (63)-(68). The specific reconstruction
for ` < 2 is detailed in Sec. V.
8V. RETARDED SOLUTION FOR ` = 0, 1
For the low (` < 2) modes, the gauge invariants con-
structed in Sec. IV lose their invariant properties under
a gauge transformation. We investigate these low-order
modes by gauge-transforming the Lorenz-gauge retarded
solution. We opt to use the gauge choice for both ` = 0
and ` = 1 introduced by Zerilli [26], as the Zerilli gauge
satisfies both the RW and EZ gauge conditions. This
gauge choice differs from that of Nakano et al. [24], who
opt to use the Lorenz gauge monopole (corrected by
Hikida et al. [49]) and a different variant of the Zerilli
dipole.
The cases of ` = 0 and ` = 1 are handled separately,
and the tensor-harmonic `m labels for the metric pertur-
bation are written explicitly for clarity.
A. ` = 0
We approach the construction of the Zerilli gauge
monopole initially by finding the gauge transformation
from the Lorenz gauge to the Zerilli gauge. This will
lead directly into the construction of the singular field
monopole in Sec. VI.
At ` = 0, all vector and tensor modes of the metric per-
turbation vanish identically. Furthermore, all coefficients
of the gauge vector Eq. (40) are evaluated with ω0 = 0,
eliminating any time derivatives from Eqs. (41)-(50) and
yielding a static gauge transformation. The gauge vector
becomes,
ξ̂00a =
1
2
√
pi
[
P̂
00
va + R̂
00
na
]
, (82)
and induces the following changes to the metric pertur-
bation:
∆Â
00
= −2Mf
r2
R̂
00
, (83)
∆D̂
00
=
dP̂
00
dr
− 2M
r2f
P̂
00
, (84)
∆Ê
00
=
2f
r
R̂
00
, (85)
∆K̂
00
= 2
dR̂
00
dr
+
2M
r2f
R̂
00
. (86)
The Zerilli monopole gauge choice uses the two degrees
of gauge freedom to set E00Z = D
00
Z = 0. Starting from
the Lorenz gauge, the choice of E00Z = 0 algebraically
determines R̂
00
from Eq. (85),
R̂
00
=
r
2f
Ê
00
L . (87)
Eq. (84) is then solved to set D̂
00
Z = 0:
f
d
dr
[
P̂
00
/f
]
= D̂
00
L . (88)
When integrating this equation, we find,
P̂
00
(r) = f
∫ r
r1
f−1(r′)D̂
00
L (r
′) dr′ + f ζ̂00. (89)
The starting value of the integration, r1, is arbitrary, and
ζ̂00 is an arbitrary constant. The gauge function P̂
00
is
not present in the metric perturbation (outside of fixing
the condition D̂
00
Z = 0), as P̂
00
only appears in Eq. (84)
for static gauge transformations. Thus, the monopole
contributions to the retarded field in the Zerilli gauge
are,
Â
00
Z = Â
00
L +
M
r
Ê
00
L , (90)
K̂
00
Z = K̂
00
L −
(r − 3M)
rf2
Ê
00
L −
r
f
dÊ
00
L
dr
, (91)
with all other components set to zero. These remaining
components of the metric perturbation are invariant un-
der gauge transformations produced by the gauge vector
in Eq. (82) and are unique.
The form of the Lorenz gauge monopole was deter-
mined analytically by Barack and Lousto [50]. The inner
(r ≤ r0) solution is,
hL,−tt = −
AfM
r3
P (r), (92)
hL,−rr =
A
r3f
Q(r), (93)
hL,−θθ = (sin θ)
−2hL,−ϕϕ = AfP (r), (94)
and the outer solution (r ≥ r0) is,
hL,+tt =
2µE
3r4r0f0
{3r3(r0 − r) +M2(r20 − 12Mr0 + 8M2)
+ (r0 − 3M)[−rM(r + 4M) + rP (r)f ln f + 8M3 ln(r0/r)]}, (95)
hL,+rr = −
2µE
3r4r0f0f2
{−r3r0 − 2Mr(r20 − 6Mr0 − 10M2) + 3M2(r20 − 12Mr0 + 8M2)
+ (r0 − 3M)[5Mr2 + (r/M)Q(r)f ln f − 8M2(2r − 3M) ln(r0/r)]}, (96)
9hL,+θθ = (sin θ)
−2hL,+ϕϕ = −
2µE
9rr0f0
{3r20M − 80M2r0 + 156M3
+ (r0 − 3M)[−3r2 − 12Mr + 3(r/M)P (r)f ln f + 44M2 + 24M2 ln(r0/r)]}. (97)
The constant A and the functions P (r) and Q(r) were
originally introduced by Barack and Lousto,
A =
2µE
3Mr0f0
[M − (r0 − 3M) ln f0], (98)
P (r) = r2 + 2Mr + 4M2, (99)
Q(r) = r3 −Mr2 − 2M2r + 12M3, (100)
with f0 = f(r0), and are not to be confused with quanti-
ties elsewhere in this work. Before we perform the gauge
transformation in Eqs. (90)-(91), it is important to real-
ize that the Lorenz gauge monopole is not asymptotically
flat (in this instance, defined as h+tt → 0 as r →∞),
hL+tt = −
2µE
r0f0
(1− r0
r
) +O(1/r2) as r →∞, (101)
and so we choose to perform an additional gauge trans-
formation to adjust this after transforming to the Zerilli
gauge. The asymptotic flatness of the monopole is im-
portant for the comparison between gauge-invariants for
the purposes of this work [51]. We shall see that the
gauge vector required for this transformation does not
obey the HKV symmetry, and would not be attainable
via the gauge vector in Eq. (82).
After constructing the metric components in the Zerilli
gauge via Eqs. (90)-(91) and recovering the full metric
perturbation from Eq. (33), the not-asymptotically-flat
(NAF) Zerilli gauge metric is,
hZ,NAF−tt = 0, (102)
hZ,NAF−rr = 0, (103)
hZ,NAF+tt = −
2µE(r − r0)
rr0f0
, (104)
hZ,NAF+rr =
2µE
rf
. (105)
To correct hZ,NAF+tt , we introduce a gauge vector taking
the form of a global homogeneous solution to Eq. (84)
which breaks the HKV symmetry, i.e., has non-vanishing
time dependence, but maintains the Zerilli gauge condi-
tion,
ξNAFa =
µE
r0f0
tfva. (106)
This gauge vector changes the tt-component of the metric
via Eq. (41) to,
hZ,−tt =
2µE
r0f0
f, (107)
hZ,−rr = 0, (108)
hZ,+tt =
2µE
r
, (109)
hZ,+rr =
2µE
rf
, (110)
and the perturbation now vanishes at both the horizon
and spatial infinity. We notice that, while hZtt is con-
tinuous across the particle’s orbit, a jump-discontinuity
has been introduced to hZrr that was not present in the
Lorenz gauge.
B. ` = 1 Odd-Parity
For ` = 1, the only non-zero odd-parity contribution to
the metric perturbation arises from m = 0. Furthermore,
the spin-2 contribution to the metric perturbation, G10,
vanishes identically, and Zerilli chooses to use the one
degree of gauge freedom, Q10, to eliminate J10Z = 0. This
gauge choice is identical to the odd-parity dipole gauge
used in Lorenz gauge calculations [52]. Its derivation may
be found in the literature, for example from [23], and the
analytic solution is given by,
hZ,−tφ = −2µL sin2 θ
r2
r30
, (111)
hZ,+tφ = −2µL sin2 θ
1
r
. (112)
C. ` = 1 Even-Parity
Restricting to ` = 1 even-parity, the metric perturba-
tion vanishes for m = 0, so only the values m = ±1 need
be considered. Unlike for ` = 0 and ` = 1 odd-parity,
there are no known analytic solutions for the even-parity
dipole in the Lorenz gauge. Despite this lack of analytic
solution, we work through the gauge transformation re-
quired to bring the Lorenz gauge solution to the Zerilli
gauge, as this transformation will be required to con-
struct the even-parity dipole singular field in Sec. VI.
Analytic solutions to the even-parity dipole do exist in
the Zerilli gauge, which we list at the end of this section.
The changes to the metric perturbation under a gauge
transformation reduce for ` = 1 even parity to,
∆Â
1m
= 2iωmP̂
1m − 2Mf
r2
R̂
1m
, (113)
∆B̂
1m
=
1
r
P̂
1m
+ iωmŜ
1m
, (114)
∆D̂
1m
=
dP̂
1m
dr
− 2M
r2f
P̂
1m
+ iωmR̂
1m
, (115)
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∆Ê
1m
=
2f
r
R̂
1m − 2
r
Ŝ
1m
, (116)
∆Ĥ
1m
=
1
r
R̂
1m
+
dŜ
1m
dr
− 1
r
Ŝ
1m
, (117)
∆K̂
1m
= 2
dR̂
1m
dr
+
2M
r2f
R̂
1m
. (118)
Here, F̂
1m
= 0 identically but we still have the full even-
parity gauge freedom. The Zerilli dipole gauge is deter-
mined by setting B̂
1m
Z = Ê
1m
Z = Ĥ
1m
Z = 0, and the gauge
vector for this choice is calculated in two steps, where
first P̂
1m
and R̂
1m
are found algebraically via Eqs. (114)
and (116) while leaving Ŝ
1m
free,
P̂
1m
Z = r
(
B̂
1m
L − iωmŜ
1m
Z
)
, (119)
R̂
1m
Z =
r
2f
(
Ê
1m
L +
2
r
Ŝ
1m
Z
)
, (120)
which, when substituted into Eq. (117), yield a first-order
ODE for Ŝ
1m
Z :
d
dr
(
f Ŝ
1m
Z
)
= f Ĥ
1m
L −
1
2
Ê
1m
L . (121)
The solution may be found by integration,
Ŝ
1m
Z = Ŝ
1m
part + f
−1ζ̂1m, (122)
where ζ̂1m is a constant and we have written,
Ŝ
1m
part(r) ≡ f−1
∫ r
r0
(
f(r′)Ĥ
1m
L (r
′)− 1
2
Ê
1m
L (r
′)
)
dr′.
(123)
When transforming from the Lorenz gauge in the re-
gion around the particle’s orbit, Ĥ
1m
L (r) and Ê
1m
L (r) are
both bounded, C0 functions of r, and thus Ŝ
1m
part(r) is a
C1 function over the same interval. The lower bound for
the integral in Ŝ
1m
part is arbitrary and set to the orbital
radius for convenience, such that Ŝ
1m
part vanishes at the
particle (but note that its radial derivative does not van-
ish). In addition, the unknown constant ζ̂1m is arbitrary.
After the gauge transformation, the remaining non-zero
components of the metric are,
Â
1m
L→Z = Â
1m
L − 2iωmrB̂
1m
L +
M
r
Ê
1m
L + 2r
(
M
r3
− ω2m
)
Ŝ
1m
part −∆Â
1m
Z , (124)
D̂
1m
L→Z = D̂
1m
L −
(
r − 4M
rf
+ r
d
dr
)
B̂
1m
L −
iωmr
2f
Ê
1m
L + iωm
(
r
d
dr
− 4M
rf
)
Ŝ
1m
part −∆D̂
1m
Z , (125)
K̂
1m
L→Z = K̂
1m
L −
(
(r − 3M)
rf2
+
r
f
d
dr
)
Ê
1m
L −
(
2
f
d
dr
− 2M
r2f2
)
Ŝ
1m
part −∆K̂
1m
Z , (126)
with residual gauge freedom,
∆Â
1m
Z = −
2r
f
(
M
r3
− ω2m
)
ζ̂1m,
∆D̂
1m
Z =
6iωmM
rf2
ζ̂1m, (127)
∆K̂
1m
Z = −
6M
r2f3
ζ̂1m.
While it is clear that the metric perturbation in
Eqs. (124)-(126) is in the Zerilli gauge, the additional
gauge freedom in Eqs. (127) may be added to the met-
ric perturbation without changing the gauge condition
B1mZ = E
1m
Z = H
1m
Z = 0, and so the gauge choice is not
uniquely fixed. We now use this freedom to recover a
Zerilli gauge in which all components of the metric per-
turbation vanish outside the particle’s orbit (r > r0).
This choice is made to ensure that the dipole is asymp-
totically flat.
We begin with the analytic, retarded Zerilli gauge so-
lution given by Detweiler and Poisson [52],
hZtt =
2µr0f0E
r2f
(
1− r
3Ω2
M
)
sin θ
× cos(φ− Ωt)Θ(r − r0), (128)
hZtr = −
6µr0f0ΩE
rf2
sin θ sin(φ− Ωt)Θ(r − r0), (129)
hZrr =
6µr0f0ΩE
r2f3
sin θ cos(φ− Ωt)Θ(r − r0), (130)
where Θ(r − r0) is the Heaviside step function. Trans-
forming this solution to one which vanishes in the
outer region via Eqs. (127) and factoring out the time-
dependence yields the A–K components of the metric per-
turbation,
Â
1m
Z =
2r
f
(
M
r3
− ω2m
)
r30E¯
1m
A
12M
Θ(r0 − r), (131)
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D̂
1m
Z = −
6iωmM
rf2
r30E¯
1m
A
12M
Θ(r0 − r), (132)
K̂
1m
Z =
6M
r2f3
r30E¯
1m
A
12M
Θ(r0 − r), (133)
where E¯1mA is the fully-evaluated coefficient of the delta
function source in Eq. (270). By inspection, this solution
is almost entirely pure gauge; for both r < r0 and r > r0,
the form of Eqs. (131)-(133) is identical to Eqs. (127)
with particular choices for ζ̂1m in each domain. Truly, it
is the step function itself that makes the solution phys-
ically meaningful, as otherwise the entire metric pertur-
bation in this sector may be set to vanish by choosing
the appropriate constant in Eqs. (127).
We now wish to refine the gauge transformation used
to recover Eqs. (124)-(126) from the Lorenz gauge to the
particular Zerilli gauge used in Eqs. (131)-(133), which
will exhaust all of the remaining gauge freedom gener-
ated by a gauge vector obeying the helical symmetry.
Our choice is to eliminate the right-hand-sided limit of
the Zerilli metric perturbation generated from the Lorenz
gauge solution at the particle,
lim
r→r+0
Â
1m
L→Z(r) = lim
r→r+0
D̂
1m
L→Z(r) = lim
r→r+0
K̂
1m
L→Z(r) = 0.
(134)
This gauge refinement condition may be enforced at any
value of r > r0, but we choose to evaluate (the right-
hand-sided limit) at r = r0, since we have constructed
S1mpart to vanish at the orbit, which greatly simplifies
Eqs. (124)-(126).
As Ŝ
1m
part(r) is a differentiable function, we find,
lim
r→r0
dŜ
1m
part
dr
(r) = f−10 limr→r0
d
dr
∫ r
r0
(
f(r′)Ĥ
1m
L (r
′)− 1
2
Ê
1m
L (r
′)
)
dr′ − 2M
r20f
2
0
Ŝ
1m
part(r0),
= Ĥ
1m
L (r0)−
1
2f0
Ê
1m
L (r0). (135)
Then, after taking the limits in Eq. (134),
0 = Â
1m
L − 2iωmr0B̂
1m
L +
M
r0
Ê
1m
L , (136)
0 = D̂
1m
L −
r0 − 4M
r0f0
B̂
1m
L − r0
(
dB̂
1m
L
dr
)
+
− iωmr0
f0
Ê
1m
L + iωmr0Ĥ
1m
L −
6iωmM
r0f20
ζ̂1m, (137)
0 = K̂
1m
L +
3M
r0f20
Ê
1m
L −
r0
f0
(
dÊ
1m
L
dr
)
+
− 2
f0
Ĥ
1m
L +
6M
r20f
3
0
ζ̂1m. (138)
The validity of this choice must now be verified.
We begin by analyzing Eq. (136). In the Zerilli gauge, Â
1m
Z is gauge-invariant at the particle, which can be seen by
substituting Eqs. (113)-(116) into the combination of metric components found in Eq. (136),
∆Â− 2iωmr∆B̂ + M
r
∆Ê = −2r
(
M
r3
− ω2m
)
S1m. (139)
This combination vanishes at the particle irrespective of the choice of Ŝ
1m
, since ω2m = Ω
2 for m = ±1. Thus, if
Â
1m
Z (r0) vanishes in one gauge, it must vanish in all gauges related via the HKV symmetry. This result is unsurprising;
Â
1m
Z (r0) is the sole contribution to the even-parity piece of the Detweiler redshift invariant u¯
t in the Zerilli gauge
(where htφ = hφφ = 0 for even-party). Since Â
1m
Z (r0) vanishes in both the left- and right-hand-sided limits in the
Zerilli gauge, as shown in Eq. (131), the condition Eq. (134) is satisfied for Â
1m
L→Z.
To show that the remaining two limits are valid requires more work, and we must solve for ζ̂1m to satisfy the
vanishing conditions. Both Eqs. (137) and (138) provide a solution for the remaining gauge freedom and the system
appears overdetermined. We solve both equations,
ζ̂1mD =
f0
6ωmM
[
i(r0 − 4M)B̂
1m
L + ir
2
0f0
(
dB̂
1m
L
dr
)
+
− ir0f0D̂
1m
L − ωmr20Ê
1m
L + ωmr
2
0f0Ĥ
1m
L
]
, (140)
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ζ̂1mK =
r0f0
6M
[
−3M Ê1mL + r20f0
(
dÊ
1m
L
dr
)
+
+ 2r0f0Ĥ
1m
L − r0f20 K̂
1m
L
]
, (141)
labeling the solution for ζ̂1mD/K arising from each equation separately. The difference between these two constants is
proportional to a source term,
ζ̂1mK − ζ̂1mD =
r30f
2
0
12iMωm
E1mD , (142)
and this source term vanishes for the circular orbits of interest in this paper, E1mD = 0. The constant may then be
determined by use of either Eq. (137) or (138), and the gauge freedom is now entirely fixed. The vanishing right-hand
side of Eq. (142) is verified numerically in Sec. VIII.
VI. SINGULAR FIELD CONSTRUCTION
In this section we construct the Detweiler-Whiting sin-
gular field in the EZ and RW gauges. We begin with a
local expansion of the singular field in the Lorenz gauge.
After a decomposition into tensor harmonic modes, the
gauge-invariants Eqs. (51)-(56) are formed and used to
reconstruct the singular field in both the EZ and RW
gauges via Eqs. (70)-(75) and Eqs. (76)-(81), respectively.
We then detail the specific gauge transformation of the
singular field for the low-order (` < 2) modes.
A. Local Detweiler-Whiting Singular Field
The trace-reversed Detweiler-Whiting singular field is
found in the Lorenz gauge and expanded covariantly
about the worldline of the particle [36],
h¯L,Sab = 4µga
a¯gb
b¯
[
1
ε
ua¯ub¯
s¯
+O(ε)
]
, (143)
with ua¯ and ga¯b¯ the particle’s four-velocity and the
background metric, respectively, evaluated on the world-
line, ga
a¯ the bivector of parallel transport, s¯ = (ga¯b¯ +
ua¯ub¯)σ
a¯σb¯ the spatial geodesic distance away from the
worldline, and σ the Synge world function. ε is an order-
counting parameter in the expansion. (See [35] for a re-
view of bitensors and covariant expansions of hS.) Fol-
lowing conventions established in the self-force literature
[12, 31, 53], a coordinate expansion of Eq. (143) is per-
formed in coordinates (∆t,∆r,Θ,Φ) about some refer-
ence Schwarzschild time t0 = 0, such that ∆t = 0,
∆r = r − r0, and the angles (Θ,Φ) are related to the
background Schwarzschild angles (θ, φ) by the rotation,
sin θ cosφ = cos Θ,
sin θ sinφ = sin Θ cos Φ,
cos θ = sin Θ sin Φ. (144)
This rotation places the particle at the pole of the rotated
coordinates, (θ = pi/2, φ = 0)→ (Θ = 0,Φ arbitrary). In
these coordinates the field has the form [25],
h¯L,Sab =
1
ε
c
(1)
ab
ρ
+ ε0
[
c
(2)
ab ∆r
ρ
+
c
(3)
ab ∆r
3
ρ3
]
+O(ε), (145)
evaluated at ∆t = 0, where, for the circular orbits of in-
terest in this paper, the coefficients c
(n)
ab are independent
of ∆r and Θ, and we have introduced ρ as the leading-
order term in the coordinate expansion of s¯ [31],
ρ2 =
2γr20
r0 − 3M (ν
2 + 1− cos Θ), (146)
with
γ = 1− M
r0f0
sin2 Φ, (147)
and
ν2 =
r0 − 3M
r30f
2
0
∆r2
2γ
. (148)
The full coordinate expansion of h¯L,Sab used for this work is
quite lengthy, so we direct the reader to an online source
for the expansion through O(ε4) [54]. We include or-
ders up through O(ε2), in order to capture the necessary
angular derivatives required to regularize the EZ-gauge
self-force.
B. Tensor Harmonic Decomposition of hL,Sab
To find the tensor harmonic projections of the singular
field, we follow the work of Wardell and Warburton [25],
who calculate the tensor modes of the singular field in the
BLS basis. We outline the relationship between the BLS
basis and the A–K basis in App. C. Our construction of
the singular field modes is identical to [25].
Before we begin, it is worth recalling that in the ro-
tated coordinates the particle is located at the pole
(Θ = 0,Φ arbitrary). When decomposed into tensor-
harmonic `m′-modes in these rotated coordinates, the
tensor harmonic basis vanishes at the particle for all but
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Table I. We list the A–K components of the Lorenz gauge sin-
gular field required for this work at each m′ value considered
in this construction.
m′ Non-vanishing A–K
0 A, E, F, H, K
1 B, C, D
2 A, E, F, G, H, J, Kaaaaaaaaa
select values of m′ (the azimuthal index number associ-
ated with Φ), and so only these non-vanishing m′ modes
of the singular field are required. The required A–K
terms for each m′ are listed in Table I.
We demonstrate the process of finding the tensor-
harmonic decomposition of the singular field for the A
term through O(∆r), for simplicity. Starting with the
projection,
A`0
′
L,S = f
2
∫
vavbhL,Sab Y
∗
`0 dΩ (149)
=
√
2`+ 1
4pi
∫ 2pi
0
∫ pi
0
hL,Stt P`(cos Θ) sin Θ dΘ dΦ,
we substitute in the coordinate expansion for hL,Stt =
h¯L,Stt − 12gttgcdh¯L,Scd , with the trace-reversed singular field
given through O(∆r) by,
h¯L,Stt =
1
ρ
[
4r20f
2
0
r0(r0 − 3M) −
2∆r
r20(r0 − 3M)
(150)
×r
2
0 − 7Mr0 + 10M2 − 2r0f0(r0 − 4M)(1− γ)
γ
]
,
h¯L,Srr = 0, (151)
h¯L,SΘΘ =
[
1− r0f0(1− γ)
M
]2
h¯L,Sang, (152)
h¯L,SΦΦ =
r0f0(1− γ)
M
[
1− r0f0(1− γ)
M
]
sin2 Θ h¯L,Sang,
(153)
with
h¯L,Sang =
1
ρ
[
4Mr20
r0 − 3M +
2Mr0∆r
r0 − 3M (154)
×3r0 − 7M − 2r0f0(1− γ)
r0f0γ
]
,
and the Φ-dependence expressed through γ.
The integral over Θ is performed first. Recall from
Eq. (146) that ρ has Θ-dependence. As such, the integral
over Θ becomes,
∫ pi
0
P`(cos Θ) sin Θ
ρ
dΘ (155)
∼
∫ 1
−1
P`(cos Θ)
(ν2 + 1− cos Θ)1/2 d(cos Θ),
neglecting factors in ρ that do not depend on Θ. The
denominator of Eq. (155) is expandable in terms of Leg-
endre polynomials [18], and for ν ∼ ∆r  1 but finite,
1
(ν2 + 1− cos Θ)1/2 (156)
=
∑
`′
[√
2− (2`′ + 1)|ν|+O(ν2)]P`′(cos Θ).
Eq. (155) is written, using Eq. (156) and substituting
u = cos Θ, as,∫ 1
−1
P`(u)
(ν2 + 1− u)1/2 du (157)
=
∑
`′
[√
2− (2`′ + 1)|ν|+O(ν2)
] ∫ 1
−1
P`′(u)P`(u) du
=
∑
`′
[√
2− (2`′ + 1)|ν|+O(ν2)
]( 2
2`′ + 2
)
δ``′
=
(
2
2`+ 1
)[√
2− (2`+ 1)|ν|+O(ν2)
]
,
where the third line follows from the orthogonality of the
Legendre polynomials, and δ``′ is the Kronecker delta.
This result is the integral over Θ expanded as a power
series in ν.
After integrating over Θ, we focus on the integral over
Φ. All Φ-dependence is now found in fractional or whole
powers of γ, and the integral of these terms becomes a
hypergeometric function [25],∫ 2pi
0
γn dΦ = 2pi 2F1
(
n,
1
2
, 1,
M
r0f0
)
. (158)
When n = −1/2, the integral is proportional to the ellip-
tic integral of the first kind, Kˆ( Mr0f0 ), and when n = 1/2
it is proportional to the elliptic integral of the second
kind, Eˆ( Mr0f0 ). All integer values of n reduce Eq. (158)
to a polynomial in Mr0f0 , and any other value of n is re-
lated to these three cases by the recursion relation for
Fp(k) ≡ 2F1(p, 12 , 1, k),
Fp+1(k) = p− 1
p(k − 1)Fp−1(k) +
1− 2p+ (p− 12 )k
p(k − 1) Fp(k).
(159)
When the dust has settled, A`0S is given to linear order
in ∆r as,
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A`0
′
L,S =
√
4pi
(2`+ 1)(r0 − 3M)
[
−4(r0 −M)f
1/2
0 K
pir
3/2
0
− (2`+ 1)|∆r| (r0 −M)
r
5/2
0
+∆r
(
2[r20 − 3Mr0 + 2M2]E
pir
7/2
0 f
1/2
0
− 4[r
2
0 − 3Mr0 + 4M2]K
pir
7/2
0 f
1/2
0
)]
+O(∆r2). (160)
The final task is to express the singular field projec-
tions in terms of the original (t, r, θ, φ) coordinates. This
is accomplished, in part, by reversing the rotation per-
formed in Eqs. (144) through use of the Wigner-D matrix
D`m,m′ defined in App. A B,
Â
`m
L,S =
∑`
m′=−`
D`m,m′
(
pi,
pi
2
,
pi
2
)
A`m
′
S . (161)
To recover the r-dependence, we simply substitute the
definition of ∆r = r − r0. Finally, the singular field pro-
jections are evaluated at ∆t = t = 0 in the (Θ,Φ) coordi-
nates. After rotation back to the original Schwarzschild
coordinates, the singular field must obey the helical sym-
metry of the physical spacetime, as it is an approximation
of the particular solution to Eq. (2). We then attribute
the same time dependence given to the retarded metric
perturbation, Eq. (36), written in full as,
A`mL,S(t, r) = e
−iωmt
∑`
m′=−`
D`m,m′
(
pi,
pi
2
,
pi
2
)
A`m
′
S (0, r).
(162)
The construction of the singular field in this paper is
identical to [25] with two additional considerations:
(1) Constructing the gauge-invariants (51)-(56) re-
quires taking additional radial derivatives of the
singular field projections, so terms proportional to
∆r2 are necessary, which were suppressed in the
analysis above (for brevity) and in [25].
(2) The even-parity gauge-invariants (53)-(56) involve
factors of ` (contained in λ), which indicate the
presence of additional angular derivatives before
the mode decomposition. Therefore, a higher-order
expansion in m′ is required for certain modes, with
the specific value of m′ for each A–K listed in Ta-
ble I.
The expressions for the higher-order singular field pro-
jections are unwieldy, and as such, they are made avail-
able electronically [54], constructed in the BLS basis.
One may recover the higher-order projections of the A–K
terms used in this work via App. C.
C. Singular Field for ` ≥ 2
To find the RW/EZ gauge singular field, the gauge-
invariant quantities in Eqs. (51)-(56) are constructed
from the A–K projections of hL,Sab . Taking into consider-
ation the time dependence in Eq. (162), the radial func-
tions of the gauge-invariants are,
α̂S = ĴL,S − r
2
dĜL,S
dr
, (163)
β̂S = −ĈL,S + iωmr
2
ĜL,S, (164)
χ̂S = ĤL,S − 1
2f
ÊL,S − λ+ 2
4f
F̂L,S − r
2
dF̂L,S
dr
, (165)
ψ̂S =
1
2
K̂L,S − r − 3M
2rf2
ÊL,S − r
2f
dÊL,S
dr
− (λ+ 2)(r − 3M)
4rf2
F̂L,S − r(λ+ 2)
4f
dF̂L,S
dr
, (166)
δ̂S = D̂L,S − iωmr
2f
ÊL,S − r − 4M
rf
B̂L,S − rdB̂L,S
dr
− iωm[r(λ+ 2)− 4(r − 3M)]
4f
F̂L,S +
iωmr
2
2
dF̂L,S
dr
,
(167)
̂S = −1
2
ÂL,S − M
2r
ÊL,S + iωmrB̂L,S
+
1
2
(
ω2mr
2 − M(λ+ 2)
2r
)
F̂L,S. (168)
The `m-modes of the singular metric perturbation in the
EZ gauge are found via Eqs. (70)-(75), and in the RW
gauge via Eqs. (76)-(81). As the above quantities are
gauge-invariant and the metric reconstruction requires
no integration, the (` ≥ 2) modes of the EZ and RW
gauge singular fields are uniquely fixed.
D. Singular Field for ` = 0, 1
1. ` = 0
The Zerilli gauge monopole is gauge-invariant under
gauge transformations which respect the HKV symmetry.
Performing the gauge transformation outlined in Sec. V A
on the singular field yields,
Â
00
Z,S = Â
00
L,S +
M
r
Ê
00
L,S, (169)
K̂
00
Z,S = K̂
00
L,S −
(r − 3M)
rf2
Ê
00
L,S −
r
f
dÊ
00
L,S
dr
. (170)
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Note that the additional gauge transformation between
the Lorenz and Zerilli gauges to ensure asymptotic flat-
ness, Eq. (106), is naturally included in the regular piece
of the gauge vector Eq. (26), for it is proportional to a
homogeneous solution the EFEs.
2. ` = 1 Odd-Parity
As discussed in Sec. V B, no gauge transformation is
necessary for the odd-parity dipole and the singular field
structure remains identical. As such, the singular field
for the odd-parity Zerilli dipole is equal to the Lorenz
gauge odd-parity dipole,
Ĉ
10
Z,S = Ĉ
10
L,S. (171)
3. ` = 1 Even-Parity
The even-parity dipole singular field is constructed fol-
lowing the gauge transformation outlined in Sec. V. The
unknown constant ζ̂1m in the even-parity dipole gauge
vector is pure gauge and induces a change to the retarded
field proportional to a homogeneous solution; we there-
fore attribute it to the regular piece of the gauge vector
in Eq. (26). Additionally, the choice of lower bound in
the integral for Ŝ
1m
part, Eq. (123), fixes the ` = 1 Zerilli
gauge solution recovered after regularization; the choice
has been made so that the regularization itself requires
no knowledge of the retarded Lorenz gauge solution and
no integrals of the singular or retarded field are necessary
when evaluated at the particle.
With these choices in place, the singular field contri-
bution to the gauge vector is given by,
P̂
1m
S = r
(
B̂
1m
L,S − iωmŜ
1m
part,S
)
,
R̂
1m
S =
r
2f
(
Ê
1m
L,S +
2
r
Ŝ
1m
part,S
)
, (172)
Ŝ
1m
S = Ŝ
1m
part,S,
with,
Ŝ
1m
part,S(r) = f
−1
∫ r
r0
(
f(r′)Ĥ
1m
L,S(r
′)− 1
2
Ê
1m
L,S(r
′)
)
dr′,
(173)
and the singular field for the Zerilli even-parity dipole is,
Â
1m
Z,S = Â
1m
L,S − 2iωmrB̂
1m
L,S +
M
r
Ê
1m
L,S
+ 2r
(
M
r3
− ω2m
)
Ŝ
1m
part,S, (174)
D̂
1m
Z,S = D̂
1m
L,S −
(
r − 4M
rf
+ r
d
dr
)
B̂
1m
L,S −
iωmr
2f
Ê
1m
L,S
+ iωm
(
r
d
dr
− 4M
rf
)
Ŝ
1m
part,S, (175)
K̂
1m
Z,S = K̂
1m
L,S −
(
r − 3M
rf2
+
r
f
d
dr
)
Ê
1m
L,S
−
(
2
f
d
dr
− 2M
r2f2
)
Ŝ
1m
part,S. (176)
VII. TENSOR-HARMONIC REGULARIZATION
The regularization procedure detailed in Sec. III re-
quires, as input, the retarded and singular `-modes of
the quantity of interest, in this case either the self-force
or the redshift invariant. We now construct the tensor-
harmonic `m-modes of the redshift invariant and the
force from the A–K variables of the metric perturbation
in both the EZ and RW gauges. The sum over m is then
done analytically for the singular contributions to con-
struct the tensor-harmonic regularization parameters.
A. Mode Decomposition of u¯t and Fr
1. The Redshift Invariant u¯t
The Detweiler redshift invariant is written for circular
orbits in Schwarzschild spacetime as [28],
u¯t = (1− 3M/r0)−1/2 1
2
uaubhRab. (177)
To perform the regularization outlined in Eq. (28), we
require the retarded and singular modes of u¯t; we find
these by extending the definition of the redshift invariant
off of the particle’s worldline,
u¯t[h] = (1− 3M/r0)−1/2 1
2
u˜au˜bhab, (178)
for any smooth extension u˜a, taken in this work to be the
rigid extension used by Barack and Ori [12], where the
components of the four-velocity are held fixed to their
values on the worldline while allowing the metric and
Christoffel symbols to vary. It is common to introduce a
second gauge-invariant quantity proportional to u¯t [51],
∆U(x) ≡ u˜au˜bhab, (179)
and to perform the regularization on ∆U , recovering u¯t
afterwards via,
u¯tR = (1−3M/r0)−1/2
1
2
lim
x→x0
[
∆U ret −∆US] (x). (180)
We now find the mode decomposition of ∆U in each
gauge, as constructed from the tensor-harmonic modes
of hab and evaluated at the particle.
In the EZ gauge, the even- and odd-parity components
are constructed from Eq. (33) and Eqs. (70)-(75) for ` ≥
2,
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∆UEZ,`meven (x0) =
E2
f20
Â
`m
EZ Y`m
(pi
2
, 0
)
= − 2r0
r0 − 3M ̂
`m Y`m
(pi
2
, 0
)
, (181)
∆UEZ,`modd (x0) = −
2EL
r0f0
Ĉ
`m
EZ ∂θY`m
(pi
2
, 0
)
=
2r20Ω
r0 − 3M β̂
`m∂θY`m
(pi
2
, 0
)
, (182)
written in terms of the gauge-invariants introduced in
Sec. IV B and substituting in the definitions of the spe-
cific energy and angular momentum from Eqs. (5). The
`m-modes of ∆U in the RW gauge are similarly con-
structed via Eqs. (76)-(81),
∆URW,`meven (x0) =
[E2
f20
Â
`m
RW +
L2
r20
Ê
`m
RW
]
Y`m
(pi
2
, 0
)
= − 2r0
r0 − 3M ̂
`m Y`m
(pi
2
, 0
)
, (183)
∆URW,`modd (x0) = −
2EL
r0f0
Ĉ
`m
RW ∂θY`m
(pi
2
, 0
)
=
2r20Ω
r0 − 3M β̂
`m∂θY`m
(pi
2
, 0
)
. (184)
The gauge-invariance of ∆U `m at the particle for the
` ≥ 2 modes is now manifestly apparent by comparing the
even- and odd-parity contributions constructed in each
gauge. One may perform a similar exercise starting with
the metric components in the Lorenz gauge, and the ex-
pressions for ∆UL,`m reduce to Eqs. (181) and (182) for
even- and odd-parity, respectively.
To construct the tensor-harmonic modes of ∆U `m for
` < 2, we turn to the explicit expressions for the A–K
variables in the Zerilli gauge outlined in Sec. V. For the
monopole ` = 0, the only non-vanishing contribution to
∆U arises from Â
00
Z ,
∆UZ,00(x0) =
E2
f20
Â
00
Z Y00
(pi
2
, 0
)
. (185)
Here we see that ∆UZ,00 inherits its gauge-invariance
from Â
00
Z , which is gauge-invariant under helically-
symmetric gauge transformations as discussed immedi-
ately following Eqs. (90) and (91). One may indeed con-
sider Â
00
Z to be proportional to the ` = 0 reduction of
̂`m as defined in Eq. (56),
Â
00
Z = −2̂00, (186)
given that the vector and tensor contributions to ̂`m
vanish identically for ` = 0, in which case Eq. (185) is
equivalent to Eq. (181).
The dipole ` = 1 contributions are found to be,
∆UZ,1meven (x0) =
E2
f20
Â
1m
Z Y1m
(pi
2
, 0
)
, (187)
∆UZ,10odd (x0) = −
2EL
r0f0
Ĉ
10
Z ∂θY10
(pi
2
, 0
)
. (188)
Again, Â
1m
Z is invariant under helically-symmetric gauge
transformations at the particle via Eq. (139), and may
be thought of as the ` = 1 reduction of ̂`m,
Â
1m
Z = −2̂1m, (189)
and thus Eqs. (187) and (181) are equivalent. Note that
this correspondence between Â
1m
Z and ̂
1m does not hold
off the worldline and for radial derivatives of these func-
tions; radial derivatives of ̂`m remain gauge-invariant,
but radial derivatives of Â
1m
Z depend on choice of gauge,
even at the particle, as seen in Eq. (127).
2. The Force Fr
We next turn to the mode decomposition of the self-
force. The full expression for the gravitational self-force
is given by Eq. (10). We are interested specifically in
regularizing the radial component of the force, which re-
duces to a simple form for circular orbits in terms of the
retarded metric perturbation,
Fr[h] = f
2
u˜au˜b∂rhab, (190)
using the same four-velocity extension as in Eq. (178).
The even- and odd-parity contributions to the force in
the EZ gauge are found for ` ≥ 2,
Fr,`mEZ,even(x0) =
E2
2f0
∂rÂ
`m
EZ Y`m
(pi
2
, 0
)
= − r0f0
r0 − 3M ∂r ̂
`m Y`m
(pi
2
, 0
)
, (191)
Fr,`mEZ,odd(x0) = −
EL
r20
[
Ĉ
`m
EZ + r0∂rĈ
`m
EZ
]
∂θY`m
(pi
2
, 0
)
=
r0f0Ω
r0 − 3M
[
β̂`m + r0∂rβ̂
`m
]
∂θY`m
(pi
2
, 0
)
,
(192)
expressed in terms of the gauge invariants ̂`m and β̂`m.
In the RW gauge,
Fr,`mRW,even(x0) =
[ E2
2f0
∂rÂ
`m
RW
+
f0L2
2r30
(
r0∂rÊ
`m
RW + 2Ê
`m
RW
)]
Y`m
(pi
2
, 0
)
= − f0
r0(r0 − 3M)
× [r20∂r ̂`m + 3Mf0χ̂`m]Y`m (pi2 , 0) ,
(193)
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Fr,`mRW,odd(x0) = −
EL
r20
[
Ĉ
`m
RW + r0∂rĈ
`m
RW
]
∂θY`m
(pi
2
, 0
)
=
r0f0Ω
r0 − 3M
[
β̂`m + r0∂rβ̂
`m
]
∂θY`m
(pi
2
, 0
)
.
(194)
The even-parity contributions to the force in the EZ and
RW gauges, Eqs. (191) and (193) respectively, differ by
a term proportional to χ̂`m, while the odd-parity contri-
butions to the force both reduce to identical expressions
involving the gauge-invariant β̂`m. Further, when con-
structed in the Lorenz gauge, the odd-parity component
of the force exactly matches Eq. (194), indicating that the
odd-parity contributions to the force are gauge-invariant
for circular orbits under the gauge transformations tak-
ing the Lorenz gauge to the EZ or RW gauges. This
invariance of the odd-parity component of the force is
investigated further below.
The low modes of the force are calculated in the Zerilli
gauge. For ` = 0 the force is,
Fr,00Z (x0) =
E2
2f0
∂rÂ
00
Z Y00
(pi
2
, 0
)
, (195)
which, similarly to ∆UZ,00, is equivalent to Eq. (191),
and the ` = 1 contributions to the force are given by,
Fr,1mZ,even(x0) =
E2
2f0
∂rÂ
1m
Z Y1m
(pi
2
, 0
)
, (196)
Fr,10Z,odd(x0) = −
EL
r20
[
Ĉ
10
Z + r0∂rĈ
10
Z
]
∂θY10
(pi
2
, 0
)
.
(197)
B. Tensor-Harmonic Regularization Parameters
We now construct the singular contributions to the red-
shift invariant and the force, and perform the m-sum an-
alytically to recover the tensor-harmonic regularization
parameters introduced in Eq. (16).
Beginning with the gauge-invariant ∆U , the singular
contributions to the `-modes are determined by,
∆U `RW,S =
∑`
m=−`
∆U `mRW,S(x0), (198)
with
∆U `mRW,S(x0) = lim
r→r0
{
∆URW,`meven (x) + ∆U
RW,`m
odd (x)
}∣∣∣θ=pi/2
φ=0
(199)
and the terms ∆URW,`meven (x) and ∆U
RW,`m
odd (x) are con-
structed via Eqs. (181) and (182) for even- and odd-
parity, respectively, from the singular gauge invariants
constructed in Eqs. (163)-(168). The gauge invariants
necessary for the construction of ∆U do not involve ra-
dial derivatives of the singular field (see Eqs. (164) and
(168)). Thus, the singular modes of ∆U are continuous
across the orbit in all gauges and the limit in Eq. (199)
does not have directional dependence.
The m-sum is performed in the original Schwarzschild
coordinates, unlike in [25] where the sum is performed
over m′ in the rotated coordinates (Θ,Φ). Explicit fac-
tors of m have been introduced into the singular field
via the time derivatives in Eqs. (163)-(168), and so we
perform the sum over azimuthal modes in the unrotated
frame. Performing the sum over m analytically was ad-
dressed in [24], and we describe its solution in App. A. A
method to perform the m-sum in the rotated frame has
also been outlined by Miller et al. [55].
After taking the m-sum in Eq. (198), we recover
∆U `RW,S as an expansion in `, which we write as two
terms,
∆U `RW,S = ∆U
`
[0] + ∆U
`
[2], (200)
following the notation for the scalar-harmonic regulariza-
tion parameters introduced in [36], where a term ∆U `[n]
scales as O(`−n). We find,
∆U `[0] =
4µ
pi(r20 + L2)1/2
Kˆ, (201)
∆U `[2] =
1
(2`− 1)(2`+ 3)
6µ
pir20(r0 − 3M)1/2(r0 − 2M)1/2
×
[
(5r20 − 31Mr0 + 32M2)Kˆ
−(r0 − 2M)(5r0 − 11M)Eˆ
]
. (202)
Our result for ∆U `[0] is identical to the leading-order
tensor-harmonic regularization parameter for ∆U de-
rived in [25], the term proportional to `−1 vanishes identi-
cally, and the result for ∆U `[2] is new for tensor-harmonic
modes. For the purposes of this work, ∆U `[2] acts to ac-
celerate the convergence of the regularization in a sim-
ilar way to the accelerated convergence techniques used
in scalar-harmonic self-force regularization [31, 36], as vi-
sualized in Fig. 1 and detailed further in Sec. VIII.
To construct the regularization parameters for the
force, we perform the m-sum as outlined in Eq. (17),
Fr,`±S =
∑`
m=−`
lim
r→r±0
Fr,`m[hRW,S] |θ=pi/2
φ=0
, (203)
where the `m-modes of the force are calculated from
the singular gauge invariants, Eq. (163)-(168), using
Eqs. (191) and (192) in the EZ gauge and Eqs. (193) and
(194) in the RW gauge. The modes for ` < 2 are found
in the Zerilli gauge as outlined in Eqs. (195)-(197). Af-
ter the m-sum is performed, the `-modes of the singular
force separate into two terms, as in Eq. (16),
Fr,`±S = (2`+ 1)Fr,±[−1] + Fr[0],RW, (204)
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with the leading-order singular contribution given in both
the EZ and RW gauges as,
Fr,±[−1] = ∓
µ2
2r20
(
1− 3M
r0
)1/2
±
[
2µ2M(2M − r0)
r
5/2
0 (r0 − 3M)3/2
]
`<1
±
[
µ2M2
2r
5/2
0 (r0 − 3M)3/2
]
`<2
. (205)
This term is independent of the choice of EZ or RW
gauge, and is identical to the leading-order tensor-
harmonic regularization term used for the Lorenz gauge
force [25]. We note that this behavior is also observed
when regularizing the self-force in the radiation gauge,
where the leading-order scalar-harmonic regularization
parameters are found to be identical in both the radi-
ation and Lorenz gauges [19].
The regularization term Fr[0],RW does depend on the
choice of gauge. We opt to write the sub-leading regu-
larization parameters following Nakano et al. [24], where
the following regularization parameters are defined for all
` and adjustments due to the ` < 2 modes are written as
separate corrections. The sub-leading tensor-harmonic
regularization parameters for the EZ and RW gauges are
finally given by,
µ−2Fr[0],EZ =
(r0 − 2M)1/2
pir30(r0 − 3M)3/2
[(
33M2 − 18Mr0 + r20
) Eˆ
−2 (18M2 − 9Mr0 + r20) Kˆ] , (206)
µ−2Fr[0],RW =
(r0 − 2M)1/2(r0 − 3M)1/2
pir30
[Eˆ − 2Kˆ].
(207)
Looking first to Eq. (207), we note that this term is
identical to the Lorenz gauge Br parameter for scalar-
harmonic regularization and the non-vanishing contribu-
tion to Fr[0],L in [25]. The only deviation away from the
Lorenz-gauge regularization lies in the adjustments made
at ` < 2; as these adjustments arise from the difference
between the asymptotic, high-` behavior of the singular
modes of the force and the local expansion of the singular
force, they are naturally attributed to the Dr parameter
in Eq. (16) [56], which is found to vanish in the Lorenz
gauge but in the RW gauge now takes a non-zero value
given in Eq. (278).
Thus, regularization may be performed in the RW
gauge by using the Lorenz gauge tensor-harmonic reg-
ularization parameters with the addition of a non-
vanishing DrRW parameter. The same may not be said of
regularization in the EZ gauge: the `-independent contri-
bution to Fr[0],EZ is not equal to the Lorenz gauge term.
Regularization in this gauge requires an adjustment not
only to DrEZ given in Eq. (276), but also an adjustment
to the Lorenz gauge Br parameter at each `. One sees
this result more directly when the singular gauge vector
between the Lorenz and EZ/RW gauges is constructed,
which we now do.
The method outlined above for constructing the force
regularization parameters involves first finding the singu-
lar gauge invariants in Eqs. (163)-(168) and then recon-
structing the singular contributions to the force directly
in each gauge. An equally valid approach to finding the
regularization parameters is to explicitly calculate the
gauge vector between the Lorenz gauge and the EZ/RW
gauges. The force then transforms as in Eq. (20); for a
particle traveling along a circular orbit, the radial compo-
nent of the force transforms under gauge transformations
which obey the HKV symmetry as [18],
Frnew(x0) = Frold(x0)−
3µMf0
r20(r0 − 3M)
ξr. (208)
To construct the regularization parameters in the
EZ/RW gauges, we require the Lorenz gauge tensor-
harmonic regularization parameters (found in [25]) and
the mode-decomposition of the singular gauge vector in-
troduced in Eq. (25). The gauge-transformed regulariza-
tion parameters are then given by,
Fr,`±RW,S = Fr,`±L,S −
3µMf0
r20(r0 − 3M)
ξr,`±RW,S. (209)
For the ` ≥ 2 modes, the radial component of the gauge
vector ξaS is straightforward to find for both gauges [23]
from the tensor-harmonic modes of the Lorenz gauge sin-
gular field,
ξˆr,`mEZ,S(x0) =
r0
2
[
Ê
`m
L,S +
λ+ 2
2
F̂
`m
L,S
]
Y`m
(pi
2
, 0
)
, (210)
ξˆr,`mRW,S(x0) = r0f0
Ĥ`mL,S − r02 dF̂
`m
L,S
dr
Y`m (pi
2
, 0
)
.
(211)
The ` < 2 modes of the gauge transformation require the
gauge vector from the Lorenz gauge to the Zerilli gauge,
as outlined in Sec. V, with the monopole contribution
given by Eq. (87),
ξˆr,00Z,S (x0) =
r0
2
Ê
00
L,SY00
(pi
2
, 0
)
. (212)
For ` = 1, only even-parity requires a gauge transfor-
mation, and the radial component to the gauge vector is
given by Eq. (120),
ξr,1mZ,S (x0) =
r0
2
Ê
1m
L,SY1m
(pi
2
, 0
)
. (213)
Recall that a choice was made in Sec. VI to associate the
gauge constant ζ̂1m with the regular contribution to the
dipole gauge transformation and that Ŝ
1m
part vanishes at
the orbit.
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We list the full expressions for the gauge vectors in
App. D, but the results of this calculation are not sur-
prising and produce the same regularization parameters
presented above. In the RW gauge, ξr,`RW,S contains at
leading-order terms which scale as O(`−2) and vanish
when summed from ` = 0 to infinity, plus contributions
specifically at ` < 2 that generate DrRW. The EZ gauge
vector ξr,`EZ,S scales as a constant at leading-order in `,
along with terms which vanish in the `-sum and specific
contributions at ` < 2. This constant scaling behav-
ior in the `-sum corresponds to a local 1/s singularity
in the gauge vector [19] that matches the local analysis
performed in App. E.
VIII. RESULTS
We now list the results of our numerical analysis, be-
ginning with the regularization of the redshift invariant.
We then calculate the regularized LL force from both
the RW and EZ gauge retarded metric perturbations.
Finally, we calculate the gauge vector, ξRW,C, from the
regularized Lorenz gauge metric perturbation and com-
pare the Lorenz gauge self-force to the forces computed
in the EZ and RW gauges.
To ensure that the comparison occurs at the same
event in all gauges, we work with an asymptotically flat
monopole as discussed in Sec. V, and evaluate all quan-
tities at the gauge-invariant radius introduced in [28],
RΩ ≡
(
M
Ω2
) 1
3
. (214)
For quantities which are entirely first-order in µ/M , e.g.,
u¯t, we find that u¯t(RΩ) = u¯
t(r0) +O(µ
2/M2) [51].
The regularized redshift invariant u¯tR is calculated
by performing the sum in Eq. (30), subtracting the
tensor-harmonic regularization parameters from retarded
`-modes,
u¯tR = (1−3M/RΩ)−1/2
1
2
`max∑
`=0
[
∆U `RW,ret −∆U `[0] −∆U `[2]
]
,
(215)
with the ` < 2 modes of ∆U `RW,ret constructed in the Zer-
illi monopole and dipole gauges, respectively, for both the
RW and EZ gauges. To calculate the regularized radial
component of the self-force in each gauge, we perform
the summation,
Frself =
`max∑
`=0
[
Fr,`±RW,ret − (2`+ 1)Fr,±[−1] −Fr[0],RW
]
−DrRW,
(216)
where the retarded modes of the force are calculated in
each gauge following Sec. VII A.
To account for the truncation of the sums above at
`max, we introduce a “tail” correction [17, 20], for ∆U
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Figure 1. We plot the `-modes of ∆U ` for 2 ≤ ` ≤ 90 on a log-
log scale at the orbital radius r0 = 10M . ∆U
`
ret denotes the
unregularized, retarded modes of ∆U ` constructed in the RW
gauge, while ∆U `[0] and ∆U
`
[2] correspond to the regularized
modes of ∆U ` after subtracting first ∆U `[0] and then ∆U
`
[2]
from the retarded modes, respectively, as in Eq. (218).
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Figure 2. The individual `-modes of the EZ gauge self-force
are plotted for 2 ≤ ` ≤ 90 on a log-log scale at the orbital
radius r0 = 10M . The retarded modes of the EZ gauge self-
force, Fr,`ret , are calculated from inside the orbit and are shown
to diverge with `. The force Fr,`WW corresponds to the regu-
larization produced when using the low-order, analytic ex-
pansions for the singular field published in [25]; this regular-
ization is incomplete and the self-force diverges in the `-sum
as 1/s. Finally we plot the regularized EZ gauge self-force,
Fr,`reg, produced in Eq. (216) using the EZ gauge regularization
parameters in Sec. VII.
given by,
∆Utail =
∞∑
`max+1
∆U `res, (217)
with ∆U `res defined as,
∆U `res ≡ ∆U `RW,ret −∆U `[0] −∆U `[2]. (218)
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∆U `res is found by numerically fitting the `-falloff of the
O(0) and higher contributions to the residual, plotted in
Fig. 1, assuming it has the form given by the Ansatz,
∆U `[4+] ∼
kmax∑
k=2
∆U[2k]
P2k(`)
, (219)
where each P2k(`) is a polynomial of order `
2k chosen
such that each term in the sum Eq. (219) vanishes when
summed from ` = 0 to infinity (and thus does not for-
mally contribute to the self-force), and {∆U[2k]}kmaxk=2 are
constant parameters. We use the polynomials given by,
P2k(`) =
k∏
k′=0
(2`− 2k′ − 1)(2`+ 2k′ + 3), (220)
which we note are naturally found in the accelerated term
Eq. (202) for k = 0.
To accelerate convergence of the regularized self-force,
we assume a similar form for the residual,
Fr,`res ≡ Fr,`±RW,ret − (2`+ 1)Fr,±[−1] −Fr[0],RW, (221)
and fit the data to the Ansatz,
Fr,`[2+] ∼
kmax∑
k=1
Fr[2k]
P2k(`)
, (222)
beginning here at k = 1 to match the `-falloff of the
residual data. The acceleration to the convergence is
then seen as [20],
FrR =
`max∑
`=0
[
Fr,`ret − (2`+ 1)Fr,`[−1] −Fr,`[0]
]
+
∞∑
`max+1
kmax∑
k=1
Fr[2k]
P2k(`)
+O
(
`−(2kmax+1)
)
. (223)
The final results for u¯tR are tabulated in Table IV for
a variety of orbital radii, compared against the results of
Dolan et al. [57]. The results for the regularized self-force
computed in the EZ and RW gauges are given in Table V
for a variety of orbital radii.
A. Comparison to Lorenz Gauge Force
As a check of our results, we now calculate the gauge
transformation between the regularized self-force in the
Lorenz gauge and each of the EZ and RW gauges by com-
puting the regular gauge vector in Eq. (26). We choose
to begin in the Lorenz gauge and work to find the gauge
transformation to the EZ/RW gauges; this choice is a
matter of convenience, since the gauge transformation
from any gauge to the EZ/RW gauges is relatively simple
to construct using tensor-harmonic modes [23], while the
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Figure 3. Absolute value of the residual after subtraction of
each successive regularization term from the EZ gauge self-
force versus ` on a log-log scale from `min = 35 to `max = 85
for r0 = 10M and kmax = 5.
gauge transformation from the RW gauge to the Lorenz
gauge is not [58]. The task is further simplified by the
need for only the radial component of the gauge vector,
as seen by the transformation properties of the force for
circular orbits in Eq. (208).
To start, the regularized Lorenz gauge metric pertur-
bation, hL,Rab , is computed using the effective source reg-
ularization techniques outlined in [25]. The authors were
given this numerical data from Niels Warburton [59], de-
composed into BLS-basis tensor-harmonic modes. From
this numerical data, the regular gauge vector is con-
structed mode-by-mode following Eq. (26).
For ` ≥ 2, the radial component of the regular gauge
vector ξaC is constructed identically to the singular gauge
vector ξaS , replacing the singular A–K components of the
Lorenz gauge metric perturbation with the regularized
components,
ξˆr,`mEZ,C(x0) =
r0
2
[
Ê
`m
L,R +
λ+ 2
2
F̂
`m
L,R
]
Y`m
(pi
2
, 0
)
,
(224)
ξˆr,`mRW,C(x0) = r0f0
Ĥ`mL,R − r02 dF̂
`m
L,R
dr
Y`m (pi
2
, 0
)
.
(225)
with monopole and dipole contributions given by,
ξ̂r,00Z,C (x0) =
r0
2
Ê
00
L,RY00
(pi
2
, 0
)
, (226)
ξ̂r,1mZ,C (x0) =
[r0
2
Ê
1m
L,R + f
−1
0 ζ̂
1m
]
Y1m
(pi
2
, 0
)
, (227)
where ζ̂1m is the gauge constant used to specify the spe-
cific retarded Zerilli dipole gauge used for the EZ and
RW gauge forces, calculated from the retarded Lorenz
gauge metric perturbation using either Eq. (140) or (141).
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The verification of Eq. (142), along with the comparison
between the analytic Zerilli dipole metric perturbation
and the gauge-transformed Lorenz gauge dipole pertur-
bation provides a check on the numerical accuracy of the
Lorenz gauge numerical data produced in [25], listed in
Table II. The full gauge vector is recovered by summing
over modes,
ξ̂rRW,C(x0) = ξ̂
r,00
Z,C +
1∑
m=−1
ξ̂r,1mZ,C
+
`max∑
`=2
∑`
m=−`
ξ̂r,`mRW,C + ξ̂
r
tail,RW, (228)
where we have introduced a tail contribution to compen-
sate for the truncated `-sum, defined as above for Frtail
and fit to the `-falloff of ξ̂r,`RW,C.
Finally, the retarded Lorenz gauge metric begins with
a monopole which is not asymptotically flat (see Sec. V).
Adjusting to an asymptotically flat monopole requires
the gauge vector given in Eq. (106) which does not obey
the HKV symmetry; its contribution to the change in the
force must be calculated separately from Eq. (208) using
ξNAFa [18],
FrAF(x0) = FrNAF(x0) +
2µ2M2f0
r
3/2
0 (r0 − 3M)3/2
. (229)
Combining these two gauge contributions, the final result
of the gauge transformation is,
FrL→RW,R(x0) = FrL,R(x0)−
3µMf0
r20(r0 − 3M)
ξrRW,C(x0)
+
2µ2Mf0
r
3/2
0 (r0 − 3M)3/2
. (230)
We compare the gauge-transformed Lorenz gauge force
against the self-forces computed in the EZ and RW
gauges in Table III.
IX. CONCLUSIONS
In this work, we produce results for the regularized
gravitational self-force computed in the RW and EZ
gauges for a circular orbit in the Schwarzschild space-
time, and compare directly our values of these forces to
the Lorenz gauge self-force via an explicit gauge trans-
formation. Our numerical implementation allows for the
fast and efficient calculation of the first-order self-force
from the Regge-Wheeler and Zerilli master functions in
the RW gauge itself for circular orbits, which has hereto-
fore not been done.
The results presented here fill a gap in the literature for
self-force regularization in the RW and EZ gauges at first-
order. They also act as a step toward the development of
a framework for gravitational self-force regularization in
Table II. We check the accuracy of the Lorenz gauge numer-
ical data produced in [25] against the analytic Zerilli gauge
dipole metric perturbation by performing the gauge transfor-
mation and evaluating the relative difference at r0 = 6M and
r0 = 10M . We also verify that the two gauge constants in
Eq. (142) coincide for circular orbits. All values are given as
relative differences, ∆K = |KL→Z/KZ − 1|, except for the A
term which vanishes in the Zerilli gauge at the particle.
r0 = 6M r0 = 10M
(M/µ)AL→Z 2× 10−28 5× 10−27
∆∂rA 8× 10−28 2× 10−26
∆D 1× 10−27 1× 10−25
∆∂rD 2× 10−27 2× 10−25
∆K 2× 10−27 2× 10−25
∆∂rK 2× 10−27 1× 10−25
∆ζ̂ 7× 10−27 6× 10−25
the RW/EZ gauges at second-order in the perturbation.
Thus far, approaches to the second-order analysis have
been rooted in the Lorenz gauge (see e.g. [60]). A general
approach to perturbations in the RW gauge at second-
order in the mass-ratio was introduced by Brizuela et
al. [61]. However, ongoing work to regularize the first-
order metric perturbation at spatial infinity [62] and the
horizon is necessary before construction of the second-
order sources is tractable.
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Table III. We provide a numerical comparison between the self-force computed in the Lorenz gauge from numerical data
produced in [25] and the self-force constructed in the RW and EZ gauges from numerical data produced for this work, with
`max = 60 for the Lorenz-gauge data. The regularized Lorenz gauge self-force is computed using the methods outlined in [25],
and the gauge vectors ξrRW,C and ξ
r
EZ,C are calculated from the regularized Lorenz gauge metric perturbation as outlined in
Eqs. (224)-(227). The computed relative difference is taken to be |FrL→RW,R/FrRW,R − 1|.
r0 = 6M r0 = 10M
(M/µ)2FrL,R 2.4466497159525× 10−2 1.338946946191866× 10−2
(M/µ)ξrRW,C −2.430453614878363 −2.64575603798078264
(M/µ)2FrL→RW,R 8.6934324131015× 10−2 2.51925841277599× 10−2
(M/µ)2FrRW,R 8.6934324131015× 10−2 2.51925841277600× 10−2
rel. diff. 5.× 10−15 7.× 10−17
(M/µ)ξrEZ,C −2.246307322554369 −2.56810694018625259
(M/µ)2FrL→EZ,R 8.3524207606496× 10−2 2.49263586496072× 10−2
(M/µ)2FrEZ,R 8.3524207606497× 10−2 2.49263586496073× 10−2
rel. diff. 5.× 10−15 2.× 10−16
Table IV. Comparison between the regularized u¯t from this work using `max = 90 and numerical data presented by Dolan et
al. [57] in their Table III, evaluated at the gauge-invariant radius RΩ. The uncertainty in this work’s data is represented by
the first excluded digit and is determined by the error in the numerical data.
RΩ/M (M/µ) u¯
t [This Work] (M/µ) u¯t [Dolan et al. ]
5 −4.66652374199560× 10−1 −4.666523741995578× 10−1
6 −2.960275092900145× 10−1 −2.9602750929001455× 10−1
7 −2.208475274322470× 10−1 −2.20847527432247320× 10−1
8 −1.777197435535924× 10−1 −1.77719743553592433× 10−1
9 −1.493606089179072× 10−1 −1.49360608917907227× 10−1
10 −1.291222743920494× 10−1 −1.29122274392049459× 10−1
12 −1.019355723862671× 10−1 −1.01935572386267132× 10−1
14 −8.438195340957111× 10−2 −8.43819534095711226× 10−2
16 −7.205505742934500× 10−2 −7.20550574293450112× 10−2
18 −6.290189942823900× 10−2 −6.29018994282390090× 10−2
20 −5.582771860249385× 10−2 −5.58277186024938513× 10−2
30 −3.577831357182052× 10−2 −3.57783135718205099× 10−2
40 −2.633967741370485× 10−2 −2.63396774137048419× 10−2
50 −2.084465653059542× 10−2 −2.08446565305954225× 10−2
60 −1.724759329267916× 10−2 −1.72475932926791548× 10−2
70 −1.470964636172172× 10−2 −1.47096463617217204× 10−2
80 −1.282296057577150× 10−2 −1.28229605757714959× 10−2
90 −1.136531560741143× 10−2 −1.13653156074114270× 10−2
100 −1.020528273002761× 10−2 −1.02052827300276055× 10−2
500 −2.008040444139764× 10−3 −2.00804044413976405× 10−3
1000 −1.002005027714143× 10−3 −1.00200502771414297× 10−3
5000 −2.000800400443024× 10−4 −2.00080040044302370× 10−4
Appendix A TENSOR HARMONIC BASIS
A Vector and Tensor Harmonics
We review the pure-spin tensor-harmonic basis intro-
duced in [65] which is used with the A–K notation in
Eq. (33). The scalar spherical harmonics are defined as
eigenfunctions of the spherical Laplacian and given by,
Y`m(θ, φ) =
√
(2`+ 1)
4pi
(`−m)!
(`+m)!
Pm` (cos θ)e
imφ, (231)
where Pm` (cos θ) is the associated Legendre polynomial.
In constructing the vector- and tensor-harmonics, we
require the two vector fields va and na, introduced in
Sec. IV, along with the Schwarzschild metric on the two-
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Table V. The gravitational self-force calculated for a variety of radii r0 in the EZ and RW gauges, with `max = 90. The
uncertainty in this work’s data is represented by the first excluded digit and is determined by the error in the numerical data.
r0/M (M/µ)
2 FrEZ (M/µ)2 FrRW
5 1.3491385787783× 10−1 1.4478678123551× 10−1
6 8.3524207606497× 10−2 8.6934324131015× 10−2
7 5.7062560017807× 10−2 5.8571804183181× 10−2
8 4.15552621898715× 10−2 4.23286430116071× 10−2
9 3.16509341842258× 10−2 3.20885498792370× 10−2
10 2.49263586496073× 10−2 2.51925841277600× 10−2
12 1.66246017064658× 10−2 1.67396850792489× 10−2
14 1.18801077328929× 10−2 1.19376803778606× 10−2
16 8.91343515555617× 10−3 8.94533890457622× 10−3
18 6.93472364128979× 10−3 6.95379534903761× 10−3
20 5.54905996206358× 10−3 5.56114762804262× 10−3
30 2.37962509465255× 10−3 2.38177780442984× 10−3
40 1.31536713121881× 10−3 1.31601370250459× 10−3
50 8.33160391138597× 10−4 8.33417027210234× 10−4
60 5.74629392014362× 10−4 5.74750573327324× 10−4
70 4.20123225270203× 10−4 4.20187653749219× 10−4
80 3.20486589318390× 10−4 3.20523928418601× 10−4
90 2.52508907696752× 10−4 2.52532012109719× 10−4
100 2.04070927223777× 10−4 2.04085978386760× 10−4
500 8.03211169423443× 10−6 8.03213455900903× 10−6
1000 2.00400696809141× 10−6 2.00400838779413× 10−6
5000 8.00320111329434× 10−8 8.00320133925429× 10−8
sphere,
σab = gab + fvavb − f−1nanb. (232)
The vector-harmonics are now defined as,
Y E,`ma = r∇aY`m, (233)
Y B,`ma = rεab
cnb∇cY`m, (234)
Y R,`ma = naY`m, (235)
where εabc is the spatial Levi-Civita tensor with v
aεabc =
0 and εrθφ = r
2 sin θ. The tensor-harmonics are further
defined as,
TT0,`mab = σabY`m, (236)
TL0,`mab = nanbY`m, (237)
TE1,`mab = rn(a∇b)Y`m, (238)
TB1,`mab = rn(aεb)c
dnc∇dY`m, (239)
TE2,`mab = r
2(σa
cσb
d − 1
2
σabσ
cd)∇c∇dY`m, (240)
TB2,`mab = r
2σ(a
cεb)e
dne∇c∇dY`m. (241)
Finally we list the conventions used for finding the A–K
projections introduced in [23]. For an arbitrary smooth
tensor field Xab, the A–K terms are found via,
XA = f
2
∫
vavbY ∗`mXab dΩ, (242)
XB = − f
`(`+ 1)
∫
vaY b ∗E Xab dΩ, (243)
XC = − f
`(`+ 1)
∫
vaY b ∗B Xab dΩ, (244)
XD = −
∫
vaY b ∗R Xab dΩ, (245)
XE =
1
2
∫
T ab ∗T0 Xab dΩ, (246)
XF =
2(`− 2)!
(`+ 2)!
∫
T ab ∗E2 Xab dΩ, (247)
XG =
2(`− 2)!
(`+ 2)!
∫
T ab ∗B2 Xab dΩ, (248)
XH =
(`− 1)!
(`+ 1)!
f−1
∫
T ab ∗E1 Xab dΩ, (249)
XJ =
(`− 1)!
(`+ 1)!
f−1
∫
T ab ∗B1 Xab dΩ, (250)
XK = f
−2
∫
T ab ∗L0 Xab dΩ, (251)
where ∗ denotes complex conjugation and
dΩ = sin θdθdφ.
B Rotations and m-Sums
To perform the rotation between the two-sphere an-
gles (Θ,Φ) and the original Schwarzschild angles (θ, φ)
24
in Sec. VI, we use the Wigner-D matrices D`m,m′ ,
D`m,s(α, β, γ) = (−1)s
√
4pi
2`+ 1
−sY ∗`m(−β, α)e−isγ ,
(252)
written here for the Euler angles α, β, and γ cho-
sen in [25] and in terms of spin-weighted spherical har-
monics sY`m(θ, φ) using the conventions of Mathemat-
ica [48]. The spin-weighted spherical harmonics may be
constructed from the scalar spherical harmonics [66]; for
s = 0, the spin-weighted and scalar spherical harmonics
are related via the identification
0Y`m(θ, φ) = Y`m(θ, φ). (253)
To construct a spin-weighted harmonic sY`m with spin-
weight s, raising and lowering operators are defined, re-
spectively,
ðs = −∂θ + i csc θ∂φ − s cot θ√
(l − s)(l + s+ 1) , (254)
ð¯s =
∂θ − i csc θ∂φ + s cot θ√
(l + s)(l − s+ 1) , (255)
such that any spin-weight s harmonic is achieved by re-
peated application of a raising or lowering operator on
Y`m, e.g.,
1Y`m(θ, φ) = ð0 Y`m(θ, φ), (256)
−2Y`m(θ, φ) = ð¯−1ð¯0 Y`m(θ, φ). (257)
It is clear that any spin-weighted spherical harmonic may
be written as a combination of scalar spherical harmonics
and their angular derivatives.
We noted in Sec. VII of the difficulty involved in
performing the m-sum of the singular field analyti-
cally, as the sum is performed in the original, unrotated
Schwarzschild coordinates. After reconstructing the sin-
gular field, each component of hRW,S,`mab contains terms
with the following two forms produced by the rotation in
Eq. (161):
for even parity,
D`m,m′
(
pi,
pi
2
,
pi
2
)
+ (−1)m′D`m,−m′
(
pi,
pi
2
,
pi
2
)
, (258)
for odd-parity,
D`m,m′
(
pi,
pi
2
,
pi
2
)
− (−1)m′D`m,−m′
(
pi,
pi
2
,
pi
2
)
. (259)
These expressions result from combining ±m′ values to-
gether and simplifying using the complex conjugation of
the A–K variables, e.g., A`,−m
′
= (−1)m′A`,m′∗. We
write these combinations of Wigner-D matrices in terms
of spherical harmonics,
D`m,m′
(
pi,
pi
2
,
pi
2
)
+ (−1)m′D`m,−m′
(
pi,
pi
2
,
pi
2
)
=
√
4pi
2`+ 1
a+`mm′ Y
∗
`m(
pi
2
, 0), (260)
D`m,m′
(
pi,
pi
2
,
pi
2
)
− (−1)m′D`m,−m′
(
pi,
pi
2
,
pi
2
)
=
√
4pi
2`+ 1
a−`mm′ ∂θY
∗
`m(
pi
2
, 0), (261)
with coefficients,
a+`mm′ =
√
(`−m′)!
(`+m′)!
 1 for m
′ = 0,
2im for m′ = 1,
2[`(`+ 1)− 2m2] for m′ = 2,
(262)
a−`mm′ =
√
(`−m′)!
(`+m′)!
 0 for m
′ = 0,
2i for m′ = 1,
−4m for m′ = 2,
(263)
reducing the necessary sums over m-modes to be proportional to either,
∑`
m=−`
mN |Y`m (pi/2, 0)|2 , (264)
or, ∑`
m=−`
mN |∂θY`m (pi/2, 0)|2 . (265)
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The sums in Eqs. (264) and (265) are calculated analytically by Nakano et al. [24], who evaluate them by repeated
differentiation of two generating functions,
∑`
m=−`
mN |Y`m (pi/2, 0)|2 = lim
z→0
dN
dzN
[
2`+ 1
4pi
e`z2F1
(
1
2
,−`, 1, 1− e−2z
)]
, (266)
∑`
m=−`
mN |∂θY`m (pi/2, 0)|2 = lim
z→0
dN
dzN
[
2`+ 1
4pi
e(`−1)z
Γ(`+ 1/2)Γ(3/2)
Γ(`)
× 2F1
(
3
2
,−`+ 1,−`+ 1
2
, e−2z
)]
. (267)
Appendix B SOURCE TERMS IN A–K
We first list the source terms for the master functions
in Eq. (59),
SW = f
(
r2∂rEC + rEC + r
2∂tEJ
)
, (268)
SZ =
−rf
2κ
[
−r[λ(λ− 2)r
2 + 2Mr(7λ− 18) + 96M2]
2rfκ
EA
+ r2∂rEA + r
2∂tED
+(λ+ 2)
(
rfEH +
rf
2
EK − κ
2
EF
)]
.
(269)
The source terms are constructed from projections of
the stress-energy tensor onto the tensor-harmonic basis,
Eq. (35) and Eqs. (242)-(251). When evaluated for a
circular orbit, the non-vanishing source terms are:
` ≥ 0,
E`mA = −16pi
µf0E
r20
δ (r − r0)Y ∗`m
(pi
2
,Ωt
)
, (270)
E`mE = −8pi
µΩL
r20
δ (r − r0)Y ∗`m
(pi
2
,Ωt
)
, (271)
` ≥ 1,
E`mB =
16piim
`(`+ 1)
µf0L
r30
δ (r − r0)Y ∗`m
(pi
2
,Ωt
)
, (272)
E`mC =
−16pi
`(`+ 1)
µf0L
r30
δ (r − r0) ∂θY ∗`m(
pi
2
,Ωt), (273)
` ≥ 2,
E`mF = −16pi
(`− 2)!
(`+ 2)!
µΩL
r20
δ (r − r0)
× [`(`+ 1)− 2m2]Y ∗`m (pi2 ,Ωt) . (274)
Appendix C A–K AND
BARACK-LOUSTO-SAGO DECOMPOSITIONS
For convenience, we list the A–K variables of the metric
perturbation in terms of the BLS basis of Barack and
Lousto [16] and Barack and Sago [17],
A =
1
2r
(
h¯(1) + fh¯(6)
)
,
B = − 1
2r
1
`(`+ 1)
h¯(4),
C =
1
2r
1
`(`+ 1)
h¯(8),
D = − 1
2rf
h¯(2),
E =
1
2r
h¯(3),
F =
(`− 2)!
(`+ 2)!
h¯(7)
r
,
G = − (`− 2)!
(`+ 2)!
h¯(10)
r
,
H =
1
2rf
1
`(`+ 1)
h¯(5),
J = − 1
2rf
1
`(`+ 1)
h¯(9),
K =
1
2rf2
(
h¯(1) − fh¯(6)
)
.
Appendix D ADDITIONAL FORCE REGULARIZATION PARAMETERS
In this section, we present the results of the singular gauge transformation, which contributes to the sub-leading
self-force regularization parameters for the self-force in the EZ and RW gauges. We also display the Dr regularization
parameter for both the EZ and RW gauges.
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A EZ Gauge
The `-modes of the singular gauge vector from the Lorenz to EZ gauge are found to be,
ξr,`EZ,S =
2µ
pi(r0 − 3M)1/2(r0 − 2M)1/2
{
2(r0 − 2M)Eˆ − (r0 − 3M)Kˆ
}
+
[
16µ
10395pir0(r0 − 3M)3/2(r0 − 2M)1/2
{
(2M − r0)
(
4805M2 − 14843Mr0 + 4896r20
) Eˆ
+(r0 − 3M)
(
6820M2 − 14255Mr0 + 4896r20
) Kˆ}]δ`1. (275)
The DrEZ regularization parameter is given by,
DrEZ =
16M(r0 − 2M)1/2
3465pir40(r0 − 3M)5/2
{
(r0 − 2M)
(
4805M2 − 14843Mr0 + 4896r20
) Eˆ
−(r0 − 3M)
(
6820M2 − 14255Mr0 + 4896r20
) Kˆ} (276)
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B RW Gauge
The `-modes of the singular gauge vector from the Lorenz to RW gauge are found to be,
ξr,`RW,S = −
[
µ(r0 − 2M)1/2
945pir20(r0 − 3M)3/2
{(
21824M3 − 56310M2r0 + 32677Mr20 − 4269r30
) Eˆ
+(r0 − 3M)
(
15488M2 − 14416Mr0 + 2379r20
) Kˆ}]δ`0
+
[
µ(r0 − 2M)1/2
10395pir20(r0 − 3M)3/2
{(
307520M3 − 566142M2r0 + 311041Mr20 − 47145r30
) Eˆ
+(r0 − 3M)
(
218240M2 − 174736Mr0 + 67935r20
) Kˆ}]δ`1. (277)
The DrRW regularization parameter is given by,
DrRW = −
µ22M(r0 − 2M)3/2
3465pir50(r0 − 3M)5/2
{
(33728M3 + 26634M2r0 − 24203Mr20 − 93r30)Eˆ
+ (r0 − 3M)(23963M2 − 8080Mr0 + 20883r20)Kˆ
}
. (278)
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Appendix E LOCAL GAUGE
TRANSFORMATION FROM LORENZ TO EZ
The EZ gauge condition [23] is typically reported as
an algebraic condition on various tensor-harmonic mode
components of the metric perturbation. This form of
the gauge condition assumes a global decomposition of
the metric perturbation into tensor-harmonic modes, and
the gauge condition is applied mode-by-mode; such a de-
composition is not locally defined and fails to describe
the local behavior of a gauge transformation to the EZ
gauge. We wish to study this local behavior of the gauge
transformation from the Lorenz gauge to the EZ gauge,
and as such must look at the more general form of the
EZ gauge condition, namely:
hEZθθ = 0, (279)
hEZφφ = 0, (280)
hEZθφ = 0, (281)
sin θ
(
sin θ hEZtθ
)
,θ
+ hEZtφ,φ = 0. (282)
Gauge conditions (279)–(281) state that the components
of the metric perturbation on the two-sphere are set to
zero (in A–K, the E, F, and G terms), and the gauge
condition (282) is used to eliminate one even-parity vec-
tor piece of the metric perturbation (the B term). This
form of the EZ gauge condition is well-suited for a local
investigation of the gauge vector, and is also satisfied au-
tomatically by the l = 0, 1 Zerilli gauge monopole and
dipole.
The gauge transformation from the Lorenz gauge to
the EZ gauge is generated by the vector ξa. To first
order in the gauge vector, this transformation takes the
form,
hEZab = h
L
ab − 2∇(aξb). (283)
When substituted into the gauge conditions (279)–(282),
the gauge vector must satisfy the following equations,
hLθθ = 2 ξθ,θ + 2(r − 2M)ξr, (284)
hLφφ = 2 ξφ,φ + 2(r − 2M) sin2 θ ξr (285)
+ 2 sin θ cos θξθ,
hLθφ = ξθ,φ + sin
2 θ (sin−2 θ ξφ),θ, (286)
sin θ (sin θ hLtθ),θ + h
L
tφ,φ (287)
= sin θ (sin θ ξt,θ),θ + ξt,φφ
+ sin θ (sin θ ξ˙θ),θ + ξ˙φ,φ,
where an overdot represents a time derivative. To ana-
lyze these equations, we follow the framework laid out
by Barack and Ori (BO) [15]. As the gauge equations
do not contain any radial derivatives, we choose to work
on a constant r = r0 hypersurface. Furthermore, we
may recover Eqs. (38) of BO (up to a sign conven-
tion) by combining Eqs. (284) and (285) as defined for
hang ≡ (hθθ − sin−2 θ hφφ)/2, which eliminates ξr:
sin θ (sin−1 θ ξθ),θ − sin−2 θ ξφ,φ = hLang. (288)
The resulting equations naturally separate into condi-
tions on the angular components ξθ and ξφ, Eqs. (286)
and (288), and the time component ξt, Eq. (287).
A Solving for ξθ and ξφ
We reproduce the results of BO here for complete-
ness. To simplify the work involved, BO observe that
Eqs. (286) and (288) do not involve time derivatives,
so we may further restrict our analysis to the surface
(t = 0, r = r0).
The local Lorenz gauge singular field may be written
for a perturbing mass µ as in Eq. (21),
hLab =
2µ
s
(gab + 2uaub), (289)
where ua is the four-velocity of the particle and s is the
spatial geodesic displacement away from the worldline
along the surface. We may then re-write Eqs, (286) and
(288), introducing the singular fields as a source term on
the RHS:
sin θ (sin−1 θ ξθ),θ − sin−2 θ ξφ,φ = −2µL
2
s
, (290)
ξθ,φ + sin
2 θ (sin−2 θ ξφ),θ = 0. (291)
Following BO, we now perform a change of coordinates
on the two-sphere to be cartesian-like: y = r0 sin θ sinϕ,
z = r0 cos θ. To see how this coordinate transformation
affects s, we use the definition of the space-like interval
along the submanifold spanned by y and z,
s =
√
(gab + uaub − nanb)xaxb
=
√(
1 +
L2
r20
)
y2 + z2 + o(y) + o(z).
In their paper, BO define the quantity
(1− v2)−1 =
(
1 +
L2
r20
)
,
where 0 < v < 1 is the local boost velocity. After expand-
ing out Eqs. (290) and (291), we find to leading order,
ξz,z − ξy,y = − 2µL
2
r20
√
(1− v2)−1y2 + z2 , (292)
ξz,y + ξy,z = 0. (293)
Eq. (293) implies that both ξy and ξz can be found by
differentiating a scalar potential Φ,
ξz = Φ,z, ξy = −Φ,y, (294)
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which must satisfy Poisson’s equation,
Φ,zz + Φ,yy = − 2µL
2
r20
√
(1− v2)−1y2 + z2 . (295)
At this point, we transform coordinates again, changing
the local cartesian coordinates to the polar coordinates
y = ρ cosα, z = ρ sinα, and re-express Eq. (295),
1
ρ
(ρΦ,ρ),ρ +
1
ρ2
Φ,αα =
a
ρ
(1− v2)1/2√
1− v2 sin2 α
, (296)
with a = −2µL2/r20. If we suppose an Ansatz for the
solution which is decomposed into Fourier modes einα,
we find that the general form of the potential is,
Φ(ρ, α) = cα+
∞∑
n=−∞
einαΦn(ρ). (297)
The term cα in this general solution exists because the
potential Φ need not be single-valued, due to the pres-
ence of the singularity at y = z = 0, but its ρ- and
α-derivatives must be single-valued. After substitution
into Eq. (296), the Fourier modes Φn obey the equation,
1
ρ
(ρΦn,ρ),ρ −
n2
ρ2
Φn =
a
ρ
fn, (298)
with coefficients,
fn =
√
1− v2
2pi
∫ 2pi
0
e−inα√
1− v2 sin2 α
dα. (299)
These coefficients vanish for odd n, and are generally
non-vanishing for even n. In particular,
f0 =
2
√
1− v2
pi
K(v2),
written in terms of the complete elliptic integral of the
first kind, K, is bounded from below away from zero.
(This f0 is not to be confused with f(r0) used in the body
of this paper.) BO next construct the general solution to
Eq. (298),
Φn =
{
b0ρ+ γ0 + β0 ln ρ for n = 0,
bnρ+ γnρ
|n| + βnρ−|n| for n 6= 0, (300)
with the arbitrary constants γn and βn arising from the
homogeneous solutions and the constants bn determined
by the particular solution,
bn =
{
afn/(1− n2) for even n,
0 for odd n.
(301)
With the general solution determined, the task is now to
find the most regular behavior of the gauge vector as we
approach the worldline (in this case, as ρ→ 0). BO find
the most regular solution to be one which sets βn = 0 for
all values of n, along with c = 0. They then write the
final solution in a compact form,
Φ(ρ, α) = γ0 + ρH(α) +O(ρ
2), (302)
with
H(α) = γ1e
iα + γ−1e−iα +
∞∑
n=−∞
bne
inα.
Finally, the components of the gauge vector are recovered
by differentiating the potential, a la Eqs. (294),
ξy = −H cosα+H,α sinα+O(ρ), (303)
ξz = H sinα+H,α cosα+O(ρ). (304)
For the components of the gauge vector to be continu-
ous at the particle, they must be independent of α, oth-
erwise the ρ → 0 limit takes an indefinite value. BO
find, though, that the first derivative of the gauge vector
components, ξy,α and ξz,α, do not vanish at the parti-
cle, implying directional dependence to their values and
the presence of a jump discontinuities. They stress that,
while ξy and ξz are discontinuous at the particle, they
remain bounded in the limit, thereby still satisfying the
sufficiently regular criteria.
B Solving for ξt
We now look to solve Eq. (287) for ξt. Following the
lead of Pound, Merlin, and Barack [21], we now find a
solution for ξa which is well-behaved as a function of
time and satisfies (SR3). As such, the time derivatives
in Eq. (287) are subdominant to the spatial derivatives
when looking at the most singular behavior, and are ig-
nored, reducing Eq. (287) to
sin θ (sin θ ξt,θ),θ + ξt,φφ = sin θ (sin θ h
L
tθ),θ + h
L
tφ,φ.
(305)
For a particle traveling along a circular geodesic of
Schwarzschild spacetime, the RHS of Eq. (305) becomes,
sin θ (sin θ hLtθ),θ + h
L
tφ,φ =
[−4µEL
s
]
,φ
. (306)
We again introduce the locally cartesian coordinates
(y, z) on the surface (t = 0, r = r0), and expand
Eq. (306), keeping only the leading terms,
ξt,yy + ξt,zz =
4µEL(1− v2)−1y
r0 [(1− v2)−1y2 + z2]3/2
. (307)
The LHS is simply the flat-space Laplacian acting on
ξt. When transformed to the polar coordinates used in
Sec. E A, the equation becomes equivalent to Eq. (296)
with a different source term,
1
ρ
(ρ ξt,ρ),ρ +
1
ρ2
ξt,αα =
c
ρ2
(1− v2)1/2 cosα
[1− v2 sin2 α]3/2 , (308)
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with c = 4µEL/r0. When decomposed into Fourier
modes, ξt is expressed as,
ξt =
∞∑
n=−∞
einαξnt (ρ),
satisfying,
1
ρ
(
ρ ξnt,ρ
)
,ρ
− n
2
ρ2
ξnt =
c
ρ2
dn. (309)
The Fourier modes of the source now have different char-
acteristics,
dn =
√
1− v2
2pi
∫ 2pi
0
e−inα cosα
(1− v2 sin2 α)3/2 dα, (310)
which vanish for all even values of n and are generally
non-vanishing for odd values of n, yielding the opposite
behavior of the coefficients fn. We again construct the
most general solution to Eq. (308),
ξnt =
{
γ0 + β0 ln ρ for n = 0,
qn + γnρ
|n| + βnρ−|n| for n 6= 0. (311)
The constants γn and βn are again arbitrary, and qn is
defined as,
qn =
{
0 for even n,
−c dn/n2 for odd n. (312)
It is clear that the most regular solution may be ob-
tained by setting βn = 0 for all values of n, but we note
that β0 6= 0 is still allowed by the regularity condition of
(SR1). Finally we define the function G(α) in a similar
way to H(α),
G(α) = γ1e
iα + γ−1e−iα, (313)
such that the full gauge vector component ξt is recovered,
ξt = γ0 +
∞∑
n=−∞
qne
inα + ρG(α) +O(ρ2). (314)
The sum in Eq. (314) converges for any value of α ∈
[0, 2pi), and thus ξt is well-behaved in the ρ→ 0 limit yet
still dependent on α, indicating a jump discontinuity.
C Solving for ξr
Finally, we solve for the radial component of the gauge
vector, ξr, by combining Eqs. (284) and (285) as in
Eq. (288) but by adding the equations instead of sub-
tracting. Returning once again to the cartesian coordi-
nates for ξθ and ξφ,
ξr =
r20
2(r0 − 2M)
(
µ(1− v2)−1
s
− ξy,y − ξz,z
)
. (315)
This equation seems to indicate that ξr (restricted to
the two-sphere intersecting the worldline of the particle)
diverges as 1/s as one approaches the particle. Such a
divergence is too singular to fall within the class of suf-
ficiently regular gauge transformations, for it does not
satisfy (SR2). On closer inspection, in the local polar
coordinates and using Eqs. (303) and (304),
ξr =
r20
2(r0 − 2M)
1
ρ
(
µ(1− v2)−1/2√
1− v2 sin2 α
(316)
− cos(2α)(H +H,αα)
)
+O(α) +O(ρ),
and the term involving H(α) reduces to,
H +H,αα =
∞∑
n=−∞
(1− n2)bneinα,
=
∞∑
n=−∞
afne
inα,
= − 2µL
2(1− v2)1/2
r20
√
1− v2 sin2 α
,
using Eq. (301) in the second line and the definition of
fn in the third line. After substitution into Eq. (316), we
are left with,
ξr =
µr20
2(r0 − 2M)
(1− v2)1/2
ρ
√
1− v2 sin2 α
(317)
×
(
r0 − 4M sin2 α
r0 − 3M
)
+O(α) +O(ρ),
where we have used the value of the specific angular mo-
mentum for a circular orbit, Eq. (5). The gauge vector
ξr vanishes for select values of α when the orbit is within
r0 ≤ 4M , but the 1/s singularity in ξr is entirely un-
avoidable for any physical circular orbit r0 > 4M , and
ξr does not satisfy the sufficiently regular criterion for a
gauge transformation. This result motivates the Locally
Lorenz gauge regularization used in Sec. III.
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