Abstract. In this paper, it is proved that the full dimensional invariant tori obtained by Bourgain [J. Funct. Anal., 229 (2005), no. 1, 62-94.] is stable in a very long time for 1D nonlinear Schrödinger equation with periodic boundary conditions.
Introduction and main results
Consider a Hamiltonian of n-freedom (1.1) H = H 0 (I) + ǫH 1 (θ, I), with the standard symplectic structure dθ ∧ dI on T n × R n and the angle-action variable (θ, I) belongs to some domain T n ×D ⊆ T n ×R n . Assume the unperturbed Hamiltonian H 0 (I) is independent of θ and satisfies Kolmogorov non-degenerate condition det(∂ 2 H 0 (I)) = 0, I ∈ D.
Also assume H 0 , H 1 are smooth sufficiently. Then the well-known KolmogorovArnold-Moser (KAM) theorem ( [30, 1, 38] ) claims that any invariant tori of the unperturbed H 0 with prescribed Diophantine frequency ω(I 0 ) =
∂H0(I0) ∂I
for some I 0 ∈ D persist under a small perturbation ǫH 1 (I, θ). This theorem is now called the classical KAM theorem and the persisted tori called full dimensional KAM tori. The huge challenge is encountered when one tries to extend the classical KAM theorem to the Hamiltonian defined by some PDEs because of very complicated resonant relationships among the infinitely many number of frequencies. In order to evade this impasse, one considers the Hamiltonian of the form H = N + ǫP (θ, I, z,z), with the symplectic structure dθ ∧dI + √ −1dz ∧dz on T n × R n × H× H ∋ (θ, I, z,z) and
where H is a Hilbert space of dimension τ , ω = (ω 1 , ω 2 , · · · , ω n ) called tangent frequency vector, (Ω j ) 1≤j≤τ the normal frequency vector, and P = P (θ, I, z,z) is a perturbation. The unperturbed Hamiltonian N has a special invariant torus T 0 = {θ = ωt} × {I = 0} × {z = 0} × {z = 0}.
Under suitable assumptions on N and P , it can be proved that for "most" frequency ω, the tori T 0 can be persisted for some small perturbation ǫP (see [26] when τ < ∞, see [31, 34] and [44] when τ = ∞). In [34, 44] , the frequency vector ω ∈ R n is regarded as parameter. In [26] , the frequency ω = ω 0 t, where ω 0 ∈ R n is a fixed Diophantine vector and t ∈ R is regarded as parameter. Anyway, it is proved that a 1-dimensional parameter is needed in [13] , at least, when considering the lower dimensional KAM tori. Thus the work by [26] is optimal in this sense, and the frequencies of those lower dimensional tori can not prescribed prior. Besides, the KAM theorem of this type depends heavily on the fact that the spatial dimension of the PDEs equals to 1. Bourgain [14, 18] developed a new method initialed by Craig-Wayne [22] to deal with the KAM tori for the PDEs in high spatial dimension, based on the Newton iteration, Fröhlich-Spencer techniques, Harmonic analysis and semi-algebraic set theory (see [18] ). This method is now called C-W-B method. We also mention [25] where the KAM theorem is extended in the direction of [34, 31, 26, 44] to deal with higher spatial dimensional nonlinear Schrödinger equation. In addition, the KAM theory is also developed to deal some 1-dimensional PDEs of unbounded perturbation. See, for example, [34] , [40] , [36] , [46] , [2] , [3] , [28] , for the details. In the all above works, the obtained KAM tori are lower (finite) dimension, considering that the Hamiltonian PDEs are infinite dimensional.
Naturally, the following problem is interesting:
Can the full dimensional KAM tori be expected with a suitable decay, for example, I n ∼ |n| −S with some S > 0 as |n| → +∞ ?
The existence of the full dimensional KAM tori with decay rate I n ∼ |n| −S is still open up to now. See [35] for the details. One way to obtain the existence of full dimensional KAM tori is to use repeatedly (infinitely many times) the KAM theorem dealing with lower dimensional KAM tori. See [43] and [12] and some other references. However, the amplitude (or action) of those full dimensional KAM tori decays extremely fast. In fact, the decay rate is defined implicitly and much more fast than I n ∼ e −|n| S , S > 1. See more comments in [17] . Another way is due to Bourgain in [19] where 1-dimensional nonlinear Schrödinger equation with periodic boundary condition is investigated (Also see [41] given by Pöschel where infinite dimensional Hamiltonian systems with short range is considered). It is shown in [19] that 1D NLS has a full dimensional KAM torus of prescribed frequencies with the actions of the tori obeying the estimates This is up to now only one existence result about the full dimensional KAM tori with a slower decay rate than I n ∼ e −|n| S , S > 1. On the other hand, it is well-known that a physical quantity is observable only if it is stable at least for a long time. Naturally, one has the following question:
Are the full dimensional KAM tori obtained by Bourgain in [19] stable for a long time?
There have been a relatively long history about the long time stability for the finite dimensional Hamiltonian (1.1) of freedom n < ∞. If the unperturbed H 0 is convex ( the steepest, in Nekhoroshev's terminology), any solutions including the KAM tori are stable in long time |t| < exp(ǫ − 1 2n ), by using Nekhoroshev'e estimate [39] , [42] . In fact, those KAM tori are stable in a much longer time exp(exp(ǫ − 1 a )) with some a > n (see [37] for the details). Clearly, the stability of this kind can not be generalized to the Hamiltonian PDEs including NLS, in view of n = ∞ at this case. Bambusi [4] and Bourgain [15] initiated the study of the stability in long time |t| < ǫ −M with a large M > 0 for the equilibrium u = 0 for some Hamiltonian PDEs including NLS. See [5, 8, 4, 6, 7, 9, 10, 11, 15, 23, 24, 27, 29, 45] , for example, for more results. Recently, [20] and [21] investigated the stability in long time for the lower (finite) dimensional KAM tori for PDEs.
According to our best knowledge, there has not yet been any result with respect to the stability in long time for the full dimensional KAM tori for the Hamiltonian PDEs. The main aim of the present paper is to prove that the full dimensional KAM tori obtained by Bourgain are stable in a long time. Incidentally, we will also prove that those tori are linearly stable.
In order to state our theorem, let us begin with the nonlinear Schrödinger equation with periodic boundary conditions
where M is a random Fourier multiplier defined by
and (V n ) n∈Z are independently chosen in [−1, 1]. Written in Fourier modes (q n ) n∈Z , then (1.3) can be rewritten as (1.5)q n = i ∂H ∂q n with the Hamiltonian
Fix 0 < θ < 1 and introduce for any r > 0 the Banach space H r,∞ of all complexvalued sequences q = (q n ) n∈Z with
Diophantine, if there exists a real number γ > 0 such that
for any l ∈ Z Z with 0 < #supp l < ∞, where supp l = {n : l n = 0} and |n| = max{1, n, −n}.
From Lemma 4.1 in [19] , we know the following resonance issue:
(1.9) P V :
where P is the standard probability measure on [−1, 1] Z and C > 0 is an absolute constant. Theorem 1.1. Given 0 < θ < 1, r > 0 and a Diophantine vector ω = (ω n ) n∈Z satisfying sup n |ω n | < 1, then for sufficiently small ǫ > 0 and appropriate M , (1.3) has a full dimensional invariant torus T satisfying:
(1) the amplitude on T is restricted as
(2) the frequency on T is prescribed to be (n 2 + ω n ) n∈Z ; (3) the invariant tori T are linearly stable; (4) the invariant tori are stable in a long time in the sense that for any small enough τ (independent of ǫ), if
Remark 1.2. In order to fulfill the decay rate, Bourgain introduced a weight function
In Remark 2 (p. 67, [19] ), Bourgain stated that the weight function n (2a n + k n + k ′ n )|n| 1/2 may have been replaced by expression n (2a n + k n + k n )|n| θ for some 0 < θ < 1. In the present paper, we fulfill the Bourgain's statement incidentally.
The Norm of the Hamiltonian
Most of the notations come from [19] for the reader's easy understanding. The analysis will be performed in complex conjugate variables (q n ,q n ) without passing to action-angle variables. The Hamiltonian expressions may involve I n = |q n | 2 and J n = I n − I n (0) as notations but not as new variables, where I n (0) will be considered as the initial data. At every stage of the iteration, the Hamiltonian H will be expanded in monomials M akk ′ (a, k, k ′ ∈ N Z are multi-indices) of the following form:
Define by
, and
With these notations, the Hamiltonian (1.6) has the form of
Denote by n * 1 = max{|n| : a n + k n + k ′ n = 0}. Before defining the norm of the Hamiltonian, we give the following lemmas: Lemma 2.1. Denote (n * i ) i≥1 the decreasing rearrangement of {|n| : where n is repeated 2a n + k n + k ′ n times}, and assume
Then for any 0 < θ < 1, one has (2.8)
Proof. Without loss of generality, denote (n i ), |n 1 | ≥ |n 2 | ≥ · · · , the system {n : where n is repeated 2a n + k n + k ′ n times} and we have n * i = |n i | for ∀ i ≥ 1. In view of (2.7), there exist (µ i ) i≥1 with µ i ∈ {±1} such that i≥1 µ i n i = 0, and hence 
The Homological Equations
where
and
We desire to eliminate the terms R 0 , R 1 in (3.1) by the coordinate transformation Φ, which is obtained as the time-1 map X t F | t=1 of a Hamiltonian vector field X F with F = F 0 + F 1 . Let F 0 (resp.F 1 ) has the form of R 0 (resp.R 1 ), that is
and the homological equations become
The solutions of the homological equations (3.4) are given by
, and the new Hamiltonian H + has the form
where (3.10)
and (3.11)
3.2. The solutions of the homological equations. In this subsection, we will estimate the solutions of the homological equations. To this end, we define a new norm for the Hamiltonian R of the form as in (3.1) as follows:
, (3.13)
, (3.14)
Moreover, one has the following estimates: Lemma 3.1. Given any ρ, δ > 0 and a Hamiltonian R, one has
where C(θ) is a positive constant depending on θ only.
Proof. See the details of the proof in the Appendix.
Lemma 3.2. Given θ ∈ (0, 1), let ( V n ) be Diophantine with γ > 0 (see (1.8) ). Then for any ρ > 0, 0 < δ ≪ 1 (depending only on θ), the solutions of the homological equations (3.4), which are given by (3.7) and (3.8), satisfy
where i = 0, 1 and C(θ) is a positive constant depending on θ only.
Proof. We distinguish two cases:
Case. 1.
where the last inequality is based on supp k supp k ′ = ∅. There is no small divisor and (3.18) holds trivially.
Case. 2.
In this case, we always assume
otherwise there is no small divisor. Firstly, one has (3.19) where the last inequality is based on Lemma 2.1.
Since
the Diophantine property of ( V n ) implies
Hence,
(in view of (3.7))
(in view of (3.13) and (3.20))
Therefore, in view of (3.13) and (3.21), we finish the proof of (3.18) for i = 0.
It is easy to verify the following two facts that 
Similarly, one can prove (3.18) for i = 1.
The new Hamiltonian
In view of (3.9), we obtain the new Hamiltonian (4.1)
where N + and R + are given in (3.10) and (3.11) respectively.
Estimating Poisson Bracket and Symplectic Transformation.
To estimate the Hamiltonian H + , we need the following two lemmas.
In view of (2.12), one has
To this end, we first note some simple facts:
Hence we always assume
The following inequality always holds
3. It is easy to see
Based on (4.10) and (4.11), we obtain
Now we will prove the inequality (4.8) holds:
where using 0 < δ 1 ≪ 1 depending on θ and ρ. Hence
Remark 4.3. Note that if j, a, k, k ′ are specified, and then A, K, K ′ are uniquely determined.
In view of (4.14), we have
(which is based on Lemma 7.2)
(in view of (7.16))
where the last inequality is based on 0 < δ 1 ≪ 1 and C(θ), C 1 (θ), C 2 (θ) are positive constants depending on θ only. (4.15) and in view of j ∈ {n 1 , n 2 }, it follows that
In view of (4.4) and (4.11), we have
Moreover, note that ∀j,
where the last inequality is based on (4.16) and
Remark 4.4. Obviously, {n 1 , n 2 } ∩ supp M ακκ ′ = ∅, and if {n i } i≥3 and n 1 (resp. n 2 ) is specified, then n 2 (resp. n 1 ) is determined uniquely. Thus n 1 , n 2 range in a set of cardinality no more than
Also, if {n i } i≥1 is given, then {2a n + k n + k ′ n } n∈Z is specified, and hence (a, k, k ′ ) is specified up to a factor of
where l n = #{j : n j = n}.
Following the inequality (4.17), we thus obtain
(the inequality is based on Remark 4.4)
≤ 10
(in view of (7.12))
(in view of (7.16) and 0 < δ 1 ≪ 1),
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Case. 2. ν * 1 > N * 1 . In view of (4.9), one has n * 1 = ν * 1 . Hence, n 2 is determined by n 1 and {n i } i≥3 . Similar as Case 1.2, we have
where C ′ (θ) is some positive constant depending on θ only.
Next, we will estimate the symplectic transformation Φ F induced by the Hamiltonian function F . Actually, we have Lemma 4.5. Let θ ∈ (0, 1), ρ > 0 and 0 < δ 1 , δ 2 ≪ 1 (depending on θ, ρ). Assume further
where C(θ) is the constant given in (4.2) in Lemma 4.1. Then for any Hamiltonian function H, we get
where C 1 (θ) is a positive constant depending only on θ.
Proof. Firstly, we expand H • Φ F into the Taylor series
where H (n) = {H (n−1) , F } and H (0) = H. We will estimate ||H (n) || ρ by using Lemma 4.1 again and again:
Hence in view of (4.21), one has
(in view of (4.19) and 0 < δ 1 ≪ 1), where C 1 (θ) is a positive constant depending on θ only.
4.2.
The new perturbation R + and the new normal form N + . Firstly, for i = 0, 1, one has
(in view of (3.17))
Recall the new term R + is given by (3.11), i.e. R + = R 2 + R, where
and write R as
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Firstly note that the term (4.25) contributes to R 0+ , R 1+ , R 2+ and we get
(following the proof of Lemma 4.5)
(by (3.17) and (4.23)) (4.28) and consequently
Secondly, we consider the term (4.25) and write
Note that (4.30) contributes to R 0+ , R 1+ , R 2+ , (4.31) contributes to R 1+ , R 2+ and (4.32) contributes to R 0+ , R 1+ , R 2+ .
Moreover, following the proof of (4.29), one has ||(4.30)||
Thirdly, we consider the term (4.26) and write
Note that (4.36) contributes to R 1+ , R 2+ , (4.37) contributes to R 2+ , (4.38) contributes to R 0+ , R 1+ , R 2+ , (4.39) contributes to R 1+ , R 2+ and (4.40) contributes to R 0+ , R 1+ , R 2+ .
Similarly, one has
Finally, we consider the term (4.27) and write 
The new normal form N + is given in (3.10). Note that [R 0 ] (in view of (3.5)) is a constant which does not affect the Hamiltonian vector field. Moreover, in view of (3.6), we denote by (4.57)
where the terms a B
(n) a00 M a00 is the so-called frequency shift. The estimate of | a B (n) a00 M a00 | will be given in the next section (see (5.33) for the details).
Iteration and Convergence
Now we give the precise set-up of iteration parameters. Let s ≥ 1 be the s-th KAM step.
, which dominates the size of the perturbation,
Denote the complex cube of size λ > 0:
is a normal form with coefficients satisfying
and R s = R 0,s + R 1,s + R 2,s satisfying
Then for all V ∈ C ηs (V s ) satisfying V s (V ) ∈ C λs (ω), there exist real analytic symplectic coordinate transformations
, the same assumptions as above are satisfied with 's + 1' in place of 's', where
s . Proof. In the step s → s + 1, there is saving of a factor e −δs( n (2an+kn+k
Recalling after this step, we need
Consequently, in R i,s (i = 0, 1), it suffices to eliminate the nonresonant monomials M akk ′ for which e
On the other hand, in the small divisors analysis, we need only impose Diophantine conditions when (7.1) holds, which implies
(in view of (5.11)) (5.12) := B.
From (5.12), we need only impose condition on ( V n ) |n|≤N * , where
Correspondingly, the Diophantine condition becomes (5.14)
We finished the truncation step. Next we will show (5.14) preserves under small perturbation of ( V n ) |n|≤N * and this is equivalent to get lower bound on the right hand side of (5.14). More concretely, for large N (will be specified latter), we have
(in view of (5.12)) 
where C(ρ, θ) is a positive constant depending on ρ and θ only.
Proof. In view of the definition (1.7), it suffices to estimate the upper bound for ∂H ∂q j e r|j| θ for each j ∈ Z. In view of (5.20), one has
and moreover (5.22)
Based on (2.12), one has
Therefore, in view of ||q|| r,∞ < 1 and (5.23), one has
Now we will estimate the last inequality in the following two cases:
(in view of r > 7ρ)
where the last inequality is based on (7.16) and C 1 (θ) is a positive constant depending on θ only.
Case 2. |j| > n * 3 , which implies k j ≤ 2. Then one has
If {n i } i≥1 is given, then {2a n + k n + k ′ n } n∈Z is specified, and hence (a, k, k ′ ) is specified up to a factor of
Since |j| > n * 3 , then j ∈ {n 1 , n 2 }. Hence, if (n i ) i≥3 and j are given, then n 1 and n 2 are uniquely determined. Then, one has
where C 2 (θ), C 3 (θ) are positive constants depending on θ only. Hence, we finished the proof of (5.21).
By Lemma 5.2, we get
where noting that 0 < ǫ 0 ≪ 1 small enough and depending on ρ, θ only.
Since ǫ for 0 < ǫ 0 ≪ 1 (depending on ρ, θ only) = ǫ s+1 , (V s ), by using Cauchy's estimate implies
and let X ∈ C 1 10 λsηs (V s ), then
Recalling the estimates in section 4, we have ∂V
and hence by iterating (5.36) implies ∂V
0 , and consequently
0 , which verifies (5.3) for s + 1. Finally, we will freeze ω by invoking an inverse function theorem. Consider the following functional equation
, from (5.38) and the standard inverse function theorem implies (5.39) having a solution V s+1 , which verifies (5.2) for s + 1. Rewriting (5.39) as
and by using (5.34) (5.38) implies
s ≪ λ s η s , which verifies (5.10) and completes the proof of the iterative lemma.
We are now in a position to prove the convergence. To apply iterative lemma with s = 0, set
and consequently (5.2)-(5.6) with s = 0 are satisfied. Hence, the iterative lemma applies, and we obtain a decreasing sequence of domains D s ×C ηs (V s ) and a sequence of transformations
Moreover, the estimates (5.7)-(5.10) hold. Thus we can show V s converge to a limit V * with the estimate we get an invariant torus T with frequency (n 2 + ω n ) n∈Z for X H * . Finally, by X H •Φ = DΦ·X H * , Φ(T ) is the desired invariant torus for the NLS (1.3) . Moreover, we deduce the torus Φ(T ) is linearly stable from the fact that (5.42) is a normal form of order 2 around the invariant torus.
Long time stability of full dimensional KAM tori
In this section, we would like to study the long time stability of the invariant torus Φ(T ). To this end, we will construct a normal form of order M in the neighborhood of T = (I n (0) = 
If ω = (ω n ) n∈Z is Diophantine, then there is a symplectic map
where Z is the integrable term depending on the variables I and the remainder term Q satisfies
Firstly, we will construct a normal form of order 3 around the tori T based on a standard normal form procedure where noting H * is already a normal form of order 2. Firstly, rewrite R 2, * as
Then we have the following lemma Lemma 6.2. Consider the normal form of order 2 (see (5.42))
If ω = (ω n ) n∈Z is Diophantine, then there exists a symplectic map Ψ 2 = X t F2 | t=1 such that
Moreover, the following estimates hold: where C 1 (r, θ, γ) and C 2 (r, θ, γ) are positive constants depending on r, θ, γ only.
Proof.
Step 1. The derivative of the homological equation Let
and let Ψ 2 = X t F2 | t=1 be the time-1 map of the Hamiltonian vector field X F2 .
Using Taylor's formula,
Then we obtain the homological equation
where Z 3 is given by (6.5) .
If the homological equation (6.10) is solvable, then we define (6.12) and one has
Step 2. The solution of the homological equation (6.10) . It is easy to show that the solution of the homological equation is given by
Moreover, the inequality (6.8) holds in view of the fact that ω is Diophantine and following the proof of Lemma 3.2.
Step 3. Estimate the remainder terms Q 3 .
To this end, we will estimate the norm of (6.11)-(6.12) respectively. Without loss of generality, we only consider the following term (6.14)
which is in (6.11) . By a direct calculation, one has (following the proof of (4.22) and C(r, θ) is a positive constant depending on r and θ only)
(in view of the first inequality in (6.8))
, where
depends on r, θ, γ and noting
Finally, note that the term (6.14) contains at least (2 + n) J ′ s and we finish the proof of (6.9). Given a large M > 0, now we will construct a normal form of order M around the torus T . To this end, we give an iterative lemma first. Take
For s ≥ 3, denote (6.17)
In view of the following two constants (6.18)
which are given in Lemma 3.2 (see (3.18) ) and Lemma 4.1 (see (4.2)) respectively, define
Lemma 6.4. Consider the normal form of order s (s ≥ 3)
When s ≥ 3, suppose Z sj and Q sj satisfy the following estimates
Then there exists a symplectic map Ψ s = X t Fs | t=1 such that
Moreover, the following estimates hold:
Proof. The details of the proof will be given in Appendix.
Proof of Theorem 6.1.
Proof. In view of Lemma 6.2 and Lemma 6.4, we define
Then one has (6.37)
and Z M+1 and Q M+1 satisfies the estimates (6.34) and (6.35) with s = M respectively. For fixed 0 < τ ≪ 1, we choose
Now we will estimate the norm of the symplectic map Ψ and the remainder term Q M+1 respectively. In view of (6.16), (i.e. δ = r 80M ), (6.18) and (6.19) , one has (6.39)
θ ≤ e 
where letting M large enough depending on γ, r, θ. For s ≥ 3 in view of (6.33), one has Now we would like to estimate the remainder term Q M+1 . In view of (6.16) and (6.17), one has
Moreover, based on (6.35) for s = M , we have
Following the proof of (6.42), one has sup
where noting that Q (M+1)j contains j J ′ s. Furthermore, we finish the proof of (6.3)
. Until now, we construct a normal form of order
around the torus T . Following the proof of Corollary 2.16 in [6] , it is a standard way to obtain the long time stability of the torus T , i.e. we finish the proof of (1.11) in Theorem 1.1.
Appendix
Lemma 7.1. Let θ ∈ (0, 1) and k n , k
Then one has
Proof. From the definition of (n i ) i≥1 and (7.2), there exist (µ i ) i≥1 with µ i ∈ {±1} such that
In view of (7.1), (7.4) and | V n | ≤ 2, one has
In the other hand, by (7.5), we obtain (7.7)
To prove the inequality (7.3), we will distinguish two cases: Case. 1.
Then it is to show that
(in view of (7.6) and (7.7))
where the last inequality is based on (7.8). For j = 1, 2, one has
where the last inequality is based on the fact that the function |x| θ/2 is a concave function for 0 < θ < 1. Therefore,
Now one has
In view of (7.6), one has
which implies
Therefore,
Following the proof of (7.10), we have
Lemma 7.2. Assuming θ, δ ∈ (0, 1), then we have the following inequality Lemma 7.3. Assuming θ, δ ∈ (0, 1), then we have
Proof. Obviously, we have 
which finishes the proof of (7.13). Proof. We write
where (7.18) N θ = ln(3 + 2 √ 2)
and then
(in view of (7.19))
(in view of (7.18)). (7.20) When n > N θ , one has
Note that if x ∈ (0, 3 − 2 √ 2), we have
where the last inequality is based on (7.24). Hence, if |n| ≥ δ −1/θ , one has
θ (in view of (7.28))
, where l n = #{j : n = n j }, and C(θ) is a positive constant depending only on θ.
Proof. To prove (7.29), we distinguish three cases: Case 1. |n 1 | = |n 2 | = |n 3 |. In this case, we have Hence, (7.33) α n + β n = a n , and (7.34) κ n − β n = k n , κ ′ n − β n = k ′ n . Therefore, if 0 ≤ α n ≤ a n is chosen, so β n , k n , k (1 + a n ) (1 + a m1 ) 2
m1<n<m2
(1 + a n )
In view of (3.13) and (7.35), we have
(1 + a n )e −δ( n (2an+kn+k and one has H s+1 = N * + Z s+1 + Q s+1 .
Step 2. The solution of the homological equation (7.39) . It is easy to show that the solution of the homological equation is given by
.
In view of the fact that ω is Diophantine and following the proof of Lemma 3.2, one has ||F s || ρs+δ ≤ C 1 (δ, θ, γ) · ||Q ss || ρs ≤ C 1 (δ, θ, γ)(C(δ, θ, γ)) (s−2)s , (7.43) where the last inequality is based on (6.27) for j = s.
Step 3. Estimate the remainder terms Z s+1 and Q s+1 .
Following the notation as (6.29), rewrite Z s+1 as
In view of (6.29) and (7.40), one has In view of (7.44) and (7.45), we finish the proof of (6.34). Now we would like to estimate the norm of (7.41)-(7.42). Without loss of generality, we only consider the following term (in view of n n /n! ≤ e n ) (7.46) ≤ (C(δ, θ, γ)) n (C(δ, θ, γ))
(in view of (6.20) and (6.27) for j = s) = (C(δ, θ, γ)) (s−2)s(n+1)+n ≤ (C(δ, θ, γ)) (s−1)(s+n(s−1)) , (7.47) where the last inequality is based on (s − 2)s(n + 1) + n ≤ (s − 1)(s + n(s − 1)) for s ≥ 2 and any n ≥ 0. Hence, we finish the proof of (6.35).
