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Equivalence of Rate of Approximation 
and Smoothness 
Z. DITZIAN * 
I. INTR~~>LCTION 
To introduce the problem dealt with in this paper, a description of the 
situation in the special but very important approximation process, namely, 
the best nth degree trigonometric approximation in C(T), will be given. We 
denote 
E,T(.f’) ,.= inf 11 f’- T,, 11 ,y, (1.1) r,, t i.. 
where X is a space of functions (or distributions) on T and & is the space 
of trigonometric polynomials of degree n. The Jackson inequality 
where 
(1.3) 
(A:~J‘(x) =,f(u)) and the Bernstein inequality 
II v: II x G u TII .I for T,,E& (1.4) 
are valid for many spaces of functions on T. (In particular ( 1.2) and ( 1.4) 
are satisfied for spaces of functions on T for which the translation r(t) is 
continuous in t and I( 7( t)ll = 1.) These inequalities imply for 0 c r c Y. 
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For the sake of brevity, we will write o”(j: t), ET(J‘) and Il,f‘ll instead of 
r$(.fl f),, E,T(j’)X, and ~i.f‘i~,Y when X will be understood from the context. 
At first, one might think that in the situation above, i.e., when tur(f; t) = 
0(/l), we will have cti’(f; l/n) - ER(J‘), which implies the exact converse of 
(1.2). Unfortunately, this turns out to be false, as can be shown by modify- 
ing an example given by Boman [3] or using the classical proof (by 
constructive contradiction) of the Banach-Steinhaus theorem as done by 
Dickmeis, Nessel, and Wickeren in many articles (see, for example, [4, 91). 
A question of this type was posed by Stechkin in a conference on construc- 
tive function theory. 1977. in Blagoevgrad, Bulgaria. Stechkin asked if for 
,f’~ C(T) which does not belong C’ (T) there exists an r such that 
tor(,f; l/n) 6 CE,~(f’). That question was answered negatively by Boman 
[3]. It seems natural to look at the same question in a positive manner 
and ask if there is a simple condition on the behaviour of (~~‘(.~; t) or of 
E,T( f’) that will imply for some I’. 
d( f; t) - E,T(,f). (1.6) 
In fact this type of question was answered for trigonometric polynomials 
on C(T) and probably other spaces by several Russian mathematicians, 
notably N. K. Bari and S. B. Stechkin [2]. In [2] (see Lemma 7, p. 513) it 
was shown that for a nondecreasing continuous function in [0, ~1. $, 
satisfying G,(O) = 0 and I/~([) # 0 for r # 0 satisfies the condition 
one has 
-cxf‘)-~(li~)-~‘(,f, t)-$(f), (1.8) 
and therefore, (1.6) is satisfied. 
A result of this type for general non-linear processes of best approxima- 
tion that possess Jackson- and Bernstein-type inequalities will be shown. 
Moreover, analogous results will be achieved relating the best weighted 
algebraic polynomial approximation on [ - 1, 1 ] or R to moduli that do 
not satisfy the Jackson inequality but a weaker inequality that should 
perhaps be called the weak Jackson inequality (see also [S]). 
For linear approximation processes that satisfy Jackson- and Bernstein- 
type inequalities, analogous results are also achieved in Section 3. 
It will be the applications that will guide the investigation and conditions 
in this paper, and many applications will be given. 
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2. BEST APPROXIMATION AND SMOOTHNESS 
Results of the type described in Section 1. i.e.. (1.8) for $ satisfying (1.7) 
are not particular to best nth degree trigonometric approximation. A 
general framework under which they are valid will be described in this 
section. Let X and Y be Banach spaces with Y c X. The K-functional of the 
pair (X, Y) is given by 
m f) = ,p;, (II f- K/l .‘i + r@(s)), (2.1) 
where CD is a seminorm for which 
Y= (,f’c!X; @(,f’)< x j. 
For {Xrl) a sequence of subspace of X satisfying X,, c X,,. , , we write 
E,,(f) = E,,(f’),, = inf 1l.f ~cpll y.‘p FI, (2.2) 
A Jackson-type inequality is given by 
-c,(f) d CMfi G,l), fEX. (2.3 ) 
A Bernstein-type inequality is given by 
@(cp)GC,o,r ‘ll(Pll.\.. cp E x,, c Y. (2.4) 
In fact, while in the statement of the Jackson and the Bernstein inequality, 
there is no reason to use the same X, Y, or CJ,>, we (and almost everybody 
else) are interested in a matching pair, i.e., Jackson- and Bernstein-type 
inequalities with the same X, Y, X,,, and o,,. 
We should also remark that if we denote the best approximant of X,, to 
.f’(or one of them) by A,f; that is, 
IIA,,J’-.fl/.= inf ll(i?-J‘llx. (2.5 1 <” Bx, 
we have 
ll~,,.fll d ll.f‘ll 
ll~,(f+ 8) - cf‘+ s)ll d IIAJ-.f‘ll + IIAn g- gll. 
Therefore, the inequality 
E,,(g) d C,a,,@(g) for gE Y (2.6) 
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can replace the Jackson inequality (2.3). This inequality is sometimes called 
the Favard inequality and sometimes the Jackson inequality, and therefore, 
we may call it the JacksonFavard inequality. 
To prove the theorems, it is necessary that the sequence o,! not tend to 
zero at a faster than geometric rate, i.e., 
0 I? + I 3 CD,, for some c > 0 and n = 1, 2, (2.7) 
(As or, = o(l), 0 <c < 1.) The sequence G,~ = n :’ is prevalent in applica- 
tions. (Most times y is an integer but in Section 8 we have a case for which 
7 is not an integer.) In fact in most works the space X,, first worked with 
is of about 2” dimensions and the sequence is G,~ = 2 -‘I’, and only later is 
an adjustment made to n (or 2n + 1) dimensional X,,. (Note thlat here we 
did not specify the dimension of X,,.) 
We follow N. Bari and S. B. Stechkin [2] and define a class of functions 
$ which satisfy the steadiness condition which we call S (S for steady). 
DEFINITION 2.1. A continuous nondecreasing function $(t) is of class S 
if 0 =$(O) < $(t) for r > 0 and the condition 
is satisfied. 
In fact the steadiness of Ic/ is seen much more clearly from the following 
equivalent condition (see [2]). 
THEOREM A. For a nondecreasing continuous function Ii/(t), 
0 = Ii/(O) < $(t) for t > 0, the assumption that there exist A,, A,, > 0 such 
that 
iW)<iA 
‘h(S) 2 
for A>A, and A&i 
2 (2.9) 
is equivalent to (2.8). 
While in [2] the statement is somewhat different than (2.9), it actually 
implies the same facts and the equivalence between (2.8) and (2.9) is given 
in the proof there before a less convenient (in my opinion) equivalent 
condition is stated. 
It can be noted that the assumption 
d ’ ‘h(t) s 2 dt = Wrc/(d)) R t 
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already implies (2.8). Furthermore. one can note that the continuous 
nondecreasing function I/I,(~) for which 0 = I/I,.(O) < 11/,(r) for t > 0 satisfies 
(j, (’ ti,(t) 
r+l dt - $,c(j) 
_ i) t 
if and only if $,-( t’ ’ ) = $(t) with $(t) satisfying $ E 5’. 
THEOREM 2.2. Suppow the Jackson inequrrlit,, (2.3 ) und thr Bernstein 
inequalit~~ (2.4) arc .satisfi’ed ,for the Banuch .spuw.s X, Y, und X,, satisfj~ing 
x,, = x,, + I c Y c X, und suppow the .sequcnce (T,, .wtisfic.s (2.7) (i.e.. 
(r,, , , 3 co,,). Then for $ E S, the condition 
und thr condition 
M.fi 1) - $(!I for t E [O. I ] 
E,,( f’) - 3(fl,, 1 for II 3 no 
(ire equiwknt, rend either one of’ them implies 
)t.here n,, is independent of’ f: 
As K(f; t) is an increasing function and E,,(,J’) a decreasing sequence, we 
also have the following immediate corollary of Theorem 2.2. 
COROLLARY 2.3. (A) Under the conditions of’ Theorrm 2.2, 
K(f;2’t)6CK(J; t), C’<2’ 
.for some ,j implies (2.10). 
(B) Under the conditions of Theorem 2.2 with (T,, = n ‘. 
E,,( I”) 6 CE,,,,( f‘). c‘<2” 
,for some ,j implies (2.10). 
Proof‘ of Corollury 2.3. To prove (A). we set K(,j; t) = 4(t), and the 
assumption on K(f; t) implies t/(t) ES. To prove (B), we set E,(f) = Ic/(gn) 
and define $ linearly elsewhere. The assumption on E,,(f) now implies 
vvr)ES. I 
Pro@’ nf‘ Theorem 2.2. Using (2.7), we choose a subsequence of n, n,, 
such that n,, = 1 and 
c5 ‘CT, <CT,, < (.‘cT, for V= 1, 2, 
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(For ~,~=n ‘, n,, = 2’, and for o,, = 2 “I, n,. = v.) With no loss of generality 
we may assume rr, = 1, and therefore, (.’ ’ < (T,,, <c’ for \I= 1. 2, . We 
now write 
A,,,.f’= i (A,,, f’- A,,> ,1‘) + A, f; 
!=I 
where 
llA,J-,f’l1 = inf llv -.I’il. $7 e.k /?/ 
We apply the Bernstein inequality to the above and obtain 
W.fi t) = .%,(.I-) + ~@(‘%,,.f) 
d E,,,(f) + cr i c ‘En, Jf’) + ~~ll.f’ll> (2.11 ) 
v=, 
where C= C, 2c ‘. Frequently the last term in (2.1 I ) does not appear in 
applications as often we have @(rp) = 0 for 43 E A’, 
We now prove that K(,f; t) - G(t) implies E,,(f) - $(a,,). Using Jackson’s 
inequality and 
we have only to show E,,(f) 2 A$(rr,,). We use (2.11 ) to write 
C, ‘$(f)<W; f1-S E,,(f)+ Cr f: (’ ‘K(.L g,,, ,I + cw 
\I= I 
GE,,,(.f’)+c(1)~ i c ?/qd “) + C( 1) rilfll. 
,I =- 2 
We now use $ E S (Definition 2.1), and therefore, 
This now implies (for k > k,) 
C,‘lCl(r)~EE,,(f)+C(2)rc k+2~(ck-2)+C(1)t~(fl~. 
We will choose t = cm with m = m(k) > k 2 k, for which 
(1) C( 2) cmc -k+*,,q$ “)<;~,l~(~y, 
(11) C(l)c”‘lI.f/) G ac, l$(c’p’) 
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and at the same time 
(III) It??(k)-X-1 <N, 
where N does not depend on k. 
If a choice pn = m(k) satisfying (I), (II), and (111) is possible, we have. 
using the inequality 
K(,f: at) d uK(./; I) 
which is valid for 0 < u d 1, 
for k 2 k,. We now use for n, < IZ <n, + , , k 3 k,,, 
‘5,(f) 3 En,, ,m 3 C’NO,,,), 
and using the same consideration as above, 
‘/d(J,,,) 2 W(~,,) for 11~ <n<n,+,, 
which yields 
J%(f’) 3 w4(J,,L n > nk(, 
Note that n, is independent ofj: 
Therefore, to complete the proof that E,,(j‘) h $(a,,) follows from 
K(f, t) A IC/(t), we need to show that we can choose m = m(k) that satisfy 
(I), (II), and (III). 
To choose m-k we first choose an integer I such that 
2 ‘b$, ‘C(2) ‘, 
where C, and C(2) were given in (I). We now choose m - k so that for A,, 
given in (2.9) 
A ;, < c I” + ’ ’ < A ;,+ ’ , 
and therefore, (III) is satisfied, and for k> k,,, (I) follows from (2.9) with 
A/=c-“‘+h 1 as 
‘I((, 
!. ~2 
“.c ,c(2)4) 1 )< I Ic r,z+h 2<(,.,,,,2 
i> $(c”) 2 
3 
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The inequality (2.9) which is equivalent to $ E S now implies c’ := o($(c~)), 
k -+ rcj, and therefore, for vz > k > k,,, (II) is satisfied. We have now proved 
that a choice of m(k) is possible for k > k,. 
We now prove that (2.10) follows from E,,(f‘) w $(o,~) (n > n,). We write 
M ‘li/(a,,) G E,,(f) G Mrl/(a,,), 
and following (2.1 1). 
We set I= P ’ and recall I/I E S to obtain 
k’(.f;ck-‘)dM~(ck-‘)+C(2)~(ck ‘)+Cc” ‘l!,fll 
= C(3)($(ck ‘) + CA -211,1‘ll ). 
Using the cquivalcnt form to II/ E S in Theorem A, 
(’ k- 2 =o(l+b(c” ‘)). k- x, 
and therefore, 
This now implies 
w; ck) G C(4) lJ( Ck ), 
and therefore, 
K(f, 0 d C(5) ti(t). 
which completes the proof of the theorem. 1 
Remark 2.4. It is the existence of an inequality of weak type like (2.11) 
that together with (2.3) is sufficient for the proof of Theorem 2.1 or 
Theorem 2.2. A Bernstein-type inequality is the crucial tool to achieve 
(2.11) but sometimes an inequality such as (2.11) can be proved without 
explicit use of the corresponding Bernstein inequality. This type of situation 
is given in [7, Chap. 121 (see also Section 9 below). 
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3. RATE OF APPROXIMATIOK OF LINEAR PROCESSES AND SMOOTHNESS 
In this section an analogous result to that of the last section will be 
achieved for linear processes of approximation. While there is a similarity 
in the problem and some of the ideas. we lose monotonicity and the 
Bernstein-type inequality is of somewhat different character. We first note 
that the rate of convergence for a sequence of linear operators (even 
standard ones) is not necessarily monotone. For a K-functional of the pair 
of spaces (A’, Y) given in (2.1 ). the Jackson inequality is given by 
The Jackson inequality for linear processes usually follows from 
which means that the sequence of operators A,, is uniformly bounded, and 
lIA,,g- Kllk d C’cJ,,@(K) for RE Y. (3.3) 
(Recall that @ is a seminorm which defined Y and was used in (2.1).) The 
inequality (3.3) is sometimes called the Jackson inequality as well, aad 
sometimes the Favard inequality. The Bernstein-type inequality is given by 
@(,4,, f’) 6 C’, a,> ’1l.f II \ (3.4) 
which assumes implicitly that A,, f’~ Y. For linear approximation processes 
@(A,, ,P) d C,@(g) for ,YE Y (3.5) 
is also necessary. The inequality (3.5) means that A,, is a uniformly 
bounded sequence of operators in Y as well. The Bernstein-type inequality 
here looks somewhat different from (2.4) but the similarity of the results 
and applications (see later sections) will, it is hoped, convince the reader 
(who is not already convinced) that the identical name for these somewhat 
different inequalities is justified. In fact, the inequalities (3.4) and (2.4) are 
both commonly referred to in the literature as Bernstein-type inequalities. 
THEOREM 3. I. Suppose A,, is u sequrnw of’ linear operators on X sutisjjt- 
ing A,,,~E Y and the inequalities (3.1 ), (3.2), (3.4), and (3.5) with wspert to 
the pair of spaces X and Y and u srquence CT,~ L 0. Then the condition 
w r) - $(t) ,fbr * E S 
,fbr t < t,, implies 
llA,,.J‘-./II c KU; a,,) (3.6) 
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Krnzurk. For K(.f, 1) satisfying 
K(./; 2 ‘t 1 d CK(.f; t 1. for some C< 2’ (3.7) 
we have K(,f; !)E S, and therefore (3.6). 
Pmof‘qf’ T~ei~~~~? 3.1. Using (3. I ), we have only to show that 
Combining 
ilA,,.f‘--.f’ll 2 NKff; OJ. 
Kt.f; f) d llA,,,f’-,/‘I) + WA,,.f’) 
with (3.4) and (3.5), we obtain the common form 
K(,f; 1) d llA,,,f’-,/‘!I + LJO?>- ’ K(./: D,,). 
(3.X) 
(3.9) 
We choose t = &,, with some 0 <d < I for which 
IA,, ’ K(.f; o,,) < 1 K(f; I) 
which is possible for R 3 n, as K(,J; t) - q?(t) and $(f) E S. and therefore, 
J/(r) and K(j; t) satisfy (2.9). 
We now have 
llA,,.f‘-J‘ll 2; K(.f; [I 2; K(.f; a,,) 
and this completes the proof when we observe that 6 does not depend on 
n 3 no. I 
The condition K(j; t) - $(t) for $ E S can be replaced by a condition on 
iiA,,,f‘--,(il as is shown in the following theorem. 
THEOREM 3.2. Suppose A,, wisj~v (3.2), (3.3), (3.4), and (3.5), I// ES (we 
Dc$nition 2.1 ) and o,, + , > m,, for ~~tvw 0 < c < 1. Then 
ll~,,,f’-.fll - $(a,,) (3.10) 
imp&r (3.6 ). 
Pmt$ We have to show only that 
Kf,f: c,,) < Mll/(c,, 1 
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and in fact it is sufficient to prove it for n 2 N. Using (3.4) and (3.5). we 
write 
m fJ,>) 6 ll.f’- A,.f‘ll +u,,@(a,!.l’) 
d Il.f‘- A,f’il + Lo,,(c~~ ‘II f’- gll + Q(g)) 
6 II.f-A,f’ll +La,,a, ‘ML ar). 
We now choose a subsequence of n, n - I, . . . . 1. n, > n2 > > n,,, such 
that 
c ““a,, 6 o,, < c,,(’ ‘I + ’ ) “‘, 
where c ~“I 3 Ah and 2’> L with c of (2.7) (or the statement of the present 
Theorem) A, of (2.9) and L given above. Obviously {n,} is a finite 
sequence, and moreover, we choose i,, so that ~,~c ““+ ’ ) WI 6 4 < G,,c’ (“‘+ 21”r 
- unless we exhausted the sequence 11, .. . . 1 before that. 
Using 
IIf‘- Akf‘ll d M, $(a~) 
and 
Wn,,f‘) 6 C( 1 )il.f‘li 6 ~$(a,,,), 
we write 
K(,f, on) d ll.f- A,,,fll + t L’v.,, ’ Il./- AJII + L’“v,,,’ @(A,,,,J‘) 
I=, 
4. WEAK JACKSON INEQUALITY 
In Section 2, we assumed a Jackson-type inequality with respect to the 
K-functional. In many cases of theorems about best approximation, such 
an inequality is satisfied and the K-functional is equivalent to a satisfactory 
measure of smoothness. However, recently while investigating weighted 
algebraic polynomial approximation on [ ~ 1, 11 and on R (with different 
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weights of course), two natural (and indispensable for some weights) 
measures of smoothness emerged (see 171) which were not equivalent to 
the corresponding K-functional and did not satisfy the Jackson inequality. 
In [7], such measures of smoothness were named main-part moduli of 
smoothness and many of their properties were proved. We denote 
main-part moduli of smoothness by Q’(,f; t). The Jackson inequality was 
replaced by 
(4.1) 
which we call the weak Jackson inequality. We further use a form of weak- 
type estimate given by 
Q’(,L t) 6 c-2 E,,(f) + f t a,Lr E,,\(f) 
c ! 
(4.2) 
,=O 
for all t and a subsequence of n{n,,) for which CJ,,, - j’ for some 0 < fl<: 1. 
Recall that (2.1 l), which corresponds to (4.2), was instrumental in the 
proof of Theorem 2.2. In the applications, both E,(j) and sZ’(A t) will 
have other subscripts to indicate the space X in which f lives, the weight 
in question, and perhaps the sequence of subspaces X,. Here, we derive 
from (4.1) and (4.2) a somewhat weaker result than that derived from (2.3) 
and (2.11) in Theorem 2.2 using the same methods and steps of the proof 
of that theorem. 
DEFINITION 4.1. The increasing function $(t) belongs to class S* if 
I,!IES, that is, 
and in addition 
I ’ ($(T)/T) dT- Ii/(t) (4.4) 0 
for 0 < t 6 t,, 
THEOREM 4.2. Suppose for the space X, a sequence of subspaces X,, 
XflCX,,+,, and a sequence o,,+ , > co,, a relation between Q'(f, t) and 
E,,(f) is given by (4.1) and (4.2), the latter for some subsequence of n, nk for 
which o,,~ - fi”. Then ,for I,/I( t) E S* 
Q’(L f) - $(f) (4.5) 
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(f and onlv (f’ 
E,,(f) - $(a:, J. (4.6) 
Rrrnurk 4.3. We may restate Theorem 4.2 as follows: Under the 
assumptions of Theorem 4.2, either (4.5) or (4.6) implies 
E,,( 1’) - .Q’(f. fl,, J. (4.7) 
Proof: To prove that (4.5) implies (4.6) we first observe that (4.4) 
implies 
j-1 (i(r”,;r, A - 11/t(“) (4.8) 
for all positive a. We then use (4.1), (4.21, (4.5), and (4.8) with r=r to 
obtain 
We can now follow the technique of the corresponding part of Theorem 2.2 
to obtain 
As we already have E,,,(f) d M, $(a:,,), this implies 
‘R,(.f) - Ii/b-I,, J. 
Hence, using the conditions (4.3) and monotonicity of E,,(f) and $(t), we 
have 
Mj‘) - li/(4,) 
The proof of the implication 
E,,(f) - $C(,) *Qr(J a,,) B M-%(f) d M*ICl(a:,) 
is similar to that used in Theorem 2.2 and will be omitted. Using (4.1) and 
monotonicity of Q’(f, t), we have 
and therefore, 
Q7.L o,,) - E,,(f). I 
RATE OF APPROXIMATION AND SMOOTHNESS 329 
5. TRIGONOMETRIC POLYNOMIAL APPROXIMATION 
In this section, we deal with trigonometric polynomial approximation in 
a Banach space X of functions or distributions on T (the “circle” [ ~ 71. z] ). 
The translation or shift operator S,, on X is given by 
S,,.f’( .Y ) = ,f’( Y + h ) if ,f’is a function 
or by 
(s,,,f:tT)=<f:S-,,g), 
where g E .‘F if f’E ,Y’. (Recall that .Y’ is the space of tempered distribution 
dual to the space of test functions ,Y.) We further assume that S,, is an 
isometry and that either S,? is weakly continuous, that is, 
( s,, .f’ - ,fi I? > --, 0, as 11 4 0, for all g 6 X* (dual to X). 
or that S,, is weakly* continuous which means that X= B* and 
<S> s,,.f-.f’> +o as h + 0, for all K E B. 
(5.1 1 
(5.2) 
(Of course, S,, is strongly continuous implies that S,, is weakly continuous.) 
Under these assumptions, one has the Jackson inequality 
E,T(.f’) y 6 ctur(j; n ’ ) y. (5.3) 
where E:(S), and w’(f; t) are given by (1.2) and (1.3) and C is inde- 
pendent of n,J’and X (see [S, 61, for example). 
Moreover, for the above situation T,, E X implies T:,E X and hence, 
rizr’ E X and the Bernstein inequality, 
II T!:’ II y < n’ll T,, II \ for all T,, E cT,, (5.4) 
is satisfied (see [l, pp. 14&144; 5; 61). 
The K-functional is given by 
K,(,fi rrlx= inf (IIf- dx+ frlla”‘ll x), (5.5) pF Y 
where Y is the collection of g such that K’I’, taken in the distributional 
sense, satisfies gCr’ E A’. Obviously, we can choose R E Y such that 
~f(f; t)x d 2’llJ‘- gll y+ trllg’r’ll d 2’+ ‘KU; rr), (5.6) 
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and therefore, the conditions of Theorem 3.1 are valid. Following the 
standard proof for C(T) or L,(T), one also has 
K,(J f’),y G cQo./; f).,. (5.7) 
THEOREM 5.1. Suppose X is u spuce offunctions or distributions on T,for 
which a .shiJt is an isometry satisfying (5. I ) or (5.2) and $ E S. Then the 
conditions 
and 
are equivalent, and either (5.8) or (5.9) implies 
(5.8) 
(5.9) 
Prooj: This theorem is an immediate corollary of Theorem 2.1. To 
satisfy the conditions of Theorem 2.1, we recall (5.3) and (5.4), replace t by 
t’, and observe that 
mf, f’)Y - dJ; t)x 
which follows from (5.6) and (5.7). 1 
6. ALGEBRAIC POLYNOMIAL APPROXIMATION ON [- 1, l] 
In [7, Chap. 73, the rate of approximation of algebraic polynomials was 
discussed for L,,[ - 1, 1 ], 1 d p < J-. The K-functional 
K,.(.L trjp = R’,~‘,t,4 (,i,,, (Il./- gllp + W4f~‘rJli,,)~ inf p(x) = ,.‘- (6.1 ) 
was shown to be equivalent to a modulus of smoothness 
(with the understanding that ALJ‘= 0 if (,u.- qr/2, x + qr/2) @ [ - 1, 11). As 
the Jackson inequality 
I%, = inf Ilg -A,] G Co;(.fi Iin), d C, K,.U n r),, (6.3) 
Y t .F” 
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13, p. 79) and the Bernstein inequality 
llcp’p”)Il, G C~‘ll~lI,,> PEYflp,, l<p<x (6.4) 
(see [7, p. 1071 with w’= 1) were already proved, we have the following 
theorem as a corollary. 
THEOREM 6.1. For $ ES wb(.L tJl, given hy (6.2). and E,,(f), given hy 
(6.3 ), rhe conditions 
qf, [I/? - $(f) 
and 
ure equivalent. 
Remark. For some particular functions $(t) such as fZ or [“(log r)fl it 
was proved in [7] that wL(.fi t),, w $(t’) implies E,,(,f), m $(n ‘). 
7. BEST WEIGHTED ALGEBRAIC POLYNOMIAL APPROXIMATION IN L,[- 1, 11 
The rate of best weighted algebraic polynomial approximai.ion in L, 
given by 
(7.1) 
was investigated in 17, Chap. S] for weights )VE Jt, where J* includes the 
Jacobi weights M’(X) = (1 ~ x):” (1 +,Y):“ if ;‘, > - l/p. Fir estimating 
E,,(f),,.,,, the main-part moduli L?;(,f, I),,,~ given by (for q(x) = ,,/l -xl) 
were indispensable. The weak Jackson inequality 
was proved in [7, p. 941. Therefore, we have the following result. 
(7.3) 
THEOREM 7.1. Suppose E,,(f),, ,’ und Q’,(,f, t).,,, are given b.y (7.1) and 
(7.2), respectively, w(x) = (1 +x);” (1 - .Y)~? with 7; > - l/p, q(x) == Jm, 
and $ E S* (see Definition 4.1). Then 
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und 
L(.f’),,.,, - ti(n ’ 1 
ure eyuivulmt. 
Rernurk 7.2. Theorem 7.1 is valid for a somewhat more general class of 
weights called J/T in [7]. 
Proof: We recall that for M(S) = (1 +.u);’ (1 - .u):‘-. 7, > ~ lip. 
1 < p < M_, (and actually for the wider class J,* which includes for instance 
ujs) = (1 + s);’ ( 1 -.Y):” (/log( 1 + -u)l”’ llog( 1 - ~)l”~, 7, > - I/I-,) one has 
11 lup’P”‘l~ ,.p( I. I] G C’4n~PlI /,J I_ Il. P E ~f9, (7.4) 
(see [7, p. 1073). We can now follow the proof of Theorem 8.2.1 of [7, 
p. 961 to obtain 
lll~n ;qJll Lr[ I / 2/r+-. I 2/G,-: , 
~~(I/~~~(.f’-P”)ll’.,,~ I. ,,+h’llu.cprP~‘Il,,,r I.,,I 
from which one can easily deduce 
(7.5) 
The formula (7.6) is the weak-type result (4.2) (fl = l/2) for our case and 
hence, we can follow the result of Section 4 to complete the proof. 1 
8. WEIGHTED POLYNOMIAL APPROXIMATION I& f.,,(R) 
We will apply here the result of Section 4 to weighted polynomial 
approximation with Freud’s weight 
W,(x) =exp( - 1.~1’) i> 1. 
The rate of best polynomial approximation is given by 
6,(f),;,,,= inf II WI.+ P)llI.plK,. Pt *4, (8.1) 
We note that more general situations than W, were investigated for which 
analogous results would be achieved with minor but messy modifications of 
the results in Section 4. The related main-part moduli are given by 
Q’(J l)w,.I, = SUP II W4.f‘llLp~ if”’ “.A” “1. (8.2) 
0 c I1 s r 
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In [7, Chap. 111. the weak Jackson inequality 
was proved. 
The Bernstein inequality (see for instance [7. p. 1851) 
will complete the necessary prerequisites for a result of the type given in 
Section 4 and hence, we can derive the following theorem. 
Q’C.L f),,. ,.,, - l&t’) 
E,,(.f),,;.,, - li/(n-~ I(’ (‘.r))) 
Rmurk 8.2. In [7, Chap. 111, theconcepts K,(J; r’fH.,, andci,,*(J: I),,;.,? 
were also discussed. If these concepts rather than P(f; I)~.,,~ were used in 
Theorem 8.1, we could relax the condition on $ and assume only II/ ES as 
we could apply Theorem 2.2 rather than 4.2. 
We also should remark that for some particular functions #(t), the 
implication sZ’(,f; t),;,,> h, $(r’) implies E,,(f),,.,.,? + $(rt -“I ” “I) was 
shown in [7]. 
9. MULTIVAREATE BEST APPROXIMATION 
On the domain SC R“, we can define best Ftth degree algebraic polyno- 
mial approximation by 
Ell(,f)LP(Sj = inff i/j’-- P/l; Pa polynomial of total degree M 1. (9.1) 
We recall that a polytope is the convex huii of finitely many points and a 
simple polytope SC Rd is a polytope with an interior point for which any 
one of its vertices is connected to other vertices by exactly d edges. For a 
simple polytope, the moduli of smoothness to>(.L f),, and (a;(,$ I)~) were 
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defined in 17, p. 2021. As a corollary of results in [7] and in Section 2, we 
obtain the following theorem. 
THEOREM 9.1. Suppose S is u simple pol~topr, S c R”, 1 < p < x8, 
(~~~(.f; t),,, und 6:(./i t ),, ure as d<fi’ned in 17. p. 2021 und I/I E S. Then 
E,,(.f’),&Y, -*(l/n’). 
&(.f: f),,- IC/(t’,, 
and 
G(.fi t),, - $(t’) 
are equit’ulent. 
Remark 9.2. When discussing Gl,(f; r)P and w’,(.f; t),, we should recall 
the definitions of these measures of smoothness. For 1 6 p < x 
where Vd ’ is the set of unit vectors in R”, m,, is the (nz ~ 1) dimensional 
Lebesgue measure on e’, and 
d,(e,x)=( min d(x,.u+i.e))( max d(.x+A,e,.u+j.,r)). (9.3) 
Y + ie g s r+,,t\ 
Similarly, G;.(,f; t), is defined. The modulus w;(J; f),, is defined using (2.9) 
where instead of taking the supremum for all e E V”- ‘, we take it only in 
directions parallel to the edges of the simplex. 
Proc$ The Jackson inequality 
L(.f’) L,,.s, 6 W(G(.fi l/n), + n ‘llf’llpl 
6 WG(.fi l/n), + n ‘ll.f‘ll,J 
is given in 17, (12.2.3)] and the weak-type result 
(9.4) 
is achieved as a step in the proof of (12.2.3) in [7] (see [7, p. 2061 used 
without the restriction 2’ < l/t < 2’+ ’ ). 
We use (9.5) and (9.4) to obtain our result. We recall that we may deal 
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with the moduli of smoothness rather than the K-functional as was done in 
Section 4. 1 
Remark 9.3. The Bernstein inequality of the approximation process by 
best algebraic polynomials on a simple polytope can be given explicitly but 
the inequality (9.5) is much simpler and is what we need here. 
For a Banach function space X on T” satisfying conditions (5.1) or (5.2) 
we define 
E,,(f‘),y= infll.f- 711 .y, (9.6) 
i c T,, 
where yTZ is the set of trigonometric polynomials of degree II in each 
direction. We define 
(9.7 1 
where 
LfFf(u) = A:-- ‘(.f(u + (v/2)) -,f(u- (c/2))), u, v E Rd. 
We now have the following generalization of Theorem 5.1. 
(9.8) 
THEOREM 9.4. Suppose X is a Banach space offunctions or disistrihutions 
on T” sati.sf:j>ing (5.1) or (5.2) und $ E S. Then 
and 
WV; [lx - $(f) 
are equivalent,for E,,(f ), and w’(,f; f)x given hrs (9.6) and (9.7), respectively. 
Proof: For X = L, (T”), we have 
-K(.f),d CNf, lln),y (9.9) 
and 
o’(f; t)x d 2’ E,A(f ),y + Ct’ ; 2”&(.f),y. (9.10) 
, =” 
While we could not find the statements (9.9) and (9.10), they can be shown 
following the more complicated case proved in [7, Chap. 121, and 
probably are known (at least for f E L,(Td)). In [lo, p. 273, 3501, much 
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more complicated formulas appear which cannot be used here. From (9.9) 
and (9.10) for X= L , (T”). we get these formulas for X satisfying (5.1) or 
(5.2) using the same steps used in [5, 61. We now follow earlier sections to 
obtain our theorem from (9.9) and (9.10). 1 
10. SOME LINEAR APPROXIMATION 
The theorem in Section 3 was tailor-made to fit many linear approxima- 
tion processes. 
For example, for convolution approximation processes we have: 
(b) j G,,(t) t’df=o((T:,) fiw O<i<r, 
(cl i G,,(f) dt = 1. 
(d) 
(e) [ Ip:,(t)l dt=ob,, 1) 
,/or (T,, = o( 1 ) .sutisf~ving (T,, + , >, co,, ,ftir some in > 0. 
Then jbr $ E S und B u Bunuch spuc~ of’,fietction.s on R or T ,for ,z,hich 
translution is u continuous i.wmetr\- 
IIG,, * ,f’-.f’llH - $(a:,, 
unri 
td( f; tlB- l+b(f) 
ure rquiwlent, and each irnpl?! 
(JWI G,,)A - IIG,, * I’-.f‘ll B’ 
Proof. We define 
G,,..(r) = G,,.. , * G,,(t), G‘,,.,(t)= G,,(t), G,,,,,(r)=I. (10.1) 
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(10.2) 
and 
<(I -tM+... M”’ ‘)1/G,,*,& ]iiR. (10.3) 
The assumptions (b), (c). and (d) imply for RE B where g”” the rth 
strong derivative of K in B satisfies ”’ E B. 
f/G,,* !:--~/i~~<~‘~:;jl~‘l”jl~~ 
and therefore, 
IIG,,,, * g-g//.<C(l + ... -tM” ‘)o:Ill~‘~“lIHdC,a:,//g”‘l/,~. (10.4) 
The assumption (e) implies 
and therefore, for k 2 r. 
(10.5) 
For g E B’ the subspace for which the strong r derivative of g in B exists 
and @( 8) = jl &“‘I1 R < ;c, we have 
Using Theorem 3.1, we have for li >, r 
Nf: flB- ti(O* IIG,,.r *./‘-/II,-@(CL 
Using (10.3), we have 
1lGn.k *.f-.fll.~A+(C). 
We also have 
(10.6) 
l/G,, *.f‘-.fliB< IiG,, * U-G,,. *,f’HR+ !G,,..+, d’-f‘liR 
~M!lL.*.f-.fll,i- iiG,,.,+, *.f-.l’llR, (10.7) 
338 2. DITZIAN 
and therefore, 
II G,, * .f - .f’lI H d ‘4 I G( 4 ). 
We now deduce from IIG,, * f’-,fjB z $(a:,) using (10.3) and (10.7) that 
Now G,T which is equal to G,,,, or G,,,, + , . whichever achieves the maxi- 
mum above, satisfies the conditions of Theorem 3.2 and implies 
w’(.f; f)H - $(t’ 1. I 
In 17, Chap. 91, combinations of Bernstein-type operators L,,,,(f ) were 
discussed and related to the moduli tuc(,f; r),, where cp depended on the 
particular approximation process. (For instance for combinations of 
Bernstein polynomials, cp(.u)’ =x( I - .u).) We use the inequality (9.3.1) of 
[7] for the Jackson inequality with c~~~;(,f; t),, taking the place of K(f: l”),, 
in (3.1). We use (9.3.2) of [7] for the crucial inequality (3.9) (again with 
(ti:(.j; r),, standing for K(J; I”),,). With the above, we now have the 
following theorem. 
THEOREM 10.2. For L,,,,(f) given in 17, Theorem 9.3.21 und I/I(~) ES 
co;(,f; t 1,’ - rl/(P ) (10.8) 
and 
arc equivalent. 
IIL...f’-.fll,~ - i(n ‘1 (10.9) 
In [7, Corollary 9.3.81, it was shown that a somewhat stronger condition 
than (10.8) implies (10.9). 
For the reader who is not familiar with combinations of exponential type 
operators as given in 17, Chap. 91, we give the following special case of 
Theorem 10.2. 
COROLLARY 10.3. For $ E S the conditions 
and 
(10.11) 
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Exponential type operators include other operators like Raskakov, 
Szasz-Mirakjan, Gauss-Weierstrass, and Post-Widder operators. L,Jf’) 
of Theorem 10.2 include also modification following Kantorovich to 
accommodate L, spaces as well as combinations that accommodate any 
fixed degree of smoothness. 
REFERENCES 
I. N. I. ACHIESER, “Theory of Approximation,” LJngar, New York, 1956 (translated from 
Russian 1. 
?. N. K. BARI AND S. B. STECFIKIN, Best approximation and differential propcrtw of two 
conjugate functions, Tt-tt& jMo.~Jco~.. Mrrl. Ohslzch. S ( 19561, 4X3-521. 
3. J. BOMAN, A problem of Stec%n on trigonometric approximation, in ‘.Constructive 
Function Theory.” pp. 269-272. P roceedings of Conference held in 1977. Blagoevgrad. 
Bulgaria, 1980. 
4. W. DICKMEIS AND R J. NFSCFI. Condensation principles with rates. Srudit~ Mrrth. 75 
(1982), 5568. 
S. Z. DIT~IAN, Some remarks on approximation theorems on various Banach spaces. 
J Mnth. And AppI. 77 (1980). 5h7-576. 
6. Z. DITSAN, On Lipschitz classes and derivative inequality in various Banach spaces, in 
“Functional Analysis, Holomorphy and Approximation” (G. 1. Zapata. Ed. ), pp. 57-67, 
Proceedings of Conference held in Rio de Janeiro, Brazil, 1981, North-Holland, 
Amsterdam, 1984. 
7. Z. DITZIAIL AMI V. TOTK. “Moduli of Smoothness.” Springer-Verlap, New York.~Berlin. 
19x7. 
8. Z. D~TZIAN AND V. TOTIK, Remarks on Besov spaces and best polynomial approximation. 
Proc. Amer. Morh. SW. 104 (1988). 1059- 1066. 
9. R. J. NESSEL SD E. WICKEKFX, Negative results in connectron wth Favard’s problem on 
the comparison of approximation processes, ;,I “Anniversary Volume on Approximation 
Theory and Functional Analysis” (P. L. Butzer, R. 1. Steno, and B. SL. Nagy. Eds.). 
pp. 189-200. BirkhBuser-Verlag, &Gel. 1984. 
IO. A. F. TIMAN, “Theory of Approxinlation of Functions of a Real Variable,” Pergamon. 
Elmsford, NY, 1963 (translated from Russian). 
