Abstract. Given a graph G, an arithmetical structure on G is a pair of positive integer vectors (d, r) such that gcd(rv | v ∈ V (G)) = 1 and (diag(d) − A)r = 0, where A is the adjacency matrix of G. We describe the arithmetical structures on graph G with a cut vertex v in terms of the arithmetical structures on their blocks. More precisely, if G1, . . . , Gs are the induced subgraphs of G obtained from each of the connected components of G − v by adding the vertex v and their incident edges, then the arithmetical structures on G are in one to one correspondence with the v-rational arithmetical structures on the Gi's. We introduce the concept of rational arithmetical structure, which corresponds to an arithmetical structure where some of the integrality conditions are relaxed.
Introduction
Given a multidigraph G = (V, E) and an integral positive vector d, let Thus, the notion of arithmetical structures on G generalizes the Laplacian matrix of G. The arithmetical structures on simple graphs were introduced by Lorenzini in [6] as some intersection matrices that arise in the study of degenerating curves in algebraic geometry. More precisely, the vertices of G represent the components of a degeneration of a given curve, the edges represent the intersections of the components, and the entries of d are their self-intersection numbers. Lorenzini proved in [6] that if G is a simple connected graph, then there are a finite number of arithmetical structures. In [4] this result was generalized to strongly connected multidigraphs. On the other hand, given an arithmetical structure (d, r) on G, let
Since the number of arithmetical structures on any strongly connected multidigraph is finite, it seems possible to describe them. More precisely, given a connected graph G, we are interested in describing the set
is an arithmetical structure on G .
In [2] there was described in detail the combinatorics of the arithmetical structures on the path and cycle graphs. Also, in [4] there was introduced and studied the arithmetical structures in the general setting of M -matrices and in particular the arithmetical structures on complete graphs, paths, and cycles were studied. Moreover, there was described a subset of the arithmetical structures on the cliquestar transformation of a graph G in dependence on the arithmetical structures on G. Apart from the arithmetical structures on the path and cycle, in general the description of the arithmetical structures on a graph is a very difficult problem. For instance, for the complete and star graph, its arithmetical structures are in one to one correspondence with a variant of the Egyptian fractions. Therefore is important to have an idea of the complexity of the arithmetical structures on a graph with a cut vertex. In this article we study the arithmetical structures on a connected graph with a cut vertex. The main results of this article are contained in Section 2, where we establish the relation between the arithmetical structures on a graph with one cut vertex and the arithmetical structures on their blocks. More precisely, given connected graphs G 1 and G 2 and a vertex v i of G i , let G 1 ∨ v G 2 be the graph that results if v 1 and v 2 are identified to a new vertex v. Moreover, let A v i (G i ) be the arithmetical structures on G i in which the integrality condition over
The main result of this article is the following description of the arithmetical structures on G in terms of the arithmetical structures on G 1 and G 2 . Theorem 2.2. If G 1 and G 2 are connected graphs and v i is a vertex of G i , then
A typical case of a graph with cut vertices is a tree. In Section 3 we apply our result to the problem of describing the arithmetical structures on a tree. We give a description of the arithmetical structures on a star graph and give a partial description of the arithmetical structures on a general tree in terms of its star graphs.
In general we give the following description of the arithmetical structures on a tree. Given a tree T , let Proposition 3.1. If T is a tree, then
Finally, in the particular case that T is a star graph, we get the following description.
Corollary 3.2. If S m is the star graph with center at v and with 1, . . . , m its leaves, then
Arithmetical structures on graphs with connectivity one
Given two connected graphs G 1 , G 2 and v i a vertex of G i , let
be the graph obtained from G 1 and G 2 by identifying the vertices v 1 and v 2 to a new vertex, denoted by v. That is, v is a cut vertex of G. Figure 1 . A graph with a cut vertex.
Lemma 2.1. Let G 1 and G 2 be two connected graphs and
where det(G, X) is the determinant of the generalized Laplacian matrix 
) and let c(C) be the number of connected components of C.
Before our principal result is presented, we need to introduce some notation. Given a ∈ R V (G 1 ) and
Now, given a set U of vertices of G, we introduce the concept of a U -rational arithmetical structure.
Let A U (G) be the set of U -rational arithmetical structures on G. That is, A U (G) is the set of arithmetical structures on G where the integrality condition over the vectors of U is relaxed. Clearly A(G) ⊆ A U (G). Sometimes we will, for simplicity, only refer to them as rational arithmetical structures if the set of vertices of U is clear. Given (a,
Now we are ready to state the main result of this article. Theorem 2.3. Let G 1 , G 2 be two connected graphs and v i a vertex of
Proof. Let (d 1 , r 1 ) and (d 2 , r 2 ) be v-arithmetical structures on G 1 and G 2 , respectively. We will prove that ( 
On the other hand, let 0 ≤ t ≤ 1 and
vectors that depend on t and such that
) is a linear function of t, then there exists a rational number 0 ≤ t * < 1 such that det(G 1 , d 1 (t * )) = 0, and therefore det( 
This relation allows having a good approximation of the arithmetical structures on a connected graph in terms of the arithmetical structures on their 2-connected components. In general, Theorem 2.3 allows decomposing the problem of finding the arithmetical structures on a connected graph into the problem of finding the rational arithmetical structures on its 2-connected components. In other words, we transform a problem with a global condition into several local conditions. However, is complex to describe these generalized arithmetical structures. The next example illustrates that the equality in A(G 1 ) + v A(G 2 ) ⊆ A(G) does not necessarily hold.
Example 2.4. Consider the graph G given in Figure 2 , obtained by identifying two of the three vertices of a two complete graphs. That is, G has a cut vertex and two complete graphs with three vertices as blocks. 
Its generalized Laplacian matrix is given by
It is not difficult to check that the vectors d = (2, 3, 2, 3, 7) and r = (4, 3, 5, 2, 1) form an arithmetical structure for G. However this arithmetical structure is not in A( The rational arithmetical structures on a graph are as important as their arithmetical structures. Moreover, any rational arithmetical structure can be extended to an arithmetical structure on some induced supergraph.
Theorem 2.5. Let G be a graph and U ⊆ V (G). If (d, r) is a U -rational arithmetical structure on G, then there exists an induced supergraph H of G and an arithmetical structure (d ′ , r ′ ) of H such that
Proof. Let u ∈ U and q = 1 − (d u − ⌊d u ⌋). In 1202 in the book Liber Abaci, Fibonacci discovered an algorithm that shows that every ordinary fraction has an Egyptian Fraction form, see for instance [8] for a proof of its correctness. That is, there exist m ∈ N + and {a 1 , . . . , a m } ⊂ N + such that
Now, consider the star graph S m with center in v and with m leaves. It is not difficult to see that f = (1, a 1 , . . . , a m ) and s = (c, 
Let H u = w(G, u; S m , v). Clearly H u is an induced supergraph of G and by Theorem 2.3, the vectors d ′ u = d + v f and r ′ u = l(r, s) form a (U − u)-rational arithmetical structure on H u . By successive applications of this procedure we can get a supergraph H of G and an arithmetical structure which satisfies the conditions that we want.
We say that the arithmetical structure (d ′ , r ′ ) of H is an extension of the U -rational arithmetical structure (d, r) on G. In [7, Section 4] there is given a description of the l-part of the group of components of a graph G with a cut vertex v in terms of some supergraphsG 1 , . . . ,G s of the connected components of then theG 1 , . . . ,G s are graphs obtained from the G i 's by adding some path that begins in v. This corresponds in some sense to an extension (similar to that given in Theorem 2.5, but using paths instead of star graphs) of the v-rational arithmetical structures on the 2-connected components of G in order to get an arithmetical structure on theG i 's.
Example 2.6. Consider the rational arithmetical structure (see Figure 3.(a) ) of the cycle with four vertices given by d = ( In Figure 3 .(b) and 3.(c) we present two extensions of the rational arithmetical structure on C 4 , one using star graphs and the other using paths as a way to construct the induced supergraph. The first one is given by d = (3, 3, 1, 6, 2, 9, 3) and r = (5, 5, 15, 3, 3, 2, 1) and the second one is given by d = (2, 2, 1, 6, 2, 9, 3) and r = (5, 10, 15, 3, 3, 2, 1).
One of the most natural families of graphs with cut vertices are the trees, therefore in the next section we deal with this particular case.
Arithmetical structures on a tree
In this section we study a particular case of graphs with connectivity one: the trees. We give a description of the arithmetical structures on a star graph and give a partial description of the arithmetical structures on a general tree in terms of its star graphs.
The simplest tree consists of a simple edge, let us say P 2 = uv. It is not difficult to prove that
Furthermore, it is not hard to prove that the {u}-rational arithmetical structures on P 2 are equal to
Let T be any tree with V as its vertex set. Since the blocks of T are its edges, applying Theorem 2.3 we get that the arithmetical structures on T must satisfy the following equations:
T be the digraph obtained from T by replacing its edges by arcs in both directions and
be a weigh function on the arcs of → T .
Proposition 3.1. If T is a tree, then
Proof. This follows by Theorem 2.3 and the previous description of the arithmetical structures on an edge.
Unfortunately, in general it is not easy to handle this description. Decomposing a tree into some of its star graphs gives us a better way to try to find a description of the arithmetical structures on T . The next result give us a description of the arithmetical structures on a star graph. 
is an almost non-singular M -matrix, the rest follows by checking that r is in the kernel of L(S m , d).
The next example shows how to use a decomposition of a tree into star graphs in order to get its arithmetical structures. Example 3.3. Let T be a tree decomposed into a star graph with three leaves S 3 and a star graph with two leaves S 2 , as in Figure 4 .(a). Figures 4 present two arithmetical structures obtained from the decomposition of T into star graphs. Now, Figure 5 shows how the rational arithmetical structures on the two star graphs of T can be composed. 
