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Abstract
Sourour [A.R. Sourour, A factorization theorem for matrices, Linear and Multilinear Algebra 19 (1986)
141–147] presented a factorization theorem for nonsingular matrices, and demonstrated how it could be
used to unify some matrix factorization results concerning commutators and products of involutions over an
arbitrary field with sufficiently many elements (in particular, an infinite field). The purpose of this paper is
to present similar results which are valid over an arbitrary field with at least four elements.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout, matrices are considered over a fixed field F , with Mn(F) denoting the set of all
n × n matrices over F . Similarity is denoted by ∼. A square matrix of order n is called a cross
matrix if it is of the form
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(n odd).
According to [2, Lemma 1.2], these matrices are similar to
n
2⊕
i=1
[
ai bi
ci di
]
and [e] ⊕
(
n−1
2⊕
i=1
[
ai bi
ci di
])
,
respectively, and they are diagonalizable if and only if each
[
ai bi
ci di
]
is diagonalizable. The
companion matrix with last column equal to vt = (v0, . . . , vn−1) will be denoted by
Cn(v) =


0 v0
1
.
.
. v1
.
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...
0 1 vn−1

 .
We let Q =
[
0 −1
1 q
]
throughout.
2. A factorization of a companion matrix involving cross matrices
We need the following result which appeared in [2, Lemma 1.1]. An error in the proof was
pointed out to me by M.C. Khoury. Although it does not affect the result, nor the proof in a
significant way, a corrected version is nevertheless presented below. Call a square matrix L = (lij )
S2-lower triangular if lij = 0 for i − 1  j (i.e. L is lower triangular and both its diagonal and
first subdiagonal are zero).
Lemma 1 [2]. The matrix A = Cn(v) + L, with L S2-lower triangular, is similar to a companion
matrix. Moreover, the similarity X−1AX can be achieved by a lower triangular matrix X with
1’s on its main diagonal and last row equal to
[
0 · · · 0 1] .
Proof. By induction on n. The result is trivial for n = 1 or n = 2, since thenL = 0. Assume there-
fore n  3, and that the result is true for matrices of order n − 1. Let A′ denote the matrix obtained
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from A by deleting the first row and column. By induction, there exists an (n − 1) × (n − 1)
nonsingular matrixX′1, of the form specified above, such that (X′1)−1A′X′1 = C′n−1 is a companion
matrix. Let X1 = [1] ⊕ X′1, then
X−11 AX1 =
[
1 0
0 (X′1)−1
]


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X2 =
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.
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
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The result follows by choosing X = X1X2. 
The following factorization of Cn(v) involves cross matrices, and is derived from the proof of
[2, Lemma 2.1].
Lemma 2. The companion matrix Cn(v) is similar to the product
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where ai, bi, ci, di are arbitrary elements in F, with bi and ci nonzero, and xi ∈ F fixed.
Proof. Begin by letting xi be arbitrary as well. Both products yield a matrix of the form A =
Cn(u) + L, where ut = (v0, u1, . . . , un−1) and L is S2-lower triangular. To complete the proof,
the elements xi should be chosen in such a way that, under similarity, A becomes Cn(v). Denote
the first matrix in (1) by B, and the second by C. By Lemma 1, there exists a nonsingular matrix
X, of the form stated above, such that X−1AX = C′n, where C′n is a companion matrix. Replacing
A by (1), and keeping in mind the form of X, it follows that the last column of C′n is equal to
X−1B


x1
...
xn−1
b1v0

 .
Since X−1B is nonsingular, there exist elements x1, . . . , xn in F such that
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X−1B


x1
...
xn

 =


v0
...
vn−1

 .
Comparing the first components yields b−11 xn = v0, thus proving the result for n even. The proof
for n odd is similar. 
A matrix is called block diagonalizable if it is similar to a block diagonal matrix.
Theorem 3. Let b, c, d, q ∈ F, with b and c nonzero, such that bv0 /= −c and bv0 is not an
eigenvalue of Q =
[
0 −1
1 q
]
(i.e. v0q /= b−1 + bv20). Then Cn(v) = X1X2, where X1 and X2
are block diagonalizable matrices such that
X1 ∼ [b−1] ⊕ (⊕Q) and X2 ∼ [bv0] ⊕ (⊕Q) (n odd)
or
X1 ∼
[
0 b−1
−c−1 d
]
⊕ (⊕Q) and X2 ∼
[
bv0 0
0 −c
]
⊕ (⊕Q) (n even).
Proof. Choose the variables in the statement of Lemma 2 as follows:
n odd: bn+1
2
= bi = c−1i = b, di = ai = q (n−12  i  1);
n even: c n
2
= ci = b−1i+1 = c, b1 = b, d1 = d , di+1 = ai = q (n2 > i  1).
The result follows from [1, Lemma 1.1(c)] and [2, Lemma 1.2], using the fact that, for 0 /=
s ∈ F ,[
0 s
−s−1 q
]
∼
[
q −s
s−1 0
]
∼
[
0 −1
1 q
]
. 
3. Products of diagonalizable matrices
Theorem 4 [1,2]. Every square matrix over a field F with at least four elements is a product of
two diagonalizable matrices.
Proof. Choose nonzero elements b, c ∈ F such that c /= c−1 and c /= b, and if v0 /= 0, also
bv0 = 1 (all this is possible, since |F |  4). Let q = c + c−1 and d = b−1 + c−1. This choice of
b, c, d , q satisfy the conditions of Theorem 3; hence the result follows, since
Q ∼
[
c 0
0 c−1
]
and
[
0 b−1
−c−1 d
]
∼
[
b−1 0
0 c−1
]
. 
Remark
(a) For |F | = 2 or |F | = 3, see e.g. [1, Theorems 2.4 and 3.1].
(b) Sourour’s theorem [8] also yields a short proof of this result for nonsingular matrices,
provided the underlying field has sufficiently many elements relative to the order of the
matrix being factored.
J.D. Botha / Linear Algebra and its Applications 416 (2006) 872–879 877
4. Commutators
A matrixA ∈ Mn(F) is called a commutator if it can be expressed in the formA = X−1Y−1XY ,
where X, Y ∈ Mn(F) are nonsingular matrices.
Lemma 5. Let F be a field with at least four elements. Suppose Cn(v) is nonsingular, and
e, f ∈ F are nonzero elements such that det Cn(v) = ef. Then Cn(v) = XY, where
X ∼ [e] ⊕ A and Y ∼ [f ] ⊕ A−1
for some nonsingular matrix A.
Proof. Assume n > 1 (the result is obvious for n = 1), and choose, since |F |  4, nonzero
elements b, c ∈ F such that bv0 = f , c /= −bv0, and c /= b. Choose q, d ∈ F such that q /=
bv0 + (bv0)−1 and −d = b−1 + c−1. The result follows from Theorem 3, since
Q ∼ Q−1 and
[
0 b−1
−c−1 d
]
∼ [−b−1] ⊕ [−c−1]. 
Theorem 6 [7,9]. Let F be a field with at least four elements. A matrix A ∈ Mn(F) is a commu-
tator if and only if det A = 1.
Proof. Assume det A = 1 (the converse follows readily). It suffices to prove the result for any
matrix similar to A; hence we may assume that A is in its rational canonical form
A = C1 ⊕ · · · ⊕ Ck,
where each Ci is a companion matrix. The result will be established if we can express A as
A = XY , whereX ∼ Y−1. According to Lemma 5, eachCi can be expressed asCi = XiYi , where
Xi ∼ [ei] ⊕ Ai and Yi ∼ [fi] ⊕ A−1i with ei, fi ∈ F arbitrary, subject to eifi = det Ci . Choose
e1 = 1, f1 = det C1, e2 = f−11 , f2 = e−12 det C2, . . . , ek = f−1k−1,
fk = e−1k det Ck = 1.
The result follows by letting
X = k⊕
i=1
Xi and Y =
k⊕
i=1
Yi. 
Remark
(a) Shoda [7] proved the result for algebraically closed fields. Thompson [9–11] established
the validity over all fields, except when |F | = 2 and n = 2 ([10,11] are devoted to the cases
|F | = 2 and |F | = 3, respectively).
(b) Short proofs of this result for fields with sufficiently many elements appear in [4,8].
5. Products of involutions
An involution is a matrix whose square is the identity.
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Lemma 7. Let F be a field with at least four elements. Suppose Cn(v) is nonsingular, and
e, f ∈ F are nonzero elements such that det Cn(v) = ef. Then Cn(v) = XY, where
X ∼ [e] ⊕ A and Y ∼ [f ] ⊕ B
such that A and B are direct sums of matrices of the form
[1], Q, and [g] ⊕ [g−1], g ∈ F \ {0,±1} (3)
(in particular, A ∼ A−1 and B ∼ B−1). Note that [e], or [f ], may be absent if it is equal to
[±1].
Proof. Let g ∈ F \ {0,±1} be fixed. Assume n > 1 (the result is obvious for n = 1), and choose
nonzero elements b, c ∈ F such that, for n even and f = 1, bv0 = g and −c = g−1; otherwise
bv0 = f and −c = 1 (if n is even). Choose q, d ∈ F such that q /= bv0 + (bv0)−1 and
d =
{
g + g−1 if c−1b−1 = 1,
1 + c−1b−1 otherwise.
The result follows from Theorem 3. 
Theorem 8 [5]. Let F be a field with at least four elements. A matrix A ∈ Mn(F) such that
det A = ±1 is a product of not more than four involutions.
Proof. It suffices to prove the result for any matrix similar to A; hence we may assume that A is
in its rational canonical form
A = C1 ⊕ · · · ⊕ Ck,
where each Ci is a companion matrix. According to Lemma 7, each Ci can be expressed as Ci =
XiYi , where Xi ∼ [ei] ⊕ Ai and Yi ∼ [fi] ⊕ A−1i with ei , fi ∈ F arbitrary, subject to eifi =
det Ci , and Ai, Bi direct sums of matrices in (3) ([ei], or [fi], may be absent if equal to [±1]).
Choose
e1 = det A, f1 = e−11 det C1, f2 = f−11 , e2 = f−12 det C2, e3 = e−12 ,
f3 = e−13 det C3, . . .
It follows that
X = k⊕
i=1
Xi and Y =
k⊕
i=1
Yi
are each similar to a direct sum of matrices of the form
[±1], Q, and [g] ⊕ [g−1], g ∈ F \ {0,±1}.
The result follows from the following involutory factorizations:
Q =
[
0 −1
1 q
]
=
[
0 1
1 0
] [
1 q
0 −1
]
and
[
q 0
0 q−1
]
=
[
0 1
1 0
] [
0 q−1
q 0
]
. 
Remark
(a) The result by Gustafson et al. [5] includes the cases |F | = 2 and |F | = 3. These can be
independently established from the following involutory factorization of a nonsingular
companion matrix Cn(v) (since over these fields v0 = ±1):
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Cn(v) = Kn
[
Kn−1 0
0 −v0
] [
In−1 v ′
0 −1
]
,
where v ′ =


v1
v2
...
vn−1

 and Kn =

 1q
1

 .
(b) It is true in general that a nonsingular matrix A is a product of two involutions if and only
if A ∼ A−1. This was first established for fields with characteristic different from two by
Wonenburger [12], and subsequently for any field by Djokovic´ [3], and Hoffman and Paige
[6].
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