proach to writing that enables a formulaic presentation (2) . Few meta-analysts stop at this stage. Most calculate a summary statistic, based on pooling of data from multiple studies (3) . The summary statistic is portrayed as a synthesis of all that is known about a topic, so providing a generalizable conclusion.
An underlying assumption is that, in an area of controversy, a statistical averaging technique can extract the unbiased, "true" conclusion hidden beneath a mass of conflicting data (4) . The conclusion has considerable persuasive power. Metaanalysis is graded at the highest level of scientific quality by the evidence-based medicine movement (5) . Accordingly, the conclusion leads automatically to the highest-level recommendation in clinical practice guidelines (5) . Given the power of meta-analysis to influence patient care, practicing clinicians should be mindful of the problems inherent in this methodology.
Many authors have reviewed problems encountered in meta-analyses (6 -9) . The articles, however, discuss problems in abstract generalities. We believe readers can gain a more concrete understanding of the problems through examination of a single meta-analysis in depth. The selected meta-analysis is one conducted by an American College of Chest Physicians/ American Association for Respiratory Care/American College of Critical Care Medicine Task Force on ventilator weaning (10, 11) . This report has several attractions. It was published Ͼ5 yrs ago, and, during the intervening time, serious reservations have not been published. The report received the imprimatur of three professional societies. The report contains several high-level recommendations for patient management. The authors are among the most experienced in the methodology of meta-analysis, evidencebased medicine, and formulation of clinical practice guidelines.
Task Force Findings
The Task Force focused predominantly on frequency-to-tidal volume ratio (f/V T ), a measure of rapid shallow breathing (12, 13) ; an f/V T value of Ͻ100 suggests that a patient is likely to tolerate ventilator discontinuation (12) . From 22 studies of f/V T (Table 1) (12, 14 -34) , the Task Force calculated pooled likelihood ratios. They concluded that all predictors have low power; therefore, physicians should bypass their measurement (10, 11) .
Before discussing the specific problems in this meta-analysis, we discuss issues fundamental to study design in general.
Study Size, Averaging, Validity
The first goal in a research study is to make accurate measurements, to estimate the variable of interest with the least possible error (Fig. 1) . Investigators encounter two broad types of error: random and systematic (35) .
Random errors occur in an unpredictable manner; they both overestimate and underestimate the true value (36) . The primary means to decrease random error is to increase study size; this leads to greater confidence that the average represents the true value (35) .
Systematic error consists of ''any trend in the collection, analysis, interpretation, publication, or review of data that can lead to conclusions that are systematically different from the truth" (37) .
Systematic errors consistently underestimate or consistently overestimate the true value (36) . Unlike random error, an increase in study size does not decrease systematic error (36) .
Even when measured data are accurate, systematic errors may arise secondary to selection bias, misclassification, or confounding (35) (Fig. 1) . Systematic errors are the major source of error in biological research (38) . If systematic errors are present, averaging (as with a metaanalysis) does not decrease them; instead, it reinforces them, producing artifact (38) . Accordingly, averaging plays a much smaller role in enhancing valid scientific inference than commonly suspected.
Well-grounded internal validity (validity of inferences from the subjects in a study) depends on minimizing systematic error (Fig. 1) . Internal validity is a prerequisite for legitimate external validity (also termed generalizability). Valid generalizability enables legitimate inferences about future patients in general, rather than (only) for the actual patients within a study (39) ; generalizability is the ultimate goal of research (39) .
An increase in study size, as achieved through data pooling, is thought to lead to better generalizability. This is a misconception. Rothman (35) attributes the misconception to the fallacy of statistical representativeness: "that generalizing from an epidemiologic study involves a mechanical process of making an inference about a target population of which the study population is considered a sample." Such a generalization does apply to survey sampling (opinion polls) (35) , but it differs from generalization in science.
Scientific generalizability-formulating a general law through valid extrapolation based on a particular experiment-is not a statistical process (40) . Rather, it is a process of causal inference. Generalizability is "based more on scientific knowledge, insight, and even conjecture about nature than on the statistical representativeness of the actual study participants" (35) . As such, study size is not the primary concern for external validity: large numbers do not increase the ability of a study result to form a valid general law. The major obstacle to internal validity and, thus, valid generalizabil- (25) , report data under two different conditions in their articles; both sets of data are presented. Pretest probability of success in a study is the fraction of patients with a successful outcome out of the total population (both success and failure patients) included in the study.
ity is systematic error, not random error (38) . The failure to grasp this distinction leads to the heightened, and inappropriate, expectation that meta-analysis can uncover hidden truth (4).
Systematic Error
The meta-analysis conducted by the Task Force contains several systematic errors (10) . These are grouped under three broad subheadings: selection bias, misclassification bias, and confounding (these categories can overlap with one another) (35) .
Selection Bias. Selection bias is a systematic error or distortion that arises from the procedures used to select subjects for a study that leads "to an effect estimate among subjects included in the study different from the estimate obtainable from the entire population theoretically targeted for study" (40) . Weaning involves undertaking three diagnostic tests in sequence: measurement of weaning predictor tests, followed by a weaning trial, followed by a trial of extubation. Undertaking of three tests in sequence poses an enormous risk for the occurrence of test-referral bias (41, 42) .
Test-referral bias arises when a test under evaluation (weaning predictor test) influences which patients will undergo either of the two subsequent tests. If tolerance of extubation is used as the reference standard for evaluating the reliability of the weaning predictor test, the requirement to pass a weaning trial before extubation will necessarily exclude all patients who fail a weaning trial. This step will have two effects on the study population: there will be fewer patients with negative results of the weaning predictor test and relatively more patients with positive results (41, 42) .
The first consequence will produce a decrease in the specificity (true-negative rate) of the weaning predictor test in this population as compared with the population in which the test was originally developed. The second consequence will increase the sensitivity (true-positive rate) of the test. The lower mean specificity of studies in the Task-Force meta-analysis, 0.51 Ϯ 0.27 (SD) (15-17, 19, 20, 22-25, 28 -33) , as contrasted with 0.64 in the original report (12) , is consistent with occurrence of test-referral bias. Sensitivity of f/V T in the original report was 0.97 (12) . Because sensitivity has a ceiling of 1.00, a value of 0.97 does not leave much room to detect a further increase in sensitivity. Eleven (of 18, 61%) studies (15-17, 19, 20, 22, 25, 31-33) reveal sensitivities for f/V T of Ն0.90, a finding consistent with test-referral bias. The occurrence of test-referral bias and spectrum bias, in which a study population is skewed toward less-ill patients, in the Task-Force's meta-analysis is discussed in greater detail in another report (43) .
Theoretically, sensitivity and specificity are constant properties of a test (41) . The development of test-referral and spectrum bias, however, leads to major changes in sensitivity, specificity, and likelihood ratio (the latter is simply the combination of sensitivity and specificity) (41) . The major conclusion of the Task Force is based on a summary statistic of pooled likelihood ratios (10, 11) . This summary likelihood ratio, calculated by the Task Force, however, is fundamentally flawed because of the varying degree of test-referral and spectrum bias among the studies from which they derived it (41) .
Test-referral and spectrum bias resulted in significant heterogeneity in the prevalence of successful outcome among the studies in the Task Force's metaanalysis (p Ͻ .00001) (43) . Whenever significant heterogeneity is found among a group of studies, methodologists emphasize that it is invalid to calculate a summary statistic (44, 45) . Greenland (46) , who otherwise supports the use of metaanalysis, is harsh in his condemnation of this practice: "Synthetic meta-analyses that ignore heterogeneity should indeed be banned from publication, if only because they violate sound statistical and scientific practice."
Misclassification Bias. Misclassification bias is a systematic error arising because erroneous information causes the placing of study subjects in an incorrect category (35) .
To calculate the aggregated likelihood ratios, the Task Force divided the original studies into three mutually exclusive categories: first, predicting outcome of an unassisted breathing trial (weaning success, weaning failure); second, predicting outcome of a trial of extubation; and third, predicting combined outcome of an unassisted breathing trial followed by extubation. In each category, they misclassified studies.
The first category included the studies of Sassoon and Mahutte (15) and Chatila et al. (16) , although the investigators stated that 50% and 16.2% of their failure groups, respectively, required reintubation (thus, belonging to the third category). The Task Force included the study of del Rosario et al. (14) , although the authors state that 70% of this study population were also included in the report of Sassoon and Mahutte (15) . Thus, three Figure 1 . All data measured (in a research study) contain some random and systematic error. In a study of frequency-to-tidal volume ratio (f/V T ), random error occurs when a patient's f/V T is based on an insufficient number of breaths; systematic error occurs if the spirometer is calibrated incorrectly. In addition to problems related to data collection in an individual patient, systematic errors may arise in a group of patients as a result of selection bias, misclassification bias, and confounding (examples discussed later in text). Designs that minimize such systematic errors enhance internal validity. External validity, also termed generalizability, is the abstract extrapolation of what the study results mean to future patients; specifically, generalizability is not based on statistical analysis, nor is it simply linked to the representativeness of the subjects in a particular study (35) . Included in the third category is a study by Capdevila et al. (29) , although the authors stated that they did not measure predictors until after the patients had already tolerated 20 mins of a T-tube trial (by which time many weaningfailure patients will have already declared themselves). Moreover, these authors used an f/V T threshold of 60, and their data were merged with studies using thresholds of 100 or 105.
In addition, misclassification bias arose from merging of 1) studies in which the authors did not state criteria for deciding weaning success or weaning failure (26), 2) studies varying from 60 mins (50) to 3-7 days (18) between the measurement of f/V T and ventilator discontinuation, 3) studies in which patients in one report were included in a second report (14, 50) , and 4) studies in infants were merged with studies in adults (27, 28) .
One study (26) lists sensitivities and specificities of weaning predictor tests according to three diagnostic categories (pneumonia, cardiac dysfunction, polyorgan dysfunction). The authors, however, do not specify the proportion of patients in each category that were weaning successes or failures. Thirty-three patients were reintubated for repeat surgery rather than respiratory distress; they do not specify whether these patients were included in the weaning-failure category (26) . The Task Force included this study in their meta-analysis, but do not indicate how they handled the unclear classification and major inconsistencies in the primary data.
Confounding. Confounding is a situation in which a noncausal association between an exposure and an outcome is observed as a result of a third variable (the confounder) (51) . In the case of a weaning predictor test, a confounding variable is one that distorts the numerical values generated by the test, altering their ability to predict weaning outcome (41) .
The Task Force writes: "We include as trials of 'unassisted' breathing those trials completed on a low level of pressure support to overcome the additional work of breathing through a ventilator circuit" (10) . It is an oxymoron to label pressure support as unassisted breathing. The word support is an antonym of unassisted. The problem is not simply semantic: f/V T is 23-52% higher during unassisted breathing than with pressure support of 5 cm H 2 O and is 46 -82% higher during unassisted breathing than with pressure support of 10 cm H 2 O (50, 52-54) .
The Task Force categorized the data of Mohsenifar et al. (33) as "unassisted breathing," although the investigators measured frequency and V T at a pressure support of "about 7 to 8 cm H 2 O." The Task Force, however, categorized a study by Rivera and Weissman (55) as "mechanical support," although the investigators report data at a pressure support of 5 cm
The Task Force asserts that pressure support is simply overcoming the resistance posed by an endotracheal tube. This assertion fails to recognize the higherthan-normal resistance of the upper airway after removal of an endotracheal tube. Straus et al. (56) found work of breathing equivalent after extubation to what it had been in patients breathing through an endotracheal tube.
Errors of Interpretation
Interpretation of research data requires rigorous application of logic (57) . The Task Force commits the formal deductive fallacy of affirming the consequent. Consider the following antecedent, consequent, and conclusion: a) if f/V T is a poor predictor, then pooled likelihood ratios will be weak; b) the pooled likelihood ratios are weak; c) therefore, f/V T is a poor predictor. The conclusion is a non sequitur, it is not a logical deduction from the premises. This fallacy sometimes arises because it resembles the premise of a modus ponens, a valid argument affirming the antecedent.
Expertise in a Research Field
Before embarking on research, individuals need to have mastery of that particular area of biology (58) . The following are a few examples of where the Task Force failed to appreciate long-established principles of diagnostic testing and physiology.
Weaning predictor tests constitute a form of diagnostic testing. The clinical worth of a diagnostic test depends on the magnitude of change between pretest probability (clinical gestalt) and posttest probability (41) . Bayes' theorem determines this magnitude for every diagnostic test. The fulcrum around which Bayes' theorem revolves is pretest probability (42) . However, the Task Force failed to take this factor into account. When we entered the data from studies in the Task Force's meta-analysis into a Bayesian model, with pretest probability as the operating point, the reported posttest probabilities were significantly correlated with the values predicted by the original report on f/V T (r ϭ .86 and 0.82; p Ͻ .0001) (Fig. 2) (43) .
Turning to physiology, the Task Force writes: "We include as trials of 'unassisted' breathing . . . those completed on a low level of continuous positive airway pressure to offset the loss of physiologic continuous positive airway pressure caused by the presence of an endotracheal tube" (10) . This claim of physiologic positive end-expiratory pressure (PEEP) does not square with longstanding knowledge of pulmonary physiology. Lung volume at end expiration generally approximates the relaxation volume of the respiratory system: the volume determined by the static balance between the opposing elastic recoil of the lung and chest wall (59 -61) . The static recoil pressure of the respiratory system is thus zero at end expiration in a healthy person. Addition of PEEP is of consequence in ventilated patients: Smith and Marini (62) found that PEEP of 5 cm H 2 O decreased work of inspiration by 19% in patients with exacerbated air flow obstruction.
Two, they regard normal airway resistance to be as high as 15 cm H 2 O·L Ϫ1 · sec Ϫ1 (11) . The normal value is Ͻ5 cm H 2 O·L Ϫ1 ·sec Ϫ1 (63-65). Three, they consider rapid shallow breathing as "advantageous from an energetics perspective" (11) . A low tidal volume (characteristic of weaning-failure patients), however, leads to a relative increase in dead-space ventilation (13) . Compensation through an increase in frequency will produce an increase in work of breathing (per minute). The increase in work of breathing with rapid shallow breathing is not simply linear. It is expo-nential: work ϭ 4035e
, r ϭ .90 (66, 67) . No advantage in that.
Systematic Reviews. "A meta-analysis is a type of systematic review that uses statistical methods to combine and summarize the results of several primary studies" (67) . Promoters of systematic reviews write: "The concepts and techniques involved, including that of metaanalysis, are at least as subtle and complex as many of those currently used in molecular biology . . . . The task has already been likened in scope and importance to the Human Genome Project" (4) . Promoters claim that a "systematic review faithfully summarizes the evidence from all relevant studies on the topic of interest, and it does so concisely and transparently" (68) . And, "As their name implies, systematic reviews-not satisfied with finding part of 'the truth'-look for 'the whole truth'" (4) .
How well does the Task Force's metaanalysis match these claims? In the methods section of their report, they state they evaluated reports to see whether investigators enrolled a representative sample of patients. They concluded (10): "The reporting of patient selection in individual studies was not detailed. For the vast majority of studies, selection bias was not evident." On the contrary, most investigators reported criteria for enrolling patients. As discussed above, there is striking evidence for selection bias (in the form of test-referral bias). For example, the Task Force included in their meta-analysis a report in which the investigators explicitly state they used frequency of Ͼ35 breaths/min and V T of Ͻ5 mL/kg as exclusion criteria when enrolling patients (32); for an average 70-kg patient, these criteria result in f/V T of Ͻ100. The meta-analysis contains additional systematic biases (misclassification, confounding).
A major difference between systematic reviews and traditional review articles is money. Granting agencies will not fund authors who wish to write a traditional review article. Systematic reviews secure considerable funding. The meta-analysis on weaning received $248,356 from the Agency for Health Care Policy and Research, a subsidiary of the U.S. Department of Health and Human Services (CG Williams, personal communication).
Prescriptive Connotation
The results of a meta-analysis are automatically accorded level 1 status in the evidence-based medicine hierarchy of evidence and, thus, serve as the warrant for a grade A recommendation in clinical practice guidelines (5) .
The Evidence-Based Medicine Working Group base their "approach to classifying strength of recommendations" on the (unproven) claim that systematic reviews are more precise and less biased than traditional review articles (69). They write: "Recently, the health sciences community has reduced the bias and imprecision of traditional literature summaries and their associated recommendations through the development of rigorous criteria for both literature overviews and practice guidelines" (5, 69).
The Working Group specifies that the strength of recommendations revolves around sample size and random error: "the greater the sample size, the more precise our estimates of intervention effects, the narrower the confidence interval (CI) around our estimate of those effects, and the greater our ability to make strong recommendations" (69) . Statistical precision and confidence interval relate to random error (35) , but the main obstacle to making a valid scientific generalization (clinical recommendation) is systematic error, not random error (38, 40) ; moreover, sample size is not relevant to systematic error or external validity (39, 40) . The Task Force's meta-analysis provides a catalog of systematic errors. Thus, the system used to grade clinical recommendation rests on a misunderstanding of the difference between science and statistics.
Physicians need to be aware that the grading used for strength of clinical recommendations is based on a misperception of the relative importance of systematic vs. random error in science. Unaware, physicians risk placing patients in harm's way.
Conclusion
Science and medicine have traditionally assumed that clinical researchers with first-hand experience of the limitations in the methodology of a field are best placed to judge how new research might be applied to patient care. A metaanalysis, however, is conducted at one or more removes from the original data. The greater the number of removes between the primary researcher and the metaanalysts, the greater the likelihood of error. Commonly, meta-analysts have limited hands-on experience with the instrumentation (and study design) used for recording the primary data and thus fail to detect systematic errors in the primary studies (6 -8) .
It is disappointing that physicians have accepted uncritically the technique of meta-analysis. If authors were to submit a manuscript based on an original research study that contained the systematic errors included in the Task Force's meta-analysis (selection bias, misclassification bias, and confounding), a conscientious reviewer would instantly recommend rejection. However, the same systematic errors are ignored when included in a meta-analysis. It is as if mathematical pooling can act in the manner of Figure 2 . The relationship between the reported posttest probabilities for frequency-to-tidal volume ratio (f/V T ) (among the studies included in the meta-analysis of the American College of Chest Physicians/American Association for Respiratory Care/American College of Critical Care Medicine Task Force) and the values predicted by observed pretest probability together with the sensitivity and specificity originally reported by Yang and Tobin (12) . The weighted Pearson's correlation for positive predictive value was r ϭ .86, p Ͻ .0001 (left) and for negative-predictive value was r ϭ .82, p Ͻ .0001 (right). Reproduced with permission from Tobin and Jubran (43) . a fractionating column, cleansing the data of error and yielding a purified distillate.
The quantitative allure of extensive pooling and aggregation bestows on the calculations a false sense of statistical rigor. The false halo surrounding a bottom line, summary statistic breeds a sense of finality and "discourages innovative investigators from seeking new approaches to elusive problems" (70) .
In their founding article, the evidencebased medicine movement stressed the importance of applying rules of evidence to determine the validity of a study (71) . Former Supreme Court Justice Felix Frankfurter noted, "The validity and moral authority of a conclusion largely depends on the mode by which it was reached." The mode whereby the summary statistic was calculated by the Task Force, without control for numerous systematic errors, raises serious doubts about the "validity and moral authority" of the conclusion. We welcome criticisms from members of the Task Force regarding our critique.
