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Quantum system characterisation techniques represent the front-line in the identification and
mitigation of noise in quantum computing, but can be expensive in terms of quantum resources and
time to repeatedly employ. Another challenging aspect is that parameters governing the performance
of various operations tend to drift over time, and monitoring these is hence a difficult task. One of the
most promising characterisation techniques, gate set tomography (GST), provides a self-consistent
estimate of the completely positive, trace-preserving (CPTP) maps for a complete set of gates, as
well as preparation and measurement operators. We develop a method for performance optimisation
seeded by tomography (POST), which couples the power of GST with a classical optimisation routine
to achieve a consistent gate improvement in just a short number of steps within a given calibration
cycle. By construction, the POST procedure finds the best available gate operation given the
hardware, and is therefore robust to the effects of drift. Further, in comparison to other quantum
error mitigation techniques, it builds upon a one-time application of GST. To demonstrate the
performance of this method on a real quantum computer, we map out the operations of six qubit
pairs on the superconducting IBM Q Poughkeepsie quantum device. Under the restriction of logical-
only control, we monitor the performance of the POST approach on a chosen CNOT gate over a
period of six weeks. In this time, we achieve a consistent improvement in gate fidelity, averaging a
fidelity increase of 21.1% as measured by randomised benchmarking. The POST approach should
find wide applicability as it is hardware agnostic, and can be applied at the upper logical level or
at a deeper pulse control level.
INTRODUCTION
The nascent field of quantum computing has seen an
emergence of many experimentally realised small-scale
devices in recent years, most notably in superconducting
qubit systems and trapped atomic spins [1–5]. Different
architectures have achieved high fidelity one and two-
qubit gates, as well as the construction of multi-qubit
entangled states [2, 6–12]. Despite this progress, current
hardware cannot yet demonstrate large-scale topological
quantum error correction below threshold, and there are
many significant obstacles to overcome before qubit num-
bers can be scaled up to useful levels. Quantum comput-
ers presently face the challenge of imperfections in state-
preparation, measurement errors, and erroneous logical
gates. Before improvement can be achieved, comprehen-
sive characterisation techniques are essential in mapping
where deficiencies lie.
Noise on real quantum devices is challenging to under-
stand quantitatively. In particular, it is difficult to isolate
device behaviour given the tendency of noise and system
parameters to drift [13–15]. This is one of the many
barriers facing the improvement of quantum hardware.
Common characterisation techniques such as quantum
process tomography (QPT) [16] and randomised bench-
marking (RB) [17] offer an insight into the quality of
a qubit, but suffer from respective self-consistency and
limited-information issues. Gate set tomography (GST),
introduced in [18, 19], provides a relatively novel method
in which the preparation, gate, and measurement opera-
tions can be implemented in conjunction with each other
and separately characterised. The results can be highly
accurate, but with the trade-off that a large number of
experiments are required to provide the data. The analy-
sis itself is also computationally resource-demanding. As
a consequence, there are relatively few examples of two-
qubit GST carried out experimentally in the literature
[20–22].
Two-qubit gates are the most significant source of er-
ror in many quantum circuits, and so minimising their
infidelity is critical to the performance of quantum algo-
rithms. In this manuscript, we develop a method for per-
formance optimisation seeded by tomography (POST) to
consistently improve two-qubit CNOT gates based on a
hybrid quantum-classical approach. We characterise the
bare two-qubit logic gate using GST, find the optimal
corrective parameters within a given noise parametrisa-
tion model based on bookend single-qubit unitaries, and
then use these as a seed to the Nelder-Mead algorithm
in order to find the best improvement for a given cali-
bration cycle. Following the one-time overhead of GST,
each daily optimisation is performed in a small (<150)
number of experiments to overcome any drift which has
occurred. We test the method on the IBM Q Pough-
keepsie quantum device. The coupling of the GST seed
with classical optimisation is successful at improving the
gate. When tested on an experimental device, we find
the POST approach is effective even weeks after the ini-
tial characterisation. The hybrid technique brings the
gate as close as possible to its target, up to the hardware
limit, but the actual effectiveness depends on the level
of control afforded. Although GST has previously been
proposed as part of a quantum error mitigation protocol
in [21] and [23], we emphasise the need to avoid repeated
application of GST in any gate-improvement techniques,
owing to its extremely high experimental and computa-
ar
X
iv
:1
91
1.
12
09
6v
1 
 [q
ua
nt-
ph
]  
27
 N
ov
 20
19
2tional overheads.
We performed our experiments on an IBM cloud-based
quantum computer with only logical-level control. As
a consequence, corrections to the CNOT could only be
made through single qubit gate corrections, which them-
selves were erroneous. With control of the CNOT pulse
scheme, the corrections could be more effective.
In addition to the testing of the POST gate im-
provement scheme on a specific two-qubit case, we also
conducted two-qubit GST experiments on six separate
CNOT gates as an investigation into the performance
and types of noise to occur on real superconducting de-
vices. Understanding the real noise that occurs on de-
vices is important for several reasons: It can help inform
future characterisation, which results in these procedures
being less computationally expensive; it can help under-
stand noise channels, which is important for quantum
error correction [24]; and it can help identify hardware
issues up on a real machine for better future implementa-
tion [1]. We present these results, as well as a theoretical
evaluation of the effectiveness of our technique on the
additional qubit pairs.
AN OVERVIEW OF GATE SET TOMOGRAPHY
Gate set tomography is a hardware-agnostic method
of characterising quantum operations. This section pro-
vides a brief overview of its methodology – for a com-
prehensive guide to the techniques involved, see [1, 25].
In this work, we operate in the Pauli transfer matrix
(PTM) representation of quantum channels. The ma-
trices in this representation are mappings of the Stokes
vector of a given density matrix. For some map Λ, whose
action on a density matrix ρ has a Kraus decomposition
Λ (ρ) =
∑
iKiρK
†
i , this matrix representation is given
by:
(RΛ)ij = Tr (PiΛ (Pj)) , (1)
where the Pi,j refer to the normalised, ordered set of
Pauli matrices spanning the d2−dimensional space of
bounded linear operators on some Hilbert space Hd.
That is, the n−qubit basis is the set
Pn = {I/
√
2, X/
√
2, Y/
√
2, Z/
√
2}⊗n (2)
The maps are can be visualised as isolating eigenvec-
tors of the Pj as the input, and taking the Pi expec-
tation value of the output. Applying the superopera-
tor formalism makes this picture more convenient. Here,
density matrices are represented as d2-dimensional vec-
tors |ρ〉〉 on a Hilbert-Schmidt space with inner product
〈〈ρ1|ρ2〉〉 = Tr(ρ†1ρ2). This allows the action of quantum
channels to be given by ordinary matrix multiplication.
The kth component of these vectors is equal to Tr(Pkρ).
The operational action is given by |Λ(ρ)〉〉 = RΛ|ρ〉〉 and
map composition by RΛ2◦Λ1 = RΛ2 ·RΛ1 .
The only experimentally accessible quantities in a lab-
oratory are measurements of a quantum state. For ex-
ample, after a sequence of quantum operations G, many
measurements are taken in order to form an estimate of
〈〈E|G|ρ〉〉 (3)
for some preparation Hilbert-Schmidt vector |ρ〉〉 and
some measurement effect 〈〈E|. Quantum process tomog-
raphy is a technique which provides an estimate for G
by acting the operator on a complete set of preparations,
followed by a complete set of basis measurements. This
style of characterisation assumes perfect state prepara-
tion and measurement (SPAM). When SPAM errors are
not negligible, however, QPT produces gate estimates
considerably far away from the true maps [25]. This is
particularly an issue since the primary source of error in
current quantum computers are SPAM errors. RB curves
administer a metric for the quality of a gate operation,
but provide no information as to how that gate might be
improved. Furthermore, since it is insensitive to SPAM
errors, there is little or no information produced about
the character of SPAM on a device. The ideal characteri-
sation should produce an accurate picture of all quantum
channels, including projection operations.
GST aims to fully characterise a complete set of gates.
The self-consistency in this method is achieved by includ-
ing the preparation and measurement operations within
the gateset {|ρ〉〉, 〈〈E|, G0, G1, · · · }. A set of gates is
chosen firstly as the object of characterisation. The
only requirement is that these operations (or their com-
positions) generate an informationally complete set of
preparations and measurements. That is, they form
a complete basis of the Hilbert-Schmidt space. These
SPAM operations are known as fiducials, and are denoted
by F = {F0, F1, ..., Fn}. They are optimally selected
to form the most mutually distinguishable information-
ally complete set. Further, a set of gate compositions
G = {g0, g1, ..., gn} is generated. The elements of this set
are termed germs, and each comprises a sequence of op-
erations from the gateset. Gates contain a large number
of free-parameters, and the emergence of errors in these
depend on the input state, sequence of operations, and
basis in which a measurement is made. Germs are cho-
sen from an extensive search such that a possible error
in each gate parameter may be amplified and made de-
tectable by the repetition of at least one germ. In order to
reduce the statistical error in detecting noise, each germ
is repeated L times for many different values of L. When
every possible noisy parameter is made detectable, the
germs set is termed amplificationally complete [1]. For
all values of i, j, k, and L, the experimental data are then
collected in the object
pLijk = 〈〈E|F (prep)i gLj F (meas)k |ρ〉〉. (4)
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FIG. 1: Overview of the POST approach for CNOT gate fidelity improvement. (a) Initial characterisation of the
CNOT Pauli transfer matrix (PTM) using gate set tomography. (b) Gate noise is parametrised in the action of
arbitrary single-qubit unitaries acting before and after the CNOT gate. The parameters that minimise the Frobenius
distance between the noisy and ideal CNOT gates are then found. (c) These parameters then seed a Nelder-Mead
optimisation, where the objective function is the experimental infidelity of a chosen length randomised benchmarking
experiment. With each iteration of POST, a new simplex is chosen and the randomised benchmarking experiment is
performed for each vertex with the single qubit unitaries taking on the parameters at that point. (d) When the
minimum infidelity is found, the CNOT gate is redefined to include the corrective unitaries. (e) The new gate is
then fully benchmarked against the native gate, showing a revived fidelity for a much larger number of applications.
Linear inversion can provide an estimate of each gate
at this point, but there is no natural way to include phys-
icality constraints or to select the correct gauge. A max-
imum likelihood estimate (MLE) is therefore performed
to provide the best estimate for the experimental gate-
set, consistent with (4), which obeys the conditions of
complete positivity and trace preservation.
GST provides a device-independent estimate of the
quantum channel. Like all characterisation processes, it
assumes a model of the physical process taking place.
The model assumption is purely Markovian, including
zero leakage and weak environmental couplings – that
maps are composable and without context dependence.
When violations of these model assumptions show up in
the data, the non-Markovianity is then flagged and the
data artificially deprecated. It is for this reason that the
GST estimates must be treated with care: in physical
terms, a quantum operation cannot necessarily be treated
in isolation and a circuit decomposed into its constituent
maps.
IMPROVEMENT OF GATE-SET PARAMETERS
The CPTP map of quantum gates given by GST high-
light all Markovian errors in the operation. Examples
of errors of this nature include control errors, such as
axis tilt or errors in pulse shaping, or erroneous coherent
rotation of the qubits due to external couplings.
The best method in which to address these noisy pa-
rameters depends on the level of control afforded in the
device. Given the recent advent of cloud-based NISQ
computers, where users only have restricted control of
the device, the POST protocol introduced here makes
use only of additional logical operations on the qubits
(although we note in the conclusion that the extension
to high-level pulse control is possible). At the time of the
experiments, this was the only control available to the au-
thors, and so the only scheme examined. With pulse level
control, provided by IBM through OpenPulse, however,
the proposed blueprint could be straightforwardly mod-
ified to absorb the corrections into the definition of the
gate – rather than applying logical corrections around it.
We summarise the overall POST procedure in Figure 1,
and describe it in further detail here.
4GST provides a means by which errors can be identi-
fied, but it is not necessarily straightforward to then mit-
igate their effects. Errors occurring on two-qubit gates
such as a CNOT tend to be an order of magnitude greater
than those of single qubits. From the perspective of log-
ical corrections, it is therefore optimal to address two-
qubit noise with the application of single-qubit gates.
Consider a quantum device with an informationally
complete set of two-qubit controls. This can be used
to conduct a GST experiment in the standard way on
a qubit pair. The GST analysis of a CNOT produces
an estimate for the CPTP map of the experiment, desig-
nated by G¯CX . This can be decomposed into a the prod-
uct of an ideal CNOT, GCX , and some residual noise
channel GΛ – the inverse of which is generally unphysi-
cal [26]. Previous approaches have typically treated this
noise with quasiprobability decompositions [27]. In the
case of solely logical control, the nearest physical correc-
tive G−1Λ map may not be within the user’s control-set.
Importantly, given gate calibration and general hardware
drift, a GST estimate’s accuracy quickly expires over
time. Solely utilising GST will require a significant over-
head every time the corrections are implemented. From
this, it is clear that GST on its own faces limitations as
a practical method of improving gates.
Without direct control of the hardware, correcting all
two-qubit errors will not be possible, since these correc-
tions will contain associated errors equal or greater in
magnitude than the existing ones. In this control regime
we propose placing single qubit corrective gates before
and after the native CNOT in order to correct as much
of the local noise as possible, and then optimising over
their parameters. Using a unitary parametrisation for
the four correction gates Ui (i ∈ {1, 2, 3, 4})
Ui(θi, φi, λi) =
(
cos(θi/2) −eiλi sin(θi/2)
eiφi sin(θi/2) e
iλi+iφi cos(θi/2)
)
, (5)
We propose a super-logical CNOT gate structured as
(U1 ⊗ U2) · G¯CX · (U3 ⊗ U4), (6)
provided that the cumulative error of four single qubit
gates is not greater than one two qubit gates. In the case
of high single qubit error rates (or cross-talk between
simultaneous gates), a similar approach can be made
by applying local corrections exclusively on the control
qubit, at the expense of more limited noise-targeting.
That is,
(U1 ⊗ I) · G¯CX · (U2 ⊗ I). (7)
In order to clearly see the difference between corrections
on both qubits versus corrections acting solely on the
control qubit, we illustrate the addressable parts of the
CNOT matrix in green in Figures 2c and 2d.
The φi, θi, λi are first selected with a simple optimi-
sation to minimise the Frobenius distance between the
corrected gate and the ideal map,
||U1 ⊗ U2 · G¯CX · U3 ⊗ U4 −GCX ||F . (8)
If the GST estimates of a quantum process were perfect
and static with time, then this would be sufficient to have
an improved CNOT gate. However, because GST is only
an estimate of a Markovian map within a (generally) non-
Markovian system, a simple mathematical minimisation
will not necessarily result in a physical optimisation.
Instead, what we propose is a tune-up procedure which
optimises the performance of the gate by using GST to
identify the most critical parameters. As such, it is ro-
bust to the drift of different noisy parameters and does
not rely on the absolute accuracy of the GST estimate.
The only assumption is that the noisy parameters will
remain structurally similar enough to those of the GST
estimate, that an optimisation seeded by GST will bring
us back to a better gate than the native operation in few
iterations. We define our objective function as the RB
infidelity of the gate, in order to make use of the most
general metric of performance.
The algorithm to implement the POST procedure is as
follows:
1. Conduct a series of experiments given by the re-
quirements of GST. Use these to produce an output
estimate of the gate’s PTM.
2. Using a classical minimisation technique, find the
six or twelve parameters which numerically min-
imise the Frobenius distance between the super-
logical and the ideal CNOT gates, given in Expres-
sion (8). These will be the seed parameters. The
choice of the Frobenius distance is not necessarily
special, but we elected to use it to make the result-
ing matrices as similar as possible.
3. Define the objective function to be a probability of
success of some length m RB experiment. Taking
Step 2. as a newly defined CNOT gate, compute
the objective function for both the native and new
CNOT gates as a point of comparison. Using the
parameters obtained from GST as a seed, perform
an optimisation of the CNOT gate by feeding the
parameters into the Nelder-Mead algorithm, where
for each vertex of the simplex, the m−length RB
infidelity is computed as the objective function.
4. Converge at some pre-defined level of change. The
newly improved CNOT gate is then defined by the
composition of the final single qubit unitary gates
on either side of the native CNOT gate.
5. Conduct a full RB experiment to compare the new
gate fidelity to the original.
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FIG. 2: (a) The IBM Q Poughkeepsie device layout, showing both the geometry and connectivity. Dotted lines
indicate the six pairs of qubits that were characterised under GST. Qubits 9 and 14 (highlighted in pink) were
chosen as the subject for testing POST. (b) The GST reconstructed estimate of the PTM of the 14-9 CNOT gate
under investigation. (c) The green parts of this matrix indicate the controllable parts of the overall map when
combining single-qubit operations on the control and target qubits both before and after the native CNOT. Under
this regime, almost all coherent noise is addressable in principle. (d) The green parts of this matrix indicate the
controllable parts of the map when restricted to single-qubit operations on the control qubit before and after the
native CNOT. This regime is far more restrictive than the previous for the trade-off of introducing approximately
half of the amount of single-qubit error.
The overview of the procedure is to use the GST estimate
as a seed for the Nelder-Mead optimisation algorithm,
which then works to minimise the infidelity of the CNOT
gate by varying the parameters given in (6) or (7). We
take the infidelity measure to be a set of fixed m-length
randomised benchmarking experiments. In a short num-
ber of iterations, this locates the optimal corrective rota-
tions to make for a given day. This process is summarised
in Figure 1. The flexibility of the procedure is not only its
robustness to drift, but generic steps (optimisation pro-
cedure, noise parametrisation, objective function) can all
be chosen at the user’s discretion.
EXPERIMENTAL IMPLEMENTATION
We tested the POST framework for CNOT character-
isation and improvement on the 20 qubit IBM Q Pough-
keepsie superconducting quantum device. Two qubit
GST was performed on six pairs of qubits with the gate-
set {I, GXI
(
pi
2
)
, GIX
(
pi
2
)
, GY I
(
pi
2
)
, GIY
(
pi
2
)
, GCX} up
to a germ repetition of L = 8 for a total of 20,530 cir-
cuits at 8190 shots each. The layout and connectivity
of this device is shown in Figure 2a. We also indicate
the qubits on which experiments were performed. Us-
6ing the notation ‘control-target’ to indicate the physical
qubit pair used respectively as the control and target of
a CNOT gate, we characterised the gates of qubits 0-1,
12-7, 14-9, 15-16, 16-17, and 18-19. We then elected to
test the POST procedure on the gate which had most
recently been characterised, for which the control was
qubit #14 and target qubit #9. For the germ generation
and MLE steps, we used the comprehensive open source
Python package pyGSTi, introduced in [28]. With the
tools available, we generated the required germs from our
target gatesets, and conducted the analysis of our exper-
imental data. The GST estimate from the 14-9 qubits,
used hereon in the POST tests, is shown in Figure 2b.
The resulting noise maps for each additional CNOT gate
can be found later in this manuscript, in Figure 4.
Results Summary – The initial GST analysis of the
14-9 CNOT gate took place on the 31st of March, 2019
and its corrective parameters used as the base vertex
for the Nelder-Mead simplex method. The procedure
was implemented a total of 12 times over a period of
approximately six weeks, corresponding to overlap with
approximately 40 different calibration cycles. Figure 3a
displays a summary of the improvement shown over the
native gate with each experiment run, which we define
as ru/rc − 1 for bare RB infidelity ru and corrected RB
infidelity rc. In each case, both the corrected and un-
corrected benchmarking experiments were conducted in
the same job submission to avoid any bias in gate drift
throughout the day. The total average improvement was
21.1%, with a notable outlier of 61.8% in experiment
10. The median observed improvement was 19.1%. In
the next section we discuss how this compares to theo-
retical figures based on the GST estimates. Figure 3b
is a comparison RB curve showing the decay of an ex-
ample improved gate over the native fidelity. For clar-
ity and comparison, we also plot example curves with
10% and 0.1% error rates. Note that this RB number
is from the overall curve, which is composed of single
and two-qubit gates. For these experiments, this parti-
tions into r = 3/4 · rCNOT + 1/4 · rsingle. To reduce the
total number of experiments per day, we did not com-
pute multiple curves with different fractions of CNOT
and single qubit gates. Consequently, ru/rc − 1 is really
(3/4·ru,CNOT+1/4·rsingle)/(3/4·rc,CNOT+1/4·rsingle)−1,
which is a lower bound for the improvement of the CNOT
gate. Given that rsingle < rCNOT by about an order of
magnitude, we do not expect that the figure differs sub-
stantially.
The minimised objective function was the average in-
fidelity of 20 randomly sampled RB circuits, consisting
of 16 circuit layers in addition to the preparation and
measurement layers. Each circuit was run at 8190 shots
in order to minimise statistical error in the optimisation.
The use of an RB experiment as the objective function
is a flexible metric and can be chosen as the user desires.
In principle, context-dependence of a gate may affect the
versatility of the improved gate, however at this stage
RB curves are the most robust assessment of a gate’s
performance and require the fewest assumptions.
In the Nelder-Mead method, a dimension 6 simplex
with 7 vertices is constructed, with the base vertex given
by the GST parameters. The objective function is then
evaluated for each point. In our case, we formed a sim-
plex with each vertex designated a distance of 0.1 in
each orthogonal direction. What follows are four pos-
sible steps known as reflection, expansion, contraction,
and shrinking. The scale of each is given respectively
by the adaptive parameters α = 1, β = 1 + 2/d, γ =
0.75 − 1/2d, and δ = 1 − 1/d chosen from [29], where d
is the dimension of the search.
The evaluation of the first three are each contingent
on what values the objective function takes in previous
steps. Rather than submitting a circuit to run at each
step before performing the next conditional outcome and
then going to the back of the queue, we submitted all
possible circuits in the single iteration – in this case, 11
circuits – and then performed the classical steps with
the data afterwards. In order to save on computation,
we elected to omit the shrink step. After five iterations
of no further improvement we would then terminate the
algorithm and redefine our gate with the best point.
We used a relatively new form of RB known as direct
randomised benchmarking (DRB) [30]. In a single circuit,
DRB prepares stabiliser states, followed by m randomly
selected layers of gates native to that stabiliser, before
finally performing a stabiliser measurement to give the
success probability. A number of randomly generated
circuits can then be used to provide an overall average.
The utility of this over Clifford RB is the ability to spec-
ify the occurrence of given gates. Here, we randomly
generated 20 RB circuits, with CNOT gates composing
on average 3/4 of the total circuit. The average prob-
ability of success at length m, Pm is then plotted over
a series of values for m. These points are then fit to
Pm = A+ Bp
m for fit parameters A,B, and p. The RB
number r = (15/16)(1 − p) is then the probability of an
error occurring under a stochastic model.
Tracking Drift – Operating on the assumption that this
method finds the most appropriate corrective parameters
on a particular day, we can use this data to loosely quan-
tify the amount of drift on a real quantum information
processor (QIP), and a posteriori examine our assump-
tions. The most direct witness for drift in our results
is in the slight change of the corrective parameters day-
to-day, the quantities of which are provided in Table I.
Inspection of these values, however, is not necessarily il-
luminating. Moreover, the variables do not all indepen-
dently affect the final map, meaning that change in the
parameters themselves might obfuscate the fact that the
channel overall has not varied much.
In order to paint a more concrete picture of the effects
of the parameters, we study the case of the improved
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FIG. 3: Efficacy and robustness of the POST protocol – experimental test on the 14-9 CNOT gate. (a)
Improvement values for each experiment taken over the six week period. The orange dotted line also indicates the
median improvement value. (b) Example RB curve showing our best improved CNOT gate decay vs. the native gate
RB experiment for experiment 10 (our most emphatic example of gate improvement). Also shown for comparison
are theoretical curves corresponding to 10% and 0.1% error rates. (c) A comparison of the diamond norm of the
corrective channel over time: firstly with respect to the ideal CNOT, secondly with respect to the initial GST
corrections, and finally with respect to each previous experiment. (d) An indication of the convergence speed of the
Nelder-Mead gate optimiser for four example runs. This figure shows how the fidelity of the RB experiment
increases with each iteration. We observe an initially large increase in the fidelity of the experiment, followed by
only small changes thereafter, and zero changes after 18 iterations. The sequence very quickly finds its best gate in a
small number of steps.
Date θ1 φ1 λ1 θ2 φ2 λ2
31/03/19 (initial GST) 0.046 -1.271 0.480 0.029 0.480 0.393
02/04/19 0.116 -1.234 0.536 0.116 0.545 0.403
09/04/19 0.130 -1.218 0.461 0.084 0.565 0.475
24/04/19 0.116 -1.234 0.552 0.119 0.558 0.415
27/04/19 0.148 -1.208 0.502 0.010 0.530 0.427
29/04/19 0.089 -1.228 0.523 0.071 0.523 0.436
01/05/19 0.218 -1.199 0.552 0.010 0.552 0.365
03/05/19 0.089 -1.228 0.523 0.071 0.523 0.436
10/05/19 0.096 -1.221 0.530 0.079 0.530 0.443
13/05/19 0.141 -1.310 0.497 0.123 0.575 0.488
TABLE I: Values of the corrective parameters obtained after a full improvement cycle for each day of experiments,
given to the third decimal place. These correspond to the unitary parametrisation given in Equation (5).
8gate as though it comprised three perfect gates. We then
compare the diamond distance of this channel from the
ideal CNOT, from the initial GST seed, and from the
previous experiment. The diamond distance is a means of
assessing the distinguishability of two quantum channels.
It is a worst-case error rate, taking the largest output
trace distance over all possible input matrices. That is,
for two quantum channels Φ1 and Φ2:
||Φ1 − Φ2||♦ := sup
ρ∈H d2
1
2
||Φ1(ρ)− Φ2(ρ)||1, (9)
where || · ||1 is the trace distance, a common mea-
sure of distinguishability between two density matri-
ces. This metric between channels is commonly used in
fault-tolerance calculations for quantum error-correcting
codes. Our results are summarised in Figure 3c. One
of the key assumptions in this method was that the sys-
tem and its gate noise never changed too much from the
initial GST seed that the optimiser could not easily find
the best gate for the day. The distance of the correc-
tive channel on a given day from the GST seed supports
this stance: over a six week period the mean diamond
distance is 0.115, with a variance of 1.44 × 10−4. We
also observe between experiments an average change of
0.0273, flagging the presence of drift and motivating the
need for such a scheme in the first place.
Convergence Speed – Any error mitigation protocol de-
signed to address drift in a QIP will need to be regu-
larly implemented as part of a tune-up procedure. It
is therefore ideal that it require as few experiments as
possible. In Figure 3d we present how each iteration of
the Nelder-Mead optimisation increased the fidelity of
the RB experiment for four sample experiments. In each
case, a substantial improvement was found in the first
three iterations, beyond which we observed only small
fluctuations, and zero change after 18 iterations. Each
iteration requires 11 circuits to run, and so most of the
improvement was found in 22 circuits, with the worst
case requiring approximately 200 – depending on when
one accepts the algorithm to terminate. Assuming 1 mil-
lisecond per shot, POST would take approximately nine
minutes to converge in the worst case scenario. Depend-
ing on the cross-talk limitations of the device, it could
then be run in parallel across all non-overlapping qubit
pairs.
Tomography on other qubit pairs
In addition to gate improvement on qubits 14 and 9 on
the IBM Q Poughkeepsie, we also performed GST exper-
iments on five other qubit CNOT pairs on the quantum
device. This incorporates a further 5×20, 530 circuits at
8190 shots each. We present this data as a case study for
the noise that occurs in a real quantum device, and the-
oretically assess the effectiveness of the POST technique
at mitigating the noise. Here, the fidelities of these gates
and their structure indicate whether noise can be ad-
dressed by the single-qubit unitaries used. Figure 4 shows
the noise PTMs for each of the six CNOT gates investi-
gated. That is, the GST estimate with the ideal CNOT
subtracted off to emphasise the noisy parts of the map.
The control and target numbers given refer respectively
to the qubits of Figure 2a acting as the control and target
of the CNOT gate under characterisation. We elected to
map out these qubits in order to obtain a relatively uni-
form sample of the full device geometry. It is instructive
to compare these matrix plots with the schematics given
in Figures 2c and 2d, which respectively indicate local
target/control, and sole control rotations. PTM noise
whose locations are correspondingly indicated in green
in the schematics can be explained as a local rotation
occurring either before or after the CNOT. For exam-
ple, the block-like features prominent in 0-1 and 15-16
make up the landscape of Figure 2d, suggesting a rota-
tion of Z−eigenstates of the control qubit into X− and
Y− eigenstates both before and after the CNOT. Any
noise that falls outside the green of either schematic can
be attributed either to decoherence or cross-resonance
errors.
We also use this data to estimate the effectiveness of
the POST procedure on the other qubit-pairs. First, we
provide a theoretical maximum fidelity by computing the
minimal infidelity of the corrected CNOT, assuming per-
fect corrective gates. This figure is not realisable on a
physical system, and is intended to illustrate how much
noise can be simply eliminated in principle. In practice,
it is difficult to estimate how errors in the corrective gates
will affect the corrections themselves, and so we may only
operate under the best case scenario where the infidelity
of the single-qubit gates affects the overall fidelity, but
sustains perfect corrections. This upper-bound is likely
to well exceed the fidelity actually achieved; it operates
under the assumption of perfect GST estimates, and that
the only lingering errors will be due to the single qubit
unitaries as well as the remaining theoretical infidelity
of the corrected gate. For example, the estimated max-
imum improvement for the 14-9 qubit pair was 34.0%,
compared to the 21.1% that was actually observed. A
summary of the data is provided in Table II. It is inter-
esting to note that the value for this qubit pair is the
second lowest of the six, indicating much larger potential
upside if we were to repeat the experiment on other sets.
Pulse sequences for the implementation of a CNOT
gate typically consist of a local pulse to each qubit, as
well as an additional cross-resonance pulse coupling the
two. We would expect implementing POST with ab-
sorbed corrective rotations into the native CNOT pulse
sequence would see a much larger increase in fidelity.
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FIG. 4: The matrices here show the GST-estimated PTM representations of the CNOT gate between 6 pairs of
different qubits. The control and target designations correspond to the device layout given in Figure 2. In
particular, we show the estimate of the actual gate with the ideal CNOT subtracted off in order to emphasise the
extraneous values occurring in the map.
10
Qubit pair
(control-target)
rsingle rCNOT
Theoretical
minimum rCNOT
Estimated
minimum rCNOT
Estimated
maximum improvement (%)
0-1 5.36× 10−3 1.58× 10−2 6.52× 10−4 1.13× 10−2 38.9
12-7 9.37× 10−3 2.35× 10−2 7.18× 10−4 1.94× 10−2 21.1
14-9 6.19× 10−3 1.91× 10−2 1.97× 10−3 1.43× 10−2 34.0
15-16 5.66× 10−3 2.08× 10−2 1.65× 10−3 1.29× 10−2 60.9
16-17 8.35× 10−3 4.55× 10−2 3.44× 10−4 1.70× 10−2 167.9
18-19 4.55× 10−3 1.76× 10−2 3.97× 10−5 9.12× 10−3 92.8
TABLE II: For each GST analysis of the qubit-pairs, we present the single qubit fidelity of an RX(pi/2) gate on the
first qubit; the two-qubit CNOT fidelity; and the theoretical error given by the POST tune-up scheme; the
estimated infidelity; and the estimated improvement. The estimated improvement figures are calculated with rc
given by the product of the theoretical fidelity of the tuned-up CNOT with the actual fidelities of two single qubit
gates on the control – this puts a loose upper bound on the improvement that can be expected. Highlighted in blue
is the 14-9 qubit pair on which we experimentally tested the POST scheme, see Figure 3.
DISCUSSION
The transition from mathematical maps to physical
operations is not always a seamless one. Besides er-
rors in the GST characterisation, absent a good method
of characterising non-Markovian behaviour, assumptions
must be made of weak system-environment correlations,
composability of operations, and minimal cross-talk be-
tween qubits. The emergence of unexpected behaviour
from quantum systems means that in-principle opera-
tional improvements, such as the direct application of
corrections from GST estimates, cannot always be relied
upon. We have presented a general quantum-classical
hybrid method which uses the real-life performance of
the gate as the feed-forward for corrective updates. The
success of the procedure is therefore self-fulfilling.
Randomised benchmarking is a robust method of mea-
suring the Markovian fidelity of a given operation. How-
ever, in a system with environmental back-action or con-
text dependent gates, it is not clear whether the situation
will always be so simple as transplanting a redefined gate
into a quantum circuit and seeing an increased fidelity in
this new context. The markedly better performance of
quantum algorithms consisting of these redefined gates
remains to be demonstrated and will be the subject of
future work. In particular, the POST algorithm would
be easily adapted to any characterisation technique more
inclusive of non-Markovian behaviour.
Developing high-fidelity gate hardware is imperative
for the field of quantum computing to achieve its am-
bitious aims. An underrated measure of device quality,
however, is consistency – the ability to achieve reported
minimal error rates again and again despite gradual
changes in device parameters and system-environment
correlations. In this work we presented a consistent
method that combines an initial overhead of gate set to-
mography with a classical optimisation algorithm that
delivers an improved two-qubit gate in relatively few
experiments. We emphasise that although POST was
tested on an IBM Q device, it is applicable to any hard-
ware with logical-level control. Furthermore, the method
is adaptable to any level of control. The key aspect is
identifying noisy parameters from the GST estimate us-
ing the afforded set of device controls. In particular,
we would expect to see significantly better results with
pulse-level control wherein instead of separately imple-
menting the corrective unitaries, they would be absorbed
into modifying the CNOT pulse, there would be minimal
additional gate errors introduced, or increase in depth.
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