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Summary
Striatal cholinergic interneurons pause their ongoing
firing in response to sensory stimuli that have ac-
quired meaning as a signal for learned behavior. In
slices, these cells exhibit both spontaneous activity
patterns and spontaneous pauses very similar to those
seen in vivo. The mechanisms responsible for ongoing
firing and spontaneous pauses were studied in stria-
tal slices using perforated patch recordings. All hy-
perpolarizations, whether spontaneous or generated
by current injection, were amplified and shaped by
two hyperpolarization-activated currents. Hyperpolar-
ization onsets were regeneratively amplified by a
potassium current (KIR) whose activation promoted
further hyperpolarization. The termination of hyper-
polarizations was controlled by a time-dependent
nonspecific cation current (HCN). The duration and
even the sizes of spontaneous and driven hyperpolar-
izations and pauses in spontaneous activity in cholin-
ergic interneurons are largely autonomous properties
of the neuron, rather than reflections of characteris-
tics of the input eliciting the response.
Introduction
Acetylcholine released by striatal cholinergic interneu-
rons is a key modulator of striatal function, being
essential for corticostriatal synaptic potentiation (Cent-
zone et al., 2003; Partridge et al., 2002), regulating po-
tassium currents (Akins et al., 1990; Gabel and Nisen-
baum, 1999; Lin et al., 2004), and controlling release of
other striatal transmitters at both pre- and postsynaptic
binding sites (Zhou et al., 2001; Calabresi et al., 1998;
Zhang et al., 2002; Koos and Tepper, 2002). Striatal
cholinergic interneurons are tonically active in vivo and
are pacemaker cells that fire in the absence of synaptic
input (Bennett and Wilson, 1999). Their intrinsic firing
provides background ACh release that maintains a
tonic activation of cholinergic receptors in the striatum.
Studies in behaving animals have shown that choliner-
gic interneurons respond to behaviorally salient stimuli
and acquire responses to signal stimuli during learning
(Morris et al., 2004; Yamada et al., 2004; Apicella, 2002;
Aosaki et al., 1994b). Their responses consist of a ste-
reotyped phasic cessation of the background activity,
which is in some cases preceded and/or followed by a
transient increase in firing (Aosaki et al., 1994b). During
execution of overlearned behavioral tasks, the pauses
become synchronized across a large proportion of cho-*Correspondence: charles.wilson@utsa.edulinergic neurons (Aosaki et al., 1995). The neurophy-
siological mechanism of the pause responses of cho-
linergic interneurons is not completely understood.
Destruction of dopaminergic inputs to the striatum ab-
olishes the pause responses associated with stimuli
used as signals for the execution of learned move-
ments (Aosaki et al., 1994a), suggesting that the pause
may be a response to dopaminergic input. However,
inactivation of thalamostriatal neurons has also been
shown to abolish the responses of cholinergic cells
in vivo (Matsumoto et al., 2001). Inhibition of cholinergic
interneurons by GABAergic interneurons is another ob-
vious candidate, but there are also a number of other
potentially inhibitory inputs. Reynolds et al. (2004) have
suggested that the pauses are essentially afterhyper-
polarizations generated by subthreshold depolarizing
events, such as excitatory inputs from the cerebral cor-
tex or thalamus. Some, but not all, cholinergic neurons
recorded in slices exhibit large stereotyped spontane-
ous hyperpolarizations that result in transient ces-
sations of spontaneous activity having approximately
the same duration as those seen in vivo (Bennett and
Wilson, 1999). In a subset of cholinergic cells, these
hyperpolarizations alternate with periods of firing to
generate a rhythmic bursting pattern of spontaneous
firing, while in others they interrupt the ongoing activity
to generate irregular patterns of firing. The mechanism
of these hyperpolarizations has not been studied pre-
viously, but it has been suggested that they are related
to the long-lasting hyperpolarizations observed after
depolarizing current pulses (Bennett and Wilson, 1998).
In this report, it is shown that the stereotyped shape
and time course of spontaneous and evoked hyperpo-
larizations seen in striatal cholinergic interneurons are
primarily determined by the interaction of two hyperpo-
larization-activated currents. These currents shape the
response to any hyperpolarizing event large enough to
engage them, and the resulting hyperpolarization may
outlast the original input. These currents are especially
important in generating the afterhyperpolarization that
follows prolonged depolarizations in cholinergic inter-
neurons. In cells expressing these currents most strongly,
they can also produce regenerative oscillations of the
membrane potential or complex fluctuations of the
spontaneous firing rate. These hyperpolarization-acti-
vated currents can occur in the absence of any preced-
ing excitatory event.
Results
Perforated patch intracellular recordings were col-
lected in 89 neurons from 41 rats. Of these, 52 neurons
were selected for the voltage-clamp sample because
they had stable access resistances of 30 M or less.
Perforated patch recordings were employed because
preliminary studies suggested that hyperpolarization-
activated currents were not stable during intracellular
dialysis.
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576Response to Hyperpolarizing Currents
As has been reported previously using a variety of t
methods (Jiang and North, 1991; Kawaguchi, 1992; −
Bennett and Wilson, 1999), striatal cholinergic interneu- a
rons invariably showed large stereotyped hyperpolar- p
ization responses at the onset of a hyperpolarizing cur- m
rent pulse or at the offset of a depolarizing current t
pulse (Figure 1). The amplitude of these hyperpolariza- t
tions was not proportionate to the size of the current u
pulse. In response to hyperpolarizing current pulses of m
varying amplitude, very small increments in current pro- o
duced transitions from practically no change in mem- w
brane potential to responses with nearly maximal c
amplitude (Figure 1B). However, the peaks of the re- s
sponses to small current pulses were delayed relative t
to the responses to large pulses. At the onset of the (
response to small hyperpolarizing currents, the mem- f
brane potential changed very slowly, lingering between r
−65 and −70 mV (Figure 1A). All these properties are a
reminiscent of near threshold effects seen with regen- v
erative currents. Lingering was seen at the offset of de- t
polarizing current pulses near an apparent threshold for s
generating a slow afterhyperpolarization (Figure 1A). n
Regardless of how the hyperpolarization was triggered, F
its time course was dominated by the sag response to w
hyperpolarization that is a well-known characteristic of w
cholinergic interneurons (Jiang and North, 1991; Kawa- s
guchi, 1992; Bennett and Wilson, 1999; Farries and Per- b
kel, 2002). For long current pulses, the steady-state re- c
sponse was smaller than the peak response, and the
difference between the peak and steady-state re-
Bsponse increased abruptly with small initial increases
Tin the amplitude of the current pulses and was approxi-
umately constant thereafter (Figure 1B).
pUsually, the afterhyperpolarizations generated by in-
mdividual spontaneous action potentials were not suffi-
bcient to generate these stereotyped hyperpolarizing
rresponses, but in some neurons they could be occa-
ssionally triggered by single action potentials (Figure
s1C), depending upon the size of the single spike after-
ahyperpolarizations. In some cells, this occurred rela-
mtively often, producing spontaneous single spiking in-Figure 1. Characteristic Features of Hyper-
polarizations in Striatal Cholinergic Inter-
neurons
(A) Response to current pulses. Increasing
the amplitude of hyperpolarizing current
pulses results in large changes in the time to
peak, but not in the amplitude of the mem-
brane potential response. For the smallest
amplitude hyperpolarizing currents shown
(30 and 60 pA), the membrane potential
shows a characteristic lingering, resulting in
a sigmoid-shaped (rather than exponential)
response to the current pulse. Similar linger-
ing is seen for the slow afterhyperpolariza-
tions that follow depolarizing pulses. For
these, the variation in latency is even greater.
(B) Amplitudes of the peaks and final values
of the membrane potential in response to
500 ms hyperpolarizing current injections of
various amplitudes and the peak values of membrane potential during the afterhyperpolarizations (AHP). Note that the smallest AHP is only
slightly smaller than the largest. Note the strong nonlinearity in the peak response to hyperpolarizing current pulses and the nearly all-or-
nothing nature of the AHP.
(C) Hyperpolarizing event triggered by a single spike afterhyperpolarization during spontaneous firing. Note lingering of the membrane poten-
tial at onset of the hyperpolarization (arrow).terrupted by stereotyped large hyperpolarizing events.For 52 neurons, voltage-clamp recordings were used
o examine the currents activated between −60 and
110 mV. From a holding potential of −60 mV, 1 s volt-
ge steps were applied. Because there was no com-
ensation for whole-cell capacitance in these experi-
ents, the transient response to current pulses included
he time course for charging of the neuronal capaci-
ance through the electrode resistance, and currents
sually could not be reliably measured until about 100
s after the onset of a voltage pulse. The trajectories
f currents following this initial capacitative transient
ere adequately fit by single exponentials with time
onstants between 0.2 s and 0.8 s (Figure 2A). The in-
tantaneous current was estimated by extrapolating
his exponential curve to the onset of the voltage pulse
Figure 2A, “Early”) and the steady-state current, by the
inal value of the exponential (Figure 2A, “Late”). The
esults are shown for an example neuron in Figure 2. In
ll cells, a slowly developing hyperpolarization-acti-
ated inward current dominated the input resistance of
he cell at the late time point. In 23 of 52 cells, the in-
tantaneous I-V curve (Figure 2B, “Early”) showed a
egative conductance region between −60 and −80 mV.
or the remaining cases, the instantaneous I-V curve
as flat or nearly flat over this voltage range. In no case
as there a negative conductance region in the steady-
tate (Late) I-V curve negative to −60 mV, apparently
ecause of activation of the time-dependent inward
urrent.
lockade of Na Currents with TTX
he steady-state I-V curves of cholinergic interneurons
sually show a negative-slope conductance region
ositive to the voltage range studied here, between −60
V and the spike threshold (−50 mV). This is caused
y the activation of persistent sodium current and is
esponsible for the cells’ spontaneous, rhythmic single
piking firing pattern (Bennett et al., 2000). It was con-
idered possible that the apparent hyperpolarization-
ctivated outward current seen at membrane potentials
ore negative than −60 mV in these neurons might becaused by deactivation of a small, residual, persistent
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577Figure 2. Estimation of Instantaneous and
Steady-State I-V Curves in Voltage Clamp
and Effect of TTX
(A) Currents measured in a cholinergic inter-
neuron in response to a series of hyperpolar-
izing 1 s voltage steps from −60 mV to −95
mV. Exponential curves (green lines) fit to the
time-dependent part of the current response
are extrapolated back to the onset of the
pulse to obtain the series of currents marked
Early. The final value of the current at the
pulse offset is used to estimate the steady-
state current (Late).
(B) Early and Late I-V curves for the cell in
(A). Note negative-slope conductance region
between −65 and −75 mV in the Early, but
not Late curve.
(C) Effect of TTX on the holding current at
−60 mV response to a −75 mV pulse (above)
and the entire Early I-V curve (below). Note
TTX increased the net outward current at −60
mV, presumably by blocking the persistent Na+
current, but had little or no effect at −75 mV
and did not abolish the negative conductance
region between −60 and −75 mV.
(D) Voltage responses to current pulses in
the same cell before and after TTX. The hy-
perpolarizing responses, and especially the
AHPs, of the cholinergic interneuron are little
changed by TTX.Na+ current. To test this idea, voltage-clamp measure-
ments were taken in 19 neurons before and after block-
ade of sodium currents with 1 µM TTX. All the neurons
showed some indication of a fast hyperpolarization-ac-
tivated outward current below −60 mV, as indicated by
a very low (8 of 19 cells) or negative (11 of 19 cells)
slope conductance in the instantaneous I-V curve, be-
tween −60 and −80 mV. Figure 2 shows a cell with a
negative-slope conductance region in its instantaneous
I-V curve. Blockade of Na+ currents with TTX abolished
the steady-state negative conductance region above
−60 mV (not shown) and shifted the holding current at
−60 mV in the positive direction, but did not abolish the
hyperpolarization-activated outward current seen be-
low −60 mV or the negative-slope conductance region
in the instantaneous I-V curve (Figure 2C). Likewise,
blockade of Na+ channels with TTX had no effect on
the responses to hyperpolarizing current pulses, and
the large stereotyped AHPs that follow depolarizing
pulses continued to be in evidence (Figure 2D). The ef-
fects of TTX on responses in current-clamp recording
were measured in a total of 33 cells. These results show
that the apparent fast outward current seen in response
to hyperpolarizing current pulses is not the deactivation
of persistent Na+ current, but may be a rapidly activa-
ting hyperpolarization-activated K+ current (KIR), which
when smaller than the leak current is responsible for
the high instantaneous input resistance in some of the
neurons (Figures 4 and 5), and when larger, causes the
negative-slope conductance regions seen in the rest of
the cells (Figures 1–3).
Blockade of Hyperpolarization-Activated
Currents with Cesium
The time-dependent inward current that dominates the
membrane currents at the end of a 1 s pulse has pre-viously been identified as a HCN current by blockade
with cesium and ZD7288 (Bennett et al., 2000). This was
confirmed for the present sample (Figures 3 and 4). It
is well known that cesium at concentrations sufficient
to block HCN currents is a potent blocker of other cur-
rents, including the fast hyperpolarization-activated K+
currents (KIRs). Thus, this treatment is expected to
block both HCN and KIR. The effects of 3 mM Cs+ were
tested on 20 cholinergic neurons, including six that
were acceptable for voltage-clamp recordings. In all
cells tested, cesium blocked the sag response to hy-
perpolarizing current pulses and linearized the I-V
curve seen in current-clamp recording. The amplitudes
of hyperpolarizations evoked by current pulses became
graded in size and proportional to the amplitude of cur-
rent injected. Lingering of the membrane potential and
delay of hyperpolarizations disappeared, and the sag
response to hyperpolarizing current was abolished.
Likewise, the AHP following depolarization became
much smaller and more graded, and its decay more
gradual (Figure 3C). The response to hyperpolarizing
steps in somatic voltage-clamp recording also became
linear. The time-dependent inward current (HCN) was
completely blocked in all cells, and the instantaneous
input conductance was also increased in the voltage
range between −60 and −80 mV, presumably due to a
block of KIR current. In cells showing a negative-slope
conductance region in the instantaneous I-V curve (like
the one in Figure 3), it was always blocked (Figure 3B).
TTX alone caused a negative shift in membrane poten-
tial, which was also seen in cells treated sequentially
with TTX and Cs+ (as in Figure 3), but the effect of TTX
was confined to membrane potentials positive to −75
mV (as shown in Figure 2C). The combination of Cs+
and TTX produced an outward shift in the membrane
current over the entire range, due to the additional
blockade of HCN current (compare Figures 2C and 3B).
Neuron
578Figure 3. Effect of Cesium on Hyperpolariza-
tions in Cholinergic Interneurons
(A) Currents evoked by hyperpolarizing volt-
age pulses before and after bath application
of TTX and cesium. Current transients at the
onset and offset of the pulse are truncated.
Note that the time-dependent component of
the response to the pulse and the inward tail
current at the offset of the pulse are com-
pletely abolished by Cs+.
(B) Early and Late I-V curves measured as
shown in Figure 2 for the control traces and
for the entire trace (measured at the final
value) after TTX and Cs+ application. The
negative-slope conductance region in the
Early I-V curve is absent, as is the time-
dependent outward current, and the entire
I-V curve is more linear. The outward shift
between −60 mV and −70 mV occurred after
TTX treatment. The outward shift at more
negative potentials was due to blockade of
time-dependent inward current.
(C) Voltage responses to current pulses.
Note that whereas TTX did not affect the hy-
perpolarizing responses to current, cesium
both blocked the sag and reduced the over-
all size of hyperpolarizations seen both at
the onset of hyperpolarizing current pulses
and in the afterhyperpolarizations that follow depolarizing current pulses. The resting membrane potential after cesium corresponds to the
zero-current point in the voltage-clamp I-V curve in (B), but there is no zero crossing for control or TTX curves, and this cell exhibited slow
oscillations (see below).point considerably negative (−75 mV) to the cell’s rest-ZD7288 blocked a portion of the KIR current as well,
Figure 4. Effect of ZD7288 on Hyperpolariza-
tions in Cholinergic Interneurons
(A) Response to a hyperpolarizing step to
−80 mV in voltage clamp. Note that the time-
dependent current is completely blocked,
and the initial outward current is partly
blocked (as indicated by the instantaneous
current).
(B) Early and Late I-V curves for this neuron
before and after treatment with TTX and
ZD7288. Note that this cell does not have a
negative-slope conductance region in the
Early I-V curve, but shows a very high input
resistance, which is slightly reduced (the
slope of the I-V curve is increased), and a net
inward shift of the Early current after
ZD7288. The time- dependent inward current
is more completely blocked.
(C) The sag response to hyperpolarization is
abolished by ZD7288, but with less reduc-
tion in the amplitude of hyperpolarizations
compared with the effects of cesium.ZD7288 w
cZD7288 (100 µm) was used to attempt a selective block
of the time-dependent component of the hyperpolariza- K
btion-activated current. This compound has been used
to block HCN currents in a variety of neurons, including t
cstriatal cholinergic interneurons (Bennett et al., 2000).
Ten cells were tested using ZD7288, all of which could d
cbe used for voltage-clamp as well as current-clamp re-
cording. As expected, ZD7288 always blocked the H
ttime-dependent component of the hyperpolarization-
activated current, as can be seen by comparison of the o
otraces in Figure 4A or control late I-V curve and the
TTX+ZD7288 I-V curve in Figure 4B. Unexpectedly, shich was observed consistently for ZD across all ten
ells. Figure 4 shows the cell with the most sparing of
IR. The partial block of KIR and the more complete
lock of HCN were reflected in current clamp by a posi-
ive shift in the resting potential and a loss of the sag
urrent. This cell illustrates the I-V curve of cells that
id not have a negative conductance region in their I-V
urves. Even in those cells, the interaction of KIR and
CN currents results in a (nonregenerative) amplifica-
ion of hyperpolarizations. The absence of regenerative
utward currents results in the absence of lingering or
f delayed hyperpolarizations. In Figure 4B, the in-
tantaneous I-V curve from −60 mV has a zero current
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(−65 mV). From the steady-state I-V curve (late), it can
be seen that at −75 mV there is a substantial HCN cur-
rent, which would act to depolarize the cell. The cell’s
resting membrane potential corresponds to the point of
equilibrium between HCN and KIR currents. At the rest-
ing membrane potential, the cell has an extremely low
instantaneous slope conductance, as indicated by the
low slope of the I-V curve. This high input resistance is
not due to the paucity of open channels, but to the
fact that any change in membrane potential causes the
rapid activation or deactivation of KIR channels, which
are outward and oppose the other currents active at
these potentials (mostly leak and HCN current). Partial
blockade of KIR current by ZD7288 causes a small
increase in the slope of the instantaneous I-V curve, but
the input resistance is still high compared to that seen
after a more complete block with Cs+ (Figure 3).
ZD7288 completely blocked the sag seen in current-
clamp recording and increased the apparent duration
of the AHP after depolarizing steps (Figure 4C).
Blockade of Hyperpolarization-Activated
Outward Current with Barium
The current responsible for the high input resistance of
the cholinergic interneuron when measured early in the
response possessed the characteristics of a fast hyper-
polarization-activated K+ current (KIR). To confirm the
identification of this current, barium (100 µM) was used
to selectively block the early current without affecting
the time-dependent inward current that opposes it. KIR
channels are sensitive to blockade by barium at con-
centrations near 100 µM (Hagiwara et al., 1978; Choe
et al., 1998). In eight of eight cells tested, barium pro-
duced a decrease in the input resistance of cholinergic
cells in the −100 to −60 mV range and abolished the
fast outward current in response to hyperpolarization
(Figure 5). Similarly, low concentrations of bariumFigure 5. Effect of Barium on Hyperpolariza-
tion-Activated Currents and Hyperpolarizing
Responses in Cholinergic Interneurons
(A) Current responses to hyperpolarizing
steps in control and barium-containing
ACSF. Like the cell in Figure 4, this cell does
not have a negative-slope conductance re-
gion negative to −60 mV, but nonetheless
shows a strong barium-sensitive hyperpolar-
ization-activated current.
(B) Early and Late I-V curves, measured as in
Figure 2, for the same cell before and after
barium application. Note that barium appli-
cation shifted the I-V curves in the inward
direction and made the Early I-V curve more
linear, while the Late I-V curve was only
shifted in the negative direction.
(C) The barium-sensitive component of the
early current, obtained by subtracting the bar-
ium instantaneous I-V curve from the control.
Note the reversal of the barium-sensitive
current near EK.
(D) Effect of barium on hyperpolarizations
evoked by current pulses or spike afterhy-
perpolarizations. Barium reduced the ampli-
tude of hyperpolarizations and shortened
their time to peak. The sag response to hy-
perpolarization was unaffected.slowed and reduced the response to small hyperpolar-
izing currents measured in current clamp and reduced
the amplitudes of the AHP seen in response to offset
of a depolarizing current pulse (Figure 5). These effects
of barium were not accompanied by any reduction in
the HCN current. The barium-sensitive component of
the instantaneous I-V curve, obtained by subtraction,
showed a negative slope conductance between −60
and −80 and reversal near the potassium equilibrium
potential, which is characteristic of KIR. The reversal
potential of the barium-sensitive current was measured
by the intersection between the instantaneous I-V
curve before and after barium treatment. In all cases it
was between −90 and −100 mV.
Spontaneous Oscillations and Bursting
As previously reported (Bennett and Wilson, 1999),
nearly all striatal cholinergic interneurons recorded in
slices were spontaneously active, but they exhibited a
wide range of spontaneous firing patterns. The most
common firing patterns were rhythmic single spiking
and an irregular single spiking pattern that included
spontaneous hyperpolarizations and bursts of various
durations. A smaller proportion of cells exhibited rhyth-
mic bursting at rates lower than 1/s. Slow oscillations
of firing frequency or episodes of irregular activity were
seen in nearly all cells, even those firing in the rhythmic
single spiking pattern. The prevalence of spontaneous
pauses associated with hyperpolarizations raised the
possibility that the mechanism responsible for amplify-
ing hyperpolarizations described above may play some
part in generating these patterns. Bennett and Wilson
(1999) previously showed that for cells firing in the
rhythmic single spiking pattern, application of TTX abo-
lishes spontaneous membrane potential oscillations,
and this was accompanied by the establishment of a
stable resting membrane potential at about −60 mV in
Neuron
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patterns were excluded from the sample of that previ-
ous paper. The 33 cells tested with TTX in the present
sample exhibited the entire range of spontaneous ac-
tivity seen in previous studies. One cell had no sponta-
neous activity, two fired slowly and irregularly, sixteen
were firing in the rhythmic single spiking pattern, nine
were irregularly firing with pauses and bursts, and two
exhibited slow, rhythmic membrane potential oscilla-
tions producing bursting. In all cases, spontaneous fir-
ing was measured in the cell-attached mode before and
during perforation (which took 20–40 min), and so
spontaneous activity or its absence could not be attrib-
uted to damage caused by intracellular dialysis. In the
19 cells for which voltage-clamp data were available,
the pattern of spontaneous activity was closely related
to the features of the instantaneous and steady-state
I-V curves. Most (six of eight) rhythmically bursting or
irregularly firing neurons with large spontaneous hyper-
polarizing potentials also showed a negative-slope
conductance region in their instantaneous I-V curves
negative to −60 mV. Cells firing sparsely, or firing in the
rhythmic single spiking pattern, usually (eight of eleven)
showed insufficient hyperpolarization-activated K+ cur-
rent to generate a negative-slope conductance region
in their instantaneous I-V curves. For the larger sample
of 33 cells treated with TTX and studied in current
clamp, most (14 of 16) cells firing in the rhythmic single F
spiking pattern exhibited no membrane potential oscil- t
lations after TTX treatment, as reported previously (
b(Bennett et al., 2000) and as shown in Figure 6A. The
(exceptional two neurons fired in the rhythmic single
tspiking pattern but had powerful hyperpolarization-
iactivated K+ currents and clear negative slope regions
(
in their voltage-clamp I-V curves. Those cells, like other e
cells with this characteristic, showed large-amplitude o
hmembrane potential oscillations after TTX treatment.
bAn example showing a cell firing in the rhythmic
ibursting pattern and exhibiting slow membrane oscilla-
itions after TTX is shown in Figure 6B. TTX-insensitive
t
oscillations always consisted of rhythmic hyperpolariz-
ing potentials, in which the membrane potential tra-
versed the range covered by the negative-slope con- o
ductance region seen in the instantaneous I-V curve a
(−60 to −80 mV). n
t
nApamin-Induced Bursting
Bennett et al. (2000) showed that blockade of SK chan- l
anels with the toxin apamin could induce rhythmic burst-
ing in all spontaneously active cholinergic interneurons. t
tThis apamin-induced firing pattern was proposed as a
model for spontaneous bursting. As a test for the appli-
cability of this model, apamin and TTX were applied B
Tsequentially to nine neurons. Of these, seven were ini-
tially firing in the rhythmic single spiking pattern, and c
ntwo had irregular firing with spontaneous hyperpolariz-
ing potentials. After application of apamin (100 nM), all p
hnine cells exhibited rhythmic bursting as described by
Bennett et al. (2000). Subsequent treatment with TTX a
habolished spiking, but also abolished all subthreshold
membrane potential oscillations in the seven cells that h
tshowed rhythmic single spiking before apamin (Figure
7A). Both neurons that showed some subthreshold tigure 6. Effect of TTX on Two Different Spontaneous Firing Pat-
erns of Cholinergic Interneurons
A) A cell exhibiting rhythmic single spiking acquires a stable mem-
rane potential after TTX administration, as reported previously
Bennett et al., 2000). This is typical of neurons not showing a nega-
ive-slope conductance region in their instantaneous I-V curves, as
n Figures 4 and 5.
B) A cell whose spontaneous activity consists of rhythmically gen-
rated bursts continues to exhibit rhythmic membrane potential
scillations after TTX. The rhythmic oscillations consist mostly of
yperpolarizing events similar to those interrupting firing during the
ursting pattern. This pattern, and a less regular pattern of firing
nterrupted by hyperpolarizations, is characteristic of cells exhibit-
ng powerful KIR currents that produce a negative-slope conduc-
ance region in the instantaneous I-V curve (as in Figures 1–3).scillations before apamin also exhibited oscillations
fter TTX, and these resembled those seen in sponta-
eously bursting cells treated with TTX alone. Applica-
ion of apamin after blockade of Na+ channels with TTX
ever induced subthreshold membrane potential oscil-
ations in cells that did not show these spontaneously
fter TTX (in eight cells tried) and did not alter the sub-
hreshold membrane potential oscillations seen in cells
hat did oscillate after TTX (Figure 7B, n = 4).
lockade of Oscillations by Cs+ and ZD7288
he combination of KIR and HCN channels observed in
holinergic interneurons suggests one possible mecha-
ism for TTX-insensitive excitability in the membrane
otential range between −80 and −60 mV. Any small
yperpolarization that moved the membrane potential
way from the resting potential could engage the fast
yperpolarization-activated K+ current, which would
yperpolarize the cell further, until the membrane po-
ential achieved the reversal potential for the combina-
ion of active conductances that includes the KIR. The
Regenerative Hyperpolarizations
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Be Sensitive to TTX
(A) A cell that fired in the rhythmic single spiking pattern in control
solution, but exhibited rhythmic bursting after treatment with
apamin, showed only a stable resting potential after treatment with
TTX. Apamin-induced oscillations occurred in all cells, regardless
of whether they showed spontaneous hyperpolarizations or had a
negative-slope conductance region below −60 mV.
(B) Abolition of spontaneous membrane potential oscillations with
cesium. Control shows spontaneous activity of a cell firing in an
irregular single spiking mode with spontaneous hyperpolarizations.
After TTX, the cell exhibited spontaneous membrane potential
oscillations that were not blocked by apamin. Addition of 3 mM
cesium blocked membrane potential oscillations, and the cell ac-
quired a stable resting membrane potential.resulting hyperpolarization would gradually engage the
HCN channel, which would then return the membrane
potential to its stable resting value over a period of sev-
eral hundred milliseconds. This regenerative hyperpo-
larization is the apparent mechanism for the all-or-noth-
ing hyperpolarizations seen in cells with powerful KIR
channels when challenged with hyperpolarizing current
pulses or with the AHP current after a period of depo-
larization. If the KIR current were strong enough, it
might even be possible for it to destabilize the mem-brane potential, so that another hyperpolarization
would be triggered when the membrane potential had
recovered enough to deactivate the HCN current. If so,
the slow membrane potential oscillations and sponta-
neous pauses would be sensitive to blockade of these
currents with barium, cesium, or ZD7288. This potential
mechanism for slow oscillations was tested by applica-
tion of cesium or ZD7288 to cells exhibiting slow oscil-
lations after TTX. Cs+ (three cells) always abolished
membrane potential oscillations seen after TTX, includ-
ing those cells pretreated with apamin. An example is
shown in Figure 7B. ZD7288 was somewhat less reli-
able, blocking oscillations in two of four cells. Cs+ also
blocked spontaneous bursting and spontaneous hy-
perpolarizations in all cells not pretreated with TTX
(three of three cells). In all cases, the stable membrane
potential achieved after cesium treatment was near that
seen at the depolarizing maximum of the membrane
potential oscillation.
Dynamic Mechanism of the Slow Oscillation
A summary of the mechanism of the TTX-insensitive
slow oscillation in cholinergic interneurons is shown in
Figure 8. Although the ionic mechanism is different, theFigure 8. Dynamic Mechanism of the TTX-Insensitive Oscillation
(Aa) Composition of the instantaneous I-V curve in a simple model
of the oscillation. EH = −40 mV, E L= −60 mV, EK = −90 mV, VhH =
−90 mV, VhIR = −90 mV, VsH = 6 mV, VsIR = 6 mV, τH = 300 ms, gIR =
2.75 mS/cm2, gL = 0.08 mS/cm
2, gH = 2.0 mS/cm
2, C = 1 µF/cm2.
(Ab) The effect of HCN activation on the instantaneous I-V curve.
The instantaneous I-V curve is plotted for a range of instantaneous
values of gH.
(Ba) Simulated spontaneous oscillations allowing HCN activation
to vary with changes in voltage. Five key points along a single cycle
of the oscillation are indicated by colored dots. (Bb–Bf) Snapshots
showing the instantaneous I-V curve, the membrane potential (col-
ored dot), the rate of change of membrane potential (colored ar-
row), and the direction of change of HCN for each of the selected
points in one cycle. The oscillation arises because both the depo-
larized and hyperpolarized equilibrium points are destabilized by
changes in HCN activation that result when the membrane poten-
tial visits the equilibrium.
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582dynamic mechanism shown resembles the bistability of m
thalamic neurons as described by Crunelli et al. (2002) l
and illustrated in their paper. The instantaneous I-V T
curve of the cholinergic interneuron is shown in Figure t
8Aa as composed of three conductances: KIR, HCN, c
and a leak conductance. KIR has a reversal potential c
corresponding to the K+ equilibrium potential and is I
half-activated at about the same potential. As a result, m
current through the KIR channel is outward for all volt- t
ages positive to EK and decreases with depolarization, s
as seen for the barium-sensitive current in Figure 5C. e
Because this current activates very rapidly (e.g., Stan- o
den and Stanfield, 1978), the cell’s instantaneous I-V p
curve always reproduces the activation curve for KIR c
current. The HCN conductance is much slower to acti-
vate and deactivate, however, and so at any one mo- D
ment has a linear I-V curve, with a slope that changes
slowly in a voltage-sensitive way. The reversal potential P
of HCN is positive to its activation range and is shown f
here as −40 mV. The third conductance is a constant S
leak with a reversal potential negative to that of HCN g
and positive to EK. The I-V curves for KIR and leak con- v
ductance are constant throughout the oscillatory cycle, m
but the HCN conductance increases and decreases p
slowly with voltage changes. The effect of changes in c
HCN on the I-V curve of the neuron is shown in Figure s
8Ab. When the cell is depolarized and HCN is deacti- (
vated, the net current has only a single, very negative G
zero current point. With increasing activation of HCN, c
the I-V curve drops so that it may have three zero- a
crossings, one near −80 mV, one near −70 mV, and one n
near −50 mV. The intermediate point is unstable, while o
the very negative and very positive points are stable. i
At this level of HCN activation, the cell is bistable, and s
the membrane potential will tend toward one of the two p
stable equilibria, depending upon the position of the c
initial point relative to the unstable equilibrium. Finally, n
with increases in HCN, the negative and middle zero a
crossings disappear, and the more positive zero cross- t
ing is the only stable membrane potential. Oscillations T
arise because voltage changes in HCN activation move
s
the I-V curve in a way that destabilizes the membrane
l
potential no matter where it is, as shown in Figure 8B.
eFigure 8Ba shows a simulation of the slow TTX-insensi-
etive membrane potential oscillation generated by the
conductances as shown in Figure 8A. Key points along
Hthe membrane potential trajectory are indicated by col-
Aored dots, and the instantaneous I-V curve is drawn for
Tthe value of HCN activation at that point in the cycle.
fThe membrane potential at each time point is indicated
lby the colored point along the abscissa, and the rate
mof change of voltage is represented by the length of the
tarrow arising from that point. The direction of change
cof HCN activation is indicated by the direction of the
sarrow in the upper right in each frame. During the slow,
lrelatively depolarized phase (Figures 8Bb and 8Bc) of
pthe cycle, HCN activation from the previous hyperpolar-
rization is gradually decreasing according to the time
rconstant of its deactivation (300 ms in this simulation).
pAs HCN deactivates, the I-V curve has three zero cross-
(ings, and the membrane potential lies on the rightmost
fone, gradually moving to the left as the I-V curve rises.
rAt the point indicated by Figure 8Bc, HCN activation is
at its minimum, and the right and middle zero crossings serge and disappear, leaving only the very negative
eftmost equilibrium as the only stable point for the cell.
he membrane potential hyperpolarizes rapidly and at-
ains its minimum when it arrives at the leftmost zero
rossing (Figure 8Bd). Because of the hyperpolarizing
hange in membrane potential, HCN activates, and the
-V curve again acquires three zero crossings. The
embrane potential slowly follows the movement of
he leftmost equilibrium as it moves to the right. With
ufficient activation of HCN, the leftmost and middle
quilibria collide and disappear (Figure 8Be), leaving
nly the depolarized equilibrium, and the membrane
otential rapidly depolarizes to the rightmost zero
rossing, from which the cycle repeats.
iscussion
auses Are a Key Signal
or the Cholinergic Neurons
triatal cholinergic interneurons maintain a tonic back-
round firing independently of synaptic input. This pro-
ides a background acetylcholine release that acts to
aintain a muscarinic modulation of ion channels im-
ortant for synaptic integration in the spiny projection
ells (Akins et al., 1990; Gabel and Nisenbaum, 1999),
ynaptic plasticity at glutamatergic afferent synapses
Centzone et al., 2003), and transmitter release at
ABAergic interneuronal synapses on the projection
ells (Koos and Tepper, 2002). It is also responsible for
tonic nicotinic modulation of dopamine release from
igrostriatal axons (Zhou et al., 2001) and possibly at
ther sites. The tonic firing of cholinergic interneurons
s interrupted during presentation of salient sensory
timuli, for example, stimuli used as trigger signals for
erformance of operant tasks (Aosaki et al., 1994a; Api-
ella, 2002; Morris et al., 2004). Thus, a large compo-
ent of the function of the cholinergic cell lies in its
bility to interrupt its ongoing activity. The duration of
he pauses (about 200 ms) has not been accounted for.
hey outlast IPSPs triggered by local stimulation in
lices (e.g., Bennett and Wilson, 1998) and are also
onger than the average interspike interval of the cholin-




he results reported here, combined with our previous
indings, reveal a mechanism that amplifies and pro-
ongs hyperpolarizing events and also makes them
ore stereotyped. The mechanism consists of the in-
eraction of three ion channels: (1) the persistent Na+
hannel, which is activated in the voltage range of the
ubthreshold approach to firing over most of the depo-
arizing phase of the interspike interval, (2) a hyper-
olarization-activated potassium current (KIR) that can
apidly and regeneratively hyperpolarize the neuron in
esponse to small hyperpolarizations, and (3) the hy-
erpolarization-activated nonspecific cation current
HCN), whose activation is responsible for the recovery
rom hyperpolarizations and thus determines their du-
ation. These mechanisms not only shape the re-
ponses to inhibitory inputs, but are also prominent in
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gle or multiple action potentials. They are responsible
for the spontaneous pauses that are common in the
background firing patterns of cholinergic interneurons.
Finally, the interaction of these mechanisms largely
constitutes the mechanism for slow membrane poten-
tial oscillations that underlie rhythmic bursting in cho-
linergic interneurons. Deactivation of the persistent so-
dium current is regenerative and can amplify IPSPs in
neurons (Stuart, 1999), but for the spontaneous firing
of striatal cholinergic interneurons, its regenerative ef-
fect is moderated by the fact that the sodium current is
near the limit of its activation range. Persistent sodium
current contributes substantially to the current balance
in cholinergic cells at membrane potentials above −60
mV (Bennett et al., 2000; also Figure 2C), whereas the
membrane potential during AHPs, rhythmic bursting,
and spontaneous single hyperpolarizations often at-
tains values of −80 or below. To trigger a large hyperpo-
larizing event, it is necessary to overcome the depolar-
izing influence of the persistent sodium current, and so
this current has a role in determining the size of the
hyperpolarization necessary to trigger a regenerative
hyperpolarization, but does not determine its depth or
duration. In some cholinergic cells, slow membrane po-
tential oscillations caused by outward currents were
seen only after blockade of sodium currents with TTX.
Deactivation of persistent Na+ can be decisive in the
earliest phase of the generation of a large hyperpolariz-
ing event. Dopamine, by virtue of its action on D2 re-
ceptors, has recently been shown to promote slow in-
activation of persistent Na+ channels, thereby slowing
pacemaking in cholinergic interneurons (Maurice et al.,
2004). The results here suggest that, at least part of
the time, this action of dopamine could be sufficient
to produce a large hyperpolarizing event. These results
show that a barium-sensitive fast KIR current is most
directly responsible for the deep hyperpolarization that
occurs during AHPs and spontaneous hyperpolariza-
tions. This current deactivates over nearly the same
voltage range observed in activation of the persistent
sodium current, and these two fast currents together
act to destabilize the equilibrium membrane potential
of the cholinergic interneuron. KIR conductances have
previously not been considered a common generator of
oscillations in central neurons. In most cells possessing
them, KIR currents contribute to a hyperpolarized
membrane potential and a low input resistance at rest.
In the striatal spiny neuron, for example, KIR conduc-
tance is largely responsible for the very hyperpolarized
resting membrane potential (Kawaguchi et al., 1989; Ni-
senbaum and Wilson, 1995). Even in that cell, however,
the presence of KIR currents increases the effective in-
put resistance of the cell in the critical membrane
potential range between the hyperpolarized Down and
depolarized Up states (Wilson and Kawaguchi, 1996).
This effect is similar to the one described here, but
without the depolarizing influence of a strong HCN cur-
rent. In skeletal muscle fibers (e.g., Standen and Stan-
field, 1978) and the starfish egg (Hagiwara et al., 1978),
a clear negative-slope conductance region is present
in the I-V curve, associated with the deactivation of KIR
and blocked by submillimolar concentrations of bar-
ium. The negative slope conductance generated by KIRhas been shown to be important in the repolarization
of cardiac muscle (Shimoni et al., 1992), endothelial
smooth muscle (Silver and DeCoursey, 1990), and also
a cell related to the neurons studied here—the choliner-
gic neurons in nucleus basalis (Yamaguchi et al., 1990).
The results reported here show that in some neurons
the negative slope conductance generated by KIR can
be the basis for regenerative membrane potential re-
sponses and oscillations. Because the activation of KIR
is very rapid, it can produce a rapid polarization that
can take the cell close to the potassium reversal poten-
tial before there is any substantial activation of the HCN
channel that opposes it. In some cholinergic interneu-
rons, these large hyperpolarizations take on an all-or-
none character, while in others they do not become
self-sustaining, but instead appear as a large increase
in the cells’ input resistances between −60 and −80 mV.
The influence of this current is strongly evident in the
long-lasting AHP triggered by brief periods of driven
firing. Blockade of KIR by cesium or barium (or ZD7288)
nearly abolished the AHP, although the AHP current
itself was apparently unaltered. The hyperpolarizing
influence of KIR currents is transient because of the
subsequent activation of hyperpolarization-activated
cation current HCN. HCN channels have long been rec-
ognized as an important component of the cholinergic
neuron and were identified as responsible for the prom-
inent sag response to hyperpolarizing current pulses
(Bennett et al., 2000). At least two different HCN chan-
nel subunits are expressed in striatal cholinergic cells
(Santora et al., 2000). The combination of channel sub-
units determines the voltage sensitivity and time con-
stant of activation of HCN currents (Robinson and Sie-
gelbaum, 2003). These parameters of the HCN current
are critical for generating the hyperpolarizing re-
sponses of striatal cholinergic neurons. Activation of
HCN current returns the membrane potential to the ac-
tivation region for the persistent Na+ current, thereby
causing the resumption of spontaneous firing after a
hyperpolarizing event. The duration of hyperpolarizing
events is primarily determined by the HCN time con-
stant, rather than by the duration of the hyperpolarizing
influence. This is what causes the stereotyped appear-
ance of hyperpolarizations in these cells, regardless of
the event that triggers them. The voltage sensitivity of
the HCN current relative to KIR is critical for generating
spontaneous slow membrane potential oscillations
during spontaneous rhythmic bursting (or oscillations
after TTX). Such oscillations occur when, after a hyper-
polarization, the HCN current brings the membrane po-
tential back to a level required for activation of KIR and
then deactivates, leaving KIR as the dominant mem-
brane conductance and triggering another cycle of the
oscillation. HCN must therefore deactivate at more hy-
perpolarized potentials than the KIR current.
The Pause Response In Vivo as an Amplified
Hyperpolarizing Event
Of course, in slices it is impossible for us to obtain a
complete description of the events that lead to the
pause response of cholinergic interneurons during
learning in vivo. There are a number of pathways by
which thalamic or cortical inputs might produce an inhi-
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584tbition that could trigger a regenerative hyperpolarizing
fevent. The results reported here indicate that inhibitory
sinputs that exceed a threshold size will trigger a pause
s
whose size and duration is determined by cellular prop- a
erties, rather than by the origin, size, or duration of the o
ninhibition. In this sense, the cholinergic cell is making a
wdiscrete decision about whether or not to respond to
aits input, rather than producing a response that is
wgraded along some input variable. This is in accor-
Z
dance with the recent report by Morris et al. (2004) b
showing that the amplitudes of responses of tonically
uactive neurons (unlike nigrostriatal dopamine neurons)
wdo not vary with reward probability or any other psy-
tchological variable in the task, but are simply present
aor absent. Morris et al. speculated that the pause re-
a
sponse and accompanying transient decrease in ACh m
release may produce a time window during which cor- t
sticostriatal synapses are eligible to undergo synaptic
Hplasticity. If this is so, the mechanism described here
rwould largely control the duration of that eligibility win-
mdow and the sensitivity of the cell to the triggering in-
put. The firing of the cholinergic neuron does not offer
a clear reflection of any of its inputs. The tonic firing of
the neuron is not a result of synaptic excitation, but is
generated by the TTX-sensitive persistent sodium cur-
rent, as well as the calcium-dependent potassium and
other AHP currents (Bennett et al., 2000). The rhythmic
bursting pattern seen in some cells and the irregulari-
ties in firing seen in nearly all cells arise from the in-
teraction between tonic firing and the regenerative hy-
Aperpolarization mechanism described here. Even the
synaptically-evoked pauses seen during performance
T
of operant conditioning tasks are probably shaped and p
processed by intrinsic cellular mechanisms that make N




PRecordings were made in slices prepared from 41 Sprague-Dawley
rats (P21–P24) of both sexes. Animals were deeply anesthetized
with a mixture of ketamine and xylazine and perfused intracardially R
with 30–50 ml of ice-cold saline containing 230 mM sucrose, 2.5
mM KCl, 1.25 mM NaH2PO4, 0.5 mM CaCl2, 10 mM MgSO4, and 10 A
mM glucose (Aghajanian and Rasmussen, 1989). t
The brains were removed and sectioned in the coronal or para- v
sagittal planes at 300 µm thickness, and the sections were stored A
at room temperature in oxygenated artificial cerebrospinal fluid l
(ACSF) containing 126 mM NaCl, 2.5 mM KCl, 1.25 mM NaH2PO4, t
2 mM CaCl2, 2 mM MgSO4, and 10 mM glucose. Recordings were
Amade at 32°–35°C in the same oxygenated solution. Cell-attached
arecordings were obtained under visual control using micropipettes
tfilled (except for the tip) with 119 mM K-MeSO4, 12 mM KCl, 1 mM
iMgCl2, 1 mM EGTA, 0.1 mM CaCl2, 10 mM HEPES, 0.4 mM Na-
AGTP, 2 mM Mg-ATP, and 100 µg/ml gramicidin (pH 7.4). A 200 mg/
nml gramicidin stock solution was made fresh daily in methanol or
sDMSO and diluted to obtain the final concentration of the solvent
to 0.05%. Gramicidin was added to the electrode filling solution A
and was sonicated for at least 5 min within 20 min of use. Micro- s
electrodes had resistances between 2.5 M and 5 M when mea- s
sured at the time of use. Recordings were made using an Axon A
Instruments (Union City, CA) Axopatch 200B amplifier. Access re- a
sistance achieved its stable final value within 20–40 min after seal l
formation. Perforation of the cell membrane in the cell-attached
Bconfiguration was monitored continuously, and current-clamp re-
pcordings were obtained (using the Fast I-Clamp mode) when the
8access resistance stabilized at 50 M or less. Compensation of
electrode capacitance was achieved electronically at the time of Bhe recording, but compensation of electrode resistance was per-
ormed computationally offline. In some cells, a stable access re-
istance of 30 M or less was achieved, and these cells were also
tudied by somatic voltage clamp. Access resistances in the volt-
ge-clamp sample varied from 12 to 30 M, with a median value
f 20 M. Because of the high input resistance of cholinergic inter-
eurons (200–800 M), voltage errors due to access resistance
ere always less than 15% and were generally less than 10%. Volt-
ge errors were corrected offline. TTX (1µM; Tocris Cookson, Ball-
in, MO), barium chloride (100 µM), cesium chloride (3 mM), or
D7288 (100 µM) (Tocris Cookson) were applied by addition to the
ath.
Simulations of the TTX-insensitive oscillation were performed
sing xppaut (Ermentrout, 2002). Activation of KIR conductance
as treated as instantaneous, resulting in a two-dimensional sys-
em represented by the following equations, in which VhIR and VhH
re the half-activation voltages of KIR and HCN, respectively; VsIR
nd VsH are their slope factors; and gL and gIR and gH are the
aximal values of the leak, KIR, and HCN conductances, respec-
ively. The reversal potentials are indicated by EL, EIR, and EK. For
implicity, the time constant of activation and deactivation of the
CN current τH was treated as constant over the limited voltage
ange used in the simulations. C is the specific capacitance of the
embrane.
cknowledgments
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