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Abstract. Typically, the entropy of an isolated system in equilibrium is calculated by counting the number
of accessible microstates, or in more general cases by using the Gibbs formula. In irreversible processes
entropy spontaneously increases and this is understood from statistical arguments. We propose a new
measure of entropy based on the level of irreversibility of a process. This formulation agrees in first ap-
proximation with the usual methods of calculating entropy and can be readily applied in the case of a
black hole in the semiclassical regime.
PACS. PACS-key discribing text of that key – PACS-key discribing text of that key
1 Introduction
Classically, the laws of black hole mechanics closely re-
semble the laws of thermodynamics [1,2]. In particular,
the surface area of a black hole is always non-decreasing,
analogous to the 2nd law of thermodynamics which states
that entropy is always non decreasing. When quantum ef-
fects are included, the laws of black hole mechanics are
interpreted as being true thermodynamics properties [3].
A black hole is found to have entropy S = A4 in Planck
units where A is the surface area of the black hole [4]. Af-
ter this identification, there is mounting evidence that the
generalized second law of thermodynamics holds at least
semi-classically [5,6].
However, there is no widely accepted interpretation of
what or even where the degrees of freedom of a black hole’s
entropy are. Perhaps a quantum theory of gravity will be
required to resolve this question and a deeper understand-
ing of the notion of entropy itself. Motivated by this, we
take the second law of thermodynamics to be the most
fundamental property of entropy and use it as a guide
to construct a new measure of entropy, the time relative
entropy.
The time relative entropy is a measure of the irre-
versibility of a process relative to another process and,
to first approximation, we show that the time relative en-
tropy agrees with the usual methods of calculating entropy
and can be readily applied to the case of a black hole in
the semiclassical regime. We hope that the time relative
entropy may lead to a better understanding of some of
the above issues. Perhaps more fundamentally, entropy
has more do to with irreversibility and the arrow of time
than the microstates themselves.
2 Semi-classical dynamics
We describe a dynamical system with a state p being a
vector describing a probability distribution over a set A
where A is interpreted as a set of accessible cells of the
system. For a fixed time step δt, we describe the dynamics
of the state with a probability transition matrix (PTM),
D(δt) . In this way we model the dynamics of a system
using a Markov chain so p(kδt) = Dk(δt)p(0). The above
can be viewed as a discretized version of dynamics on some
phase space.
For example, in this paper, we will be considering a
semi-classical system. To obtain our semi-classical system
using the model above, we start with a classical system
with N particles defined by a time independent Hamil-
tonian on some phase space at fixed energy E. We set
A(E) to be the accessible phase space of the system at
fixed energy E partitioned by cells of size (~/2)3N . Semi-
classically, these cells represent with maximum certainty
the momenta and positions of the N particles. We will
assume that A is finite. Since we can not precisely cal-
culate trajectories of these N particles due to quantum
fluctuations, we use a probability distribution p over A
rather than a point in phase space and describe the state
with dynamics described with a PTM. We describe how
to construct the PTM in section 4.
2.1 Time relative entropy
With the above system, define K to be a subsystem if
K ⊂ A and K 6= ∅
Let Kx and Ky be two subsystems such that Kx∩Ky =
∅. we define the time relative entropy of Kx with respect
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to Ky as
S(Kx|Ky) = log
(
τ(Kx → Ky)
τ(Ky → Kx)
)
, (1)
where τ(Kx → Ky) is the expected time for the system
initially in a cell in Kx to evolve into a cell in Ky, averaged
over all the cells in Kx.
Note that if S(Kx|Ky) > 0, then it takes longer for
the system to go from a cell Kx to Ky than it does from
a cell in Ky to Kx on average. In this case we say that
the process of evolving from Kx to Ky is more irreversible
than the process of evolving from Ky to Kx.
3 Ideal gas heuristic example
Consider the microcanonical ensemble of an ideal gas in
a box with volume V and N particles at fixed energy E.
Let A be the accessible phase space partitioned into cells
of size (~/2)3N . From the uncertainty principle, these cells
represents the possible points the system could be in phase
space with maximum precision semi-classically.
– Let Ky be the subsystem corresponding to the collec-
tion of cells where the N particles are all on one side
of the box, contained within volume V ′ < V .
– Let Kx = A\Ky, which is approximately the whole
phase space provided |Kx| >> |Ky|. This will be the
case for ‘generic’ choices of V ′.
Since below we give only a heuristic calculation for a time
relative entropy as an example, ‘generic’ and be though of
as a reasonable choice.
As a rough estimate for the ratio of the expected times,
we discretize time by the characteristic time step ∆t de-
fined as the minimum time required for a particle to move
from one side of the box to the other at its average veloc-
ity, so
∆t ∝ V
1
3
< velocity >
. (2)
After this time, we expect the system to be approximately
in any cell in A with equal probability since the particles
have had enough time to transverse anywhere within the
box. We make the following estimations:
τ(Ky → Kx) ≈ ∆t (3)
since |Kx| is much larger than |Ky| and so similar to the
diffusion of a gas, we expect this process to be quick and
take only one time step. Another way to see this is to
view τ(Ky → Kx) as the expected time it takes at least
one particle to leave the volume V ′.
τ(Kx → Ky) ≈ ∆t |Kx||Ky| = ∆t
(
V
V ′
)N
(4)
since after |A| time steps, we expect the to system trans-
verses every cell once. In this time, the system is in Kx
for |Kx| time steps and Ky for |Ky| time steps. Hence
S(Kx|Ky) = log
((
V
V ′
)N)
(5)
It agrees with the usual formula for the differences of en-
tropies of two microcanonical ensembles with different vol-
umes1, so Eq. (5) can be interpreted a relative entropy.
Explicitly
S(Kx|Ky) ∝ (S(E, V,N)− S(E, V ′, N)), (6)
where S(E, V,N) is the entropy of an ideal gas in the
microcanonical ensemble. At least at this heuristic level,
the time relative entropy agrees with the usual formula
for entropy. This correspondence extends to the canonical
ensemble since the canonical ensemble can be obtained by
placing the system in a large heat bath, with the heat bath
modeled using the microcanonical ensemble.
Remark 1 One may wonder why the logic that applied Eq.
to (4) can not be applied to Eq. (3). Notice that if we
applied the same logic, then we would have a time step
which is smaller than the discretized time step. Below we
outline how to handle more general time steps.
4 Dynamics
Without loss of generality, given a semi-classical system
as described above, let the cells in A be labelled so that
A = {c1, ..., cΩ} where Ω = |A|. Then p = p(t0) becomes a
Ω-dimensional vector such that each entry, i, is the prob-
ability that the system is in cell C = ci at some time
t0 (p(t0)i = P (C = ci)). After an arbitrary small choice
for the time step, δt, we define the probability transition
matrix (PTM) D = D(δt) as
D(δt)ij = P (C = ci, t0 + δt|C = cj , t0) (7)
and after applying the law of total probabilities we have
D(δt)p(t0) = p(t0 + δt), (8)
D(δt)kp(t0) = p(t0 + kδt), (9)
where we have assumed that the state p(t0 + δt) only de-
pends on the state p(t0) and so the dynamics can be mod-
eled using a Markov chain2.
Using the classical system from which we arrive at our
semi-classical system, we can define P (C = ci, t0 + δt|C =
cj , t0) by calculating how much of the flow, generated by
classical Hamiltonian, from cell cj at time t0 enters the
cell ci after time δt in phase space (Fig. (1)).
Definition 1 Given a classical system defined by a Hamil-
tonian on a phase space and after fixing a time step δt,
1 We set Boltzmann constant equal to 1 (k = 1)
2 If H does not explicitly depend on time, then D also does
not explicitly depend on time. And since the flow after time δt
only depends on the initial conditions z0 and not on the entire
history of the flow, we find that the dynamics can be modeled
as a Markov chain.
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Fig. 1. Flow generated by the Hamiltionion on a simplified
phase space
define D(δt) via P (C = ci, t0 + δt|C = cj , t0) as
D(δt)ij = P (C = ci, t0 + δt|C = cj , t0) =
∫
cj
ρi ◦ γδt(z)dz
=
1
(~/2)3N
∫
cj∩γδt(ci)
dz,
(10)
where ρi(z) = { 1(~/2)3N : z ∈ ci, 0 : otherwise}, γt(z0) is
the flow generated in phase space by H with initial condi-
tion z0 = (x0, p0) at time t = t0 and dz = dx
ndpn is the
volume element in phase space P .
This procedure allows us to take a classical system and
define its dynamics semi-classically.
Theorem 1 D(δt) converges
Proof See known Markov chain result in the literature[?].
Remark 2
γ−t ◦ γt(z0) = z0
γt = P ◦ γ−t ◦ P such that P (x, p) = (x,−p)
Proposition 1 D(δt)ij = D(δt)j′i′ , where i
′ is the label
for cell P (ci) := ci′ .
Proof
We show that
∫
cj
ρi ◦ γδt(z)dz =
∫
ci′
ρj′ ◦ γδt(z)dz∫
cj
ρi ◦ γδt(z)dz = 1(~/2)3N
∫
cj∩γδt(ci) dz
= 1
(~/2)3N
∫
γ−δt(cj)∩ci dz
= 1
(~/2)3N
∫
P◦γδt(P (cj))∩ci dz
= 1
(~/2)3N
∫
γδt(P (cj))∩P (ci) dz =
∫
ci′
ρj′ ◦ γδt(z)dz.
where we use that γt and P are volume preserving maps
in phase space.
Corollary 1 1 = [1, 1, ..., 1]T is an eigenvector of D =
D(δt) with eigenvalue 1
Proof Since D is a PTM,
∑
ij Dijpj = 1 for all probability
distributions pj (Sums of probabilities must equal 1 and
both pj and
∑
ij Dijpj are probability distributions). In
particular, for pj = δjk
1 =
∑
ij Dijpj =
∑
iDik so the sum of any column
of D equals 1. Therefore, 1 =
∑
iDik =
∑
iDk′i′ =∑
i′ Dk′i′ =
∑
iDk′i so sum of any row of D equals 1.
Hence
∑
j Dij1j =
∑
j Dij = 1 or D1 = 1.
Similarly, 1TD = 1T .
We will assume that the system is ergodic so the eigen-
value 1 is not degenerate.
Corollary 2 Limr−→∞(D(δt)r) = 1ΩM , where M is a
matrix such that all its entries are 1
Proof See known Markov chain result in the literature[?].
5 Entropy of microcanonical ensemble
Suppose we have a Hamiltonian system with N particles
with fixed total energy E, which we wish to model semi-
classically. Let K1 ⊂ A be the subsystem of one (arbi-
trary) cell and let Kall ⊂ A = A\K1 be the subsystem
of all the other cells. Without loss of generality label the
arbitrary cell as the last label. Then
S(Kall|K1) = log
(
τ(Kall → K1)
τ(K1 → Kall)
)
, (11)
where
τ(Kall → K1) =
δt[vT1 D(δt)pall + 2(v
T
allD(δt)pall)(v
T
1 D(δt)
2pall)
+3(vTallD(δt)pall)(v
T
allD(δt)
2pall)(v
T
1 D(δt)
3pall)
+...]
= δt
∞∑
n=1
nΠn−1k=0
(
vTallD(δt)
kpall
)
(vT1 D(δt)
npall)
with
pTall =
1
Ω−1 [1, 1, 1, ..., 0], p
T
1 = [0, 0, 0, ..., 1],
vTall = [1, 1, 1, ..., 0], v
T
1 = [0, 0, 0, ..., 1].
A similar expression can be given for τ(K1 → Kall) by
swapping the (all) and (1) index3 . Hence
S(Kall|K1) =
log
(
δt
∑∞
n=1 nΠ
n−1
k=0
(
vTallD(δt)
kpall
)
(vT1 D(δt)
npall)
δt
∑∞
n=1 nΠ
n−1
k=0
(
vT1 D(δt)
kp1
)
(vTallD(δt)
np1)
)
.
(12)
3 In words,
τ(Kall → K1) =
δt
∑∞
n=1 nΠ
n−1
k=0 ((Prob of system in Kall after k steps)
×(Prob of system in K1 after n steps))
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Remark 3 (vTi D(δt)
rpj) is the probability of being in a
cell in Ki after r steps with the state initially uniformly
distributed on Kj .
6 Calculation of S(Kall|K1)
Note that any term of the form vTi D
kpj can be rewritten in
terms of vT1 D
kp1 using corollary (1) so the entropy above
can be written as 4
S(Kall|K1) =
log
∑∞n=1 nΠn−1k=0
[
1− 1Ω−1 (1− f(k))
]
(1− f(n)) 1Ω−1∑∞
n=1 nΠ
n−1
k=0 [f(k)] (1− f(n))
 ,
(13)
where f(k) = v1D
k(δt)p1, which is the probability that
the system remains in cell K1 after k time steps.
6.1 Test functions for f
To understand Eq. (13), we first calculate the expression
using a test function for f . We choose f to be
f(k) = (1− 1
λ
k) : k ≤ k′, f(k) = 1
Ω
: k ≥ k′, (14)
where k′ is defined such that 1 − 1λk′ = 1Ω so k′ ≈ λ.
Without loss of generality we will assume that λ is an
integer. If we assume that 1 < λ << Ω then the numerator
in Eq. (13) becomes
∞∑
n=1
nΠn−1k=0
[
1− 1
Ω − 1(1− f(k))
]
(1− f(n)) 1
Ω − 1
(15a)
≈ 1
Ω
k′∑
n=1
nΠn−1k=0
[
1− 1
Ω
(
k
λ
)](n
λ
)
+
1
Ω
∞∑
n=k′+1
nΠk
′
k=0
[
1− 1
Ω
(
k
λ
)]
Πn−1k=k′
[
1− 1
Ω
]
(15b)
=
1
Ω
k′∑
n=1
n2
λ
(
1
Ωλ
)n
Γ (Ωλ+ 1)
Γ (Ωλ− n+ 1)
+
1
Ω
∞∑
n=k′+1
n
(
1
Ωλ
)k′
Γ (Ωλ+ 1)
Γ (Ωλ− k′ + 1)
(
1− 1
Ω
)n−k′
.
(15c)
Similarly, the denominator is approximately given by
k′∑
n=1
n2
λ
(
1
λ
)n
Γ (λ+ 1)
Γ (λ− n+ 1)+
1
Ω
∞∑
n=k′+1
n
(
1
λ
)k′
λ!
(
1
Ω
)n−k′
.
(16)
4 Example: vTallD
kp1 = (1
T − vT1 )Dkp1 = 1− vT1 Dkp1
Our assumption implies that λ << Ω < Ωλ << Ω2 so
that Γ (Ωλ+1)Γ (Ωλ−z+1) ≈ (Ωλ)z for any z between 1 and λ and
Eq. (15c) becomes
1
Ω
k′∑
n=1
n2
λ
+
1
Ω
∞∑
n=k′+1
n
(
1− 1
Ω
)n−k′
. (17)
Hence
S(Kall|K1) ≈
1
Ω
∑k′
n=1
n2
λ +
1
Ω
∑∞
n=k′+1 n
(
1− 1Ω
)n−k′∑k′
n=1
n2
λ
(
1
λ
)n Γ (λ+1)
Γ (λ−n+1) +
1
Ω
∑∞
n=k′+1 n
(
1
λ
)k′
λ!
(
1
Ω
)n−k′
(18)
≈
1
λ [
1
6k
′(k′ + 1)(2k′ + 1)] + ( 1Ωk
′ + 1)Ω2
Ωh(k′) + (1 + k′ − 1Ωk′) k
′!
k′k′
≈
( 1
Ωk
′ + 1
h(k′)
)
Ω +
1
3
1
h(k′)Ω
k′2 +O(k′), (19)
where
h(k′) =
k′∑
n=1
n2
λ
(
1
λ
)n
Γ (λ+ 1)
Γ (λ− n+ 1)
≈
k′∑
n=1
n2
k′
(
1
k′
)n
k′!
(k′ − n)! . (20)
Note that in Eq. (18), (19) and (20), we used that λ ≈ k′
Conjecture 1 n
2
k′
(
1
k′
)n k′!
(k′−n)! ≤ 1 for integer n ∈ [0, k′].
Proof We have not found a proof for this conjecture. How-
ever, we have analyzed it numerically and it seems to hold.
We leave the proof of this conjecture for future work.
Corollary 3 h(k′) ∈ ( 1k′ , k′).
Remark 4 Even if the lemma is not true, we find that
n2
k′
(
1
k′
)n k′!
(k′−n)! to be of order of at most unity and to
be less than one for almost all values of n. Thus we still
expect the corollary to hold.
Hence for 1 < λ << Ω, we obtain using the corollary,
Ωh(k′) >> (1 + k′)/k′ > (1 + k′ − 1
Ω
k′)/k′ × k
′!
k′k′−1
so the term (1 + k′ − 1Ωk′) k
′!
k′k′
can be ignored in Eq. (19).
Hence
1
λ [
1
6k
′(k′ + 1)(2k′ + 1)] + ( 1Ωk
′ + 1)Ω2
Ωh(k′) + (1 + k′ − 1Ωk′) k
′!
k′k′
≈
( 1
Ωk
′ + 1
h(k′)
)
Ω +
1
3
1
h(k′)Ω
(k′2 + . . .), (21)
where . . . contain lower order terms in k′
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Now, k
′2
Ω <<
Ω2
Ω = Ω and so( 1
Ωk
′ + 1
h(k′)
)
Ω ≈ Ω
h(k′)
>>
1
3
1
h(k′)Ω
k′2. (22)
This means the 13
1
h(k′)Ωk
′2 term can be ignored in Eq. (21)
and so finally,
S(Kall|K1) ≈ log
(( 1
Ωk
′ + 1
h(k′)
)
Ω
)
≈ log( Ω
h(k′)
)
= log(Ω)− log(h(k′)) ≈ log(Ω). (23)
This by using the time relative entropy, we have recov-
ered the standard entropy for the microcanonical ensem-
ble. We will use Eq. (13) to define the total entropy for the
microcanonical ensemble. However, it may seem that the
above result holds only for special choices for f . We show
below that for any choice of f which decays fast enough,
the above results still holds.
Theorem 2 If Ω is very large and f satisfies the following
conditions
1. f(0) = 1 (Automatically satisfied from the definition
of f),
2. limn→∞f(n) → 1Ω (Automatically satisfied from the
definition of f),
3. 0 > f ′ > −∞ ,
4. 1|f ′| << Ω while
1
f << Ω,
5. f ′′ > 0 or f ’ increasing,
then
S(Kall|K1) ≈ log(Ω) (24)
Proof Write f as
f(k) = 1− g(k) for 1 ≤ k < k′
f(k) ≈ 1Ω for k > k′
where k′ is defined so that
1− g(k′) ≈ 1
Ω
=⇒ g(k′) ≈ 1. (25)
Since 1|f ′| << Ω we have that k
′ << Ω. And with condi-
tion 5, we have that
1− g(k) ≤ 1− k
k′
(26)
for k < k′. The total entropy can be approximately written
as
log
(
A+B( 1Ωk
′ + 1)Ω2
ΩC +D(1 + k′ − 1Ωk′)
)
, (27)
where
A =
k′∑
n=1
nΠn−1k=0
[
1− 1
Ω
(g(k))
]
(g(n)), (28a)
B = Πk
′−1
k=0
[
1− 1
Ω
(g(k))
]
, (28b)
C =
k′∑
n=1
nΠn−1k=0 [f(k)] g(n), (28c)
D = Πk
′−1
k=0 [f(k)] . (28d)
Assume for now that ΩC >> D(1 + k′ − 1Ωk′). Then the
total entropy can be approximated by
log
(
A+B( 1Ωk
′ + 1)Ω2
ΩC
)
. (29)
We have that
C ≤
k′∑
n=1
nΠn−1k=0
(
1− k
k′
)
=
k′∑
n=1
n
(
1
k′
)n
k′!
(k′ − n)!
≤
∑
k′ ≤ k′2 (30)
and
C ≥
k′∑
n=1
nΠn−1k=0
(
1
Ω
)( n
k′
)
=
∑ n2
k′
(
1
Ω
)n−1
= O
1
k′
,
(31)
where O ≈ 1. Similarly, find that have that A ≤ 12 (k′2+k′)
and B ≈ 1. Hence
S = log
(
A
ΩC
+B
1
Ωk
′ + 1
C
Ω
)
≈ log(Ω). (32)
Finally, to show that ΩC >> D(1 + k′ − 1Ωk′), we have
that
D(1 + k′− 1
Ω
k′) ≤ k′!
(
1
k′
)k′
(1 + k′) ≤ 2 << CΩ. (33)
Remark 5 This proof should not be considered as com-
pletely rigorous. In particular, k′ may not be so sharply
defined. We leave a rigorous proof of this for future work.
One may criticize that since f depends on the choice of
δt, by making δt small enough one can also make f decay
arbitrarily slowly and break condition 4. However, if δt
is chosen too small, then the semi-classical approximation
breaks down as only the flow at the boundary of the cells
(Fig. (1)) contributes to D.
For the semi-classical approximation to remain valid,
one must allow the flow to ‘well mix’ within a cell, which
we will take to be the minimum time required for the flow
to transverse from one side of the cell to the other side.
δtLB =
∆x
v gives a lower bound for δt, where ∆x is the
spacial dimensions/size of the cell and v is the average
speed of the particles.
By the uncertainty relation, we have ∆x∆p ≥ ~/2.
Using the relation P 2 = 2mE for non relativistic system,
we find that
δtLB =
~/2
∆E
>>
~
E
(34)
which is simply the time energy uncertainly relation. For
a choice of δt ≥ δtLB , we expect that f decays fast enough
to satisfy the conditions of the theorem. It would be in-
teresting to further investigate this with computer simu-
lations and other analysis.
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Fig. 2. Canonical ensemble (subsystem 2) in a heat bath
7 Canonical and Grand Canonical ensemble
The usual expression for entropy can also be recovered for
the canonical and grand canonical ensemble via the micro-
canonical ensemble by putting the system in a large heat
bath. However, one needs to be careful since single celled
subsystems can have different time relative entropies with
respect to each other, and there is no natural choice for
picking out a such a preferred subsystem.
For subsystem 2 in a heat bath as shown in Fig. (2),
the total number of cells in this subsystem at fixed energy
E0 is approximately given by the following expression∑
r
Ω1(E
0 − Er)Ω2(Er), (35)
where Ωi(E) is the number of cells in subsystem i at fixed
energy E and r runs over all the energies subsystem 2
could have. If the heat bath is large, then ErE0 << 1 and
so we can approximate Eq. (35) as∑
r
Ω1(E
0 − Er)Ω2(Er)
≈
∑
r
Ω2(Er)
(
Ω1(E
0) +
dΩ1
dE
(E0 − Er)
)
(36)
≈
∑
r
Ω2(Er)
(
Ae−βEr
)
=
∑
s
(
Ae−βEs
)
= AZ, (37)
where A is some constant, s runs over all the cells in sub-
system 2 and Z is the partition function.
We can now find the time relative entropy of system
in the canonical ensemble with respect to a single celled
subsystem by noticing that this subsystem is really con-
tained in a microcanonical ensemble with the single celled
subsystem really being a multiple celled subsystem of size
Ae−βEs . Using the correspondence between our time rel-
ative entropy and microcanonical ensemble (with a slight
generalization), we find that
S(Kall|Ks) = log
(
ZA
Ae−βEs
)
= log(Z) + βEs. (38)
After averaging over all cells in subsystem 2, we obtain
< S(Kall|Ks) >= log(Z) + β < E >, (39)
1
I
2
Fig. 3. Black hole “subsystems” with photon radiation in grey
where < . . . > denotes the average over all cells. This cor-
responds to the usual expression for entropy in the canon-
ical ensemble. Similar results hold for the grand canonical
ensemble. To generalize the result from the microcanoni-
cal case, we define the total entropy of the system using
the time relative entropy as
S =< S(Kall|Ks) > . (40)
Additionally we find that the time relative entropy with
respect to subsystems with different volumes is approxi-
mately,
S(KV |KV ′) = log(Z(V ))− log(Z(V ′)), (41)
where Z(V ) is the partition function of a subsystem with
volume V .
8 Application to Black holes
We do a heuristic consistency check to see if one can use
the time relative entropy to find the entropy of a black
hole. To do this, we compare the entropy of two black
holes of similar size.
In Fig. (3), the system is a black hole enclosed in a re-
flective cavity just larger than the black hole, so that any
radiation that escapes from the black hole does not es-
cape to infinity. K1 is the subsystem of the non-evaporated
black hole andKI is the subsystem of the evaporated black
hole with the radiation at temperature equal to the Hawk-
ing radiation. K2 is the subsystem of the evaporated black
but with the radiation in a fixed configuration, so that it
is a single cell subsystem (K2 is a subset of KI). We define
a small change in the black hole energy as
δSBH = S(K1|K2). (42)
Remark 6 When all the radiation is within a Planck length
away from the black hole, we will treat the radiation as
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being part of the non-evaporated black hole subsystem. In
other words, K1 can be view as a subset of KI and we take
our system to be a grand canonical ensemble contained
between the reflective cavity and the black hole.
Remark 7 To be precise, since we need all the subsets to
be disjoint, we need to remove K1 and K2 from KI .
To estimate the ratios of the expected times, note that
since KI is much larger K1 and K2 the system will almost
certainly evolve from K1 to K2 via KI , so we can estimate
Eq. (42) as
S(K1|K2) ≈ log
(
τ(K1 → KI) + τ(KI → K2)
τ(K2 → KI) + τ(KI → K1)
)
≈
log
(
τ(KI → K2)
τ(KI → K1)
)
≈ log
(
τ(KI → K2)τ(K1 → KI)
τ(KI → K1)τ(K2 → KI)
)
=
− log
(
τ(KI → K1)
τ(K1 → KI)
)
+ log
(
τ(KI → K2)
τ(K2 → KI)
)
, (43)
where we made the following approximations
τ(KI → Ki) >> τ(Ki → KI) for i = 1, 2
τ(K1→KI)
τ(K2→KI) is order of unity.
Based on correspondence between the time relative en-
tropy and grand canonical ensemble, we find that
log
(
τ(KI → K2)
τ(K2 → KI)
)
= Sphotons (44)
log
(
τ(KI → K1)
τ(K1 → KI)
)
= log(ZV )− log(Z ′V ) ≈
1
4
Sphotons
(45)
Note: ZV is the grand canonical partition of radiation
in the cavity and Z ′V is the grand canonical partition of the
radiation with volume within one Planck length away from
black hole. We used that log(ZV ) >> log(Z
′
V ) and that
log(ZV ) =
1
4Sphotons, derived from the known properties
of ZV for photons .
Remark 8 We have implicitly averaged over all cells on the
left-hand side of Eq. (44) (see section 7) .
Hence
δSBH ≈ 3
4
Sphotons =
U
T
=
δM
T
, (46)
where U is the internal energy of the photon radiation and
M is the mass of the black hole. The internal energy of
the photon radiation is the mass of the black hole lost in
evaporation.
By integrating this expression and using the expression
for T [7] (temperature of Hawking radiation), we find in
natural units that
SBH =
A
4
, (47)
where we have set the arbitrary constant to 0.
The above analysis is reminiscent of calculations of
black hole entropy using its thermal atmosphere [8].
9 Summary
Motivated by some of the interpretational issues with black
hole entropy, we define a new way to calculate the en-
tropy of a system by determining how irreversible a pro-
cess is relative to another process rather than counting
microstates.
This new entropy, the time relative entropy, gives a
reasonable value for various situations and can be used at
least to first approximation to recover the usual entropy
of systems in the microcanonical, canonical and grand
canonical ensemble. We used the time relative entropy to
recover the entropy of a black hole, although the relation-
ship between the mass and temperature of a black hole
was needed.
It would be interesting to investigate Eq. (13) for dif-
ferent functions f with computer simulations or to calcu-
late the ratio of the expected times for simple systems.
As an extension, it would be interesting to see if the
time reversible entropy can be generalized from semi-classical
to fully quantum systems.
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