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Introduction
0.1 Introduction
0.1.1 L’ostéoporose
L’ostéoporose est une maladie osseuse causée par un changement biochimique et hor-
monal qui affecte l’équilibre entre la résorption et la déposition des nouveaux tissus osseux
[235],[38]. Il en résulte une modification de la structure et, dans une moindre mesure, de la
composition du tissu osseux (i.e., de la partie solide) [87], [148] (voir figs. 1 et 2) d’où une
fragilisation du squelette aux conséquences souvent graves.
Environ dix millions d’américains (pour la plupart des femmes ménopausées, donc rela-
tivement âgées) sont actuellement affectés par l’ostéporose (ce chiffre est de trois millions
en France). Le diagnostic et le traitement de cette maladie constituent un enjeu sociale (les
souffrances et la mortalité, suite aux fractures osseuses qu’occasionne cette maladie sont
incommensurables) et économique (rappelons que le seul marché mondial annuelle de médi-
caments, toutes spécialités confondues, était de 427 milliards de dollars en 2002 et de 602
milliards de dollars en 2005 (une augmentation de près de 50% en 4 ans ! ; Le Monde, section
Economie, 27/2/07, p. III), et qu’une partie non-négligeable de ces montants concerne les
traitements hormonaux et autres liés à l’ostéoporose [38]) d’autant plus considérable que le
nombre de personnes âgées ne cesse d’augmenter).
La détection clinique précoce de l’ostéoporose est nécessaire pour commencer au plus tôt
un traitement médical, et celui-ci doit être suivi régulièrement pour éprouver son efficacité.
Actuellement, les rayons X, utilisés pour estimer qualitativement (radiographie) et quantita-
tivement (absorptiométrie) la densité osseuse (indicateur de la quantité d’os), ne permettent
d’expliquer que 50% des accidents dus à la fragilité de l’os [235], [301]. Certains paramètres,
1
2Fig. 1 – Os vertébral d’un sujet jeune normal
Fig. 2 – Os vertébral d’un sujet âgé atteint d’ostéoporose
3liés à l’architecture interne du tissu osseux, et indicatifs de la fragilité de l’objet-os [301], ne
peuvent pas être déterminés par absorptiométrie X [70], [142], [235], [177], [236].
Des images plus détaillées de la structure interne de l’os peuvent être obtenues par tomo-
graphie par rayons-X (QCT, en anglais : Quantitative Computerized Tomography [145] et
IRM (Imagérie par Résonance Magńetique [257]), mais ces techniques sont, soit dangereuses
pour le patient (doses relativement importantes de rayonnement ionisant dans le cas de
QCT), soit très coûteuses (QCT et IRM) ; il n’est donc pas envisageable de les utiliser pour
des examens routiniers que nécessite le diagnostic à grande échelle dans la population et le
suivi de la maladie. De plus, les appareils de QCT et IRM sont lourds et chers et ne peuvent
êtres implantés que dans des cliniques et hopitaux, alors que les medecins voudraient que
ce type d’examen se fasse dans leurs cabinets de consultation (comme pour l’échographie
ultrasonore).
Les vibrations et ondes sonores (y comprises ultrasonores) constituent des alternatives
possibles et/ou des compléments aux rayons X ; elles fournissent un outil puissant pour la
caractérisation des tissus biologiques, en raison de leur capacité à pénétrer ces tissus en
profondeur et à en révéler la santé mécanique [143], [235]. De plus, ces outils sont d’un coût
peu élevé, et emploient des vecteurs non-invasifs et non-ionisants.
L’utilisation des phénomènes vibroacoustiques (y compris ultrasonores) pour caractériser
les tissus osseux devrait donc permettre de diagnostiquer l’ostéoporose avec une meilleure
fiabilité, et d’opérer un suivi de l’évolution de la maladie, notamment au cours de son
traitement [235]. Avant que cela puisse se faire, des recherches approfondies doivent être
effectuées pour bien comprendre comment s’établissent les champs vibratoires et acoustiques
au sein du tissu osseux, et comment extraire les paramètres caractéristiques de l’os à partir
de ces champs.
0.2 Structure de l’os
Superficiellement, les os apparaissent comme des objets assez solides, mais les apparences
peuvent être trompeuses. La plupart des os sont des sandwichs trés élaborés, composés d’une
coque extérieure d’os compact (aussi appelé os cortical), enfermant un milieu poreux (i.e.,
cellulaire) appelé os spongieux ou os trabéculaire. Un exemple en est donné dans la fig. 3 pour
4Fig. 3 – Vue en coupe de la structure interne du femur humain ; on y distingue la partie
corticale externe et la partie spongieuse interne, notamment près de la tête de l’os
le fémur humain. On obtient des images similaires pour d’autres os longs tels que le tibia,
et même pour des os courts tels que les vertèbres dont la partie corticale est moins épaisse.
Les extrémités des os longs et les parties jointives des os courts sont des configurations (d’os
spongieux) répondant probablement à un souci de minimisation de poids tout en fournissant
une grande aire de soutien, ce qui réduit les contraintes de soutien aux joints.
La structure cellulaire de l’os spongieux est montrée dans la fig. 4. Cet os est constitué
d’un réseau interconnecté de tiges (appelées trabécules) et plaques (aussi appelées, par ex-
tension, ou faute de mieux, trabécules). Un réseau de tiges donne lieu à un ensemble peu
dense de cellules (i.e., pores) ouvertes, tandis qu’une prédominance de plaques produit dans
le réseau un ensemble dense de cellules presque ou entièrement fermées. La densité relative
(rapport de la densité de l’os spongieux et de la densité de l’os totalement compact) d’os
spongieux varie entre 0,05 et 0,7, de sorte que l’on qualifie l’os de ’spongieux’ si la densité
relative est inférieure à 0,7 [143] (voir figs. 4, 5, 6).
A une échelle plus petite que dans la fig. 4, cette structure se présente comme dans la
fig. 5, et à une échelle encore plus petite (que l’on peut qualifier de supramicroscopique ;
5Fig. 4 – Vue macroscopique de l’os spongieux
Fig. 5 – Vue mésoscopique de l’os spongieux
6Fig. 6 – Vue supramicroscopique de la paroi d’une trabécule en forme de plaque de l’os
spongieux
7fig. 6) on discerne la structure de la paroi d’une trabécule (en l’occurrence, en forme de
plaque, les autres étant plutôt en forme de tiges). Le choix d’échelle pour caractériser l’os
est évidemment d’une grande importance.
0.3 Le matériau-os
0.3.1 Composition
Les trabécules (tiges et plaques) de l’os spongieux, ainsi que l’os cortical, sont des solides
sous forme de fibres organiques de collagène (des protéines) servant d’hôte (matrice) à un
matériau inorganique minéral, l’hydroxyapatite cristallin (Ca10(PO4)6(OH)2) et le calcium
phosphate amorphe (CaPO3), qui donne la raideur à l’os. La matrice organique constitue
∼35% du poids mouillé de l’os, les composés de calcium ∼45%, et le reste de l’eau. Les
trabécules et l’os cortical ont des densités ρs (le s signifiant ’solide’) de l’ordre de 1900
kg/m3.
Les propriétés mécaniques en rapport avec la composition de la partie corticale des os
longs sont bien connues, mais celles des trabécules sont assez mal connues du fait qu’il n’est
pas facile de varier la composition et de faire des essais mécaniques classiques (traction,
compression, etc.) sur des spécimens aussi petits (de l’ordre du mm ou plus petit).
Les espaces entre les trabécules de l’os spongieux sont remplis d’un matériau visqueux
mi fluide, mi solide, appelé moelle jaune et d’un matériau plutôt fluide appelé moelle rouge
(du fait que le fluide est essentiellement du sang). Les propriétés mécaniques des moelles
sont mal connues [343], [309].
0.3.2 Sous-structures
A l’échelle microscopique (dite échelle matérielle’ (voir la fig. 7), on distingue une struc-
ture hiérarchisée constituée : de cylindres enroulés que sont les ostéons (un peu comme un
tronc d’arbre) en lesquelles se trouvent les canaux haversiens, suivies à l’échelle submicrosco-
pique des lamelles, lacunes et canicules, suivis à l’échelle subsubmicroscopique des fibres de
collagène et de cristaux d’hydroxyapatite, et à l’échelle chimique on distingue les différentes
molécules composant le collagène, l’hydroxyapatite, et les fluides.
8Fig. 7 – Vues, en partant de l’échelle microscopique, vers des échelles toujours plus petites
(de droite à gauche sur la figure), de l’os, montrant son hiérarchie structurale
Pour les besoins de l’analyse qui suit [149], nous ferons abstraction des détails que nous
venons d’évoquer, de sorte qu’à partir d’ici, l’os sera considéré comme un solide diphasique,
dont les deux phases sont, d’une part les trabécules solides homogènes et isotropes, plus ou
moins épaisses et ayant des séparations plus ou moins importantes (indicateur principale de
porosité), et le fluide plus ou moins visqueux occupant les espaces (pores) entre les trabécules.
Nous appellerons cette représentation la microstructure de l’os. Plus tard, nous ferons une
opération mathématique (micro→macro) qui transformera, pour les besoins de la caracté-
risation de l’os, la microstructure en une macrostructure (en réalité, en un continuum sans
dimension caractéristique apparente).
0.4 Lien entre structure et fonction
On sait depuis les travaux de Wolff [391], [89] que le remodelage de l’os (i.e., formation et
destruction du tissu osseux [87], [38]) se fait (durant toute la vie d’un individu) en réponse
aux efforts. Le mécanisme de ce phénomène n’est pas bien compris (et ne fait pas l’objet de
cette thèse). Néanmoins, il est utile de savoir que l’os est un matériau piézoélectrique et que
cette propriété peut être en rapport avec le fait que la croissance de l’os est induite par les
efforts.
9Des comparaisons entre la disposition des trabécules dans l’os spongieux (particuliè-
rement dans les extrémités des os longs ; voir la fig. 3) et les directions des contraintes
principales dans les membres sous chargement, suggèrent que les trabécules se déploient
suivant les trajectoires des contraintes principales [361]. De plus, il semble que la densité de
l’os spongieux dépend de l’amplitude du chargement. En particulier, les structures (dominées
par les tiges) en cellules ouvertes à faible densité, se développent là où la contrainte est
faible, alors que les structures (dominées par les plaques) en cellules presque fermées, à forte
densité, se trouvent dans les régions de plus forte contrainte. Ainsi, la structure de l’objet-os
(e.g., un os long) est hétérogéne et anisotrope à l’échelle macroscopique. Ce fait engendre
d’importantes difficultés en ce qui concerne la caractérisation du matériau.
0.5 Le comportement mécanique quasi-statique de l’os spon-
gieux
0.5.1 Introduction
Les propriétés de l’os spongieux, comme celles de tout matériau cellulaire (e.g., mousses)
sont liées à sa structure et aux propriétés du matériel dont sont composées les parois des
cellules (le squelette, non du corps, mais du matériau). Les descripteurs d’une telle struc-
ture cellulaire sont sa densité relative, ρ∗/ρs (’s’ se rapportant au solide et ’*’ au matériau
cellulaire), le degré d’ouverture (ou fermeture) des pores, la dispersion de taille des pores,
et des paramètres d’anisotropie de forme (dont nous ferons abstraction à présent) [149]. Les
paramètres cruciaux des parois des cellules (i.e., trabécules) sont leur densité ρs, module de
Young Es, la résistance au flambement σys (’y’ pour yield (en anglais)), la résistance à la
fracture σfs et des paramètres de viscoélasticité (que nous ne détaillons pas ici).
Le comportement du matériau (solide ou composite) est décrit sur les graphes (GCD)
contrainte induite ou appliquée (i.e., effort) (σ)–déformation (ε) dont un exemple est donné
dans la fig. 8. Des facteurs tels que la vitesse de chargement, la température, l’anisotropie
et le chargement multiaxial ont aussi une influence sur le comportement du matériau, mais
ne font pas l’objet de la présente discussion.
Les GCD se divisent typiquement en trois régions : élastique, plastique, et fracture (ou
région de densification). L’abscisse marquant le point de transition entre la région élastique
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Fig. 8 – Courbes de contrainte-déformation en compression de l’os spongieux mouillé pour
trois densités relatives [67]
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et la région plastique est le point de flambement εys et l’ordonnée correspondant est σys (ce
point n’est pas toujours facile à définir).
Dans la région élastique, σ varie linéairement avec ε (la pente de cette droite est un
module, e.g., de Young), ce qui veut dire que les parois des cellules fléchissent, se tordent, ou
se compriment axialement. Lorsque l’on relache le chargement, le matériau revient à son état
d’origine ; il y a donc réversibilité tant que l’on n’a pas atteint la contrainte de flambement
lors du chargement. Au delà d’une certaine contrainte critique, les cellules d’un matériau
cellulaire commencent à s’écraser, et si le matériau des parois est élastoplastique (ce qui
n’est que partiellement le cas pour l’os), l’écrasement se fait par flambement élastique des
parois et est réversible. Sinon, lorsque les parois sont composés d’un matériau fragile (ce qui
est aussi partiellement le cas pour l’os), les parois se fracturent fragilement, processus qui est
irréversible, et le comportement est celui de la région centrale (dite de flambement plastique)
relativement plate de la fig. 8. Eventuellement, pour des déformations suffisamment grandes,
la majorité des parois des cellules s’écrase au point que les parois opposées se touchent et
une déformation supplémentaire comprime même le matériau des parois, ce qui donne la
partie finale ascendante (dite de densification) des courbes dans la fig. 8.
Au niveau de l’os-objet, on peut dire, que dans la région plastique, l’os est déjà endom-
magé, mais peut encore subir des chargements substantiels avant de casser. La quantité de
déformation post-flambement que peut subir un matériau avant cassure est une mesure de
sa ductilité. Un matériau exhibant peu de déformation post-affaissement est appelé fragile ;
le matériau des trabécules est de cette sorte, mais le comportement d’ensemble de l’os spon-
gieux n’est pas fragile sauf pour de grandes valeurs de ρ∗/ρs (voir la fig. 8). La fracture
fragile est le résultat de la propagation et de la fusion des microfissures. La résistance à la
fracture σfs est le σ maximal que peut subir un matériau avant la ruine (point culminant
sur la courbe la plus haute dans la fig. 8). Souvent, on parle de résistance à la fracture en
se référant à σfs/Es.
Le point important à retenir est que ni la résistance au flambement, ni la résistance à
la fracture (qui sont de bons indicateurs de la santé mécanique d’un matériau tel que l’os)
ne sont en relation naturelle avec un module constitutif comme le module de Young, et ceci
pour la raison que les modules ont trait au comportement linéaire alors que le flambement
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et la fracture sont des comportements essentiellement non-linéaires.
Toutefois, les modules de Young E∗ et/ou Es (comme d’autres paramètres d’ingénieur tel
que le coefficient de Poisson ν) sont des descripteurs mécaniques toujours bons à mesurer/
déterminer, faute de mieux (en tous cas, ils sont des descripteurs valables pour des petites
déformations et petites contraines). Nous disons ’faute de mieux’, car il n’est évidemment
pas question de charger des os dans un corps humain vivant jusqu’à l’endommagement et la
ruine afin de déterminer la résistance au flambement, ni la résistance à la fracture, comme
on peut le faire in vitro avec des os morts humains, ou comme on pourrait le faire in vivo
sur des petits animaux. Donc, le plus souvent, nous associerons le terme ’état de santé
mécanique’, d’un matériau tel que l’os, à la grandeur de descripteurs tels que le module de
Young, le coefficient de Poisson, etc. Notons, au passage, que ces descripteurs peuvent être
complexes pour tenir compte de la viscoélasticité du matériau.
Il est probable que le comportement mécanique d’un matériau cellulaire tel que l’os spon-
gieux vivant ne puisse pas être décrit correctement en ne tenant compte que du comporte-
ment mécanique de la partie solide et des paramètres structurels évoqués précédemment ;
il faut aussi se pencher sur les propriétés du fluide/solide (i.e., un genre de gel) visqueux
(moelle) qui se trouve dans les pores. Le caractère cellules ouverts ou cellules fermées joue
un grand rôle dans l’analyse de l’influence des fluides sur le comportement de l’ensemble.
0.5.2 La relation entre les modules relatives et la densité relative pour
des matériaux cellulaires génériques chargés en compression
On peut montrer [149] que pour un matériau composé de cellules équiaxiales (e.g., en-
semble de tiges solides élastiques formant des cellules cubiques) identiques et ouvertes, bai-
gnant dans un gaz tel que l’air, et soumis à de faibles chargements statiques en compression
(mode dominant de chargement des os spongieux), le module de Young relatif est
E∗
Es
≈
(
ρ∗
ρs
)2
, (0.5.1)
alors que module de cisaillement et le coefficient de Poisson sont
G∗
Es
≈ 3
8
(
ρ∗
ρs
)2
, (0.5.2)
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ν∗ ≈ 1
3
, (0.5.3)
respectivement. Nous verrons plus loin que dans des matériaux réels tel que l’os spongieux,
ces lois ne sont qu’approximativement vraies.
Si le matériau est composé de cellules équiaxiales identiques et fermées, baignant dans
un gaz tel que l’air, et soumis à de faibles chargements, le coefficient de Poisson est comme
avant et les modules de Young et de cisallement relatifs deviennent
E∗
Es
≈ Φ2
(
ρ∗
ρs
)2
+ (1− Φ)ρ
∗
ρs
+
p0(1− 2ν∗)
ES
(
1− ρ∗ρs
) , (0.5.4)
G∗
Es
≈ 3
8
[
Φ2
(
ρ∗
ρs
)2
+ (1− Φ)ρ
∗
ρs
]
, (0.5.5)
formules dans lesquelles Φ est la fraction volumique du solide contenue dans les armatures
(tiges) d’une cellule et (1 − Φ) la fraction du solide (supposée le même que celui des tiges)
contenue dans les parois de la cellule fermée, alors que p0 est la pression initiale (avant
chargement) du gaz (e.g., la pression de l’air). Ces formules sont, à peu de choses près, les
mêmes lorsque un liquide remplace le gaz.
On voit à travers ces formules que la densité relative joue un grand rôle dans les modules
élastiques des matériaux cellulaires génériques. On verra plus loin si cette loi se confirme
pour l’os spongieux.
0.5.3 La relation entre les contraintes critiques et la densité relative pour
des matériaux cellulaires élastoplastiques chargés en compression
Nous avons évoqué la possibilité qu’un matériau cellulaire, tel que l’os spongieux, puisse
avoir un comportement, au delà du régime strictement linéaire, soit de type élastoplastique
(i.e., "réversible"), soit de type plastique (irréversible). En fait, le type de comportement
dépend sensiblement du ratio de minceur (l/d, où d est le diamétre et l la longueur) des
tiges formant la partie solide du matériau (ρ∗/ρs est proportionnel à (d/l)−2).
Supposons que ces tiges soient telles que pour des grandes déformations on ait un com-
portement élasto-plastique. La contrainte correspondant au plateau dans la fig. 8 s’appelle
alors la contrainte d’effondrement élastique σ∗el et est donnée, pour des cellules ouvertes, par
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la formule [149]
σ∗el
Es
≈ 0, 05
(
ρ∗
ρs
)2
, (0.5.6)
et, pour des cellules fermées, par
σ∗el
Es
≈ 0, 05
(
ρ∗
ρs
)2
+
(p0 − pat)
Es
, (0.5.7)
où pat est la pression atmosphérique.
Une fois de plus, on voit qu’un indicateur de comportement, ici relatif au régime post-
linéaire élastique (i.e., de flambement élastique), dépend de manière évidente de la densité
relative.
0.5.4 La relation entre les contraintes critiques et la densité relative pour
des matériaux cellulaires plastiques chargés en compression
Les matériaux cellulaires qui manifestent un point de flambement plastique (σys) s’ef-
fondrent plastiquement lorsqu’ils sont chargés au delà du régime linéaire-élastique. L’effon-
drement plastique, tout comme le flambement élastique, donne lieu au plateau caractéris-
tique sur le GCD, bien que le processus soit irréversible. L’équivalent de σ∗el du régime de
flambement élastique est σ∗pl dans le régime de de flambement plastique. On montre [149]
que lorsque les cellules sont ouvertes,
σ∗pl
σys
≈ 0, 3
(
ρ∗
ρs
)3/2
, (0.5.8)
et, lorsque les cellules sont fermées,
σ∗pl
σys
≈ 0, 3
(
ρ∗
ρs
)3/2
+ (1− Φ)ρ
∗
ρs
+
(p0 − pat)
σys
. (0.5.9)
Une fois de plus, on voit qu’un indicateur de comportement, ici relatif au régime plastique,
dépend de manière évidente de la densité relative.
0.5.5 La relation entre les contraintes critiques et la densité relative pour
des matériaux cellulaires fragiles chargés en compression
Les matériaux cellulaires fragiles s’écrasent par le mécanisme d’écrasement fragile. La
contrainte critique pour ce type de comportement s’appelle ’contrainte d’écrasement’ σcr (le
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’cr’ désignant ’crushing’ en anglais). On montre [149] que lorsque les cellules sont ouvertes,
σ∗cr
σfs
≈ 0, 65
(
ρ∗
ρs
)3/2
, (0.5.10)
et, lorsque les cellules sont fermées,
σ∗cr
σys
≈ 0, 65
(
Φ
ρ∗
ρs
)3/2
+ (1− Φ)ρ
∗
ρs
. (0.5.11)
Une fois de plus, on voit qu’un indicateur de comportement, ici de type fragile, dépend de
manière évidente de la densité relative.
0.5.6 Conclusions provisoires
De manière générale, plus grande est la densité relative, plus grandes sont les modules
élastiques du régime linéaire élastique, et plus grandes sont les contraintes critiques des
régimes post-élastique linéaire. Etant donnée que celles-ci sont des indicateurs de la résis-
tance des matériaux cellulaires génériques, on peut affirmer qu’il est d’un grand intérêt de
caractériser (mesurer directement si possible, ou de reconstruire à partir d’autres grandeurs)
la densité relative d’un tel matériau. Il reste à déterminer si l’os spongieux se comporte
effectivement comme un matériau cellulaire générique.
0.5.7 Particularités du comportement mécanique de l’os spongieux
Nous avons déjà montré les GCD des os spongieux dans la fig. 8. La réponse linéaireaire-
ment élastique de l’os spongieux (presque) isotrope et à faible densité résulte du fléchissement
des parois de ses cellules. Des contraintes axiales et de type membrane se manifestent aussi,
mais sont petites devant celles du fléchissement. La situation est différente dans l’os spon-
gieux qui s’est adapté à la contrainte (voir la fig. 9). Dans ce type d’os, certaines parois
des cellules ayant la forme de tubes ou de plaques, sont alignées dans la direction de la
plus grande contrainte principale, et les efforts appliquées dans cette direction distendent ou
compriment ces parois, alors que des efforts transversaux donnent lieu à des fléchissements
des tiges qui relient les plaques entre elles.
Le régime élastique linéaire cesse lorsque les cellules commencent à s’effondrer. Les
plaques et les tiges de l’os spongieux faiblement dense ont un ratio de minceur (rapport
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Fig. 9 – Os spongieux dont la structure est adaptée à la direction de la contrainte principale
(ici verticale). Les structures verticales en plaques presque parallèles sont reliées par des
tiges. En fait, il s’agit d’un os atteint d’ostéoporose comme témoigne le fait que les plaques
sont passablement érodées et certaines tiges sont cassées (e.g., à l’endroit des deux flèches).
de leur longueur sur leur épaisseur) important et s’effondrent par flambement élastique, que
ces os soient mouillés ou secs. Pour des densités plus importantes, le ratio de minceur est
moindre, rendant ainsi le flambement plus difficile, de sorte que les spécimens mouillés cèdent
plastiquement et les spécimens secs cèdent fragilement. L’écrasement compressif progressif
donne lieu au long plateau horizontal dans la fig. 8 qui continue jusqu’à ce que les parois en
vis-à-vis se touchent, ce qui produit le tournant brusque et pentu vers le haut dans la fig.
8. Tout ceci est relativement typique de ce qui se passe dans d’autres matériaux cellulaires
(e.g., mousses dont le constituant solide est relativement rigide).
0.5.8 La relation entre les modules élastiques et la densité relative pour
les os spongieux chargés en compression
Des résultats d’essais, sur des os mortes spongieux provenant d’ humains et de boeufs [67],
[149], montrent que le module de Young relatif E∗/Es varie comme (ρ∗/ρs)p, avec p prenant
une valeur située entre 1,5 et 3, alors que la théorie pour les matériaux cellulaires génériques
prévoit que p = 2. Cette indétermination concernant p provient probablement du fait que
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les spécimens faisant l’objet des essais avaient des proportions variées de cellules ouvertes
et fermées, des plaques et tiges d’orientations variées, et du fait que la théorie suppose
l’identité de forme (quasi cubique) et de taille des cellules alors que la réalité est souvent
autre. De plus, l’os spongieux réel est macroscopiquement hétérogéne (i.e., sa structure varie
spatialement sur une distance de l’ordre du mm), de sorte que si l’on ne fait pas les essais
chaque fois sur la même région d’observation on risque de mesurer la réponse de ce qui
équivaut à un autre os.
Un résultat curieux de ces essais (voir la fig. 11.7 dans [149]) est que p est plus proche
de 3 pour les faibles valeurs de ρ∗/ρs et plus proche de 1,5 pour les (relativement) grandes
valeurs de ρ∗/ρs. Ce fait suggère que si l’on avait un moyen de mesurer E∗/Es directement
ou indirectement, de sa valeur plus ou moins grande pourrait se déduire la valeur plus ou
moins grande de p et donc la plus ou moins grande densité relative (mais pas sa valeur abso-
lue). Ceci pourrait constituer un moyen d’effectuer un diagnostic différentiel de l’ostéoporose
puisque cette maladie se caractérise par une décroissance de la densité relative ρ∗/ρs de l’os
spongieux. Nous verrons plus loin qu’un moyen (vibrationnel) non-invasif et non-destructif
existe, du moins in vitro, pour déterminer le module de Young de l’os ; on dispose ainsi d’une
piste qu’il serait certainement intéressante de suivre.
0.5.9 La relation entre les contraintes critiques et la densité relative pour
les os spongieux chargés en compression
A notre connaissance, les seules essais relatifs aux contraintes critiques des os spongieux
portent sur la résistance relative en compression σ∗/σys [149]. En fait, il s’agit d’un grand
nombre d’essais sur différents types d’objets-os (spongieux) humains morts et qui montrent
tous que σ∗/σys varie comme (ρ∗/ρs)p, avec p ≈ 2, ce qui semble en accord avec la théorie.
Ce bon accord, et surtout la constatation que p ne varie pas avec ρ∗/ρs, fait que si
l’on disposait d’une façon de mesurer ρ∗/ρs, on pourrait suivre l’evolution de la résistance
en compression de l’os. On verra plus loin qu’il est effectivement possible de mesurer (par
rayons-X) la densité relative de l’os spongieux et donc d’obtenir, par ce moyen, une indication
de sa résistance en compression.
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Chapitre 1
Problèmes inverses en général et ceux
employant les rayons-X comme
vecteur pour sonder la matière en
particulier
Dans ce chapitre nous introduisons la notion de problème inverse et l’appliquons pour
analyser les problèmes inverses que l’on rencontre dans les méthodes traditionnelles, faisant
appel aux rayons-X, pour sonder les os.
1.1 Introduction
La finalité de cette thèse est bien de reconstruire certains paramètres de l’objet-os (four-
nissant, une indication de sa santé mécanique) à partir de mesures de son comportement
mécanique en réponse à une sollicitation de type choc (sollicitation vibratoire) ou acoustique
(sollicitation ondulatoire).
Il s’agit d’un problème inverse (PI) en ce sens que l’on cherche à déterminer ce qui
constitue (en partie ou en totalité) la cause d’un phénomène à partir de ses effets palpables
(e.g., ses modes de vibration). Le pendant plus familier du PI est le problème direct (PD),
i.e., déterminer les effets à partir des causes, ce qui dans le contexte actuel, équivaut à prédire
le comportement de l’objet-os en réponse à une sollicitation de type choc ou acoustique.
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1.2 Définitions et écueils
Pour introduire la terminologie, aider à comprendre la suite, et découvrir certains des
écueils propres aux problèmes inverses, considérons le problème abstrait suivant, dont un
exemple concret pourrait être de trouver les modules mécaniques d’un échantillon de maté-
riau, sous forme de plaque, à partir des coefficients de réflexion et transmission d’une onde
acoustique incidente. Le problème (abstrait) consiste en la recherche d’un vecteur p de Np
paramètres {p1, p2, ..., pNp} (aussi appelés descripteurs), et requiert la comparaison d’un mo-
dèle théorique (appelé estimateur, paramétrisé par ε (un vecteur ayant des propriétés que
l’on espère similaires à p), avec les observables (e.g., coefficients de réflexion et de transmis-
sion dans l’exemple), prenant la forme (pseudo-image) de mesures formant le vecteur de Nd
données d = {d1, d2, ..., dNd}.
Remarque : la pseudo-image, comme toute image, peut n’avoir qu’un lointain rapport avec
l’objet ; autrement dit : l’information dans la pseudo-image est codée.
Remarque : en général, on ne possède pas le code qui permet de remonter aux descrip-
teurs (p) de l’objet à partir de la pseudo-image.
Le code est nécessairement contenu dans l’estimateur, souvent de manière compliquée. On
se doute que le choix de l’estimateur conditionne largement la qualité de la reconstruction
des paramètres.
Souvent, les estimateurs sont évalués avec des données synthétiques (c’est-à-dire que
celles-ci ne sont pas le résultat de mesures physiques, mais plutôt issues de calculs) qui re-
quièrent, elles aussi, un modèle théorique (appelé prédicteur) pour leur fabrication.
Remarque : Le prédicteur peut être tel que ce qu’il prédit n’a qu’un rapport lointain avec la
réalité du phénomène qu’on essaie de simuler. Il faut donc faire des expériences, au moins
dans un cadre de laboratoire, pour vérifier que le prédicteur n’est pas outrageusement faux ou
simpliste. Tant que l’on n’effectue pas cette confrontation avec "le réel" (en ce qui concerne
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le problème de caractérisation des os, le "réel" pourrait être une expérience en laboratoire
sur un fantôme d’os, sur un os d’animal mort, sur un os de cadavre humain, ou mieux, dans
un laboratoire ou cadre clinique : sur un os d’animal vivant, un os d’humain vivant....) on
peut dire un peu n’importe quoi. Donc, il faut être méfiant de tout ce qui se dit sur un tel
problème tant qu’on n’a pas fait au moins une confrontation entre les données théoriques
(issues du prédicteur) et les données issues d’une expèrience réelle.
Dans [79] apparaît le terme "crime inverse" pour qualifier le fait d’employer le même mo-
dèle pour générer et pour inverser les données synthétiques. Bien qu’il y soit déconseillé de
commettre le crime inverse (car cela conduit apparemment à des solutions dites "triviales"
du problème inverse), nous pensons, au contraire que cette pratique peut être utile pour des
raisons didactiques.
Examinons le plus simple des problèmes inverses : reconstruire un seul paramètre p ∈ R
à partir d’une seule donnée d ∈ C (cas qui peut aussi fournir des indications sur ce qui se
passe lorsque Np et/ou Nd sont plus grands qu’un). Le prédicteur (ou "solveur direct") est
noté Φ(ϕ), où ϕ est une variable dont une valeur particulière est d. L’estimateur (ou "solveur
inverse") est noté E(ε), où ε est une variable analogue à p. Ainsi, pour une seule expérience,
nous fabriquons une seule donnée au moyen de d = Φ(p) et cherchons à reconstruire p
à l’aide de l’estimateur E(ε), sachant que ε évolue dans un certain intervalle incluant p.
Plus précisément, nous accomplissons cette tâche pour un continuum (ou ensemble discret)
d’expériences correspondant à 1 > ϕ > 0, impliquant chacune une seule donnée d = Φ(ϕ).
Nous développons le prédicteur et l’estimateur au moyen de
Φ(N)(ϕ) =
N∑
m=0
bmfm(ϕ) , (1.2.1)
E(M)(ε) =
M∑
m=0
amfm(ε) , (1.2.2)
respectivement, où les fm(ζ) sont des fonctions complexes et continues de la variable ζ
vérifiant 1 > ζ > 0. La manière la plus simple de commettre le crime inverse est de prendre
bm = am ; m = 0, 1, 2, ..... "L’absence de lien entre le prédicteur et l’estimateur" (préconisé
par les auteurs de [79]) est pris en compte par le choix M 6= N .
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Nous traitons le problème inverse par la recherche de ε à partir de l’équation de compa-
raison
K(M,N)(ε;ϕ) := E(M)(ε)− Φ(N)(ϕ) = 0 , (1.2.3)
où la fonction-coût K(M,N)(ε;ϕ) traduit l’écart entre l’estimateur et le prédicteur. La recons-
truction est parfaite lorsque ε prend la valeur ϕ.
Le crime inverse correspond au cas M = N , et donc à la précédente équation dans
laquelle on remplace M par N . On note que lorsque M = 0 et f0 est une constante (i.e., ne
dépend pas de son argument), cette équation ne possède même pas la solution "triviale". Ceci
illustre le fait que le choix d’un estimateur trop simpliste peut rendre impossible l’inversion.
Pour mieux mettre en relief les aspects essentiels du problème inverse nous faisons deux
autres choix des fonctions fm, l’un abstrait, et l’autre concret. Le premier choix (abstrait)
se traduit par fm(ζ) = ζm et donne lieu à l’équation de comparaison (généralement) non-
linéaire
K(M,M)(ε;ϕ) =
M∑
m=0
am(εm − ϕm) = 0 , (1.2.4)
qui possède au moins une solution ("l’inverse triviale" ε = ϕ) pourvu que M ≥ 1. Cette
solution n’est unique que lorsque M = 1 (nous excluons le cas absurde a1 = 0). Sinon (i.e.,
M ≥ 2 ) cette équation polynomiale possède M racines le plus souvent non-dégénérées. Par
exemple, lorsque M = 2, les deux racines sont données par ε = ϕ, ε = −ϕ − a1/a2, et la
deuxième de celles-ci n’est pas généralement égale à "l’inverse triviale", de sorte que, dans
ce cas, le crime inverse n’est pas trivial. Bien entendu, cet argument et la conclusion qui
s’ensuit se transposent aux cas où l’on emploie des modèles d’ordres plus élevés.
Le second cas (concret) correspond à M = 0, a0 6= 0 et f0(ζ) = exp(−2ikζ), k étant
une constante réelle. Il s’agit d’un modèle exact de réflexion d’une onde plane exp(−ikx3)
frappant en incidence normale le miroir plan x3 = ϕ ; ∀x1 ∈ R , ∀x2 ∈ R. Si, par exemple,
la condition aux limites est de type Dirichlet, alors a0 = −1. Avec ce choix, et l’observable
étant la réflectivité, l’équation de comparaison prend la forme
K(0,0)(ε;ϕ) = a0[exp(−2ikε)− exp(−2ikϕ)] = 0 , (1.2.5)
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qui se réduit à sin[k(ε− ϕ)] = 0 dont les solutions sont
ε = ϕ+
npi
k
; n ∈ Z . (1.2.6)
Une fois de plus, nous obtenons non seulement "l’inverse triviale" ε = ϕ, mais aussi un
nombre (maintenant infini) d’autres solutions. Celles-ci trahissent le fait que, même dans
le contexte du crime inverse, le problème inverse de localisation (en hauteur ϕ) du miroir
à l’aide d’une seule mesure de la réflectivité, est un problème mal-posé (du fait de la non-
unicité des solutions).
Ce même exemple illustre aussi l’utilité du crime inverse, puisque (1.2.6) suggère que
l’on peut obtenir la position du miroir de manière non-ambiguë à partir de deux ou plus
d’expériences conduites pour deux ou plus de valeurs de k (i.e., pour ≥ 2 valeurs de la
fréquence de l’onde incidente). La raison en est que la seule valeur de ε dans la formule
(1.2.6) qui ne dépend pas de la fréquence est la valeur correcte ε = ϕ.
Un estimateur "sans lien" avec le prédicteur peut signifierM 6= Net correspond à l’équa-
tion de couplage
K(M,N)(ε;ϕ) :=
M∑
m=0
amfm(ε)−
N∑
m=0
amfm(ϕ) = 0 . (1.2.7)
Les mêmes remarques (concernant la non-existence de solutions) que précédemment s’ap-
pliquent lorsque M = 0.
Le cas plus intéressant est celui d’un estimateur linéaire et d’un prédicteur quadratique
et donne lieu à la solution (unique)
ε = ϕ+ (a2/a1)ϕ2 . (1.2.8)
Cependant, l’erreur relative (=0 dans la situation de "l’inverse triviale") de la reconstruc-
tion δ = |(ε − ϕ)/ϕ|, savoir δ = |(a2/a1)φ| dans la situation présente, n’est petite que
lorsque |(a2/a1)| et/ou |ε| sont << 1. Ceci montre qu’il peut s’avérer impossible d’obtenir
une solution, dont l’erreur soit située en dessous d’un seuil donné, lorsque l’on emploie un
estimateur (linéaire dans cet exemple) qui est "sans lien" avec le prédicteur (quadratique
dans cet exemple).
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Bien entendu, la même remarque s’applique pour d’autres paires de prédicteur/estimateur
"non liées". Autrement dit, si l’on souhaite reconstruire le(s) paramètre(s) inconnu(s) de
manière très précise, l’on ne doit pas suivre le conseil (donné dans ([79])) de choisir un
estimateur n’ayant pas de lien avec le prédicteur. En général, plus grande est la différence
fonctionnelle entre l’estimateur et le prédicteur, plus importante est l’erreur relative de la
reconstruction.
Un corollaire de ce qui vient d’être écrit se formule ainsi : plus grande est la différence
entre ce que prédit l’estimateur et ce que fournit une expérience physique pour un ensemble
de données portant sur un paramètre évoluant sur un certain intervalle, plus difficile est
la reconstruction de ce paramètre. Il est évident que l’on ne risque pas de commettre le
crime inverse avec des données expérimentales car on ne peut pas connaître avec certitude
le modèle le plus apte a reproduire ces données (du fait de notre ignorance en général, et de
notre ignorance concernant le type et l’ampleur des erreurs expérimentales en particulier).
Bien entendu, ces problèmes existent, et s’amplifient, lorsque le nombre de paramètres
à reconstruire est > 1. Pour de plus amples détails sur ces questions, on peut se référer à
[384], [288], [289], [385], [386], [290], [292], et [388].
1.3 Un problème inverse relatif à l’absorptiométrie par
rayons-X des os
1.3.1 Remarques préliminaires
D’un point de vue aussi historique que pratique, les méthodes employant les rayons-X
(rayonnement électro-magnétique ionisant de fréquence extrêmement élevée) constituent de
loin la première modalité pour caractériser le système osseux humain. Si l’on se contente
d’une image dite qualitative de l’os, dont l’information qu’elle véhicule (notamment à l’égard
de la santé mécanique de l’objet) est relativement faible en quantité et/ou en qualité (ce
manque est souvent compensé par l’oeil et l’expertise du radiologue), alors la radiographie
X (RX) est une modalité adéquate. Dès que l’on cherche une information plus quantitative,
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ce qui est le cas lorsque l’on doit distinguer entre un os sain et un os atteint d’ostéopo-
rose, la radiographie X cède la place à l’absorptiométrie X monochromatique (SXA), puis à
l’absorptiométrie X à deux énergies (DXA), méthodes dites d’imagerie quantitative. Ces mé-
thodes perdent en résolution latérale ce qu’elles gagnent en information quantitative sur un
paramètre-clef (i.e., la densité minérale). Par contre, la méthode RX conserve une bonne ré-
solution latérale. Toutes ces méthodes ont une résolution longitudinale (i.e., dans la direction
des rayons incidents) nulle. Si l’on vise une image ayant des bonnes résolutions longitudinale
et latérale, il faut avoir recours à la tomographie X (QCT) qui nécessite de faire tourner
le faisceau incident autour de l’objet et donc d’acquérir une grande quantité d’information,
tout en exposant le patient à des doses importantes de rayonnement ionisant.
Bien que cette thèse ne porte pas sur des méthodes de caractérisation faisant appel aux
rayons-X, ces méthodes ont le mérite d’exister et d’avoir fait leurs preuves, outre le fait
que l’étude de leur mode de fonctionnement permet de comprendre quelques concepts-clefs
concernant les méthodes vibratoires et surtout les méthodes acoustiques.
1.3.2 Radiographie par rayons-X d’une structure quasi planaire (2D) in-
térieure au corps humain
Une radiographie X (RX) conventionnelle est obtenue par le tir d’un faisceau de rayons-
X à travers un spécimen (e.g., main) que l’on suppose, en première approximation, être
composé d’une seule couche d’épaisseur constante ayant des variations de composition (et
donc de structure) dans les directions transverses à la direction du faisceau incident (celui-
ci frappant la couche en incidence normale). Le faisceau incident donne lieu à des taches
sur un film photographique (ou sur un écran fluorescent) placé derrière et en contact avec
le spécimen, dans les lieux du spécimen où il ne se produit pas d’absorption des rayons-X
(ces derniers ayant traversé le spécimen sans être absorbés et pouvant ainsi produire un
effet sur le film ou écran). Cet ensemble de taches, que l’on peut appeler "image" (dans
notre langage : pseudo-image), fournit une indication de la présence, dans le spécimen, de
structures composés de tissus relativement durs dans un fond de tissus relativement mous.
La méthode RX n’emploie pas d’objectif, élément-clef du microscope. Le faisceau des
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rayons-X se propage en ligne droite à travers tout le spécimen (jusqu’au plan-image), et,
du fait de sa très haute fréquence (i.e., sa longueur d’onde est tres petite par rapport aux
dimensions caractéristiques des hétérogénéités du spécimen), les effets de diffraction sont
quasiment nuls.
Soient x, z les coordonées (transversales) dans le plan du spécimen et l’axe de y l’axe (lon-
gitudinal) du faisceau incident, y = 0 étant le plan de l’image. I(x, z) désigne la distribution
spatiale d’intensité de l’image sur le film ou écran. Un estimateur très simple se construit
phénomènologiquement en supposant que l’intensité au point (x, 0, z) soit proportionnelle au
pouvoir d’absorption α(x, z) locale que provoque le spécimen, i.e.,
I(x, z) = βα(x, z) , (1.3.1)
de sorte que l’on obtient la caractéristique recherchée de l’objet, i.e., α(x, z), en divisant
I(x, z) par β, à condition que β ne dépende pas de x, z. En fait, il n’est même pas nécessaire
d’effectuer cette opération d’inversion (ici, une simple division), car la pseudo-image I(x, z)
est une copie fidèle (à un facteur numérique non-important près) de la fonction-objet α(x, z).
Les choses se compliquent dès lors que l’on souhaite relier α(x, z) à des paramètres
physiques de l’objet, comme par exemple, la densité ρ. Pour cela, il faut que l’estimateur
incorpore une loi physique reliant le pouvoir d’absorption à ρ. Nous reviendrons sur cette
question deux sections plus loin, mais, en attendant, ce qu’il faut retenir est que : i) l’on
peut parfois se contenter d’une pseudo-image et ne pas être dans l’obligation d’effectuer une
inversion, ii) l’estimateur peut être d’une simplicité extrême à condition de ne pas demander
trop d’informations concernant l’objet.
Autre remarque : le pouvoir de résolution latérale dans la méthode RX est très grand du
fait de la très haute fréquence des rayons-X (ce qui permet d’avoir des faisceaux de rayons
droits et parallèles).
1.3.3 Radiographie par rayons-X d’une structure (3D) intérieure au corps
humain
Lorsque l’objet est épais et les rayons-X traversent une couche (située d’un côté, ou des
deux côtés de l’objet) d’épaisseur non-constante et composé de matériaux sans intérêt pour
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les besoins de l’identification de l’objet (cette couche est appelée "couche intermédiaire"
(i)), l’atténuation du faisceau est modulée transversalement non seulement par le pouvoir
d’absorption de la couche-cible (t), mais aussi par celui de la couche intermédiaire et par
l’épaisseur variable de celle-ci. Lorsque le pouvoir d’absorption et l’épaisseur de la i sont
constants dans les directions x et z, l’existence de la i n’a pas d’effet sur l’image RX autre
que de produire une atténuation uniforme (i.e., baisse de β) que l’on peut compenser par
une augmentation de l’intensité du faisceau incident. Si, par contre, le pouvoir d’absorption
et/ou l’épaisseur de la i ne sont pas constants dans les directions x et z (ce qui équivaut
au fait que β dépend maintenant de x et z, alors la pseudo-image RX ne constitue pas
une représentation fidèle de la structure de l’objet ; on dit que cette image est affectée
d’aberrations. Celles-ci peuvent être corrigées à condition de faire des hypothèses plausibles
sur β(x, z). On verra plus loin qu’il existe d’autres moyens pour faire face à ce problème.
Le fait que la couche-objet soit d’épaisseur variable donne lieu à une difficulté
supplémentaire, car, étant donné que l’observable I(x, z) n’est qu’à deux dimensions et le
pouvoir d’absorption α(x, y, z) est maintenant à trois dimensions, on ne peut pas déduire
simplement α(x, y, z) de I(x, z). A ce stade, le mieux que l’on puisse faire (i.e., en absence
d’aberrations), en supposant que l’objet soit situé entre y = 0 et y = T (i.e., son épaisseur
globale est constante et égale à T ) est de reconstruire la fonction
α¯(x, z) :=
∫ T
0
α(x, y, z)dy =
I(x, z)
β
, (1.3.2)
ce qui montre que la radiographie X d’objets 3D produit une pseudo-image 2D de ces objets
(i.e., on perd l’information sur la variation suivant y des propriétés absorptives de l’objet).
1.3.4 Absorptiométrie par rayons-X monochromatiques
Ici nous abordons une méthode (Single energy X-ray Absorptiometry (SXA) qui se veut
quantitative. En fait, c’est une moyenne, sur l’étendue latérale du spécimen, de la densité
qui est quantifiée. Cette méthode a été souvent employée dans le passé pour distinguer les os
ostéoporotiques des os sains. Cette méthode est à pouvoir de résolution nulle du fait qu’elle
fait une moyenne sur toute l’information structurelle plutôt que de mettre en relief cette
information.
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Fig. 1.1 – Examen SXA d’un spécimen (à symétrie cylindrique) comportant une couche-cible
sous une couche intermédiaire. Haut : géométrie de l’expérience. Bas : fonction d’atténuation.
Considérons à nouveau, un spécimen ayant deux composants : la couche intermédiaire (i)
et la couche-cible (t). Pour simplifier l’exposé, nous supposerons que le spécimen possède la
symétrie cylindrique, i.e., sa géométrie et ses propriétés ne dépendent pas de la coordonnée
z.
Les fonctions de profil des frontières du spécimen sont désignés par f2(x) and f1(x),
tandis que la fonction de profil de l’interface entre la i et la t est désignée par f(x) (voir la
fig. 1.1). Le spécimen est supposé avoir une épaisseur constante T pour tout x ∈]O,L[.
Un pinceau monoénergetique de rayons-X est émis par la source E et est dirigé vers l’objet
dans la direction −y. Après la traversée de l’objet, le pinceau est reçu sur le récepteur (R).
La paire E-R est déplacée continûment dans la direction transversale (x) de x = 0 à
x = L à travers le spécimen (dont la largeur est L). Soit I0 l’intensité connue du pinceau
incident des rayons-X et supposons que cette intensité ne varie pas avec x (rappelons que
nous avons supposé aussi que les matériaux dans les deux couches ne varient pas avec y ;
supposons aussi qu’ils ne varient pas avec x, i.e., chaque composante est homogène, mais
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le composite est globalement hétérogène à cause de sa structure). Du fait de la variation
d’épaisseur des deux couches, l’intensité du pinceau transmis varie avec x (nous négligeons
la diffraction) et est désignée par I(x), une grandeur que nous supposons accessible par la
mesure en R.
Soient : yi(x) = f2(x)− f(x) et yt(x) = f(x)− f1(x) les épaisseurs locales (en l’abscisse
x) des couches i et t respectivement. Sans entrer dans le détail de la physique de l’interaction
des rayons-X avec la matière [209], on trouve que
I(x) = I0e−[µiρiyi(x)+µtρtyt(x)] , (1.3.3)
où le symbole µ désigne le coefficient d’atténuation linéaire massique et ρ la densité massique.
L’éq. (1.3.3) est la traduction mathématique du problème direct de propagation puisqu’elle
rend compte de la façon dont ce qui est mesuré (i.e., les donnèes, incarnées dans I(x)) est
relié (on pourrait aussi dire "causé par") l’hétérogénéité µtρtyt(x).
L’hypothèse de T constant sur toute la largeur L du spécimen veut dire que T = f2(x)−
f1(x) = cte. (comme on le voit dans la fig. 1.1). Ainsi
yt(x) =
−µiρiT + ln
(
I0
I(x)
)
µtρt − µiρi . (1.3.4)
Cette relation traduit mathématiquement le problème inverse de propagation puisqu’elle in-
dique comment l’hétérogénéité, incarnée par µtρtyt(x), peut être extraite des données incar-
nées par I(x). En termes mathématiques, (1.3.4) est l’inverse de (1.3.3). En général, il n’est
pas possible de trouver un tel inverse explicite, ce qui veut dire que les paramètres que l’on
cherche doivent être extraits des données par des moyens purement numériques.
Poursuivons l’analyse de ce problème en supposant que :
i) il soit possible de mesurer l’intensité (constante) Ii transmise par une couche d’épaisseur
constante T remplie du même matériau que celui de la couche intermédiaire (du spécimen
bi-couche) éclairé par le même pinceau de rayons-X d’intensité I0,
ii) µi et ρi, ainsi que µt et ρt peuvent être mesurés par des moyens indépendants.
Alors :
Ii = I0e−µiρiT , (1.3.5)
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d’où nous pouvons déduire, via (1.3.4),
yt(x) =
ln
(
Ii
I(x)
)
µtρt − µiρi , (1.3.6)
qui constitue la relation d’absorptiométrie monoénergétique de rayons-X (SXA) [2]. Cette re-
lation permet de quantifier la distribution latérale d’épaisseur de la couche-cible. On dispose
ainsi d’une sorte d’équivalent quantitative des radiographies évoquées précédemment.
A vrai dire, cette fonction n’est pas celle que l’on vise dans la méthode SXA [2], mais
plutôt la densité planaire matérielle de la cible définie par
dSXA := ρt
∫ L
0
yt(x)dx =
ρt
µtρt − µiρi
∫ x2
x1
ln
(
Ii
I(x)
)
dx , (1.3.7)
dont les unités sont g/cm2. Ce paramètre (plutôt que fonction) constitue ce que l’on pense
être un bon indicateur du rapport de la quantité de matériau-cible sur la quantité totale
de matiére dans le spécimen bi-couche (i.e., la densité planaire de la matière dure dans un
composite matière dure-matière molle).
Cette analyse peut être prolongée au cas où la couche intermédiaire se trouve à la fois
au-dessus et en-dessous de la couche-cible (voir la fig. 1.2). Supposons comme avant que
l’épaisseur totale locale soit une constante T . Désignons les fonctions de profil de dessus et
de dessous de la couche-cible par f+(x) and f−(x) respectivement. L’épaisseur locale de la
couche-cible est maintenant yt(x) = f+(x)− f−(x), et l’épaisseur locale de la couche inter-
médiaire est maintenant yi(x) =(f2(x)− f−(x))+(f−(x)− f1(x)) = T − yt(x), de sorte que
la totalité de l’analyse précédente s’applique au cas présent.
Remarque : le paramètre dSXA est souvent appelé [235] : BMDSXA (en anglais : Bone
Mineral Density as determined by the SXA method).
1.3.5 Absorptiométrie par rayons-X à deux énergies (DXA)
L’hypothèse d’épaisseur constante du spécimen sur toute sa largeur fait que la méthode
SXA de caractérisation d’organes n’est valable que dans des sites périphériques du corps
humain, i.e., là où la couche intermédiaire est essentiellement de la peau. Pour des organes
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Fig. 1.2 – Examen SXA d’un spécimen comportant une couche intermédiaire au-dessus et en-
dessous de la couche-cible. Haut : géométrie de la configuration. Bas : fonction d’atténuation.
implantés en profondeur, tels que les reins, la couche molle intermédiaire ne peut être consi-
dérée ni comme ayant une épaisseur constante, ni une composition constante.
Les techniques DXA (en anglais : Dual energy X-ray Absorptiometry) [2] ont été inventées
pour se passer de la restriction d’épaisseur globale constante du spécimen, en faisant appel
à des mesures simultanées des intensités transmises de deux pinceaux de rayons-X, l’un à
énergie (relativement) haute, et l’autre à énergie (relativement) basse.
La configuration est illustrée dans la fig. 1.3 où les deux pinceaux de rayons-X sont
désignés par : une ligne vertical noire pour le pinceau basse fréquence (ω2), et une ligne
verticale grise pour le pinceau haute-fréquence (ω1). Comme dans la sect. 1.3.4, l’hypothése
est faite que la couche intermédiaire et la couche-cible sont homogènes.
Par définition, les densités massiques ρi et ρt sont indépendantes de la fréquence, mais
les coefficients d’atténuation linéaire massique µi and µt dépendent, eux, de la fréquence.
Nous les désignons par µij et µtj à la j-ième fréquence. De même, nous désignons l’intensité
transmise à la j-ième fréquence par Ij(x) lorsque la couche-cible est en place, et par Iij(x)
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Fig. 1.3 – Méthode DXA d’examen d’un spécimen composite dans lequel la couche in-
termédiaire se trouve au-dessus et en-dessous de la couche-cible. Haut : géométrie de la
configuration ; le pinceau de rayons-X basse fréquence est en noir et celui haute fréquence
est en gris. Bas : les fonctions d’atténuation correspondantes, avec la même désignation de
couleurs.
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lorsque la couche-cible est absente.
Alors, comme avant, on obtient :
Ij(x) = I0je−[µijρiyi(x)+µtjρtyt(x)] ; j = 1, 2 , (1.3.8)
Iij(x) = I0je−µijρiyi(x) ; j = 1, 2 , (1.3.9)
où I0j est l’intensité (supposée connue) du pinceau incident à la j-ième fréquence.
On peut inverser le système de relations (1.3.8) et trouver ainsi
yt(x) =
[ µi2
ρi2
µi1
ρi1
]
ln
(
I1(x)
I01
)
− ln
(
I2(x)
I02
)
µt2
ρt2
− µt1ρt1
[ µi2
ρi2
µi1
ρi1
] . (1.3.10)
Cette relation DXA fournit la même information que celle ( 1.3.6) relative à la DXA, mais
ne répose pas sur l’hypothèse que le spécimen soit d’épaisseur constante.
Nous définissons le facteur
Ri =
µi2
ρi2
µi1
ρi1
, (1.3.11)
de façon à pouvoir écrire (1.3.10) comme
yt(x) =
Ri ln
(
I1(x)
I01
)
− ln
(
I2(x)
I02
)
µt2
ρt2
− µt1ρt1Ri
. (1.3.12)
Cette relation traduit le fait que la présence du tissu mou intermédiaire ne se manifeste que
dans Ri ; tous les autres termes sont soit mesurés directement ou définis par le coefficient
d’atténuation massique connu du tissu-cible dur. Donc, pour parfaire la solution du problème
inverse, nous devons rappeler l’hypothèse que le tissu mou intermédiaire est homogéne. Dans
une région dépourvue de tissu dur nous pouvons mesurer Ri en employant (1.3.12) puisque
dans cette région yt = 0 et I(x) = Ii(x), de sorte que
Ri =
ln
(
Ii2(x)
I02
)
ln
(
Ii1(x)
I01
) . (1.3.13)
Evidemment, on obtient dDXA de ytDXA de la même maniìere que dSXA de ytSXA. Donc, les
deux types d’examen livrent la même information, mais la méthode DXA est quantitative-
ment plus sure. C’est pourquoi les estimations de BMD sont maintenant faites exclusivement
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avec la méthode DXA.
Remarque : Ceci démontre que le fait d’incorporer plus de réalité dans la formulation du
problème inverse permet de corriger certaines erreurs d’estimation des paramètres ; en gé-
néral, ceci nécessite une modification de la quantité et/ou la nature des données qu’il faut
acquérir et ensuite traiter.
Chapitre 2
Modèles de l’élastodynamique des os
On décrit des modèles-candidats de la dynamique des milieux poroélastiques tels que
l’os.
2.1 Ce qui a déjà été fait et les problèmes que cela soulève
L’utilisation des ultrasons et des vibrations est envisagée depuis longtemps pour carac-
tériser les propriétés élastiques de l’os cortical et la densité relative de l’os trabéculaire [235],
[10], [12], [40], [41], [56], [70], [71], [117], [118], [132], [177], [189], [192], [219], [235], [232],
[236], [262], [297], [300], [317], [355], [376], [226], [377], [380].
Certains de ces travaux, ont été effectués dans l’urgence en vue d’une application clinique.
De ce fait, ils ont parfois tendance à soulever plus de questions qu’ils ne résolvent. Il n’est
pas exagéré de dire que beaucoup reste à faire en ce qui concerne le sondage acoustique et
vibratoire des os (surtout trabéculaires).
Le problème de fond est de trouver le modèle dynamique le plus apte à rendre compte du
champ vibratoire ou acoustique dans le matériau. Ce modèle sera incorporé soit dans l’esti-
mateur, soit dans le prédicteur, soit dans les deux lors de la prédiction de réponse acoustique
et/ou vibratoire de l’os à une onde ou choc et de l’inversion des données constituées par cette
réponse. Il importe que ce modèle traduise aussi fidèlement que possible la réalité physique
afin de permettre une caractérisation plus sure de l’os. Cette exigeance peut se révéler être en
contradiction avec l’exigeance de simplicité et de rapidité des calculs inhérents au processus
d’inversion.
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Remarque : Il faut s’attendre à ce que le modèle dynamique soit plus compliqué que les
modèles quasi-statiques évoqués ci-haut.
2.2 Nécessité d’un modèle de milieu continu
L’os réagit à bien des égards, pour une sollicitation suffisamment basse fréquence, comme
un continuum, c’est-à-dire, comme un milieu homogéne à l’intérieur de ses frontières natu-
relles (i.e., séparant ce tissu du tissu cortical ou des tissus environnants). Evidemment, les
caractéristiques mécaniques de ce continuum dépendent de la microstructure et c’est le rôle
de la théorie d’en déterminer la connexion, sous une forme (le modèle) mathématique pour
qu’il puisse être possible plus tard de reconstruire les paramètres du modèle et ainsi de réus-
sir une caractérisation macroscopique de l’os trabéculaire (notons, que même l’os cortical est
composite et se prête à une analyse consistant à le transmuer en milieu homogène, procédé
appelé homogénéisation, i.e., le passage micro→macro évoqué plus haut.
2.3 Le modèle de fluide équivalent (i.e., homogène) ad hoc
Ceux qui sont spécialistes de l’acoustique ont tendance à modéliser un milieu divisé (e.g.,
le sable marin ou l’os spongieux) comme un fluide ("équivalent", bien que le sens donné à
ce terme ne soit souvent pas précisé) ([205], p. 544), [365], (voir [57] pour de nombreuses
autres références). Les raisons de ce choix tiennent essentiellement à la simplicité de la
formulation et au fait que souvent les expériences correspondantes sont conduites dans un
fluide (le plus souvent l’eau) dans lequel ne peut se manifester que les ondes de compression
(P) (aussi bien celles sollcitant l’objet que celles constituant la réponse de l’objet à cette
sollicitation). Ceci n’exclut pas que dans l’objet même se produisent des conversions de
modes (i.e., conversions d’ondes P en ondes de cisaillement (S)), mais souvent on fait mine
d’ignorer ce fait en considérant aussi l’objet (divisé ou non) comme un fluide homogène.
Le raffinement le plus simple de ce type de modèle consiste à y inclure une viscosité,
souvent de type instantanèe (i.e., sans effets de mémoire)([205], p. 544), [74], mais pouvant
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aussi être de type non-instantané [166], [167]. Les modèles dits "viscoacoustiques équiva-
lents" ont souvent éte employés pour caractériser les tissus mous humains (e.g., [74]), [160],
[176]), mais il est vraisemblable qu’ils ne soient pas bien adaptés aux tissus durs de type os.
Remarque : Le problème avec ce modèle est que la microstructure n’apparaît pas dans la
compressibilité κ et la densité ρ équivalentes, de sorte que la mesure de la vitesse de phase
v de l’onde traversant un composite modélisé par le milieu fluide équivalent ad hoc ne peut
fournir aucune information (telle que la densité des inclusions dans un volume représentatif)
sur la microstructure. De même, si l’on connaissait quelques attributs de la microstructure,
on ne saurait choisir rationnellement ρ et κ (ou v) .
2.4 Exemple de l’emploi du modèle du fluide visqueux
équivalent dans un problème (direct) de prédiction de la
réponse acoustique d’un os long
Nonobstant la remarque finale de la sect. 2.3 nous allons employer le modèle du fluide
équivalent ad hoc pour illustrer un autre aspect du problème de prédiction du champ acous-
tique ou vibrationnelle dans les os. Ce problème survient du fait qu’un os comme le tibia
est non seulement un matériau (certes, avec une microstructure, que nous ignorons ici),
mais aussi une structure à l’échelle macroscopique. Cette macrostructure participe aussi de
manière importante à la façon dont s’établit le champ dans l’os.
Notre attention porte ici sur l’os long (e.g., tibia) que nous allons approcher par un
cylindre circulaire [333]. Nous savons que cet os est composé de tissu cortical, de tissu
trabéculaire et de moelle, mais à présent, nous supposons que l’os est homogène et composé
d’un matériau viscoacoustique (c’est-à-dire, que nous faisons l’approximation que le matériau
de l’os ressemble à un fluide dissipatif homogène) dont nous essayerons plus loin d’identifier
les paramètres par traitement des données relatives au champ acoustique diffracté par l’os,
constituant la réponse de celui-ci à une sollicitation sous forme d’onde acoustique plane de
fréquence déterminée.
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L’os est supposé extrait de son milieu naturel et placé dans l’air (ou l’eau) ; il s’agira donc
ultérieurement d’un examen in vitro, alors que maintenant nous voulons tout simplement
prédire la réponse de cet os à la sollicitation acoustique.
Le même type d’analyse que celui qui suit peut être appliqué au cas d’un spécimen d’os en
forme de plaque placée dans une cuve d’eau et soumis à un faisceau ultrasonore, à condition,
toutefois, d’admettre, de nouveau, l’approximation viscoacoustique de ce spécimen d’os.
On voit ainsi que, dès le départ, au moins quatre approximations majeures ont été
intégrées dans le modèle : i) le fait d’approcher l’os par un cylindre circulaire sur toute sa
longueur (de plus, celle-ci sera supposée infinie alors qu’elle est finie dans la réalité), ii) le
fait de supposer que l’os est homogène, iii) le fait de supposer que le matériau qui le remplit
est un fluide dissipatif, et iv) le fait de supposer que l’os est extrait du corps et situé dans
l’air (ou l’eau).
Ces approximations auraient forcément une incidence sur la qualité de la reconstruction
des paramètres pertinents de l’os si les données étaient celles relatives à un os long réel in
vivo. Prendre la mesure de cette incidence sera une des tâches de cette thèse, mais n’est
pas l’objet de la présente discussion. Cependant, nous tiendrons compte de cet aspect du
problème en adoptant un modèle relativement complexe pour simuler les données, et (plus
loin) un autre modèle plus simple, pour l’estimateur (modèle employé pour inverser les (i.e.,
extraire les paramètres pertinents des) données).
Le cylindre C est de rayon a et est orienté suivant l’axe des z du système des coordonnées
cylindriques (r, θ, z). Dans le plan xOy, la frontière de C est Γ = {r = a; 0 ≤ θ < 2pi} et
les domaines extérieur et intérieur de C sont Ω0 et Ω1 respectivement. Ces domaines sont
remplis de fluidesM0 andM1.M0 est l’air (ou l’eau) dont les propriétés acoustiques (densité
ρ0 et compressibilité κ0) sont supposées connues. M1 est un milieu généralement dissipatif
dont les propriétés acoustiques (densité ρ1 et compressibilit’e κ1 = <κ1+i=κ1) sont connues
puisque nous traitons ici le problème direct. Donc, seulement trois paramètres ρ1, <κ1, et
=κ1, caractérisent l’aspect matériel de cet os idéalisé.
C est soumis à une onde plane acoustique dont le vecteur de propagation est situé dans
le plan xOy. Les champs de pression incident, diffracté, et total sont donc invariants par
rapport à z. La fréquence angulaire est ω et le facteur-temps exp(−iωt) est implicite dans
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la suite.
Soient pi = exp
[−ik0r cos (θ − θi)], pjd et pj = piδj0 + pjd (avec δj0 le symbole de
Kronecker) les champs de pression incident, diffracté et total dans Ωj (avec j = 0, 1, et
kj = ω/cj , sachant que cj = (ρjκj)−1/2) est la célérité dans M j).
La tâche essentielle, dans les problèmes direct (et aussi inverse que nous aborderons plus
loin), est de déterminer pj(x, ω) ; j = 0, 1. Pour ce faire, on fait appel aux équations d’onde
dans le fluide remplissant l’os et dans l’autre fluide extérieur à l’os, et à la condition de
rayonnement à l’infini, ce qui donne, à l’aide de la méthode de séparation de variables :
p0d(x, ω) =
∞∑
m=−∞
CmH
(1)
m (k
0r) exp (imθ ) ; ∀x ∈ Ω0 (2.4.1)
(avec H(1)m ( ) la fonction de Hankel d’ordre m et de première espece),
p1d(x, ω) =
∞∑
m=−∞
DmJm(k1r) exp (imθ ) ; ∀x ∈ Ω1 . (2.4.2)
(avec Jm( ) la fonction de Bessel d’ordrem). L’application des conditions aux limites conduit
aux solutions explicites
Cm = γm
Jm(k0a)J˙m(k1a)− βJ˙m(k0a)Jm(k1a)
βH˙
(1)
m (k0a)Jm(k1a)−H(1)m (k0a)J˙m(k1a)
, (2.4.3)
Dm = γmβ
Jm(k0a)H˙
(1)
m (k0a)− J˙m(k0a)H(1)m (k0a)
βH˙
(1)
m (k0a)Jm(k1a)−H(1)m (k0a)J˙m(k1a)
, (2.4.4)
où γm = exp (−im(θi + pi/2) ), Z˙(ξ) := dZ(ξ)/dξ, β = k0α0/k1α1, et αj = (ρj)−1.
L’introduction de ces expressions des coefficients dans (2.4.1) permet d’obtenir une solu-
tion explicite et exacte pour le champ diffracté constituant la réponse de l’os-cylindre (dans
l’air environnant) à la sollicitation acoustique. Ces données seront employées plus loin pour
résoudre le problème inverse d’identification des descripteurs du cylindre-os.
Remarque : Normalement, l’os n’est ni homogène, ni proche d’un fluide quant à sa com-
position. La raison d’avoir invoqué l’approximation de fluide viscoacoustique équivalent est
de montrer que le problème direct correspondant est simple et donne lieu à une solution
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explicite et analytique. Il s’agit d’un problème canonique qui se laisse résoudre aussi complè-
tement non seulement parce que nous avons fait l’approximation de fluide viscoacoustique,
mais aussi parce que nous avons supposé que l’os avait une forme (cylindre circulaire) simple.
On peut aussi obtenir des solutions complètes pour des os (ayant cette forme) viscoélastiques
et même poroélastiques, à condition de retenir l’hypothèse d’homogénéité (macroscopique).
Remarque : L’opération qui consiste à remplacer l’os hétérogène par un objet homogène
(fluide, élastique,...) équivalent s’appelle homogénéisation. Le fait de faire cette opération
selon certaines règles mathématiques (e.g., principes variationnelles) est relativement récent
[61], [327] ; avant, on la faisait de manière autoritaire, i.e., sans justification autre que d’abou-
tir à une formulation simple, conduisant éventuellement à une solution explicite du type que
l’on vient de mettre en évidence. Nous verrons plus loin comment s’opère l’homogénéisation
mathématique.
Remarque : La vraie justification de l’approximation du fluide viscoélastique équivalente
s’obtient par la comparaison des prédictions qui s’en suivent avec ce que donne une expé-
rience réelle.
2.5 Emploi du modèle du fluide visqueux équivalent à
mémoire dans un problème (direct) de prédiction de la
réponse acoustique d’un objet macroscopiquement hé-
térogène et de forme quelconque
Ici, nous relaxons certaines hypothèses faites dans la section précédente en admettant
que l’os, tout en étant cylindrique, ne soit plus nécessairement de forme circulaire (dans le
plan de section droite), et soit macroscopiquement hétérogène, ce qui veut dire que l’on a
lissé, comme avant, les hétérogènéités d’échelle microscopique (i.e., taille des trabécules et
inférieur), mais qu’on admet l’existence d’hétérogénéités dont la taille avoisine la taille de
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l’os. Ainsi, par exemple, on vise à modéliser un os long par une coque extérieure dans laquelle
la vitesse de propagation est relativement rapide et les pertes visqueuses relativement faibles,
et un canal médullaire central dans lequel la vitesse de propagation est relative lente et les
pertes relativement élevées. On suppose que le milieu dans chacune de ces deux régions
est fluide et viscoélastique. De plus, on veut modéliser la réponse de cet objet à une onde
impulsive et suivre cette réponse dans le domaine temporel (l’analyse de la section précédente
permettait, au contraire, de suivre la réponse en variant la fréquence). Enfin, pour traiter le
cas le plus général, on suppose que la viscosité est telle que les milieux exhibent des effets
de mèmoire non-instantanée.
Le fait d’introduire ces raffinements, afin de rapprocher notre os d’un os long réel, rend
la résolution du problème direct beaucoup plus compliqué ; nous ne voyons pas d’autre
stratagème que numérique. Voici comment on pourrait procéder [166], [167], [168], [164].
Qui dit milieux hétérogènes pense éléments finis (EF), car cet outil est extraordinaire-
ment puissant et souple d’emploi pour résoudre des problémes d’équations aux dérivées
partielles (EDP) décrivant des phénomènes physiques et mécaniques dans des milieux (ma-
croscopiquement) hétérogènes. Encore faut-il pouvoir appliquer efficacement les EF aux
problèmes caractérisés par des équations intégrodifférentielles qui apparaissent dans les pro-
blèmes de milieux à mémoire non-instantanée.
Les équations qui régissent la propagation dans le domaine spatial Ω ⊂ Rd=1,2 et sur
l’intervalle de temps [0, T ] (T beaucoup plus grand que la durée de la sollicitation impulsive)
ont la forme [63], [124]
ρ(x)∂2t u(x, t)−∇p(x, t) = f(x, t) dans Ω×]0, T [ , (2.5.1)
p(x, t) =
∫ t
−∞
µ(x, t− s)∇ · u(x, s)ds dans Ω×]0, T [ , (2.5.2)
avec p la pression, u le déplacement des particules, f la sollicitation, ρ la densité, µ le
module viscoacoustique, t le temps, et x le vecteur de position. Il s’ajoutent à ces équations
des conditions initiales que nous omettons dans la suite.
Soit g(x, ω) le spectre (transformée de Fourier) de g(x, t), et ω la fréquence angulaire.
Ainsi
p(x, ω) = µ(x, ω)∇ · u(x, ω) . (2.5.3)
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µ(x, ω) dépend généralement de ω, ce qui veut dire que les milieux visco-élastiques sont
dispersifs et dissipatifs. Du fait que la dispersion et l’atténuation sont liés par la relation
de Kramers-Kronig [131], µ(x, ω) est déterminé de manière unique par le facteur de qualité
Q(x, ω), défini par
Q(x, ω) :=
<(µ(x, ω))
=(µ(x, ω)) . (2.5.4)
Ce spectre est supposé connu par l’expérimentation.
Le point important à noter est que l’équation (2.5.2) est difficile à manier dans un
contexte numérique du fait qu’elle requiert la sauvegarde en mémoire de toute l’histoire de
la solution en tous points du domaine Ω de calcul.
Pour surmonter cette difficulté, on approche µ(x, ω) par une fonction rationnelle en
fréquence [124]. Plus particulièrement, on introduit la fonction de relaxation R(x, t)
µ(x, t) := ∂tR(x, t) , (2.5.5)
R(x, t) =
(
µR(x) + δµ(x)
∫ ∞
0
r(x, ω′)e−iω
′tdω′
)
H(t) , (2.5.6)
où µR(x) = limt→∞R(x, t) est le module relaxé, µU (x) = muR(x) + δµ(x) = limt→0R(x, t)
le module non-relaxé, r(x, ω′) le spectre de relaxation normalisé (i.e.,
∫∞
0 r(x, ω
′)dω′ = 1)
et H(t) la fonction de Heaviside. Ainsi
p(x, t) = µU (x)∇ · u(x, t)−
δµ(x)
∫ t
−∞
∫ ∞
0
ω′r(x, ω′)e−iω
′(t−τ)µ(x, t− s)∇ · u(x, τ)dω′dτ dans Ω×]0, T [ . (2.5.7)
On suppose à présent que le spectre de relaxation peut être approché par L pics d’amplitude
αj aux fréquences de relaxation ωj :
r(x, ω) =
L∑
j=1
αj(x)δ(ω − ωj(x)) , (2.5.8)
sachant que δ(.) est la mesure de Dirac et
L∑
j=1
αj(x) = 1 . (2.5.9)
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Ainsi
R(x, t) = µR(x)
1 + δµ(x)
µR(x)
L∑
j=1
aj(x) exp(−iωj(x)t)
H(t) , (2.5.10)
et
µ(x, ω) ≈ µL(x, ω) = µR(x)
1 + L∑
j=1
yj(x)
iω
iω + ωj(x)
 , (2.5.11)
sachant que
yj(x) :=
δµ(x)
µR(x)
aj(x) ,
L∑
j=1
yj(x) =
δµ(x)
µR(x)
. (2.5.12)
On peut obtenir (2.5.11) aussi en supposant que µ(x, ω) est approché par une fonction
rationnelle de iω :
µ(x, ω) ≈ µL(x, ω) = PL(x, iω))
QL(x, iω))
. (2.5.13)
où PL et QL sont des polynômes de degré L en iω. Ainsi, (2.5.11) peut être interprêté
comme un développement de (2.5.13) en fractions partielles [124] et le fait d’approcher le
module viscoacoustique par une fonction rationnelle est donc équivalent à l’approximation
du spectre de relaxation par un spectre discret.
Pour les besoins du calcul, il est naturel de chercher des approximations rationnelles du
module viscoacoustique avec le moins possible de termes. Si l’on suit la démarche de Emme-
rich et Korn [124], il faut choisir les ωj de manière équidistante sur une échelle logarithmique,
et ensuite estimer les yj par minimisation de l’écart entre le facteur de qualité approchée et
le facteur de qualité exact (c’est-à-dire, celui mésuré par l’expérience). Etant donné que µ
est défini de manière unique en termes de Q, le fait de disposer d’une bonne approximation
du facteur de qualité implique une bonne approximation du module viscoacoustique.
Jusqu’ici, on s’est penché sur la question de comment obtenir µ qui apparaît dans les
équations régissant les vibrations et la propagation d’ondes dans le milieu. Maintenant, on
combine le tout en un système d’équations qui se prête bien au calcul [166], [167].
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En vertu de (2.5.3) et (2.5.11) on a
p(x, ω) = pR(x, ω) + µR(x)
L∑
j=1
iω
iω + ωj
yj(x)∇ · u(x, ω) =
µR(x)∇ · u(x, ω) + µR(x)
L∑
j=1
iω
iω + ωj
yj(x)∇ · u(x, ω) . (2.5.14)
On pose
ηj(x, ω) := µR(x)
yj(x)
iω + ωj
∇ · v(x, ω) , (2.5.15)
où v est la vitesse des particules
v(x, t) := ∂tu(x, t) , (2.5.16)
de sorte que (par transformation de Fourier)
v(x, ω) = iωu(x, ω) . (2.5.17)
De même : ∇ · v(x, ω) = iω∇ · u(x, ω), ∂tp(x, t) = iωpx, ω), et ∂tηj(x, t) = iωηjx, ω), de
sorte que
∂tp(x, t)−
L∑
j=1
∂tηj(x, t) = µR∇ · v(x, t) dans Ω×]0, T [ . (2.5.18)
Ceci est la première relation fondamentale. La seconde relation n’est autre que l’équation
d’ondes, qui, compte tenu de (2.5.16), s’écrit
ρ∂tv(x, t)−∇p(x, t) = f(x, t) dans Ω×]0, T [ . (2.5.19)
La troisième relation découle (par transformation de Fourier) de la définition de ηj et s’écrit
∂tηj(x, t) + ωjηj(x, t) = µRyj(x)∇ · v(x, t) dans Ω×]0, T [ . (2.5.20)
Première remarque : on est parti d’un système d’une équation aux dérivées partielles
de second ordre en t et d’une équation intégrodifférentielle pour aboutir à trois équations
EDP de premier ordre en t.
Seconde remarque : on aurait pu éliminer la pression et obtenir une équation pour u du
second ordre en t (formulation usuelle), mais la formulation du premier ordre vitesse-pression
a quelques avantages :
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– elle peut être couplée avec la méthode des domaines fictifs [22], [364] pour prédire la
propagation et les vibrations dans un milieu ayant des hétérogénéités compliquées,
– une couche PML (Perfectly Matched Layer) [27], [78], [364] peut être conçue pour ce
système, ce qui permet de simuler efficacement la propagation et les vibrations dans
un domaine partiellement ou totalement non-borné,
– le système au premier ordre en t est plus facile à implémenter numériquement
dans des milieux hétérogènes du fait qu’il ne nécessite pas l’approximation des dérivées
spatiales des paramétres (i.e., modules) mécaniques.
Ceci étant souligné, on donne maintenant les grandes lignes de la façon de résoudre ce
système de trois EDP par la méthode d’éléments finis [364], [20], [166], [167].
Une formulation mixte des trois EDP prend la forme

Trouver (v, p,H) : ]0, T [7→ X ×M × (M)L tel que :∀t ∈]0, T [
d
dt(ρv,w) + b(w, p) = (f ,w) ; ∀w ∈ X
d
dt
(
1
µRyj
ηj , q
)
+
(
ωj
µRyj
ηj , q
)
− b(v, q) = 0 ; ∀q ∈M
d
dt
(
1
µR
p, q
)
−∑Lj=1 ddt ( 1µR ηj , q)− b(v, q) = 0 ; ∀q ∈M
, (2.5.21)
sachant que H est le vecteur de dimension L dont les composantes sont ηj ,
b(w, q) :=
∫
Ω
q∇ ·wdx ; ∀(w, q) ∈ X ×M . (2.5.22)
et X et M les espaces fonctionnels H(div; Ω) et L2(Ω) respectivement.
On introduit maintenant les espaces d’éléments finis Xh ⊂ X, Mh ⊂ M de dimensions
N1 et N2 respectivement. La semi-discrétisation en espace du problème (2.5.21) conduit au
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problème 
Trouver
(Vh, Ph,Hh) ∈ L2(0, T ;RN1)×
L2(0, T ;RN2 × L2(0, T ; (RN2)L)
tel que
Mv
dVh
dt +BhPh = Fh
My
d(Hh)j
dt +Mω(Hh)jB
T
h Vh = 0 ; ∀j
Mp
dPh
dt −
∑L
j=1Mp
d(Hh)j
dt −BTh Vh = 0
, (2.5.23)
où BTh désigne le transposé de Bh. Dans la pratique, on ne considère que des domaines
réguliers dans Rd=1,2 que l’on peut discrétiser avec un maillage uniforme Th composé de
segments (d = 1) ou de carrés (d = 2) de taille h.
Les espaces d’EF que l’on emploie sont décrits dans [21], [364]. De fait, on obtient des
résultats très satisfaisantes avec les éléments d’ordre le plus bas :
Xh = {wh dans X/∀K ∈ Th, wh |K∈ (Q1)d}
Mh = {qh dans M/∀K ∈ Th, qh |K∈ Q0}
. (2.5.24)
Pour la discrétisation temporelle, on emploie des différences finies centrées au second ordre
Trouver (V n+1h , P
n+ 3
2
h ,Hh
n+ 3
2 ) ∈ RN1 × RN2 × (RN2)L tel que
Mv
V n+1h −V nh
∆t −BTh P
n+ 1
2
h = F
n+ 1
2
h
My
(Hh)
n+32
j −(Hh)
n+12
j
∆t +Mω
(Hh)
n+32
j −(Hh)
n+12
j
2 BhV
n+1
h = 0 ; ∀j
Mp
P
n+32
h −P
n+12
h
∆t −
∑L
j=1Mp
(Hh)
n+32
j −(Hh)
n+12
j
∆t +B
T
h V
n+1
h = 0
. (2.5.25)
Ainsi formulé, le problème viscoacoustique trouve sa solution numérique dans de très
bonnes conditions. Une analyse similaire conduit à une méthode efficace de résolution du
problème viscoélastique [166],[168], [169].
La fig. 2.1 montre la solution spatio-temporelle obtenue par cette méthode EF pour un
cylindre circulaire fluide immergé dans un autre fluide. Dans sa thèse, J.-P. Groby montre
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Fig. 2.1 – A gauche : géométrie du problème de la diffraction d’une onde plane par un
cylindre viscoacoustique. A droite : instantané du champ de pression autour et dans l’objet
pour θi = 0.
(fig. 9.2) que les solutions EF sont sensiblement identiques aux solutions canoniques pour
ce type "d’os".
Ceci nous autorise à penser que la même technique permettrait de résoudre le système
d’équations de diverses formulations évoquées plus loin en rapport avec le problème de la
poroviscoélasticité tel qu’il se présente dans le cadre de la caractérisation vibroacoustique et
ultrasonore de l’os (surtout trabéculaire).
2.6 Le modèle de fluide équivalent (i.e., homogène) UA-WT
Nous revenons ici au problème de remplacement d’un milieu divisé (i.e., non-homogène)
par un milieu fluide équivalent (homogène). Rappelons (voir la sect. 2.3) que le modèle de
fluide équivalent ad hoc avait la propriété très fâcheuse de n’être rattaché d’aucune manière
à la microstructure du matériau d’origine.
Urick et Ament (UA) [369] et Waterman et Truell (WT) [375] ont conçu un modèle de
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fluide équivalent très simple qui, contrairement au modèle ad hoc, intègre la microstructure
comprenant des petites inclusions fluides dans un milieu-hôte fluide d’une manière physique.
Leurs modèles sont pratiquement identiques, quant aux expressions finales, mais non en
ce qui concerne leur mise en oeuvre. Une, ou les deux composantes du milieu composite,
peuvent être dissipatives ou non-dissipatives.
Les modèles UA-WT s’attachent uniquement à une description cinématique du milieu
équivalent, ce qui veut dire que les seuls descripteurs du milieu sont la vitesse de phase
et l’atténuation de l’onde propagée en son sein, et non la distribution spatiale de l’énergie
diffusée, ni même la quantité d’énergie transmise ou réfléchie (i.e., diffusée vers l’avant ou
vers l’arrière) par le composite.
L’idée de base est de comparer deux configurations, l’une composite, et l’autre homogène,
quant à l’atténuation et la vitesse de phase de l’onde plane qui les traversent. L’atténuation
dans un milieu homogène n’est due qu’à l’absorption intrinsèque dans l’unique composante
du milieu, alors que l’atténuation dans un milieu non-homogène est due à la fois à la absorp-
tion intrinsèque de ses constituants et à la diffusion. En gros, lorsqu’une onde plane traverse
un milieu hétérogène, son parcours est plus long que dans la même épaisseur de matériau
homogène, du fait de devoir passer autour des, et être réfractée dans les, hétérogénéités, ce
qui veut dire que cette onde apparaît comme étant "ralentie" (i.e., sa vitesse de phase v
est moindre que dans le milieu-hôte sans inclusions). Aussi, ce qui est reçu par un capteur
orienté perpendiculairement au rayon-vecteur de l’onde plane au début de son parcours, est
moindre que ce que le capteur aurait reçu si l’onde traversait la même épaisseur de matériau
homogène, étant donnée qu’une partie de l’énergie ne parvient pas au capteur du fait d’avoir
été diffusée dans des directions obliques (donc, hors de portée du capteur). On appelle ce
phénomène atténuation par diffusion, αd, de sorte que l’atténuation totale α du composite
est la somme de αd et de l’atténuation due à l’absorption intrinsèque αi des constituants. Il
est intéressant de constater que α peut être non-nul, même si le milieu-hôte et les inclusions
sont non-dissipatifs.
La vitesse de phase v et l’atténuation α de l’onde de compression reçue sur le capteur
dépendent de la fréquence ω du fait que ce qui se passe au niveau de chaque rencontre de
l’onde avec les inclusions dépend de la fréquence. Ceci se voit, par exemple, dans les formules
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de la section précédente, si l’on suppose que les inclusions sont de petits cylindres circulaires.
L’hypothèse de base est que les inclusions produisent individuellement une diffraction
tellement faible que chaque inclusion ignore l’existence de son voisin et ne ressent que l’onde
incidente. Il est ainsi implicite que les inclusions sont relativement distantes l’une de l’autre,
car, à faible distance de séparation, une inclusion produit fatalement un effet sur son voisin,
même si elle diffracte faiblement. Ainsi, il semblerait que le modèle UA-WT ne soit pas ap-
proprié pour décrire ce qui se passe dans un tissu osseux spongieux du fait que les trabécules
(vues comme des inclusions fluides dans l’hôte-moelle) forment un réseau relativement dense
au sein du milieu-hôte. Mais, en réalité, on ne connaît pas bien les limites du modèle UA-WT
[328], de sorte que nous supposerons, pour l’instant, que ce modèle puisse s’appliquer pour
décrire le champ acoustique dans un os spongieux.
Le point fondamental dans la théorie UA-WT est de connaître a priori la réponse dif-
fractive d’une inclusion individuelle à l’onde incidente. Considérons, comme, dans la section
précédente, un problème 2D (i.e., des inclusions cylindriques alignées dans la direction de
l’axe des z (r, θ étant les coordonnees polaires dans le plan de section droite x−y). Soit f(θ)
(θ = pi étant la direction de rétrodiffusion et θ = 0 la direction de diffusion vers l’avant) la
fonction angulaire de diffusion en zone lointaine de l’inclusion individuelle. Cette fonction est
supposée connue. Soit N = φ/A (avec φ le facteur de remplissage des inclusions et A l’aire
de la région représentative du milieu) le nombre d’inclusions par unité d’aire dans le plan
x− y, et k0 le nombre d’onde dans le milieu-hôte. Le nombre d’onde k = ‖k‖ (k le vecteur )
d’une onde plane compressive exp(ik · x) se propageant dans le milieu fluide équivalent est
k(ω) =
ω
v(ω)
+ iα(ω) . (2.6.1)
Notons que v et α dépendent de ω (fait qui s’appelle dispersion) du fait que f(θ) dépend de
ω.
Les concépteurs du modèle UA-WT supposent qu’au niveau de l’atténuation, tout se
passe comme si les effets sont cumulatifs (i.e., on obtient l’effet de l’ensemble en ajoutant
les effets de chacun des inclusions), et tout ce qui n’est pas diffusé vers l’avant ou l’arrière
apparaît comme de l’absorption (apparente). Un raisonnement similaire concernant la vitesse
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de phase conduit à (
k(ω)
k0
)2
=
[
1 +
2iNf(0)
(k0)2
]2
−
[
2iNf(pi)
(k0)2
]2
. (2.6.2)
Dans le régime de diffusion faible précité, qui se produit pour des θ petits et/ou des contrastes
relativement faibles entre les constantes matérielles du milieu hôte et du milieu occupant les
inclusions, le terme portant sur f(pi) est négligeable devant celui portant sur f(0) de sorte
que l’on tombe sur
k(ω) = k0
[
1 + i
2Nf(0)
(k0)2
]
. (2.6.3)
Remarque : On peut s’étonner de ne pas trouver dans ces formules une référence au nombre
d’onde k1 relatif aux inclusions ; en réalité, cette absence n’est qu’apparente, puisque k1,
ainsi que les dimensions caractéristiques de l’inclusion-générique, figurent dans la fonction
de diffusion f .
Remarque : La théorie UA-WT traduit qualitativement un fait observé très souvent dans
les expériences : la dispersion est essentiellement gouvernée par la densité des inclusions
produisant la diffusion. Autrement dit, en suivant des variations de v et de α d’un spécimen
à l’autre, on peut déterminer lequel a une plus grande densité d’inclusions. Ce constat est
potentiellement intéressant pour distinguer un os sain d’un os ostéoporotique.
Dans un travail paru en 1985, Brauner et Beltzer [24] montrèrent que la paire de formules
UA-WT (parties réelle et imaginaire de (2.6.3)) ne vérifent pas généralement les relations
de Kramers-Kronig (KK) (particulièrement aux hautes fréquences) comme sont astreintes
les parties réelles et imaginaires du nombre d’onde (et/ou de l’indice de réfraction) pour
tout milieu linéaire, passif et causal. Ils ont suggéré de ne retenir qu’une des relations de
la paire de formules UA-WT, en particulier, celle relative à α, grandeur qui par ailleurs
semble plus facile à mesurer que la vitesse de phase v, et de calculer l’autre grandeur par
les relations de Kramers-Kronig elles-mêmes. Cette idée (que l’on appelle "méthode cau-
sale") a l’avantage de restaurer la cohérence nécessaire entre <(k) et =(k), mais au prix
d’une complication non-négligeable liée à la nécessité de calculer une intégrale pour chaque
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fréquence, dont le noyau comporte la fonction =[f(0)] qu’il faut déterminer préalablement
pour toutes les fréquences. Enfin, il y a la difficulté de calculer l’intégrale au sens de valeur
principale de Cauchy apparaissant dans les formules KK. Néanmoins, ces difficultés peuvent
être surmontées [26].
On peut se poser la question, en dehors de toute considération concernant la causalité,
de la validité des relations UA-WT pour la caractérisation de la réponse dynamique d’un
milieu hétérogène. La question plus importante est de savoir si la formule UA-WT pour
l’atténuation est juste, car il faut s’y fier, même avec la procédure préconisée par Brauner et
Beltzer. Cette formule est, en fait, une conséquence assez générale des hypothèses inhérentes :
a) à un milieu dans lequel les positions des inclusions sont complètement non-correlées (i.e.,
complètement aléatoire), et b) au fait que chaque inclusion répond à l’onde incidente comme
si les autres inclusions étaient absentes. Ces hypothèses ont évidemment leurs limites :
celles-ci interviennent pour des φ importants et/ou des contrastes des constantes matérielles
importantes. Il est probable aussi que la fréquence joue un rôle.
Afin d’examiner ces questions, et de ne pas être tributaire d’expériences (réelles) dans
lesquelles il est difficile de controler φ et le caractère aléatoire de la configuration, il est utile
d’effectuer des expériences numériques de comparaison entre l’UA-WT et ce que donne un
modèle plus rigoureux de réponse du milieu divisé (voir, e.g., [26],[256]).
Notons enfin, qu’une version plus rigoureuse de la théorie UA-WT, a été mise au point
par Yang et Mal [397] et donne lieu à
1 =
[
1 +
2iNf(0)
(k)2
]2
−
[
2iNf(pi)
(k)2
]2
. (2.6.4)
Cette relation (non-linéaire) n’est plus explicite en termes de k, ce qui veut dire qu’il faut la
résoudre numériquement pour obtenir k. On perd ainsi un des aspects attractifs du modèle
UA-WT, tout en améliorant sa validité.
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2.7 Le modèle de solide élastique équivalent (homogène) ad
hoc
Le modèle de milieu continu qui vient tout naturellement à l’esprit, lorsque l’on fait vibrer
ou passer une onde dans un os, est celui d’un milieu solide, élastique, homogène, isotrope ou
anisotrope (on fait désormais abstraction de l’anisotropie, tout en étant conscient que ceci
n’est pas réaliste en ce qui concerne les os [308]). Jusqu’à nouvel ordre, on suppose aussi que
le solide est linéaire. Enfin, en n’essaie pas de rattacher les propriétés de solide homogène
équivalent à des descripteurs du solide hétérogène de départ (comme dans la sect.2.3).
Ce qui distingue fondamentalement le solide du fluide (les deux étant non-visqueux) est
la rigidité (=0 pour un fluide), et donc de pouvoir propager des ondes de cisaillement dans
le solide mais pas dans le fluide. Dans le solide, nous avons non seulement des déformations
longitudinaux (i.e., de compression-dilatation), mais aussi des mouvements de torsion et
de fléxion, ce qui se traduit, en régime dynamique, par des vibrations longitudinaux, de
torsion et de fléxion, ou des ondes P (de compression), SH (de cisaillement horizontal) et
SV (de cisaillement verticale), les ondes P ayant une vitesse de phase vP , et les ondes SH
et SV une autre vitesse de phase vS . De plus, le champ de déplacement dans le solide
élastique est de nature vectorielle, alors qu’il est scalaire dans le cas du fluide. Donc, la
modélisation est plus complexe dans le cas du solide que dans le cas du fluide, et il faut
trouver plus de constantes matériels (e.g., en régime linéaire : 3 au lieu de 2) pour résoudre
un problème inverse d’identification de matériau. Ces constantes sont, pour le fluide ρ, κ
(densité et compressibilité), et pour le solide ρ, λ, µ (densité et coefficients de Lamé) ou
ρ,E, ν (densité, module de Young et coefficient de Poisson).
Le comportement d’un solide linéairement élastique, isotrope est décrit par la loi de
Hooke [127]
σ = 2µε+ λ∇ · uI , (2.7.1)
où σ, ε, I sont les tenseurs de contrainte, de déformation et unitaire respectivement, et u
est le vecteur de déplacement relié au tenseur de déformation par
ε =
1
2
(∇u+∇uT ) , (2.7.2)
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le symbole T désignant ici l’opération de transposition. On remarque que le terme contenant
µ est absent dans un fluide car µ = 0 dans un tel milieu.
Le bilan de quantité de mouvement ou les lois fondamentales de la dynamique (loi de
Cauchy) dans un milieu continu s’exprime par [127]
∇ · σ − ρ∂
2u
∂t2
= −F , (2.7.3)
où t est la variable-temps et F la force appliquée (i.e., sollicitation). En introduisant (2.7.1)
et (2.7.2) dans (2.7.3), on obtient l’équation de Navier (ou équation d’ondes linéairement
élastiques)
(λ+ µ)∇∇ · u+ µ∇2u− ρ∂
2u
∂t2
= −F . (2.7.4)
Nous avons montré dans la section précédente comment l’introduction d’une viscoélasticité à
mémoire non-instantanée donne lieu à de considérables complications, notamment lors de la
résolution numérique de l’équation d’ondes dans le domaine temporel. Il n’est pas toujours
évident qu’il faille adopter une loi de viscoélasticité aussi élaborée qu’une loi de Boltzmann
pour le matériau considéré. Par exemple, une loi de type Kelvin-Voigt (KV) [250] (visco-
élasticité à mémoire instantanée) peut, peut-être, faire l’affaire. Ce type de comportement
se caractérise par deux paramètres (de viscoélasticité) supplémentaires, λv et µv, et donne
lieu á l’équation d’ondes (atténuées)[
(λ+ 2µ) + (λv + 2µv)
∂
∂t
]
∇∇ · u−
[
µ+ µv
∂
∂t
]
∇×∇× u− ρ∂
2u
∂t2
= −F . (2.7.5)
On retrouve facilement (2.7.4) en posant λv = µv = 0.
Afin de mettre en évidence bien des phénomènes intéressants, il est habituel de formuler
l’équivalent de l’équation d’ondes (qui se situe dans le domaine spatio-temporel) dans le do-
main spatio-fréquentiel. Soit f(x, t) un vecteur (x le vecteur de position) que l’on représente
par une intégrale de Fourier
f(x, t) =
∫ ∞
−∞
f(x, ω)e−iωtdω , (2.7.6)
où ω est la fréquence angulaire. En employant (2.7.6) pour u et F, et en identifiant u et F
par u(x, ω) et F(x, ω) on obtient
(λ+ 2µ)(1− iωξPv)∇∇ · u− µ(1− iωξSv)∇×∇× u+ ρω2u = −F . (2.7.7)
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où ξSv := µvµ et ξPv :=
λv+2µv
λ+2µ . En développant u et F [127] en potentiels de Helmholtz, on
trouve que deux types d’ondes peuvent se propager dans le solide ayant les nombres d’onde
complexes suivants :
kPv =
ω
vP
√
1
1− iωξPv , kSv =
ω
vS
√
1
1− iωξSv , (2.7.8)
avec
vP =
√
λ+ 2µ
ρ
, vS =
√
µ
ρ
. (2.7.9)
Autrement dit : i) deux ondes de volume peuvent se propager dans le solide viscoélastique,
ii) chacune de ces ondes s’associe à un nombre d’onde complexe, ce qui signifie que chacune
de ces ondes est dispersive et hétérogène, même si λ, µ, λv, µv, ne dépendent pas de ω.
Notons, pour un besoin futur, que lorsque l’on est dans un régime très basses fréquences
et/ou faibles dissipations P et S, i.e.,
ωξPv << 1 , ωξSv << 1 , (2.7.10)
alors
kPv ≈ ω
vP
(
1 +
i
2
ωξPv
)
, kSv ≈ ω
vS
(
1 +
i
2
ωξSv
)
, (2.7.11)
de sorte que si λ, µ, λv, µv, ne dépendent pas de ω, alors la dispersion (en termes de lenteur
1/v = kω)est linéaire.
2.8 Prédiction des champs acoustiques et vibratoires dans un
os long au moyen du modèle de solide équivalent ad hoc
du matériau-os
Le modèle de milieu solide élastique ou viscoélastique équivalent permet de résoudre un
grand nombre de problèmes directs de vibration et de propagation d’ondes dans des milieux
comme le tissu osseux ou des objets-os. L’objet-os peut être soit de géométrie simple (pro-
blème canonique) [253], [180], [66], [147], [146] comme dans la formulation fluide équivalent
(voir la sect. 2.4), soit de géométrie complexe, en quel cas des méthodes numériques de type
éléments finis [168], [169], [291] sont de mise.
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Evidemment, le modèle de milieu solide élastique ou viscoélastique équivalent a aussi
servi pour construire des estimateurs à incorporer dans des techniques d’identification de
paramètres matériels de tissus-os ou objets-os à partir de données vibratoires ([291]) ou
acoustiques ([46], [286]). Nous reviendrons sur ces questions plus loin.
En attendant, examinons le problème canonique de la diffraction d’une onde acoustique
par un cylindre circulaire solide immergé dans un fluide. Ce travail a fait l’objet d’une
publication [106].
Le cylindre, que l’on suppose homogène, mais dissipatif au départ, est censé représenter
un os long, et on essaie de déterminer sa réponse à une solicitation prenant la forme d’une
onde de compression se propageant initialement dans le fluide (homogène et non-dissipatif)
entourant le cylindre (ce fluide pouvant modéliser la chair (graisse, muscles et peau) entou-
rant un os).
Du fait de l’invariance du cylindre et du champ incident pi par rapport à x3, les champs
diffractés et totaux sont également invariants par rapport à x3. Désormais on raisonne donc
dans le plan de section droite x1 − x2 en lequel les coordonnées polaires sont r, θ.
Soit p0 la pression totale dans le domaine Ω0 extérieur à la frontière Γ du cylindre ; du fait
de l’invariance précitée, on a p0 = p0(x, y, t) = pi(x, y, t) + p0d(x, y, t), où p0d est le champ
de pression diffracté dans Ω0 et x = (x1, x2) et t le temps. Pour la même raison, le champ
de déplacement total u1 dans Ω1 est de la forme u1 = u1(x1, x2, t). On effectue l’analyse
dans le domaine spatio-fréquentiel au moyen de p0,i,d(x, t) =
∫∞
−∞ p
0,i,d(x, ω) exp(−iωt)dω
et u1(x, t) =
∫∞
−∞ u
1(x, ω) exp(−iωt)dω. A partir d’ici, p0,i,d (signifiant p0, pi or pd) et u1
sont functions de (x, ω).
L’onde plane incidente est
pi = Ai(ω) exp
(−ik0Lr cos (θ − θi)) (2.8.1)
(où Ai(ω) is le spectre d’amplitude, θi l’angle d’incidence dans le plan x1Ox2, et k0L = ω/c
0
L,
avec c0L = (ρ
0κ0)−1/2 la célérité des ondes longitudinales dans le fluide M0 remplissant Ω0).
p0,i,0d sont gouvernés par l’équation de Helmholtz
(∇2 + (k0L)2) p0,i,0d = 0 dans Ω0 , (2.8.2)
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et la condition de rayonnement (d’ondes sortantes) à l’infini
p0d,r − ik0Lp0d = o(r−1/2) ; r →∞ , ∀θ ∈ [0, 2pi[ . (2.8.3)
u1 obéit à l’équation d’ondes élastiques dans le domaine spatio-fréquentiel
µ∇2u1 + (λ1 + µ1)∇ · ∇u1 + ω2u1 = 0 dans Ω1 , (2.8.4)
sachant que u1 est borné dans Ω1, i.e.,
‖u1‖ <∞ dans Ω1 . (2.8.5)
Soient ν le vecteur unitaire normal à Γ dirigé vers Ω0, et , Tj = σj · ν la traction. Les
conditions de transmission sont :
T0 −T1 = 0 , u0 · ν − u1 · ν = 0 sur Γ . (2.8.6)
L’emploi de la décomposition de Helmholtz
u1 = ∇ϕ1 +∇×ψ1 , (2.8.7)
permet (2.8.4) de se transformer en deux (l’une scalaire, l’autre vectorielle) équations de
Helmholtz (∇2 + (k1L)2)ϕ1 = 0 , (∇2 + (k1T )2)ψ1 = 0 , (2.8.8)
en lesquelles
k1L =
ω
c1L
= ω
(
λ1 + 2µ1
ρ1
)−1/2
, k1T =
ω
c1T
= ω
(
µ1
ρ1
)−1/2
. (2.8.9)
sachant que les indices L et T se réfèrent aux ondes longitudinales (i.e., de pression P) et
transverses (i.e., de cisaillement S).
Le fait de se rappeler que les champs p0 et u1 ne dépendent pas de x3, permet de réduire
(2.8.2) et (2.8.8) à :
p0,rr + r
−1p0,r + r−2p0,θθ + (k
0
L)
2p0 = 0 dans Ω0 , ,
ϕ1,rr + r
−1ϕ1,r + r−2ϕ1,θθ + (k
1
L)
2ϕ1 = 0 dans Ω1 , ,
ψ1,rr + r
−1ψ1,r + r−2ψ
1
,θθ + (k
1
T )
2ψ1 = 0 dans Ω1 .
(2.8.10)
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La condition de jauge ∇ · ψ1 = 0 et l’absence de contraintes de cisaillement dans le fluide
entraînent ψ1r = ψ1θ = 0. En coordonnés cylindriques r, θ, z, les conditions de continuité de
la traction et de la composante normale du déplacement deviennent :
−p0 + λ1(k1L)2ϕ1 − 2µ1
[
ϕ1,rr − r−2ψ1z,θ + r−1ψ1z,rθ
]
= 0 sur Γ ,
2
[
−r−2ϕ1,θ + r−1ϕ1,rθ
]
+
[
−ψ1z,rr + r−1ψ1z,r + r−2ψ1z,θθ
]
= 0 sur Γ ,
1
λ0(k0L)
2 p
0
,r − φ1,r − r−1ψ1z,θ = 0 sur Γ .
(2.8.11)
Le champ de pression incident vérifie la condition de périodicité pi(r,−θ + 2θi, ω) =
pi(r, θ, ω) ainsi que la première des équations de Helmholtz dans (2.8.10), de sorte que
(aussi, compte tenu de (2.8.1))
pi =
∞∑
m=0
am²mJm(k0Lr) cosm(θ − θi) , avec am = S(ω)e−im
pi
2 , (2.8.12)
où Jm( ) est la fonction de Bessel d’ordre m et ²0 , ²m>0 = 2. La périodicité de pi entraîne
p0d(r,−θ + 2θi, ω) = p0d(r, θ, ω), de sorte, que du fait de la la première des équations de
Helmholtz dans (2.8.10), et de la condition de rayonnement à l’infini,
p0d =
∞∑
m=0
bm²mHm(k0Lr) cosm(θ − θi) , (2.8.13)
où Hm( ) = H
(1)
m ( ) est la fonction de Hankel de première espèce d’ordfre m . La périodicité
de pi et de p0d entraîne aussi φ1(r,−θ + 2θi, ω) = φ1(r, θ, ω), de sorte que du fait de la
seconde des équations de Helmholtz dans (2.8.10), et du fait que le champ est borné dans
Ω1,
φ1 =
∞∑
m=0
cm²mJm(k1Lr) cosm(θ − θi) . (2.8.14)
Au moyen de n’importe laquelle des conditions de transmission (2.8.11), et compte tenu
des conditions de périodicité auxquelles obéissent pi, pd, et φ1, on trouve que ψ1z obéit à la
relation ψ1z(r,−θ+2θi, ω) = −ψ1z(r, θ, ω), de sorte qu’en raison de la troisième des équations
de Helmholtz dans (2.8.10) et du fait que le champ est borné dans Ω1
ψ1z =
∞∑
m=0
dm²mJm(k1T r) sinm(θ − θi) . (2.8.15)
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Nous abordons enfin la tâche de l’obtention des coefficients {bm}, {cm}, {dm} à partir des
conditions de transmission. Nous employons les relations d’orthogonalité∫ θi+pi
θi cosm(θ − θi) cosn(θ − θi)dθpi = δmn²m ,∫ θi+pi
θi sinm(θ − θi) sinn(θ − θi)dθpi = δmn (1−δm0)2 ,
(2.8.16)
où δmm = 1 , δmn 6=m = 0, pour trouver :
P0q0 = r0 , (2.8.17)
où
P0 =

χ0LH˙0(χ
0
L) −υ0Lχ1LJ˙0(χ1L)
−H0(χ0L) υ1LJ0(χ1L)− 2µ1(k1L)2J¨0(χ1L) ,
 (2.8.18)
q0 =

b0
c0
 , r0 =

−a0χ0LJ˙0(χ0L)
a0J0(χ0L)
 , (2.8.19)
et
Pnqn = rn ; n = 1, 2, ... , (2.8.20)
où
Pn =

χ0LH˙n(χ
0
L) −υ0Lχ1Lν2J˙n(χ1L) −υ0LnJn(χ1T )
−a2Hn(χ0L) (χ1L)2
[
λ1Jn(χ1L)−
2µ1J¨n(χ1L)
] 2µ1n[Jn(χ1T )−
χ1T J˙n(χ
1
T )
]
0 2n
[
Jn(χ1L)−
χ1LJ˙n(χ
1
L)
] −(χ1T )2J¨n(χ1T )+
χ1T J˙n(χ
1
T )− n2Jn(χ1T )

(2.8.21)
qn =

bn
cn
dn

, rn =

−anχ0LJ˙n(χ0L)
ana
2Jn(χ0L)
0

, (2.8.22)
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avec : χjL = k
j
La, χ
j
T = k
j
Ta, υ
j
L = λ
j(kjL)
2, g˙(ς) = dg/dς, g¨ = d2g/dς2, pour n = 1, 2, .....
En principe, les équations matricielles (2.8.17) et (2.8.20) permettent de déterminer les
vecteurs des coefficients inconnus q0 and qn ; n = 1, 2, ..., et ainsi de résoudre le problème
direct de diffraction, notamment pour prédire le champ de pression diffractée pd dans le fluid
hôte.
En procédant essentiellement de la même manière (on l’appelle la méthode des ondes
partielles) , on résout le problème direct (également canonique) de diffraction d’une onde
de pression, se propageant initialement dans le fluide hôte, par un tube solide viscoélastique
dont la partie centrale (médullaire, si le tube représente un os long) est remplie d’un fluide
visqueux.
Bien entendu, la méthode EF viscoacoustique, décrite précemment, se généralise au cas
d’objets solides (e.g., cylindres, tubes) viscoélastiques de forme arbitraires, contenant ou non
des inclusions fluides visqueuses.
Le graphique de la fig. 2.2, tiré de [164], montre les prédictions de la réponse, calculée
par la méthode EF, à une onde ultrasonore d’un os humain (radius) modélisé par un tube.
Dans le chap. 4 nous reprendrons, dans un cadre expérimental et de problème inverse,
les problèmes de diffraction d’ultrasons par un cylindre et tube solide immergés dans l’eau.
2.9 Le modèle de solide équivalent (i.e., homogène) UA-WT
Nous traitons ici, encore une fois, le problème du remplacement d’un milieu divisé (i.e.,
non-homogène) par un milieu équivalent (homogène). Rappelons (voir la sect. 2.7) que le
modèle de solide équivalent ad hoc avait la propriété très fâcheuse de n’être rattaché d’aucune
manière à la microstructure du matériau d’origine.
Le modèle UA-WT, dans le contexte présent, part d’un milieu-hôte solide contenant des
petites inclusions solides ou fluides. Le formalisme suit celui de UA-WT pour les fluides, et
donne lieu à un solide équivalent (homogène) [328], [24], [25], [397]. Si l’onde incidente est
de type SH (polarisation de cisaillement horizontal), l’onde qui frappe le récepteur après la
traversée du milieu est aussi une onde SH. Si l’onde incidente est de type P (compressive,
aussi noté L) ou SV (polarisation de cisaillement verticale), deux ondes frappent le récepteur
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Fig. 2.2 – Vue en coupe du radius humain approché par un tube circulaire et sondé par une
onde cylindrique impulsionnelle. Panneau de gauche : configuration adoptée dans le calcul,
les caractéristiques de la chair entourant l’os étant : ρ0 = 1030kg m−3, c0S = 200m s
−1,
c0P = 1500m s
−1. Panneaux du milieu et droit : instantanés des modules de champs de
vitesse particulaire totaux à deux instants.
après la traversée du milieu. Donc, en général, on a affaire, sur le plan cinématique, à deux
nombres d’onde dans le milieu solide équivalent :
kP (ω) =
ω
vP
+ iαP (ω) , kS(ω) =
ω
vS
+ iαS(ω) , (2.9.1)
le S (aussi noté T) désignant "cisaillement" (en anglais : shear).
Nous ne donnons pas ici les expressions pour vP , vS , αP , et αS ; il suffit de mentionner le
fait qu’elles sont rattachées, d’une manière explicite, aux fonctions de diffusion vers l’avant
des ondes SH, P et SV et à la fraction volumique (en 3D, ou d’aire en 2D) φ des inclusions.
Donc, ce modèle de solide équivalent permet de remonter à la densité d’inclusions à partir
de mesures des vitesses et atténuations des ondes P et S.
Le domaine de validité de ce modèle est encore largement inconnu pour ce qui concerne
le matériau-os spongieux (voir cependant [256]).
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2.10 Le modèle de fluide équivalent (i.e., homogène) de type
UA-WT pour un milieu fluide avec des inclusions solides
Au niveau microstructurel, le milieu-hôte est un fluide (dissipatif ou non-dissipatif) et les
inclusions sont des solides (dissipatifs ou non-dissipatifs). Au niveau de l’inclusion seule, le
problème à résoudre est celui de la diffraction par un seul objet solide dans un milieu fluide.
Si le fluide est leger et au repos, le problème est relativement simple, sinon il est compliqué,
mais accessible au calcul presque analytique pour des objets solides de forme simple. A notre
connaissance, le modèle de type UA-WT n’a pas éte développé jusqu’ici pour des inclusions
solides dans un fluide lourd en mouvement, mais il est probable que ce modèle aurait des
ressemblances avec le modèle de Biot décrit brièvement dans la section suivante et plus en
détail dans le chap. 6.
2.11 Bref résumé du modèle de Biot
La théorie des mouvements d’un milieu isotrope poroélastique (ici, signifiant un solide
avec des cellules connectées dans lesquelles circule librement un fluide) a été mise au point,
de manière quasi-heuristique, par Biot [31], [32], [34], [35]. Cette théorie tire son essence de la
considération séparée du mouvement de la matrice solide (supposée linéairement élastique)
et du mouvement du fluide. Toutefois, ces mouvements sont couplés par le fait du frottement
du fluide au contact de la matrice solide.
Nous ferons un exposé complet du modèle de Biot, qui semble le plus apte à décrire la
dynamique de milieux poreux tel que l’os trabéculaire, dans le chap. 6.
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Chapitre 3
Inversions des données ultrasonores
simulées avec des modèles simples
On décrit des inversions de données simulées au moyen de modèles relativement simples.
3.1 L’incorporation des modèles de milieu continu pour
résoudre le problème inverse de caractérisation matérielle
de l’os par méthodes vibratoires et/ou acoustiques
3.1.1 Remarques préliminaires
Nous avons écrit plus haut que le problème de fond était de trouver le modèle dynamique
le plus apte à rendre compte du champ vibratoire ou acoustique dans le matériau. Maintenant
que ce chapitre a été abordé, il faut traiter les autres aspects importants de notre problème
inverse.
Premièrement, il est indispensable de bien choisir le type et la quantité des grandeurs
physiques mesurées pour que ces données soient des indicateurs suffisamment sensibles
de la santé de l’os (notons qu’il n’est possible d’effectuer les essais dynamiques classiques
en traction-compression que sur des os morts [36] et traditionnellement on détermine les
constantes viscoélastiques sur ces mêmes os [229]).
Deuxièmement, il faut que ces grandeurs puissent être extraites sans ambigüité, et de la
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manière la plus simple possible, du modèle que l’on emploie pour rendre compte des mesures
(voir [230], [231] pour les constantes viscoélastiques).
Troisièmement, l’os trabéculaire constitue la cible privilégiée pour diagnostiquer et suivre
l’évolution de l’ostéoporose, car ce type d’os est le plus actif sur le plan métabolique. Ceci
veut dire que les altérations de la structure de l’os trabéculaire, se traduisant par la dimuni-
tion de l’épaisseur des travées, la transformation des plaques en tiges, et l’augmentation de
la porosité, fait que l’altération de la solidité de l’os s’y produit plus rapidement qu’ailleurs
(i.e., dans l’os cortical). Néanmoins, l’os cortical conserve un intérêt certain du fait que :
i) la partie corticale des os longs (composés en grande partie de tissu compact) diminue
d’épaisseur et est progressivement ponctuée de trous (le rendant poreux, bien que moins
poreux que l’os trabéculaire) lorsque le sujet est atteint de l’ostéoporose, ii) la plus grande
accessibilité des os longs [235] rend plus facile des mesures de leur réponse aux sollicitations
vibratoires et acoustiques.
Quatrièmement, nous avons vu que les théories de réponse de matériaux, telles que l’os
spongieux (il en va de même de structures incorporant ces matériaux (i.e., des objets-os)), à
des sollicitations dynamiques, ne sont pas aussi simples que celles relatives aux sollicitations
quasi-statiques ; donc, le problème direct consistant à prévoir cette réponse est en lui-même
une source de difficultés et celles-ci sont décuplées lorsque l’on aborde le problème inverse
qui consiste à extraire les descripteurs de santé de l’os de son comportement dynamique.
3.2 Les méthodes inverses acoustiques basées sur l’hypothèse
d’un os fluide
Nous avons évoqué plus haut quelques problèmes qui surviennent lorsque l’on essaie
de résoudre le problème inverse consistant à extraire les paramètres du modèle (lequel est
supposé proche du réel) par traitement des données. Pour rendre plus concret ces dires, nous
allons prendre un exemple tiré, une fois de plus, de la viscoacoustique. Ce problème illustre
plusieurs thèmes essentiels concernant la caractérisation des os [51], [54], [52], [153], [94],
[289], [290], [333], [384], [385], [386], [388] :
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– La nécessité de résoudre des problèmes directs et inverses canoniques les plus proches
possibles des problèmes correspondants des os
– La nécessité, d’extraire si possible, à partir des solutions exactes des problèmes ca-
noniques directs, des solutions asymptotiques ou autres (en tous cas, explicites) du
problème inverse correspondant,
– la nécessité de mettre en évidence, à partir de ces solutions, l’éventuelle non-unicité
des solutions, et comment ces solutions dépendent de la nature et de la quantité des
données,
– la nécessité de mettre en évidence, à partir de ces solutions, la sensibilité des paramètres
reconstruits vis-à-vis de variations des paramètres implicites et vis-à-vis d’erreurs de
mesure et du modèle.
3.3 La reconstruction, à partir de données acoustiques, de la
compressibilité κ1 et de la densité ρ1 d’un os fluide cylin-
drique circulaire de rayon a
Le matériel ici fait référence a ce qui a été traité dans la sect. 2.4 dans le cadre du
problème direct. Nous abordons maintenant le problème inverse correspondant.
Les données, portant sur le champ diffracté à l’extérieur de l’os-cylindre, sont simulées
(par le calcul) et sont issues du prédicteur (2.4.1). Soit p0d(r, θ|θi, ω|a, κ0, ρ0, κ1, ρ1) une
donnée du champ diffracté au point (r, θ), pour une onde incidente plane d’angle d’incidence
θi et de fréquence angulaire ω. Nous supposons que a, κ0, ρ0 sont connus a priori et voulons
reconstruire les paramètres matériels κ1, ρ1 de l’os (en forme de cylindre circulaire) à partir
de p0d(r, θ|θi, ω|κ0, ρ0, κ1, ρ1) pour un ou plusieurs jeux de (r, θ), et/ou (r, θi) et/ou (θ, ω)
et/ou (θi, ω). Pour illustrer notre propos, nous choisissons des données portant sur des
variations de (θ, ω), r et θi étant fixes.
Dans l’estimateur, nous incorporons des variables K1, R1 de même nature que κ1, ρ1, et
qui vont prendre des valeurs différentes au cours de l’inversion jusqu’à se rapprocher le plus
près de κ1, ρ1. Donc, l’estimateur est désigné par p˜0d(r, θ|θi, ω|a, κ0, ρ0,K1, R1) et pourrait
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avoir la forme (2.4.1) (cas du crime inverse) ou toute autre forme au choix.
On cherche le couple K1, R1 qui minimise la fonction-coût
J(K1, R1) =
M∑
m=1
N∑
n=1
∥∥p0d(r, θm|θi, ωn|κ0, ρ0, κ1, ρ1)−
p˜0d(r, θm|θi, ωn|a, κ0, ρ0,K1, R1)
∥∥2 , (3.3.1)
en espérant que cela donnera K1 ≈ κ1 et R1 ≈ ρ1 au bout du compte.
La façon de minimiser J(K1, R1) est itérative. Très schématiquement, voici comment se
déroule le processus itératif.
1. On pose j = 0, on se donne une valeur (petite) pour ε, et on se donne un couple de
valeurs (K1, R1) = (K10 , R10)
2. on pose (K1, R1) = (K1j , R
1
j )
3. on calcule J(K1, R1)
4. si J(K1, R1) < ε on va en 6
5. sinon, on fait j → j + 1 et on va en 2.
6. on arrête le processus et on associe (K1, R1) à (κ1, ρ1)
Généralement, l’étape 6 n’est atteinte qu’au bout de quelques dizaines (ou plus) d’itéra-
tions.
Remarque La clef de l’algorithme réside dans la façon plus ou moins intelligente de faire
le passage dans l’étape 2 d’un jeu de (K1, R1) au suivant. Nous n’aborderons pas ce pro-
blème qui est classique en théorie d’optimisation [322].
Remarque A chaque étape du processus itératif, il faut calculer le champ associé à l’esti-
mateur (et aussi celui associé au prédicteur au cas où les données sont simulées) pour tous
les θm; m = 1, 2, ...,M et ωn; n = 1, 2, ..., N , ce qui peut se révéler fastidieux si le nombre
d’itérations est important et/ou si l’estimateur est une fonction compliquée (cas dit de l’es-
timateur explicite) ou résulte d’un calcul de solution d’un système d’équations (cas dit de
l’estimateur implicite). Ce dernier cas survient quand la solution du problème direct est
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obtenue, e.g. par éléments finis.
Remarque L’expérience montre que les chances d’aboutir à une bonne solution sont d’autant
plus grandes que le jeu de valeurs de départ K10 , R10 est plus proche de κ10, ρ10, ce qui suppose
que l’on dispose d’une bonne connaissance a priori de la solution du problème inverse.
Voici une façon "intelligente" d’obtenir ce genre d’informations a priori.
Rappelons que nous avons choisi de sonder notre os avec une onde acoustique basse fré-
quence. D’ailleurs, cette condition était nécessaire afin de pouvoir remplacer le milieu hété-
rogène de l’os par un milieu homogène équivalent (ce milieu est fluide à présent). Donc, au
lieu de choisir un estimateur p˜d sous la forme de série (2.4.1), nous appliquons une méthode
de perturbations à cette série pour obtenir une expression asymptotique basse fréquence du
champ diffracté.
Donc, nous supposons que δj := kja << 1 ; j = 0, 1. La méthode de perturbations
permet de trouver (avec ζ = k1/k0 et β = k0ρ1/k1ρ0) :
C0 ∼ C˜0 := −γ0 ipiδ
2
4β
(−ζ + β) ; δ → 0 , (3.3.2)
C±1 ∼ C˜±1 := −γ1 ipiδ
2
4
1− ζβ
1 + ζβ
; δ → 0 . (3.3.3)
avec C|m|>1 disparaissant plus vite que δ2 lorsque δ → 0.
Ainsi, au second ordre en δ, on a
p0d(x, ω) ∼
1∑
m=−1
C˜mH
(1)
m (k
0r) exp (imθ ) ; ∀x ∈ Ω0 ; δ → 0 . (3.3.4)
Si les données sont acquises loin de l’os (i.e., en zone lointaine), on trouve
p0d(x, ω) ∼ p˘0d(θ, θi, ω)
√
2
pik0r
exp
[
i
(
k0r − pi
4
)]
; k0r →∞ , (3.3.5)
où, pour δ << 1,
p˘0d(θ, θi, ω) ∼ ipiδ
2
4
[
ζ − β
β
− 2
(
ζβ − 1
ζβ + 1
)
cos(θ − θi)
]
; δ → 0 . (3.3.6)
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Soit le problème général d’exprimer A et B en termes de C(θ) ; ∀θ ∈ [0, 2pi[ lorsque
C(θ) = A+ B cos(θ − θi) ; ∀θ ∈ [0, 2pi[ . (3.3.7)
Alors∫ 2pi
0
C(θ) cosnθdθ = A
∫ 2pi
0
cosnθdθ + B
∫ 2pi
0
cos(θ − θi) cosnθdθ ; ∀n ∈ Z . (3.3.8)
qui livre :
A = 1
2pi
∫ 2pi
0
C(θ)dθ , B = 1
pi cos θi
∫ 2pi
0
C(θ) cos θdθ . (3.3.9)
Par conséquent
ipi(k0a)2
4
(
κ1
κ0
− 1
)
=
1
2pi
∫ 2pi
0
p˘0d(θ, θi, ω)dθ , (3.3.10)
ipi(k0a)2
4
2
 ρ1ρ0 − 1
ρ1
ρ0
+ 1
 = 1
pi cos θi
∫ 2pi
0
p˘0d(θ, θi, ω) cos θdθ , (3.3.11)
d’où
κ1 = κ0
[
1 +
4
ipi(k0a)2
1
2pi
∫ 2pi
0
p˘0d(θ, θi, ω)dθ
]
, (3.3.12)
ρ1 = ρ0
1− 2ipi(k0a)2 1pi cos θi ∫ 2pi0 p˘0d(θ, θi, ω) cos θdθ
1 + 2
ipi(k0a)2
1
pi cos θi
∫ 2pi
0 p˘
0d(θ, θi, ω) cos θdθ
 . (3.3.13)
Ce résultat montre que κ1 est une fonction linéaire du champ diffusé mesuré (ou simulé) en
zone lointaine, alors que ρ1 est une fonction nonlinéaire de ce champ ; ceci a des conséquences
sur l’unicité de la solution du problème inverse.
Nous avons appliqué (3.3.12) et (3.3.13) pour reconstruire la densité et la compressibilité
complexe à partir du champ acoustique diffusé en zone lointaine. En particulier, nous avons
calculé les erreurs relatives (voir les figures 3.1 et 3.2) :
δρ1 :=
∣∣∣∣∣ ρ˜1 − ρ1ρ1
∣∣∣∣∣ , δ<κ1 :=
∣∣∣∣<κ˜1 −<κ1<κ1
∣∣∣∣ , δ=κ1 := ∣∣∣∣=κ˜1 −=κ1=κ1
∣∣∣∣ , (3.3.14)
où ρ1, κ1, sont les valeurs réelles de la densité et la compressibilité complexe (i.e., celles
employées pour simuler les données), et ρ˜1 la valeur de la densité obtenue de (3.3.13),
tandis que <κ˜1, =κ˜1 sont les valeurs des parties réelle et imaginaire de la compressibilité
complexe obtenue de (3.3.12), sur une plage de fréquences correspondant à 10−5 ≤ k0a ≤ 1.0.
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Les données portant sur le champ diffusé en zone lointaine étaient simulées en employant
(2.4.1), relation dans laquelle nous avons remplacé les limites inférieure et supérieure de
la série par -5 et +5 respectivement. Les autres paramètres employés dans la production
des données étaient : θi = 0, ρ0 = 1000 kg/m3, c0 = 1500 m/s, ρ1 = 1200 kg/m3, avec
c1 = 1600+ i160 m/s pour le soi-disant cas de faible contraste et c1 = 2500+ i250 m/s pour
le soi-disant cas de fort contraste.
Pour évaluer la sensibilité de la méthode de reconstruction aux erreurs de mesure du
rayon de l’os-cylindre, nous avons fait la reconstruction de ρ˜1, <κ˜1, =κ˜1 dans deux cas :
i) par emploi dans les estimateurs (3.3.12) et (3.3.13) de la valeur exacte (1 m) du rayon
a (i.e., erreur de mesure nulle pour ce paramètre (qui est assurément grand pour un os,
mais peut être réduit sans problème en réduisant la fréquence)), et ii) en employant dans les
estimateurs (3.3.12) et (3.3.13) une fausse valeur (1.07 m) pour le rayon (i.e., 7% d’erreur
pour a). Notons que dans les deux cas, le calcul, via (2.4.1), des données portant sur le
champ diffusé en champ lointain, a été mené avec la valeur exacte a = 1 m du rayon.
On aperçoit dans la figure 3.1 (courbes pleines) que pour obtenir des erreurs relatives
inférieures à 10% de tous les trois paramètres matériels mécaniques du cylindre à faible
contraste, la fréquence de l’onde interrogatrice doit être telle que k0a ne soit pas supérieur
à ∼ 0.35 pourvu que la mesure de a se fasse sans erreur. On observe dans la même figure
(courbes discontinues) que lorsque le rayon entaché d’erreur est introduit dans les estima-
teurs, l’emploi de fréquences telles que k0a ne dépasse pas ∼ 0.35 donne lieu à des erreurs
relatives des trois paramètres matériels mécaniques qui peuvent atteindre 23%.
Aucune fréquence, aussi petite soit-elle, ne permet d’obtenir des reconstructions avec une
erreur inférieure à 10% lorsque l’on emploie le rayon entaché d’erreur dans les estimateurs.
Tous ces faits, résultant de calculs numériques, peuvent être décrits théoriquement puisque
l’on dispose ici (cas rare et précieux) de relations explicites pour les estimateurs.
On note aussi que la méthode asymptotique que l’on vient de décrire ne repose pas
sur l’hypothèse de faible contraste, comme c’est le cas dans les méthodes de reconstruction
usuelles telles que la tomographie par diffraction [94], [170], [171], [384], [385], [235].
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Fig. 3.1 – Erreur relative de <κ1 (panneau de gauche), =κ1 (panneau du milieu) et ρ1
(panneau de droite) en fonction du nombre d’onde k0 (notons que k0 augmente linéairement
avec la fréquence) pour un os-cylindre de contraste relativement bas. Les courbes pleines
s’appliquent au cas du rayon exact et les courbes discontinues au cas du rayon entaché
d’erreur.
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Fig. 3.2 – Erreur relative de <κ1 (panneau gauche), =κ1 (panneau du milieu) et ρ1 (pan-
neau de droite) en fonction de k0 pour l’os-cylindre de contraste relativement haut. Mêmes
notations que dans la fig. 3.1.
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3.4 La reconstruction, à partir de données acoustiques, de la
rigidité relative et de la densité ρ1 d’un os solide cylin-
drique circulaire de rayon a
Le matériel ici fait référence a ce qui a été traité dans la sect. 2.8 dans le cadre du
problème direct. Nous abordons maintenant le problème inverse correspondant. Ce travail a
fait l’objet de la publication [106].
Rappelons, qu’en principle, les équations matricielles (2.8.17) et (2.8.20) permettent de
déterminer les vecteurs des coefficients inconnus q0 et qn ; n = 1, 2, ..., et ainsi de résoudre
le problème direct. Puisque nous sommes à présent concerné par le problème inverse de
réconstruction de λ1, µ1, ρ1, nous adoptons une stratégie différente pour déterminer q0 and
qn ; n = 1, 2, ....
Nous notons d’abord que :
χ1L =
k1L
k0L
χ0L =
c0L
c1L
χ , χ1T =
k1T
k0L
χ0L =
c0L
c1T
χ , (3.4.1)
où χ := χ0L. Nous supposons que χ est suffisamment petit (i.e., 0 < χ << 1) pour qu’il soit
vrai que 0 < χ1L << 1 et 0 < χ
1
T << 1. Ceci nous autorise à employer une méthode de
perturbation, baseée sur la petitesse de χ (ce qui implique, pour le moins, des fréquences ω
basses de sondage et/ou un petit rayon a du cylindre-os.
Ainsi, les arguments de toutes les fonctions de Bessel et Hankel qui apparaissent dans
l’expression pour Pn sont petites, ce qui nous autorise à employer les formes asymptotiques
pour de petits arguments
Jm(ξ) ∼ 1m!
(
ξ
2
)m
,
H
(1)
0 (ξ) ∼ 2ipi ln ξ ,
H
(1)
m (ξ) ∼ − i(m−1)!pi
(
ξ
2
)−m
; ξ → 0 , m = 0, 1, ... .
(3.4.2)
Afin de faire ceci de manière systématique, nous développons Pm, qm, et rm en séries de
puissances de χ :
Pm(χ) =
∞∑
j=0
P (j)m χ
j ; P (j)m :=
1
j!
∂j
∂χj
Pm(χ)
∣∣
χ=0
, qm(χ) =
∞∑
n=0
q(n)m χ
n , (3.4.3)
72
rm(χ) =
∞∑
l=0
r(l)m χ
l ; r(l)m :=
1
l!
∂l
∂χl
rm(χ)
∣∣
χ=0
, (3.4.4)
lesquelles, suite à l’introduction dans l’équation matricielle Pmqm = rm, conduisent (après
comparaison des puissances de χ) à
∑l
n=0P
(l−n)
m q
(n)
m = r
(l)
m ; l = 0, 1, 2, ...., ce qui donne
lieu au schéma récursif pour la détermination de qlm :
q(0)m =
(
P(0)m
)−1
r(0)m , q
l
m =
(
P(0)m
)−1 [
r(l)m −
l−1∑
n=0
P(l−n)m q
(n)
m
]
; l = 1, 2, .... . (3.4.5)
Après de multiples manipulations algébriques, on trouve la forme asymptotique suivante de
bm :
b0 = b
(2)
0 χ
2 +O(χ4) , b1 = b
(2)
1 χ
2 +O(χ4) , bm>1 = O(χ4) ; χ→ 0 . (3.4.6)
où
b
(2)
0 = a0
(−ipi
4
) [λ1+µ1−λ0
λ1+µ1
]
,
b
(2)
1 = a1
(−ipi
4
) [ρ0−ρ1
ρ0+ρ1
]
,
(3.4.7)
de sorte que le champ de pression diffracté dans le fluide-hôte prend la forme (au second
ordre en χ)
pd(r, θ, ω) ≈ b(2)0 χ2H(1)0 (k0Lr)χ2 + 2b(2)1 χ2H(1)1 (k0Lr) cos(θ − θi) . (3.4.8)
Par l’utilisation de (3.4.8), et de la première des relations d’orthogonalité (2.8.16), nous
trouvons
Bm :=
4i
pi
b
(2)
m
am
=
4i
piamχ2
1
H
(1)
m (k0Lb)
∫ θi+pi
θi
p0d(b, θ, ω) cosm(θ − θi)dθ
pi
; m = 0, 1 , (3.4.9)
ce qui signifie que B0 and B1 peuvent être obtenus d’intégrales portant sur des données
relatives au champ de pression diffracté (pour tous les angles θ) sur un cercle de rayon
b > a.
Une fois que ces coefficients sont calculés, les paramètres matériels λ1, µ1 and ρ1 peuvent,
en principe, être obtenus de (3.4.7), i.e.,
B0 =
[
λ1 + µ1 − λ0
λ1 + µ1
]
, B1 =
[
ρ0 − ρ1
ρ0 + ρ1
]
. (3.4.10)
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Ces expressions : i) montrent que le champ constitue une fonction fortement nonlinéaire des
paramètres matériels , et ii) s’appliquent aussi bien au modèle fluide de l’objet (i.e., µ1 = 0
en ce cas).
De plus, puisque seuls deux données (i.e., B0 et B1 exprimés dans (3.4.9)) sont dis-
ponibles, seuls deux des trois paramètres matériels peuvent être reconstruits via (3.4.10).
Toutefois, s’il est vrai que ρ1 se déduit facilement de B1 (rappelons que ρ0 est supposé connu
a priori), seul λ1 + µ1 (rappelons que λ0 est supposé connu a priori) peut être reconstruit
de B0.
Ceci montre qu’il est peut-être préférable de chercher, aux plus hautes fréquences, des
combinaisons linéaires de λ1 et µ1, plutôt que λ1 et µ1 individuellement.
Remarque Rappelons que la vitesse des ondes P (ou L) et des ondes S (T) de volume sont
c1L =
√
λ1+2µ1
ρ1
=
√
K1+ 4
3
µ1
ρ1
c1T =
√
µ1
ρ1
, (3.4.11)
où
K1 = λ1 +
2
3
µ1 , (3.4.12)
est l’incompressibilité et λ1, µ1 les constants de Lamé. Donc, en identifiant λ1 + µ1, on
n’est pas loin d’identifier l’incompressibilité, et mieux encore, en identifiant λ1 + µ1 et ρ1,
on identifie exactement la différence des carrés de vitesses d’ondes L et T dans le matériau,
car
(c1L)
2 − (c1T )2 =
λ1 + µ1
ρ1
. (3.4.13)
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3.5 Reconstruction in vitro des paramètres viscoacoustiques
des spécimens d’os spongieux morts ou de fantômes d’os,
tous deux en forme de plaque
3.5.1 Introduction
On sait depuis longtemps que la plaque constitue la forme de contenant la plus appropriée
pour la caractérisation acoustique du contenu. Donc, si l’objet, dont on veut caractériser la
composition, n’est pas naturellement en forme de plaque, il vaut mieux le decouper en
tranches (i.e., plaques). Beaucoup d’efforts de caractérisation de tissus biologiques se font
avec des spécimens en forme de plaque [159], [160]. Comme les tissus biologiques sont par
définition vivants dans leur état de premier intérêt, il n’est pas toujours possible de les
découper en tranches (sauf pour des petits spécimens prélevés par biopsie). S’agissant des
os, il n’est quasiment pas possible de disposer de spécimens extraits du sujet vivant, de sorte
que si l’on veut déterminer les propriétés mécaniques des os par moyens acoustiques, il faut
travailler sur des os morts (i.e., extraits de cadavres) ou sur des fantômes d’os (on fabrique
aujourd’hui de très bonnes copies en hydroxyapatite).
Le fémur est l’os le plus intéressant dans le contexte de l’ostéoporose car la tête et le
col du fémur sont les sites les plus fragiles des patients atteints de cette maladie. Une tête
de fémur ressemble plus à une sphère qu’à une plaque, de sorte qu’il faut couper cette tête
en tranches afin d’obtenir la forme de spécimen voulue (voir la figure relative au découpage
d’un os dans le chap. 8.).
La raison de préférer des spécimens en forme de plaque est liée à la physique de l’inter-
action d’une onde de volume avec ce type d’objet. Supposons que l’objet soit plongée dans
un grand volume d’eau et que l’on l’insonifie avec l’onde monofréquentielle issue d’un trans-
ducteur ultrasonore (que l’on peut envisager comme une pastille). Supposons de plus que le
plan de la pastille soit parallèle au plan de la plaque et que ces deux plans soit séparées par
une distance suffisamment grande pour que l’on puisse considerer que l’onde incidente sur la
plaque soit une onde plane de compression qui frappe la plaque en incidence normale (i.e.,
son vecteur d’onde est perpendiculaire au plan de la plaque). Si l’on suppose que le matériau
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de celui-ci est homogène (c’est ce que nous avons supposé jusqu’ici en adoptant un modèle
de milieu équivalent (homogène) du milieu originellement hétérogène), alors l’onde plane
traverse cette plaque en subissant (généralement) une baisse d’amplitude et un déphasage
proportionnel (pour le déphasage) à ce qui s’appelle le chemin optique égal au produit kδ, k
étant le nombre d’onde dans le matériau de la plaque, et δ son épaisseur. Enfin, on suppose
qu’un autre transducteur, identique au premier, soit situé du côté émergeant (aussi dans
l’eau, puisque l’eau se situe des deux côtés) de la plaque et assez loin de celui-ci pour que
ce que reçoit ce transducteur apparaisse comme une onde plane de compression.
Cette image vaut si ce qui se passe dans la plaque, lorsque celle-ci est sollicitée par
l’onde de compression, ne donne lieu qu’à une seule onde transmise de compression. Nous
avons vu que selon le modèle de Biot, il est aussi possible que deux ondes de compression
transmises sortent de la plaque et nous savons que le nombre d’onde de l’une est différente
du nombre d’onde de l’autre de ces deux ondes. Ceci complique l’image de l’expérience que
nous voulons mener, de sorte que nous préférons ne retenir que le premier scénario (une
seule onde émergeante) pour le moment. Notons au passage, que nier que le milieu puisse se
comporter comme un milieu de Biot est la démarche habituelle en caractérisation acoustique
de matériaux biologiques (en tous cas, un présupposé de la méthode BUA de caractérisation
acoustique des os spongieux [235]).
Considérons maintenant le montage expérimental de la fig. 3.3. L’expérience, dont
le but est de fournir les données nécessaires à la détermination de la vitesse de phase c1
dans le spécimen en forme de plaque [176], se fait par sondage via une onde (de compres-
sion) impulsionnelle plane, dont le spectre est très large de façon à ce que l’impulsion soit
très étroite dans le domaine temporel (t le temps). L’hypothèse de base, bien confirmée par
l’expérience est que si l’onde traverse un milieu de façon à ne donner qu’une seule onde
de compression sur le récepteur, alors cette onde reçue se manifeste comme une impulsion
décalée temporellement par rapport à l’instant d’émission, et dont l’amplitude est soit égale,
soit diminuée par rapport à l’amplitude de l’impulsion èmise. Le décalage est simplement la
somme de la distance du parcours dans l’eau divisée par la vitesse de phase dans l’eau et de
la distance du parcours dans le spécimen divisée par la vitesse de phase dans le spécimen.
Notons qu’une idée sur l’atténuation dans le spécimen peut être obtenue en comparant la
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Fig. 3.3 – Montage de l’expérience dite de "temps de vol". Haut : sans spécimen en place.
Bas : avec spécimen en place. t0 est l’instant démission de l’impulsion dans le transducteur de
gauche (rectangle gauche). t3 est l’instant de réception de l’impulsion dans le transducteur
de droite (rectangle droite) après la propagation de l’onde dans l’eau uniquement. t′3 est
l’instant de réception de l’impulsion dans le transducteur de droite (rectangle droite) après
la propagation de l’onde dans l’eau, suivie de la traversée du spécimen (rectangle central),
suivie de la propagation dans l’eau.
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hauteur des pics de l’impulsion reçue et de l’impulsion envoyée.
Remarque : Ces principes très simples, qui se fondent sur des arguments théoriques et empi-
riques relativement solides (sauf lorsqu’on constate l’existence de deux ondes de compression
au niveau de récepteur), sont à la base de trois méthodes acoustiques de caractérisation de
matériaux tels que l’os.
3.6 Acquisition et traitement des données par la méthode de
temps de vol
Revenons à l’expérience dite de "temps de vol" dont le schéma est donné dans la fig.
3.3. L’expérience se passe en deux temps : sans et avec le spécimen en place dans l’eau.
D’après les principes énoncés dans la section précédente, on a, en supposant t0 = 0 l’instant
du maximum de l’impulsion initial, et t = t3 ou t = t
′
3 les instants du maximum des
impulsions reçues, avec c0 et c1 les vitesses de phase (égales aux vitesses du signal du fait
que l’on suppose que l’impulsion initiale est trés étroite et que l’impulsion reçue constitue
une déformation simple (se traduisant par un seul maximum, tout comme pour l’impulsion
incidente)) de l’impulsion incidente :
t3 =
d3
c0
, (3.6.1)
en l’absence du spécimen, et
t
′
3 =
d1
c0
+
d2 − d1
c1
+
d3 − d2
c0
. (3.6.2)
en présence du spécimen.
Remarque : t3 et t
′
3 sont des données, obtenues par acquisition d’un signal sur l’émetteur et
le récepteur, alors que d1, d2, d3 sont des variables dites externes que l’on peut varier à son
gré, mais qu’il faut considérer comme connues a priori.
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Remarque : Les relations (3.6.1) et (3.6.2) sont l’expression du problème direct ; le pro-
blème inverse est de reconstruire c1 à partir des donnèes t3 et t
′
3.
Dans le cas présent, nous avons la chance de pouvoir inverser les relations (3.6.1) et (3.6.2)
et ainsi de résoudre le problème inverse :
c0 =
d3
t3
, (3.6.3)
de sorte que
c1 =
d3
t3
[
d2 − d1
t
′
3 − t3d3 (d1 − d2 + d3)
]
. (3.6.4)
Remarque : Il importe relativement peu de savoir si c0 et c1 sont des vitesses de signal ou
des vitesses de phase, du moment que l’on explique, chaque fois qu’on propose des valeurs,
comment on a obtenu celles-ci et que cette méthode soit celle qui fait l’objet d’un consensus
scientifique. Il faut bien reconnaître que cela n’a pas toujours été le cas, notamment dans le
domaine de caractérisation de tissus biologiques [74].
3.7 Acquisition et traitement des données par la méthode spec-
trale avec un seul spécimen
L’expérience (e.g., [355],[133]) est la même que dans la sect. 3.6, mais au lieu d’acquérir
des temps de vol, on acquière des signaux entiers. La partie traitement consiste à calculer
les spectres de ces signaux afin d’en extraire la vitesse de phase et l’atténuation dans le
spécimen [324].
On se réfère cette fois-ci à la fig. 3.4. Soit p0(x, t) la pression (fonction réelle) acquise
sur le récepteur et p0(x, ω) le spectre (fonction complexe) correspondant. Désormais, nous
considérons p0(d3, ω) en fonction de ω ≥ 0 comme les données du problème. En fait, il s’agit
de deux ensembles de données : {Pj(ω) ; ω ≥ 0} , j = 1, 2 (avec Pj(ω) := p0(d3, ω),
sachant que j = 1 en l’absence du spécimen, et j = 2 en présence du spécimen). Droin et
al. [117] appellent cette méthode : "la méthode de substitution".
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Fig. 3.4 – Montage de l’expérience de Fellah et al. [133]. Le rectangle de gauche est le trans-
ducteur d’émission, celui de droite le transducteur de réception. Haut : première expérience
sans os. Bas : deuxième expérience avec une tranche d’os (en forme de plaque, représentée
par le rectangle du milieu) d’os de largeur L et d’épaisseur δ.
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Le problème inverse est de reconstruire le spectre de vitesses de phase {c1(ω) ; ω ≥ 0}
et le spectre d’atténuation {α1(ω) ; ω ≥ 0} qui constituent des descripteurs du matériau
contenu dans le spécimen.
Pour résoudre ce problème inverse, nous nous servons bien entendu des données P1(ω),
P2(ω), et d’un estimateur constituant un modèle du phénomène qui se produit dans
l’expérience. Nous nous référons à ce qui a déjà été écrit dans la sect. 3.5.1 pour obtenir
l’estimateur
P1(ω) = A1(ω)eik
0(ω)d3 , (3.7.1)
(avec k0 = ω
c0(ω)
+ iα0(ω) le nombre d’onde dans l’eau) lorsque le spécimen est absent. De
même, l’estimateur pour la deuxième expérience ( lorsque le spécimen est en place) s’exprime
par
P2(ω) = A2(ω)eik
0((d1+d3−d2)+k1(d2−d1)] , (3.7.2)
(avec k1 = ω
c1(ω)
+ iα1(ω) le nombre d’onde complexe dans le spécimen). On remarque,
dans ces estimateurs, l’existence des variables externes k0, d1, d2, d3 que nous supposons
connues a priori (notons que δ = d2−d1 est l’épaisseur de la plaque-spécimen). Les fonctions
{A1(ω) ; ω ≥ 0} et {A2(ω)) ; ω ≥ 0} constituent aussi des ensembles de variables réelles
externes et nous les considérons comme étant connues (en réalité, cette affirmation est très
discutable).
Une fois de plus, nous avons la chance de pouvoir inverser nos équations de base pour
pouvoir reconstruire nos descripteurs {c1(ω) ; ω ≥ 0} et {α1(ω) ; ω ≥ 0} du matériau du
spécimen, puisque l’on trouve sans difficulté
c1(ω) =
c0(ω)δ
δ − ϕc0(ω)ω
, (3.7.3)
α1(ω) =
1
δ
ln
(
P (ω)
A(ω)
)
, (3.7.4)
où
ϕ := Arctan
(=[P1(ω)/P2(ω)]
<[P1(ω)/P2(ω)]
)
, P (ω) :=
∥∥∥∥P1(ω)P2(ω)
∥∥∥∥ , A(ω) := A1(ω)A2(ω) . (3.7.5)
La fonction complexe
T (ω) := P (ω)eiϕ , (3.7.6)
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est appelée fonction de transfert. Donc, le spectre de la vitesse de phase c1(ω) s’obtient de
la phase , et l’atténuation de l’amplitude, de la fonction de transfert.
Remarque : La détermination de la phase de la fonction de transfert est un problème assez
épineux du fait que la fonction Arctan donne une infinité de solutions. Il faut alors procéder
à ce qui s’appelle le "déroulement de phase", procédé qui se fait automatiquement (quoique
avec surveillance) par un programme MATLAB.
Remarque : Les hypothèses que nous avons faites sur A1(ω) et A2(ω) ne sont pas
nécessairement réalistes, étant donnée que largeur L finie du spécimen engendre de la dif-
fraction (dans la deuxième expérience). De plus, l’onde incidente n’est pas réellement plane
en arrivant sur le spécimen (ni sur le récepteur) du fait, de la diffraction au niveau des
transducteurs (qui eux, aussi, ont une ouverture finie). Ces questions sont abordées dans
[198] et [117] et ne nous occuperont plus ici, sauf pour nous rappeler que cette expérience,
et la méthode d’inversion associée, ne sont pas aussi simples qu’elles paraissent.
3.8 Acquisition et traitement des données par la méthode spec-
trale avec deux spécimens
L’expérience (e.g., [192], [218]) est la même que dans la sect. 3.7, mais au lieu d’acquérir
des signaux entiers sans, puis avec, le spécimen, ici on acquière des signaux avec deux
spécimens d’épaisseurs différentes, l’hypothèse de base étant, bien entendu, que le matériau
dans les deux spécimens sont identiques. La partie traitement consiste à calculer les spectres
de ces signaux afin d’en extraire la vitesse de phase et l’atténuation dans un des spécimens
[324].
On se réfère cette fois-ci à la fig. 3.5. L’estimateur pour la première expérience s’exprime
par
P1(ω) = A1(ω)ei[k
0(d1+d4−d2)+k1(d2−d1)] , (3.8.1)
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Fig. 3.5 – Montage de l’expérience d’Hosokawa et Otani [192]. Le rectangle gauche est
le transducteur d’émission, celui de droite le transducteur de réception. Haut : première
expérience avec une tranche d’os (en forme de plaque, représentée par le rectangle du milieu)
d’os de largeur L et d’épaisseur δ1. Bas : deuxième expérience avec une autre tranche d’os
(en forme de plaque, représentée par le rectangle du milieu) d’os de largeur L et d’épaisseur
δ2.
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et l’estimateur pour la deuxième expérience s’exprime par
P2(ω) = A2(ω)ei[k
0(d1+d4−d3)+k1(d3−d1)] . (3.8.2)
On remarque, dans ces estimateurs, l’existence des variables externes k0, d1, d2, d3, d4 que
nous supposons connues a priori (notons que δ1 = d2− d1 et δ2 = d3− d1 sont les épaisseurs
des deux plaques-spécimens). Les fonctions {A1(ω) ; ω ≥ 0} et {A2(ω)) ; ω ≥ 0} constituent
aussi des ensembles de variables réelles externes et nous les considérons comme étant connues
(en réalité, cette affirmation est très discutable).
Comme avant, on trouve sans difficulté que la vitesse de phase et l’atténuation sont
données par (3.7.3) et (3.7.4) respectivement dans laquelle δ est simplement δ2.
Remarque : La raison de choisir cette méthode de caractérisation plutôt que la précédente
est qu’on pense ainsi réduire la différence entre A1 et A2 (notons que les deux plaques ont la
même largeur, et ne diffèrent que par leur épaisseur). Ceci n’est vrai que si les deux plaques
ont des épaisseurs voisines car deux plaques d’épaisseurs voisines et de mêmes dimensions
latérales diffractent de même manière ; encore faut-il s’assurer que le matériau dans les
plaques, et leur états de surface, soient rigoureusement identiques, ce qui est rarement le cas
avec des matériaux comme l’os spongieux.
Pour une analyse plus fine des problèmes de diffraction dans ce type d’expérience, on
peut se référer à la thèse de Chaix [72] (pp. 76-90).
3.9 Que peut-on savoir de plus sur le matériau que
la vitesse de phase et l’atténuation
Jusqu’ici nous n’avons fait que deux hypothèses sur le matériau de la plaque-spécimen :
i) le matériau se comporte comme un milieu (linéaire) homogène, et ii) il ne donne lieu qu’à
une seule onde P en son sein.
On peut être plus spécifique : i) le matériau se comporte comme un fluide (linéaire)
homogène, et ii) il ne donne lieu qu’à une seule onde P en son sein. En ce cas, en appliquant
le principe d’Archimède on peut trouver la densité ρ1 du matériau. Il reste la compressibilité
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κ1, que l’on peut déduire en inversant une formule du type c1 = (ρ1κ1)−1/2. De même, on
peut trouver les grandeurs (telle que le facteur de qualité Q1) viscoacoustiques en inversant
la formule qui les relie à α1.
On peut supposer au contraire : i) que le matériau se comporte comme un solide (linéaire)
homogène, et ii) il ne donne lieu qu’à une seule onde P en son sein. Comme avant, on
trouve ρ1 par le principe d’Archimède et on applique des formules appropriées pour trouver
λ1 + 2µ1. Ce facteur peut être une grandeur mécanique (en dehors de la densité) suffisante
pour caractériser le matériau. On opère de la même manière qu’avant pour trouver le(les)
facteur(s) de qualité dans un matériau viscoélastique [324], [224].
Enfin, si l’on faisait le choix de qualifier le matériau de fluide ou solide équivalent au
sens de UA-WT, on pourrait, avec des hypothèses raisonnables sur la nature des diffuseurs
(i.e., cellules), déterminer leur taille caractéristique ainsi que leur fraction volumique en
inversant les formules UA-WT pour v et α [390]. Cette piste en particulier, méritrait d’être
explorée plus en profondeur car elle donne la possibilité de trouver des paramètres de la
microstructure de l’os spongieux.
3.10 Faut-il qualifier le matériau dans la plaque de fluide, so-
lide ou autre ?
Il est évident que s’il existe un consensus sur le type et les conditions d’expérience que
l’on doit mener pour acquérir les données jugées nécessaires pour identifier un matériau,
alors une grandeur ou fonction telle que la fonction de transfert peut suffire pour cette
identification. Ceci est particulièrement vraie si l’on s’intéresse uniquement à l’évolution
d’un même matériau au cours du temps, ou au cours de sollicitations répétées, ou au cours
d’un traitement thermique, etc., en quel cas ce qui importe est une comparaison entre les
états successifs de ce matériau, ou entre l’état présent et un état étalon (ou de référence) du
même matériau.
Il semble que ceci puisse correspondre, dans certaines situations, à ce que demandent les
medecins pour distinguer un os spongieux malade d’un os spongieux sain [235], [236], [142].
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Fig. 3.6 – Atténuation 20 log T (ω) en fonction de la fréquence ω telle qu’elle ressort d’une
expérience ultrasonore sur une tranche d’os bovin [236]. Dans la méthode BUA, on approche
cette courbe par une droite entre ∼ 0, 2MHz et ∼ 0, 45MHz et la pente de cette droite est
l’indice BUA. Cette pente semble se réduire lorsque l’os devient plus poreux.
On peut même aller plus loin dans cette démarche : remplacer la fonction de transfert
par un seul paramètre caractéristique de cette fonction ; par example, si l’on constate que la
fonction 20 log T (ω) est linéaire dans une certaine gamme de fréquences (voir fig. 3.6), alors
on peut adopter la pente de cette droite comme le paramètre caractéristique du matériau.
Ceci est le principe de la méthode BUA (en anglais : Broadband ultrasonic attenuation)
[235], [236], [117] (notons au passage, que certains auteurs (e.g., [355]) préfèrent approcher
20 log T (ω) par une parabole, ce qui fait qu’au moins deux paramètres caractérisent cette
fonction). La méthode BUA et ses avatars font l’objet d’une grande attention depuis vingt
ans dans la communauté de ceux qui s’intéressent à l’ostéoporose, de par ses promesses de
fournir un nouveau moyen (que l’on espère fiable) de diagnostic de l’ostéoporose.
L’idée derrière la méthode BUA, qui semble provenir de constations empiriques, est
que lorsque l’os diminue de densité (i.e., devient plus poreux), la pente de la droite de la
fonction 20 log T (ω) diminue par rapport à une pente de référence (relative à l’os qualifié de
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sain). A notre connaissance, personne n’a jusqu’ici réussi à donner les raisons physiques qui
expliquent cette constatation.
Nous reviendrons sur cette question un peu plus loin.
Chapitre 4
Inversions des données ultrasonores
réelles de fantômes d’os au moyen de
modèles simples
On décrit des expériences employant des ultrasons pour générer des données, qui
sont comparées aux prédictions d’un estimateur incorporant un modèle simple (canonique)
d’interaction onde/objet, afin de reconstruire les dimensions et les constantes matérielles de
cylindres pleins, et de tubes, fluides et solides.
4.1 Introduction
Nous traitons ici le problème inverse de la reconstruction des paramètres mécaniques d’un
fantôme d’os à partir du champ que celui-ci diffracte en réponse à une impulsion ultrasonore
portée par une onde quasi sphérique (rayonnée à partir d’une source quasi ponctuelle).
Les fantômes sont des cylindres fluides ou solides, pleins ou creux, et leur forme circulaire
est choisie de façon à pouvoir inverser les données expérimentales de manière exacte et
quasi explicite. Donc, en principe, la qualité des reconstructions dépend ici uniquement de la
nature, du nombre, et de la précision des mesures ainsi que du mode d’inversion. Précision
importante : les mesures sont faites en laboratoire, et non par simulation sur ordinateur.
Les travaux sur les objets fluides ont été réalisés en partenariat avec Kamal Belkebir de
l’Institut Fresnel, UMR-CNRS 6133, Marseille.
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Fig. 4.1 – Photo de l’expérience pour l’acquisition de données de champs diffractés par un
fantôme en nylon d’os long immergé dans l’eau.
4.2 Méthode expérimentale
Les mesures ont été effectuées dans une des cuves des locaux de l’équipe d’Acoustique
Sous-Marine du LMA. Le système des mesures du champ est composé essentiellement d’un
générateur à impulsions haute tension (pulseur), d’un transducteur émetteur, d’un trans-
ducteur récepteur, d’un système de visualisation ou d’enregistrement (oscilloscope - chaîne
d’acquisition), d’un système rotatif motorisée (Microcontrôle) et de la (grande) cuve.
Les photos des montages pour l’acquisition du champ diffracté dans l’eau par les fantômes
d’os long, sont affichées dans les figs. 4.1 et 4.2.
La cible (cylindre plein ou tube) et les deux transducteurs sont immergés dans la cuve
dont les dimensions sont grandes par comparaison à la longueur d’onde moyenne du signal
émis dans l’eau. Des expériences sont effectuées avec deux capteurs ayant une fréquence
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Fig. 4.2 – Photo de l’expérience pour l’acquisition de données de champs diffractés par un
fantôme en eau savonée (contenu dans un préservatif) d’os long immergé dans l’eau.
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Fig. 4.3 – (a) Le signal temporel émis. (b) Le spectre du signal émis.
centrale de 320 kilohertz. Le pulseur/récepteur Sofranel 5058PR fournit des impulsions de
200V. Les signaux sont amplifiés jusqu’à 40dB avec un pre-amplificateur à faible bruit NF
SA-200F3. Les acquisitions se font sur un oscilloscope Tektronix TDS3024B. Pour augmen-
ter le rapport signal/bruit, une moyenne temporelle de 256 acquisitions est effectuée par
l’oscilloscope.
4.2.1 Les transducteurs (sources)
Le rendement des transducteurs par couplage aérien ou liquide a été considérablement
amélioré ces dernières années. L’amélioration de la dynamique est due à la technologie du
transducteur, mais aussi à l’électronique associée. Mais malgré ces progrès, il n’est toujours
pas facile de savoir quel type d’onde est générée par ces sources. Ceci est d’importance pour
la modélisation de l’expérience dans le cadre de l’inversion.
Il nous a semblé que la réponse à cette question était facilitée par le choix de petits
transducteurs, qui, normalement, devraient émettre une onde quasi sphérique du fait que
leur partie active se trouve à l’extrémité de son fil d’alimentation (le tout attaché à une tige
porteuse).
L’allure du signal temporel émis, et de son spectre, sont tracées dans la fig. (4.3).
Pour acquérir le diagramme de rayonnement, l’émetteur A est immobile et le récepteur
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Fig. 4.4 – (a) Diagramme de rayonnement et (b) phase déroulée.(c) diagramme de réception
et (d) phase déroulée à 300060Hz
B tourne autour de A. L’émetteur est placé au centre du cercle décrit par le récepteur (c.-
à-d., la distance entre les transducteurs demeure constante) et le signal émis est enregistré
à différents angles ( fig. (4.4a)).
Pour établir le diagramme de réception, nous procédons de la même façon qu’avant,
mais le capteur A devient le récepteur et B, l’émetteur. Le nouveau récepteur A est immobile
tandis que le nouveau émetteur B tourne autour de celui-ci. Ainsi, nous pouvons caractérisér
le même capteur A en rayonnement (émission) et en réception (fig. (4.4b)). Ces courbes
montrent, qu’en réalité, ces transducteurs ne se comportent pas tout à fait comme des
sources ponctuelles isotropes.
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Fig. 4.5 – Diminution du champ avec la distance d (loi en 1/d) pour deux fréquences
différentes.
4.2.2 Diminution du champ avec la distance d de la source
Dans une seconde expérience, le capteur A est l’émetteur et nous varions la distance d
entre le récepteur et l’émetteur par pas successifs. Pour un champ sphérique l’amplitude du
champ décroît avec la distance en 1/d, qui en logarithmique donne une pente égale à -1 (fig.
4.5 et fig. 4.5b pour deux fréquences d’opération).
4.3 Modèles de réponse spatio- fréquentielle des cy-
lindres fluide et solide pleins
La configuration du problème de diffraction est schématisée dans la fig. 4.6 où il faut
remplacer le tube par un cylindre plein. On suppose que l’axe du cylindre diffractant est
parallèle à l’axe x3. La cible est excitée par une onde acoustique sphérique, qui arrive sur
la cible presque comme une onde plane, lorsque la distance source-cible est suffisamment
grande (en l’occurrence, re = 15, 8 cm), ayant un angle d’incidence θi = 180◦ (voir la fig.
(4.6).
Le champ diffracté est mesuré sur un cercle de rayon r = 26 cm dans le plan x1Ox2. Le
pas angulaire est de 5◦ pour 20◦ < θ < 340◦ et de 1◦ pour 0◦ < θ < 20◦ et 340◦ < θ < 360◦
(le pas est affiné pour capter les nombreuses oscillations dans ces deux zones).
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Fig. 4.6 – Configuration du problème de diffraction dans le plan x1Ox2 pour le tube circu-
laire.
Le signal incident pi(θ, t) est mesuré en l’absence de l’objet diffractant. Ensuite, le signal
total p0(θ, t) est mesuré en présence du corps diffractant. Les signaux temporels sont moyen-
nés (256 moyens) pour augmenter le rapport signal/bruit. Pour chaque angle θ le champ
diffracté p0d(θ, t) est donné par
p0d(θ, t) = p0(θ, t)− pi(θ, t) . (4.3.1)
Les théories qui modélisent cette expérience, et qui serviront par la suite d’estimateurs,
ont été données dans le chap. 2, en la sect. 2.8 pour le cylindre solide, et dans la sect. 2.4
pour le cylindre fluide.
4.4 Modèles de réponse spatio-fréquentielle d’un tube dont la
partie corticale est solide
Le schéma de l’expérience qu’il s’agit de modéliser est donné dans la fig. 4.6. L’analyse
conduisant à ce modèle (i.e., l’estimateur employé plus loin pour inverser les données) suit
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celles de [147, 116], et constitue une généralisation presque triviale de celle exposée dans le
chap. 2, sect. 2.8.
4.5 Diagrammes de diffraction expérimentaux
Les diagrammes de diffraction donnent souvent une indication utile sur la qualité des
données (symétrie du champ, phase ...) . Dans la fig. 4.7 sont tracés les diagrammes de
diffraction pour le cylindre en nylon. Les champs incident et total sont mesurés dans le
domaine spatio-temporelle. Leurs spectres sont obtenus par transformée de Fourier (effectuée
numériquement par FFT). Le spectre du champ diffracté est obtenu en retranchant le spectre
du champ incident de celui du champ total.
Les résultats concernant les diagrammes indiquent une qualité de mesures satisfaisante.
4.6 Inversion des données expérimentales
Il est très difficile de reconstruire simultanément les quatre paramètres que sont le module
de Young E1, la densité ρ1, les diamètres a et b. Quand on emploie un algorithme d’opti-
misation [322] (i.e., minimisation de la fonction-coût traduisant l’écart entre les données
et le modèle portant sur le champ diffracté), on doit toujours l’initialiser avec des valeurs
attendues ou raisonnables des paramètres qu’il s’agit d’identifier. Si l’on ne possède pas
une bonne estimation a priori des paramètres à identifier, on risque de trouver une solution
fausse lorsque la fonction-coût possède plusieurs minima locaux du fait que l’algorithme a
tendance à chercher le minimum correspondant aux valeurs des paramètres les plus proches
des valuers initiales. Avant de résoudre un problème inverse avec un algorithm d’optimiza-
tion, il est utile d’examiner le comportement de la fonction coût vis-à-vis des paramètres à
identifier.
La fonction-coût est calculée en balayant l’interval où l’on s’attend à trouver la solution
relative à un paramètre recherché, et ceci est fait pour tous les paramètres les uns après les
autres. Avec de la chance, on trouve une fonction-coût qui ne possède qu’un seul minimum
pour tous les paramètres. Cette méthode de balayage implique beaucoup de calculs et les
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Fig. 4.7 – Champs diffractés expérimentaux pour le cylindre en nylon plein.
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minima globaux ne donnent pas nécessairement les bons paramètres du fait d’une discor-
dance entre la théorie et l’expérience (dans le cas présent, ceci pourrait provenir du fait que
la théorie, bien qu’exacte, ne rend pas compte de certaines déficiences de l’expérience).
En étudiant les sensibilités des mesures (i.e., les signaux) vis-à-vis des paramètres, nous
avons remarqué d’une part que les propriétés matérielles E1 et ρ1 influencent peu le premier
signal diffracté dans la zone de diffraction arrière (backscattering (140◦ < θ < 180◦), et
d’autre part, que les propriétés géométriques a et b influencent de manière importante la
première arrivée du signal. Ainsi, il est possible de séparer le problème inverse en deux
étapes : dans un premier temps, nous récupérons a et b en utilisant les premières arrivées du
signal pour 140◦ < θ < 220◦. Dans le deuxième temps, nous récupérons E1 et ρ1 en utilisant
le signal diffracté à d’autres angles (θ = 50◦, 90◦ en fonction des objets sondés). Ensuite,
nous vérifions que nous trouvons les mêmes valeurs de a et b en utilisant les nouvelles valeurs
de E1 et ρ1 (voir les figs. 4.8, 4.9, 4.10, 4.11 et 4.12).
Cette façon de faire pour le choix des angles, et de la partie du signal à utiliser pour
trouver tel ou tel paramètre, est empirique et n’est pas systématiquement applicable pour
les inversions de tous les objets.
Voici comment nous procédons pour les autre fantômes. En ce qui concerne le tube en
acier, si nous agissons comme lors de la première étape relative au tube en aluminium, nous
n’arrivons pas à trouver a et b simultanément. A ces angles, nous constatons que la fonction-
coût est indépendante du rayon intérieur b. Pour 140◦ < θ < 180◦, nous trouvons a = 6.7mm
et employons la première partie du signal diffracté aux angles θ = 40◦, 50◦, 310◦, 320◦ pour
trouver b = 4.1mm.
Afin de récupérer les propriétés mécaniques, nous utilisons la deuxième partie du signal
diffracté à θ = 40◦, 50◦. La fonction-coût tracée dans la fig. (4.13) montre que nous ne
pouvons pas reconstruire la densité ρ1 et le module de Young E1 en même temps (il faut
trouver ρ1 par d’autres moyens). De fait, il n’est possible d’identifier que le rapport E
1
ρ1
qui
correspond à la célérité de l’onde longitudinale dans le solide. Nous trouvons que ce rapport
vaut E
1
ρ1
= 2.54× 107Pa/(kg/m3).
Le cylindre plein en nylon est modélisé en le considérant comme étant un cylindre plein
fluide. Le module de Young du nylon a été récupéré en supposant que la célérité dans le
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Fig. 4.8 – La fonction-coût pour le tube en aluminium (valeurs initiales : E1 = 71GPa,
ρ1 = 2700kg/m3 ). Les valeurs des paramètres géométriques lus à l’endroit du minimum de
la fonction-coût sont : a = 12.7mm, b = 10.6mm pour des données du champ diffracté pris
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Fig. 4.9 – La fonction-coût pour le tube en aluminium (avec les valeurs géométriques recons-
truites dans l’étape précédente, savoir a = 12.7mm, b = 10.6mm). Les valeurs correspondant
au minimum de la fonction-coût sont : E = 68.9GPa et ρ = 2690kg/m3, cette fonction ayant
été obtenue en employant les champs mesurés aux angles θ = 90◦ et 270◦
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Fig. 4.10 – Comparaison entre le signal diffracté mesuré (courbe pointillée) et le signal simulé
(courbe continue, obtenue avec les paramètre reconstruits) pour un tube en aluminium à
θ = 0◦.
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Fig. 4.11 – Comparaison entre le signal diffracté mesuré (courbe pointillé) et simulé (courbe
continue, obtenue avec les paramètres reconstruits) pour un tube en aluminium à θ = 90◦.
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Fig. 4.12 – Comparaison entre le champ temporel diffracté mesuré (courbe pointillé) et
simulé (courbe continue, obtenue avec les paramètres reconstruits) pour le tube en aluminium
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Fig. 4.13 – Fonction-coût pour le tube en acier (avec les paramètres géométriques recons-
truits lors de la première étape : a = 6.7 mm et b = 4.1mm ). Les minima se trouvent sur
une droite correspondant à un rapport constant
E1
ρ1
= 2.54 ∗ 107Pa/(kg/m3) obtenue par
l’emploi de données à deux angles de diffraction θ = 40◦ et 50◦
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Fig. 4.14 – La fonction-coût pour le cylindre plein en nylon modelisé par un cylindre fluide
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θ = 180◦). Le minimum global s’affiche au rayon= 1.55 cm, le rayon réel étant 1.50 cm.
Objet Diamètre externe a (mm) Diametre intérieur b (mm)
Mesuré Reconstruit Ecart Mesuré Reconstruit Ecart
Tube aluminium 12.45 12.7 2.0% 10.45 10.6 1.4%
Tube acier 6.75 6.7 0.7% 4.35 4.1 5.7%
Cylindre laiton 6.5 6.4 1.5% − − −
Cylindre nylon 15.5 15.4 0.6% − − −
Tab. 4.1 – Comparaison entre les valeurs géométriques reconstruites et mesurées.
fluide c1 est égale à la célérité longitudinale de l’onde se propageant dans le cylindre clL.
La première partie du signal diffracté en arrière (rétrodiffusion) est employée pour récu-
pérer le rayon externe a. Nous trouvons a = 15.4mm (voir la fig. 4.14).
Remarque La différence entre deux minima de la fonction- coût, relatif au signal ré-
trodiffusé vis-à-vis du rayon intérieur a, est égale à la moitié de la longueur d’onde dans le
milieu hôte.
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Objet Mass volumique ρ (kg/m3) Young modulus E (GPa)
Tabulées Reconstruit Ecart Tabulées Reconstruit Ecart
Tube aluminium 2700 2600 3.7% 71 68.9 3.0%
Tab. 4.2 – Comparaison entre les valeurs des propriétés matérielles du tube en aluminium,
reconstruites et tabulées dans la littérature.
Objet E/ρ (Pa/(kg/m3))
Mesuré Reconstruit Ecart
Tube acier 2.69× 107 2.54× 107 5.6%
Cylindre Laiton 1.33× 107 1.21× 107 9.0%
Cylindre nylon 2.25× 106 2.25× 106 0.03%
Tab. 4.3 – Comparaison entre les valeurs des propriétés matérielles reconstruites et tabulées
.
4.7 Conclusion
Cette étude montre qu’il est difficile de récupérer les quatre paramètres (E1, ρ1, a, b)
simultanément, même avec des données qui semblent de bonne qualité.
Nous avons présenté une méthode pour reconstruire d’abord a et b (les rayons extérieur
et intérieur respectivement du tube), ensuite E1 et ρ1, mais elle n’est pas suffisamment
fiable.
La solution de ces problèmes réside dans : i) une représentation plus réaliste de l’onde
incidente, et ii) un meilleur choix de la fonction-coût, faisant appel aux données relatives à la
totalité du signal diffracté, et ce pour plusieurs angles de diffraction. Aussi, il nous semble que
les paramètres géométriques doivent être reconstruits avec des données issues d’un sondage
haute fréquence et les paramètres matériels avec un sondage plutôt basse fréquence.
Nous verrons dans le chap. 9 qu’en suivant partiellement ces conseils, nous arrivons à
reconstruire, dans de bonnes conditions, quatre paramètres de Biot d’un morceau d’os, et
ce malgré le fait que le matériau soit poreux et le modèle qui décrit sa dynamique plus
compliqué que dans le cas présent.
102
Chapitre 5
Méthode de guide d’ondes
ultrasonores pour caractériser l’os
cortical
On décrit brièvement une méthode d’emploi d’ondes guidées pour faire le diagnostic de
l’ostéoporose à travers les indicateurs de santé que constituent l’épaisseur et les modules
élastiques de l’os cortical.
5.1 Introduction
Les ondes de Lamb ont fait l’objet ces dernières années d’un grand intérêt [3, 40, 140,
245, 254, 273, 277, 316, 358] comme véhicule pour le diagnostic in vivo de l’ostéoporose et
autres aﬄictions de l’os (essentiellement cortical) [310].
Bien que notre thèse n’ait guère portée sur cette thématique (voir le chap. 22), il nous a
semblé utile et nécessaire d’expliquer brièvement en quoi elle consiste, d’autant plus qu’elle
constitue une alternative à la méthode évoquée dans le chapitre précédent pour la caracté-
risation des aspects géométriques et matériels d’un objet (comme l’os long) ressemblant à
un tuyau.
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En fait, il s’agit d’une technique importée du domaine du contrôle non destructif, qui
jusqu’alors visait essentiellement le contrôle de défauts (i.e., fissures) dans des objets (ma-
tériaux et structures) manufacturés (composites, tuyaux, cuves, ailes d’avion, etc.) [68, 110,
203, 314, 326].
5.2 Qu’est-ce qu’une onde de Lamb ?
Une onde de Lamb est, par définition, un mode vibratoire d’une plaque (horizontale pour
fixer les idées) élastique située dans le vide (ou un fluide léger). Ce mode peut être représenté
comme deux ondes élastiques stationnaires se propageant vers la droite ou la gauche dans
la plaque, dont l’une a la polarisation P (onde compressive) et l’autre la polarisation SV
(onde de cisaillement horizontale). Lorsque le milieu extérieur est un fluide (et non le vide),
le mode de Lamb est un peu différent, prenant dans la plaque essentiellement la même forme
d’ondes stationnaires, et à l’extérieur la forme d’une onde de volume de pression (P) dont
l’amplitude décroît exponentiellement avec augmentation de la distance des deux faces de
la plaque. En ce sens, le mode (ou l’onde) de Lamb est dit "guidé(e)" (i.e., reste collée aux
faces) à l’extérieur de la plaque.
5.3 Comment exciter les ondes de Lamb ?
L’onde qui excite le mode doit avoir soit une polarisation P, soit une polarisation SV,
soit une polarisation mixte. Lorsque le milieu extérieur à la plaque est le vide, l’onde qui
excite le mode ne peut être rayonée que par une source située à l’intérieur, ou sur une des
deux faces, de la plaque (chargement volumique ou surfacique). Si la plaque est immergée
dans un fluide, le mode peut être excitée par une onde ultrasonore (onde P) rayonnée par
une source située dans ce fluide et cette source peut prendre la forme d’un transducteur
ultrasonore classique (le milieu est l’eau ou un gel) ou un transducteur aérien (le milieu est
l’air) [68].
L’analyse du processus d’excitation suit en gros celle pour les modes de plaque en pola-
risation SH (cisaillement horizontale) [165, 163].
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5.4 Le rapport entre la plaque et le tuyau
Le concept d’ondes (ou modes) de Lamb se généralise à une plaque stratifiée, composée,
par exemple, de deux sous-plaques solides séparées par le vide ou par un fluide.
On parle aussi d’ondes de Lamb en rapport avec un prolongement de cette géométrie :
le tube à paroi solide rempli du vide ou d’un fluide, immergé dans le vide ou un fluide.
Evidemment, ce type de tube ressemble à un os long, d’où la connexion entre les os et
les modes de Lamb.
5.5 Aspects spectraux des modes de Lamb
Revenons à la forme primaire des modes de Lamb (i.e., relative à une seule plaque solide
homogène). On montre que deux ensembles dénombrables de modes de Lamb existent :
les modes symétriques et les modes antisymétriques. Chaque mode se caractérise par deux
vecteurs d’onde, l’une P et l’autre S, qui partagent la même composante horizontale. Celle-ci
est fonction du nombre d’onde de Lamb et des angles que font les deux vecteurs d’onde P
et S avec la normale aux faces horizontales de la plaque. Le nombre d’onde de Lamb est
égal à la fréquence angulaire divisée par la vitesse de phase de ce mode de Lamb. Cette
vitesse ne peut pas prendre n’importe quelle valeur, mais est déterminée par une relation de
dispersion (voir la fig. 5.1) relativement compliquée (i.e., nonlinéaire). Cette relation montre
que la vitesse de phase du mode dépend de l’épaisseur de la plaque, de la fréquence, et des
modules élastiques (E de Young et ν de Poisson) de la plaque (et aussi des caractéristiques
du fluide ambiant lorsque celui-ci existe).
Donc, si l’on arrivait à mesurer la vitesse de phase ou de groupe d’un (ou de plusieurs)
mode(s) de Lamb, et l’on disposait de la formule ou algorithme (de dispersion) reliant cette
vitesse aux paramètres géométriques et matérielles, on pourrait reconstruire l’épaisseur de
la plaque et/ou E et ν.
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Fig. 5.1 – La courbes de dispersion [245] -vitesse de phase en fonction du produit de
fréquence×épaisseur (mégahertz millimètre) pour (a)(haut) une plaque libre de lucite et
(b)(bas) une plaque corticale d’os libre.
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5.6 Application à la caractérisation de la santé de l’os
Etant donné que l’ostéoporose se manifeste aussi par le rétrécissement de l’épaisseur des
os longs, l’idée est venue d’utiliser les mesures des vitesses de groupe des ondes de Lamb
pour diagnostiquer l’ostéoporose de la manière (spectrale) que nous venons d’évoquer. Cette
maladie se manifeste aussi par un changement de E et/ou ν via un changement de porosité,
de sorte que les mesures des vitesses de groupe des ondes de Lamb pourraient aussi servir à
diagnostiquer l’ostéoporose via les descripteurs E et/ou ν.
La mesure des vitesses de groupe de ces ondes se fait avec un deuxième transducteur collé
sur, ou au voisinage de, l’os à une certaine distance longitudinale du premier transducteur
(ce qui ne pose pas de problèmes pour les os longs) et repose essentiellement sur une mesure
du temps de vol (voir la fig. 5.2).
Pour finir, soulignons le fait que cette méthode est a priori idéale pour des examens
in vivo [140]. Malheureusement, des problèmes surviennent qui sont discutés dans [276], de
sorte que, comme pour la plupart des méthodes proposées pour le diagnostic de l’ostéoporose,
beaucoup de recherches restent à faire avant que ces méthodes soient opérationnelles.
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Fig. 5.2 – Les schémas de montage expérimentale de Lee et al [245] pour la caractérisation
ultrasonore par ondes de Lamb (a)(haut) des plaques en lucite et (b)(bas) d’un tibia de
bovin.
Chapitre 6
Le modèle de Biot et ses avatars
On décrit les ingrédients théoriques du modèle de Biot et de ses avatars.
6.1 Introduction
La théorie de Biot [31, 32, 34] de la mécanique des milieux poreux est un sujet fascinant
et complexe. Cette théorie semble venir de nulle part et n’être donc que le fruit du génie de
son concepteur. Cependant, elle est (avec ou sans ses avatars) encore aujourd’hui la théorie
la plus apte à décrire la dynamique des milieux poreux, dont témoigne la multitude de
publications qui s’y réfèrent (dont un certain nombre figure dans la bibliographie de cette
thèse).
La présente contribution concerne essentiellement la présentation de la théorie de Biot
(le bilan de quantité de mouvement, les lois de comportement, équations d’ondes) et les
différentes formes qu’elle a prises au cours du temps.
La résolution de problèmes aux limites ne constitue pas l’objet de ce chapitre. Le lecteur
intéressé par ce sujet peut consulter les articles dans la bibliographie et les chapitres suivants
de cette thèse.
Bien entendu, l’accent est mis ici, en arrière plan, sur des applications concernant des
milieux poreux comportant une composante fluide visqueuse (cas notamment de l’os trabé-
culaire).
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6.2 Présupposées de la théorie de Biot des milieux poreux
multiphasiques
6.2.1 Echelles
6.2.2 Echelle microscopique
Questions essentielles : i) faut-il étudier le milieu poreux à une échelle du pore ou à
une échelle plus grande (i.e., celle d’un sous-domaine supra-microscopique du spécimen) ? ii)
comment rendre compte du caractère multiphasique du milieu si l’étude se situe à l’échelle
supra-microscopique ?
Raisonnons désormais en termes d’un milieu constitué de deux phases, l’une solide et
l’autre fluide, occupant des domaines géométriques distincts, ce qui veut dire entre autres
que nous excluons la présence de fluide à l’intérieur des parties solides (un tel fluide ne
pourrait pas circuler ailleurs qu’en ce domaine intérieur). Donc, à un instant t, un point se
trouve dans l’une ou dans l’autre des deux phases : c’est l’échelle microscopique.
Nous associons le terme "porosité" au domaine occupé par le fluide et nous supposons
que cet espace interstitiel est continu (i.e., connecté) de sorte que le fluide puisse y circuler
librement.
L’autre partie du milieu, occupé par le solide, est appelée matrice.
La porosité est un terme qui désigne aussi le rapport du volume de la partie fluide au
volume total d’un élément de volume représentatif (EVR). La porosité est représentée par
le symbole φ, sachant que c’est une grandeur sans dimensions.
L’hypothèse de deux milieux signifie qu’un seul fluide occupe toute la partie interstitielle,
i.e., le milieu poreux est saturé.
6.2.3 Echelle macroscopique
A l’échelle macroscopique, l’EVR est conçu (compte tenu des précédentes hypothèses)
comme une superposition de deux particules matérielles occupant à l’instant t les mêmes
points géometriques, mais avec des cinématiques différentes.
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Le choix de l’EVR doit répondre à deux objectifs. Premièrement, comme son nom l’in-
dique, il doit être représentatif du milieu poreux, i.e., être d’un ordre de grandeur spatial
permettant une description pertinente des phénomènes essentiels qui s’y produisent. Deuxiè-
mement, la dimension caractéristique R) de l’EVR doit être plus petite que la dimension
caractéristique S du spécimen , de façon à permettre une description de mécanique conti-
nue de l’ensemble des phénomènes physiques microscopiques qui se déroulent dans le milieu
poreux. Si P est la dimension caractéristique des pores, alors il faut que
P << R << S . (6.2.1)
A cette échelle, on parle de squelette, qui est la superposition de la partie solide (matrice)
et de la partie fluide. Le squelette est donc un milieu continu, i.e., l’abstraction est faite de
sa géométrie microscopique.
6.2.4 Introduction à la théorie de Biot
La théorie de Biot constitue une approche macroscopique de la mécanique des milieux
poreux, donnant lieu à des relations contrainte-déformation des parties solide et fluide, qui
sont couplées pour tenir compte du frottement du fluide sur le solide au cours de son écoule-
ment. Au départ, Biot suppose que l’écoulement du fluide est laminaire (loi de Poiseuille), ce
qui semble raisonnable lorsque le milieu est sollicité aux basses fréquences. Aux plus hautes
fréquences, Biot apporte un terme correctif qui intègre des effets de viscosité (supposée
faible) du fluide et la forme des pores.
La théorie de Biot suppose que le comportement des deux phases est linéaire. Nous
supposerons aussi qu’ils sont isotropes.
Une grande confusion règne dans la littérature concernant la théorie de Biot (TB). Il
existe une profusion de versions, chacune avec ses symboles propres et même ses choix de
variables.
Nous allons exposer les équations de la TB en nous référant aux travaux (dits des
"géophysiciens") [173, 408, 405, 267].
La classe d’exposés ([47, 49, 57, 395, 350, 354]) dite des "acousticiens du milieu marin",
adopte encore d’autres choix de symboles et de variables.
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Dans ce qui suit, un caractère gras désignera un vecteur, la convention de la sommation
d’Einstein sera implicite, le symbole vk désignera la k-ième composante cartésienne xk du
vecteur v, v,l la dérivée partielle de v par rapport à xk, et vl,k la dérivée partielle de vl par
rapport à xk. Par extension, vl,km désignera ∂xk∂xmvl et vl,t signifiera ∂tvl. Les composantes
d’un tenseur, tel que celles de la contrainte et de la déformation, sont désignées par σlk et
εlk respectivement.
6.3 Le bilan de quantité de mouvemen dans la théorie de Biot
En l’absence de forces volumiques appliquées, la conservation du mouvement dans un
continuum matériel mécanique prend la forme [1]
σkl,k − ρul,tt = 0 ; l, k = 1, 2, 3 . (6.3.1)
où u est le déplacement et ρ la densité. Dans cette relation et celles qui suivent, les variables
d’état (déplacement, contrainte, etc.) dépendent de la position x = (x1, x2, x3) et du temps
t.
Nous supposons (sauf cas contraire que nous préciserons) que les paramètres matériels
(densité,...) ne dépendent ni de x, ni du temps t.
Du fait que le milieu poreux est divisé et diphasique, Biot remplace (6.3.1) par
σkl,k − ρul,tt − ρfwl,tt = 0 ; l, k = 1, 2, 3 . (6.3.2)
où ρf est la densité de la partie fluide et w le déplacement du fluide relatif à celui du solide
w := φ(U− u) , (6.3.3)
sachant que U est le déplacement particulaire du fluide et u celui du solide.
Soient ρs et ρf les densités des parties solide et fluide respectivement et soit ρ la densité
du mélange ; alors
ρ = (1− φ)ρs + φρf . (6.3.4)
Du fait que le milieu poreux contient aussi la composante fluide, il faut aussi écrire
une loi de conservation de mouvement dans ce continuum (fluide). En l’absence de forces
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volumiques appliquées, la conservation du mouvement dans un fluide non-visqueux s’écrit
[127]
−p,l + ρul,tt = 0 ; l = 1, 2, 3 , (6.3.5)
avec p la pression, ρ la densité et u le déplacement du fluide.
Du fait que Biot admet une (faible) viscosité dans le fluide, il existe un couplage du
fluide au solide, de sorte qu’il faut remplacer (6.3.5) par
−p,l − ρful,tt −mwl,tt − η
κ
Fˆwl,t = 0 ; l = 1, 2, 3 , (6.3.6)
où à présent p et η sont la pression et la viscosité absolue dans la composante fluide du
milieu poreux, η la viscosité du fluide, κ la perméabilité du fluide, et
m :=
ρfα
φ
, (6.3.7)
sachant que α est la tortuosité [398], qui constitue une mesure (grandeur sans dimensions)
des circonvolutions du fluide lors de son cheminement dans l’espace des pores [75] prend
α = c et l’appelle le coefficient de masse virtuelle (ou ajoutée) ou facteur de structure).
Il est évident que α dépend de la géométrie des pores et ainsi de la géométrie des
particules composant la matrice solide. D’après [28], il convient de prendre
α = 1 + r
(
1− φ
φ
)
, (6.3.8)
(avec r une constante comprise entre 0 et 1) dans le cas d’une matrice composée de grains
solides sphériques.
Dans (6.3.6), Fˆ est un opérateur linéaire de convolution temporelle, qui, dans le domaine
fréquentiel, devient un facteur multiplicateur F (ω), traduisant une perméabilité dépendant
de la fréquence, i.e.,
κ˜(ω) =
κ
F (ω)
, (6.3.9)
où κ˜(ω) est la soi-disant perméabilité dynamique. L’opérateur Fˆ est conçu de telle sorte que
lim
ω→0
F (ω) = 1 , (6.3.10)
Aux fréquences plus hautes, F traduit l’écart de l’écoulement du régime laminaire dans les
pores.
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Plus particulièrement, Biot prend F = F (a
√
ωρf/η), avec F (ζ) donné par
F (ζ) =
1
4
[
ζT (ζ)
1− 2T (ζ)/iζ
]
, (6.3.11)
où a est la dimension caractéristique des pores, et T est défini en termes des fonctions de
Kelvin
T (ζ) =
ber′(ζ) + ibei′(ζ)
ber(ζ) + ibei(ζ)
,
le prime signifiant une dérivée par rapport à l’argument.
6.3.1 Cohérence des relations de conservation du mouvement pour les
cas φ = 0 et φ = 1.
Essayons de voir si (6.3.2), (6.3.4) and (6.3.6) sont cohérents avec les expressions de
conservation de mouvement dans les limites φ = 0 correspondant à un milieu entièrement
solide, et φ = 1 correspondant à un milieu entièrement fluide.
Considérons d’abord le cas φ = 0. L’éq. (6.3.4) donne
ρ = ρs , (6.3.12)
qui est cohérent avec le fait que le milieu est maintenant entièrement solide. De plus, (6.3.3)
nous indique que
w,t = 0 , (6.3.13)
de sorte que (6.3.2) and (6.3.6) deviennent
σkl,k − ρul,tt = 0 ; l, k = 1, 2, 3 , (6.3.14)
p,k = 0 ; k = 1, 2, 3 , (6.3.15)
la dernière expression (eq. (6.3.15)) n’a pas lieu d’être car il n’y a pas de fluide, le milieu est
solide. Elle a été obtenue en supposant que ρf = 0, ce qui semble raisonnable. L’éq. (6.3.15)
conduit à la conclusion que la pression est partout constante, ce qui ne peut être le cas qu’en
l’absence de fluide (on est bien dans ce cas). L’éq. (6.3.14) a la forme voulue pour un solide
élastique, isotrope en l’absence de forces volumiques appliquées. Ainsi, les équations de Biot
de conservation de mouvement sont cohérentes dans la limite φ = 0.
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Considérons ensuite le cas φ = 1. L’éq. (6.3.4) donne
ρ = ρf , (6.3.16)
qui est cohérent avec le fait que le milieu est maintenant entièrement fluide. De plus, (6.3.3)
nous indique que
w = U− u , (6.3.17)
et (6.3.8) donne
α = 1 , (6.3.18)
de sorte qu’à partir de (6.3.7) nous obtenons
m = ρf . (6.3.19)
Les conséquences, en ce qui concernent (6.3.2) et (6.3.6), sont :
σkl,k − ρfUl,tt = 0 ; l, k = 1, 2, 3 . (6.3.20)
−p,l − ρfUl,tt − η
κ
Fˆwl,t = 0 ; l = 1, 2, 3 . (6.3.21)
Nous pouvons y remplacer wl by Ul du fait que l’absence de solide implique une vitesse
particulaire solide nulle (i.e., ul,t = 0), de sorte que (6.3.21) devient
−p,l − ρfUl,t − η
κ
FˆUl,t = 0 ; l = 1, 2, 3 . (6.3.22)
En combinant (6.3.20) et (6.3.22), on trouve
σkl,k + p,l +
η
κ
FˆUl,t = 0 ; l, k = 1, 2, 3 . (6.3.23)
ou, pour un fluide non-visqueux (i.e., η = 0),
σkl,k + p,l = 0 ; l, k = 1, 2, 3 . (6.3.24)
qui est l’expression habituelle de conservation de mouvement dans un fluide non-visqueux.
Ainsi, les formules de Biot de conservation de mouvement sont cohérentes dans les limites
φ = 0 et φ = 1.
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6.3.2 Les lois de comportement de Biot du milieu poreux
Biot relie la contrainte et la pression dans le milieu poreux homogénéisé aux déformations
du solide et du fluide par :
σkl = σlk = 2µεlk + δkl [λcum,m + βMwm,m] ; k, l,m = 1, 2, 3 . (6.3.25)
−p = βMum,m +Mwm,m ; m = 1, 2, 3 , (6.3.26)
où :
εkl = ²lk =
1
2
(uk,l + ul,k) , (6.3.27)
M désigne le premier coefficient de Biot défini par :
1
M
=
φ
Kf
+
β − φ
Ks
, (6.3.28)
et β le second coefficient de Biot,
β := 1− Ko
Ks
, (6.3.29)
sachant que [33] :
– λc est le coefficient de Lamé du milieu non-drainé (i.e., fermé (d’où l’indice c, signifiant
"closed" en anglais) et comportant donc du fluide (non le vide) dans les pores),
– λo est le coefficient de Lamé du milieu drainé (i.e., fermé (d’où l’indice o, signifiant
"open" en anglais) et comportant donc de le vide dans les pores),
– µ est le module de cisaillement du milieu poreux et de sa phase solide,
– Ko, Kc, Ks, Kf sont les modules d’incompressibilité du milieu drainé, non-drainé, du
grain solide et du grain fluide respectivement.
Lois de comportement incluant une viscoélasticité hystérétique de Rayleigh dans
la phase solide
Mesgouez [267] propose de modifier la loi de comportement de Biot par l’introduction
d’un mécanisme de perte dans la phase solide. En posant λc = λ0 +Mβ2, la première loi
de comportement de Biot (sans viscoélasticité dans la phase solide) s’écrit (en se servant de
(6.3.26))
σkl = σlk = 2µεlk + δkl(λoεmm − βp) ; k, l,m = 1, 2, 3 . (6.3.30)
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La modification apportée par Mesgouez à cette loi se traduit par
σkl = σlk = 2(µ+ µ′∂t)εlk + δkl
[
(λo + λ′o∂t)εmm − βp
]
; k, l,m = 1, 2, 3 . (6.3.31)
Ceci entraîne des modifications mineures dans la suite de ce qui concerne la théorie de Biot,
de sorte que nous n’en tiendrons pas compte ci-après.
6.3.3 Cohérence des lois de comportement de Biot dans les cas φ = 0 and
φ = 1
Voyons si (6.3.25) et (6.3.26) sont cohérents avec les lois de comportement d’un milieu
entièrement solide et d’un milieu entièrement fluide correspondant aux cas φ = 0 et φ = 1
respectivement.
Considérons d’abord le cas φ = 0. En l’absence de fluide on a Ko = Ks. Il semble
raisonnable de supposer que lim(Ks−K)→0 = limφ→0, de sorte que
lim
(Ks−Ko)→0, φ→0
(
1− Ko
Ks
)
M = lim
(Ks−Ko)→0, φ→0
1
Ks
(Ks −Ko)M =
lim
φ→0
Ksφ
φKsKf (Ks −Kf ) + φ
= lim
φ→0
Ks
Ks
Kf
(Ks −Kf ) + 1
=
Ks
Ks
Kf
(Ks −Kf ) + 1
. (6.3.32)
De même,
lim
(Ks−Ko)→0, φ→0
φM =
Ks
Ks
Kf
(Ks −Kf ) + 1
. (6.3.33)
d’où nous pouvons conclure que :
lim
(Ks−Ko)→0, φ→0
(
1− Ko
Ks
)
Mφ = 0 , (6.3.34)
lim
(Ks−Ko)→0, φ→0
(
1− Ko
Ks
)
M −Mφ = 0 . (6.3.35)
Ainsi, nous obtenons :
lim
(Ks−Ko)→0, φ→0
σkl =
lim
(Ks−Ko)→0, φ→0
(
µ(uk,l + ul,k) + δkl
[
λcum,m +
(
1− Ko
Ks
)
Mφ(Um,m − um,m)
])
;
k, l,m = 1, 2, 3 , (6.3.36)
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ou, compte tenu de (6.3.34)
lim
(Ks−K)→0, φ→0
σkl = µ(uk,l + ul,k) + δklλcum,m ; k, l,m = 1, 2, 3 , (6.3.37)
qui n’est autre que la loi de comportement d’un milieu linéaire, isotrope entièrement solide
ayant les paramètres de Lamé λc, µ.
Nous obtenons de (6.3.26)
lim
(Ks−K)→0, φ→0
(−p) = lim
(Ks−K)→0, φ→0
[(
1− Ko
Ks
)
Mum,m +Mφ(Um,m − um,m)
]
;
m = 1, 2, 3 . (6.3.38)
ou, du fait de (6.3.33) et (6.3.35) :
lim
(Ks−K)→0, φ→0
(−p) = Ks
Ks
Kf
(Ks −Kf ) + 1
Uk,k ; k = 1, 2, 3 . (6.3.39)
Mais, l’absence de composante fluide signifie que Uk = 0 ; k = 1, 2, 3, de sorte que
lim
(Ks−K)→0, φ→0
p = 0 ; k = 1, 2, 3 . (6.3.40)
qui traduit le fait que la pression fluidique est nulle (cohérent avec l’absence de fluide).
Ainsi, dans le cas φ = 0, les deux lois de comportement de Biot (6.3.25)-(6.3.26) sont
cohérentes avec les lois de comportement connues de milieux non-poreux.
Passons au cas φ = 1. En l’absence de composante solide nous avons µ = 0, Ko = 0,
uk = 0 ; k = 1, 2, 3, de sorte que
M = Kf ; k = 1, 2, 3 . (6.3.41)
d’où (rappelons qu’un module d’incompressibilité générique K dans un continuum linéaire
isotrope est relié aux coefficients de Lamé λ et µ par K = λ+ 23µ)
lim
(µ=Ko)→0, u→0
σkl =
lim
(µ=Ko)→0, u→0
(
µ(uk,l + ul,k) + δkl
[
λcum,m +
(
1− Ko
Ks
)
Mφ(Um,m − um,m)
])
=
KfδklUk,k ; k, l,m = 1, 2, 3 . (6.3.42)
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Mais, µ = 0 dans un fluide non-visqueux , de sorte que Kf = λf , suite de quoi (6.3.43)
devient
lim
(µ=Ko)→0, u→0
σkl = λfδklUm,m ; k, l,m = 1, 2, 3 , (6.3.43)
qui constitue, comme il se doit, la loi de comportement d’un milieu fluide linéaire, non-
visqueux.
De plus, (6.3.26) donne lieu à
lim
(µ=Ko)→0, u→0
(−p) = lim
(µ=Ko)→0, u→0
(
1− Ko
Ks
)
Mum,m +Mφ(Um,m − um,m)
= KfUm,m = λfUm,m ; m = 1, 2, 3 . (6.3.44)
En combinant (6.3.43) et (6.3.44), on trouve
lim
(µ=Ko)→0, u→0
σkl = −pδkl ; k, l,m = 1, 2, 3 , (6.3.45)
qui traduit (en des termes différents) la loi de comportement d’un milieu linéaire non-
visqueux entièrement fluide.
En conclusion, les deux lois de comportement d’un milieu poroélastique de Biot sont
cohérentes avec les lois connues d’un milieu linéaire entièrement solide dans le cas φ = 0, et
d’un milieu linéaire, non-visqueux entièrement fluide dans le cas φ = 1.
6.3.4 Les équations de mouvement en termes de u and w
Les relations précédentes ne nécessitaient pas d’hypothèses sur l’homogénéité à l’échelle
macroscopique. Désormais, nous supposons que tous les paramètres matériels sont constants
par rapport à la position dans le milieu de Biot, i.e., ce milieu est macrosopiquement homo-
gène.
Nous re-écrivons les relations de conservation de la quantité du mouvement et de com-
portement :
σkl,k − ρu¨l,tt − ρfwl,tt = 0 , (6.3.46)
−p,l − ρf u¨l,tt −mwl,tt − η
κ
Fˆwl,t = 0 , (6.3.47)
σkl = µ(uk,l + ul,k) + δkl [λcum,m + Cwm,m] ; k, l,m = 1, 2, 3 . (6.3.48)
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−p = Cum,m +Mwm,m ; m = 1, 2, 3 , (6.3.49)
où
C := βM . (6.3.50)
La première astuce est d’éliminer la pression par l’emploi de (6.3.47) et (6.3.49). Ainsi,
(6.3.49) donne lieu (rappelons l’hypothèse d’homogénéité macroscopique) à
−p,l = Cum,ml +Mwm,ml ; m = 1, 2, 3 , (6.3.51)
et la soustraction de ce résultat de (6.3.47) conduit à
Cum,ml +Mwm,ml = ρful,tt +mwl,tt +
η
κ
Fˆwl,t ; l = 1, 2, 3 . (6.3.52)
La deuxième astuce est d’éliminer σkl,k par l’emploi de (6.3.46) et (6.3.48). Ainsi, (6.3.48)
donne lieu (en vertu de l’hypothèse d’homogénéité macroscopique) à
σkl,k = µ(uk,lk + ul,kk) + δkl [λcum,mk + Cwm,mk] ; k, l,m = 1, 2, 3 , (6.3.53)
et la soustraction de ce résultat de (6.3.46) conduit à
µul,kk + (µ+ λc)uk,lk + Cwk,kl = ρul,tt + ρfwl,tt ; l, k = 1, 2, 3 . (6.3.54)
Les éqs. (6.3.52) and (6.3.54) constitutent un système couplé de six équations aux dérivées
partielles (EDP), d’ordre deux en t, en termes des trois composantes de u et les trois compo-
santes de w. Nous appelons ce système, la version géophysique des équations de mouvement
de Biot dans le milieu poreux.
6.3.5 Les équations de mouvement en termes de u and U
Nous changeons légèrement de notation :
λo := λc −Mβ2 , (6.3.55)
K := κ
ηFˆ
=
κ
η˜
=
κ˜
η
, (6.3.56)
(où K est la perméabilité absolue du milieu, η˜ la viscosité dynamique, et κ˜ la perméabilité
dynamique) et écrivons nos équations de mouvement en notation vectorielle :
µ∇2 + (λo +Mβ2 + µ)∇∇ · u+Mβ∇∇ ·w − ρu,tt − ρfw,tt = 0 , (6.3.57)
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Mβ∇∇ · u+M∇∇ ·w − ρfu,tt − ρfα
φ
w,tt − 1Kw,t = 0 . (6.3.58)
Nous nous servons de w = φ(U− u) pour obtenir de ces deux équations :
µ∇2u+(λo+Mβ2+µ−Mβφ)∇∇·u+Mβφ∇∇·U−(ρ−ρfφ)u,tt−ρfφU,tt = 0 , (6.3.59)
Mβφ∇∇·u =Mφ2∇∇·u−Mφ2∇∇·U, t+φρf (1−α)u,tt+φρfαU,tt− φ
2
K (u,t−U,t) = 0 .
(6.3.60)
Nous introduisons (6.3.60) dans (6.3.59) pour trouver
µ∇2u+(λo+µ+Mβ2+Mφ2)∇∇·u+Mφ(β−φ)∇∇·U− [(1−φ)ρs−φρf (1−α)]u,tt−
φρf (1− α)U,tt − φ
2
K (u,t −U,t) = 0 , (6.3.61)
et ré-écrivons (6.3.60) sous la forme
Mφ(β−φ)∇∇·u+Mφ2∇∇·U−φρf (1−α)u,tt−φρfαU,tt+ φ
2
K (u,t−U,t) = 0 . (6.3.62)
Nous faisons les associations suivantes :
λ := λo +M(β2 + φ2)
Q :=Mφ(β − φ)
ρ11 := (1− φ)ρs − φρf (1− α)
ρ12 := φρf (1− α)
b := φ
2
K
R =Mφ2
ρ22 := ρfφα = mφ2 ,
(6.3.63)
et montrons ainsi que (6.3.61) et (6.3.62) prennent la forme :
µ∇2u(x, t) + (λ+ µ)∇∇ · u(x, t) +Q∇∇ ·U(x, t)− ρ11u,tt(x, t)− ρ12U,tt(x, t)−
b[u,t(x, t)−U,t(x, t)] = 0 , (6.3.64)
Q∇∇ · u(x, t) +R∇∇ ·U(x, t)− ρ12u,tt(x, t)− ρ22U,tt(x, t)+
b[u,t(x, t)−U,t(x, t)] = 0 . (6.3.65)
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Les deux relations (6.3.64) et (6.3.65) constituent ce qui s’appelle la forme d’acoustique
sous-marine des équations de mouvement de Biot. On remarque qu’elles se situent dans le
domaine spatio-temporel et sont donc des équations d’onde. Nous les transformons dans la
section suivante dans le domaine spatio-fréquentiel.
6.4 Transformation des équations d’onde de Biot au domaine
spatio-fréquentiel
Nous représentons u(x, t) et U(x, t) par les transformées de Fourier :
u(x, t) =
∫∞
−∞ u(x, ω) exp(−iωt)dω
U(x, t) =
∫∞
−∞U(x, ω) exp(−iωt)dω ,
(6.4.1)
(ω étant la fréquence angulaire), de façon à trouver :
µ∇2u(x, ω)+ (λ+µ)∇∇·u(x, ω)+Q∇∇·U(x, ω)+ p11u(x, ω)+ p12U(x, ω) = 0 , (6.4.2)
Q∇∇ · u(x, ω) +R∇∇ ·U(x, ω) + p12u(x, ω) + p22U(x, ω) = 0 , (6.4.3)
où
p11 := ω2ρ11 + iωb
p12 := ω2ρ12 − iωb
p22 := ω2ρ22 + iωb .
(6.4.4)
Nous appelons (7.3.2)-7.3.3) la forme spatio-fréquentielle des équations d’onde de Biot.
6.5 Mise en évidence des trois modes propres ondulatoires de
Biot en espace libre
Le point de départ est la forme spatio-fréquentielle des équations d’onde de Biot, avec
x ∈ R3, i.e., l’espace libre rempli du milieu poreux.
Nous décomposons u et U en potentiels de Helmholtz :
u = ∇ϕ+∇×ψ
U = ∇Φ+∇×Ψ ,
(6.5.1)
123
de sorte que
∇ · u = ∇ · ∇ϕ
∇ ·U = ∇ · ∇Φ
∇2 · u = ∇×∇2ψ +∇(∇ · ∇ϕ) ,
(6.5.2)
suite de quoi (7.3.3-(7.3.4) prennent la forme
∇[(λ+ 2µ)∇ · ∇ϕ+Q∇ · ∇Φ+ p11ϕ+ p12Φ] +∇× [µ∇2ψ + p11ψ + p12Ψ] = 0 , (6.5.3)
∇[Q∇ · ∇ϕ+R∇ · ∇Φ+ p12ϕ+ p22Φ] +∇× [p12ψ + p22Ψ] = 0 . (6.5.4)
Soit une expression du type
∇A+∇×B = 0 . (6.5.5)
Il existe deux possibilités :
∇A = −∇×B 6= 0 , (6.5.6)
ou
∇A = −∇×B = 0 , (6.5.7)
Comme, dans notre cas, A = A(ϕ,Φ) et B = B(ψ,Ψ) n’ont aucune raison d’être liés
fonctionnellement, c’est la deuxième solution qui prévaut, de sorte que nous tirons de (6.5.3-
(6.5.4) :
(λ+ 2µ)∇ · ∇ϕ+Q∇ · ∇Φ+ p11ϕ+ p12Φ = 0 , (6.5.8)
Q∇ · ∇ϕ+R∇ · ∇Φ+ p12ϕ+ p22Φ = 0 , (6.5.9)
µ∇2ψ + p11ψ + p12Ψ = 0 , (6.5.10)
p12ψ + p22Ψ = 0 . (6.5.11)
Considérons les deux premières de ces quatre équations. Une solution en espace libre peut
s’écrire
ϕ = C1 exp(ikLrx1) + C2 exp(ikLlx1) = ϕ1 + ϕ2
Φ = C3 exp(ikLrx1) + C4 exp(ikLlx1) = Φ1 +Φ2 ,
(6.5.12)
de sorte que
∇ · ∇ϕ = −k2Lrϕ1 − k2Llϕ2
∇ · ∇Φ = −k2LrΦ1 − k2LlΦ2 ,
(6.5.13)
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ce qui entraîne
−Pκr + p11 −Qκr + p12 −Pκl + p11 −Qκl + p12
−Qκr + p12 −Rκr + p22 −Qκl + p12 −Rκl + p22


C1
C2
C3
C4
 =

0
0
0
0
 , (6.5.14)
où
P := λ+ 2µ , κr := k2Lr , κl := k
2
Ll . (6.5.15)
Etant donné que les solutions (ϕ1,Φ1) sont indépendantes de (ϕ2,Φ2), nous tirons de (6.5.14)
les deux équations matricielles−Pκr + p11 −Qκr + p12
−Qκr + p12 −Rκr + p22
C1
C2
 =
0
0
 , (6.5.16)
−Pκl + p11 −Qκl + p12
−Qκl + p12 −Rκl + p22
C3
C4
 =
0
0
 , (6.5.17)
qui ne possèdent une solution non-triviale que lorsque les déterminants respectifs s’annullent,
i.e.,
(−Pκr + p11)(−Rκr + p22)− (−Qκr + p12)2 = 0
(−Pκl + p11)(−Rκl + p22)− (−Qκl + p12)2 = 0 .
(6.5.18)
Ces deux équations sont non-couplées et quadratiques en termes de κr = ω
2
c2Lr
et κl = ω
2
c2Ll
de
sorte que nous en déduisons :
cLr = ω√
B
2A
−
√
B2−4AD
2A
cLl = ω√
B
2A
+
√
B2−4AD
2A
.
(6.5.19)
où
A := PR−Q2
B := Pp22 +Rp11 − 2Qp12
D := p11p22 − p212 .
(6.5.20)
Si nous admettons que les parties imaginaires de B et D sont petites, alors nous voyons
que les équations d’ondes longitudinales de Biot (d’où l’indice L) livrent deux solutions
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modales correspondant à une onde quasi-volumique rapide (d’où l’indice r) ayant la vitesse
de phase cLr et à une autre onde quasi-volumique lente (d’où l’indice l) ayant la vitesse de
phase cLl. Ceci est un fait nouveau par rapport à ce qui se passe dans les milieux faiblement
viscoélastiques non-divisés, dans lesquels une seule onde longitudinale quasi-volumique peut
se propager (en plus de l’onde quasi-volumique S).
Considérons maintenant les deux dernières équations (6.5.10)-(6.5.11). La seconde des
deux livre
Ψ = −p12
p22
ψ , (6.5.21)
de sorte que la première équation prenne la forme
∇2ψ +
(
p11p22 − p212
µp22
)
ψ = 0 . (6.5.22)
Cette équation admet la solution (en espace libre)
ψ = C5 exp(ikTx1) , (6.5.23)
de sorte qu’en opérant comme avant, nous trouvons
cT =
ω
kT
=
ω√
D
µp22
. (6.5.24)
Si nous admettons que la partie imaginaire de D est petite, alors nous voyons que l’équation
d’onde transversale de Biot (d’ou l’indice T ) livre une seule solution modale correspondant
à une onde quasi-volumique ayant la vitesse de phase cT . Ceci est similaire à ce qui se passe
dans les milieux faiblement viscoélastiques non-divisés.
6.6 Avatar viscoélastique du modèle de Biot
Revenons à la première équation d’ondes en domaine spatio-fréquentielle de Biot
µ∇2u(x, ω)+ (λ+µ)∇∇·u(x, ω)+Q∇∇·U(x, ω)+ p11u(x, ω)+ p12U(x, ω) = 0 , (6.6.1)
Nous avons déjà montré comment cette équation devient l’équation d’ondes élastiques lorsque
φ → 0. Dans la même limite, la deuxième équation d’ondes de Biot n’apportait aucune in-
formation utile.
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L’idée ici est de nouveau de ne retenir que la première équation, tout en gardant le
mécanisme de pertes dans le modèle. Ceci est possible si l’on admet que ‖U‖ << ‖u‖, dans
quel cas (6.6.2) devient
µ∇2u(x, ω) + (λ+ µ)∇∇ · u(x, ω) + p11u(x, ω) = 0 , (6.6.2)
qui constitue une seule EDP vectorielle pour la seule inconnue u représentant le déplacement
de la partie solide du poreux. Du fait que p11 est complexe, on est en présence d’une sorte
d’équation d’ondes viscoélastiques. Notons que non seulement cette équation conserve le
mécanisme de pertes de Biot, mais tient aussi compte de la porosité et de la tortuosité du
milieu à travers le coefficient p11.
Ainsi, le modèle de Biot peut être réduit à un modèle de solide viscoélastique équivalent
(MSVE) moyennant l’hypothèse ‖U‖ << ‖u‖. D’autres MSVE ont été conçues pour des
milieux poreux dans [354, 17, 274].
6.7 Avatar acoustique du modèle de Biot
L’avatar du modèle de Biot, appelé communément Modèle du Fluide Equivalent (MFE),
semble être approprié lorsque la composante fluide du poreux est léger (cas d’un e.g., gaz)
et la matrice solide relativement immobile (i.e., rigide).
Il existe plusieurs versions de la MFE [410, 6, 135, 130] dont certaines sont décrites et
comparées dans [98].
Nous allons maintenant déduire la forme la plus simple du MFE à partir des "équations
de pression" de Biot.
6.7.1 Les équations de conservation de mouvement
Le point de départ est situé au niveau des équations de Biot de conservation de mou-
vement (6.3.2) et (6.3.6). L’éq. (6.3.2) n’est d’aucun intérêt à présent puisqu’elle concerne
principalement les contraintes dans la matrice solide, alors que le MFE porte sur le mouve-
ment dans le fluide (équivalent). Ainsi, portons notre attention sur (6.3.6)
−p,l − ρful,tt −mwl,tt − η
κ
Fˆwl,t = 0 ; l = 1, 2, 3 , (6.7.1)
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où wl := φ(Ul − ul). Du fait de l’hypothèse de l’immobilité de la composante solide nous
avons
ul = 0 , ul,t = 0 , ul,tt = 0 , (6.7.2)
d’où il ressort
−p,l − ρful,tt −mφUl,tt − η
κ
FˆUl,t = 0 ; l = 1, 2, 3 , (6.7.3)
ou, du fait que mφ = ρfα,
−p,l − ρfαUl,tt − η
κ
FˆφUl,t = 0 ; l = 1, 2, 3 . (6.7.4)
Si nous supposons que la viscosité du fluide est nulle (i.e., η = 0), alors
−p,l − ρfαUl,tt = 0 ; l = 1, 2, 3 . (6.7.5)
qui est la relation de conservation du mouvement d’un fluide de [130, 135], (on peut s’y
rérérer à l’éq. (5a) en laquelle il faut prendre η = 0 et associer α∞ à α).
6.7.2 La loi de comportement
Le point de départ se situe au niveau des lois de comportement de Biot (6.3.25)-(6.3.26).
Pour les mêmes raisons qu’avant, (6.3.25) n’est d’aucun intérêt car il ne concerne essen-
tiellement que la composante solide du milieu poreux. Portons donc notre attention sur
(6.3.26)
−p = βMum,m +Mwm,m ; m = 1, 2, 3 , (6.7.6)
où
1
M
:=
φ
Kf
+
(
1− φ− KoKs
)
Ks
, β = 1− Ko
Ks
. (6.7.7)
Du fait de (6.7.2), on obtient
−p =MφUm,m ; m = 1, 2, 3 . (6.7.8)
Mais, dans un solide rigide
Ks =∞ , (6.7.9)
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de sorte que (6.7.7) livre
1
Mφ
=
1
Kf
. (6.7.10)
Ainsi, (6.7.9) prend la forme
− 1
Kf
p = Um,m ; m = 1, 2, 3 , (6.7.11)
que l’on retrouve dans l’éq. (5c)) de [135], pourvu que l’on y prenne η = 0 et qu’on associe
Ka à Kf .
6.7.3 Equation d’ondes
De (6.7.5) on déduit (en supposant toujours que le milieu est macroscopiquement homo-
gène)
−p,ll − ρfαUl,ltt = 0 ; l = 1, 2, 3 , (6.7.12)
et de (6.7.11) on déduit (en supposant toujours que les constantes matérielles du milieu ne
dépendent pas de t)
p,tt +KfUl,ltt = 0 ; l = 1, 2, 3 , (6.7.13)
d’où l’on obtient enfin
p,ll − ρfα
Kf
p,tt = 0 ; l = 1, 2, 3 , (6.7.14)
qui représente une équation d’ondes pour une onde de pression. Donc, le modèle du fluide
équivalent aboutit à une équation d’ondes pour la pression dans la composante fluide.
Il est intéressant d’observer que la pression dans la composante fluide ne dépend pas,
dans ce modèle, de la porosité. Seule la tortuosité nous rappelle qu’il s’agit bien au départ
d’un milieu poreux.
6.8 L’avatar BJKD du modèle de Biot conçu par Johnson et
al.
Bien que la théorie de Biot soit essentiellement un modèle basses-fréquences (BF) (comme
tout modèle qui vise à homogénéiser un milieu), il convient de distinguer ce qui se passe
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dans la partie "hautes-fréquences" de ce qui se passe dans la partie "basses-fréquences" de
ce régime BF. En particulier, il semblerait que la conception de Biot sur l’aspect tortuosité
de son modèle ne soit valable que dans la partie "hautes-fréquences" du régime BF.
Johnson et al. [210] ont proposé une théorie d’écoulement dynamique (ce qui veut dire
qu’elle tient explicitement compte de la fréquence) dans des milieux poreux qui se veut
plus réaliste que celle de Biot. L’aspect fondamental de cette théorie est l’introduction des
concepts de tortuosité dynamique et compressibilité dynamique, auxquelles s’associent de
nouveaux paramètres que sont les longueurs caractéristiques visqueuses et thermales.
Comme nous sommes concernés essentiellement par le cas (dans e.g., l’os) où la partie
fluide contient un fluide relativement lourd, le seul changement éventuellement significatif
à apporter à la théorie de Biot concerne la tortuosité qui s’appelle désormais la tortuosité
dynamique α˜(ω) à laquelle s’associe la longueur caractéristique visqueuse Λ, la limite très
hautes fréquences (un concept abstrait, compte tenu de nos remarques précédentes) de α˜(ω)
étant désignée par α∞.
Johnson et al. [210] proposent donc de remplacer α dans la théorie de Biot par α˜(ω)
(comportement haute fréquence) avec
α˜(ω) = α∞
[
1 +
2
Λ
(
η
iωρf
)1/2]
, (6.8.1)
sachant que ce qui s’appelait α dans la théorie de Biot s’appelle maintenant α∞. Ce change-
ment, qui doit améliorer la modélisation des pertes occasionées par l’interaction fluide/solid,
s’accompagne par l’élimination du terme contenant le facteur b dans les équations de Biot
(il suffit donc d’y prendre b = 0).
Nous avions (dans le cadre de la théorie de Biot d’origine) :
ρ11 = (1− φ)ρs − φρf (1− α∞)
ρ12 = φρf (1− α∞)
ρ22 = φρfα∞
(6.8.2)
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qu’il faut remplacer dans le modèle BJKD par :
ρ˜11 = (1− φ)ρs − φρf (1− α˜) = ρ11 + φρfα∞ 2Λ
(
η
iωρf
)1/2
ρ˜12 = φρf (1− α˜) = ρ12 − φρfα∞ 2Λ
(
η
iωρf
)1/2
ρ˜22 = φρf α˜ = ρ22 + φρfα∞ 2Λ
(
η
iωρf
)1/2
.
(6.8.3)
Ceci se traduit, dans le domaine spatio-fréquentiel, par le remplacement de p11, p12 et p22
par (rappelons que l’on doit prendre b = 0) :
p˜11 = ω2ρ˜11 + iωb = ω2ρ11 + ω2φρfα∞ 2Λ
(
η
iωρf
)1/2
p˜12 = ω2ρ˜12 − iωb = ω2ρ12 − ω2φρfα∞ 2Λ
(
η
iωρf
)1/2
p˜22 = ω2ρ˜22 + iωb = ω2ρ22 + ω2φρfα∞ 2Λ
(
η
iωρf
)1/2
.
(6.8.4)
Ces changements sont de peu de conséquences tant que la solution est recherchée dans le
domaine spatio-fréquentiel, mais entraîne des changements très importantes dans le domaine
spatio-temporelle (transformation des EDP en équations comportant des dérivées fraction-
naires [63, 65, 134, 334].
6.9 Les insuffisances du modèle de Biot
Les principaux griefs que l’on peut adresser au modèle de Biot (en ce qui concerne son
emploi dans des milieux tel que l’os spongieux) concernent : la nature du fluide dans la
partie interstitielle, et le fait qu’il puisse exister certaines cellules fluides fermées dans la
partie interstitielle ou même à l’intérieur de la partie solide. De plus, le modèle de Biot n’est
pas bien assis sur le plan mathématique [77]. Enfin, il n’est pas sûr que la forme originelle du
modèle de Biot soit apte à décrire les mouvements d’un milieu poreux macroscopiquement
hétérogène [107, 108].
6.9.1 Nature du fluide dans les pores
Dans la théorie originelle de Biot [31, 32], les équations constitutives sont conservatives,
et le tenseur des contraintes est diagonal, ce qui est synonyme d’un fluide idéal [127], alors que
la moelle et le sang ne sont évidemment pas des fluides idéaux. Les lois de comportement dans
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la théorie de Biot ne rendent pas compte d’une dissipation visqueuse d’énergie acoustique ou
vibrationnelle, hormis celle envisagée par Biot et prenant la forme d’une force de frottement
due à la traînée b∂t(u−U) proportionnelle à la vitesse relative de la phase fluide. Lorsque
les vitesses du fluide et du solide sont égales, la dissipation disparaît des équations du
mouvement. Même lorsque la force de frottement n’est pas nulle, la structure diagonale de
la contrainte dans le fluide n’est pas modifiée. Donc, les équations de Biot sont conçues
pour des fluides "presque non-visqueuses", ce qui ne correspond évidemment pas au cas des
matériaux composites biologiques contenant du sang et de la moelle.
6.9.2 Fluide dans les cellules fermées
Les équations de Biot s’appliquent à des matériaux consolidés composés d’une matrice
élastique poreuse saturée par un fluide idéal. Cette théorie n’est pas applicable à un matériau
comprenant des cellules fermées (tel que l’os trabéculaire). Or il apparaît dans la publication
originelle de Biot [31, 32] où il est écrit que la théorie proposée se focalise sur "....le mou-
vement d’ensemble du fluide relatif au solide...l’espace fermé des pores est considéré comme
faisant partie du solide pour les besoins de notre analyse." Biot envisage donc la possibilité
de l’existence de deux phases fluides dans le composite :
1. le fluide dans les pores interconnectés, et
2. le fluide piégé dans la partie solide.
Il est clair que cette matrice solide/fluide ne peut pas être considéré comme étant un solide
homogène, à moins que le volume de fluide piégé soit négligeable, ce qui n’est pas nécessai-
rement le cas dans e.g., l’os trabéculaire.
Lorsque la majorité du fluide est piégée dans des pores fermés, la phase fluide mobile
dans la théorie de Biot n’est pratiquement plus présente et on peut s’attendre à ce que cette
théorie ne soit plus valable du tout.
6.9.3 Comment s’effectue le passage micro→ macro ?
Le modèle de Biot est bien un modèle de milieu équivalent puisque, en fin de compte,
ce qui est décrit, est le mouvement d’un fluide couplé à celui d’un continuum solide, alors
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qu’au départ, le milieu était constitué d’une microstructure solide immergé dans un fluide.
Or, il n’est pas du tout évident comment Biot effectue le passage micro→macro, ni quelle
signification réelle s’attache à certains de ses coefficients dans ses EDP.
6.9.4 Que faut-il pour améliorer le modèle de Biot ?
Il est paru nécessaire à certains [61, 151, 152] de développer une théorie réaliste de petites
déformations des milieux poreux (tels que l’os trabéculaire), s’appuyant sur la méthode d’ho-
mogénéisation, pour élaborer des modèles effectifs de réponse vibrationnelle et acoustique
dans un tel milieu. Les équations effectives gardent l’aspect diphasique du milieu, tel que l’a
imaginé Biot, tout en apportant une description plus flexible de la dissipation, notamment
par l’inclusion de la mémoire, comme c’est implicite dans le modèle BJKD.
La question de comment aborder, dans le cadre général de la théorie de Biot, les milieux
poreux macroscopiquement hétérogènes est traitée dans des articles récents de [107, 105, 108].
Chapitre 7
Prédiction du champ transmis par un
os à l’aide du modèle de Biot
On simule une expérience d’acquisition du champ ultrasonore transmis par un os, traité
comme un milieu poroélastique au sens de Biot.
7.1 Introduction
Les travaux de Buchanan et al. [52, 56, 53], et ceux d’un certain nombre de biomécaniciens
[192, 262, 177, 380], s’appuyaient sur la théorie de Biot [31, 32, 34, 35] pour modéliser les
champs sonores dans un matériau comme l’os trabéculaire.
Dans l’investigation [53] sur l’ostéporose, Buchanan et al. ont fait une simulation spatio-
fréquentielle, faisant appel au modèle de Biot, de mesures du champ acoustique transmis
par un échantillon d’os, sous forme de plaque, sollicité par une onde plane ultrasonore. Ces
simulations on été faites avec le code commercial d’éléments finis FEMLAB (notamment dans
le but de l’utiliser ultérieurement pour des géométries d’os plus variées). Buchanan et al. ont
employé le même code en tant qu’estimateur implicite, et pour ne pas commettre le crime
inverse, ils ont introduit des erreurs numériques dans les solutions fournies par l’estimateur
au cours du processus itératif d’inversion (méthod simplex de Nelder-Mead). Ainsi, ils ont
pu reconstruire (difficilement), avec un succès raisonnable, jusqu’à cinq paramètres de Biot
de l’os spongieux [53]. Toutefois, il faut insister sur le fait que ce résultat a été obtenu avec
des données simulées. L’expérience sur d’autres problèmes inverses beaucoup plus simples
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montre que ce qui marche avec des données simulées ne marche pas nécessairement avec des
données réelles.
Dans un autre travail (purement théorique et numérique) s’appuyant sur le modèle de
Biot dans le domaine spatio-fréquentiel [56], Buchanan et al. ont supposé que l’onde incidente
était rayonnée par une source linéique et que le spécimen d’os se trouvait dans une cuve
d’eau. Cette configuration ressemble un peu à celle d’un objet dans une mer peu profonde
qu’ils ont beaucoup étudié au cours des dix dernières années [57]. La cuve a la particularité
de constituer un domaine fermée en haut (condition aux limites de type Dirichlet pour les
ondes P) et en bas (condition de Neumann pour les ondes P). Ce fait suggère l’emploi d’une
représentation modale de la fonction de Green, laquelle tient aussi compte de l’existence
d’une couche horizontale dans la cuve simulant la présence de l’os-plaque. Cette fonction
de Green constitue un estimateur explicite qu’ils ont employé dans une fonction-coût pour
résoudre le problème inverse de reconstruction d’un certain nombre de paramètres de Biot.
Ce travail, comme celui de [56], n’est pas concluant, tant que l’on n’a pas effectué l’in-
version en employant des données expérimentales. Cependant, il est intéressant en ce sens
que l’estimateur se prête facilement au calcul, rendant plus aisée le processus d’inversion.
En attendant de faire des inversions avec des données réelles pour caractériser l’os (voir
le chaps. 8 et 9), nous pensons qu’il est utile de montrer comment l’on procède pour simuler
l’expérience qui permet d’acquérir ces données. Ceci est fait dans la suite de ce chapitre,
dont le contenu a été publié [154].
Il faut souligner qu’au lieu de simuler une expérience in vitro dans laquelle l’os est plongé
dans l’eau, nous supposons ici que l’os (qui pourrait être le calcanéum (os de la cheville))
est dans son environnement naturel, à savoir un milieu élastique constitué par du muscle et
de la graisse.
7.2 Description de la configuration
La configuration est décrite graphiquement dans la fig. 9.1. L’onde ultrasonore interroga-
trice est émise par un transducteur (E) en contact avec la peau (non matérialisée, ou, ce qui
est équivalent, ayant la même composition que la chair, supposée être un solide élastique),
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Fig. 7.1 – Vue d’un spécimen (S) en forme de disque épais d’os trabéculaire flanqué a
gauche et à droite par un milieu élastique (simulant la chair entourant un os vivant. Une
onde ultrasonore est émise par le transducteur gauche (E) en contact avec la peau, traverse la
chair (C), l’os (S), et de nouveau la chair (C), pour être reçue par un deuxième transducteur
(R) en contact avec la peau.
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traverse la chair (C), est en partie réflechie par le spécimen d’os (supposé être un milieu
poroélastique au sens de Biot) en forme de plaque et re-traverse C pour être reçue sur E, et
est en partie transmise par le spécimen d’os (d’épaisseur L), traverse la chair C, pour enfin
être reçue sur le transducteur R.
Pour simplifier le problème, nous supposons que l’os, la chair, et les transducteurs sont
invariants par rapport à θ, l’angle polaire dans le système cylindrique r, θ, z, dont l’origine O
est au centre de l’os sur sa face avant. Le champ incident ultrasonore est ainsi invariant avec
θ. Pour simplifier encore plus le problème, nous supposons que l’épaisseur de C est infinie
des deux côtés de l’os S, ce qui a pour conséquence, entre autres, que l’onde incidente sur S
soit plane en arrivant sur l’os.
Cependant, il faut remarquer que la formulation que nous allons présenter dans les lignes
qui suivent a été conçue pour un problème (légèrement différent) en lequel la sollicitation
ondulatoire provient d’une source en forme de disque de rayon fini à distance finie de la
plaque-objet poreuse, celle-ci étant un disque de rayon infini. Il faut donc garder à l’esprit
que la plaque aura un rayon infini dans la suite (ce qui vaut à négliger la diffraction engendrée
par le caractère borné de l’obstacle posé sur le chemin de l’onde incidente).
7.3 Description du problème
Le but ultime de cette étude est de déterminer le paramètre φ, représentant la porosité
du spécimen d’os S, à partir du champ ultrasonore transmis reçu sur le transducteur R. Nous
ne faisons pas d’éxpériences réelles ici, mais les simulons par la résolution d’un problème
aux limites dans lequel interviennent les équations d’onde élastiques dans C et les équations
d’onde poroélastique (i.e., de Biot) dans S, compte tenu de la sollicitation ondulatoire au
niveau de E. Nous indiquerons seulement comment procéder pour obtenir φ (sans le déter-
miner réellement), et montrerons la sensibilité des mesures vis-à-vis de φ, compte tenue de
la fréquence de l’onde interrogatrice.
Les domaines gauche et droite occupés par la chair sont Ω−0 et Ω
−
0 respectivement. Le
domaine occupé par l’os est le domaine Ω1. Un point situé dans ces domaines est défini par
ses coordonnées r, z du fait de l’invariance par rapport à θ évoquée plus haut.
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La chair est un milieu élastique linéaire, homogène et isotrope caractérisé par sa densité
ρ0 et ses constantes de Lamé λ0 et µ0.
L’os est un milieu poroélastique, linéaire, macroscopiquement homogène et isotrope, ca-
ractérisée par ses paramètres de Biot : ρ1f , ρ
1
s, K1o , K1f , K
1
s , φ, η1, κ1, α1, a1. On pourrait
remplacer le milieu occupant Ω±0 par un milieu poroélastique, dans quel cas tous les para-
mètres de Biot qui lui sont propres seraient affectés de l’indice supérieur 0.
L’analyse se situera dans le domaine spatio-fréquentiel, avec exp(−iωt) le facteur-temps
implicite.
Les champs incident et total de déplacement dans Ω±0 sont désignés par u
i(x, ω) et
u0±(x, ω) respectivement, et les champs de déplacement des composantes solide et fluide du
squelette dans Ω1 par u1(x, ω) etU1(x, ω) respectivement, où x est un vecteur joignant l’ori-
gine O au point dont les coordonnées sont r, z. Désormais, on considère que ω est implicite
dans les expressions pour les variables des champs de déplacement.
7.3.1 Problème aux limites
Les champs de déplacement obéissent aux relations suivantes :
µ0∇2u0±(x) + (λ0 + µ0)∇∇ · u0±(x) = 0 ; x ∈ Ω±0 , (7.3.1)
µ1∇2u1(x)+(λ+µ)∇∇·u1(x)+Q1∇∇·U1(x)+p111u1(x)+p112U1(x) = 0 ; x ∈ Ω1 , (7.3.2)
Q1∇∇ · u1(x) +R1∇∇ ·U1(x) + p112u1(x) + p122U1(x) = 0 ; x ∈ Ω1 , (7.3.3)
où
p111 := (ω)
2ρ111 + iωb
1
p112 := (ω)
2ρ112 − iωb1
p122 := (ω)
2ρ122 + iωb
1 ,
(7.3.4)
u0−(x)− ui(x) ∼ ondes sortantes ; z → −∞
u0+(x) ∼ ondes sortantes ; z →∞ ,
(7.3.5)
u0z(r, 0) = u
1
z(r, 0) ; ∀r ≥ 0 , (7.3.6)
u0z(r, 0) = U
1
z (r, 0) ; ∀r ≥ 0 , (7.3.7)
σ0zz(r, 0) = σ
1(r, 0) + σ1zz(r, 0) ; ∀r ≥ 0 , (7.3.8)
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σ0rz(r, 0) = σ
1
rz(r, 0) ; ∀r ≥ 0 , (7.3.9)
u0r(r, 0) = u
1
r(r, 0) ; ∀r ≥ 0 , (7.3.10)
u0z(r, L) = u
1
z(r, L) ; ∀r ≥ 0 , (7.3.11)
u0z(r, L) = U
1
z (r, L) ; ∀r ≥ 0 , (7.3.12)
σ0zz(r, L) = σ
1(r, L) + σ1zz(r, L) ; ∀r ≥ 0 , (7.3.13)
σ0rz(r, L) = σ
1
rz(r, L) ; ∀r ≥ 0 , (7.3.14)
u0r(r, L) = u
1
r(r, L) ; ∀r ≥ 0 , (7.3.15)
où ui est le champ incident sur l’os, provenant du transducteur gauche, et
σ1(x) := Q∇ · u(x) +R∇ ·U(x) . (7.3.16)
On définit aussi :
τ1(x) := (λ1 + 2µ1)e1(x) +Q1²1(x) , (7.3.17)
où
e1(x) := ∇ · u1(x) , ²1(x) := ∇ ·U1(x) . (7.3.18)
7.3.2 Re-écriture des équations des ondes spatio-fréquentielles
Les équations de Biot peuvent s’écrire en termes de e1 et ²1 :
µ1∇2u1(x) +∇[(λ1+ µ1)e1(x) +Q1²(x)] + p111u1(x) + p112U1(x) = 0 ; x ∈ Ω1 , (7.3.19)
∇[Q1e1(x) +R1²(x)] + p112u1(x) + p122U1(x) = 0 ; x ∈ Ω1 . (7.3.20)
Dans ces relations, les coefficients sont définis ainsi :
ρ111 = (1− φ)ρ1s − φ(ρ1f −m1φ)
ρ112 = φ(ρ
1
f −m1φ)
ρ122 = m
1(φ)2
(7.3.21)
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Symbole Paramètre
ρf densité du fluide interstitiel
ρs densité de la matrice solide
Ko module d’incompressibilité (complexe) du milieu poreux drainé
µ module de cisaillement (complexe) des particules solides
Kf module d’incompressibilité du fluide interstitiel
Ks module d’incompressibilité des grains solides
φ porosité
η viscosité absolue du fluide interstitiel
κ perméabilité de Darcy
α tortuosité
a dimension caractéristique des pores
Tab. 7.1 – Paramètres matériels du modèle de Biot
m1 = ρfαφ
b1 = φ
2η
κ F (a
1
√
ωρ1f/η
1)
F (ζ) = 14
[
ζT (ζ)
1−2T (ζ)/iζ
]
T (ζ) = ber
′(ζ)+ibei′(ζ)
ber(ζ)+ibei(ζ)
R1 =Mφ2 = K
2
sφ
2
D−Ko
M1 = (K
1
s )
2
D−K1o
D = K1s
[
1 + φ
(
K1s
K1f
− 1
)]
Q1 =M1φ(β1φ) = (K
1
s )
2φ(β1−φ)
D−K1o
β1 = 1− K1o
K1s
λ1 = λ1o +M
1((β1)2 + (φ)2) = K1o − 23µ1 +M1[(β1)2 + (φ)2] .
, (7.3.22)
et les paramètres matériels du milieu poroélastique sont donnés dans la table 7.1 :
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7.4 Représentations des champs
7.4.1 Coordonnées cylindriques
En coordonnées cylindriques, on a :
σ0rr = λ
0e1 + 2µ0e0rr
σ1rr = λ
1e1 + 2µ1e1rr +Q
1²1
σ0zz = λ
0e1 + 2µ0e0zz
σ1zz = λ
1e1 + 2µ1e1zz +Q
1²1
σ0rz = 2µ
0e0rz
σ1rz = 2µ
1e1rz
∇2 = ∂2r + r−1∂r + ∂2z
e = (∂r + r−1)ur + ∂zuz
² = (∂r + r−1)Ur + ∂zUz .
(7.4.1)
7.4.2 Champs dans l’os poreux
L’application de la méthode de séparation des variables (dans le système de coordonnées
cylindriques ; voir [57], p. 177) aux équations de Biot entraîne
τ1(r, z) = τ¯1(z)J0(
√
ξr) , σ(r, z) = σ¯1(z)J0(
√
ξr),
e1(r, z) = e¯1(z)J0(
√
ξr) , ²1(r, z) = ²¯1(z)J0(
√
ξr),
uz(r, z) = u¯z(z)J0(
√
ξr) , Uz(r, z) = U¯z(z)J0(
√
ξr),
u1r(r, z) = u¯
1
r(z)J1(
√
ξr) , U1r (r, z) = U¯
1
r (z)J1(
√
ξr) ,
(7.4.2)
(avec Jn( . ) la fonction de Bessel d’ordre n), sachant que :
d2z τ¯
1(z) + (aτ )2τ¯1(z) +B12σ1(z) = 0
d2zσ¯
1(z) +B21τ¯1(z) + (aσ)2σ¯1(z) = 0
(7.4.3)
Les formules qui déterminent aτ et aσ sont données dans [57]. La solution générale des
équations différentielles (7.4.3) s’écrit : (avec Jn( . ) la fonction de Bessel d’ordre n), sachant
que :
τ¯1(z) = c1eim+(z) + c2e−im+(z) + c3eim−(z) + c4e−im−(z) , (7.4.4)
σ¯1(z) = c1A+eim+(z) + c2A+e−im+(z) + c3A−eim−(z) + c4A−e−im−(z) , (7.4.5)
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où
A+ =
(m+)2 − (aτ )2
B12
, A− =
(m−)2 − (aτ )2
B12
, (7.4.6)
m± :=
√
(aτ )2 + (aσ)2 ±
√
[(aτ )2 − (aσ)2]2 + 4B12B21
2
. (7.4.7)
Une autre conséquence de l’application de la méthode de séparation de variables aux équa-
tions de Biot s’écrit :
d2zu¯
1
z(z) +A31dz τ¯
1(z) +A32dzσ¯1(z) + (au)2u¯1z(z) = 0 , (7.4.8)
dont la solution générale est
u¯1z(z) = c1im+B+e
im+(z) − c2im+B+e−im+(z) + c3im−B−eim−(z)−
c4im−B−e−im−(z) + c5eiau(z) + c6e−iau(z) , (7.4.9)
où
B+ =
A32(m+)2 −A32(aτ )2 +A31B12
B12[(m+)2 − (au)2] , B− =
A32(m−)2 −A32(aτ )2 +A31B12
B12[(m−)2 − (aτ )2] . (7.4.10)
Par ailleurs :
U¯1z (z) = −
1
p122
[
p112u¯
1
z(z) + dzσ¯
1(z)
]
, (7.4.11)
ou, explicitement
U¯1z (z) = c1im+D+e
im+(z) − c2im+D+e−im+(z) + c3im−D−eim−(z)−
c4im−D−e−im−(z) − c5 p
1
11
p122
eiau(z) − c6 p
1
11
p122
e−iau(z) , (7.4.12)
où
D+ = − 1
p122
[
p112B+ +A+
]
, D− = − 1
p122
[
p112B− +A−
]
. (7.4.13)
Des définitions de e1 et ²1 il vient
u¯1r(z) =
1√
ξ
[
e¯1z(z)− dzu¯1(z)
]
, U¯1r (z) =
1√
ξ
[
²¯1z(z)− dzU¯1(z)
]
, (7.4.14)
où
e¯1z(z) = a11τ¯
1(z)− a12σ¯1 , ²¯1z(z) = −a12τ¯1z (z) + a22σ¯1(z) , (7.4.15)
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ou, plus explicitement :
e¯1z(z) = c1(a11 − a12A+)eim+(z) + c2(a11 − a12A+)e−im+(z)+
c3(a11 − a12A−)eim−(z) + c4(a11 − a12A−)e−im−(z) , (7.4.16)
²¯1z(z) = c1(−a12 − a22A+)eim+(z) + c2(−a12 + a22A+)e−im+(z)+
c3(−a12 + a22A−)eim−(z) + c4(−a12 + a22A−)e−im−(z) , (7.4.17)
u¯1r(z) = c1E1e
im+(z) + c2E2e−im+(z)+
c3E3e
im−(z) + c4E4e−im−(z) − c5iau(z)eiau(z) + c6iau(z)e−iau(z) , (7.4.18)
où
E1 =
1√
ξ
[
a11 − a12A+ + (m+)2B+
]
, E2 =
1√
ξ
[
a11 − a12A+ − (m+)2B+
]
,
E3 =
1√
ξ
[
a11 − a12A− + (m−)2B−
]
, E4 =
1√
ξ
[
a11 − a12A− − (m−)2B−
]
. (7.4.19)
7.4.3 Champs dans la chair
Décomposition de Helmholtz
La décomposition, en termes de potentiels de Helmholtz, de l’équation des ondes dans
un milieu élastique, donne, compte tenu des symétries évoquées plus haut :
u0r(r, z) = ∂rϕ(r, z)− ∂zψ(r, z) , u1z(r, z) =
(
∂r +
1
r
)
ψ(r, z) + ∂zfϕ(r, z) , (7.4.20)
∇2ϕ(r, z) + (k0L)2ϕ(r, z) = 0 , ∇2ψ(r, z) + (k0T )2ψ(r, z) = 0 ; (r, z) ∈ Ω0 , (7.4.21)
où
k0L =
ω
c0L
, k0T =
ω
c0T
, (7.4.22)
c0L =
√
λ0+2µ0
ρ0
et c0T =
√
µ0
ρ0
étant les vitesses de phase d’ondes volumiques longitudinales
et transverses respectivement dans la chair (milieu supposé linéaire, élastique et isotrope).
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Une fois de plus, l’application de la méthode de séparation de variables donne :
ϕ(r, z) = ϕ¯(z)J0(
√
ξr) , ψ(r, z) = ψ¯(z)J1(
√
ξr) , (7.4.23)
sachant que :
d2zϕ¯(z) + (aL)
2ϕ¯(z) = 0 , d2zψ¯(z) + (at)
2ψ¯(z) = 0 , (7.4.24)
où
(aL)2 := (k0L)
2 − ξ , (aT )2 := (k0T )2 − ξ. (7.4.25)
Potentiels incidents
Une solution de (7.4.24) est de la forme ϕ = e±iaLz, ψ = e±iaT z. Nous choisissons le
champ incident correspondant à la solution particulière
ϕi = Aiϕe
iaiLz , ψi = Aiψe
iaitz , (7.4.26)
qui représente une onde élastique plane se propageant dans la direction des z positifs. Il est
à noter que les amplitudes Aiϕ et Aiψ dépendent de ω et :
(aiL)
2 := (k0L)
2 − ξi , (aiT )2 := (k0T )2 − ξi. (7.4.27)
Potentiels réflechis et transmis
Les champs réfléchi et transmis sont (compte tenu de la condition d’ondes sortantes
(7.3.5) :
ϕ¯0(z)− ϕ¯i(z) = c7e−iaLz , ψ¯0(z)− ψ¯i(z) = c8e−iaT z ; z ≤ 0 , (7.4.28)
ϕ¯0(z) = c9eiaLz , ψ¯0(z) = c10eiaT z ; z ≥ L , (7.4.29)
respectivement, sachant que ϕ¯0(z) et ϕ¯0(z) sont les potentiels des champs totaux.
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Champs et contraintes incidents et totaux
De (7.4.20) on obtient :
uir(r, z, ξ
i) = −[√ξϕ¯i(z) + dzψ¯i(z)]J0(
√
ξir) := u¯ri(z)J0(
√
ξir)
uiz(r, z, ξ
i) = [dzϕ¯i(z) + ψ¯i(z)]J0(
√
ξir) := u¯zi(z)J0(
√
ξir)
u0r(r, z, ξ) = −[
√
ξϕ¯0(z) + dzψ¯0(z)]J0(
√
ξr) := u¯r0(z)J0(
√
ξr)
u0z(r, z, ξ) = [dzϕ¯
0(z) + ψ¯0(z)]J0(
√
ξr) := u¯z0(z)J0(
√
ξr) .
(7.4.30)
De la même manière :
σizz(r, z, ξ
i) = σ¯izz(z)J0(
√
ξir)
σirz(r, z, ξ
i) = σ¯irz(z)J1(
√
ξir)
σ0zz(r, z, ξ) = σ¯
0
zz(z)J0(
√
ξr)
σ0rz(r, z, ξ) = σ¯
i
rz(z)J1(
√
ξr) .
(7.4.31)
7.5 Application des conditions aux limites pour la résolution
du problème direct
Nous avions dix conditions aux limites, i.e., (7.3.6)-(7.3.15), et dix coefficients inconnus
c1, c2, ..., c10.
L’introduction des représentations des champs, de leurs dérivées et des contraintes dans
ces conditions aux limites conduit à un système linéaire d’équations algébriques équivalent
à l’équation matricielle
Ef = g , (7.5.1)
dans laquelle les éléments de la matrice E (que nous détaillons pas ici) dépendent tous de la
porosité φ ainsi que des autres paramètres de Biot et de la fréquence ω. Le vecteur f contient
les coefficients inconnus c1, c2, ..., c10 et le vecteur g est lié à l’onde incidente ultrasonore.
Ainsi, en résolvant cette équation matricielle, i.e.,
f = E−1g , (7.5.2)
on trouve les coefficients c1, c2, ..., c10 et ainsi le champ u0(r, z, ξ). Celui-ci n’est qu’une
solution pour une valeur particulière de ξ. La solution générale est obtenue par la transformée
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de Hankel
u0(r, z) =
∫ ∞
0
u¯0(z, ξ)J0
√
ξr)
√
ξd
√
ξ , (7.5.3)
sachant que :
ui(r, z) = u¯i(z, ξ)J0
√
ξir) . (7.5.4)
Ainsi, on résout le problème direct de prédiction du champ réfléchi et transmis par la
plaque-os lorsque celle-ci est sollicité par l’onde ultrasonore.
7.6 Résultats
Nous avons calculé, au moyen des formules précédentes la réponse, en transmission, de la
plaque poreuse à une onde plane ultrasonore monochromatique, et ce pour deux fréquences
d’interrogation : 30 kHz et 300 kHz. Dans les graphiques ci-dessous (figs. 7.2-9.5) nous avons
représenté le coefficient ‖c10‖ (qui constitue une mesure de l’amplitude de l’onde transmise
par la plaque-os) en fonction de la porosité φ, et ce afin de déterminer si l’on peut espérer,
par une mesure de la transmission, déterminer la porosité. Ceci semble être le cas en basses
fréquences (30 kHz) sauf pour des porosités très proches de 1, mais n’être pas le cas en
hautes fréquences (300 kHz) car on obtient généralement plusieurs valeurs de la porosité
pour une valeur mesurée de l’amplitude de l’onde transmise.
Autrement dit, l’inversion pour φ n’est pas unique si l’on interroge le milieu avec une
onde monochromatique haute fréquence.
Ceci montre qu’il est probablement nécessaire de disposer de davantage de données (e.g.,
des réponses pour plusieurs fréquences d’interrogation, ou des réponses temporelles pour
une interrogation impulsive) pour pouvoir mener à bien une identification de la porosité (et
peut-être d’autres paramètres de Biot) de l’os.
Ceci dit, les données que l’on mesure avec cette expérience ne peuvent pas être obtenues
in vivo, ou du moins très imparfaitement, car hormis le calcaneum, il n’existe pas d’os
majoritairement trabéculaire qui ressemble à une plaque à faces bien planes et parallèles.
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Fig. 7.2 – Courbe de sensibilité du champ transmis (plus particulièrement, du coefficient
c10) par un spécimen d’os trabéculaire d’épaisseur L = 0, 075m en fonction de la porosité φ
pour une onde interrogatrice de fréquence ν = ω/2pi = 30KHz.
Fig. 7.3 – Courbe de sensibilité du champ transmis (plus particulièrement, du coefficient
c10) par un spécimen d’os trabéculaire d’épaisseur L = 0, 075m en fonction de la porosité φ
pour une onde interrogatrice de fréquence ν = ω/2pi = 300KHz.
147
Symbole Valeur Paramètre
ρf 950kg m−3 densité du fluide interstitiel
ρs 1960kg m−3 densité du matériau solide de la matrice
Ko Re(Ko) = 1GPa module d’incompressibilité (complexe)
Im(Ko) = 0.1Re(Ko)/pi du squelette drainé
µ 20GPa module de cisaillement des particules solides
Ks 20GPa module d’incompressibilité de la partie solide
du matériau poreux
Kf 2GPa module d’incompressibilité du fluide interstitiel
Ks 20GPa module d’incompressibilité de la partie solide
du matériau poreux
φ variable porosité
η 1.5kg m s−1 viscosité absolue du fluide interstitiel
κ 10−8m s−1 perméabilité
α 1− 0, 25(1− 1/φ) tortuosité
a 0, 0015m dimension caractéristique des pores
ρm 1040 Densité de la chair
λ0 2.56GPa coefficient de Lamé de la chair
µ0 4× 10−6GPa module de cisaillement de la chair
Tab. 7.2 – Paramètres employés dans les calculs.
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Chapitre 8
Génération in vitro de données réelles
de réponse ultrasonore de plaques-os
et comparaison de ces données avec
les prédictions de la théorie BJKD
Les expériences in vitro de Fellah et al. [132] fournissent les signaux ultrasonores réflechis
et transmis par des os saturés de fluide. Ces signaux sont comparés à ceux prédits par la
théorie de Biot.
8.1 Introduction
Le tissu osseux trabéculaire est essentiellement une matrice de tiges et plaques solides
connectées, immergée dans un milieu fluide (la moelle), et est donc accessible à une étude,
quant à sa réponse à une solicitation mécanique, par la théorie de Biot [87, 88, 177].
Les premiers travaux de caractérisation ultrasonore (e.g., de la porosité) des os trabécu-
laires sont ceux de McKelvie et Palmer, Williams, et Hosokawa et Otani [262, 380, 192]. Ces
publications ont été suivies par celles de [218, 394, 52, 244, 272, 132, 150, 154, 59] concernant
essentiellement la même thématique.
La présente contribution se situe entre ces derniers travaux et nos récentes publications
[336, 337].
Les travaux de [262, 192], concernent l’utilisation de données expérimentales in vitro,
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relatives aux ultrasons transmis par un échantillon d’os trabéculaire en forme de plaque
immergé dans de l’eau, pour reconstruire certains paramètres de Biot du calcaneum humain
normal et ostéoporétique. Ces auteurs montrent que la théorie de Biot rend mieux compte
des résultats expérimentaux que les théories de diffraction multiple dans un milieu divisé.
L’investigation de [192] est du même type, mais l’os-plaque est obtenu par découpáge du fé-
mur d’un boeuf. Ces auteurs montrent que la théorie de Biot fournit une meilleure prédiction
de la vitesse de phase des ondes longitudinales transmises que de l’atténuation.
Dès le début de leurs recherches sur les os, Fellah et al. [132] ont pris la partie de faire
des expériences ultrasonores sur des os humains extraits de cadavres. Il est donc intéressant
de comparer leurs résultats avec ceux de Hosokawa et Otani [192], ainsi qu’avec ceux de
Kaczmarek et al. [218] relatifs aux os bovins. Notons qu’en dehors de cette différence de type
d’os, Fellah et al. n’emploient qu’un seul spécimen-plaque alors que Hosokawa et Otani, ainsi
que Kaczmarek et al. emploient deux spécimens-plaques ayant des épaisseurs différentes.
8.2 Description de l’expérience de Fellah et al.
La tête d’un fémur est coupé de façon à obtenir des tranches ayant la forme de plaques
approximativement circulaires (fig. 8.1).
Une des ces plaques est immegée dans l’eau d’un bac et positionnée entre deux trans-
ducteurs comme dans les figs. 8.2 (vue de loin) et 8.3 (vue de près).
8.3 Allure des signaux transmis
Dans les figs. 8.4 et 8.5 sont montrées les courbes de réponse (signaux transmis) et les
atténuations pour une sollicitation basse et haute fréquence. On note dans les deux cas
l’existence marquée des deux ondes longitudinales (lente et rapide) de Biot. On remarque
aussi que l’onde rapide est beaucoup plus atténuée pour une excitation basse fréquence
que pour une excitation haute fréquence (ceci peut fournir une justification du passage du
modèle de Biot au modèle solide viscoélastique évoqué dans la sect. 2.11). De longues plages
quasi-linéaires dans les courbes de 20 logα(ω) (comme celles trouvées par Langton et al.
151
Fig. 8.1 – Découpage en tranches d’une tête de fémur humain
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Fig. 8.2 – Photographie de loin de l’expérience de Fellah et al. [132]
Fig. 8.3 – Photographie de près de l’expérience de Fellah et al. [132]
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Fig. 8.4 – Expériences de Fellah et al. sur la transmission d’une impulsion ultrasonore, dont
le spectre est concentré dans les basses fréquences, à travers un spécimen d’os trabéculaire,
en forme de plaque, extrait d’un cadavre humain, et qui est plongé dans l’eau. Panneau
haut-gauche : tracé temporel de l’impulsion incidente. Panneau haut-droit : tracé temporel
de l’impulsion au niveau du récepteur après traversée de l’os (on remarque la présence des
ondes de Biot Ll et Lr). Panneau bas-gauche : spectres des signaux incidents et transmis.
Panneau bas-droite : 20 logα(ω).
[236]) sont difficiles, sinon impossibles à discerner.
8.4 Comparaison avec les prédictions du modèle BJKD
Dès le début de leurs investigations [132], Fellah et al. ont opté pour le modèle Biot-JKD
comme description de base des mouvements du milieu poreux constitué par l’os. De plus, ils
ont réussi à construire un modèle spatio-temporel des champs réfléchis et transmis en réponse
à une onde plane compressive frappant la plaque-os concu comme un milieu poroélastique
au sens de BJKD.
Ils ont ensuite comparé ce modèle sur toute la durée significative avec le signal
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Fig. 8.5 – Expériences de Fellah et al. sur la transmission d’une impulsion ultrasonore, dont
le spectre est concentré dans les hautes fréquences, à travers un spécimen d’os trabéculaire,
en forme de plaque, extrait d’un cadavre humain, et qui est plongé dans l’eau. Panneau haut-
gauche : tracé temporelle de l’impulsion incidente. Panneau haut-droit : tracé temporelle de
l’impulsion au niveau du récepteur après traversée de l’os (on remarque la présence des
ondes de Biot Pl et Pr). Panneau bas-gauche : spectres des signaux incidents et transmis.
Panneau bas-droite : 20 logα(ω).
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expérimental et trouvé un bon accord pour des choix plausibles des paramètres BJKD comme
témoignent les figs. 8.6 et 8.7. Enfin, ils ont varié ces paramètres pour établir les sensibilités,
notamment à l’égard de la porosité et la tortuosité.
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Fig. 8.6 – Expériences de Fellah sur la transmission d’une impulsion ultrasonore, dont le
spectre est concentré dans les basses fréquences, à travers un spécimen d’os trabéculaire, en
forme de plaque, extrait d’un cadavre humain, et qui est plongé dans l’eau. Panneau haut-
gauche : tracé temporelle de l’impulsion incidente. Panneau bas-gauche : tracé temporelle de
l’impulsion ultrasonore au niveau du rćepteur. Panneau droite : la courbe pleine désigne ce
que donne la simulation du signal transmis avec des paramètres BJKD plausibles ; la courbe
en pointillées désigne la courbe expérimentale pour le signal transmis.
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Fig. 8.7 – Expériences de Fellah sur la transmission d’une impulsion ultrasonore, dont le
spectre est concentré dans les hautes fréquences, à travers un spécimen d’os trabéculaire, en
forme de plaque, extrait d’un cadavre humain, et qui est plongé dans l’eau. Panneau haut-
gauche : tracé temporelle de l’impulsion incidente. Panneau bas-gauche : tracé temporelle de
l’impulsion ultrasonore au niveau du rćepteur. Panneau droite : la courbe pleine désigne ce
que donne la simulation du signal transmis avec des paramètres BJKD plausibles ; la courbe
en pointillées désigne la courbe expérimentale pour le signal transmis.
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Chapitre 9
Inversion de données ultrasonores
réelles pour reconstruire quelques
paramètres de Biot-JKD des os
Des expériences sont effectuées in vitro pour acquérir le champ ultrasonore transmis
par des os saturés de fluide, et les données ainsi acquises sont employées pour reconstruire
quelques paramètres de Biot-JKD d’échantillons d’os humains.
9.1 Introduction
Les travaux fondateurs de McKelvie et Palmer [262], Williams [380], Hosokawa et Otani
[192], Kaczmarek et al. 2002 [218] faisaient appel à la théorie de Biot pour prédire la vitesse
et l’atténuation des ondes se propageant dans des plaques d’os. Par ailleurs, ces auteurs
comparaient leurs prédictions avec des mesures ultrasonores in vitro sur des os immergés
dans de l’eau. Ces études portaient donc sur des problèmes directs.
La présente contribution, contrairement à celles que nous venons d’évoquer, met l’accent
sur le problème inverse de reconstruction des paramètres de Biot (plus exactement, ceux du
modèle BJKD). Elle partage avec les travaux fondateurs, le fait de s’appuyer sur des données
réelles acquises expérimentalement. De plus, ces données sont recueillies sur des os humains
in vitro, et traitées au cours d’une inversion faisant appel à un estimateur BJKD. Ce travail
a fait l’objet de publications récentes [336, 337] dont nous résumons ici le contenu.
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Fig. 9.1 – Vue d’un spécimen (S) en forme de disque épais d’os trabéculaire flanqué a
gauche et à droite par un fluide ambiant (W) (en fait, S est plongé dans ce fluide). Une onde
ultrasonore (E) est émise par le transducteur gauche, traverse (W), l’os (S), et de nouveau
(W), pour être reçue par un deuxième transducteur (R).
A présent, il s’agit donc de faire une caractérisation assez fine de l’os, en identifiant
quelques-uns de ses paramètres BJKD : la porosité φ, la tortuosité α∞, la longueur carac-
téristique visqueuse Λ, le module de Young E10 et le coefficient de Poisson ν10 du squelette.
Cette identification se fait à partir de données constituées par des signaux ultrasonores
transmis.
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9.2 Description idéalisée de la configuration
La configuration des expériences est la même que dans le chap. 8. Elle est sché-
matiquement décrite dans la fig. 9.1. L’onde ultrasonore interrogatrice est émise par un
transducteur (E), traverse le fluide ambiant (l’eau W), est en partie réflechie par le spéci-
men d’os (S supposé être un milieu poroélastique au sens de Biot-JKD) en forme de plaque
et re-traverse W pour être reçue sur E, et est en partie transmise par le spécimen d’os
(d’épaisseur L), traverse W, pour enfin être reçue sur le transducteur R.
Pour simplifier le problème inverse, nous supposons que l’os, le fluide ambiant, et le
champ émis par E sont invariants par rapport aux coordonnées y, z, du repère Oxyz, dont
l’origine O est au centre de l’os sur sa face avant. Ceci veut dire que E est infiniment loin
de O, i.e., l’onde incidente est supposée être plane en arrivant sur l’os.
De plus, pour les besoins de l’analyse lors de l’inversion, nous négligeons la diffraction
par la plaque-os, en supposant celle-ci d’être infiniment large suivant y et z. De plus, nous
supposons que l’onde incidente frappe la plaque en incidence normale. Ceci veut dire que le
champ élastodynamique ne dépendra que de x, i.e., le problème est unidimensionnel.
Les domaines gauche et droite occupés par le fluide ambiant sont Ω−0 et Ω
−
0 respective-
ment. Le domaine occupé par l’os est le domaine Ω1. Un point situé dans ces domaines est
défini par sa coordonnée x du fait de l’invariance par rapport à y, z évoquée plus haut.
Le fluide ambiant est linéaire, homogène et isotrope caractérisé par sa densité ρ0 et ses
constantes de Lamé λ0 et µ0 = 0.
L’os est un milieu poroélastique, linéaire, macroscopiquement homogène et isotrope,
caractérisée par ses paramètres de BJKD : ρ1f , ρ
1
s, K1o , K1f , K
1
s , φ, η1, κ1, α1∞, Λ1, a1,
E10 ((module de Young du squelette) et ν10 (coefficient de Poisson du squelette) pouvant
remplacer K1o et µ1 du fait que K1o =
E1o
3(1−2ν1o ) et µ
1 = E
1
o
2(1+2ν1o )
.
L’onde de pression incidente dans Ω+0 est désignée par p
i(x, t). Elle donne lieu, après
interaction avec la plaque-os, à un champ de pression réfléchi dans Ω+0 désignée par p
0r(x, t),
et à un champ de pression transmis dans Ω+0 désigné par p
0t(x, t), sachant que c’est dans
Ω+0 que s’effectuent les mesures. Les champs dans Ω
−
0 et Ω1 ne sont pas mesurés.
Les ondes incidente, réflechies et transmises sont toutes des ondes longitudinales (L),
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puisqu’il n’est pas possible de propager une onde de cisaillement dans l’eau. Après la traversée
par la face avant de la plaque-os, l’onde incidente donne lieu dans la plaque à une onde
longitudinale (L) rapide (Lr) et à une onde longitudinale lente (Ll), l’onde de cisaillement
(qui normalement peut se propager dans un solide ou milieu poroélastique) disparaissant
du fait de l’incidence normale et de la nature quasi-planaire de la sollicitation. Quand les
deux ondes L, voyageant à différentes vitesses, rencontrent la deuxième face de la plaque,
un effet semblable a lieu : une partie est transmise dans le fluide sous forme de deux ondes
longitudinales Lr et L1, et l’autre partie est réfléchie comme ondes Lr et Ll. Donc, le champ
pt(x, t) se divise en deux ondes et le signal en un point x en deux signaux associés aux ondes
Lr et Ll.
Le signal reçu sur R prend la forme
p0t(x, t) =
∫ ∞
0
T (τ)pi
[
t− τ − (x− L)
c0
]
dτ ; x > L (9.2.1)
où T (τ) est l’opérateur de transmission dont le spectre est donné dans [336, 337]. Ce spectre
est obtenu à partir des équations BJKD et des conditions aux limites et de rayonnement du
problème. Il est important d’observer que son expression est explicite, de sorte que la seule
réelle difficulté (toute relative du reste) est de calculer numériquement l’intégrale de (9.2.1)
pour obtenir p0t(x, t).
Remarque Bien entendu, T (τ) est fonction de tous les paramètres BJKD de l’os, de sorte
que l’on se servira de (9.2.1) comme estimateur pour reconstruire ces paramètres à partir
du signal transmis acquis.
9.3 Acquisition données
9.3.1 Dispositif d’acquisition de données
Ce dispositif est décrit dans la fig. 9.2
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Fig. 9.2 – Vue du montage expérimental.
Fig. 9.3 – Allure du signal ultrasonore émis et de son spectre.
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9.3.2 Modus operandi d’acquisition
L’expérience est réalisée dans l’eau à l’aide de deux traducteurs piézoélectriques plats
à large bande, Panametrics A 303S avec une fréquence centrale d’environ 1 mégahertz, et
un diamètre de 1 centimètre. La taille du faisceau ultrasonore rayonné par E est plus petite
que le diamètre de la plaque-os en arrivant sur celle-ci. Les impulsions sont fournies par un
pulser/récepteur Panametrics 5058PR. Le montage expérimental est présenté dans la fig.
9.2.
Les allures du signal émis et de son spectre se devinent dans la fig. 9.3. Ce signal est
reproductible d’un tir à l’autre.
Le bruit de mesure est enlevé en faisant une moyenne sur 1000 acquisitions.
Trois échantillons (M1 M2, M3) à faces quasi parallèles sont usinés à partir de tranches
de têtes fémorales et de cous fémoraux d’os spongieux humains.
Le fluide dans les pores (sang et moelle) est enlevé des échantillons d’os avant que ceux-ci
soient immergés dans la cuve. Après immersion, ils se saturent de l’eau de la cuve.
9.4 Traitement des données
9.4.1 Allure des signaux acquis
A titre d’exemple, comparons, dans la fig. 9.4 l’impulsion courte sollicitant l’os fémoral
M1 et le signal reçu sur le transducteur R. On distingue dans le signal transmis reçu une
phase qui arrive avant le début du signal émis. Il s’agit, à n’en pas douter, de la trace de
l’onde Lr de Biot. La deuxième phase arrive sur R avec un leger retard et ne peut être autre
chose que la trace de l’onde Ll de Biot. Ce type de réponse est observé expérimentalement
sur les trois échantillons d’os de têtes fémorales humaines.
9.4.2 Sensibilité de la vitesse vis-à-vis des paramètres
Avant de traiter les signaux en vue de l’inversion, il est indispensable d’évaluer leur sensi-
bilité vis-à-vis des différents paramètres à reconstruire. Une telle étude a déjà été entreprise
dans [132] pour φ, α∞ et Λ. Ici, nous déterminons la sensibilité vis-à-vis de E10 et ν10 .
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Fig. 9.4 – Expérience sur l’échantillonM1. A gauche : le signal ultrasonore incident (gauche)
et a droite : le signal transmis reçu sur le transducteur R, les courbes expérimentales étant
continues, et les courbes simulées étant en tirets.
Les signaux qui vont être traités pour reconstruire ces paramètres en dépendent à des
degrés divers. Plutôt que d’évaluer cette dépendance sur tout le signal, nous le faisons sur
les spectres de vitesse des phases Ll et Lr, obtenus par fénêtrage temporel. De plus, nous
faisons cette étude de sensibilité en nous servant de notre modèle BJKD.
Faisons les simulations avec le signal incident de la fig. 9.3 et une plaque-os ayant les
caractéristiques suivantes : L = 12, 5 mm, φ = 0, 9, α∞ = 1, 13, η = 10−3 kg m s−1,
ρ1f = 10
3 kg m−3, Λ = 8 × 10−6 m, ρ1s = 1990 kg m−3, K1f = 2, 4 GPa, ν1s = 0, 35,
E1s = 10 GPa, ν10 = 0, 25 et E10 = 4, 16 GPa.
Nous comparons dans la fig. 9.5 les spectres de vitesse pour deux choix de E10 . Nous y
voyons que les vitesses des ondes Lr et Ll sont sensibles à E10 .
Nous comparons dans la fig. 9.6 les spectres de vitesse pour deux choix de ν10 et y voyons
que les vitesses des ondes Lr et Ll sont sensibles à ν10 .
Ainsi, nous pouvons nous attendre à pouvoir reconstruire E10 et ν10 avec une bonne
précision.
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Fig. 9.5 – Spectres de vitesses de signaux transmis simulés. Les courbes continues corres-
pondent à E10 = 4, 16 GPa et et les courbes discontinues à E10 = 2, 08 GPa. Les courbes du
haut sont relatives aux ondes Lr et celles du bas aux ondes Ll.
Fig. 9.6 – Spectres de vitesses de signaux transmis simulés. Les courbes continues corres-
pondent à ν10 = 0, 25 et les courbes discontinues à ν10 = 0, 125. Les courbes du haut sont
relatives aux ondes Lr et celles du bas aux ondes Ll.
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9.4.3 Emploi des signaux (inversion) pour la reconstruction des para-
mètres
Le problème inverse est de trouver les paramètres φ, α∞, Λ, E10 , ν10 qui minimisent la
fonction-coût
J(φ, α,Λ, E10 , ν
1
0) =
j=n∑
j=1
[p0texp(x, tj)− p0t(x, tj)]2dt, (9.4.1)
traduisant l’écart entre le signal transmis acquis et le modèle de ce signal (i.e., le prédicteur
constitué par l’éq. (9.2.1)). Dans cette expression, p0texp(x, tj) est le signal transmis
expérimentale à l’instant tj , pt(x, tj) son homologue calculé à partir de (9.2.1)), et n le
nombre d’échantillons temporels pris sur la durée du signal.
Comme d’habitude, il est utile d’observer l’allure de la fonction-coût vis-à-vis de va-
riations des paramètres à reconstruire, notamment pour voir si l’on est confronté à des
problèmes d’unicité se traduisant par l’existence de plusieurs minimas. Ce type de démarche
ne peut se faire graphiquement (puisque l’on ne dispose que de trois dimensions) qu’en
variant deux paramètres à la fois. Donc, il faut donner des valeurs aux autres paramètres
non-représentées sur ces courbes. Nous le faisons par l’emploi de valeurs raisonnables et/ou
que l’on trouve dans la littérature [12].
S’agissant de l’os M1 d’épaisseur M = 11, 2 mm et de densité ρs = 1990 kg m−3, nous
choisissons a priori Es = 13 GPa et νs = 0, 3 et obtenons les fonctions-coût des figs. 9.7-
9.11. Il est à noter que ces courbes ne s’appliquent que dans des intervalles des paramètres
autour du minimum global, ce qui veut dire que d’autres minimas (locaux) existent en
dehors de ces intervalles, d’où l’importance (déjà soulignée dans le chap. 4) de bien choisir
les valeurs initiales dans l’algorithme de minimisation de J afin d’éviter les minimas locaux
(évidemment, il faut que la qualité des mesures et de l’estimateur soit telle que le minimum
globale de J indique la bonne solution du problème inverse).
En injectant les valeurs des paramètres trouvés par l’algorithme d’inversion dans le mo-
dèle BJKD du signal transmis (9.2.1) nous obtenons un signal qui est comparé, dans la fig.
9.12, au signal expérimental. Cette comparaison montre que les valeurs reconstruites des
paramètres φ, α∞, Λ, E10 et ν10 sont probablement proches des vraies valeurs.
La même démarche pour les échantillons M2 et M3 conduit aux résultats des figs. 9.13
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Fig. 9.7 – Variation de la fonction-coût pour l’os M1 vis-à-vis de Λ et E10 .
Fig. 9.8 – Variation de la fonction-coût pour l’os M1 vis-à-vis de α∞ et E10 .
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Fig. 9.9 – Variation de la fonction-coût pour l’os M1 vis-à-vis de Λ et α∞.
Fig. 9.10 – Variation de la fonction-coût pour l’os M1 vis-à-vis de φ et Λ.
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Fig. 9.11 – Variation de la fonction-coût pour l’os M1 vis-à-vis de ν10 et E10 .
Fig. 9.12 – Echantillon M1. Comparaison des signaux transmis reçu sur le transducteur
R, les courbes expérimentales étant continues, et les courbes simulées discontinues, avec les
paramètres reconstruits φ, α∞, Λ, E10 et ν10 .
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Fig. 9.13 – Echantillon M2. Comparaison des signaux transmis reçu sur le transducteur
R, les courbes expérimentales étant continues, et les courbes simulées, avec les paramètres
reconstruits φ, α∞, Λ, E10 et ν10 étant en tirets.
Fig. 9.14 – Echantillon M3. Comparaison des signaux transmis reçu sur le transducteur
R, les courbes expérimentales étant continues, et les courbes simulées, avec les paramètres
reconstruits φ, α∞, Λ, E10 et ν10 étant en tirets.
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et 9.14 respectivement.
9.5 Conclusion
En se servant de la totalité du signal transmis, et d’un estimateur qui rend très
complètement et fidèlement compte de la dynamique du milieu poroélastique constitué par
l’os trabéculaire, on arrive à résoudre le problème inverse à condition de disposer d’une
bonne information a priori sur les valeurs des paramètres à reconstruire.
Toutefois, il n’est guère envisageable d’employer de telles techniques, s’appuyant sur
l’emploi d’échantillons d’os en forme de plaque à faces bien parallèles, extraits de leur milieu
naturel et évidés de leur moelle, pour des diagnostics de la santé des os dans un cadre
clinique (in vivo). Tout au plus, à ce stade des recherches, nous n’avons réussi qu’à obtenir
une meilleure idée des valeurs que prennent les différents paramètres mécaniques des os
humains, valeurs qui pourront servir de référence pour d’autres techniques de diagnostic.
Chapitre 10
Préliminaires concernant les
méthodes vibroacoustiques
On évoque la spéctrométrie vibroacoustique linéaire et nonlinéaire comme méthodes
potentielles de diagnostic in vivo de l’ostéoporose.
10.1 Pourquoi employer des méthodes vibracoustiques pour
caractériser des os ?
Les expériences sur des tranches d’os sont intéressantes en ce qu’elles fournissent des don-
nées sur certains paramètres mécaniques des os et pour aider à décider, par exemple, si telle
ou telle autre théorie permet de décrire correctement le champ acoustique (ou vibrationnel)
dans un milieu osseux.
Toutefois, il est inconcevable de couper en tranches les os des sujets humains vivants dans
un but de diagnostic clinique. Donc, il faut envisager d’autres configurations (plus proches,
par exemple, des os longs qui sont assez faciles d’accès, et situés dans un environnement
plus réaliste (i.e., certainement pas une cuve d’eau)), dans le but de se rapprocher de ce que
l’on rencontrera lorsque l’on voudra appliquer une méthode de caractérisation des os dans
le contexte in vivo.
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Les concepteurs de la méthode BUA ([236], [117]) ont très tôt pris conscience de ce
problème ; c’est pourquoi ils ont focalisé leur attention sur l’os (spongieux) du calcanéum
(situé dans la partie arrière du pied), qui apparaît comme ayant vaguement la forme d’une
plaque (toutefois, on ne peut pas dire que l’environnement naturel de cet os soit semblable
à celui d’un spécimen-plaque dans une cuve d’eau).
Dès que l’on parle de la caractérisation relativement fine (i.e., détermination des des-
cripteurs de la microstructure tels que la porosité et la tortuosité) d’os-objets (et non des
tranches d’os) dans leur environnement naturel, se pose la question de comment solliciter ces
objets. Le problème des ondes ultrasonores (employées dans toutes les expériences décrites
jusqu’ici) est de deux ordres. D’abord, ces ondes doivent pénétrer : i) la peau, ii) les couches
de graisse et de muscle, et iii) la partie corticale de l’os avant d’atteindre la partie spongieuse
qui est la plus porteuse d’information sur l’état de santé de l’os ; chemin faisant (i.e., entre le
transducteur d’émission et la cible), une bonne partie de l’énergie de ces ondes est absorbée
et diffusèe (notamment par les macro-hétérogénités des muscles et de l’os), le même étant
vrai pour le chemin de retour si, comme c’est le plus courant, on travaille en réflexion (i.e.,
rétrodiffusion). Ensuite, la diffusion sur les macro-hétérogénités fait qu’une bonne partie
de l’information sur la microstructure est perdue ou brouillée (notons que ceci n’est pas
un problème en imagerie par ultrasons, puisque ce qui est visé dans cette méthode est une
caractérisation qualitative de la macrostructure, et non une caractérisation quantitative de
certains descripteurs de la microstructure).
La solution qui vient à l’esprit de ce problème est de travailler avec des sollicitations
basses fréquences qui peuvent prendre, soit la forme d’une onde acoustique audible (fré-
quences de 1-10kHz), soit la forme d’un chargement mécanique oscillatoire ou impulsif (i.e.,
choc) dont le spectre comprend principalement des basses fréquences (les mêmes que pour
les ondes audio ou plus élevées).
Cette pratique (que nous appelons sondage vibroacoustique) n’est pas nouvelle dans le
contexte médical puisque tous les medecins-généralistes l’emploient pour sonder l’intérieur
d’un corps (ils tapent avec leur doigt sur une côte et écoutent le bruit que cela provoque ;
ce bruit change en fonction de l’état des poumons). Une pratique analogue est celle des
cheminots, qui écoutent le bruit émis en réponse à un choc, pour évaluer l’état des rails.
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10.2 Caractérisation spectrale en général et vibroacoustique
en particulier
Ces faits nous ont conduit à étudier la caractérisation spectrale vibroacoustique de l’os.
L’idée de base est très ancienne et provient du domaine de la spectrométrie chimique,
ce qui veut dire : identifier une substance par son spectre. En chimie, le spectre, qui se
manifeste optiquement dans la région infrarouge, trahit l’existence des modes vibrationnelles
des molécules dont est composée la substance. Comme chaque molécule présente un spectre
spécifique et unique, le spectre chimique d’une substance permet d’identifier, de manière
théoriquement unique, une substance donnée.
A présent, le sens que nous donnons au terme ’spectre’ est quelque chose qui se manifeste
mécaniquement par des déformations et trahit les modes de vibration d’un échantillon de
la substance. Ce spectre comporte des pics (de déformation) à certaines fréquences, dites
fréquences de résonance, qui marquent la coïncidence des fréquences de la sollicitation dy-
namique avec les fréquences propres des modes de l’échantillon.
Il serait souhaitable que le spectre mécanique, soit, comme le spectre chimique, unique
pour un matériau donné. Ceci permettrait, par exemple, de distinguer un os normal d’un os
atteint d’ostéoporose du fait que les substances de ces deux os sont différentes de par leur
structure (et, dans une moindre mesure, de par leur composition interne).
Malheureusement, le spectre vibrationnelle dépend aussi de la forme et taille de l’objet
servant de contenant au matériau et même de comment l’objet est sollicité et attaché (ou
non) à son environnement (i.e., les conditions aux limites). De plus, s’agissant d’un objet
comme un os, l’enrobage peut modifier quelque peu le spectre et amortir significativement
les déformations en surface de l’enrobage (là ou l’on mesure le signal dans la configuration
classique), avec le risque de rencontrer un signal/bruit trop faible pour une caractérisation
spectrale concluante.
Donc, la méthode spectrale vibroacoustique, tout en étant séduisante, n’est pas sans
difficultés (ceci est vrai pour toutes les méthodes de caractérisation matérielle).
Nous disions que le spectre dépend de la sollicitation. La raison en est que l’objet possède
des modes longitudinaux, torsionnels, et de flexion qui sont plus ou moins excités selon la
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direction et le point d’application de la force. Ceci peut constituer un avantage en ce sens que
l’on peut exciter préferentiellement tel type, ou tel autre type, de mode, rendant ainsi peut-
être plus simple l’identification (surtout lorsque le spectre est marqué par une profusion de
pics). Autre latitude concernant la sollicitation déjà évoqué ci-haut : celle-ci peut être de type
choc (résultant de l’impact d’un corps (e.g., marteau ou bille) contre l’objet), vibrationnelle
(contraintes provoquées par une un dispositif piézélectrique, dont la tension est modulée,
en contact avec l’objet) ou de type acoustique (i.e., l’air en mouvement associé à une onde
acoustique frappant l’objet permet aussi d’induire des vibrations de l’objet).
De même, l’observable peut être constitué par les déformations, vitesses, accélerations,
etc. mesurées en surface de l’objet ou la pression associée à l’onde acoustique (mouvement
de l’air autour de l’objet) induite par les vibrations de l’objet. En général, ces deux classes
d’observables donnent lieu à des spectres qui ont des liens évidents lorsque l’objet est situé
dans un fluide leger.
Remarque : Soulignons que l’utilisation de la spectrométrie vibrationnelle pour distinguer les
os sains des os atteints d’ostèoporose, a déjà fait l’objet de publications, dont certaines sont
assez anciennes : [215], [312], [217], [216], [223], [91]. Quelques-unes de ces études portent
même sur des sujets humains vivants, mais la plupart ne comportent que très peu d’éléments
théoriques permettant de mettre en rapport les observations avec des modèles d’os. Souvent,
une fréquence de résonance (celle du mode de vibration dominant pour le type d’expérience
choisi) est employée en tant que descripteur brut de l’état de l’os. Ceci rappelle le descrip-
teur BUA. On est donc loin, avec ce choix de descripteur, de considérer la caractérisation de
l’os comme un problème inverse, s’appuyant sur le traitement des données au moyen d’un
modèle théorique solide.
Remarque : Pour faire une étude scientifique sérieuse, concernant la relation entre d’une
part la composition et la structure de l’os et d’autre part sa réponse vibrationnelle, on a
intérêt à commencer avec des spécimens de forme simple (canonique) car c’est pour ces
objets que l’on met le plus facilement en évidence la part de la forme et taille (i.e., des-
cripteurs macro-structurels), la part de la composition (i.e., descripteurs micro-structurels),
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et les conditions aux limites, sur le spectre, ce qui, dans la suite, sera essentiel pour la re-
construction des paramètres matérielles mécaniques. Cette remarque rejoint celles que l’on
a faites précédemment à propos des méthodes de caractérisation ultrasonores.
10.3 Caractérisation des microfractures de l’os par une méth-
ode de spectrométrie vibroacoustique non-linéaire
Etant donnée ce qui pourra paraître comme la faible sensibilité de l’indicateur de porosité
déduite de la réponse vibroacoustique linéaire de l’os, il sera utile d’examiner la possiblilté
d’employer des méthodes non-linéaires de détection et de qualification de l’endommagement
(ou autre forme d’altération de la microstructure).
Le but sera donc, dans un des chapitres suivants, de détecter, caractériser et localiser les
microdéfauts (e.g., microfissures ou porosité au-dessus de la normale) de l’os par la méthode
SIMONRAS (Single Mode Nonlinear Resonant Acoustic Spectroscopy) qui fait partie de
l’ensemble des méthodes NEWS (Nonlinear elastic wave spectroscopy) [370], [211], [119].
Considérons un spécimen (e.g., en forme de poutre ou d’os long) de matériau d’apparence
homogène et non-endommagé. Le protocole expérimental consiste à mettre la structure en
vibration ou à la soumettre à une onde acoustique et à enregistrer sa réponse vibratoire
et/ou acoustique. Lorsque l’on varie la fréquence de la sollicitation, un maximum de réponse
permet de localiser la fréquence propre d’un mode (en général, un mode de flexion, pour une
force appliquée transversale). Ensuite, on augmente l’amplitude et on effectue un balayage en
fréquence de la sollicitation afin de re-localiser la fréquence propre du même mode. On répète
l’expérience pour des amplitudes de plus en plus grandes et on trace les spectres de réponse
au voisinage de la fréquence propre du mode que l’on a trouvé pour la plus petite amplitude
de sollicitation. On constate (voir la fig. 10.1) que pour un spécimen non-fissuré, chaque
courbe de réponse est une gaussienne centrée sur la même fréquence (ou bien, la fréquence
de résonance diminue légèrement avec l’amplitude de la sollicitation). Ceci est caractéristique
d’une réponse linéaire (ou quasi-linéaire). En revanche, lorsque le spécimen est fissuré, on
constate que les fréquences de résonance ont tendance a décroître substantiellement lorsque
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Fig. 10.1 – Déplacement fréquentiel des maxima des courbes de résonance lorsque l’on
augmente la sollicitation pour un spécimen non-fissuré.
l’on augmente l’amplitude de la sollicitation (voir la fig. 10.2). Ceci est caractéristique d’une
réponse nonlinéaire. La nonlinéarité semble être un effet local (i.e., se produisant à l’endroit
de la fissure) du fait que la façon dont la fréquence de résonance varie dépend du type, taille,
position et orientation de la fissure (et du nombre de fissures). L’idée dans la méthode NEWS
est de traduire ces changements spectraux trés sensibles (voir la fig. 10.3) en un ensemble de
données permettant de caractériser les défauts de la structure.
Le succès de la méthode pour résoudre ce problème inverse de la caractérisation de la
porosité et/ou des microfissures de l’os dépend de sa sensibilité à ces aspects de la micro-
structure et de la possibilité de modéliser correctement le phénomène.
Nous présenterons plus loin les modèles, et techniques expérimentales (instrumentation,
acquisition de données et les méthodes de traitement du signal employées), ainsi que nos
résultats ayant déjà fait l’objet de publications.
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Fig. 10.2 – Déplacement fréquentiel des maxima des courbes de résonance lorsque l’on
augmente la sollicitation pour un spécimen fissuré.
Fig. 10.3 – Comparaison des sensibilités des méthodes de détection de microfissures par la
méthode d’atténuation induite (Inverse Q), de fréquences de résonance en régime linéaire
(Resonance frequency) et la méthode SIMONRAS (Non-linear). On remarque que, pour de
petits endommagements, les trois méthodes ont à peu près les mêmes sensibilités, mais que la
méthode SIMONRAS devient rapidement beaucoup plus sensible (notez que l’axe verticale
est logarithmique) que les deux autres lorsque l’endommagement augmente.
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Chapitre 11
Mise au point de techniques et
protocoles vibratoires expérimentaux
On décrit nos expériences employant les vibrations. Les données que nous en
recueillons serviront à révéler l’état mécanique de spécimens d’os.
11.1 Introduction
Ce chapitre concerne l’instrumentation et les techniques de traitement de signal pour
l’acquisition, puis l’inversion de données réelles vibroacoustiques, permettant de caractériser
mécaniquement les os humains, d’abord in vitro, puis in vivo.
L’objectif est de faire cette caractérisation dans les conditions de sollicitations dyna-
miques dites de petits déplacements (sans endommagement ni rupture). Le but final est de
caractériser la santé mécanique des os sur des sujets vivants pour détecter, puis suivre, des
maladies osseuses tel que l’ostéoporose.
Les expériences ont d’abord porté sur des fantômes d’os long en nylon sous forme de
cylindres circulaires pleins, ou de tubes circulaires, avec leur canal central (médullaire) vide
ou rempli de divers fluides.
Dans un premier temps, nous avons sollicité (par choc mécanique ou par onde acoustique)
ces objets cylindriques à une de leurs extrémités afin de favoriser l’excitation des modes
longitudinaux (voir fig. 11.1a), ou de flexion (fig. 11.1b, 11.2). Grâce à des capteurs (de
déplacement et accéleromètres très légers) attachés au cylindre-os, on a pu recueillir la
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Fig. 11.1 – Vue schématique du montage expérimental pour mesurer la réponse vibratoire,
d’un tube de nylon, constituant un fantôme d’os long, à l’aide d’un accéléromètre à un de
ses bouts. La sollicitation impulsive, fournie par un marteau, favorise l’excitation des modes
(a)(gauche) longitudinaux, (b)(droite) de flexion.
réponse temporelle de celui-ci à la sollicitation. La transformée de Fourier de cette réponse
permet d’obtenir les fréquences de résonance des modes longitudinaux et de flexion.
La présence ou absence de certains modes dans la réponse temporelle dépend de l’endroit
où l’excitation est appliquée et de l’endroit où l’on place le capteur pour mesurer la réponse.
11.2 Banc d’essai vibroacoustique
Le banc d’essai vibroacoustique est composée de barres en acier (fig. 11.1) à partir
desquelles les structures à tester sont suspendues. Ceci est fait au moyen de fils de pêche en
nylon (fig. 11.1) pour simuler approximativement une condition aux limites de contraintes
nulles (i.e., la frontière extérieure de l’objet-os au contact de l’air est une surface libre (de
contraintes)). Les fixations amovibles permettent d’ajouter ou d’enlever des barres selon la
géométrie de l’objet à tester.
Le signal transitoire, traduisant les vibrations enrégistrées par le capteur suite à une
excitation impulsionelle de la structure, est enregistré par un oscilloscope. La fig. (11.3)
montre un capteur (accéléromètre) collé sur un cylindre suspendu. Dans ce cas, on a privilégié
le premier mode en plaçant le capteur au centre du cylindre. Sur cette réponse, on peut
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Fig. 11.2 – Photographie du montage expérimental pour mesurer la réponse vibratoire d’un
fantôme d’os long contenant un canal médullaire dont on peut varier la contenance fluidique.
L’objetif des expériences avec ce type de montage est d’évaluer l’influence de la nature et
de la viscosité du fluide médullaire sur les modes (notamment, leurs fréquences propres) de
vibration du spécimen. Ici l’os est excité acoustiquement via une chambre de compression
(tube vertical en bas et à gauche) ; ce type de sollicitation favorise l’excitation des modes de
flexion du tube. La réponse est mesurée au moyen de deux accéléromètres (cubes noires au
contact de l’os).
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Fig. 11.3 – (a)(Gauche) Cylindre suspendu. La réponse (onde de flexion) est mesurée par
un accéléromètre très léger (0,56g) Endevco 2222C. La sollicitation est fournie par (à gauche
dans la figure) un marteau muni d’un capteur de force. (b)(Droite) signal d’accélération
mesuré par le capteur.
constater que la réponse s’atténue avec le temps.
11.3 La méthode spectrale
La réponse d’un matériau à une sollicitation dynamique peut être étudiée dans le do-
maine fréquentiel. Le déplacement et l’accélération, mesurés sur l’objet (os ou fantôme d’os),
traduisent les déformations engendrées par les forces externes qui lui sont appliquées. Ces ré-
ponses prennent la forme de signaux (temporels) dont on extrait le spectre. Celui-ci contient
des pics qui correspondent aux fréquences de résonance du spécimen.
Les valeurs fréquentielles de ces pics sont fonction des caractéristiques mécaniques du
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matériau, de la géométrie (forme, taille, etc.) du spécimen et des conditions aux limites par
lesquelles celui-ci est attaché à l’environnement. Nous employons à dessin le terme "spéci-
men" (ou objet) à la place d’ "éprouvette" car nous voulons nous réserver la possibilité de
faire des mesures sur des os à l’état naturel, i.e., non-taillée en des formes spécifiques, (cas
très répandu dans les essais mécaniques et acoustiques habituels).
11.3.1 Problèmes de taille
La bande passante et la puissance des excitateurs sont souvent limitées. Leur taille (qui
influence le type d’onde/vibration générée et captée) et nombre souvent limités entraînent
un sous-échantillonnage de l’espace. Leur taille et poids restreint leur nombre. Augmenter
le nombre de capteurs et actionneurs chargerait le spécimen et fausserait sa réponse.
Il est alors important de développer des actionneurs et capteurs légers à haut rendement.
L’accessibilité est aussi un frein dans le cas où l’on cherche à acquérir le signal à l’intérieur
d’une structure (e.g., in vivo). La conséquence du manque de sensibilité des capteurs (ré-
sultant de leur miniaturisation) est de réduire le nombre de pics visibles dans le spectre de
vibration et de diminuer le rapport du signal utile/ bruit.
Le problème s’aggrave si le nombre de bits utilisés pour numériser le signal est insuffisant.
Une instrumentation performante faisant appel à la multiplication du nombre de voies de
mesure devient très onéreux. Le multiplexage de signaux peut permettre de partager une
seul voie de conditionnement, amplification, numérisation et acquisition des signaux.
11.3.2 Solutions générales
Certaines de ces limitations peuvent être surmontées en employant :
1. des pré-amplificateurs faible bruit pour l’amplification des signaux issus des capteurs,
2. une chaîne d’acquisition avec un nombre suffisant de bits,
3. des actionneurs (excitateurs) et des capteurs plus petits et plus légers. Cependant leur
petite taille peut engendrer d’autres problèmes, par exemple, le manque de sensibilité
et de puissance. Nous verrons plus loin comment régler le problème de manque de
puissance. Pour le manque de sensibilité, la solution est dans 1.
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Fig. 11.4 – Montage expérimental avec des trasnducteurs PZT pour mesurer la réponse
vibratoire d’un fantôme d’os long contenant un canal médullaire dont on peut varier le
contenu fluidique.
11.3.3 Excitateurs et capteurs à base de pastilles piézoélectriques
Pour cette étude, une technique de transduction (actionneurs et capteurs) à base de
pastilles piézoélectriques (PZT) a été développée. Les pastilles PZT sont composées d’un
disque mince en céramique piézoélectrique collé à un diaphragme mince en métal [9]. Quand
cette pastille est attachée à une surface qui vibre, une déformation mécanique est induite
dans le cristal polarisé (résultant de la contrainte et du vrillage de la pastille) engendrant
ainsi une charge électrique. De même, quand le cristal PZT est soumis à une sollicitation
électrique modulée, il vibre (et induit une onde de contrainte).
Leur légèreté, petite taille et forme plate, facilitent la fixation mécanique des PZT sur des
structures (fig. (19.4)), avec une influence négligeable sur les réponses vibratoires comparée,
par exemple, aux accéléromètres.
11.3.4 La Détection synchrone utilisée en mode LOCK IN
La détection synchrone (DS) est l’un des piliers des méthodes d’acquisition de données
spectrales développées dans cette thèse. Cette technique est comparable à la modulation
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d’amplitude. La DS (lock in) est un moyen de minimiser l’influence du bruit sur le signal
utile en effectuant une multiplication du signal d’excitation par le signal réponse mesuré.
Soient :
le signal d’entrée (issu de la réception) : A cos(ωmt) (A :amplitude à détecter).
la porteuse restituée en sortie de PLL (boucle à verrouillage de phase) : E cos(ωmt+ ϕ)
(E :amplitude fixe).
La multiplication de ces deux signaux pour la démodulation, puis le filtrage passe bas,
donne comme signal de mesure :
vm =
EA
2
cos(ϕ), (11.3.1)
avec ϕ le déphasage entre la porteuse émise et la porteuse restituée. La présence dans le
signal de mesure de ϕ vient perturber la demodulation.
Si l’on souhaite effectuer une démodulation qui ne dépend pas de la phase existante
entre la fréquence de modulation et de démodulation, on peut profiter de la possibilité
d’utiliser un montage employant le principe de la double détection synchrone (fig. (11.5)).
Il faut s’assurer que le déphasage entre la porteuse émise et restituée soit constant, d’où
l’importance de la boucle à verrouillage de phase (phase-locked loop - PLL) qui assure cette
fonction par asservissement de phase. Il faut que ce déphasage soit différent (éloigné) de
pi/2 ; sinon le signal de mesure est nul (vm = 0). C’est ce que l’on appelle la démodulation
synchrone (lock in), où il faut faire un contrôle de la phase précis. Utiliser un oscillateur
local non asservi n’assurerait pas une démodulation correcte.
11.4 Levée de voile sur la suite
Il est relativement facile de caractériser les sources en acoustique à condition de disposer
d’une salle anéchoïque : on enregistre les diagrammes de directivité et les courbes de réponse
en fonction de la fréquence.
Toute autre est la situation en vibrations, du fait qu’il est difficile de connaître la force
qui induit les vibrations sauf dans le cas d’utilisation d’un marteau à choc dont la tête à
impédance est équipée d’un capteur de force piézoélectrique.
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Fig. 11.5 – Schéma de principe du démodulateur synchrone SR830.
Dans le chapitre qui suit, on va s’intéresser à la notion de réponse impulsionnelle. L’ob-
jectif recherché sera encore d’améliorer le rapport signal sur bruit.
Chapitre 12
La réponse impulsionnelle
Dans ce chapitre nous introduisons la notion de réponse impulsionnelle.
12.1 Introduction
L’idéal en dynamique est de disposer d’un dispositif de mesure ayant une bande passante
infinie. Au niveau de l’entrée, il serait préférable d’employer une impulsion de type Dirac,
ce qui, au niveau de la sortie, renvoie à la notion de réponse impulsionnelle.
Soit f(t) un signal d’entrée et h(t) la réponse impulsionnelle d’un système. La sortie u(t)
est donnée par l’intégrale de convolution :
u(t) =
∫ ∞
−∞
f(τ)h(t− τ)dτ (12.1.1)
qui s’écrit aussi u(t) = f(t) ? h(t) avec le signe ? l’opérateur de convolution. On notera que
si l’entrée f(t) est un Dirac, δ(t), alors u(t) = h(t).
Ce type d’excitation est difficile à réaliser et même si l’on en disposait, il serait inutilisable
pour l’application visée : la caractérisation in vivo d’un objet biologique.
Les excitateurs dont nous disposons sont :
1. un marteau à choc avec une tête à impédance intégrée pour mesurer la force,
2. un pot vibrant miniature avec une tête à impédance,
3. un haut parleur,
4. des transducteurs piezoélectriques [9] (on ne connaît pas les forces qu’ils livrent),
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5. une bille métallique (acier/inox) pour impacter les spécimens.
Pour mesurer la réponse vibratoire de l’os, on dispose de capteurs accélérométriques piezo-
électriques, des pastilles PZT, tous les deux attachés de manière réversible au spécimen, et
des capsules microphoniques B & K pour mesurer la pression acoustique rayonnée.
Ce qui est original dans cette partie de la thèse, c’est l’introduction de la transformée
en Z pour résoudre les équations de mouvement en dynamique de structures. Son emploi se
justifie par le fait qu’il faut, lors de l’acquisition, discrétiser les signaux pour les stocker sous
forme numérisée. La fréquence d’échantillonnage influe sur la précision de la mesure de la
fréquence de résonance.
Nous discutons aussi du problème de sous- échantillonnage de l’espace du fait que nous
ne disposons que de très peu d’excitateurs et de capteurs.
12.1.1 Méthode pour obtenir une réponse impulsionnelle
Les méthodes d’identification peuvent être classées en deux catégories ; paramétriques et
non-paramétriques [252, 396].
Les méthodes paramétriques aussi appelées boîte blanche nécessitent une connaissance
à priori du modèle de l’objet. Le processus d’identification vise à estimer les paramètres
du modèle de réponse (qui requiert une connaissance de la sollicitation) en utilisant des
algorithmes spécifiques qui cherchent à réduire l’erreur globale entre le modèle et les données
concernant les entrées et les sorties.
Les méthodes non-paramétriques de type boîte noire identifient, en associant l’entrée à
la sortie, par l’utilisation d’une fonctionnelle ou une série de fonctions orthogonales.
Dans les deux cas, on cherche des paramètres ou fonctions optimales (i.e., le processus
d’inversion par lequel on minimise l’écart, entre les données expérimentales et le modèle,
en variant ses paramètres). Les écarts sont globalisés dans une fonction coût, qui traduit la
différence entre le modèle et les données d’entrée et sortie.
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Méthode d’identification paramétrique - le modèle
En dynamique des structures, le système vibrant est souvent modélisé par des masses, des
ressorts et des amortisseurs. Si le système est linéaire et invariant dans le temps, l’équation
du mouvement pour un système à n degrés de liberté est :
Mu¨+Cu˙+Ku = F (12.1.2)
oùM,C,K sont les matrices (d’ordre n) de masse, amortissement et raideur respectivement.
Les vecteurs u, u˙ = ∂u∂t , u¨ =
∂2u
∂t2
et F sont le déplacement, la vitesse, l’accélération et la
force respectivement.
Ici on suppose que la force soit connue (obtenue avec le marteau à choc muni d’un
capteur de force) et la réponse soit mesurée en un seul point. Il s’agit donc de résoudre
le problème inverse suivant : trouver les paramètres des matrices M, C, K, à partir des
données (mesurées) concernant le déplacement et/ou l’accélération sur l’objet.
Les systèmes linéaires sont caractérisés complètement par leur réponse à une impulsion
de Dirac δ(t), i.e., la réponse impulsionnelle.
Si la réponse à l’excitation, e(t), est f(t), le système linéaire est dit invariant dans le
temps si la réponse à e(t− t0) est f(t− t0) , t0 ∈ R. L’invariance est donc liée au décalage.
On suppose que l’observable (déplacement, accélération ou pression acoustique mesurée)
est un signal déterministe (comportement prévisible à chaque instant).
Pour un signal f(t), la transformée de Fourier (TF) est donnée par
F [f(t)] = F˜ (iω) =
∫ ∞
−∞
f(t) exp(iωt)dt . (12.1.3)
La TF est d’une utilité limitée pour l’analyse et la synthèse des systèmes de traitement (par
exemple, le filtrage numérique). Elle sera remplaçée plus loin, dans des cas particuliers, par
d’autres outils de transformation plus puissants.
N.B Un système mécanique est un filtre, dont les masses, dashpots et ressorts correspondent
aux composants électriques : self, résistance, condensateur.
La transformée de Laplace (TL), notée L, d’un signal f(t), est
L [f(t)] = F (s) =
∫ ∞
0
f(t) exp(−st)dt (12.1.4)
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où s = σ− iω est une variable complexe. Pour une fonction causale, i.e., f(t) = 0 pour t < 0,
la TL se réduit à la TF (avec s = −iω)
F (iω) = F (s) |s=iw .
Pour n > 0 où n ∈ N , limt→∞ f(t) exp(−st) = 0, alors pour t > 0, on a [162]
L
[
f (n)(t)
]
= snF (s)− sn−1f(0)− sn−2f (1)(0)− · · · − f (n−1)(0) . (12.1.5)
(avec f (n)(t) := d
nf(t)
dtn ).
Le traitement numérique, par ordinateurs, de grandeurs physiques analogiques mesurées,
a amené à associer à des équations d’évolution continues des équations discrètes (systèmes
échantillonnés).
L’échantillonnage est le découpage temporel du signal (déplacement ou accélération),
f(t) en multipliant celui-ci par la distribution de Dirac, δ(t − nT ). Le résultat en est une
modulation d’amplitude d’un train d’impulsions par le signal échantillonné. L’échantillon
f(nT ) est une impulsion prise à l’instant nT , périodique de période T :
f∗(t) = {f(nT )} =
∞∑
n=0
f(nT )δ(t− nT ) . (12.1.6)
La TL de f∗(t) est
F ∗(s) = L [f∗(t)] =
∞∑
n=0
f(nT ) exp(−nsT ) . (12.1.7)
L’outil adéquat d’analyse pour des systèmes échantillonnés discrets est la transformée en z
(TZ). La TZ, F (z), et son opérateur Z, du signal discret f(nT ) précédent est
F (z) = Z [f(k)] =
∞∑
n=−∞
f(nT )z−n , (12.1.8)
où z est une variable complexe.
Dorénavant on écrira f(nT ) sous la forme plus compacte f(n). Une des propriétés très
importantes de la TZ, est la forme de f(n), décalée ou retardée, d’un échantillon. Par
exemple, la transformée de f(n− 1) est donnée par
∞∑
n=−∞
f(n− 1)z−n =
∞∑
m=−∞
f(m)z−(m+1) = z−1F (z) (12.1.9)
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où m = n − 1 et F (z) est la TZ de la séquence non-décalée. Il en découle l’opérateur
d’avance/retard
dk [f(n)] = f(n+ k), k ∈ N . (12.1.10)
Il est possible d’établir une relation entre les TZ et TL (d’un signal échantillonné) grâce à
la TZ unilatérale F (z) =
∑∞
n=0 f(nT )z
−n donnée par Girling [157] :
Z [f(t)∗] = L [f∗(t)] , (12.1.11)
avec z = exp(sT ) = exp(σT ) exp(iω)T ) = r exp(iωT ), qui fait correspondre le plan s au
cercle unité du plan z, car r = 1 quand σ = 0.
Pour une décroissance temporelle exponentielle, comme souvent rencontrée dans les ex-
périences vibratoires, l’observable peut se mettre sous la forme :
f(t) = exp
(
− t
τ
)
τ ∈ R ,
où t est le temps et τ une constante. La TZ s’écrit alors
F (z) =
∑∞
n=0 exp(−nTτ )z−n = 1 + exp(−Tτ )z−1 + exp(−2Tτ )z−2 + . . .
= 1
1−exp(−T
τ
)z−1
= z
z−exp(−T
τ
)
(12.1.12)
12.1.2 Système amorti à un degré de liberté (1DDL)
Dans certains cas (e.g., lorsque l’on n’excite et/ou ne mesure qu’un seul mode), on peut
décrire la dynamique du système par une seule équation (n = 1 dans (12.1.2)), dite équation
de mouvement à 1DDL que l’on résout en l’échantillonnant à l’aide des différences finies
centrées.
L’approximation de deuxième ordre (4(T 2)) est donnée par
u˙(t) ' (d− d
−1)
2T
u(n) u¨(t) ' (d
−1 − 2 + d)
T 2
u(n) ,
où d est l’opérateur de retard, de sorte que l’équation de mouvement livre
M
(d−1 − 2 + d)
T 2
u(n) + C
(d− d−1)
2T
u(n) +Ku(n) = F (n) ,
où M , C, K sont la masse, l’amortissement et la raideur respectivement et F la force.
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Pour calculer les fréquences propres, on annule la force, F (n) = 0, puis on fait une TZ
de l’équation pour obtenir
M
(z−1 − 2 + z)
T 2
U(z) + C
(z − z−1)
2T
U(z) +KdU(z) = 0 .
En factorisant et regroupant les termes, il vient[(
M
T 2
+
C
2T
)
z2 +
(
k − 2M
T 2
)
z +
(
M
T 2
− C
2T
)]
z−1U(z) = 0 , (12.1.13)
que l’on peut écrire aussi sous la forme[
a2z
2 + a1z + a0
]
U(z) = 0 , (12.1.14)
avec a2 = (MT 2 +
C
2T ), a1 = (K − 2MT 2 ) et a0 = MT 2 − C2T , dont les solutions sont
z1
z2
=
1
2a2
(−a1 ±
√
a21 − 4a2a0 . (12.1.15)
Les solutions analytiques (exactes) des fréquences de résonance ωnr, fréquences propres
ωn et l’amortissement ζ, pour un système à 1DDL faiblement amorti, sont [266]
ωn =
√
K
M
, ζ =
C
2Mωn
, ωnr = ωn
√
1− ζ2 . (12.1.16)
Comparaison entre la solution théorique et celle obtenue par la méthode
d’échantillonnage
Les valeurs trouvées via la solution échantillonnée dépendent de la période d’échantil-
lonnage et du degré d’approximation. On peut le démontrer sur un exemple simple.
Exemple Soit un système masse, ressort et amortisseur avec : M = 2kg, C = 2 , K =
600N/m. La fréquence naturelle du système est calculée à partir de la valeur de z1
en utilisant la relation de transformation (du plan z → plan s), z = exp((σ − iω)T ).
Ensuite la fréquence de résonance est obtenue par la relation FnFD =
2pi
T I [ln(z1)] et
l’amortissement ζnrFD =
1
2piFnT
R [ln(z1)]. Les opérateurs R [ ] et I [ ] sont les parties
réelle et imaginaire respectivement. La courbe de fréquence naturelle en fonction de
la période d’échantillonnage est donnée dans la fig. (12.1). Les valeurs calculées par la
TZ et la solution analytique sont données dans le tableau (12.1).
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Fig. 12.1 – L’influence du degré d’approximation différences finies (DF) et de la période
d’échantillonnage sur la précision des fréquences de résonance ωnFD et l’amortissement ζnFD ,
calculées en employant la méthode de transformée en z. Les valeurs tracées sont normalisées
par rapport aux valeurs théoriques, ωnth et ζnth .
Transformée en z 2nd ordre Transformée en z 4ème ordre
ωnrDF
ωnrth
1, 0 1.0
ζnrDF
ζnrth
1,0 1, 0
Tab. 12.1 – Tableau des rapports entre valeurs approximées obtenues par la discrétisation
du système à 1DDL par différences finies ( DF ) puis résolution de l’équation polynomiale ré-
sultante après la transformation en z, avec des valeurs exactes théoriques (th) des fréquences
naturelles et amortissements ( pour T = 10−4 secondes).
196
La réponse impulsionnelle du système à 1DDL
Le problème de la connaissance (de préférence à priori) de la force appliquée (i.e., la sol-
licitation) est capital dans le contexte du problème inverse de reconstruction des paramètres
mécaniques du système (i.e., M,C,K pour un système à 1DDL).
Nous avons déjà souligné le fait que la réponse impulsionnelle permet de prédire la
réponse du système pour n’importe quel type de force appliquée. Il est donc intéressant de
déterminer, par la méthode de transformée en Z, la réponse impulsionnelle (RI) du système
dynamique composé d’une masse, ressort et amortisseur dans la configuration à 1DDL.
Le RI permet de reconstruire la force à partir de la réponse connue (mesurée) en utilisant
la convolution (12.1.1). Dans le domaine fréquentiel cette relation peut s’écrire en prenant
sa TF (opérateur F [ ] )
F [u(t)] = F
[∫ ∞
−∞
f(τ).h(t− τ)dτ
]
= U(ω) = F (ω).H(ω) .
Si la force appliquée au système n’est pas un Dirac, alors on dit que H(ω) = U(ω)F (ω) est la
fonction de transfert. Pour une entrée quelconque, la dynamique du système à 1DDL est
décrite (après la TZ) par[(
M
T 2
+
C
2T
)
z2 +
(
K − 2M
T 2
)
z +
(
M
T 2
− C
2T
)]
U(z) = zF (z) . (12.1.17)
La fonction de transfert est donnée par
H(z) =
U(z)
F (z)
=
z
a2z2 + a1z + a0
. (12.1.18)
Les paramètres a0 · · · an sont les mêmes que précédemment. Pour trouver la réponse im-
pulsionnelle, on prend f(t) = δ(t) . Pour revenir dans le plan temporel il faut calculer la
transformée inverse de (12.1.18). On décompose h(z) (F (z) = 1 et h(z) = H(z)) en pôles et
zéros avec les numérateurs Nn(z) et dénominateurs Dn(z) : h(z) =
N1(z)
D1(z)
+ N2(z)D2(z) + · · ·
h(z) =
1
z1 − z2
[
z
z − z1 −
z
z − z2
]
, (12.1.19)
où les z1 et z2 sont données dans (12.1.15).
Pour la TZ inverse, la relation Z [u(n) = bn] = zz−b1 est utilisée :
h(n) =
a2√
a21 − 4a0a2
{(
−a1 +
√
(a21 − 4a0a2
2a2
)n
−
(
−a1 −
√
(a21 − 4a0a2
2a2
)n}
.
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La réponse impulsionnelle h(t) est alors une fonction temporelle exponentiellement décrois-
sante donnée par (12.1.12)
h(t) =
a2√
a21 − 4a0a2
[
e(σ1+iω1)t − e(σ1−iω1)t
]
=
ia22piT√
a21 − 4a2a0
eσ1t sin(ω1t)
où ω1 = 1T I [ln(z1)] et σ1 =
1
TR [ln(z1)] sont donnés dans l’exemple de la section 12.1.2.
La valeur de z1 − z2 est calculée à partir de (12.1.15) en remplaçant les expressions de
a0, a1 et a2 par leurs valeurs en fonction de T , M et C
z1 − z2 = T 2
√
K2 − 4/T 2 ∗K ∗M + 4/T 2 ∗ C2/(M + T ∗ C) .
L’équation de mouvement avec le deuxième membre (impulsion de Dirac), devient, après
TF, une équation dans le domaine fréquentiel, ayant la forme
(Mω2 + Cω +K)U(ω) = F (ω) = 1 .
Les fréquences propres sont données par (après annulation du second membre)
ω1
ω2
=
1
2M
[
−iC ±
√
−C2 + 4MK
]
,
2piu(t) =
∫ ∞
−∞
U(ω) exp(−iωt)dw = 1
M
∫ ∞
−∞
exp(−iωt)
Mω2 + Cω +K
dω ,
ou bien
2piu(t) =
1
M
1
ω1 − ω2
{∫ ∞
−∞
exp(−iωt)
ω − ω1 dω −
∫ ∞
−∞
exp(−iωt)
ω − ω2 dω
}
.
L’intégrale
∫∞
−∞
exp(−ipx)
x−a dx = ipi exp(iap) [p > 0] est tabulée dans la référence [162] page
358 - 3.352(7) :
2piu(t) =
1
M
ipi
ω1 − ω2 [exp(−iω1t)− exp(−iω2t)] ,
u(t) =
2√−c2+4MK exp
(
− C
2M
t
)
sin
(
t
2M
√
−C2 + 4MK
)
. (12.1.20)
Ayant fait le lien entre la mécanique continue et les systèmes échantillonnés, dorénavant, on
pourra profiter des outils puissants développés en traitement du signal pour l’analyse et la
synthèse de filtres. Certains existent sous forme de boite à outils dans Matlab.
La réponse impulsionnelle du système à 1DDL est tracée dans la fig. (12.3) en utilisant
l’expression dans l’éq. (12.1.18) et l’outil Matlab, impz.
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Fig. 12.2 – La réponse impulsionnelle du système amorti à 1DDL pour une valeur d’amor-
tisseur C = 2.
12.1.3 Le problème inverse de reconstruction des paramètres du modèle
Le problème inverse est de trouver les coefficients a0 · · · an à partir d’un signal tem-
porel. Ces coefficients portent les informations sur les fréquences propres, les paramètres
d’amortissement, raideur et masse du système.
Nous disposons d’un seul capteur et d’un seul excitateur pour des raisons déjà invoquées.
Or un système réel vibrant est composé de plusieurs degrés de liberté (multi-DDL). Deux
méthodes existent pour résoudre le problème inverse vibratoire d’un tel système.
1. On considère un degré de liberté à la fois. Si l’on regarde la fonction de transfert, la
fréquence propre est approximativement celle de la position du pic et l’amortissement
est lié à l’acuité du pic. Ceci suppose que le mode étudié soit bien séparé des autres.
Quand on a peu de modes, cette méthode est très attractive.
2. Dans l’approche multi-DDL, la fonction de transfert est celle d’un système à plusieurs
DDL. Tout le spectre du signal est analysé, ou tout le signal est analysé.
Nous allons d’étudier un système multi-DDL, par extension de la méthode échantillonnée
utilisée auparavant, pour analyser le système à 1DDL.
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12.1.4 Méthode multi-DDL
Pour résoudre le problème inverse de reconstruction des matrices de masse, M, d’amor-
tissement, C, et de raideur, K, de (12.1.2), on procède de la même manière que pour le
système à 1DDL. La seule différence réside dans la dimension du système. L’objectif est de
tirer une expression qui permet de traiter le cas d’un seul capteur et un seul excitateur.
Ceci revient à remplacer des mesures, u1, u2 · · · en différents points à l’instant t1, par des
mesures u1 en un point à une succession d’instants t1, t2.....
Pour atteindre cet objectif, on prend la dérivée de (12.1.2) n fois par rapport au temps.
Pour le cas homogène (sans force d’excitation), le système devient
M d
2
dt2
u+C ddtu+Ku = 0
M d
3
dt3
u+C d
2
dt2
u+K ddtu = 0
...
M d
2n
dt2n
u+Cd
2n−1
dtn−1u+K
d2n−2
dt2n−2u = 0
. (12.1.21)
Toutes les lignes de (12.1.21) sont sommées. Pour faciliter la manipulation, l’équation som-
mée est transformée en Laplace :
A2ns2n +A2n−1s2n−1 + ...+A0 = 0 (12.1.22)
Les coefficients An sont composés de sommes de plusieurs matrices M, C et K.
Exemple Pour n = 2, on prend la dérivée de l’équation de mouvement deux fois{
Ms2 +Cs+K
}
U = 0{
Ms3 +Cs2 +Ks
}
U = 0{
Ms4 +Cs3 +Ks2
}
U = 0︸ ︷︷ ︸
Ms4 + (M+C)s3 + (M+C+K)s2 + (C+K)s+K = 0
A2n=4 = M
A2n−1=3 = (M+C)
A2n−2=2 = (M+C+K)
A2n−3=1 = (C+K)
A2n−4=0 = K
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Ne disposer que d’un seul point d’excitation et de mesure revient à sous-échantillonner
l’espace. Ceci ne permet pas de résoudre l’équation matricielle (12.1.2). L’éq. (12.1.22) peut
être ramenée à une équation scalaire en réduisant l’ordre , ce qui, dans le domaine de Laplace,
donne
a2ns2n + a2n−1s2n−1 + ...+ a0 = 0 .
Le plus intéressant dans cette simplification est le fait que réduire l’ordre ne change pas les
valeurs propres de l’équation par rapport à l’originale.
Pour illustrer notre propos, nous prenons l’exemple du système à 2DDL amorti dans
[266] (p. 94).
L’équation du système s’écrit
M1
d2
dt2
u1 + (C1 + C2) ddtu1 − C2 ddtu2 + (K1 +K2)u1 −K2u2 = f1(t)
M2
d2
dt2
u2 − C2 ddtu1 + (C2 + C3) ddtu2 −K2u1 + (K2 +K3)u2 = f2(t)
.
En annulant les forces appliquées, puis en transformant dans le domaine de Laplace et en
factorisant, on obtient[
M1s
2 + (C1 + C2)s+ (K1 +K2)
]
U1(s) = [C2s+K2]U2(s)
[C2s+K2]U1(s) =
[
M2s
2 + (C2 + C3)s+ (K2 +K3)
]
U2(s) .
(12.1.23)
En éliminant U1(s)et U2(s) de (12.1.23), l’équation des modes propres du système s’écrit
sous la forme polynomiale
a4s
4 + a3s3 + a2s2 + a1s+ a0 = 0 ,
avec :
a4 = M1M2
a3 = M2(C1 + C2) +M1(C2 + C3)
a2 =
[−C22 +M2(K1 +K2) + (C1 + C2)(C2 + C3) +M1(K2 +K3)]
a1 = [−2C2K2 + (K1 +K2)(C2 + C3) + (C1 + C2)(K2 +K3)]
a0 = (K1 +K2)(K2 +K3)−K22 .
(12.1.24)
Les valeurs propres sont calculées en cherchant les racines de l’équation caractéristique.
Leurs expressions en fonction des a0· · · an sont très longues.
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En temporel, l’équation de mouvement à 2DDL est simplement transformée dans le
domaine z après échantillonnage par différences finies
M1
z−1 − 2 + z
(4T )2 U1(z) + (C1 + C2)
z − z−1
24T U1(z)− C2
z − z−1
24T U2(z) + (K1 +K2)U1(z)−
K2U2(z) = 0 ,
M2
z−1 − 2 + z
(4T )2 U2(z)− C2
z − z−1
24T U1(z) + (C2 + C3)
z − z−1
24T U2(z)−K2U1(z)+
(K2 +K3)U2(z) = 0 . (12.1.25)
Après des simplifications, on trouve
a4z
4 + a3z3 + a2z2 + a1z + a0 = 0 ,
avec :
a4 = (4T )2 (C1C2 + C1C3 + C2C3) + 24T (M1C2 +M1C3 + C1M2 + C2M2) + 4M1M2 ,
a3 = 2(4T )3 (C1K2 +K1C2 + C1K3 + C2K3 +K2C3 +K1C3)+
4(4T )2 (M1K2 +M1K3 +K1M2 +K2M2)−
44T (C1M2 + C2M2 +M1C2 +M1C3)− 16M1M2 ,
a2 = 4(4T )4 (K2K3 +K1K3 +K1K2)− 2(4T )2 (C1C2 + C1C3 + C2C3)−
8(4T )2 (K2M2 +M1K2 +M1K3 +K1M2) + 24M1M2 ,
a1 = −2(4T )3 (K1C2 +K1C3 + C2K3 + C1K2 + C1K3 +K2C3)+
4(4T )2 (K2M2 +M1K3 +K1M2 +M1K2)+
44T (C1M2 + C2M2 +M1C2 +M1C3)− 16M1M2 ,
a0 = (4T )2 (C1C2 + C1C3 + C2C3)− 24T (M1C2 +M1C3 + C1M2 + C2M2) + 4M1M2 .
On peut maintenant généraliser cette procédure.
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Transformée en z 4ème ordre
ωnDF
ωnth
1.0
ζnDF
ζnth
1.0
Tab. 12.2 – Rapports entre valeurs approximées obtenues par la discrétisation du système
à 1DDL par différences finies ( DF ) et transformation en z puis résolution avec des outils
Matlab, et des valeurs exactes théoriques (th) des fréquences résonances et amortissements
( pour T = 10−4 secondes).
12.1.5 Le calcul des modes du système à 1DDL avec l’approximation dif-
férences finies de 4ème ordre et la transformée en z
Au quatrième ordre, l’équation différentielle du système à 1DDL prend la forme :
M
(−d2 + 16d− 30 + 16d−1 − d−2)
12T 2
u(n) + C
(−d2 + 8d− 8d−1 + d−2)
12T
u(n) +Ku(n) = 0 ,
ou, en regroupant les termes
{ (− M
12T 2
− C12T )d4 + ( 16M12T 2 + 8C12T )d3 + (K − 30M12T 2 )d2 + ( 16M12T 2 − 8C12T )d
+(− M
12T 2
+ C12T ) }u(n) = 0 .
On pose :
a4 = (− M12T 2 −
C
12T
) , a3 = (
16M
12T 2
+
8C
12T
) , a2 = (K − 30M12T 2 ) ,
a1 = (
16M
12T 2
− 8C
12T
) , a0 = (− M12T 2 +
C
12T
) .
Le système polynomial de 4ème ordre, qui s’obtient après une transformée en Z de la sé-
quence discrète, s’écrit
a4z
4 + a3z3 + a2z2 + a1z + a0 = 0 ,
et est résolu facilement sous Matlab [258] à l’aide des fonctions impz, residuez (développe-
ment de la transformée en Z en fractions rationnelles) pour donner quatre solutions z1 · · · z4.
La qualité de celles-ci peut se deviner dans l’exemple du tabl. 12.2.
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12.2 Reconstruction des coefficients du modèle paramétrique
avec un réseau de neurones artificiel
Pour résoudre l’équation de mouvement (Eqn. (12.1.2)) il faut avoir autant de capteurs
que de degrés de liberté. Or, dans la réalité on n’a qu’un nombre limité de capteurs et
d’actionneurs, le plus souvent, en ce qui nous concerne, une sollicitation appliquée en un seul
point (entrée unique) et la réponse mesurée uniquement en un point. Ceci est équivalent à
un sous-échantillonnage du domaine spatial.
L’équation de mouvement s’écrit alors(
ans
n + an−1sn−1 + ...+ a0
)
U(s) =(
bms
m + bm−1sm−1 + ...+ b0
)
F (s) + CI(s) . (12.2.1)
où CI(s) sont les conditions initiales.
L’équation d’ordre (p, q) dans le domaine temporel s’écrit
uk + a1uk−1 + ...+ aquk−q = b0fk + b1fk−1 + ...+ bpfk−p . (12.2.2)
L’éq. (12.2.2) est une version échantillonnée de l’équation continue et correspond à une
impulsion unité échantillonnée.
En réorganisant les termes indiquant la valeur mesurée actuelle et le terme de bruit blanc
expérimental εk, on obtient
uk = −a1uk−1 − a2uk−2...− aquk−q + b0fk + b1fk−1 + ...+ bpfk−p + εk ,
qui est une relation similaire à celle du modèle ARMA (Modèle Auto-régressif, Moyenne
Mobile ) [291], mais que l’on appellera ici : équation scalaire de mouvement (ESM).
L’ESM d’ordre (p, q) peut être mis sous la forme
uk = −
q∑
i=1
aiuk−i +
p∑
j=1
bjfk−j + εk . (12.2.3)
Pour un modèle donné d’ESM, les paramètres aI et bI peuvent être calculés par un procédé
de minimisation d’erreur au sens de moindres carrées :
min
(
Q∑
i=1
(udatai − uESMi )2
)
, (12.2.4)
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Fig. 12.3 – Le réseau de neurones artificiel.
où Q est le nombre d’époques.
Un réseau de neurones artificiel (RNA) composé d’un seul neurone (une couche) a été
développé pour calculer les paramètres (poids) de l’ESM.
Le RNA est composé de trois parties principales : (1) les neurones, (2) les interconnexions
avec des poids entre les neurones, et (3) des fonctions d’activation qui agissent sur l’ensemble
des signaux en entrée des neurones pour produire les signaux de sortie.
Le RNA [291] avec un seul vecteur en entrée est constitué de R éléments, (p1, p2, pR )
avec un biais b, qui doit être sommé avec les entrées après leur multiplication avec les poids
(w1p1, w2p2 . . . wRpR) pour former l’entrée nin du réseau.
nin = w1p1 + w2p2 + . . .+ wRpR + b . (12.2.5)
La fonction de transfert, également connue sous le nom de fonction d’activation f , lie l’entrée
du réseau nin aux sorties nout, s’écrit :
nout = f(nin) (12.2.6)
La fonction d’activation est linéaire. L’objectif principal de l’algorithme du RNA est de
permettre la reconstruction des paramètres d’ordre élevé de l’ESM à partir desquels les
fréquences de résonance, le frottement interne et la réponse impulsionnelle de vibration d’un
spécimen sont calculés.
L’algorithme requiert la connaissance de la force impulsive appliquée à l’entrée du sys-
tème et la réponse (accélération ou pression acoustique rayonnée). La première étape est de
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réarranger les vecteurs d’entrée-sortie sous une forme propice à l’alimentation du réseau de
neurones :
epochs

Objectif︷︸︸︷
u(0) f(−1) u(−1) f(−2) . . . u(−q) f(−p)
u(1) f(0) u(0) f(−1) . . . u(1− q) f(1− p)
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
u(k) f(k − 1) u(k − 1) f(k − 2) . . . u(k − q) f(k − p)
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
u(N − 1) f(N − 2) u(N − 2) f(N − 3) . . . u(N − 1− q) f(N − 1− p)
← Entre´es Re´seau →
(12.2.7)
La fonction de transfert s’écrit, par transformée en Z :
H(z) =
B(z−1)
A(z−1)
(12.2.8)
où
A(z−1) = 1 + a1z−1 + a2z−2 + · · ·+ aqz−q
B(z−1) = b1z−1 + b2z−2 + · · ·+ bpz−p .
Pour calculer les fréquences de résonances et les atténuations correspondantes, la fonction
de transfert, composée de tous les poids récupérés par le RNA, est décomposée en pôles et
zéros :
B(z−1)
A(z−1)
=
r(1)
1− p1z−1 . . .
rq
1− pqz−1 + k1 + k2z
−1.... (12.2.9)
Passant du domaine z, ou domaine discret, au domaine fréquentiel ω revient à écrire z = eiωT ,
avec T = 1/fs la période d’échantillonnage et fs la fréquence d’échantillonnage.
Pour un seul mode, le dénominateur est donné par 1− pnz−1, avec
pn = eνp/fs, νp = −αn + jωn
ωn = =m(ln(pn))fs, αn = −<e(ln(pn))fs .
(12.2.10)
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Pour comparer cette façon de faire avec les algorithmes classiques de traitement du signal,
on utilise la notion de fonction de transfert. Ici, la fonction de transfert Txy, d’un système
qui a pour entrée x et sortie y, est définie par
Txy(ω) =
Pxy(ω)
Pxx(ω)
(12.2.11)
où Pxx(ω) est l’autospectre de puissance et Pxy(ω) la densité spectrale de puissance (DSP)
croisée.
Le code Matlab TFE emploie un algorithme performant comme celui de Welch [351,
378] pour calculer les densités spectrales de puissance d’un processus stationnaire (i.e., la
transformée de Fourier de sa fonction d’auto-corrélation).
12.3 La Validation de l’algorithme RNA-ESM [293]
Les réponses (accélération) en flexion et longitudinales de cinq fantômes d’os (cylindres
en nylon, 23cm long, diamètre 3.0 cm, avec des défauts artificiels induits) sont acquises
dans les domaines temporel et fréquentiel. Les trous forés, dont la fonction est d’imiter la
porosité des extrémités des os longs humains, ont un diamètre de 1.0 mm et une profondeur
de 10.0 mm . La réponse est mesurée par un accéléromètre léger (Endevco 2222C), relié à
un amplificateur de charge B&K 2692. La sollicitation est fournie par un mini-pot vibrant.
Dans un premier temps, on balaye le spectre, autour des modes de vibration des spé-
cimens cylindriques, en appliquant un signal sinusoïdal, généré par un démodulateur syn-
chrone (SR830 programmé par ordinateur à distance par l’intermédiaire d’une interface
GPIB IEEE-488), au pot vibrant à travers un amplificateur de puissance B&K 2706.
Dans un deuxième temps, une impulsion électrique est appliquée au pot vibrant pour
les besoins de l’algorithme RNA-ESM. Ceci est équivalent à appliquer un impact avec le
marteau à choc sur le spécimen pour induire la propagation d’ondes élastiques. La force
est mesurée avec une tête à impédance intercalée entre le pot et le spécimen. La forme du
signal mesurée est tracée dans la fig. (12.5a). La forme du signal de la réponse obtenue avec
l’accéléromètre est donnée dans la fig. (12.5b).
Les résultats, représentés dans les tableaux (12.4) et (12.3), sont obtenus en appliquant
207
les deux algorithmes d’inversion aux données réelles, c’est-à-dire, les données expérimentales
mesurées sur le banc d’essai vibroacoustique (fig. (12.4)). Les paramètres sont reconstruits
par la méthode inverse décrite ci-après, faisant emploi du modèle 1DDL issu de la résolution
de l’équation de mouvement 12.1.2 [293], sachant que l’accélération est donnée par :
α˜(ω) =
1
2pi
C1 φ
2
φ+ iω
(
eφT − 1
)
+
1
2pi
C2 φ¯
2
φ¯+ iω
(
eφ¯T − 1
)
, (12.3.1)
avec φ = (−ςωn + iωn
√
1− ς2) , φ¯ = (−ςωn − iωn
√
1− ς2) et T = 2piω . Le problème
inverse est de reconstruire les quatre paramètres ωn, l’amortissement ς, et C1, C2 à partir de
la réponse (accélération) mesurée.
La fonction-coût (à minimiser au sens des moindres carrés) est la différence entre les
données mesurées d’accélération (aux fréquences discrètes) et le modèle 1DDL de cette
accélération.
κ(ωn, C1, C2) =
p∑
m=1
{
˘˜αm(ω)− α˜m(ω)
}2
(12.3.2)
où ωn =
√
k
m , T =
ωn
2pi , ς =
1
2
c
mωn
, et ˘˜α(ω) est l’accélération calculée par le modèle 1DDL.
La fonction-coût est minimisée en utilisant l’algorithme de minimisation de Nelder-Mead
[283].
La fonction de transfert (TF) reconstruite par l’algorithme RNA-ESM et celle calculée
par la fonction Matlab TFE sont représentées dans la fig. (12.5c). Enfin, la réponse im-
pulsionnelle reconstruite par l’algorithme RNA-ESM à partir de l’entrée impulsive et de la
réponse à celle-ci, est tracée dans la Fig. (12.5d). La comparaison entre les résultats (rame-
nés à la même échelle), relatifs aux modes de flexion, utilisant les deux méthodes est bonne,
puisque leur différence maximale est de l’ordre du pour cent.
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Mini pot vibrant
SR830 DSP LOCKIN
E5810A LAN/GPIB
Pont
B&K4810
Specimen
GPIBLAN
AGTE BRIDGE
B&K2692 NEXUS
ENDEVCO 2222C Accelerometer
Power Amplifier
B&K2706
VISA IO
Programming
IO libraries suite
Fig. 12.4 – (a)(Haut) Photographie du montage expérimental avec le mini-pot vibrant dont
la tête est équipée d’un capteur de force (tête à impédance). La réponse est mesurée avec
un accéléromètre (Acc). (b)(Bas) Schéma de principe pour mesurer la réponse en fréquence
avec un accéléromètre.
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Fig. 12.5 – (a)(Haut gauche) Force appliquée par le pot en forme de choc (excitation im-
pulsive) au cylindre en laiton, diamètre 2.0 cm, longueur 23.0 cm. (b)(Haut droite) Réponse
(accélération). (c)(Bas gauche) La fonction de transfert (FT) reconstruite par l’algorithme
RNA-ESM et celle calculée par la fonction Matlab TFE. (d) (Bas droite) Réponse impul-
sionnelle reconstruite par l’algorithme RNA-ESM.
(a) Trous → Sain 12 24 36 48
mode fn ς fn ς fn ς fn ς fn ς
1 793 0.0288 783 0.0286 765 0.0328 780 0.0250 779 0.0267
2 2061 0.0214 2034 0.0215 2002 0.0318 2025 0.0219 2028 0.0238
3 3693 0.0240 3691 0.0193 3661 0.0284 3681 0.0204 3684 0.0205
(b) Holes → Sound 12 24 36 48
mode fn ς fn ς fn ς fn ς fn ς
1 793 0.0244 780 0.0227 769 0.0388 781 0.0269 786 0.0248
2 2057 0.0227 2041 0.0215 2007 0.0314 2026 0.0254 2049 0.0238
3 3779 0.0190 3711 0.0342 - - 3732 0.0113 3780 0.0374
Tab. 12.3 – Tableau des fréquences de résonance (en Hertz) et amortissements reconstruits
pour les modes de flexion en utilisant : (a) le modèle 1DDL, (b) l’algorithme RNA-ESM
avec le signal d’impact et l’ accélération mesurés [293].
210
Trous → Sain 12 24 36 48
mode fn ς fn ς fn ς fn ς fn ς
1 3634 0.0166 3624 0.0171 3506 0.0273 3609 0.0171 3625 0.0182
2 7306 0.0146 7255 0.0215 6955 0.0271 7235 0.0186 7332 0.0159
3 10870 0.0159 10785 0.0188 10504 0.0260 10791 0.0186 10953 0.0175
4 14329 0.0165 14292 0.0192 13858 0.0307 14183 0.0174 14491 0.0183
Tab. 12.4 – Tableau des fréquences de résonances longitudinales (en Hz) et des amortisse-
ments reconstruits par l’emploi du modèle 1DDL dans l’algorithme d’inversion, pour cinq
cylindres avec un nombre variable de trous creusés (tous de diamètre 1.0 mm et de longueur
1.0 cm). Le calcul éléments finis 3D d’analyse modale pour un cylindre viscoélastique avec
24 trous donne [293] : 3599, 7159, 10638, 14047 Hz.
Chapitre 13
Sollicitation impulsive fournie par
une bille impactant le spécimen :
calcul de la force de contact par le
modèle de Hertz
Ici nous examinons en détail la dynamique de l’impact d’une bille sur un spécimen
d’os afin de mieux modéliser la force appliquée dans le cas d’une sollicitation impulsive.
13.1 Introduction
Dans ce chapitre, est analysée en détail l’action d’un autre type d’excitateur (avec
quelques similarités avec le marteau à choc) : une petite bille sphérique en acier.
Le problème de contact, entre une bille sphérique et un cylindre est résolu numériquement
en employant le modèle de contact de Hertz pour modéliser la déformation locale près du
point de contact.
La bille est plus souple d’utilisation que le marteau à choc. On peut choisir des billes de
plus petite taille et leur donner des vitesses plus élevées que celles du marteau à choc.
Il est supposé que la vitesse d’impact est petite par rapport à la vitesse de propagation
des ondes élastiques dans les solides, et que l’aire de contact est plus petite que celle des
surfaces solides impactées. Les vibrations intérieures de la bille sphérique et le frottement
sont également négligés.
211
212
Point de contact
A B
f(t) f(t)
C
x
l
zC
(t)
m
ξ
0V
a
(t)
β
1
ξ
β
2
rc
rs
Fig. 13.1 – (a)(Haut) Modèle d’impact entre deux corps. f((t) sont les forces d’action et de
réaction. (b)(Bas) Système de coordonnées et cinématique de déformation pendant l’impact
longitudinal.
Le modèle que nous allons mettre en oeuvre permettra de reconstruire la force appliquée
par la bille sphérique en acier impactant un cylindre de même composition. Ce modèle
fournira des données synthétiques (force et réponse vibratoire) pour valider l’algorithme
RNA-ESM. Pour finir, le même problème de dynamique de contact sera résolu par la méthode
d’éléments finis 3D.
13.2 Le modèle dynamique de deux corps entrant en contact
Le modèle de l’impact d’un corps A sur corps B est representé dans la fig. (13.1a). Les
paramètres β1 et β2 sont des mesures de la déformation locale de la bille et du cylindre
respectivement. α = β1 + β2 est l’approche dans le sens de la théorie de contact de Hertz
(TCH).
Le rapport entre la force de contact et la déformation locale est déterminé (fig. (13.1b))
à partir de la TCH [363, 138]
f(t) = −kαt3/2 , (13.2.1)
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où k est le coefficient de restitution non linéaire, qui dépend des propriétés élastiques et
géométriques des surfaces de contact.
Pour le cas d’une bille sphérique en contact avec une surface plane,
k =
(
4
3pi
)[ √
rs
(k1 + k2)
]
, (13.2.2)
où rs est le rayon de la bille sphérique,
k1 =
(
1− ν21
)
piE1
, k2 =
(
1− ν22
)
piE2
, (13.2.3)
ν1, E1 et ν2, E2 étant les coefficients de Poisson et module de Young du cylindre et de la
bille, respectivement.
La force de contact f(t) est calculée à partir des déplacements et de la vitesse initiale de
la bille V0 [125]
f(t) = k[V0t− ξa(t)− ξm(t)] , (13.2.4)
sachant que les déplacements ξa et ξm sont définis à partir de
ξA(t) =
∫ t
0
f(τ)hA(t− τ)dτ, ξB(t) =
∫ t
0
f(τ)hB(t− τ)dτ (13.2.5)
où hA et hB dénotent les fonctions de réponse d’impulsion des solides A et B respectivement
au point de contact C (fig. (13.1a)).
Puisque les vibrations internes de la bille sont négligées, on suppose que celle-ci est
comme un corps rigide (la période du mode fondamental de vibration de la bille sphérique
en acier est beaucoup plus faible que la durée de contact).
Le déplacement de la bille de masse m soumise à une force f(t), est donné par
ξm =
1
m
∫ t
0
(t− τ)f(τ)dτ .
La réponse impulsionnelle d’un cylindre suspendu sans contraintes qui subit une force
impulsive appliquée le long de son axe, est calculée selon le principe de Saint-Venant lequel
stipule que l’effort et le déplacement sont uniformément répartis sur une section légèrement
à l’intérieur de la surface à l’extrémité du cylindre. Cette réponse impulsionnelle, en un point
situé à z = x sur l’axe du cylindre (fig. (13.1b)), est donnée par [125] :
H(x, t) =
c0
AE
[
c0
l
t+
∞∑
n=1
2
npi
cos
(npi
l
x
)
sin
(npic0
l
t
)]
, (13.2.6)
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où c0 =
√
E
ρ est la vitesse de l’onde longitudinale dans le cylindre, et ρ, E, A et l sont la
masse volumique, le module de Young, la section et longueur du cylindre respectivement.
De 13.2.6 on trouve que le déplacement du bout de cylindre du côté impacté est :
ξa =
1
M
∫ t
0
f(τ)(t− τ)dτ + 2c0
piAE
∞∑
n=1
1
n
∫ t
0
f(τ) sin
{npic0
l
(t− τ)
}
dτ , (13.2.7)
où M est la masse du cylindre.
De (13.2.6), le déplacement ξl(t), au bout du cylindre à z = l, s’écrit :
ξl(t) =
c0
AE
∫ t
0
[
c0
l
(t− τ) +
∞∑
n=1
2
npi
(−1)n sin
{npic0
l
(t− τ)
}]
f(τ)dτ
= 2c0AE
∑∞
n=1
∫ t−(l/c0)(2n−1)
0 f(τ)dτ .
(13.2.8)
L’accélération sur la surface du cylindre est donnée par :
ξ¨l(t) =
2c0
AE
∞∑
n=1
f˙
{
t− l
c0
(2n− 1)
}
, (13.2.9)
où f˙ = dfdt .
La force de contact f(t) est calculée par la résolution numérique de (13.2.6) munie de la
condition initiale f(0) = 0. La variable temporelle t est échantillonnée avec une période ∆t
qui est la même que celle employée dans l’expérience. La force de contact f [(j + 1)∆t] est
calculée par induction à partir des valeurs connues de f(j∆t), avec j = 0→ m.
L’algorithme d’optimisation de Nelder-Mead [283] a été employé pour calculer f((j +
1)∆t) à l’aide de la fonction coût :
min
{
k[V0(j + 1)∆t− ξa((j + 1)∆t)− ξm(t)]3/2 − f((j + 1)∆t)
}2
. (13.2.10)
Les variables ξa(t), ξl(t), ξm(t) et ξ¨l(t) sont alors déterminées à partir de f(i∆t), i = 0→→
T/∆t. T est la durée de contact qui représente la durée des ondes générées par la contrainte.
13.3 Mesure de la réponse avec un capteur de pression
Les vibrations longitudinales de la surface du cylindre sont communiquées au fluide
ambiant (l’air) en lequel prend naissance une onde acoustique. On adresse ici le problème du
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Fig. 13.2 – La géométrie du problème d’impact et du rayonnement.
calcul de la pression acoustique p(t) rayonnée par la surface opposée à celle qui est impactée,
à une distance R, en supposant que : i) cette distance soit bien plus grande que le rayon du
cylindre et ii) qu’il est licite de négliger l’interaction fluide-structure (ce qui est le cas du
fait que la structure est lourde et l’air est léger). Le cas du rayonnement acoustique d’un
cylindre vibrant en flexion n’a pas encore été traité.
Le problème du rayonnement acoustique induit par les vibrations du bout d’un cylindre
circulaire peut être résolu en considérant ce bout comme un piston circulaire. La géométrie
du problème de rayonnement est dessiné dans la fig. (13.2) . Le rayonnement impulsif d’un
piston circulaire dans un baﬄe rigide infini est exhaustivement traité dans la littérature [181,
269, 275, 305, 96, 346, 389] dont nous nous inspirons ici librement.
La pression est supposée mesurée (et sera donc calculée) le long de l’axe de symétrie
(x = 0, y = 0). Le champ de pression acoustique y est calculé par l’intégrale de Rayleigh [305]
p(x, t) =
ρ
2pi
∫ ∫
v˙n(xs, ys, t−R/c)
R
dxsdys , (13.3.1)
où x = (x, y, z), R2 = z2+(x−xs)2+(y−ys)2 et vn(x, y, t) est la vitesse normale du piston
vibrant. Ceci est équivalent au champ produit par des sources monopolaires distribuées
uniformément sur le plan z = 0. Le champ rayonné par ces sources en espace libre obéit à
l’équation
∇2p− 1
c2
∂p
∂t2
= −2v˙n(x, y, t)δ(z) . (13.3.2)
Faisons le changement de variables de xs et ys en coordonnées cylindriques ws et ψs :
xs = ws cosψs, ys = ws sinψs. La pression sur l’axe (x = y = 0) prend alors la forme :
p(0, 0, z, t) =
ρ
2pi
∫ 2pi
0
∫ a
0
v˙n(t−R/c)
R
wsdwsdψs , (13.3.3)
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où R2 = z2 + w2s ⇒ dR = R−1wsdws et
v˙n(t−R/c) = −c ∂
∂R
(vn(t−R/c)) . (13.3.4)
Ainsi
p(0, 0, z, t) = −ρc
∫ (z2+a2)1/2
z
∂
∂R
(vn(t−R/c)) dR , (13.3.5)
qui, après intégration, devient :
p(z, t) = ρc
[
vn
(
t− z
c
)
− vn
(
t− (z
2 + a2)1/2
c
)]
. (13.3.6)
Pour un piston pulsant à la fréquence angulaire constante ω, l’amplitude complexe
est v˜n(z, ω) exp(iωt). Alors la pression acoustique rayonnée par un piston circulaire baf-
flé ((vn(x, y, t) = 0 à l’extérieur de la surface du piston) s’écrit dans le domaine fréquentiel
comme
p˜(z, ω) = −2iρcv˜n(z, ω) exp
{
ik(z + (z2 + a2)1/2)
2
}
sin
(
k(z2 + a2)1/2 − kz)
2
)
(13.3.7)
où k = ωc est le nombre d’onde, c la vitesse des ondes de pression dans l’air, et a le rayon
du cylindre.
13.4 Emploi du modèle de contact, vibrations et rayonnement
pour valider l’algorithme RNA-ESM
La force d’impact appliquée et la pression rayonnée ont été calculées avec le modèle
d’impact de Hertz pour une sphère en acier impactant un cylindre en acier. Ces données ont
été employées pour alimenter l’algorithme RNA-ESM pour en récupérer les paramètres.
Les résultats concernant la force et la fonction de transfert reconstruites sont donnés dans
la fig. (13.3). Les résultats portant sur la pression acoustique et la réponse impulsionnelle
reconstruite par l’algorithme RNA-ESM à partir des données expérimentales sont donnés
dans la fig. 13.4.
217
0 0.2 0.4 0.6 0.8 1
x 10−3
0
2
4
6
8
10
12 (a)
Time (sec)
Fo
rc
e 
(N
)
0 2 4 6 8 10
x 104
0
0.1
0.2
0.3
0.4
0.5
Frequency (Hz)
|H|
 
 
(b)
RNA−ESM
TF Force/Accélération
Fig. 13.3 – (a)(Gauche) Force de contact calculée pour une bille sphérique en acier, de
diamètre 1.0 cm, impactant un cylindre circulaire en acier (de rayon 3.0 cm et longueur
22.93 cm). (b)(Droite) La fonction de transfert calculée par le code Matlab TFE et celle
reconstruite par l’algorithme RNA-ESM. Les modes sont bien identifiés jusqu’à 150 kHz.
13.5 Influence du bruit sur la reconstruction RNA - ESM
Le but ici est de simuler l’environnement sonore au voisinage du microphone. En effet,
celui-ci capte du bruit ambiant indésirable (par exemple le bruit provenant du ventilateur
d’un équipement électronique). Le bruit peut également apparaître dans la pression mesurée
si le microphone ou l’amplificateur ont des bruits internes élevés (causés par des problèmes
de mauvais câblage de masses électriques, ou dans le cas où les signaux sont faibles et noyés
dans le bruit ...).
Plusieurs types de signaux ont été simulés numériquement par l’emploi de notre mo-
dèle d’impact et de rayonnement. Un bruit blanc qui suit une loi de distribution normale
d’amplitudes a été ajouté à la pression rayonnée.
Nous avons aussi pollué la force appliquée avec du bruit pour évaluer lequel des deux,
l’entrée ou la sortie, a une plus grande influence sur l’algorithme RNA-ESM.
Nous avons observé que le bruit, ajouté à la réponse, influence la reconstruction de la
réponse impulsionnelle en la rendant instable (fig. 13.5). Le bruit influence peu les valeurs
des fréquences récupérées (Table 13.1) mais des modes fictifs apparaissent à côté de ces
modes. Le bruit a pour effet de rendre instable la fin de la réponse impulsionnelle récupérée
par l’algorithme RNA-ESM. C’est la partie où l’amplitude du signal est le plus faible.
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Fig. 13.4 – (a)(Haut) La force d’impact du marteau et la pression acoustique rayonnée mesu-
rées. ( b)(Milieu) La réponse impulsionnelle reconstruite en utilisant l’algorithme RNA-ESM
à partir des données expérimentales. (c)(Bas) La réponse acoustique calculée en utilisant la
théorie du contact de Hertz.
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Fig. 13.5 – (a)(Gauche) Réponse impulsionnelle (RI) reconstruite sans bruit. (b)(Droite) RI
avec deux pour cent de bruit ajouté à la pression rayonnée (2 % de l’amplitude maximum
de la pression mesurée).
mode No noise 2% noise-output
1 3341 3341
2 6682 6677
3 10025 10057/10109†
4 13351 13371
5 16700 16704
6 18890 -
7 20034 20027
Tab. 13.1 – Influence du bruit sur les modes récupérés. † Deux modes ont été récupérés,
dont un est fictif.
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13.5.1 Prédiction de la réponse à une excitation
A présent, nous voulons prédire la réponse à une excitation connue, en l’occurrence la
réponse impulsionnelle, à partir de la réponse mesurée et de l’algorithme RNA-ESM. La
prédiction de cette réponse est basée sur la convolution.
La réponse impulsionnelle est obtenue expérimentalement à partir de l’impact par un
marteau sur le cylindre. Une autre force, pour laquelle on veut connaître la réponse, est
obtenue par l’impact d’une sphère de diamètre 1 cm sur le même cylindre, et est calculée en
utilisant la théorie d’impact de Hertz (sect. 13.4). Ceci est une donnée synthétique.
Cette force est convoluée avec la réponse impulsionnelle obtenue à partir des données
expérimentales pour le même cylindre et sphère, en utilisant l’algorithme RNA-ESM (fig.
13.3. La réponse obtenue est alors comparée avec la pression rayonnée calculée pour le même
cylindre avec le modèle numérique d’impact (la force synthétique et la réponse impulsionelle
sont représentées dans la fig. 13.6 et il en ressort qu’il y a un bon accord entre les deux.
13.6 Conclusion
Un type d’excitateur autre (petite bille sphérique en acier) qu’un marteau et un capteur
(acoustique) sans contact avec le spécimen pour mesurer la réponse, ont été proposés.
La modélisation numérique du problème de contact entre la bille sphérique et une éprou-
vette d’os en forme de cylindre élastique a été développée.
La pression rayonnée par le bout du cylindre excité longitudinalement a été obtenue en
employant l’intégrale de Rayleigh.
Ce modèle a ensuite été utilisé pour générer des données synthétiques pour valider l’al-
gorithme RNA-ESM.
Mesurer la pression acoustique a un avantage par rapport à celle de l’accélération car c’est
une mesure sans contact, donc ne rajoute pas de masse sur le spécimen. Son inconvénient
est la pollution possible de cette réponse par le bruit ambiant, ce qui peut être résolu en
effectuant les mesures en salle anéchoïque.
Dans l’étude du rayonnement, nous avons calculé la pression rayonnée au moyen de
l’intégrale de Rayleigh, mais nous aurions pu améliorer le calcul de la pression rayonnée par
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Fig. 13.6 – La pression rayonnée par un cylindre en acier, prédite par la convolution entre
la force d’impact d’une sphère de diamètre 1.0 cm avec la réponse impulsionnelle (RI) du
cylindre. La RI est obtenue expérimentalement (données de l’expérience) employant l’algo-
rithme RNA-ESM. La pression synthétique est calculée en utilisant le modèle de contact de
Hertz avec rayonnement développé auparavant.
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un piston en nous appuyant sur la formulation de Langevin, implémentée par Beissner [23].
Cette méthode suppose que le piston est complètement entouré par l’air alors que dans la
méthode de Rayleigh le piston est baﬄé.
Chapitre 14
Prise en compte de l’atténuation
Dans ce chapitre nous adressons l’aspect viscoélastique des matériaux, notamment de
l’os, et son influence sur la réponse vibroacoustique des spécimens.
14.1 Introduction
L’objectif de ce chapitre est de prendre en compte les pertes d’énergie attribuées aux
frottements internes et visqueux dans les matériaux. Ces pertes se manifestent de manière
très explicite dans la réponse d’un corps soumis à des sollicitations dynamiques.
14.2 Les modèles mécaniques des fonctions de relaxation et
de fluage des matériaux viscoélastiques
L’emploi d’analogies mécaniques permet de rendre commodément compte de l’anélas-
ticité d’un corps soumis à des sollicitations. Elles conduisent à des modèles mécaniques
composés de ressorts et d’amortisseurs (fig . 14.1). Il existe trois principaux modèles rhéo-
logiques permettant la modélisation du comportement viscoélastique d’un matériau ([228]).
Le premier modèle est dit de Kelvin-Voigt, composé d’un amortisseur et d’un ressort
montés en parallèle. Il est approprié pour simuler le comportement des solides du type caou-
tchouc. Pour une contrainte donnée, on obtient après transition une déformation constante.
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Fig. 14.1 – Les modèles rhéologiques analogiques sont des regroupements d’éléments méca-
niques.
Le deuxième modèle est dit de Maxwell, composé d’un ressort et d’un amortisseur montés
en série. Il permet de simuler le comportement des liquides type mélasse. Pour une contrainte
donnée on obtient après transition une vitesse de déformation constante.
Le troisième modèle est le modèle standard, ou de Kelvin-Voigt amélioré, composé d’un
ressort supplémentaire placé en série par rapport au modèle de Kelvin-Voigt. Il permet de
rendre compte, de manière plus réaliste, de la déformation sous une contrainte de type palier.
Plus généralement (voir le chap. 2), la contrainte σ(t) à l’instant t dépend des
déformations antérieures ε(t−4t) au temps t−4t), ce qui s’écrit
σ(t) = E1ε(t)−
∫ t
0
ε(t−4t)Ψ(4t)d(4t)
avec Ψ(4t) fonction de relaxation.
14.2.1 Relations entre contrainte et déformation des trois modèles
La loi de comportement correspondant au modèle de Maxwell s’exprime par
dε
dt
=
1
E
dσ
dt
+
1
ϑd
σ, ou E
dε
dt
=
dσ
dt
+
1
τ
σ , (14.2.1)
où ϑd est la viscosité dynamique et τ = ϑdE le temps de relaxation. Les réponses pour des
solicitations avec déformation ou contrainte imposées en forme de palier sont respectivement :
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Ψ(t) = Ψ0e−t/τ , χ(t) =
1
E
+
1
ϑd
.
La loi de comportement du modèle de Kelvin-Voigt s’exprime par
σ = Eε+ ϑ
dε
dt
ou
σ
E
= ε+ τc
dε
dt
, (14.2.2)
où τc = ϑE est le temps de retardation . La réponse pour le fluage est donnée par
χ(t) =
1
E
(1− e−t/τc).
Le modèle linéaire standard correspond à la loi de comportement
dε
dt
(E1 + E2) +
εE2
τ
=
σ
τ
+
dσ
dt
La fonction de relaxation est obtenue avec l’aide de la transformation de Laplace de l’équa-
tion différentielle
Ψ(t) = E2 + E1e−t/τr ,
et sa fonction de fluage est donnée par [228] :
χ(t) =
1
E2
− E1
E2(E1 + E2)
e−t/τc ,
avec la constante de fluage (temps de retardation) donnée par
τc = τr
(E1 +E2)
E2
.
14.2.2 Système amorti à un degré de liberté
On aborde maintenant le problème inverse de la détermination de l’amortissement d’un
spécimen (d’os long) à partir de données expérimentales concernant sa réponse à une solli-
citation de type impulsif.
Pour ce faire, nous avons besoin d’un modèle d’interaction sollicitation/spécimen. Plutôt
que d’essayer de concevoir un modèle qui intègre tous les aspects de cette interaction, nous
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optons pour un modèle quelque peu phénoménologique : celui de l’oscillateur à un degré
de liberté (1DDL) avec amortissement, correspondant à une loi de comportement de type
Kelvin-Voigt (i.e., ce dont rend compte le terme Ku + Cu˙ dans l’équation différentielle
décrivant la réponse).
Ceci est licite à condition de s’arranger de n’avoir à faire qu’avec un seul mode, ce qui est
obtenu en choisissant judicieusement l’emplacement du capteur (e.g., au centre) et le point
d’impact (i.e., en bout d’os).
La réponse à un choc (en fait, un Dirac dans le domaine temporel) d’un système linéaire
à 1DDL ayant un amortissement C avec un coefficient d’amortissement ζ (0 < ζ < 1)
s’exprime par [90, 293, 228].
u(t) = uˆe−ζωnt cos(ωdt+ ϕ) (14.2.3)
où
ωn =
√
K
M
,
ζ =
C
2
√
KM
,
ωd = ωn
√
1− ζ2 ,
M est la masse et K, la raideur.
Cette relation montre que la réponse s’exprime comme un sinusoïde amorti. Donc, si la
réponse expérimentale ressemble à cette réponse théorique, on pourra déterminer le coeffi-
cient d’amortissement ζ.
227
14.3 Détermination de l’atténuation par des mesures sur le
banc vibroacoustique
Pour mesurer l’atténuation de spécimens d’os longs (en fait, des fantômes en forme de
cylindres ou tubes circulaires de différentes compositions) on les impacte sur le côté avec
un marteau à choc pour générer des ondes de flexion. Leurs réponses (accélération) sont
mesurées en leur centre dans la même direction que l’impact avec un petit accéléromètre
B&K 4374 (0.65 g). On verra plus loin que le signal acquis par l’accéléromètre ressemble
effectivement à un sinusoïde amorti.
Le détermination de la période du sinusoïde à partir du signal temporel peut être délicat.
La méthode la plus répandue est basée sur la détection du passage par zéro et peut ne pas être
fiable si les signaux sont bruités ou contiennent une composante continue (valeur moyenne
non nulle - offset).
Ce problème est analogue à celui de la mesure des vitesses d’ondes par temps de vol. A
présent, le temps de vol (qui va aussi donner la période du mode vibratoire) est calculé à
partir de la différence des maxima entre deux pics consécutifs de réponse. Pour éviter les
sauts en amplitude qui sont dûs au nombre limité de bits pour l’échantillonnage du signal
(9 bits pour une acquisition avec l’oscilloscope TDS3204B), une excitation intempestive des
modes supérieurs et le mauvais rapport signal sur bruit, le signal est d’abord lissé avec un
filtre non-causal.
Le filtrage non causal annule le déphasage entre l’entrée discrétisée x(n) (n = 0, 1, 2 . . .)
et la sortie y(n) et double l’ordre du filtre ; tout se passe comme si on filtrait le signal deux
fois par le même filtre, une fois dans une direction et une fois dans l’autre direction [295].
Ce filtre est décrit par une équation aux différences :
y(n) = b(1)∗x(n) + b(2)∗x(n− 1) + ...+ b(nb+ 1)∗x(n− nb)− (14.3.1)
a(2)∗y(n− 1)− ...− a(na+ 1)∗y(n− na)
où les b(n) sont des coefficients du filtre.
Le problème de l’élimination des bruits est souvent résolu en effectuant des moyennes
temporelles des signaux sur l’oscilloscope. Ce procédé marche bien quand le déclenchement
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des acquisitions est bien maîtrisé. Les chocs appliqués par le marteau doivent aussi être
identiques d’une frappe à l’autre et le spécimen ne doit pas se déplacer/tourner sur les fils
qui le tiennent suspendu.
Revenons à (14.2.3) qui modélise la réponse. Une fois que l’on a déterminé la période et
donc la position temporelle des pics qui se trouvent sur l’enveloppe décroissante de réponse, le
problème inverse se réduit à trouver un αat = ζωn qui minimise la fonction coût J engendrée
par la différence entre le modèle de la fonction-enveloppe et les données temporelles mesurées
correspondant à cette enveloppe
J(αat) =
n=m∑
n=1
(uˆne−αattn − u¨n,picmesure)2 . (14.3.2)
La minimisation de la fonction objective (fonction coût) est réalisée avec la méthode de
Nelder-Mead [227, 258, 283].
Le résultat de ces opérations est donné dans la fig. 14.2 montrant que la décroissance
de la réponse décrite par le modèle à 1DDL dépend de la géométrie. Deux cylindres de
même composition (aluminium) et de même longueur, de diamètres différents, ne dissipent
pas l’énergie de la même façon. Il en va de même pour deux cylindres géométriquement
identiques mais contenant des matériaux différents (nylon et aluminium). On voit ainsi que
l’atténuation est bien un descripteur intéressant de la composition d’un objet comme un os
long.
Les paramètres de décroissance αat = ωdζ et les fréquences de résonance obtenus par
la méthode d’optimisation pour l’os dont le canal médullaire est rempli de différents fluides
sont tabulés dans Tab. (14.1).
Les fluides ayant une faible viscosité, tels que l’air et l’eau, ont pour influence de changer
l’inertie du fantôme d’os long - ce qui se manifeste par la changement de la fréquence de
résonance et de l’amortissement (dû essentiellement au rayonnement dans le milieu quasi-
illimité ambiant) [80, 129, 221, 259, 281].
Sinon, les fluides, que nous avons choisis pour remplir le canal (médullaire) central du
tube, sont visqueux et produisent donc des effets supplémentaires et bien visibles d’atténua-
tion.
Certaines des propriétés physiques des fluides étudiés figurent dans le tableau (14.2).
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Fig. 14.2 – (a) (Haut gauche) Courbe de réponse (onde de flexion) pour un cylindre en
aluminium (diamètre, D = 2.0 cm, longueur 23.0 cm), mesurée, les pics des sinusoïdes, la
décroissance et la réponse reconstruite après optimisation. La fréquence de résonance du
premier mode, mesurée à partir de la distance entre les pics est 1685 Hz. (b) (Haut droite)
Courbe de décroissance par régression linéaire sur le logarithme des points issus des pics des
sinusoïdes. (c) (Milieu gauche) Même que dans (a) mais pour un cylindre en aluminium (D
= 3.0 cm, longueur 23.0 cm). La fréquence de résonance est 2500 Hz. (d) (Milieu droite)
Mêmes mesures que dans (b) pour le gros cylindre, réponse plus amortie que celle du petit
cylindre en raison de l’effet Poisson. (e) (Bas gauche) et (f) (Bas droite) sont des mesures
pour un cylindre en nylon (diamètre 3.0 cm, longueur 23.0 cm). Sa fréquence de résonance
est 773 Hz. Sa réponse est beaucoup plus amortie que les autres cylindres.
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Fig. 14.3 – (a) (Gauche) La réponse vibratoire (onde de flexion) d’un fantôme d’os long
contenant un canal médullaire dont le contenu fluidique est l’huile d’assaisonnement pour
salade. La fréquence de résonance est 540 Hz. (b) Droite. La décroissance par régression
linéaire sur le logarithme des points issus des pics des sinusoïdes.
fluide fréquence αopt
air 570 470
eau 520 312
savon 540 379
huile salade 540 291
tomate 525 334
Tab. 14.1 – Les paramètres de décroissance αat = ωdζ et les fréquences de résonance obtenus
par la méthode d’optimisation pour différents fluides dans le canal médullaire.
Fluid Mv (kg/m3) MdC (N/m2) viscosité (Pa.s)
Eau 998 2.15× 109 1.025× 10−3
Air 1.29 1.1× 105 17.4× 10−6
glycol 1112 1.97× 109 40.4× 10−3
Huile moteur10W-40 873 @15 žC 1.5× 109 72.5 (86 cSt @ 40žC )
Tab. 14.2 – Tableau de quelques propriétés des fluides (1 poise = 100 centipoise = 1 g/cmůs
= 0.1 Paůs., CentiPoises (cp) = CentiStokes (cSt) x Mass volumique (Mv) ). Un grand
module de compressibilité (MdC) indique que le fluide est compressible .
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Cylindre diamètre (cm) fre´quenceopt (Hz) αopt fre´quenceRNA (Hz) αRNA
Aluminium 2.0 1685 0.46 1683 0.46
Aluminium 3.0 2500 1.5 2491 1.5
Laiton 2.0 1135 0.43 1138 0.1
Nylon PA6 3.0 772 147 777 128
Tab. 14.3 – La comparaison entre l’algorithme d’optimisation pour la décroissance tempo-
relle et l’algorithme RNA-ESM pour calculer l’atténuation et la fréquence de résonance de
cylindres (longueur L = 23cm).
Une comparaison entre l’algorithme d’optimisation pour la décroissance temporelle et
l’algorithme RNA-ESM pour calculer l’atténuation et la fréquence de résonance de cylindre
de longueur L = 23cm, est donnée dans le Tableau (14.3).
14.4 Influence de la chair sur la réponse à un impact de l’os
Un fantôme en forme de cylindre est enrobé par la chair, simulée par la mousse polyuré-
thane (fig. (14.4a)) comme celle utilisée pour isoler la tuyauterie.
On constate que la réponse (accélération) est très atténuée (comparée à l’os nu) fig.
(14.4b). Il est même difficile de distinguer dans le signal temporel la présence de l’objet
enfoui dans la chair.
La comparaison entre les fonctions de transfert calculées par l’algorithme RNA-ESM, et
celle calculée par la routine Matlab TFE qui emploie un algorithme performant comme celui
de Welch [351, 378] pour calculer les densités spectrales de puissance, est faite dans la fig.
(14.4c) avec un zoom sur le premier mode de résonance de l’objet enfoui (le fantôme d’os
constitué du cylindre en aluminium). L’algorithme RNA-ESM montre bien la résonance à
cet endroit par rapport aux méthodes classiques basées sur le calcul de la densité spectrale de
puissance. La première fréquence de résonance de l’os (fantôme) est trouvé par l’algorithme
RNA-ESM à 1474 Hz et αRNA = 1.6 (l’os nu a une fréquence de résonance de 1683 Hz et
αopt = 0.46 - Tableau (14.3)).
Donc, la chair a pour effet sur la réponse, d’abaisser la fréquence de résonance et d’aug-
menter l’amortissement. Tsuchikane et al [366] ont démontré expérimentalement qu’en en-
levant successivement la peau, les muscles, le pied, le fémur, et finalement le péroné sur un
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spécimen de jambe d’un cadavre, l’amortissement mesuré sur le tibia a aussi successivement
diminué. Les auteurs ont identifié que le tibia a un mode de flexion primaire simple, et
que sa forme n’a pas été influencée par les ligaments du genou, de la cheville et du péroné,
dans le cas où la jambe serait suspendue sans contrainte. Ceci suggère qu’un changement
de fréquence de résonance du tibia in vivo, représente un changement de l’état du tibia
lui-même.
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Fig. 14.4 – (a) Haut gauche. Le fantôme d’os long (cylindre en aluminium) entouré d’une
mousse PVC pour simuler l’effet de la chair. (b) Haut droite. Impact et réponse mesurée
par l’accéléromètre. (c) Bas. Le module (|H|) de la fonction de transfert calculée par la
routine Matlab TFESTIMATE qui emploie l’algorithme de Welch [351, 378] pour calculer
les densités spectrales de puissance, comparé à celui calculé avec l’algorithme RNA-ESM
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Chapitre 15
Simulation de l’évolution de
l’ostéoporose
On décrit des expériences numériques, puis expérimentales, avec des fantômes d’os,
permettant de déterminer la sensibilité de la méthode de spectrométrie vibroacoustique
linéaire vis-à-vis de l’évolution de l’ostéoporose.
15.1 Introduction
Dans le chap. 9 les échantillons d’os (tête fémorale) ont été prélevés sur des cadavres
humains puis découpés en tranches pour être caractérisés avec des ondes ultrasonores dans
l’eau. Ce site de prélèvement est connu pour être favorable à l’éclosion de l’ostéoporose et
où les effets de cette maladie sont les plus invalidants. De ce fait, ils (col et tête fémorale)
sont souvent radiographiés par des médecins pour le diagnostic de l’ostéoporose.
L’avantage d’utiliser des échantillons émanant d’os humains est que l’on travaille sur des
spécimens réels. L’inconvénient c’est que l’on ne contrôle pas à priori l’état de l’os, et comme
les échantillons d’origine humaine sont rares, leur nombre, pour faire une étude exhaustive
permettant de développer des méthodes de diagnostic, est limité. Enfin, les cadavres dont
on disposait pour ces études étaient souvent des personnes âgées au moment de leur mort,
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donc probablement déjà ostéoporotiques.
Ces raisons nous ont amenées à confectionner des éprouvettes calibrées et développer des
fantômes numériques pour simuler des variations (augmentation) de la porosité des os longs
et évaluer leur influence sur la réponse vibratoire.
Ici, un os sain sera un cylindre, court (qualifié de disque dans la suite) ou long, en ny-
lon. Un os ostéporotique sera le même cylindre endommagé, ce qui veut dire troué. Les
endommagements réalisés, se traduisant par une sorte de porosité du matériau, sont mal-
heureusement à une échelle plus grande que celles d’un os ostéoporotique réel. La raison en
est la difficulté de réaliser de très petits pores et la quasi-impossibilité de simuler leur effet
sur la réponse par un calcul éléments finis. Le choix a donc été fait de réaliser des pores cy-
lindriques millimétriques. Le fait (en plus des questions de dimension) qu’il a été impossible
de connecter ces pores à l’intérieur du matériau, explique que nos objets "poreux" sont très
différents des os trabéculaires sains ou malades.
Les fréquences de résonances sont utilisées ici en tant qu’indicateurs des propriétés (no-
tamment la porosité qui, on l’espère aura une incidence sur les modules) mécaniques de
l’os.
Les équations utilisées jusqu’ici dans la partie vibroacoustique de cette thèse concernait
des matériaux homogènes et linéairement élastiques ou viscoélastiques. Le modèle de ma-
tériau linéaire viscoélastique peut aussi s’appliquer si l’on homogénise la partie poreuse en
quel cas les modules sont ceux d’un matériau homogène équivalent (i.e., homogénéisé). Une
étude pour déterminer l’influence de la porosité sur les vitesses d’ondes de compression et
de cisaillement par des échantillons d’alumine, a été réalisée par Asmani et al. [13]. Ces au-
teurs ont déterminé, à partir de ces vitesses, le module de Young et le coefficient de Poisson
de pièces d’alumine contenant différentes fractions de pores, et ont observé une diminution
linéaire du module de Young avec la diminution de la porosité, effet qui peut être expliqué
par le modèle de Boccaccini [37] à condition que le changement de forme de la porosité
soit pris en considération. Asmani et al. ont aussi observé plus de sensibilité de la vitesse
longitudinale à la porosité, ce qui suggère une influence non négligeable de la porosité sur le
coefficient de Poisson. Bien entendu, ces modules sont ceux du matériau homogénéisé.
L’étude de ce chapitre se déroulera comme suit :
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– Simulation par la méthode des éléments finis des modes vibratoires d’un petit disque
de cylindre (longueur, 1.0 cm) avec des trous le traversant de bout en bout (diamètre
des trous=1.0 mm, tortuosité=1). Nous disposons de cinq échantillons ayant : 0 trous
(os sain), 12, 24, 36 et 48 trous.
– Des trous de géométries identiques à celles adoptées pour le calcul, sont creusés dans
une des extrémités de vrais cylindres en nylon (longueur 23cm).
– Un modèle éléments finis 3D d’un cylindre avec trous à un bout est confectionné et
les fréquences de résonance de ces cylindres sont ensuite calculées et mesurées.
Il est à noter que bien que les mesures homogénisent le matériau, les calculs le traitent
comme un milieu macroscopiquement inhomogène, ce qui veut dire (pour les calculs), que
les hétérogénéites ne sont pas lissées comme dans un calcul d’homogénéisation.
15.2 Modélisation par éléments finis des éprouvettes avec trous
15.2.1 Modélisation des os courts
Les éprouvettes étudiées sont en forme de disque circulaire représentant une tranche de
tête tibiale ou fémorale.
L’échantillon dans lequel on "creuse" des trous pour augmenter la porosité est numérique.
Les dessins CAO des disques circulaires troués sont réalisés avec le logiciel de CAO Catia
de Dassault Systèmes. La géométrie du dessin est exportée sous format CAO (format iges)
vers le logiciel d’éléments finis Abaqus où elle est maillée. La loi de comportement élastique
est choisie. Ces éprouvettes numériques sont représentées dans la fig. 15.2.1.
Evolution des fréquences de résonance avec l’augmentation du nombre de trous
Les fréquences de résonance réduites ωR
√
ρ
G (ρ la densité, G = µ le module de cisaille-
ment), pour un rapport HD (H l’épaisseur, D le diamètre de l’éprouvette) et coefficient de
Poisson ν connus, ont été calculées avec la méthode de Rayleigh Ritz (So et Leissa [344]). Le
tableau 15.2.1 permet la vérification rapide des calculs effectués par la méthode d’éléments
finis pour le disque sain.
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Fig. 15.1 – Les disques troués avec leurs maillages respectifs.
n s ωR
√
ρ
G
2 1 1,222
0 1 2,235
3 1 2,347
Tab. 15.1 – Les fréquences de résonances réduites en ωR
√
ρ
G pour les modes symétriques
d’une plaque circulaire (HD = 0.3 et ν = 0.499 ) calculées par la méthode de Rayleigh Ritz
(So et Leissa [344])
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nombre masse volume nombre f1 f2 f3 f4 f5
trous (g) (mm3) éléments
0 8.43 7069 6732 12739 21323 23044 24010 27326
12 8.30 6974 18618 12665 21013 22789 23685 26901
24 8.19 6880 42426 12465 20719 22744 23376 26526
36 8.08 6786 77440 12322 20416 22599 23056 26193
48 7.96 6691 61542 12220 20161 22454 22817 25863
Tab. 15.2 – La masse, le volume et le nombre d’éléments pour la maillage EF en fonction du
nombre de trous dans les éprouvettes. Les masses et volumes sont calculés dans Catia. Les
fréquences de résonances calculées, f1-f5 en Hertz, sont données dans le tableau. Les formes
modales pour ces fréquences sont données dans Fig. (15.2).
Le tableau 15.2 montre l’évolution des fréquences de résonance en fonction du nombre
de trous. On y remarque que toutes les fréquences baissent de manière monotone avec le
nombre de trous.
La fig. 15.2 montre quelques formes modales.
15.3 Modélisation d’os longs
Pour représenter un os long avec une partie corticale homogène, isotrope et élastique
et une partie trabéculaire, des trous sont creusés (à la manière de ce qui a été fait pour le
disque) au bout d’un cylindre en nylon long de 23cm. L’os long est donc inhomogène. Les
calculs par EF sont conduits de la même manière que pour les disques poreux.
15.3.1 Résultats
La déformée modale pour le troisième mode de flexion d’un cylindre avec 48 trous est
présentée dans la fig. (15.3)a).
Les courbes de comparaison entre les fréquences de résonance pour le premier mode
calculées par la méthode d’éléments finis et celles obtenues expérimentalement en utilisant
le mini pot vibrant et l’accéléromètre pour mesurer la réponse, sont données dans la fig.
15.3. On y remarque : i) un bonne concordance entre les deux courbes, et ii) le fait que la
fonction reliant la fréquence de résonance au nombre de trous n’est plus monotone.
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Fig. 15.2 – Les formes modales pour les fréquences indiquées dans le Tableau (15.2). De
gauche à droite et vers le bas : (a) f1. (b) f2. (c) f3. (d) f4. (e) f5
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Fig. 15.3 – (a) La déformée modale pour le deuxième mode de flexion obtenue par une
simulation éléments finis d’un os fantôme dont le diaphyse est en tissu cortical et l’épiphyse
en tissu spongieux. L’os fantôme est un cylindre en nylon avec 48 trous. (b) Comparaison
calcul éléments finis 3D et expérience, pour le premier mode de résonance
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15.4 Conclusion
Nous avons pu constater que, pour l’os long composé d’une partie corticale intacte et
d’une partie spongieuse "malade", la variation d’une fréquence de résonance avec l’augmen-
tation de la porosité n’est pas monotone. Par contre, l’ensemble des fréquences de résonance
diminue avec l’augmentation de la porosité pour l’éprouvette d’os-disque, cet objet étant si-
milaire à ceux employés dans les tentatives de caractérisation ultrasonore de têtes fémorales
[337]. Ceci laisse présager une différence importante entre la caractérisation in vitro d’un
échantillon d’os entier et celle du même type d’os découpé en tranches.
Nous allons nous intéresser de plus près à la caractérisation vibratoire du spécimen
découpé d’os fémoral dans le chapitre qui suit.
Chapitre 16
Caractérisation d’un fantôme d’os
fémoral
On décrit des expériences, et le traitement des données nécessaires à la mise en oeuvre
de la spectrométrie vibroacoustique d’un fantôme d’os en forme de disque, et ce dans le but
d’en reconstruire les modules mécaniques.
16.1 Introduction
Un os humain est un objet complexe de par sa géométrie et sa composition. En ad-
mettant que l’on connaisse sa géométrie macroscopique, il reste à connaître sa composition,
ce qui, dans le contexte du diagnostic de l’ostéoporose sur un os ou partie d’os essentielle-
ment trabéculaire, revient à connaître, au minimum sa densité et/ou sa porosité (locales ou
moyennes).
La mesure de la densité est surtout affaire des diagnostics aux rayons-X, mais la porosité
pourrait être accessible à des méthodes de sondage acoustique et vibratoire.
Nous avons déjà examiné cette possibilité, relative au sondage acoustique, dans le chap.
9, où nous avons montré que le succès de la méthode repose essentiellement sur la possibilité
de disposer de spécimens d’os en forme de plaque à faces planes et parallèles, ce qui limite
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son domaine d’application à des essais de laboratoire (in vitro) sur des os prélevés sur des
cadavres, et non dans un contexte clinique.
Nous avons aussi examiné la possibilité, dans les chaps. 10, 11, 12, 13,14, 15, d’effectuer le
sondage vibratoire de l’os, sans y être très précis sur les limitations concernant la géométrie
macroscopique et composition du spécimen, ni sur la question de savoir si la reconstruction
de la porosité est réellement possible avec ces méthodes.
Par contre, ce que nous avons montré jusqu’ici, c’est que la géométrie macroscopique, la
composition, et la porosité (simulée par une succession de trous pratiqués dans un matériau),
affectent, d’une manière plus ou moins sensible, les fréquences naturelles et l’amortissement
des modes vibratoires d’un objet tel que l’os.
Dorénavant nous allons tenter d’utiliser ces indications pour identifier certains para-
mètres pertinents de l’os à partir des fréquences de résonance mesurées (en réalité, celles-ci
ne sont pas mesurées directement, mais sont obtenues à partir des signaux créés par le
spécimen en réponse à des sollicitations bien choisies). Nous appelons cette procédure :
spectrométrie vibroacoustique (SVA), ce qui veut dire que : i) la sollicitation est acoustique
et ce qui est mesuré est de nature vibrationelle, ou ii) la sollicitation est vibrationelle et ce
qui est mesuré est de nature acoustique, ou iii) la sollicitation est vibrationelle et ce qui est
mesuré est de nature vibrationelle, le quatrième cas de figure (i.e., sollicitation et mesures
acoustiques) est un terme que nous reservons à la spectrométrie acoustique (SA), et dont
relève l’étude du chap. 9.
Toutefois, nous ne voulons pas être tributaire des limitations de forme géométrique de l’os
propres à la SA. Cette méthode (la SA) impose aussi des restrictions, pour être facilement
exploitable, sur le type de sollicitation (i.e., onde plane normalement incidente sur la plaque).
S’agissant de la SVA, si l’os a une forme compliquée, il n’y a pas de raisons particulières
de l’exciter en un point plutôt qu’en un autre, ce qui revient à dire qu’il faut admettre que
la sollicitation puisse prendre une forme quelconque. Le corollaire de tout ceci est que la
réponse vibroacoustique de l’os à une sollicitation large bande sera complexe, caractérisée
par un grand nombre de pics trahissant l’excitation des nombreux modes de vibration de
cet objet complexe.
Certains de ces pics auront une amplitude tellement petite que l’on ne pourrait guère les
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distinguer du bruit. Ceci est un problème sérieux dans la SVA, car plus on a de fréquences
de résonance, mieux ça vaut pour l’identification des paramètres pertinents de l’objet, et à
contrario, en perdant de l’information sur les fréquences de résonance on diminue les chances
de réussir l’identification.
Nous sommes concernés ici (et jusqu’à nouvel ordre) par la SVA linéaire (SVAL) puisque
nous partons du principe que nous ne voulons pas provoquer des effets éventuellement
dommageables au sein de l’os du fait d’une trop forte sollicitation. La contrepartie en est que
les sollicitations douces réduisent la hauteur des pics de résonance d’ordre élévé et que l’on
perde davantage d’information spectrale, rendant ainsi encore plus périlleuse l’identification.
Il faut donc concevoir une méthode pour ne pas perdre ces précieuses informations ; en
d’autres termes, augmenter le rapport signal/bruit, de préférence sur tout le spectre de
réponse.
Une dernière difficulté, et non des moindres, est le choix de l’estimateur à employer pour
l’inversion. Il est bien évident qu’en raison du large éventail de possibilités concernant la
forme macroscopique de l’objet-os et de la sollicitation, au minimum il faudra faire appel
à un modèle d’éléments finis (EF) basé sur une loi de comportement isotrope, élastique ou
viscoélastique. Il est à noter, que ce modèle ne sera pas de type 1DDL, ce qui était possible
dans les chapitres précédents du fait que la réponse mesurée était dominée par un seul mode
de par le choix de forme de l’objet, le type de sollicitation et le lieu de mesure. Etant donné
que l’objet qui nous intéresse est un os, comportant une partie trabéculaire, la bonne façon
d’agir serait plutôt d’adopter une loi de comportement poroélastique (conduisant au modèle
de Biot) ou poroviscoélastique, mais ceci implique des codes EF très gourmands en temps
de calcul (toutefois, nous ferons appel à ce genre de code dans le chap. 17 qui reproduit un
de nos articles accepté dans le J.Sound Vibr.) ce qui pose un problème lors de l’inversion (la
minimisation de la fonction-coût étant un processus itératif impliquant des dizaines, voire
des centaines de résolutions du problème direct au moyen de l’estimateur).
A présent, nous allons employer un code EF, incorporant une loi de comportement iso-
trope et élastique, en tant qu’estimateur pour inverser les données de réponse d’un fantôme
d’os soumis à une sollicitation provenant d’une pastille PZT. Nous montrerons comment
faire face au problème du signal/bruit pour récupérer un grand nombre de fréquences de
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résonance, et ferons l’inversion sur certaines d’entre elles afin de reconstruire le module de
Young E et le coefficient de Poisson ν (équivalents au sens de l’homogénéisation lorsqu’il
s’agira d’un objet composite) du spécimen.
La dernière question est : pourquoi identifier E et ν (paramètres réels pour les matériaux
ayant un comportement élastique, et complexes pour les matériaux ayant un comporte-
ment viscoélastique) ? Une première réponse est que ces grandeurs y figurent, et définissent
totalement, la loi de comportement du matériau isotrope en régime linéaire. Toutefois, l’os
est au mieux isotrope, élastique ou viscoélastique, mais n’est pas homogène (i.e., c’est un
matériau poreux), ce qui veut dire que se pose forcément la question du lien entre les mo-
dules équivalents et les paramètres structurels (microscopiques), et plus loin, la question de
la possibilité d’identifier un ou plusieurs de ces paramètres tel que la porosité à partir des
modules.
A notre avis, cette possibilité est, pour le moment, virtuelle, car il n’existe pas de théorie
(dans un cadre d’élasticité ou viscoélasticité linéaire) autre qu’empirique, ou ne s’appliquant
qu’à des matériaux poreux très idéalisés, permettant de déduire une grandeur telle que la
porosité φ d’un ou des modules E et ν. Néanmoins, il n’est pas inutile de rappeler les lois
de Gibson et Ashby [149] mises en évidence dans l’Introduction de cette thèse pour des
matériaux cellulaires, qui montrent nettement que les modules équivalents E et G (pour des
chargements compressifs statiques) ont une dépendance fonctionnelle sur φ qui prend une
forme différente selon que φ est proche de zéro ou proche de un. On retrouve un type de
dépendance fonctionnelle similaire (i.e., double) dans la loi de Spriggs [345] et Duckworth-
Knudsen [37, 271, 82, 298, 400] relative au comportement de céramiques poreux :
E = E0e−bφ φ ≤ 0.5, (16.1.1)
E = E0e−b(1−φ) φ ≥ 0.5, (16.1.2)
où E0 est le module de Young du matériau homogène sans pores, et b un facteur empirique
adjustable. La difficulté avec ce type de loi, c’est que l’on ne sait pas bien sur quels autres
paramètres matériels dépend le paramètre adjustable b. La loi de Gibson et Ashby montre
que la densité équivalente intervient au même titre que la porosité pour déterminer E et G,
ce qui veut dire qu’il n’est pas possible d’identifier φ à partir de E ou ν sans connaître la
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densité équivalente. A contrario, on ne peut pas identifier φ à partir de la densité équivalente
si l’on ne connaît pas aussi E, ce qui explique le fait que le sondage aux rayons-X ne renseigne
pas sur la porosité (du fait qu’il n’identifie pas E). Même en connaissant E et la densité
équivalente, on n’est pas sûr de pouvoir identifier φ car on ne connaît pas bien la loi qui relie
ces grandeurs. Ces observations relativisent les renseignements pratiques que l’on peut tirer
d’un article comme celui de Dong et al. [115] qui ont trouvé que les modules élastiques de
compression et de cisaillement (obtenus par des essais mécaniques statiques) de l’os cortical
fémoral humain dans la direction longitudinale, diminuent sensiblement lorsque la porosité
(évaluée au moyen d’histologie) augmente.
Nonobstant (et peut-être, à cause de) ces remarques un peu pessimistes, nous allons
nous fixer comme objectif, dans les lignes qui suivent, d’identifier E et ν (équivalents) d’un
fantôme d’os linéaire, élastique, isotrope par la méthode de spectrométrie vibroacoustique
linéaire.
Etant donné que nous voulons à terme comparer le E et ν déterminés par la méthode
SVAL avec ceux de la méthode SA, nous choisirons un fantôme d’os ayant la même forme et
les mêmes dimensions que celles employées dans le chap. 9 et notre article [337]. Ce fantôme
sera donc un disque circulaire épais. Dans un premier temps nous le supposerons homogène,
et dans un second temps, pour nous rapprocher davantage de l’os employé dans [337], nous
le supposerons composé d’une partie centrale (médullaire) élastique et homogène, entouré
d’une couronne plus dure (corticale) également élastique et homogène.
16.2 Comment déterminer la reponse dans de bonnes condi-
tions ?
Pour obtenir le maximum d’information sur la réponse y(t) d’un système, le signal d’ex-
citation x(t) doit contenir de l’énergie à toutes les fréquences d’intérêt. y(t) est alors comparé
à x(t) par une méthode à préciser.
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16.2.1 La méthode impulsionnelle
Une réponse impulsionnelle h(t) (RI) est naturellement acquise en excitant le système
avec un Dirac. Aucun traitement additionnel n’est exigé car la réponse en fréquence est
disponible directement par la transformée de Fourier de la réponse mesurée. Rappelons que
y(t) = h(t) ? x(t) =
∫ ∞
−∞
h(τ)x(t− τ)dτ , (16.2.1)
où ? est l’opérateur de convolution.
Les méthodes classiques calculent la réponse directement dans le domaine fréquentiel en
transformant la relation de convolution (16.2.1) dans le domaine de fréquence
F(y(t)) = Y (f) = X(f)H(f),
où F dénote la transformée de Fourier etH(f) et X(f), la réponse et l’entrée respectivement
dans le domaine fréquentiel. Le schéma de ces opérations est indiqué dans (Fig. (16.1)).
Du fait qu’un Dirac est un être mathématique (et non physique) à largeur de bande
spectrale infinie, en pratique il faut l’approcher par une fonction à largeur de bande spectrale
limitée. Plus la bande est étroite (ce qui est souhaitable pour s’approcher de la réponse
impulsionnelle), moins on arrive à injecter d’énergie dans l’impulsion [319].
Le stimulus impulsionnel est très bref tandis que le temps de mesure de la réponse est
souvent beaucoup plus long pour fournir les informations basses fréquences, ce qui introduit
du bruit dans la mesure. Ce bruit peut être éliminé en employant des impulsions répétitives
et en effectuant des moyennes, dont le nombre peut être grand, allongeant ainsi sévèrement
le temps de mesure.
La solution à ces problèmes réside dans l’utilisation du modèle de pattern de nombres
pseudo-aléatoire (PNP) ou séquence pseudo-aléatoire de longueur maximale (SPLM) (connue
en anglais comme ; maximum length sequence - MLS).
16.2.2 Séquence pseudo-aléatoire de longueur maximale (MLS)
Le stimulus est basé sur un ordre binaire pseudo-aléatoire périodique de longueur L =
2n − 1, créé à l’aide d’un registre à décalage binaire avec n cases. Une SPLM (MLS) avec
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h(t)
FFT FFT
H(f)
h(t)x(t) y(t)
X(f) Y(f)
Gxx(f)
Gyy(f)
Gxy(f)
Y^2(f) IFFT
Fig. 16.1 – Les mesures classiques exécutées avec un analyseur de Fourier à deux voies.
Deux canaux sont nécessaires pour mesurer les signaux d’entrée et de sortie qui sont analysés
simultanément pour calculer la réponse complexe en fréquence.
a0a3 a2 a1
s(t)
Fig. 16.2 – Le registre à décalage du générateur SPLM. La prochaine valeur du registre a3
d’un registre à décalage à rétroaction de longueur 4 est déterminée par la somme modulo-2
de a0 et a1.
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y(t)
SPLM
h(t)
x(t)
s(t)
Corrélation croisée
Système linéaire invariant en temps
Fig. 16.3 – Vue schématique du système de mesure par SPLM.
quatre registres à décalage est montré dans la fig. (16.2). La corrélation croisée entre l’entrée
x(t) et la réponse y(t) d’un système linéaire, est liée à la fonction d’autocorrélation de l’entrée
par une convolution avec la réponse impulsionnelle h(t) :
Rxy(t) = Rxx(t) ? h(t). (16.2.2)
L’autocorrélation de la SPLM est 1 pour un retard nul, et presque zéro ( 1N où N est la
longueur de la séquence) pour tous les autres retards. Autrement dit, l’autocorrélation de la
SPLM approche une impulsion unité tant que la longueur de la séquence SPLM augmente :
Rxx(t) ≈ δ(t) ,
d’où
Rxy(t) ≈ δ(t) ? h(t) = h(t) . (16.2.3)
La réponse est ensuite récupérée en utilisant une corrélation périodique. La réponse impul-
sionnelle (RI) est également périodique. Une erreur de repliement temporel peut en résulter,
si la réaction du système est plus longue que la longueur L d’ordre. La RI peut être ra-
pidement calculée en utilisant la transformée rapide de Hadamard (TRH). Le calcul est
entièrement dans le domaine temporel où il implique seulement addition et soustraction. La
déconvolution donne une réponse impulsionnelle périodique.
La SPLM est un signal déterministe, mais il a des propriétés spectrales semblables à celui
d’un véritable bruit blanc aléatoire. Un grand avantage de la technique SPLM est que son
251
ordre est déterministe, il peut être répété avec précision. Il est donc possible d’augmenter le
rapport signal/bruit en faisant une moyenne synchrone de la réponse y(t), notamment pour
indiquer les positions des fréquences d’anti-résonance dans la fonction de transfert
La théorie exige que le système soit linéaire afin d’être valide. L’effet des nonlinéarités
a été discuté dans un nombre d’articles [120, 319]. Il en ressort que la méthode basée sur
la SPLM a l’avantage de disperser les distortions et les nonlinéarités mesurées dans toute
la réponse impulsionnelle calculée [120]. Si seulement une petite partie des données est
fenêtrée pour exécuter la transformée de Fourier rapide (FFT), seulement une petite partie
de la distortion apparaîtra dans les données dans le domaine fréquentiel.
Les techniques de corrélation promettent une plus haute résolution dynamique dans
beaucoup de mesures acoustiques et vibrations, particulièrement quand on emploie les sé-
quences SPLM comme signaux d’excitation [285].
16.3 Matériel et logiciel pour le système de mesure basé sur
la SPLM (MLS)
Une séquence SPLM optimale d’une longueur de 15 bits obtenue du livre [342] est em-
ployée pour initialiser le registre à décalage mis en application dans un programme écrit en
langage C. Ce morceau de logiciel charge également les données SPLM dans un générateur
de signal arbitraire Agilent 33250B relié à l’ordinateur PC en utilisant le réseau ethernet
(LAN) via un pont LAN/GPIB d’Agilent E2050A. Le signal du générateur est amplifié par
l’amplificateur de puissance B&K2706 relié à l’actionneur piézoélectrique.
Les deux pastilles piézoélectriques sont collées sur le spécimen à caractériser à l’aide
d’une bande de scotch double face 3M. La configuration de mesure, indiquant les points
d’excitation et de captation sur le disque, sont montrés dans la fig. (16.4).
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Fig. 16.4 – (a)(Haut) Fémur proximal indiquant l’endroit où l’échantillon, en forme de
disque, est découpé sur la tête fémorale. (b)(Bas) Le fantôme d’os matérialisé par un disque
élastique homogène. La figure montre les points d’excitation et de mesure de la réponse.
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16.4 Caractérisation vibratoire d’un fantôme de tranche de
tête fémorale
16.4.1 Comportement purement élastique et fréquences propres du
spécimen
La vrai tranche d’os (tel que celle ayant fait l’objet de [337] et qui a inspiré la présente
étude) est composée d’un noyau central de tissu trabéculaire saturé par la moelle et du sang.
La couronne est composée de tissu cortical (en réalité une multicouche). Pour aborder l’étude
vibratoire de cet d’os réel (tel que celle faisant l’objet de [337]) dont la composition et la
loi de comportement est très complexe, nous étudions d’abord un spécimen de composition
simple (fantôme) dont la loi de comportement est connu.
Celui-ci est un disque épais d’aluminium (Al), coupé avec les mêmes dimensions que
les vrais spécimens fémoraux : diamètre D = 5.24cm et épaisseur H = 1.18cm). La loi de
comportement de l’Al est élastique et isotrope.
Les fréquences propres des modes de vibration du disque en aluminium sont calculées
au moyen de la formulation d’analyse modale par éléments finis 3D (AM-EF). Elles sont les
solutions ω de [185, 195] : (−ω2M+K)φ = 0 ,
où M est la matrice de masse, K la matrice de raideur, φ le vecteur des fonctions propres,
l’ordre des matrice étant égale au nombre de degrés de liberté (DDL).
16.5 Résultats expérimentaux - la réponse temporelle mesurée
Un oscilloscope Tektronix TDS3034B est utilisé pour acquérir la séquence d’excitation
SPML (calculé avec Matlab) du générateur de signal.
Une fois que la réponse à l’impulsion est acquise, elle est transformée du domaine tem-
porel en filtre de RII (Réponse impulsionnelle infinie) sous la forme
H(z) =
Y (z)
X(z)
=
y1 + y2z−1 + · · ·+ yn+1z−n
x1 + x2z−1 + · · ·+ xm+1z−m , (16.5.1)
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où H(z) est la Z-transformée de h . Les coefficients (16.5.1) sont calculés par la méthode de
Prony [258].
16.5.1 Méthode de Prony
La méthode de Prony est un algorithme pour trouver le gabarit d’un RII avec une
réponse impulsionnelle prescrite dans le domaine temporel [302]. Elle a des applications
dans la conception de filtres, la modélisation exponentielle des signaux, et l’identification de
systèmes (modélisation paramétrique).
La fonction Prony calcule un filtre d’ordre n au numérateur et d’ordrem au dénominateur
à partir de la réponse impulsionnelle h dans le domaine temporel.
Nous employons la fonction prony dans Matlab [249] pour calculer les coefficients incon-
nus.
16.5.2 Résultats des calculs
La réponse impulsionnelle, sa densité spectrale de puissance et la réponse reconstruite
en employant la méthode de Prony, à partir du signal enregistré par le capteur PZT sur le
disque d’Al, est donnée dans la fig. (16.5).
Les paramètres mécaniques (module de Young et coefficient de Poisson) sont identifiés
par minimisation d’une fonction-coût traduisant l’écart entre les fréquences de résonance
fournies par l’estimateur AM-EF et les fréquences de résonance expéimentales des quatre
premiers modes. Ceci livre le module de Young=70 GPa, coefficient de Poisson=0.33, la
masse volumique ρ = 2760 kg/m3 ayant été mesurée par la méthode d’Archimède.
Les fréquences propres obtenues par injection des paramètres identifiés dans le code EF
sont comparées aux fréquences de résonance mesurées dans le tableau (Table 16.1). Les
formes modales sont montrées dans la fig. (16.6).
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Fig. 16.5 – (a) La réponse impulsionnelle obtenue en utilisant la séquence SPLM et la
pastille PZT. (b) La réponse en fréquence comportant la densité spectrale de puissance
(DSP - power spectral density - PSD) et la réponse reconstruite en utilisant l’algorithme de
Prony.
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mode Expérience MEF Erreur % mode expérience MEF Erreur %
1 18511 18877 1.9 8 68342 66857 0.8
2 30829 30909 0.3 9 68411 68331 -0.1
3 37294 37510 0.6 10 77535 78749 1.5
4 44479 44492 0.03 11 - 80738 -
5 52499 52149 0.8 12 81384 81729 0.4
6 56448 56744 0.5 13 87924 88401 0.5
7 57253 58213 1.6 14 - 88963 -
Tab. 16.1 – Comparaison entre les fréquences de résonance mesurées et celles résultant de
l’injection dans le code EF des paramètres identifiés par le modèle AM-EF et des données
expérimentales obtenues par la SPLM pour un disque en aluminium de diamètre D =
5.24 cm et d’épaisseur H = 1.18 cm
Fig. 16.6 – Les trois premiers modes de vibration du disque en aluminium (éléments qua-
dratiques hexahedron, type C3D20R [185], maille 0.002m).
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d
R
Fig. 16.7 – La géométrie de l’échantillon prélevé de la tête fémorale formé d’un disque et
de son anneau. R est le rayon du noyau trabeculaire, d est l’épaisseur de l’anneau cortical.
16.6 Comportement vibratoire d’un disque avec un anneau
externe
Un modèle plus réaliste, tout en restant relativement simple, est celui du disque élastique
entouré d’un anneau élastique (simulant la coque corticale). Le même type d’analyse que
précédemment est fait pour ce type de fantôme.
Les paramètres mécaniques de la partie centrale sont identiques à ceux choisis auparavant
16.4.1. Le module de Young de l’anneau cortical a pour valeur trois fois celle de la partie
centrale, i.e.,. 210 GPa. Le rapport entre la densité et le coefficient de Poisson est inchangé.
Le diamètre de la partie centrale du disque est égal à celui d’un des échantillons d’os
humains utilisés dans des essais de Sebaa et al [337], i.e., 4,4 cm. La partie corticale a une
épaisseur de 0,44 cm.
La comparaison des fréquences de résonance relatives aux os sans et avec anneau est faite
dans le tableau 16.2. On y voit que la présence de l’anneau cortical change considérablement
les fréquences naturelles.
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mode Avec anneau Sans anneau
1 21963 18877
2 34393 30909
3 41345 37510
4 47623 44492
Tab. 16.2 – Comparaison entre les fréquences de résonance calculées pour un disque homo-
gène en aluminium de diamètre D = 2R = 5, 28 cm et épaisseur verticale H = 1, 18 cm et
celui d’un disque avec un noyau D = 2R = 4, 5 cm et d’un anneau externe (couche corticale)
d’épaisseur radiale d = 0, 39 cm. Les épaisseurs H sont identiques pour les deux objets.
16.7 Conclusion
Pour étudier les variations des paramètres microstructuraux, tels que la porosité, la
tortuosité, etc., à travers celles des modules de l’os trabéculaire, il faut disposer (en attendant
des lois fiables reliant ces paramètres) d’une méthode précise comme celle de la spectrométrie
vibroacoustique linéaire que nous venons de décrire.
Dans le chapitre suivant, nous suivrons la même démarche pour identifier les modules
élastiques de fantômes poreux, plus proches des vrais os ayant fait l’objet du travail de Sebba
et al. [337].
Chapitre 17
Recovery of the mechanical
parameters of cellular materials by
inversion of vibrational data
Ceci est une copie de notre article accepté pour publication dans J.Sound Vibr.
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17.2 Abstract
This investigation addresses the inverse problem of the retrieval of the macroscopic
Young’s modulus and Poisson ratio of light fluid-saturated cellular materials from the measu-
red resonance frequencies of their vibrational response. The latter is shown to be generally
non-linear for all except very small solicitations. In order to remain in the linear regime,
and thus avoid ambiguities in the characterization of the material, we employ light weight
piezoelectric transducers and sensors and a low noise amplifier for the acquisition of dyna-
mic response data. The cellular materials under investigation (polyurethane, melamime) are
shown to behave as isotropic, (equivalent) homogeneous elastic solids with Rayleigh damping
(equivalent to a rheological model having the same dependence of attenuation on frequency)
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in the frequency band of interest. Our viscoelastic model is validated by comparing its pre-
dictions of the dynamic response of the specimens to the predictions of the more complete
Biot interaction model. The computations with both of these models are carried out by
means of 3D finite element (FE) codes for a variety of specimen shapes and sizes. Once the
simpler viscoelastic model is validated, it is then employed to compute the trial resonance
frequencies (which are the solutions of an eigenvalue problem associated with this model)
during the inversion process. The cost function, which is a measure of the discrepancy bet-
ween the the trial and measured resonance frequencies for a number of vibrational modes,
is constructed and then minimized by the Levenberg-Marquardt optimization algorithm in
order to recover the sought-for moduli. Finally, a discussion is given concerning the influence
of the size and shape of the specimens, as well as the number of employed modes, on the
uniqueness and quality of the inversion.
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17.3 Introduction
The purpose of this work is to develop an experimental data-aquisition technique and
inversion scheme for recovering the macroscopic elastic moduli and damping factors of spe-
cimens of arbitrary shape and size, composed of cellular materials.
To do this, we employ an inversion method, used in the past (e.g., [39, 141]) to cha-
racterize dense homogeneous (such as metals) or inhomogeneous (such as composites) solid
specimens, whereby the processed data concerns the relatively-low resonance frequencies
(< 3 kHz) of various mechanical modes of the specimen. However, this method cannot be
transposed to low-density cellular materials without precaution. In fact, the acquisition of
data must be made in the linear response regime (which, for cellular materials, requires very
small solicitations, giving rise to very weak responses) and an appropriate model (incorpo-
rating as much as necessary, but not more, of the physics of the vibratory phenomena) must
be employed in the inversion scheme to describe the (linear) dynamic response of the porous
specimen.
This study is undertaken in the framework of the vibroacoustic characterization of bone
for the detection of osteoporosis. When osteoporosis (which is an imbalance between bone
resorption (the part of remodeling consisting of breaking down and assimilating) exceeds
bone formation) sets in, bone becomes more fragile, with fewer connected and thinner tra-
beculae (in the form of rods and plates), and more porous cortical components. It has been
demonstrated that the elastic and shear moduli (obtained by static mechanical tensile and
torsional testing) of human femoral cortical bone in the longitudinal direction, decreases
significantly with the porosity (assessed by means of histology) [115] . Our ambition is ul-
timately to employ the tool developed herein (which applies to specimens in their natural
size and shape, contrary to other tools [403, 337, 242, 374] which require the specimen to be
cut into specific shapes in order to profit from the existence of simple interaction models for
these shapes) to establish a quantitative correlation (if it exists) between the macroscopic
elastic moduli of bones having various porosities and their resistance to fracture.
Cancellous (also called trabecular) bone is the principal component of short bones such
as vertebrae and is also found at the extremities of long bones (proximal tibia and femur)
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where it is surrounded by a shell of dense compact (cortical) bone. The mechanical behavior
of cancellous bone is typically that of a cellular material. For instance, the compressive
stress-strain curve is divided into three regimes characteristic of all cellular solids, and the
moduli and strength, all vary with density in the way expected of a foam [149]. Cancellous
bone supports large static and cyclic loads.
Foaming materials (e.g., metals and polymers) into cellular solids, made up of an in-
terconnected network of solid struts (rods) or plates, extends their mechanical properties,
making them attractive for energy absorbing applications. The techniques used for foaming
are well documented in [149].
Cellular materials are poroelastic (or poroviscoelastic), so that their vibroacoustic be-
havior can be modeled by the Biot theory [31, 32]. This theory, which assumes the solid
phase to be saturated by a fluid phase, takes into account the motions of both the solid
frame and the pore fluid, as well as their relative motions (which is the cause of viscous
losses). The poroelastic material is described by five geometrical parameters ( the porosity
φ, flow resistivity σfr, tortuosity α∞, viscous characteristic length Λ, thermal characteristic
length Λ′) and by the mechanical parameters of the frame and fluid. Recovering all these
parameters by inversion of the measured acoustic waves propagating through the fluid in the
pores, and through the elastic stress waves carried through the solid frame of the material,
is a possible, but necessarily difficult task. It can be done using the Biot theory, or, perhaps,
with the somewhat simpler Attenborough [15] and Allard [7] models. Another approach is
to consider several of the parameters to be known a priori, and to invert the data for the
other parameters via the Biot [53, 55, 337] or equivalent fluid models [130]. But all of these
models are very expensive in terms of computational cost and memory and the data is either
not sensitive to variations of certain parameters, and/or it may not be necessary to search
for many of these parameters as such if their effect on the strength (or other property) of
the material is either negligible or is globalized in the effective elastic moduli (or wavespeeds
and attenuation factors) of the specimen.
This may explain why simple, relaxational, models for the acoustical properties of porous
media (these are phenomenological models for sound propagation) which involve just a few
parameters have been so popular. An extreme example of these simple models, are the
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empirical equations of Delany and Bazley [95, 382] with just one adjustable parameter, the
flow resistivity σfr.
Fairly-comprehensive studies of the influence of the Biot parameters on ultrasonic wave
propagation in plate-like specimens of human cancellous bone, as well as methods for solving
the inverse problem, have been reported by several authors [337, 53, 132, 156]. It should be
remarked, in connection with carrying out a similar study using vibrational data, that the
resonance frequencies and damping (the observables) of vibrating cellular structures not
only depend on their elastic moduli and Biot geometrical parameters, but also strongly on
the size and shape of the specimen (also, unfortunately, on the boundary conditions).
In a study of the solid frame for relatively rigid materials, with account taken of the sole
inertial interactions, an approximate calculation of the resonance frequencies of a porous
plate has been proposed and the influences of porosity, tortuosity and permeability have been
studied in [241]. It was found that the natural frequency of the dominant mode increases with
increasing porosity and permeability, and decreases with increasing tortuosity, whereas the
damping factor increases with increasing porosity and decreases with increasing tortuosity,
while reaching a maximum value at a frequency determined by the three parameters.
Notwithstanding these facts, it is tempting (and certainly useful, in the inverse problem
context) to bypass completely models employing geometrical parameters such as porosity
and tortuosity, and to incorporate their effect, in a homogenized way, into the elastic moduli
(considered to be complex, in order to take into account dissipation of energy). This amounts
to replacing the rather complicated Biot-like models by an elastic or modified elastic model
incorporating damping effects (which we term the viscoelastic model herein). But in order
for this to be legitimate, in the sense that it does not entail large errors in the reconstructed
parameters of interest, we must first show (in the direct problem context) that the (simpler)
viscoelastic model gives rise to a vibrational response that is close to that of the (more
comprehensive) Biot-like model.
Thus, this paper starts with a description, in sect. 20.4, of the experimental setup we
use to acquire the vibration data (which constitutes the input to the inversion scheme). In
sect. 17.5 we present, and compare, the Biot and viscoelastic models (and their 3D, FE
implementation schemes). The Rayleigh damping device employed in the viscoelastic model
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is related to a rheological model in this section. The good agreement between the Biot and
viscoelastic models, authorizes us to employ the simpler viscoelastic model in the inversion
scheme also described in sect. (17.5). The results and discussion are given in sect. 17.6. The
conclusions are given in sect. 17.7.
17.4 The experimental setup for data acquisition
The experimental setup is designed for the acquisition of vibrational response data, in
particular the resonance frequencies and spectra, that constitute the input to the inversion
scheme for the recovery of the Young modulus, Poisson ratio and damping factors of the
cellular material.
Most of the methods that have been employed until now for characterizing cellular (and
other) materials have often employed electromechanical shakers, accelerometers and laser
vibrometry [128, 234]. These devices are unwieldy, and/or expensive, and/or are not parti-
cularly well-adapted to specimens with uneven, porous boundaries such as foams.
For this reason we chose to excite, and measure the motion of, the surface of the cellular
material, with a minimum mass-loading effect on the structure, by means of a small (1.0
cm diameter), light-weight axial piezoelectric transducer (PZT) and a similar sensor, both
made of a thin disc of piezoelectric ceramic bonded to a thin metal diaphragm [9]. These
devices are routinely incorporated in buzzers, telephone ringers (i.e small battery powered
equipment) to deliver high audible sound output from a small (milliwatt) energy input.
When the PZT sensor is bonded to a deforming vibrating surface, a mechanical defor-
mation is induced in the polarized crystal (resulting from tension and twisting of the sensor)
leading to the generation of an electric charge. The PZT sensor measures a deformation
(strain) [356]. Likewise, when the PZT crystal is submitted to a modulated electrical solici-
tation, it vibrates (and emits sound waves). The light weight, small size and flat structure
form of the PZTs facilitate their mechanical fixation on cellular structures like foam, with
negligible influence on their vibration responses as compared, for instance, to accelerometers.
The apparent disadvantage of the PZT is that, as an exciter, it can deliver only small levels
of vibrational inputs to the specimen, and as a sensor, it delivers only very small electrical
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outputs. As we shall see later, the low level of vibrational input it delivers is another good
reason for employing PZT actuators, and the low output level can be compensated for by
the use of suitable amplification devices.
The samples are suspended on a test rig using nylon threads (corresponding to free-free
boundary conditions). The exciter and sensor are bonded (using a thin double sided scotch
tape) laterally onto the specimen, opposite each other, as depicted on Fig. 17.1.
The exciter is driven in discrete frequency and amplitude steps using a 7265DSP program-
mable signal recovery lock-in oscillator and a Brüel and Kjær (B&K2706) power amplifier
(Fig. 17.1). The response signal captured by the sensor is amplified using a NF SA-200F3
low noise preamplifier connected to the input of a 7265DSP synchronous demodulator. The
data from the amplifier is directly read by a PC via an HPIB (IEEE 488) bus.
The first two specimens (named PE1 and PE2 ) are disc-shaped (10cm diameter, 2cm
thickness), cut from two different samples of melamine foam as is practiced for the characte-
rization of the acoustic parameters of absorbing materials in an (e.g., B&K4002) impedance
tube.
The third specimen (PE3) was cut into the form of a square (7cm × 7cm) thick plate
(5cm thickness) from the same panel as PE1.
Melamine, a strong organic base with chemical formula C3H6N6 , is foamed into a micro-
fibrous structure, resulting in an open cell material. It has become the standard synthetic
vitreous fiber (SVF) material for sound absorption in anechoic chambers (such as the one
at the Laboratoire de Mécanique d’Acoustique). Previously, the SVF were manufactured
mostly from glass, natural rocks, slag, and kaolin clay. These materials are still employed as
insulation wools.
The fourth specimen (PE4) is made of polyurethane and was precisely cut into a thick,
short hollow cylinder (8cm exterior diameter , 6.5cm interior diameter , 4cm longtudinal
dimension).
Other characteristics of the samples are given in Table 17.1.
The response spectra are measured from 100 Hz ( just below the first resonance frequency
of the specimens) up to 3 kHz.
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17.4.1 Nonlinear behavior of the specimens
Our experiments (and elsewhere ; see e.g.,[261, 383]) show that cellular specimens exhi-
bit nonlinear behavior. This is put into evidence by plotting their vibratory response as a
function of the amplitude of excitation.
Four spectral responses of sample PE1 were measured by employing variable excitation
amplitude voltage levels (0.02, 0.04, 0,06V and 0.08V), applied to the transducer. The curves
depicting the amplitudes and phases for the different levels of excitation are plotted on Fig.
17.2. The shift in the resonance frequencies with the increase in the level of excitation is
more noticeable in the phase plot.
The inversions were done with data generated from the lowest amplitude of excitation,
corresponding to linear response of the specimens. This data had sufficient signal to noise
ratios due to the use of the high-sensitivity PZT sensors in association with a very low noise
amplifier.
17.5 Ingredients of the method for the recovery of the elastic
moduli and damping factors of the specimens
17.5.1 Preliminary remarks
Most schemes for solving inverse problems (such as that of the recovery of the consti-
tutive parameters of a specimen) proceed by solving the associated direct problem for a
succession of trial values of the parameters of the configuration. This process is iterative and
designed so that the successive trial values converge to the hopefully-correct parameters of
the configuration one wishes to characterize.
These schemes thus have three key ingredients : i) the data constituting the response
of the specimen to a known solicitation, ii) the model used to solve the aforementioned
successive direct problems, and iii) the scheme for adjusting the successive values of the trial
parameters so as to minimize the cost function.
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17.5.2 Models for solving the direct problem
From the previous remarks, it can easily be appreciated that the choice of model for
solving the direct problem is a key issue in that the numerical code stemming from this
model will be used many (e.g., hundreds of) times during the iterative process involved in
the resolution of the inverse problem. This model must therefore be as simple as possible (to
speed up each resolution of the direct problem), while incorporating as much as possible of
the physics of the most noticeable phenomena provoked by the solicitation of the specimen.
This contradiction can only be resolved by a compromise.
As mentioned in the introduction, we have identified two candidate models for solving
the direct problem. The first one is less costly in computation time and is the one actually
employed for solving the inverse problem. The second one incorporates more of the physics,
but, of course, requires intensive computations and is used only for the validation of the first
model.
The first (viscoelastic) model
The specimen is initially visualized as a linear, isotropic elastic solid 3D body of arbitrary
shape, attached to its environment by some sort of (we choose the free-free) boundary condi-
tion, and submitted to some sort of time-varying solicitation. The microscopic irregularities
and biphasic nature of the original porous medium are not explicitly taken into account ;
i.e., the medium is thought of as being homogenized on the scale of the micro-irregularities
(but macro-irregularities can be accounted-for).
The body vibrates in response to the solicitation and this phenomenon is described by
the classical equations of the elastodynamics of continuous elastic media. Dissipation in the
body is then accounted-for by the introduction of Rayleigh damping.
The integral version of the governing partial differential equations (PDE’s), which takes
the form of the principle of virtual work expressed in Appendix (17.8), is discretized so as
to lead to :
δun
{
Mnmu¨m + (Cnm(M) +C
nm
(K))u˙
m +Knmum −Pn
}
= 0, (17.5.1)
wherein δun is the displacement variation, m = 1, 2 · · · , n = 1, 2 · · · , Mnm, Knm are the
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mass and stiffness matrices respectively, Cnm(M) and C
nm
(K) the mass and stiffness viscous
damping matrices respectively, and Pn the external load vector. The displacement, velocity
and acceleration are given by um, u˙m and u¨m respectively. Eq. (17.5.1) is the basis of the
3D finite element (FEM) implementation of the viscoelastic or elastic (for zero damping)
models.
In order to compute the resonance frequencies, the damping matrices and the applied
force are set to zero in (17.5.1). The eigenvalue problem for the natural modes is then to
solve
(λ2eigM
mn +Kmn)φn = 0, (17.5.2)
with λeig the eigenvalue and φn the eigenvector (i.e., the mode of vibration).
As will be explained in more detail further on, the necessity of solving the eigenvalue
problem makes itself felt in the inversion process, during which a subset of the natural
frequencies, arising from a computation involving trial values of the elastic moduli of the
specimen, is compared to the measured resonance frequencies.
A simple (Rayleigh damping) method is employed to account for the dissipation in the
specimen, and manifests itself by the equivalent damping Ceq term appearing in (17.5.1).
More specifically, Rayleigh damping is expressed by
Ceq = Cnm(M) +C
nm
(K) = αM
nm + βKnm, (17.5.3)
where α and β are constants (characteristics of the material, which, like the elastic moduli,
will also be identified).
It can be shown that the damping ratio ξ of system (17.5.1), with the assumption (22.4.5),
is the following function of frequency :
ξ =
α
2ω
+
βω
2
. (17.5.4)
Rayleigh damping can be related to the standard linear solid equation having a simi-
lar dissipative behavior. The creep function and the dissipative behavior of materials are
described by using the viscoelastic constitutive equations originating in models composed of
weightless springs (no inertial effects are present) and dash-pots (consisting of loosely-fitting
pistons in cylinders filled with a viscous fluid) [63].
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The rheological interpretation of Rayleigh damping, using a particular generalized Max-
well (GM) model (Fig. 17.3), has been given in [339]. The equations relating α and β to the
mechanical parameters of the generalized Maxwell (GM) model are derived in the Appendix
(17.9) and are given by
α = E(η1 + η2)/η21, β =
η2
E
. (17.5.5)
Dissipation can be quantified by using the quality factor Q. It’s inverse Q−1 is the dissipation
factor. The dependence of Q−1GM on frequency is then
Q−1GM =
E(η1 + η2)
η21ω
+
η2
E
ω. (17.5.6)
The frequency response, for a point-like harmonic force applied to the specimen, is com-
puted using (17.5.1) after the mechanical parameters have been recovered by inverting the
measured resonant frequency data with the help of the model given by (22.4.4).
As explained more fully further on, this response is compared to the experimental spectral
response to obtain the optimal values of α and β.
The numerical code associated with the 3D FE (visco) elastic model(s) is constructed
with the help of a commercial finite element software (Abaqus).
Accurate resonance frequency data for thick plates can also be generated by employing
the 3D Ritz analysis [344] or by the differential quadrature (DQ) method [247] for moderately
thick plates. Since the computation cost and precision of the 3D FE model depends on the
number of elements chosen, the tables provided in [344] were used to make an optimal choice
of the number of elements for the 3D FE (visco) elastic computations.
The second (Biot) model
The Biot model differs from the previous one in that the porous nature of the material of
the specimen is explictly taken into account. In fact, the medium is considered to have two
components : the (elastic) solid frame (replaced by a homogenized solid) and the saturating
fluid. The motions of these two components are described by a coupled system of PDE’s
and are therefore coupled. This coupling shows up notably in what appears as a viscous
damping term which vanishes for vanishing relative motion of the two components.
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In the {u, p} frequency domain formulation of the Biot theory formulated by Atalla [14],
the displacement field u of the frame and the sound pressure p in the fluid phase are the
variables of interest. The variational formulation of the governing differential equations is
given in Appendix (17.10). Eqs. (17.10.1) and (17.10.2) are the basis for the FE implemen-
tation of the Atalla-Biot model. Tilded variables therein are complex-valued, the imaginary
parts of which represent dissipation effects in the material. Each of the nodes of the finite
element mesh has four degrees of freedom. Eqs. (17.10.1) and (17.10.2) are discretized using
piecewise hierarchic polynomials as basis functions. The resulting sparse symmetric system
of linear equations is solved, for each frequency, using a sparse direct solver.
Comparison of the two models
We employed the Biot model, implemented in our numerical code constructed from the
formulation explained in sect. 17.5.2, to generate reference solutions, concerning the response
at a point on the surface of a 2.5 cm thick, melamine disc specimen to an applied concentrated
force of 1 N at a point opposite to the first one on the disc surface. 7200 finite elements
were used, resulting in 133000 unknowns. Each frequency took 3.5 hours of computation
time on the SGI Origin3800 computer of the Center of High Performance Computing of the
Technische Universität in Dresden, Germany. This computation required previous knowledge
of the Young’s modulus and Poisson ratio which were taken to be E = 160 kPa, ν = 0.4, as
well as the Biot parameters (φ=0.97, α∞ = 1.015, Λ = 99µm), which were recovered from
the inversion, with the help of the equivalent fluid model [130], of experimental acoustical
reflection and transmission data [136] relative to the melamine disc solicited by the waves
radiated by 50 , 100 and 200 kHz air-coupled ultrasonic transducers.
The 3D FEM (visco) elastic model, implemented by Abaqus software, was made to
produce results, for the same specimen solicited in the same manner. The specimen was dis-
cretized using 272 (1483 nodes) 20-node quadratic hexahedron brick elements (type C3D20R
[185]). The total cpu time for the calculation of 128 frequencies (200-3kHz) was 328 seconds
on an Intel P4 3 Ghz personal computer. This much shorter computation time constitutes
a strong motivation for choosing the viscoelastic model rather than the Biot model for the
inversion, provided, of course, that the viscoelastic model gives similar results to those of
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the Biot model.
The comparisons in Figs. 17.4 and 17.5 show that the viscoelastic model indeed gives
rise to solutions quite close to those of the Biot model. This fact incited us to choose the
viscoelastic (rather than the Biot) model for the purpose of the inversions.
17.5.3 Method of solution of the inverse problem
As briefly mentioned above, the inversion proceeds in two distinct steps (actually three
steps, because the density of the sample is first obtained from measurements of its geometry
and weight).
The (real) elastic moduli E, ν are first retrieved by use of : a) the data consisting of
the experimentally observed resonance frequencies of the specimens vibrating with free-free
boundary conditions, and b) the elastic 3D FEM model (i.e., the viscoelastic model with no
damping) to solve the eigenvalue problem via (22.4.4) (see, e.g., [195], p. 570-600) for the
model values of the resonance frequencies associated with the trial values of E, ν at each
iteration step during the inversion (see Fig. 17.6).
A cost function J, constituting the measure of the discrepancy between the model reso-
nance frequencies and the experimental resonance frequencies, is computed for each set of
trial values of E, ν :
J(E, ν) =
m∑
n=1
w2n
{
fnexperiment − fnmodel(E, ν)
}2
, (17.5.7)
with wn the weighting coefficient for the mode, fnexperiment the target resonance frequency
obtained by experiment, n the mode number, m the number of employed modes and fnmodel
the natural frequency furnished by the model for the current trial values of E and ν.
The search for the optimal set E, ν which minimizes J is achieved automatically, and
in iterative manner, by the Levenberg-Marquardt optimization algorithm (i.e., the lmdif
routine from Minpack, implemented in the Argonne National Laboratory).
The final step of the inversion procedure is to obtain the Rayleigh parameters α, β of
the specimen by minimizing the discrepancy between the measured spectral responses and
the responses computed by means of the viscoelastic model incorporating the previously-
obtained optimal set E, ν.
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17.6 Results and discussion
17.6.1 Preliminaries
The vibration spectral response amplitudes and phases are first plotted for each specimen
and the resonance frequencies are obtained by correlating the amplitude peaks to sudden
phase variations.
These measured resonance frequencies are displayed in Table (17.2) for the various spe-
cimens under examination.
The elastic moduli and damping parameters are then retrieved by the procedure outlined
in the previous section.
17.6.2 Particular aspects of the cost function
Uniqueness as manifested by a single minimum
Good practice for solving inverse problems requires that the recovered solution be unique.
An indication of uniqueness can be found by plotting the cost functions, given by (17.5.7),
as a function of the parameters one wants to recover.
A cost function for PE1, computed with E in the range 140 - 200 kPa and the Poisson
ratio in the range 0.1 - 0.5, when all the modes are attributed equal weights (wn = 1), is
depicted in Fig. 17.7.
The noteworthy feature of this figure, typical of what occurs for all the specimens under
examination, is that the solution is unique (the minimum of the cost function occurs at
E ∼ 160 kPa and ν ∼ 0.4).
Choice of weights
The resonance frequency of a natural mode may not be precisely determined for several
reasons : mode-coupling, difficulties in distinguishing between the different types (compres-
sion, torsion and flexural) of modes, and the presence of noise. In such cases it is best to
assign weights and attribute the larger values to the more precisely-determined natural fre-
quencies. It is thus preferable to choose, if possible, the geometry of the specimen that will
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provide a vibration spectrum with well-separated resonance peaks.
Choice of the number of resonance frequencies
Increasing the number (larger m) of resonance frequencies in the cost function generally
improves the rate of convergence of the inversion scheme.
In [55], the accuracy of the reconstruction of the depth of the sea by echolocation was
shown to depend on the sharpness of the cost function in the neighborhood of one of its
minima. The sharpness was determined from the calculation of its absolute curvature.
Herein the slope of the cost function around the minima is analyzed. This can be illus-
trated by calculating the slope of J with a fixed value of the Poisson ratio. In [344] the
resonance frequencies (ωn) obtained by solving an eigenvalue problem for thick elastic plates
with varying diameter (R) and thickness (h) ratios are given in table form as function of the
non-dimensional frequencies λn > 0 with ωn = λnR
√
E
2ρ(1+ν) . This is similar to the resonance
frequencies of the Euler-Bernoulli beam model. The slope of the cost function using this
model is given by
dJ(E)
dE
=
m∑
n=1
λn
R
√
1
2ρ(1 + ν)E
(
ωn − ωexperimentn
)
, (17.6.1)
When (ωn − ωexperimentn ) < 0, the point is situated on the left side of the minimum of J
and the slope is negative, so that increasing the number of terms in the series increases
the absolute value of the (negative) slope. A similar reasoning shows that when the point
is on the right side of the minimum of J, increasing m increases the absolute value of the
(positive) slope.
An illustration of this finding is given in Fig. (17.8) wherein the cost function is computed
by varying Young’s modulus with the Poisson ratio fixed at 0.4. This figure reveals that em-
ploying the largest (five) number of modes for the inversion provides the sharpest minimum,
thus allowing a faster convergence and more precise solution of the inverse problem.
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17.6.3 The outcome of the inversion scheme for samples PE1 and PE2
The recovered parameters, Young’s modulus and Poisson ratio for the two melamine disc
samples PE1, PE2 and the the hollow polyurethane cylinder PE4, are given in table 17.2.
17.6.4 Comparison between experimental and model responses for samples
PE1 and PE2
Acceleration and strain were computed by the 3D viscoelastic FEM model employing
the elastic moduli and damping factors obtained by the previously-described inversion pro-
cedure. The computed strain (ε22) is picked on a centroid of the element (this is an inter-
polation of integration point quantities to the centroid of an element). The position of the
element corresponds to that of the measurement. The model and experimental responses are
depicted in Fig. 17.9.
17.6.5 The outcome of the inversion scheme for sample PE3
The recovered parameters, Young’s modulus and Poisson ratio for the square melamine
(7cm× 7cm × 5cm) thick plate specimen (PE3) are given in table 17.2.
The elastic moduli and Rayleigh damping parameters for the thick plate specimen are
found to be approximately the same as those of the disc samples. This is consistent with
the fact that all of these samples are made of the same material (melamine) and that the
elastic moduli and damping parameters are inherent to the material and should not depend
on the sample size and shape.
17.6.6 Comparison between experimental and model responses for sample
PE3
The recovered elastic constants and Biot parameters were employed to compute the
vibrational response of the square melamine (7cm× 7cm × 5cm) thick plate specimen (PE3).
This response is compared to the experimental response (actually, the average response of
five such specimens) in Fig. 17.10.
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17.6.7 The outcome of the inversion scheme for sample PE4
A different material (polyurethane) in the form of hollow cylinder (specimen PE4, Fig.
(17.11)) was characterized in the same way as above.
The recovered parameters, Young’s modulus and Poisson ratio, for this specimen are
given in table 17.2.
17.6.8 Comparison between experimental and model responses for sample
PE4
In Fig. 17.12, we compare the measured response of the hollow cylinder specimen PE4
to the computed 3D FEM viscoelastic response (for α = 400 and β = 1.5.10−5).
17.6.9 Quality and damping factors of melamine and polyurethane
Using the previously-mentioned inversion procedure of the measured response, we re-
covered the Rayleigh damping factors, and the variation of the attenuation factors with
frequency, of the two cellular materials : melamine and polyurethane.
The recovered modified Maxwell model parameters for the two materials are resumed in
table 17.2, whereas Q−1GM is plotted in Fig. 17.13.
The comparison in in Fig. 17.13 reveals that cellular melamine exhibits a larger attenua-
tion than cellular polyurethane, particularly in the lower frequency range.
17.6.10 Possible sources of errors in the determination of the material
properties
Geometric errors
The thick disc-like specimens employed herein were cut using a cylindrical cutter made
from tin can (10 cm diameter). This simple tool can introduce some errors in the shape
(supposed to be a thick circular plate or thick disc in the computations) and lead to a poor
determination of the volume and and thus of the density of the material.
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The solution of this problem is to scan the specimen with a laser to retrieve the exact
geometry. Although this can solve the problem in the context of our inversion method, it
does not solve the problem when the (disc-shaped) sample is characterized within a standing
wave tube (due to the circumferential edge constraints entailed by the mounting conditions
[306, 307]). The solution to the mounting problem in the standing wave tube is to use
thin samples, but this reduces the precision of the measurement of the elastic parameters,
especially the Poisson ratio.
Anisotropy
Natural cellular materials like bone and wood are anisotropic due to their weight-
supporting nature.
Most foams are anisotropic to some extent due to the foaming process [149]. This is
manifested in the resonance frequencies. The mechanical parameters used to compute these
frequencies for the modes in the longitudinal direction will not give the correct values for
the transverse and radial ones. The best way to uncover anisotropy in the material is to
compute the frequencies using an isotropic elastic model (e.g., for specimen PE4, which has
been precisely-cut by a machine), and then to compare the resonance frequencies for the
breathing, radial, purely bending and longitudinal modes (here 820, 1091, 1387, 2100 Hz
respectively). We have done this and found that these frequencies are very close if not equal
to the measured ones (table 17.2).
What may appear as effects due to anisotropy can actually be caused by discrepancies
between the actual specimen geometry and model geometry.
17.7 Conclusions
An experimental technique, employing a bonded (to the specimen) PZT exciter and
sensor (which was shown to actually measure the strain at point), was developed to generate
real data concerning the linear response to small-amplitude sinusoidal solicitations of (e.g.,
cellular) materials that exhibit non-linear response even for moderate solicitations.
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An inversion procedure was described whereby the experimental linear response is com-
pared to a model response in order to recover the homogenized elastic moduli and damping
parameters of two types (melamine and polyurethane) of cellular materials.
The choice of the theory for computing the model response was shown to be a very
important issue in that the model response is computed hundreds of times during the in-
version. Ideally, the theory should incorporate all the important physics of the phenomena
related to the generation of vibrations in the porous specimen. Although the Biot theory
largely fulfills this role, it is very computationally-intensive. We employed the Biot theory
(implemented by our 3D FEM numerical code) to generate reference solutions whereby we
evaluated another candidate theory. The latter is a classical one deriving from the elasto-
dynamics of linear, isotropic, homogenized, elastic continua with the inclusion of Rayleigh
damping (shown to be rheological equivalent to a modified Maxwell model) to account for
anelastic effects. This (viscoelastic) model was also translated into a 3D FEM numerical code
which is far less time-consuming than the Biot model-based code. The results deriving from
the two models were compared and shown to be quite similar, thus justifying the further
use of the viscoelastic model in the inversion procedure.
The inverse problem of the retrieval of the elastic moduli and damping factors was then
solved and shown to give rise to a unique solution (i.e., the cost function is convex and
exhibits a single global minimum). Arguments were given, and results were shown, that
indicate why it is advantageous to employ resonance frequency data for more modes in
order to improve the precision and rate of convergence of the inversion. The sources of error,
i.e., geometrical uncertainty and anisotropy of the specimens, of the recovered parameters
were identified and discussed.
The transduction, measurement, and inversion techniques developed herein for very low-
amplitude solicitations have thus been shown to enable the avoidance of the problems (i.e.,
recovered parameters that depend on the level of the solicitation) encountered when the
mechanical characteristics of materials, such as those of cellular nature, are identified using
vibrational response data that is clearly nonlinear even for moderate levels of excitation.
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17.8 Appendix A : The steady-state linear dynamic equation
In the formulation of the steady-state linear dynamic analysis it is assumed that the
structure undergoes small harmonic vibrations about a deformed, stress state defined by a
subscript 0.
The procedure is to appeal to the principle of virtual work∫
Ω
δεs : σsdΩ+
∫
Ω
ρδu.u¨dΩ+
∫
Ω
ρaδu.u˙dΩ−
∫
∂Ω
δu.tdS = 0, (17.8.1)
where a is the mass proportional damping factor, t the surface traction and δεs the strain
variation compatible with the displacement u.
The discretized form of this equation is
δun
{
Mnmu¨m + (Cnm(M) + (C
nm
(K))u˙
m +Knmum −Pn
}
= 0, (17.8.2)
wherein :
– Mnm =
∫
Ω
ρNn.NmdΩ is the mass matrix,
– Cnm(M) =
∫
Ω
aρNn.NmdΩ is the mass damping matrix,
– Cnm(K) =
∫
Ω
bBn : Del : BmdΩ is the stiffness damping matrix,
– Knm =
∫
Ω
[
∂Bn
∂um
: σ0 +Bn : Del : Bm
]
dΩ is the stiffness matrix,
– Pn =
∫
∂Ω
NntdS is the external load vector,
– Del is the elasticity (moduli) matrix for the material,
– B is the strain variation matrix,
– b is the stiffness proportional damping factor,
– Nn and Nm are referred to as shape, basis, or interpolating vector functions [195].
17.9 Appendix B : The modified Maxwell model
The stress-strain relationship for this model (Fig. 17.3) is given by :
σ +
η1
E
∂σ
∂t
= (η2 + η1)
∂²s
∂t
+
η1η2
E
∂2²s
∂t2
. (17.9.1)
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where E is the elasticity constant of the spring and η1 and η1 are the viscosities in the
dashpots.
Taking periodic variations for the stress and strain (σ(t) = σ0 exp(jωt), ²s(t) =
²s0 exp(jωt)), the complex modulus Ec, is given by
Ec =
σ0
²s0
=
−η1η2ω2 + jE (η2 + η1)ω
(E + jη1ω)
. (17.9.2)
For weak-to-moderate Rayleigh damping, the dissipation factor Q−1 and the damping ratio
ξ are related by :
Q−1 ≈ 2ξ. (17.9.3)
For a linear, viscoelastic rheological model of complex modulus E∗ = ER+ jEI , the expres-
sion of the quality factor is Q = EREI , and, for this particular generalized Maxwell model :
Q−1GM =
E(η1 + η2)
η21ω
+
η2
E
ω. (17.9.4)
The relationship between α and β and the mechanical parameters of the generalized Maxwell
model is then given by
α = E(η1 + η2)/η21, β =
η2
E
. (17.9.5)
17.10 Appendix C : Biot model
The porous media is coupled to a fluid and the displacement field is computed using the
Biot theory formulated in the variables {u, p} (u the displacement field of the frame, and p
the sound pressure in the fluid phase) by Atalla [14].
A variational formulation of the governing differential equations leads to :∫
Ω
σˆs(u) : εs(δu)dΩ− ω2ρ˜
∫
Ω
u.δudΩ− γ˜
∫
Ω
∇p.δudΩ
−
∫
∂Ω
[σˆs.n].δudΓ = 0,
(17.10.1)
φ2
ω2ρ˜22
∫
Ω
∇p.∇δpdΩ− φ
2
R˜
∫
Ω
pδpdΩ− γ˜
∫
Ω
∇δp.udΩ
+
∫
∂Ω
[
γ˜un − φ
2
ω2ρ˜22
∂p
∂n
]
δpdS = 0,
(17.10.2)
wherein :
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– δu and δp denote admissible variations of u and p,
– ε=
s
is the solid phase strain tensor,
– σˆ=
s
is the stress tensor of the solid phase of the material in the vacuum,
– ρ˜ and ρ˜22 are the apparent densities of the solid and the fluid phases,
– γ˜ is a coupling factor between the two phases,
– Q˜ and R˜ are poroelastic coefficients whose expressions can be found in Ref. [14],
– Q˜ and R˜ are related to Kb, the bulk modulus of the frame in vacuo, to Ks, the bulk
modulus of the elastic solid composing the frame, and to K¯f , the bulk modulus of the
air in the pores,
– Ω stands for the porous material volume, ∂Ω denotes its boundary, subscript n denotes
the normal component of a vector and n is the unit external normal vector of the
boundary surface ∂Ω.
17.11 Table captions
Tab. 17.1 – The density calculated from the measured weights (employing a Sartorius
L2200S balance) and calculated volumes of the disc-shaped samples (diameter, 10.0 cm ).
Note that PE1 and PE2 are cut from different samples. The hollow cylinder has an exterior
diameter of 8.0 cm and height 4.0 cm.
Tab. 17.2 – Measured resonance frequencies (in Hz) and inversion results compared to some
reported values for samples PE1 and PE2. The units of E are kPa and those of viscosity (η1
and η2) are Nm−2s (also termed Pascal seconds (Pas)). In [204], E = 160 kPa, ν = 0.44 for
PE1, PE2 and PE3.
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17.12 Tables
TABLE 1
Specimen form thickness (cm) density (Kgm−3)
PE1 thick disc 2.9 8.34
PE2 thick disc 3.1 8.3
PE3 thick plate n/a 8.3
PE4 Hollow cylinder 1.5 32
TABLE 2
Sample f1exp f2exp f3exp f4exp f5exp f6exp E ν η1 η2
PE1 290 542 612 633 726 - 160 0.40 133 0.16
PE2 292 515 - - 870 163 0.40
PE3 - - - - - 160 0.40 133 0.12
PE4 341 680 850 911 0.28 2.3× 103 13.7
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17.13 Figure captions
Fig. 17.1 – The experimental setup.
Fig. 17.2 – The nonlinearities of the response (shift of resonance frequency with the variation
of excitation amplitude) of specimen PE1. (a) The amplitude at different excitation voltages
and (b) the phase.
Fig. 17.3 – The modified generalized Maxwell rheological model.
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Fig. 17.4 – Computed acceleration responses, on a point of the surface of a 2.5cm thick
melamine disc specimen to a harmonic point force applied at another point of the surface,
obtained by : i) the viscoelastic FEM model incorporating Rayleigh damping parameters
α = 1200 and β = 1× 10−6 and ii) the Biot FEM model (φ=0.97, α∞ = 1.015, Λ = 99µm).
Fig. 17.5 – Computed acceleration responses, on a point of the surface of a 7cm×7cm×5cm
thick plate-like specimen to a harmonic point force applied at another point of the surface,
obtained by : i) the viscoelastic FEM model incorporating Rayleigh damping parameters
α = 1200 and β = 5× 10−7 and ii) the Biot FEM model.
Fig. 17.6 – The first two mode shapes of the modes used in the inverse problem for the
recovery of Young’s modulus and Poisson ratio for the thick melamine disc ((a) and (b))
and the hollow polyurethane cylinder ((c) and (d)).
Fig. 17.7 – The cost function to be minimized for the recovery of two variables (Young’s
modulus and the Poisson ratio for the melamine sample PE1) as a function of these variables.
Fig. 17.8 – The influence of the number of modes employed in the inversion scheme on the
sharpness of the cost function for sample PE1.
Fig. 17.9 – Response of the melamine 2.5cm thick disc. Comparison between the strain
measured by the PZT sensor and the computed strain using the 3D viscoelastic FEM with
Rayleigh damping. The Rayleigh damping parameters for this fit are α = 1200 and β =
1× 10−6.
Fig. 17.10 – Comparison between measured, averaged response of five quasi-identical PE3
(melamine (7cm × 7cm × 5cm ) thick plate specimens with the computed viscoelastic
FEM response (i.e., the strain ε22 on centroid of element at the measurement point). The
computation is made with the Rayleigh damping parameters : α = 1200, β = 5 × 10−7.
The response is measured by a PZT sensor situated opposite the exciter as depicted in Fig.
(17.1).
Fig. 17.11 – Specimen PE4 (hollow polyurethane cylinder, exterior diameter 8 cm, longi-
tudinal dimension 4.0 cm, thickness 1.5 cm) suspended by nylon threads. The PZT exciter
(visible) and the sensor situated on opposite side (not visible in the photograph) are mounted
using double-sided adhesive tape.
Fig. 17.12 – Vibrational response of specimen PE4 (hollow polyurethane cylinder) : com-
parison between the 3D viscoelastic FEM computed (with α = 400, β = 1.5× 10−5) results
and the experimental results.
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Fig. 17.13 – Attenuation factor Q−1GM for melamine and polyurethane foams, resulting from
the modified Maxwell model and the Rayleigh damping parameters α and β retrieved by
inversion of experimental response.
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Chapitre 18
Caractérisation de l’anisotropie des os
On traite de la caractérisation de l’anisotropie de l’os cortical par la méthode de
spectrométrie vibroacoustique.
18.1 Introduction
Les os, comme les muscles et les arbres, sont des structures anisotropes. Un changement
d’anisotropie peut constituer une indication d’atteinte ostéoporotique ou autre.
L’anisotropie des os a été étudiée par différentes méthodes [11, 114, 201, 401, 402].
Pithioux et al. [308] ont employé des ultrasons pour caractériser l’anisotropie d’éprouvettes
soigneusement découpées d’os cortical. Taylor et al [359] ont établi la géométrie d’un fémur
humain extrait d’un cadavre à partir d’imagerie à balayage CT. Ils ont maillé l’os en y
introduisant une distribution de densité établie en comparant la masse du modèle d’os
calculée par éléments finis (EF) avec celle de l’os cadavérique, et ils ont reconstruit les
valeurs maximales des constantes élastiques orthotropes par comparaison des prévisions
issues d’une analyse modale EF aux fréquences de résonance mesurées.
Notre démarche est similaire à celle de Taylor et al., sauf en ce qui concerne le type d’os
et la méthode pour trouver sa forme (nous ne disposions pas de scanner aux rayons-X).
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18.2 La loi de comportement de Hooke
Nous supposons ici que le matériau de l’os est élastique (plus loin généralisé en compor-
tement anélastique), linéaire, et anisotrope. Son comportement mécanique relève donc d’une
loi de Hooke.
Plus particulièrement, nous supposons que l’os est orthotrope, i.e., possède deux plans de
symétrie, et trois axes d’orthotropie. Dans ce cas, neuf constantes mécaniques définissent la
loi de comportement qui s’exprime par :
ε11
ε22
ε33
2ε12
2ε13
2ε23

=

1
E1
−ν21E2 −ν31E3 0 0 0
−ν12E1 1Ex −ν32E3 0 0 0
−ν13E1 −ν23E2 1E3 0 0 0
0 0 0 1G12 0 0
0 0 0 0 1G13 0
0 0 0 0 0 1G23


σ11
σ22
σ33
σ12
σ13
σ23

.
18.3 Problème direct : le modèle d’éléments finis
L’os vibre en réponse à une sollicitation. Ce phénomène est décrit par les équations
classiques de l’élastodynamique des milieux continus.
Pour plus de réalisme, nous introduisons une dissipation dans l’os de type Rayleigh. La
version intégrale des équations aux dérivées partielles (EDP) régissant le mouvement, qui
prend la forme du principe du travaux virtuels, est discrétisée (voir le chap. 17) et conduit
au système linéaire :
δun
{
Mnmu¨m + [Cnm(M) + C
nm
(K)]u˙
m +Knmum − Fn
}
= 0, ; m,n = 1, 2 · · · , (18.3.1)
où δun est la variation de déplacement, n = 1, 2 · · · , Mnm, Knm m,n = 1, 2 · · · les éléments
des matrices de la masse et de rigidité respectivement, Cnm(M) ; m,n = 1, 2 · · · et Cnm(K) ; m,n =
1, 2 · · · les éléments des matrices d’amortissement de la masse et de rigidité respectivement
et Fn les éléments du vecteur de l’excitation. Les éléments des vecteurs de déplacement,
vitesse et accélération sont um ; m = 1, 2 · · · , u˙m ; m = 1, 2 · · · et u¨m ; m = 1, 2 · · ·
respectivement. L’éq. (18.3.1) est la base de la modélisation en éléments finis 3D (MEF) de
nos modèles anélastiques (ou même élastiques).
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Nous avons écrit plus haut que nous rendions compte de la dissipation dans le matériau
par une loi de Rayleigh. Celle-ci apparaît comme un terme d’amortissement équivalent Ceq
dans (18.3.1) sous la forme
Cnmeq = C
nm
(M) + C
nm
(K) = αM
nm + βKnm , (18.3.2)
où α et β sont des constantes (caractéristiques du matériau) qui doivent être identifiées en
plus des modules élastiques.
18.4 Obtention de la géométrie du spécimen d’os réel
Nous voulons caractériser des os réels qui n’ont pas des géométries canoniques. Voici
l’équipement et les logiciels dont nous disposons pour trouver leur géométrie.
– Une table tournante Microcontrôle
– Un capteur de déplacement microlaser NAIS ANR1215 LM10 de Matsushita (sortie
tension volts/centimètre)
– Un pied à coulisse pour mesurer l’épaisseur
– Un multimètre numérique et programmable Agilent 34401A pour la lecture des dis-
tances mesurées
– Un programme de pilotage de table tournante Microcontrôle ESP3000/RV240CC et de
multimètre (mesure de tension issue du capteur déplacement et transfert de données
mesurées vers le calculateur - liaison GPIB)
– Un programme CAO pour la reconstruction de la géométrie
L’objet, en l’occurrence un morceau quasi-cylindrique d’os bovin évidé) est placé sur une
table rotative et sa forme extérieure (définie par la fonction rext = rext(θ, z)) est mesurée
tous les 30 degrés pour une série de coupes en z. Le vecteur de mesure de distance r est
un faisceau laser. Le pied à coulisse est employé pour mesurer l’épaisseur d(θ) et la forme
intérieure de l’os est obtenue via la formule rint(θ, z) = rext(θ, z)− d(θ).
Une fois la géométrie construite elle est sauvegardée sous format graphique CAO pour
être exportée dans Abaqus où elle est maillée ( Fig. 18.1). Le volume est calculé, la masse
est obtenue par pesage de l’échantillon puis la masse volumique est calculée (on suppose que
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Fig. 18.1 – (a) La géométrie de l’échantillon os reconstruit par balayage à partir des mesures
de distances radiales. (b) Le maillage (13998 éléments tétraèdre - 3228 noeuds ) de l’os bovin.
l’échantillon homogène). La densité, supposée une densité moyenne, est vérifiée par une autre
expérience reposant sur le principe d’Archimède. La géométrie de la structure est ensuite
exportée vers le code de calcul éléments finis (en l’occurrence, Abaqus).
18.5 Expérience d’acquisition de données vibroacoustiques
La réponse de l’os est acquise d’abord pour une sollicitation harmonique basse fréquence
par la méthode de détection synchrone. Le spectre de réponse, comportant les pics de réso-
nance, est numérisé par le démodulateur synchrone et stocké.
18.6 Reconstruction des modules
Les données à partir desquelles on cherche les 9 modules sont les fréquences de résonance
de réponse. L’inversion est réalisée par minimisation d’une fonction coût J traduisant l’er-
reur au sens des moindres carrés entre les données réelles (fréquences de résonance) et ce
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Fig. 18.2 – Photographie de la manip avec l’excitateur et senseur piezoélectrique. Le spéci-
men est libre de contrainte. Il est suspendu (supporté) par des fils en nylon.
que l’estimateur prédit pour ces fréquences pour un jeu de modules d’essai.
J (Ei, νij , Gij) =
m∑
k=1
[
fmesk − festk (Ei, νij , Gij)
]2
i, j = 1, 2, 3
où Ei, νij , Gij sont les modules élastiques, fmesk ; k = 1, 2, ...,m les fréquences de réso-
nances mesurées, et festk les fréquences prédites par l’estimateur EF.
Afin de calculer les fréquences de résonance, les matrices d’atténuation et de forces
appliquées sont annulées dans (17.5.1). Le problème de valeurs propres à résoudre pour les
fréquences naturelles de l’os s’exprime par
(ω2eigM
mn +Kmn)φn = 0 ; m,n = 1, 2, ... , (18.6.1)
où ωeig sont les fréquences propres et φn les éléments des vecteurs propres.
La recherche de l’ensemble optimal {Ei, νij , Gij ; i, j = 1, 2, 3} qui minimise J , est réa-
lisée automatiquement, et de façon itérative, par l’algorithme d’optimisation de Levenberg-
Marquardt (de la routine lmdif de Minpack.
Le problème inverse est difficile à analyser pour vérifier qu’il est bien posé. La seule façon
de vérifier que la solution est unique, pour une plage de valeurs raisonnables des modules, est
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mode 1 3 4 5 9 10 12 13 15
Fréquences
mesurées 4200 5560 6310 11240 15050 16340 18575 20190 21430
Fréquences
calculées 4274 5051 5807 11240 15840 16377 18994 19923 21954
Tab. 18.1 – Les fréquences de résonances servant de données pour l’inversion et celles ob-
tenues finalement après résolution du problème inverse avec l’algorithme d’optimisation de
Levenberg-Marquardt.
Modules Nous Katz et al Ashman et al Yoon et al Pithioux et al
E1 12,9 GPa
E2 16,0 GPa
E3 20,0 GPa
ν12 0,302
ν13 0,109
ν23 0,226
G12 6,0 GPa 6,3 GPa 6,23 GPa 8,71 GPa 9,20 GPa
G13 7,0 GPa 6,3 GPa 5,61 GPa 6,9 GPa 6,0 GPa
G23 6,9 GPa 5,4 4.52 GPa 7,17 GPa 6,05 GPa
Tab. 18.2 – Les modules élastiques d’un os bovin reconstruits à partir des modes de vibration
comparés avec les modules obtenus par les méthodes employant des ultrasons.
de tracer les fonctions-coûts en fonction des modules (deux par deux). Ceci est un processus
laborieux que nous avons évité. Nous avons préféré une autre méthode expliquée ci-après.
18.7 Résultats
Les fréquences de résonance mesurées et celles obtenues finalement après résolution du
problème inverse avec l’algorithme d’optimisation, sont données dans le tableau (18.1), tandis
que les valeurs reconstruites des modules sont portées dans le tableau (18.2).
18.8 Vérification
Pour la vérification de la validité des modules réconstruits à basse fréquence, on calcule
la réponse en appliquant une force harmonique de 1.0 N (à l’endroit où l’excitateur est placé
dans l’expérience) pour différentes fréquences. Dans l’expérience on suppose que les réponses
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Fig. 18.3 – Comparaison entre la réponse (accélération) calculée ( modèle EF orthotrope
avec amortissement viscoélastique de Rayleigh : α = 0, 3 et β = 3× 10−7) et l’expérience
- Réponse basse fréquence.
en fréquence de l’excitateur et celle du capteur sont plates sur la bande de mesure. Le calcul
consiste à résoudre l’éq. (18.3.1) pour chaque fréquence. La réponse vibratoire de cet os à
basse fréquence est bien reproduite mais certains petits pics se trouvent un peu décalés par
rapport au calcul (fig. (18.3)). La raison possible est, qu’une partie de l’os en formation est
restée accrochée dans la partie intérieure de l’échantillon. Cette petite couche d’os dur n’a
pas le même module que le reste, rendant ainsi l’os inhomogène. Un autre problème est qu’à
partir de 15 kHz, la densité modale (le nombre de modes) devient élevée ; et donc il est
difficile de les classer. Quelques déformées de modes sont traces dans fig. (18.4).
Pour une deuxième vérification, on applique une force harmonique pour différentes fré-
quences, s’étageant de 70 kHz à 150 kHz (plus hautes que celles de la bande du spectre
dans la première expérience) avec l’excitateur et le capteur, cette fois, placées de même côté
au-dessus de l’os (fig. (18.5a)). Ce choix est dicté par la volonté de vérification des modes
que l’on n’aurait pas excité et mesuré en positionnant l’excitateur et le capteur comme dans
la première expérience. Ces modes sont influencés par le module dans le sens vertical (fig.
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(a) 4200 Hz (b) 5560
(c) 10799 Hz (d) 16340 Hz
(e) 34059 Hz (f) 38986 Hz
Fig. 18.4 – Les déformées modales du spécimen, calculées après résolution du problème
inverse.
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(18.5b)). La réponse est calculée avec les modules reconstruits constituant la solution du
problème inverse. La comparaison de la réponse théorique (celle obtenue par le calcul que
l’on vient de décrire, avec des valeurs raisonnables des constantes de Rayleigh α et β) et
l’expérience (réponse expérimentale à la force harmonique) sont tracées dans la fig. (18.5c).
On y remarque que les fréquences de résonance théorie et expérience semblent assez bien
coïncider, mais les facteurs de qualité des pics de résonance ne sont pas bien reproduits, ce
qui peut être du à un mauvais choix de α et β. A haute fréquence, l’excitateur et le senseur
n’ont peut-être pas non plus une réponse plate, ou bien, le modèle de Rayleigh est peut-être
trop simple pour représenter les phénomènes de dissipation dans l’os. Cette vérification de la
validité des modules reconstruits à haute fréquence débusque des problèmes insoupçonnés.
La taille des capteurs (poids et dimension) ne sont pas non plus négligeables à ces fréquences.
Il serait souhaitable de diminuer encore leur taille et augmenter leurs nombre pour pouvoir
identifier les déformées modales. La densité modale étant trop élevée à haute fréquence, il
est aussi très difficile d’identifier les modes. Le nombre d’éléments dans le modèle MEF doit
être augmenté ce qui rallonge considérablement le temps pour calculer la réponse spectrale.
18.9 Discussion et conclusion
Ce travail a permis d’aborder le problème de la caractérisation de l’anisotropie de l’os
par spectroscopie vibratoire. Les modules reconstruits ont été comparés à ceux obtenus par
plusieurs auteurs par des méthodes ultrasonores.
Cette étude a permis de rendre compte de la complexité de la reconstruction des nom-
breux modules élastiques. La solution du problème inverse requiert l’étude de la sensibilité de
chaque module élastique par rapport aux données. Pour un calcul très précis de ces modules
et modes vibratoires, il est indispensable d’avoir une géométrie la plus précise possible.
Les modules reconstruits à partir des fréquences de résonance avec un modèle d’analyse
modale MEF orthotrope 3D (MEFO3D), ont été affirmés en comparant le spectre de la ré-
ponse mesurée à celle calculée par la MEFO3D harmonique (steady state) à basse fréquence.
L’accord ici est bon. Nous avons ensuite voulu valider ces modules reconstruits en les em-
ployant pour calculer la réponse dans une autre bande de fréquence avec un changement
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Fig. 18.5 – (a) Pour les mesures haute fréquence, (> 30 kHz), l’excitateur et le senseur sont
placés de même coté au-dessus de l’os comme dans la photo. (b) Mode longitudinal à 83
kHz. (c) Comparaison entre la réponse (accélération) calculée ( modèle EF orthotrope avec
amortissement viscoélastique de Rayleigh : α = 0, 3 et β = 3 × 10−7) et l’expérience. Les
pics de résonance importants sont assez bien reproduits mais l’amortissement reste encore
à améliorer.
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de points d’excitation et de mesure, pour étudier d’autres types de modes (longitudinal,
flexion) car les modes à basse fréquence sont, plutôt de type radial et de cisaillement (fig.
(18.4)). L’épaisseur de l’échantillon étant faible, ces autres modes se trouvaient forcément
à plus haute fréquence. Le couple transducteur/électronique développé dans cette thèse et
pouvant travailler à très haute fréquence (en vibration) nous a permis de réaliser cette étude
. Mais il en sort de ces essais de vibration haute fréquence (VHF) que les capteurs ne sont
pas encore assez miniaturisés (pour pouvoir augmenter leurs nombre pour voir les déformées
modales et être sûr ainsi, de la fréquence de résonance du mode observé). Il est possible
que la dépendance fréquentielle des modules, limite la précision de la deuxième méthode de
validation.
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Chapitre 19
La prise en compte de la moelle de
l’os
On traite théoriquement et expérimentalement, sur l’exemple d’un fantôme tubulaire
rempli de divers fluides, l’impact de la présence de la moelle sur la caractérisation vibroa-
coustique de l’os.
19.1 Introduction
Le tissu occupant la partie médullaire des os longs, et les pores des parties trabéculaires
des os, contiennent divers fluides tels que le sang, le fluide synovial et la moelle (Fig. (19.1)).
L’importance potentielle du fluide occupant le canal médullaire (la moelle) sur le champ
vibratoire (et même ondulatoire) de l’os a été généralement ignorée.
La composition en moelle est variable d’une région à l’autre d’un os donné. La distinction
est généralement faite entre la moelle jaune, ou grasse, composée principalement d’adipo-
cytes, et la moelle rouge, composée principalement de cellules fibroblastiques/réticulaires.
La moelle rouge est active dans le hematopoiesis [321].
La composition en moelle change avec l’emplacement anatomique, l’âge, la race, et l’état
de maladie [268, 330]. L’augmentation relative avec l’âge en quantité de moelle graisseuse
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Fig. 19.1 – Composition de l’os.
est associée à la diminution du potentiel ostéogenique (pouvoir de fabriquer du tissu osseux),
et a été reliée à la perte osseuse relative au vieillissent [321].
Ainsi, un changement de composition de la moelle pourrait fournir une indication sup-
plémentaire d’une maladie de l’os telle que l’ostéoporose à condition de pouvoir le détecter.
Dans ce chapitre, nous étudions cette possibilité, en comparant la réponse vibratoire, à
une excitation ponctuelle (harmonique et transitoire), d’un fantôme d’os long en forme de
cylindre élastique creux (tube) représentant l’état sec (rempli d’air), avec un autre fantôme
du même type dont la partie médullaire est remplie de divers liquides.
On suppose que les fluides sont non-visqueux et incompressibles, et leur mouvements,
comme celui de l’os cortical, sont modélisés dans le cadre des petits déplacements. Les
équations de mouvement de poutre de Timoshenko (théorie de deux modes de cisaillement)
sont résolues en utilisant la méthode de différences finies (DF) de quatrième ordre pour
obtenir les vitesses de phase qui sont comparées à celles obtenues expérimentalement (pour
un os sec).
Une analyse des fréquences propres vibratoires du système couplé (solid/fluide) est alors
développée en utilisant un modèle éléments finis 3D.
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L’interaction fluide interne-structure (IFS) est matérialisée sur un banc d’essai vibroa-
coustique fournissant des données de réponse vibratoire (le problème direct) pour valider le
modèle IFS.
Le mouvement couplé d’une structure élastique (e.g., os) et d’un fluide (e.g.,moelle) est un
problème qui se produit dans diverses applications technologiques [214, 347, 407]. Une étude
théorique et expérimentale du problème d’intéraction fluide externe/fluide interne/structure
a été réalisée par Gorman et al. [158] pour une cavité cylindrique. Le fluide interne était
enfermé d’un coté par une plaque vibrante. Les autres parois de la cavité étaient considérés
comme rigides.
Dans notre étude, la réponse sera mesurée à l’interface (supposée être libre de contraintes,
sauf indication contraire) de la partie solide avec l’air ambiant. C’est la grande différence
avec les autres études traitant l’IFS dans lesquelles les réponses sont le plus souvent mesurées
dans le fluide.
La question importante à laquelle nous tenterons de répondre concerne l’influence du
fluide sur les fréquences propres de la structure. On montrera que la caractérisation par
méthodes vibratoires ne peut réussir que si l’on tient compte des interactions entre l’os et le
fluide qu’il contient (en supposant que l’interaction de l’os avec le fluide leger (air) ambiant
puisse être négligée).
19.2 Modèles simples de vibration d’os longs - modèle de poutre
de Timoshenko (MPT)
Le modèle de poutre de Timoshenko ajoute les effets du cisaillement et de l’inertie de
rotation au modèle d’Euler-Bernoulli, et donne lieu à des résultats pour les vibrations de la
poutre en flexion qui sont en bon accord avec la théorie exacte [362].
Les deux modes de déformation d’une poutre uniforme de Timoshenko sont régies par
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deux équations couplées [178, 349]
GAκ
(
∂ϕ
∂x
− ∂
2v
∂x2
)
+ ρA
∂2v
∂t2
= q(x, t), (19.2.1)
GAκ
(
∂v
∂x
− ϕ
)
+EI
∂2ϕ
∂x2
= ρI
∂2ϕ
∂t2
, (19.2.2)
où v(x, t) est le déplacement latéral, ϕ(x, t) la courbure, ρ la densité, G, le module de
cisaillement, κ, le facteur de correction de cisaillement, et q(x, t) la force appliquée.
L’élimination de ϕ donne la seule équation :
EI
ρA
∂4v(x)
∂x4
− I
A
(
1 +
E
Gκ
)
∂4v(x)
∂t2∂x2
+
∂2v(x)
∂t2
+
ρI
GAκ
∂4v(x)
∂t4
=
q
ρA
− EI
GκρA2
∂2q
∂x2
+
I
GκA2
∂2q
∂t2
. (19.2.3)
Pour calculer les modes propres en annule la force d’excitation. Ensuite, la solution est
cherchée sous la forme v(x, t) = v(x, ω) exp[i(γx − ωt)], où γ est le nombre d’onde et ω, la
pulsation, ce qui mène à
EI
ρA
∂4v(x)
∂x4
+
ω2I
A
(
1 +
E
Gκ
)
∂2v(x)
∂x2
− ω2v(x) + ω
4ρI
GAκ
v(x) = 0 . (19.2.4)
Les valeurs de κ ont été calculées par plusieurs auteurs pour des sections géométriques
simples [199, 85, 362].
L’éq. (19.2.4) est l’équation du Modèle de Poutre de Timoshenko en domaine Fréquen-
tielle (MPTF).
19.3 La résolution numérique par différence finies du MPTF
pour un fantôme d’os de longueur finie
La méthode DF développée ici donne lieu à une solution approchée au quatrième ordre
de l’équation aux dérivées partielles du MPTF.
Le remplacement des dérivées par leurs approximations en différences finies centrées de
quatrième-ordre se traduit par :
EI
ρA
(
1
6~4
)
(−vj−3 + 12vj−2 − 39vj−1 + 56vj − 39vj+1+
12vj+2 − vj+3) + Iω2A
(
1 + EGκ
) (
1
12~2
)
(−vj−2 + 16vj−1 − 30vj+
16vj+1 − vj+2)− ω2vj + ρIω4GAκvj ≈ 0 .
(19.3.1)
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où j = 0, 1, . . ..
On pose α = EIρA
(
1
6~4
)
, β = IA
(
1 + EGκ
) (
1
12~2
)
et γ = ( ρIGAκ).
L’éq. (19.3.1) devient donc :
(−αvj−3 + 12αvj−2 − 39αvj−4 + 56αvj − 39αvj+1 − αvj+3)+
ω2 (−βvj−2 + 16βvj−1 − (30β + 1)vj + 16βvj+1 − βvj+2) + ω4γvj ≈ 0 .
(19.3.2)
19.3.1 Poutre libre-libre
Les conditions aux limites d’une poutre libre-libre sont : ∂
2v
∂x2
= 0 and ∂
3v
∂x3
= 0 à x = 0
et x = L (L la longueur de poutre).
Leur emploi pour (j = 0 et j = n (n le nombre de segments sur la longuer de la poutre)
donne lieu aux points fictifs :
v−1 = 2v0 − v1, v−2 = 4 (v0 − v1) + v2, v−3 = 6(v0 − v1) + v3,
vn+1 = 2vn − vn−1, vn+2 = 4(vn − vn−1) + vn−2, vn+3 = 6(vn − vn−1) + vn−3 .
(19.3.3)
j Equation
0 20αv0 − 42αv1 + 24αv2 − 2αv3 + ω
2 (−(2β + 1)v0 + 4βv1 − 2βv2)+
ω4γv0
1 −19αv0 + 48αv1 − 40αv2 + 12αv3 − αv4+
ω2 (14βv0 − (29β + 1)v1 + 16βv2 − βv3) + ω4γv1
2 10αv0 − 38αv1 + 56αv2 − 39αv3 + 12αv4 − αv5
ω2 (−βv0 + 16βv1 − (30β + 1)v2 + 16βv3 − βv4) + ω4γv2
3 à n-3 −αvn−3 + 12αvn−2 − 39αvn−1 + 56αvn − 39αvn+1 + 12αvn+2 − αvn+3+
ω2 (−βvn−2 + 16βvn−1 − (30β + 1)vn + 16βvn+1 − βvn+2) + ω4γvn
n-2 −αvn−5 + 12αvn−4 − 39αvn−3 + 56αvn−2 − 38αvn−1 + 10αvn
ω2 (−βvn−4 + 16βvn−3 − (30β + 1)vn−2 + 16βvn−1 − βvn) + ω4γvn−2
n-1 −αvn−4 + 12αvn−3 − 40αvn−2 + 48αvn−1 − 19αvn+
ω2 (−βvn−3 + 16βvn−2 − (29β + 1)vn−1 + 14βvn) + ω4γvn−1
n −2αvn−3 + 24αvn−2 − 42αvn−1 + 20αvn+
ω2 (−2βvn−2 + 4βvn−1 − (2β + 1)vn) + ω4γvn
Tab. 19.1 – La matrice pour la poutre de Timoshenko libre-libre et les équations des points
se trouvant sur les positions j le long de son axe.
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19.3.2 Poutre encastrée-libre
Les conditions aux limites d’une poutre encastrée-libre sont : v = 0 and ∂v∂x = 0 à x = 0
et x = L.
L’analyse des points fictifs correspondant à x = 0, (j = 0) donne :
v = 0⇒ v0 = 0
v
(1)
j =
(
1
2h
)
(vj+1 − vj−1)⇒ v−1 = v1
v
(1)
j =
(
1
12~
)
(vj−2 − 8vj−1 + 8vj+1 − vj+2)⇒ v−2 = v2 ,
(19.3.4)
et celle pour x = L, (j = n) est la même que pour le cas libre-libre.
Les équations qui résultent de l’introduction des conditions aux limites (19.3.2) sont
présentées dans le tableau (19.2) pour différentes positions sur la poutre.
j Equation
1 −αv4 + 12αv3 − 40αv2 + 68αv1
ω2(−βv3 + 16βv2 − (31β + 1)v1) + ω4γv1
2 −αv5 + 12αv4 − 39αv3 + 56αv2 − 40αv1
ω2(−βv4 + 16βv3 − (30β + 1)v2 + 16βv1) + ω4γv2
Tab. 19.2 – La matrice pour la poutre de Timoshenko encastrée-libre et les équations des
points se trouvant sur les positions j le long de son axe. La deuxième partie du tableau est
identique au cas libre-libre (tableau 19.1).
19.3.3 Résolution de l’équation matricielle du MPTF-DF
L’éq. (19.3.1) peut écrire sous la forme matricielle :
Cv + ω2Bv + ω4Av = 0 , (19.3.5)
ou, avec Ω = ω2, 0 la matrice nulle, I la matrice unité,
C+ΩB+Ω2Av = 0 , (19.3.6)
dont les solutions sont :
ΩI =
−B±√B2 − 4AC
2
A−1 . (19.3.7)
Dans (19.3.7), il est nécessaire de calculer la matrice
X =
√
BB− 4AC :=M 12 , (19.3.8)
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sachant que X est la racine carrée principale de la matrice, M, c’est-à-dire, XX = M.
Autrement dit, X est la racine carrée unique pour laquelle chaque valeur propre a une partie
réelle non-négative. Si M a toutes ses valeurs propres négatives, alors on obtient une racine
complexe. Si M est singulière, alors la racine carrée n’existe pas.
Les solutions pour Ω sont obtenues de
det
(
ΩI− 1
2
XA−1
)
= 0 . (19.3.9)
et les valeurs propres sont, dans ce cas-ci, complexes :
ωk = $k + jνk . (19.3.10)
νk s’appelle le facteur d’atténuation et $k la fréquence naturelle du mode (k). D’autres
termes utilisés généralement sont le taux d’amortissement et la fréquence de résonance. En
présence de pertes, l’atténuation de l’amplitude de champ de déplacement est habituellement
prise en compte par une fréquence complexe (19.3.10) dont la partie imaginaire fournit le
taux de décroissance temporelle de l’amplitude.
Les deux solutions de (19.3.7) correspondent aux deux modes de propagation d’ondes de
cisaillement ayant deux vitesses de phase différentes.
19.4 Comparaison des résultats numériques et expérimentaux
19.4.1 Première comparaison portant sur des modèles 1D numériques et
un résultat expérimental pour un os réel
Le modèle MPTF-DF 1D implémenté dans Matlab (avec 700 noeuds) a d’abord été
validé en le comparant à un modèle de Timoshenko numérisé par éléments finis (EF) 1D de
poutre quadratique à 3 noeuds (B32) (515 éléments, 1031 noeuds). Ce dernier modèle a éte
implémenté dans le logiciel commercial Abaqus [185].
Les deux formulations sont comparées sur l’exemple d’une poutre à section transver-
sale circulaire de rayon 1.135cm. Ce rayon correspond au rayon moyen vers le milieu de la
diaphyse du tibia dont nous possédons la géométrie. Le facteur de correction pour le cisaille-
ment est donné dans [199]. Les autres paramètres mécaniques et géométriques (E = 22 GPa,
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ν = 0.28 et L = 51.5 cm) correspondent à ceux d’un fémur humain dont les fréquences de
résonance ont été rapportées par Khalil [223].
Les résultats de cette comparaison figurent dans le tableau (19.3). On y remarque que
mode MPTF-DF S1 MPTF-EF S1 Ref [223]
fdp1 250 250 250
fhp1 - - 300
fdp2 682 682 750
fhp2 - - 810
fdp3 1317 1320 1450
fhp3 - - 1508
fdp4 2136 2145 2150
fhp4 - - 2345
fdp5 3123 3113 3050
fhp5 - - 3670
Tab. 19.3 – Les fréquences de résonance (Hz) des modes de flexion dans le plan (DP) et hors
plan (HP) pour un fémur humain. Comparaison entre d’une part les résultats des calculs par
le MPTF-DF (1D) et le MPTF-EF 3D et d’autre part les résultats expérimentaux rapportés
dans [223]
les deux méthodes numériques donnent sensiblement les mêmes résultats, mais l’écart est
plus important avec les résultats expérimentaux, ce qui n’est pas étonnant vu que dans un
cas on a une poutre 1D, et dans l’autre un vrai os long à section non-circulaire et variable
le long du spécimen.
19.4.2 Deuxième comparaison entre un modèle 1D, un modèle 3D et des
résultats expérimentaux
L’objectif maintenant est de savoir si les résultats publiés dans les quelques publications
disponibles peuvent être décrits avec une précision accéptable par des modèles simples de
comportement. Ceux-ci sont le MPTF-MD en 1D développé ici, et un autre modèle moins
simple, et purement numérique, qui s’appuie sur une formulation EF 3D.
La seule précaution prise était de s’assurer que les longueurs des os, dont les géométries
ont été obtenues par CT-scan (Computerized Tomography Scan, le rayonnement de sondage
étant des rayons-X), étaient approximativement les mêmes que celles pour lesquelles des
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résultats expérimentaux ont été rapportés.
Une fois de plus, les résultats portaient sur les fréquences de résonance des os longs vi-
brants en flexion. Les geometries du tibia et du fémur obtenues par CT scan sont représentés
dans la fig. 19.2. Les sections transversales utilisées dans le calcul MPT-MDF et leurs axes
d’inertie sont également dessinés dans cette figure.
La forme en coupe transversale de l’os fémoral humain est plus ou moins elliptique et
celle du tibia triangulaire (fig. 19.2). Les paramètres mécaniques utilisés dans le calcul, pour
le tibia homogène sont pris dans Hobatho et al [188].
Les fréquences calculées en utilisant nos modèles, (voir le tableau 19.4) confirment le
fait qu’un comportement matériel homogène et isotrope, rend compte, avec une précision
acceptable, des résultats expérimentaux relatifs aux modes de flexion du tibia [188].
Mode MPTF-DF EF 3D Ref.[188] Ref.[360] Ref.[254]
fdp1 423 423 416 431 403
fhb1 580 554 504 520 519
fdp2 1147 1316 1140 1220 1163
Torsion - 1560 - - -
fhp2 1552 1738 1260 1489 1376
Tab. 19.4 – Comparaisons des résultats de calcul par le MPTF-DF (avec 700 noeuds) avec
des résultats expérimentaux rapportés concernant les modes de flexion d’un tibia humain.
Les fréquences propres sont en Hz.
19.5 Interaction fluide-structure (IFS)
19.5.1 Remarques préliminaires
Nicholson [284] a signalé que la moelle dans le calcaneum (os du pied) est responsable :
i) d’une réduction significative de la vitesse des ultrasons, ii) d’une atténuation accrue, et
iii) d’un changement perceptible de la rétrodiffusion de l’onde de sondage, comparées à ce
qui est observé lorsque le calcaneum est saturé de l’eau .
A présent, nous développons un modèle et des expérience simples pour étudier l’influence
du fluide remplissant une structure vibrante sur ses modes de vibration.
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Fig. 19.2 – (a)(Haut) Geometries des os humains : fémur (à gauche) et tibia (à droite)
obtenues par CT scan avec leurs sections transversales. (b)(Bas) Section d’un tibia humain
rempli de moelle [287]
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L’os long réel, rempli avec de la moelle, est remplacé dans notre étude par un fantôme
ayant la forme d’un tube cylindrique, de section droite circulaire, en nylon (solide homogène,
isotrope) rempli, dans sa partie centrale, de différents fluides (supposés non-visqueux au
niveau de l’analyse).
Trois mécanismes de couplage déterminent l’IFS du cylindre creux rempli d’un fluide
lourd non visqueux. Le couplage par frottement est dû aux efforts de cisaillement par la
résistance au mouvement axial relatif, entre le fluide et les parois du cylindre. Le couplage
de Poisson est dû aux efforts normaux agissant à cette même interface. Par exemple, une
augmentation de pression du fluide crée une augmentation de contrainte de charge et par
conséquent un changement de contrainte axiale sur les parois.
Rappelons que nous faisons l’hypothèse que le fluide est non visqueux et incompressible,
et que le cadre est celui de petits déplacements. La simulation est effectuée en utilisant un
modèle éléments finis 3D. Les équations pour chaque sous-domaine et les conditions aux
limites aux interfaces sont données dans les sections suivantes.
19.5.2 Le champ acoustique dans le sous domaine fluide
La propagation de l’onde dans le sous-domaine fluide est décrite par les équation (sca-
laires) des ondes (versions spatio-temporelle et spatio-fréquentielle) donnée auparavant dans
les chapitres de cette thèse traitant des modèles fluides et des méthodes de sondage acous-
tiques. Ces équations décrivent les champs de pression p(x, t) et p(x, ω) en termes de cf et
ρf (la vitesse de l’onde et la densité du fluide respectivement), et q un terme source, sachant
que x est le vecteur-position, t le temps, et ω la fréquence angulaire.
19.5.3 Le champ élastodynamique dans le sous-domaine solide
L’état vibratoire dans le sous-domaine solide (linéaire, homogène, isotrope) est décrite
par les équations (vectorielles) (versions spatio-temporelle et spatio-fréquentielle) de Navier.
Ces équations décrivent les déplacement u(x, t) et u(x, ω) en termes de la densité ρs, et des
constantes de Lamé µs et λs du solide.
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Fig. 19.3 – La géométrie : tube 3D rempli de fluide.
19.5.4 Conditions aux limites
Sur l’interface tube/milieu ambiant (air, ramené au vide), nous avons une condition de
traction nulle.
Sur l’interface (n le vecteur unitaire normal à cette interface) entre le solide et le fluide
interne, la condition est
n · ∇p(x, t = −ρfn · ∂2t u(x, t. (19.5.1)
19.5.5 Résolution numérique
Les équations couplées de l’IFS sont discrétisées et résolues par éléments finis dans le
progiciel FEMLAB (qui s’appelle maintenant COMSOL). Les fréquences propres des modes
de vibration sont obtenues de la manière habituelle par annulation des sollicitations. La
géométrie du problème est montrée dans la fig. 19.3 Les paramètres matériels du nylon et
des fluides sont tirés de la littérature.
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Fig. 19.4 – Photographie de l’expérience.
19.6 Résultats des simulations numériques et comparaison avec
les expériences
19.6.1 Description des expériences
Trois tubes de longueur 23cm et de diamètre extérieur 3cm ont été employés dans cette
étude pour imiter des spécimens d’os longs. Ils sont dénotés C1, C2 et C3 et ont des parois
d’épaisseur 5, 5mm, 8, 75mm et 7mm respectivement.
Les capteurs piézoélectriques (PZT), collés sur le la surface extérieure des tubes avec du
scotch double face, ont été utilisés pour l’excitation ainsi que pour la captation (fig. (19.4).
Afin d’obtenir les données fréquentielles de réponse vibratoire, le PZT est commandé par
balayage à des fréquences discrètes à l’aide d’un générateur intégré dans le démodulateur
"Lock-in" , Stanford Research SR830. L’amplificateur "Lock-in" est connecté à l’excitateur
PZT à travers l’amplificateur de puissance B&K 2706. La réponse du PZT en réception est
préamplifiée par un amplificateur à très faible bruit de marque NF2023.
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Fig. 19.5 – Comparison entre les courbes de dispersion, obtenues par analyse modale avec
le MPTF-DF (calculé avec 100 noeuds) et la méthode EF-1D, relatives à deux modes de
flexion (M1 et M2) dans le tuyau creux C1.
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Fig. 19.6 – Courbes de dispersion théoriques et expérimentales montrant le changement de
la vitesse de phase du mode M1 avec l’épaisseur du cylindre creux.
19.6.2 Courbes de dispersion pour le tube C1
Les courbes de dispersion montrant les deux modes de flexion (M1 et M2) correspondant
aux deux solutions de l’équation de MPTF-DF (19.3.7) pour le tube C1, dont la partie
médullaire est remplie d’air, sont données dans la fig. (19.5). Elles y sont comparées aux
résultats d’une analyse modale éléments finis (employant des éléments de poutre B32 [185]
quadratique à 3 noeuds dans l’espace).
19.6.3 Influence de l’épaisseur du tube rempli d’air sur la dispersion
L’influence de l’épaisseur des parois sur la dispersion est montrée dans la fig. 19.6 qui
s’applique à deux tubes dont les parties médullaires sont remplies d’air. On y découvre que
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Fig. 19.7 – Courbes de dispersion de vitesse de phase, comparaison de la théorie (MEF IFS)
contre l’expérience, la colonne est rempli (a) de l’eau et puis l’huile ;(b) de l’air.
la vitesse de phase augmente avec l’augmentation de l’épaisseur des parois et que l’accord
entre calculs et expériences est bon.
19.6.4 Influence du type de fluide de remplissage sur la dispersion
L’influence de IFS sur la dispersion a été étudiée au moyen du tube C3 qui a été rempli
avec différents fluides (air, eau, huile moteur SAE 10W40).
On observe dans la fig. 19.7 que la vitesse de phase du mode (M1) du tube rempli d’eau
ou de l’huile est inférieure à celle du tube rempli d’air, et ce à toutes les fréquences. Aussi,
la différence des vitesses entre les différents types de remplissage fluidique augmente avec la
fréquence, ce qui constitue un renseignement utile pour définir le protocole d’acquisition des
données en vue d’un diagnostic de l’ostéoporose via des changements de composition de la
moelle.
Enfin, on note dans la fig. 19.7 que la vitesse de phase calculée par le modèle MPTF-DF
pour un tube non-rempli compare bien avec l’expérience pour le tube remplie d’air.
19.6.5 Formes modales et spectres de réponse
Les spectres de réponse et les formes modales à la résonance sont montrées dans la fig.
19.8. La position relative des pics (de résonance) pour les trois fluids change selon le type
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Fig. 19.8 – Spectres de réponse vibratoire au voisinage des fréquences de résonance de trois
modes, et les formes modales aux fréquences de résonances calculées par Femlab EF 3D pour
un modèle intégrant l’IFS. Ces fréquences sont : (a)(Haut gauche) Air : 1570 Hz, eau : 1511
Hz, huile : 1549 Hz (b)(Haut droite) Air : 3927 Hz, eau : 3490 Hz, huile : 3518 Hz. (c)(Bas)
Air : 5499 Hz , eau : 4976 Hz, huile : 5050 Hz
331
de mode en jeu. Par contre, la réponse à la résonance est systèmatiquement plus faible pour
un remplissage de l’huile que pour ceux de l’air et de l’eau.
19.7 Conclusion
Il a été montré expérimentalement et théoriquement, en employant le modèle IFS et
son implémentation par EF 3D, que le chargement du canal intérieur du tube (servant de
fantôme d’os long) par des fluides différents comme l’air, l’eau ou l’huile, a pour conséquence
d’affecter sensiblement les fréquences de résonance et la vitesse de phase des modes de
vibration du tube. Ceci laisse penser que la caractérisation d’os longs réels, à partir de
données de fréquences de résonance, devrait tenir explicitement compte de la présence de la
moelle dans le canal médullaire. A contrario, le fait de remplacer la moelle par de l’air ou
de l’eau conduira à des erreurs considérables lors de la caractérisation vibroacoustique (on
peux penser qu’il en sera de même pour la caractérisation ultrasonore) d’un os long.
De même, s’il l’on pouvait détecter, par la spéctrométrie vibroacoustique, un changement
de composition de la moelle on disposerait d’une indication supplémentaire sur la santé (ou
maladie, telle que l’ostéoporose) de l’os.
Le modèle IFS-EF 3D est un bon candidat pour servir d’estimateur lors des inversions
pour reconstruire l’épaisseur corticale et les modules élastiques, et le modèle MPTF-DF est
un bon candidat pour fournir une solution initiale dans l’algorithme d’inversion.
Toutefois, dans la mesure où la moelle est un fluide visqueux, et ce facteur a été négligé
jusqu’ici, nous pensons qu’il faudra l’intégrer dans une version améliorée de l’estimateur qui
reste à être mise au point.
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Chapitre 20
Experimental and theoretical
nonlinear dynamic response of intact
and cracked bone-like specimens with
various boundary conditions
Ceci est un article accepté pour publication dans J.Vibr.Acoust. ASME.
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20.2 Abstract
The potentiality of employing nonlinear vibrations as a method for the detection of
osteoporosis in human bones is assessed. We show that if the boundary conditions (BC),
relative to the connection of the specimen to its surroundings, are not taken into account,
the method is apparently unable to differentiate between defects (whose detection is the
purpose of the method) and non-relevant features (related to the boundary conditions). A
simple nonlinear vibration experiment is described which employs piezoelectric transducers
(PZT) and two idealized long bones in the form of nominally-identical drinking glasses, one
intact, but in friction contact with a support, and the second cracked, but freely-suspended in
air. The nonlinear dynamics of these specimens is described by the Duffing oscillator model.
The nonlinear parameters recovered from vibration data coupled to the linear phenomena
of mode splitting and shifting of resonance frequencies, show that, despite the similar soft
spring behavior of the two dynamic systems, a crack is distinguishable from a contact friction
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BC. The frequency response of the intact glass with contact friction BC is modeled using a
direct steady state finite element simulation with contact friction.
20.3 Introduction
Non-destructive testing for the detection of damage such as cracks in structures and
materials can be carried out by vibrational spectroscopy. The defects are then detected by a
change in the modal properties [194], such as resonance frequencies of the vibration spectrum,
damping loss factors and modal shapes. The inspection of the integrity of structures is
important to avoid failure and serious accidents. In human beings, hip bone and femoral
neck fractures, due to bone osteoporosis in elderly persons, can have grave consequences.
When osteoporosis (which is an imbalance between bone resorption (the part of remodeling
consisting of breaking down and assimilating) exceeds bone formation) sets in, bone becomes
thinner, with fewer connected and thinner trabeculae, and more porous cortical components.
This weakens the structural properties of the bone and lowers its mass. With the imbalance
in the remodeling process, damage accumulates in the form of micro-cracks. Osteoporotic
bones are more micro-damaged than healthy bones.
Resonance-based techniques exploiting the significant nonlinear behavior of damaged
materials have been investigated as a potential tool for damage assessment of bones [278]
as well as of naturally microcracked material (e.g., Berea sandstone) [264]. Most enginee-
ring materials contain small crack-like defects, or they can spontaneously develop them
during service under fluctuating loads (failure occurring from repeated fluctuating stresses
or strains, i.e., fatigue). In bones, macrocracks can result from the accumulation of damage
due to fatigue loading [399]. In the presence of damage, the response is not linear, i.e., the
resonance frequencies vary with the level of excitation, so that the retrieval of the ordinary
mechanical parameters [293] becomes ambiguous. Changes in the vibrational response of
a damaged structure can result from the variation of the linear elastic modulus, but the
measured change in nonlinear response, when it exists, can be greater than the alteration
in the linear modulii. On the other hand, the assessment of bone damage using high-energy
X-ray computed tomography imaging (this is not everyday clinical practice) is only useful
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in identifying prominent cracks.
The complexity of bone geometry, of modeling the human bone in its natural environment
or as a harvested and whole specimen, and the lack of availability of donors, have been
three of the major obstacles to the development and adoption of vibrational methods as
a fully-developed diagnostic technique. One of the objectives of the present study is to
highlight some of the problems encountered when harvested bones are not in the form of small
specimens with canonical geometry (slab-like, cubical,...) employed in classical compressive,
tensile and bending testing procedures [235]. It is more meaningful, for research purposes, to
employ whole bone specimens (even though they are not in their natural environment), but
the model of vibrational response then requires a detailed description of their geometries and
boundary conditions (which accounts for the way the specimen is attached (or not) to its
surroundings). Section 20.4 is devoted to the description of a simple experiment employing
drinking glasses (a shell-like solid structure, similar to a long bone, in which cracks can be
produced easily by thermal shocks) to study the potentiality of nonlinear vibrations as a
diagnostic tool for the detection of osteoporosis in human bones (as well as of damage in
other natural and man-made materials and structures). The vibrational response of a normal
bovine-bone femur shaft is first acquired experimentally using this layout. Subsequently, the
bone is replaced by the previously-mentioned glasses which have responses similar to those
of the bone.
Section 20.5 is devoted to the study of the nonlinear vibration responses using Duffing’s
equation which models a single degree of freedom nonlinear oscillator. The response of the
intact glass with a contact friction (Coulomb friction) BC is simulated by a three dimensional
(3D) finite element simulation (FES) model which takes into account contact friction. This
turns out to be a suitable model of the system and also enables the study of the influence
of the structure supporting the specimen. In the long term, this type of model could be
employed to evaluate the influence of the femorotibial joint on the vibration of the two
connected long bones (the tibia and the femur).
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20.4 Experimental setup
For a detailed study of the nonlinear vibration phenomenon, the bone specimen is sim-
plified by choosing an isotropic linear elastic material with simpler geometry : a (drinking)
glass. The bovine-bone femoral shaft specimen and its idealization (i.e., the glass) are shown
in Fig. 20.1a. The specimens are studied in air and a particular effort is also made to ac-
count for more realistic boundary conditions. The schematic depicted in Fig. 20.1b shows
the specimen (here a glass) in the stress-free BC (SFBC) mode (suspended using nylon
threads fixed to the support of a test rig). The glass turned upside down and in contact
friction boundary condition with the table is shown in Fig. 20.1c. The final disposition for
a specimen (the glass turned upside down) supported on a thick aluminium plate (dimen-
sions 22.5× 20.5× 1.5 cm) is depicted in Fig. 20.1d. A contact friction boundary condition
(CFBC) prevails at the interface between the glass specimen and the aluminium plate. The
glass - plate system, is finally suspended on threads (the boundary condition on the exterior
surface of the complete system is then of the stress-free variety).
The specimens (glasses and bovine-bone femoral shaft) are excited (in separate experi-
ments) by means of a small (1.0 cm diameter), light-weight axial piezoelectric transducer
(PZT) driven in discrete frequency and amplitude steps using a Signal Recovery 7265 DSP
Lock-in amplifier through a Brüel and Kjær B&K2706 power amplifier. The response is mea-
sured by a second piezoelectric transducer (sensor) whose output is amplified using a low
noise preamplifier NF SA-200F3 connected to the input of the synchronous demodulating
amplifier 7265DSP (Fig. 20.2). Both the excitation and sensor transducers are made of a thin
disc of piezoelectric ceramic bonded to a thin metal diaphragm [9]. When the PZT sensor
is bonded to a deforming vibrating surface, a mechanical deformation is induced in the po-
larized crystal (resulting from tension and twisting of the sensor) leading to the generation
of an electric charge. Likewise, when the PZT crystal is submitted to a modulated electrical
solicitation, it vibrates (and induces a stress wave). The light weight, small size and flat
structure form of the PZTs facilitate their mechanical fixation on structures, with negligible
influence on the vibrational responses as compared, for instance, to accelerometers.
The typical experimental vibrational responses depicted as level curves, for the intact
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bovine bone in the stress-free configuration, on the one hand, and in contact friction with
a thick aluminium plate, on the other hand, are shown in Fig. 20.3a and 20.3b respectively.
Each level curve corresponds to a fixed voltage amplitude, applied to the PZT, while the
frequency is varied. For the bone placed on the aluminum support, the resonance frequencies
shift downwards as the amplitude of the voltage applied to the PZT increases.
20.5 Theoretical models
20.5.1 Nonlinear single degree of freedom oscillator
The dynamic response of a vibrating structure, can be considered, to be composed of a
sum of individual modal responses, each behaving as a single-degree-of-freedom (SDOF). A
vibrational mode of the dynamic system can then be singled out and its behavior, modeled
as that of a SDOF nonlinear oscillator.
The nonlinear dynamic behavior observed in the experiments herein are mainly due to
contact friction boundary conditions [184, 183] and damage in form of closed cracks pro-
duced in the specimen. Crack deformation (crack sliding, crack opening and crack closing)
and contact frictional resistance responsible for hysteresis loops observed in the stress-strain
curves in a loading unloading-reloading cycles are the cause of the nonlinear dynamic beha-
vior of the damaged specimen [5, 19]. For planar contacts in the CFBC case, an empirical
expression relating the restoring force fr at friction joint of two bodies in dynamic contact
as a function of the contact deflection δf was found to have comparable behavior with an
analytical rough surface model description for simulating joint dynamics [183] :
fr(δf ) = kfδ
nf
f (20.5.1)
where nf and kf are experimentally determined constants which depend on surface rough-
ness, material and geometry of the joints and nf ranges [183] from 1.6 to 3.3. It has been
shown that for a dynamic system with a circular Hertzian contact, the SDOF equation of
motion includes a non-linear restoring contact force [320] with a power law, where nf = 3/2
(Eqn. 20.5.1). Expanding the restoring force into a third order Taylor series results in an
equation of motion with a cubic nonlinearity[323]. The nonlinear resonance of a cracked rotor
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was analyzed using a power series function of displacement which modeled the open-close
mechanism of the crack [200].
The consequence of damage and contact friction boundary conditions will be observed
as a nonlinear dynamic vibrational behavior measured on the specimen ; i.e shift of the
resonance frequency and damping with the increase in excitation force amplitude. Most of
the aforementioned experimentally observed vibration comportment can be captured by a
nonlinear oscillator having cubic nonlinearity and linear viscous damping. The motion of
the oscillator is described by Duffing’s equation [30, 282]
u¨+ ω20u = −2²µmu˙− ²αsu3 + ²E(t) (20.5.2)
wherein u¨, u˙ and u are the acceleration, velocity and displacement respectively, ω0 is the
resonance frequency of the linear, undamped SDOF oscillator, µm the damping coefficient,
² a small parameter, E(t) = f cos(Ωt), the excitation with driving frequency Ω, f the
amplitude, and αs the nonlinearity parameter which can be either positive (hard spring) or
negative (soft spring).
An approximate solution to this nonlinear differential equation (Eqn. 20.5.2) can be
obtained by a number of perturbation techniques [213, 282], or harmonic balancing [251,
282, 373]. A detuning parameter σ is introduced to describe the proximity of Ω to resonance
so that Ω = ω0+²σ. Using the method of multiple scales [179, 282], a sixth-order polynomial
frequency response equation for steady-state motion is obtained[
µ2m + (σ −
3
8
αs
ω0
a2)2
]
a2 =
f2
4ω20
(20.5.3)
with a, the amplitude of the response. This equation is then solved for a as a function of σ
using the Matlab symbolic Math Tool-Box. It has three sets of double solutions. The jump
phenomenon encountered when plotting the frequency response from the solutions of Eqn.
(20.5.3), occur when the frequency passes through the bifurcation points and the amplitude
switches between stable solutions, and is a consequence of the multivalued nature of the
frequency response curves [206, 392, 282], which in turn is a consequence of the nonlinearity.
Equation 20.5.3 is the translation of the phenomenological model whereby we reconstruct
the nonlinear coefficients : hard/soft spring coefficient αs, force f , and damping coefficient
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µm. More precisely, we obtain these coefficients by fitting the model to the experimental
vibrational response data for the freely-suspended cracked glass and intact glass with contact
friction boundary conditions.
A different approach for modeling the nonlinear behavior of damaged cortical bone re-
vealed by nonlinear resonant spectroscopy has been reported by Muller et al. [278]. In their
study, a phenomenological description of the nonlinear defects (presence of strain memory
and hysteresis in the stress - strain relation [175]) is used to model and hence track progres-
sively the development of cracks and damage, induced in a bone, by mechanical cycling. The
bone is glued to a piezoelectric transducer mounted on a thick steel backload. The chosen
damage indicator is a hysteretic nonlinear parameter, αk(4εk, ε˙k), found in the expression
for the elastic modulus K of the material [175, 260]
K = K0(1 + βkεk + δkε2k)− αk (20.5.4)
with εk the strain, ε˙k the strain rate,K0 is the linear modulus, βk and δk describe the classical
nonlinear terms due to standard anharmonicity. The relationship between the average strain
over a wave cycle4εk, with the linear resonance frequency, flr, and the resonance frequency,
(f0), at the lowest (linear) drive level for a given resonance mode, is given as [278]
flr − f0
f0
= αk4εk . (20.5.5)
This relation is derived from the wave equation, which expresses the driving force for the
local displacement as a function of the strain, and is used [278] to fit the nonlinear resonant
ultrasound spectroscopy mode data of a bone damaged by compressional fatigue cycling.
20.5.2 Frequency domain response computed by a finite element method
incorporating a model of contact friction between the glass and
the support
The objective here is to theoretically model the measured vibrational behavior of the
intact glass on its support (aluminium plate). This will enable us to verify whether what
is really measured is the outcome of contact friction BC and ultimately to evaluate the
influence of the aluminium support.
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The configuration, including the glass turned upside down, the aluminium plate on which
it rests, and the friction at their interface, is modeled using finite elements, including contact
friction.
The response of the intact glass resting on (i.e., in contact with) an aluminum plate (i.e.,
a Coulomb contact friction BC prevails at their interface) is measured experimentally. Two
configurations are tested : one with the glass turned upside down and its support system
resting on a table, and the second in which the whole system is suspended on threads as
shown in Fig. 20.1d. The measured responses show that there are slight frequency shifts
of the resonance peaks between the two configurations. In this study, we model the BC of
the support as simply supported at the points in contact with the threads on which it is
suspended.
The glass is modeled using 598 quadrilateral thick shell elements (S4R : A 4-node doubly
curved shell [185]). The aluminium plate is also modeled using 187 thick shell quadrilateral
elements. The mesh density is low (to reduce computational costs - cpu time, memory)
except in the area of contact with the glass (Fig. 20.4d).
Once the model is assembled, the elastic properties of the glass and the aluminium plate,
as well as the friction coefficient between the glass and the plate to be employed in the FES
model are required. The mechanical parameters are retrieved using the resonance frequencies
of the glass in a setup in which it is suspended by nylon threads, thus allowing the glass to
vibrate with stress-free boundary conditions (Fig. 20.1b). In order to compute the resonance
frequencies, the eigenvalue problem for the natural modes is solved employing the discretized
form of the dynamic analysis equation obtained from the principle of virtual work [195]
(λ2eigM
mn +Kmn)Φn = 0, (20.5.6)
with m = 1, 2 · · · , n = 1, 2 · · · , Mnm, Knm are the mass and stiffness matrices respectively,
λeig the eigenvalue and Φn the eigenvector (i.e., the mode of vibration).
The density ρ = 2800Kgm−3 is obtained by weighing and measuring the volume of the
glass. We are then faced with an inverse problem of finding the mechanical parameters :
Young’s modulus (E) and Poisson ratio (ν), from three experimental resonance frequencies
(1111, 2685, 4489 Hz whose mode deformations are depicted on Figs. 20.4a, b, c). The values
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of these parameters that minimize the cost function J (which is a measure of the discrepancy
between the model and experimental outputs) is retrieved using a complete 3D FES modal
analysis model of the glass employing 22.4.4.
J(E, ρ, ν) =
m∑
p=1
{
fpexperiment − fpmodel(E, ρ, ν)
}2
(20.5.7)
with fpexperiment the target resonance frequency obtained by experiment, p = 1, 2 · · · the
mode number,m the number of modes herem = 3 and fpmodel the natural frequency furnished
by the model for the current trial value of E and ν.
The minimization is carried out using the Levenberg-Marquardt algorithm (implemented
in the lmdif routine from Minpack, conceived at the Argonne National Laboratory). The
retrieved parameters for the glass are E = 80GPa, ν = 0.22. In the experimental response,
we observe damped modes ; consequently, Rayleigh damping [187, 195, (page 426)] is chosen
for the glass material with the coefficients α = 4, β = 1.0 × 10−8. The elastic parameters
used for the aluminium block are, E = 69GPa, ν = 0.3, ρ = 2700Kgm−3 and are taken
from tables. The Rayleigh damping parameters for the aluminium block are chosen to be
α = 5, β = 5.0× 10−5.
In the 3D FES model (glass on plate), gravity is applied to the glass as a distributed load.
A concentrated sinusoidal force (0.1 N) is applied to the lower part of the glass (Fig. 20.2) to
simulate the harmonic solicitation via the piezoelectric transducers. The four corners of the
plate are taken to be simply-supported. The response of the system is then computed using a
perturbation steady state dynamic direct analysius implemented by the Abaqus finite element
software [185], that predicts the frequency response of a structure subjected to continuous
harmonic excitation [187].
In the model, there is contact friction between the intact glass and the aluminium surface.
The simulation uses a Coulomb friction law which assumes that slip occurs if the frictional
stress [187]
τeq =
√
τ21 + τ
2
2 (20.5.8)
exceeds the critical stress, τcrit = µfpc, where τ1 and τ2 are the shear stresses along tα(α=1,2) (
are two orthogonal unit vectors tangent to the contact surface so that the normal n = t1∧t2)
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, µf is the friction coefficient, and pc is the contact pressure. When τeq < τcrit , no relative
motion occurs.
The friction coefficient of µf = 0.17 used in the computation, is found by a simple
experiment in which the glass is placed on the supporting aluminium plate and the latter is
tilted. The angle of tilt of the plane is increased until the glass begins to slide. The tangent
of the tilting angle φ (also called friction angle) is related to the coefficient of friction µf by
µf = tanφ.
The detailed mesh and typical deformations are shown on Fig 20.4d. The computed
acceleration is chosen at a node of an element whose position corresponds to that of the
measurement. The comparison between the experimental and theoretical resonance frequen-
cies is made in Fig. 20.5. The frequency of the mode to be employed in the identification
employing the Duffing oscillator model at 3320 Hz is well determined by the 3D FES model
with contact friction BC. The discrepancies between the computed response (particularly
the amplitude) and the experimental data around 6500 Hz are due to the lack of knowledge
of all the damping mechanisms and parameters. The Rayleigh damping model applied for
the materials seems to be appropriate in the frequency regions of interest in this study. In
the experiment, the air within the upside down glass also plays a role in the damping of the
overall response. The fluid-structure interaction (between the air, glass and aluminium) is
not included in the finite element model.
20.5.3 Frequency domain response of the cracked glass using FES - mode
splitting and shifting
The presence of a crack or local defect in a structure introduces local flexibility that
affects its vibration response [29]. The crack introduced in the glass herein reduced its
effective stiffness asymmetrically in two orthogonal directions. This resulted in a separation
(splitting) and shifting of it’s in-plane and out-of-plane resonance frequencies. Splitting of
modes is also observed in flexural vibration of long bones like tibia and femur. These bones
have deformed triangular cross sections and as a consequence their bending moments of
inertia are different in the two orthogonal directions whose effects are the separation of
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the in-plane and out-of-plane free vibration resonance frequencies. Similar observations of
splitting of natural frequencies due to coupled motion of beams (of circular cross section)
in two orthogonal directions in the presence of open cracks have been made [109, 111]. The
distance between the resonance peaks of split modes has been shown to be function of the
geometry of the damage [340] (crack depth, location ...). Caputo [62] studied the rheology
of vibrating plate samples and inferred their rheological properties from the observation
of the splitting of their eigenfrequencies. The removal of symmetry in the geometry and
observation of splitting of modes of the glass can be modeled as a linear phenomena using
FES. Arbitrarily chosen open cracks in form of slits (height 25 mm, width 0.3 mm and 0.7
mm) are cut into the glass as shown in Fig. 20.6 of the FES model. The computed response
around the third and fourth modes (second in-plane and out-of-plane modes) of the intact
glass in SFBC are depicted in Fig. 20.6b. The shift in frequency and the distance between
the split peaks are confirmed to be indeed function of the crack geometry.
In addition to the splitting and shifting of the resonance frequencies, it is observed in the
experiments (involving the cracked glass) in SFBC, that one of the two peaks of the split
modes behaves nonlinearly i.e., the resonance peaks shift as the amplitude of the solicitation
is varied. This means that the open crack model only explains partly the aforementioned
experimental observation. The crack in our experiments is of the closed kind. Sliding friction
will occur at the crack ends and larger normal motion at the middle, leads to reduction
stiffness and a local dissipation of energy. As mentioned earlier, the crack will open, close
and slide in time depending on the vibration response level resulting in a nonlinear behavior.
20.6 Results and discussion
The vibratory responses of a cracked and intact glass, subject to a variety of BC’s, are
measured.
The glasses are subjected to :
1. stress-free boundary conditions corresponding to the situation in which the glass is
suspended by nylon threads attached to a rigid frame (Fig. 20.1b) ; the response is
measured for different excitation amplitudes.
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2. contact friction boundary conditions ; the glass is turned upside down and placed on
a fairly-smooth varnished pine laboratory table (Fig. 20.1c).
3. contact friction boundary conditions ; the glass is turned upside down and placed on a
fairly-smooth aluminium plate (Fig. 20.1d) ; contact friction on the interface between
the aluminium plate and the glass results in a nonlinear soft spring behavior.
The experimental wide band response spectrum of the intact and cracked glass with SFBC
are depicted in Fig. 20.7a. The peaks in the vicinity of the third and fourth modes are first
picked as depicted in Fig. 20.7b. The frequencies of the peaks of resonance of the sound
glass with SFBC do not shift (linear regression passing through the points has zero slope)
as the excitation amplitude is being increased. Those of the cracked one are split, shifted
downwards in frequency and the peak amplitudes of the lower mode, shifts in frequency as
the excitation level increases (nonlinear behavior)( Fig. 20.7c).
Behavior of the cracked glass with contact friction
The intact glass on a plate (a contact friction boundary condition (CFBC) prevails
at their interface), behaves in a nonlinear manner that is, the resonance frequency shifts
downwards with the increase in the amplitude of the exciting force. The vibratory responses
of the cracked glass was obtained in the same manner. The wide band vibration spectrums
are depicted on Fig. 20.8a. The same experimental procedure is repeated for the glasses
placed on a massive wooden pine table. The response curves are depicted on Fig. 20.8b. It is
observed that the resonance frequencies of the cracked glass have all been shifted downwards.
The presence of numerous peaks point out to modes splitting. The peak resonant responses
in the vicinity of a prominent mode of the sound and cracked glass in CFBC with the plate
are depicted on Fig. 20.8c. The ones for the glasses vibrating on a massive table with friction
are shown on Fig. 20.8d.
To distinguishing between a cracked bone and a normal one, both in CFBC (herein
with the plate or the wooden pine table), has only been demonstrated experimentally while
working on the perfection of the FES model. The differences are observed clearly on the
slopes (which are computed through linear regression) from the resonance peak points.
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An alternate but more rigorous approach for distinguishing the nonlinear systems, is to
retrieve their nonlinear parameters, by employing a model that describes their behavior.
In this framework, the soft/hard spring coefficient αs and the damping coefficient µm, are
recovered by fitting the Duffing oscillator model to the measured vibration data. The pa-
rameters of the model f (the applied force), αs and µm are first determined by fitting the
model to the lowest level curve of the nonlinear mode of the experiment. The other level
curves of that mode are then fitted by varying f proportionally to the PZT input voltage
(i.e, doubling the input voltage will give the same Duffing response curve when f is also
doubled). The parameters αs and µm are unique for a chosen nonlinear mode. The retrieved
nonlinear parameters for the intact glass are αs = 0.0001 and µm = 0.0012 (linear behavior).
For the cracked one with SFBC, αs = −150 and µm = 0.0048 (Fig. 20.9a)). The ones for
the sound glass in CFBC with the plate (situated around the well identified mode shown
in Fig. 20.5), were αs = −600 and µm = 0.019 (Fig. 20.9b). Those for the cracked glass
in CFBC were αs = −1100 and µm = 0.0095 (Fig. 20.9c). The sound glass in CFBC with
the table had αs = −65 and µm = 0.0036 (Fig. 20.9d) and the cracked one, αs = −100
and µm = 0.0057 (Fig. 20.9e). The cracked glass in CFBC with the plate was found to
be the most nonlinear and the sound glass in SFBC (suspended), linear. All the recovered,
aforementioned nonlinear parameters are resumed in Table(20.1).
The nonlinear parameters, i.e the soft/hard spring coefficient αs and damping coefficient
µm clearly point to the fact that two systems (intact glass in CFBC and a cracked one in
SFBC) with apparently identical nonlinear dynamic behavior are actually different. This
seems to indicate that to detect crack nonlinearity, the contact friction nonlinearity must
be eliminated as much as possible (e.g., by positioning correctly the bone, i.e., patient lying
down or in a weightless situation such as in a satellite). The intact glass with contact friction
appears to be more nonlinear than the cracked one suspended in air. The parameter αs turns
out to be a simple indicator to differentiate between a system with contact friction and one
with cracks.
The resonance frequencies of a damaged bone having a nonlinear contact joint, will
shift in the same manner (upwards or downwards as compared to the intact bone tested in
the same conditions) as the resonance frequencies of the same bones tested in the SFBC
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configuration. For a follow up of the evolution of the state of health of the bone, it is only
necessary to assure that the patient’s bone is always solicited under the same boundary
conditions (CFBC or SFBC). The nonlinear contact joint has also been found to amplify
the nonlinear phenomena (incarnated in αs and µm).
In order to vary the friction boundary condition between the glass and the plate, different
normal loads are applied to the intact glass turned upside down using two small mutually-
repelling magnets (can also be done by adding small masses, but this changes the geometry
of the system). One of the magnets is taped to the base of the glass (at the top in the upside
down situation). The other magnet is fixed onto a support and lowered in several steps to
increase the force applied to the glass (Fig. 20.2 ). The voltage applied to the excitation
PZT remains constant during the frequency sweeps. The system exhibits a nonlinear hard
spring behavior, i.e., the resonance frequency increases (Fig. 20.10a) with the approach
of the magnet (increasing the applied force). This nonlinear behavior is explained by the
increase of the rigidity of the friction interface kr with the normal load Fn (kr = kin
√
Fn,
and kin is the rigidity of the interface) [139]. A 1D flexural beam model with Iwan’s friction
joint confirms this type of behavior [126]. The hard spring behavior can be encountered in
the same experimental setup without the magnets (without normal loading) at very low
amplitude excitations. This hardening effect observed for low strain amplitudes for the two
types of nonlinearities, has been confirmed by the Microcontact-based theory for acoustics
in microdamaged materials developed by Aleshin and Van Den Abeele [5].
Extra care must therefore be taken to avoid loading the bone in CFBC configuration.
For example a patient whose tibia is being diagnosed for osteoporosis should be at rest and
not standing upright to avoid static loading of the bone. Future experiments will involve
varying the normal loading force of the damaged bone with a contact frictional joint.
20.7 Conclusion
The two nonlinear system behaviors observed experimentally are modeled using the Duf-
fing oscillator equation with cubic nonlinearity. The polynomial frequency equation obtained
from the multiple scales perturbation method is solved symbolically using a Matlab tool box.
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This phenomenological model allows us to distinguish between a system with cracks, sub-
jected to a stress-free boundary condition, and an intact one, subject to a contact friction
boundary condition, both of which appear to behave dynamically in similar manner. The
differences show up in the retrieved nonlinear coefficients (hard/soft spring coefficient αs,
force f , and damping coefficient µm), of the Duffing oscillator frequency equation. This
indicates that the nonlinearities of the two systems are of different nature. Moreover, the
nonlinear vibration not only signals the presence of defects in the specimen, but also gives an
indication of the degree of nonlinearity and damping in relation with the nonlinear material
behavior.
It is shown herein, both experimentally and numerically (using a contact friction FES
model), that nonlinear behavior of a dynamic system can result either from the presence
of internal damage or from contact friction at the boundary of the specimen. If a bone
(healthy or damaged) has a contact friction joint, it will exhibit a hard spring behavior if
extra static loading forces are applied. This indicates the importance of taking into account
the manner in which a specimen is connected to its environment and the possible static
loading forces present when attempting to characterize it by nonlinear (as well as linear)
vibrational spectroscopy.
Finally, the experimental and theoretical models developed herein have provided three
clear indicators using experimental data from a unique measurement, enabling the detec-
tion and quantification of damage, and thus, presumably, the degree of damage due to
microcracking (actually, the glass contains a large crack, not a series of microcracks ; future
experiments will be done with microcracked specimens). Two of the parameters are linear in
nature (splitting of modes and frequency shifts) and the third is nonlinear (frequency shift
with increase in excitation amplitude).
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20.9 Table captions
Tab. 20.1 – Recovered nonlinear Duffing model parameters, αs and µm for the sound and
cracked glasses under different boundary conditions.
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TABLE 1
Intact glass Cracked glass
Boundary condition αs µm αs µm
SFBC 0.001 0.0012 -150 0.0048
CFBC table -65 0.0036 -100 0.0057
CFBC plate -600 0.0190 -1100 0.0095
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20.10 Figure captions
Fig. 20.1 – (a) A bovine-bone femoral shaft and its idealization, a drinking glass. (b) A glass
vibrating with stress-free boundary conditions (suspended on nylon threads). The glass is
then turned upside down and a contact friction boundary condition (CFBC) prevails at
the interface between the glass specimen and (c) a fairly-smooth pine table. (d) a thick
aluminium plate (dimensions 22.5× 20.5× 1.5 cm).
Fig. 20.2 – (1) Scheme of the experimental setup with one of the configurations ; the glass
placed on an aluminium plate. The excitation force and response are applied and measured
respectively using piezoelectric (PZT) devices . (2) An extra input force is applied to the
base (at the top in the figure) of the glass using two small mutually-repulsive magnets.
Fig. 20.3 – (a) The experimental response of the suspended (stress-free) bovine-bone. (b)
The experimental response of the same bone with a contact friction boundary condition.
The response is nonlinear.
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Fig. 20.4 – The mode shapes and vector plots of their displacements for the modes used in
the inversion algorithm to recover Young’s modulus and the Poisson ratio (a) 1111 Hz. (b)
2685 Hz. (c) 4489 Hz. (d) The mesh distribution, the deformed shape and the displacement
vectors of the glass in CFBC with the support.
Fig. 20.5 – The computed acceleration (acc) (dotted lines), and the experimental (continuous
line) response of the upside down glass. The contact friction coefficient on the interface
between the glass and the supporting aluminium block is µf = 0.17.
Fig. 20.6 – (a) The FES model (third mode) showing the arbitrarily chosen slit mimicking an
open crack. (b) The computed response depicting the third and fourth resonance frequencies
(second in-plane and out-of-plane modes) for the intact and the cracked (two sizes) case.
Fig. 20.7 – (a) The wide band experimental response spectrum of the intact and cracked
glasses with SFBC. (b) The resonant responses in the vicinity of the third mode of the glasses
and their peaks. (c) The resonant peaks after peak-picking. The peaks of the sound glass with
SFBC do not change as the excitation amplitude is being increased (linear behavior). Those
of the cracked glass are split (the in-plane and out-of-plane modes are different) and have
shifted downwards. The lowest one shifts downwards as the excitation amplitude increases.
Fig. 20.8 – (a) The experimental spectra of intact and cracked glasses turned upside down
on a plate (a contact friction boundary condition (CFBC) prevails at their interface). Note
the multiplication of peaks (mode splitting) in the cracked case. (b) The glasses are on a
massive pine table with CFBC. (c) The peak resonant responses in the vicinity of a nonlinear
mode for the case in (a). (d) The peak resonant responses in the vicinity of a nonlinear mode
for the case in (b). In (a) and (b) both glasses behave in a nonlinear manner that is, the
resonance frequency shifts downwards with the increase in the amplitude of the exciting
force.
Fig. 20.9 – The measured response (continuous line), the computed response (open circles)
using Duffing’s equation. (a) The cracked glass with stress-free boundary conditions, αs =
−150 and µm = 0.0048. (b) The intact glass on a plate with contact friction boundary
conditions, αs = −600 and µm = 0.019. (c) The cracked glass in CFBC with a plate,
αs = −1100 and µm = 0.0095 . (d) The intact glass in CFBC with the table, αs = −65 and
µm = 0.004. (e) The cracked glass in CFBC with the table, αs = −100 and µm = 0.0095.
Fig. 20.10 – Different normal loads (force variation by use of two repelling magnets, one fixed
on the glass) are applied by approaching the second magnet while the excitation amplitude
remains constant and the frequency is swept. The distances between the two magnets are
indicated on the curves. The system exhibits a nonlinear hard spring behavior with an
increase in the frequency and amplitude of the force.
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Chapitre 21
Comparaison des résultats de
caractérisation des méthodes
ultrasonore et vibroacoustique
On compare les modules de Young et Poisson reconstruits à partir des fréquences de
résonance vibrationnelles avec ceux obtenus par la methode ultrasonore.
21.1 Introduction
Il est intéressant de comparer, dans la mesure du possible, les reconstructions de para-
mètres mécaniques que l’on obtient par les méthodes s’appuyant sur des données ultrasonores
(voir le chap. 4) avec celles que l’on obtient par des méthodes de type vibroacoustique (voir
les chaps. 11, 12).
Les objets (fantômes d’os) dont il s’était agi dans les deux types de méthodes étaient
des cylindres circulaires pleins (homogènes et isotropes) de rayon a = 1, 5cm et de longueur
L = 23cm. Les matériaux dont ils étaient composés sont l’acier, l’aluminum et le nylon.
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21.2 Comparaison des modules reconstruits
21.2.1 Rappel sur la manière d’obtenir les résultats par la méthode ul-
trasonore
Nous avons décrit l’expérience pour l’acquisition du champ ultrasonore diffracté dans
le chap. 4. Ces données prenaient la forme de signaux temporels acquis à différents angles
sur un cercle autour du cylindre. La densité du cylindre était mesurée en faisant appel au
principe d’Archimède. Ensuite, le rayon a était déterminé essentiellement par temps de vol
de la première arrivée du signal. La dernière étape reposait sur la minimisation de l’écart
entre les signaux mesurés dans une certaine plage d’angles de observation, et les signaux
correspondants fournis par l’estimateur. Celui-ci était le modèle exact spatio-fréquentiel (en
termes d’harmoniques cylindriques) de la diffraction d’une onde plane monochromatique par
un cylindre élastique (de longueur infinie) que l’on a soumis à une transformée de Fourier
pour obtenir le signal aux points d’observation. Ce modèle a pour paramètres inconnus le
module de Young E, le coefficient de Poisson ν, la densité ρ et le rayon a. Comme au stade
de la minimisation, on connaissait a et ρ, il restait les inconnus E et ν. Nous avons supposé
des valeurs de ν = 0, 333 proches de beaucoup de solides homogènes, et avons donc cherché
la seule valeur de E par le processus de minimisation. Celui-ci était basé sur l’algorithme de
Nelder-Mead.
Les résultats obtenus ainsi sont donnés dans la deuxième colonne du tableau 21.1.
21.2.2 Rappel sur la manière d’obtenir les résultats par la méthode vi-
broacoustique
Les cylindres étaient suspendus (quasiment sans contraintes) dans l’air et excités par une
chambre de compression orientée suivant l’axe du cylindre (excitation acoustique) dont on
variait continûment la fréquence. La réponse vibrationnelle était captée par un accéleromètre
ou pastille PZT collés sur la surface du cylindre. Les résonances des modes longitudinaux
(direction x) étaient réprérées par le surgissement de maxima de réponse, et les fréquences
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Spécimen Ex GPa vibration E US GPa Coefficient de Poisson vibration
Aluminium 73,4 71 0,34
Acier 209 204 0,308
Nylon PA6 2.78 2.68 0,392
Tab. 21.1 – Modules de Young et coefficient de Poisson reconstruits à partir des fréquences
de résonance (étiquette "vibration") comparés à ceux obtenus par la methode ultrasonore
temporelle dans l’eau (étiquette "US"). Le coefficient de Poisson a été supposé égal à 0,333
pour l’inversion des données ultrasonores.
correspondantes fexpn notées. Ces fréquences, au nombre de (n = 1, 2, 3, 4) quatre, consti-
tuaient les données. De plus, nous avons mesuré le rayon a et la longueur L de chaque
cylindre manuellement, et déterminé la densité ρ par le principe d’Archimède. L’estimateur
faisait appel au modèle de Rayleigh [161] qui prévoit l’expression suivante pour les fréquences
propres des modes longitudinaux fmodn
fmodn (Ex, ν) =
n
2l
√
Ex
ρ
[
1 +
1
2
(
npiν
a
L
)2]−1/2
, (21.2.1)
où Ex et ν sont le module de Young et le coefficient de Poisson respectivement qu’il s’agissait
de reconstruire. Ceci a été fait par minimisation de la fonction-coût
J(Ex, ν) =
p=4∑
n=1
[
fn − fmodn (Ex, ν)
]2
, (21.2.2)
au moyen de l’algorithme de Nelder-Mead. Les résultats figurent dans la première et troisième
colonnes du tableau 21.1.
21.2.3 Comparaison des valeurs du module de Young
Les valeurs reconstruites du module de Young des trois cylindres sont comparées dans
le tableau 21.1.
On y observe une bonne concordance des modules de Young obtenus par les deux mé-
thodes.
Bien entendu, il serait intéressant (mais nous l’avons pas fait) de faire ce type de com-
paraison sur d’autres formes de spécimens (extraits d’os réels, et non des fantômes), et des
spécimens renfermant un milieu poreux saturé par différents fluides.
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Chapitre 22
Vibrational spectroscopy and
ultrasound propagation data as
indicators of structural and
mechanical degradation of human
bones
Ceci est un article en cours de soumission pour publication.
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22.2 Abstract
Vibration spectroscopy analysis of long bones is investigated as a tool to assess bone
quality or integrity. Three different methods of vibroacoustic experiments are undertaken to
determine the health of six dry human tibia bones.
In the experiment relative to the first method, the natural frequency and attenuation
of the first flexural mode of vibration are obtained by inducing low frequency shear wave
propagation in the bone from a hammer impact.
In the second method, the vibratory modes of the bone are excited and measured by
piezoelectric transducers and sensors respectively.
The measured frequency response is validated using finite element simulation (FES),
with the 3D geometry of bone obtained by laser scanning.
The principle of in-plane (IP) and out-of-plane (OP) mode splitting to determine the
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degree of the damage, that we developed in an earlier study, is applied to classify the bones
according to their degree of damage.
The third method involves measuring the ultrasonic shear wave velocity along the dia-
physis of the tibias. In order to get an approximate mass distribution in the proximal and
distal regions of a whole tibia bone in vitro without cutting it and weighing the parts, a
simple method is developed, deriving from the principle of a seesaw and the determination
of the center of gravity. A ratio of the measured length after balancing the bone on a pi-
vot is shown to be approximately equivalent to that between the mass on the distal end
and the total mass. This ratio is found to be highly correlated to the measured shear wave
velocity acquired along the tibia shafts. The frequency difference between the peaks of the
split modes are found to have an excellent correlation with the mass distribution ratio and
the shear wave velocity - a measure for inferring bone material properties that is known to
correlate well with bone strength.
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22.3 Introduction
22.3.1 Bone types and factors that influence their strength
Human bone comes in two varieties : compact (or cortical) and cancellous (or trabecular,
spongy). Compact bone is most abundant in the shaft of long bones and is hard and dense.
Cancellous bone is porous (sponge-like) and is the principal ingredient of the vertebrae, hip
bones and the extremities of long bones. Bone strength is largely related to bone density
and bone mesoarchitecture and even microarchitecture. Health disorders in bone (such as
osteoporosis) affect foremost the cancellous bone wherein they manifest themselves by noti-
ceable changes in the bone density as well as the number, shape, thickness and connectivity
of the trabecules [367].
The mechanical behavior of long bones is largely influenced by macroscopic geometric
factors such as the mean diameter and cortical thickness. For example, the outer diameter
of long bone can predict up to 55% of the variation in bone strength [8]. The same applies
to the cortical thickness of trees whose trunks have been found to lose up to 34% of their
strength when a decay or a hollow occupies the central portion of the trunk [220].
The strength of long bones depends not only on the properties of the cortical portion, but
also on those of the extremities in which the cancellous variety is predominant. An imbalance
between the densities and/or masses in these two extremities results in a deterioration of
the strength of the long bone and can constitute an indication that the subject is suffering
from a circulatory disorder.
22.3.2 Some diseases affecting bone
Osteoporosis
The structure and composition of cancellous bone usually evolves favorably in the early
stage (until puberty) of life, but unfavorably at the later stage due to reduction in bone
mass with aging or disease. The considerable loss of bone strength in elderly persons results
from changes in the geometry of the structure and, to a lesser extent, from changes in the
material properties. Part of the density reduction is due to thinning of the cell walls, the
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remainder to enlargement of circular perforations within the cell walls and to the collapse of
part of the cell walls. From these observations studies have been undertaken to understand
the material behavior of the cancellous bone by examining it’s mesoarchitecture (compo-
sed of a network of interconnected rods or plates) and methods developed to improve the
understanding of the strength/structure relationship. Their mechanical behavior, which (in
their dry state) is typical of cellular materials [148], has led to the adoption of methods used
for the characterization of man-made plastic foams, fibrous or granular materials [136, 130]
for the characterization of spongy bone slabs [132, 337]. Models of the tensile mechanical be-
havior of bone tissue to study the mechanical behavior of bones with lower mineral content
(obtained experimentally by fluoride treatments of bone) have been refined to include mi-
croporosity (Volkmann’s canals, osteocyte lacunae, canaliculi and blood vessels) that affect
the mechanical properties of bone tissue and an organic phase whose mechanical properties
are affected by mineral content [225].
When osteoporosis (which is an imbalance between bone resorption (the part of remode-
ling consisting of breaking down and assimilating) exceeds bone formation) sets in, usually
consecutive to strong hormonal changes, cancellous bone becomes less dense, with fewer
connected and thinner trabeculae, and more porous cortical components. This weakens the
structural properties of the bone and lowers its mass.
Arteriopathy
Hormonal disorders are not the sole reason for the prevalence of osteoporosis in me-
nopaused and elderly women. Some other suspected risk factors like the reduction of the
intraosseous vascular wall, and arteriosclerosis may be involved. It could be useful to syste-
matically seek an obliterating arteriopathy of the lower limbs in osteoporotic men by mea-
surements of the blood flow introsseux by means of a Positron emission tomography (PET)
scan, correlated with densitometric studies, notably to establish the links between arterios-
clerosis and the lower bone mass/osteoporosis of the distal tibia. To elucidate the molecular
mechanism in relation to vascular supply and osteoporosis, Park et al [299] have investigated
the effect of hypoxia on Runx2 expression in MG63 cells. They found that Runx2 expression
in osteoblasts is reduced by hypoxia, and may be a mechanism of osteoporosis by decreased
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vascular supply.
22.3.3 Well-established methods for characterizing the health of bones
X-rays
Bone mineral density (BMD) [81] alterations are the established indicators of increased
fracture risk (especially of hip bones, wherein the consequences are the most serious) by
the World health organization and are measured using X-rays. Although BMD is a good
measure of bone strength, it has been reported that it explains only 20% of the variance in
fracture number.
Ultrasound
A possible alternative to X-rays for diagnosis of disorders such a osteoporosis is ultra-
sound. The modeling of the wave propagation in cancellous bone is now based on the Biot
theory [31, 32, 35] which describes the behavior of biphasic materials (in this case, a fluid
filled porous solid) [192, 193, 337]. The basic idea is to employ ultrasonic waves transmit-
ted and/or reflected from bone in the form of slabs or plates to infer their properties. This
method, which is only applicable in an in vitro laboratory context, enables, although with
difficulty [50], the recovery of some of the Biot parameters (e.g., porosity, tortuosity, viscous
and thermal characteristic lengths). The use of tortuosity, rather than porosity and pore size,
to characterize the cancellous structure has significant potential since it has been shown that
tortuosity strongly influences the velocities of the fast and slow ultrasonic waves transmitted
through the bone slab [132, 196, 337]. These studies are not yet at a stage mature enough
to be applied in a clinical context, all the more so than they rely on the excision of piece of
bone and cutting it into plate shape.
Lee et al [243] reported that the longitudinal ultrasound velocity (USV) assessed in situ
using a commercial device on the human anteromedial tibia cadaveric specimens, correlated
strongly with the tensile modulus and strength of tibia cortical bone removed from the
ultrasound scan region. In Section (22.4.6) the method for measuring shear wave velocity
on a dry human tibia bone shaft in vitro is presented.
387
The impulsive vibroacoustic method
The hammer impact method to induce vibrations (essentially of the fundamental flexural
mode) in the bone and an accelerometer to measure the vibratory bone response is the most
widespread method [371, 188, 223, 280, 359, 360] for inferring the mechanical characteristics
of bone. This method is presented in Section (22.4.4) wherein evidence will be given of the
limits of its performance.
22.3.4 New directions in the characterization of bone
The complexity of the human bone geometry (which is rarely in the form of a plate, as is
required in the ultrasound reflection/transmission technique) and of its natural environment
inside the body, not to mention the relative difficulty of obtaining whole specimens from
human cadavers, have been some of the major obstacles in the development of new, successful
diagnostic tools.
Another factor that explains this relative failure is that the focus has been on small
specimens of bone cut out of larger bones. This precludes any evaluation of the properties
of one part of the whole bone relative to another part. This relation could be significant in
the diagnosis of bone diseases that affect one region of the bone earlier or more strongly
than another region. In fact, a study [172] has shown that postmenopausal women in nur-
sing homes) who suffered symptomatic atherosclerotic vascular disease (AVD) also suffered
osteoporosis or osteopenia to an extent that varied from one part of their long bones to
another.
The imbalance in the remodeling process of bone results in damage accumulation in the
form of micro-cracks. Osteoporotic bones are more micro-damaged than healthy bones. Ma-
crocracks can result from the accumulation of damage due to fatigue loading. A study [294]
of the influence of cracks on the vibrational response of a cracked shell-like solid structure,
similar to a long bone, in which cracks were produced by thermal shocks, showed that their
presence resulted in a nonlinear vibrational response i.e the resonance frequencies shifted
with the increase in the excitation level.
In addition to the nonlinear effects, the natural frequencies of the in-plane (IP) and
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out-of-plane (OP) vibrational modes of the bone phantom were found to be different. This
difference was attributed to damage, that introduces a dissymmetry in the stiffness. It was
found that the difference between these two natural frequencies increases with the amount of
damage in the specimen. Recall that the separation of the IP and OP flexural mode natural
frequencies of a healthy human tibia bone is also observed, but this is due to it’s geometry,
i.e., to the triangular form of the cross-section which results in the IP and OP moments of
inertia being different. For the glass phantom, the circular cross-section geometry implies
that there should be no difference between the natural frequencies of the IP and OP modes
provided the specimen is homogeneous, isotropic and healthy (not damaged).
In the present study, we apply the same principle to analyze the vibration modes of dry
human tibia bones. The modes are computed using a finite element modal analysis on one
of the bones whose exterior geometry is obtained by laser scanning.
For a more refined spectrometric analysis, the vibration response of the bone phantoms
and real human tibia bones is developed in section (22.4.5) employing a piezoelectric disc ex-
citer and a piezoelectric disc sensor. An optimization technique for recovering the mechanical
parameters from the resonance frequencies of the specimens is also described in this section.
The recovered mechanical parameters are used in the finite element simulation to compute
the steady state vibrational responses of the specimens. This provides an analytical tool for
determining whether the resonance peaks seen on the measured spectrum correspond to a
single vibration mode or to a pair of (IP and OP) modes.
In section (22.4.3) we describe a method for computing the tibia bone mass distribution
from a simple setup to determine the center of gravity of the specimen.
In section (22.6) the separation of vibration modes and the wave velocity along the
principal bone axis are correlated to the measured mass distribution.
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22.4 Bone specimens and the experimental means for their
characterization
22.4.1 Bone specimens
Seven cadaveric dry human tibias, six from left limbs and one from the right limb, are
employed for this study. No information (such as age, sex, life style etc.) is available for
these specimens. An attempt will be made to classify four selected tibia specimens from the
group according to their degree of "health" using multi-factorial characterization. The four
specimens are : Tib1, T ib7, T ib19, T ib40. The reason for choosing these four is because they
underwent all the tests and not the others owing to logistic problems. The three others are
Tib8, T ib18, T ib39.
22.4.2 Bone phantoms
For a detailed study of the splitting of modes due to the presence of damage (presence of
cracks and/or microcracks), the bone specimens are replaced by objects with simpler, known
geometry (shell-like) and (linear (at low excitation levels), homogeneous,isotropic, elastic)
composition : (drinking) glasses (Fig. (22.1).
22.4.3 Measurement of the center of gravity of the human tibia as an
indicator of mass imbalance in the bone
The objective is to determine in a non-destructive manner, how approximately the mass
is distributed between the proximal and distal portions of the tibia.
To do this, the tibia is placed horizontally on a small, upright, circular tube (diameter
2.5 cm, thickness 2 mm) acting as a pivot as shown in Fig. (22.2). The tibia can be visualized
as a uniform beam with two masses attached at its extremities. The position of the tibia
on the cylinder is adjusted until equilibrium is attained. The position of the cylinder then
corresponds to the center of gravity (CG) of the bone. Let L1 be the distance from the
proximal end (PE) to the CG on the tibial epiphysis, L2 the corresponding distance of the
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distal end (DE). The measurements of these distances are given in Table (22.1). If the tibia
were a uniform beam with two masses attached at both ends (m1 at the PE and m2 at the
DE), then L1L1+L2 =
m2
m1+m2
. This ratio represents the relative mass of the distal portion,
and, if the volumes of the two masses are approximately equal, the same ratio represents
the relative density of the distal portion of the tibia. Thus any method that can detect in
vitro (which is not possible by this CG technique, but may be possible by other methods, as
will be shown hereafter) an imbalance of density (or mass) may be useful in the diagnosis
of bone degradation (including osteoporosis) resulting from blood circulation disorders.
The seesaw (static balance method) is widely used for the helicopter rotor blade balancing
maintenance where the critical parameter is the equalization of mass distribution i.e. control
of the blade span CG. A mismatch of blade CG (Span moment arm) will produce a significant
and undesirable lateral vibration and which might eventually result in a crash of the aircraft.
22.4.4 The hammer-impulse experiment
We determine the vibrational response parameters (i.e., resonance frequency and atte-
nuation) of a whole tibia bone outside it’s natural environment.
A piezoelectric hammer is employed to excite a flexural vibration mode in the tibia. The
latter is suspended by nylon threads so as to simulate a stress-free boundary condition. The
bone is impacted sideways as depicted in (Fig. 22.3a). The impact point is situated on the
medial malleolus and the response is measured at the center of the medial surface using a
featherweight accelerometer (Brüel and Kjaer B&K4374) (Fig. 22.3b).
The response to an an impulsive excitation (in fact, a Dirac in the time domain) of a
linear system modeled as a single degree of freedom (SDOF) system with viscous damping,
C and damping coefficient ζ (0 < ζ < 1) is given by [90]
u(t) = uˆe−ζωnt cos(ωdt+ ϕ) = uˆe−αt cos(ωdt+ ϕ) (22.4.1)
wherein u is the displacement, uˆ is the amplitude, ωn =
√
K
M , ζ =
C
2
√
KM
, ωd = ωn
√
1− ζ2,
M the mass and K the stiffness.
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The natural frequency of the mode is determined from the distance between the peaks
of temporal acceleration response and the attenuation α is obtained from the logarithmic
decrement [90] of the decaying peaks of this response (Eqn. 22.4.1).
The interest of this method lies in its ability to detect changes in the material/structural
properties (i.e., elastic modulii) of a specimen from changes in its vibrational response (no-
tably, the resonance frequency) to an impulsive solicitation.
The theory underlying this assertion is quite simple. For a long bone (length (L) >>
diameter) vibrating in a bending mode, the flexural natural frequencies fn of vibration, in
the Euler-Bernoulli beam model, are given by [161]
fn = βn
√
EI
ρAL4
, (22.4.2)
wherein n is the mode number, A the cross-sectional area of the beam, and βn a constant
depending on the boundary conditions. The elastic modulus E is taken in the longitudinal
direction of the bone. The area moment of inertia, I is a property of the shape and is related
to the resistance to bending and deflection. The ratio EIρA is the specific bending rigidity and
indicates how effectively the beam material ρA is distributed with respect to the bending
rigidity (stiffness) EI.
Several clinical studies have suggested that if bone stiffness could be measured (indirectly
via the above formula, from data concerning the resonance frequencies), it could enable to
predict bone yield strength [112, 144, 246]. In [112] a strong correlation was also found
between the measured stiffness and bone mineral content.
Signal processing of the vibrational impulse response
A light hammer impact on the bone results in a decaying temporal response signal
modulated by the first flexural resonance mode. The goal is to determine the resonance
frequency and attenuation constant α of the fundamental mode .
The signal is first smoothed using a zero-phase digital filter by processing it in both
the forward and reverse directions[270]. After filtering in the forward direction, the filtered
sequence is reversed and run back through the filter. The resulting sequence has precisely
zero-phase distortion and the filter order is doubled. The peaks of this sequence of sinusoïds
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are picked and in the first case a linear regression is performed on the log of these points to
give the attenuation. In the second case an optimal fitting of a non-linear function to a set
of experimental data is undertaken. The Nelder-Mead simplex (direct search) algorithm is
used to minimize the nonlinear cost function J of the discrepancy between the picked peak
points on the sinusoïds and the vibration decay model given in (22.4.1) :
J(α) =
n=m∑
n=1
(u0e−αtn − u¨n,peakexperiment)2 (22.4.3)
where u¨n,peakexperiment are the peaks of the measured decaying acceleration signal and n = 1, 2...
the sample number, u0 an amplitude to be recovered.
The curves showing the decaying acceleration response measured by an accelerometer, the
filtered sequence of the decaying sinusoïds, the peaks of the sinusoïds, and the ones obtained
from the recovered attenuation coefficient α obtained after optimization are depicted on Fig.
(22.4).
22.4.5 Experiment employing piezoelectric transducers
Experiments on bone phantoms
Three glass specimens, one sound (GS), and two (GC1 and GC2) with small cracks are
employed as bone phantoms in this experiment. GC1 has a crack ~ 1.2 cm long. GC2 has a
crack of 1.4 cm long bordered by microcracks (Fig. 22.1).
The specimens, suspended by nylon threads to simulate stress-free boundary conditions,
are excited by means of a small (1.0 cm diameter), light-weight axial piezoelectric (PZT)
transducer driven in discrete frequency and amplitude steps using a Signal Recovery 7265
DSP Lock-in amplifier through a Brüel and Kjaer B&K2706 power amplifier. The response
is measured by a second piezoelectric transducer (sensor) whose output is amplified using
a low noise NF SA-200F3 preamplifier connected to the input of a 7265DSP synchronous
demodulating amplifier (Fig. 22.5).
Both the excitation and sensor transducers are made of a thin disc of piezoelectric ceramic
bonded to a thin metal diaphragm[9]. When the PZT sensor is bonded to a deforming
vibrating surface, a mechanical deformation is induced in the polarized crystal (resulting
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from tension and twisting of the sensor) leading to the generation of an electric charge.
Likewise, when the PZT crystal is submitted to a modulated electrical solicitation, it vibrates
(and induces a stress wave). The light weight (0.11 g), small size (1 cm diameter) and flat
structure form of the PZTs facilitate their mechanical fixation on structures, with negligible
influence on the vibrational response as compared, for instance, to accelerometers.
Experiments on bone
The experiments on the tibias proceeds in the same manner (see fig. 22.5). The bones are
suspended by two nylon threads so as to put the tibias in a horizontal position and simulate
a stress-free boundary condition.
Finite element simulations to obtain the mode shapes and natural frequencies
of bone phantoms and real bones
The aim of this part of the study is to test the experimental procedure by comparing
the measured response to that obtained from theoretical models. This is done for one of the
glasses and one of the human tibias. In order to limit the error in the geometry of the tibia to
be used for the 3D finite element simulation (FES), its exterior geometry was laser-scanned
and digitized.
We employ a simplified material model based on the supposition that the glass and bone
are homogeneous, isotropic, and linear elastic.
The volume of the glass was measured using Archimedes’ principle. >From the weight
(306 g) measured using a Denver Instrument SI-4002 balance, a density of 3700 kgm−3 was
obtained. This density was then used to calculate the weight from the volume computed from
the glass geometry, drafted on SolidWorks design software. The same weight as measured
on the balance was obtained confirming the conformance of the drafted geometry with the
real one. This geometry was then exported into a commercial finite element code Abaqus
for the computations.
The same procedure was adopted for the bone and gave rise to a weight of 0.166 kg as
compared to 0.165 kg by weighing with the Denver Instrument SI-4002 balance.
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The bone and glass are meshed in different models. Once the models are assembled,
the elastic properties of the glass and tibia to be employed in the two FES models for the
computation of the vibration spectrum are required.
The mechanical parameters are retrieved using : i) the measured resonance frequencies
data of the glass and the tibia bone (considered isotropic and homogenous). and ii) a model
of the resonance frequencies resulting from the solution of the eigenvalue problem for the
natural modes. The discretized form (for computation) of this model without the damping
and forcing terms [195] takes the form
(λ2eigM
mn +Kmn)Φn = 0, (22.4.4)
with m = 1, 2 · · · , n = 1, 2 · · · , Mnm, Knm the mass and stiffness matrices respectively, λeig
the eigenvalue and Φn the eigenvector (i.e., the mode of vibration).
A simple (Rayleigh damping) method is employed to account for the dissipation in the
specimen, and manifests itself by the equivalent viscous damping Ceq in the steady-state
linear dynamic equation [186, 195]. More specifically, Rayleigh damping is expressed by
Ceq = Cnm(M) + C
nm
(K) = αM
nm + βKnm, (22.4.5)
where α and β are constants (characteristics of the material, which, like the elastic moduli,
will also be identified).
The homogenized dry human tibia density ρ = 601 kgm−3 obtained in the previously-
described manner was introduced into the commercial Abaqus FES software. This value of
the density is approximate, in that the interior of the bone is not really homogeneous and
isotropic as is supposed in the model.
The inverse problem for both the glass and bone then reduces to the recovery of the
mechanical parameters of these objects, constituted by their Young’s modulus (E) and
Poisson ratio (ν), using data concerning the experimental resonance frequencies and the
FES to furnish model resonance frequencies.
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Inversion of vibroacoustic data (resonance frequencies) to recover the Young’s
modulus and Poisson ratio of bone
Three resonance frequencies, 1800, 3540, 5120 Hz, of the glass were employed in the
inversion. The corresponding OP and IP mode deformation shapes are shown in Fig. (22.6).
Only the first two modes of the tibia were employed in the inversion for this specimen,
as the others at higher frequencies are split so that attributing a mode number to a peak no
longer makes sense. The corresponding mode deformation shapes are depicted in Fig. (22.7).
The sought-for E, ν are solutions of the problem of the minimization of the cost function
J
J(E, ν) =
m∑
p=1
{
fpexperiment − fpmodel(E, ν)
}2
(22.4.6)
which expresses the discrepancy between the model (22.4.4) and experimental resonance
frequencies, and in which : fpexperiment is the target resonance frequency obtained by expe-
riment, p = 1, 2 · · · the mode number, m the number of modes (here m = 2 for the tibia
and 3 for the glass) and fpmodel the natural frequency furnished by the model for the current
trial value of E and ν.
The minimization is carried out using the Levenberg-Marquardt algorithm (implemented
in the lmdif routine from Minpack, conceived at the Argonne National Laboratory).
The retrieved parameters for the bone are E = 19.5GPa, ν = 0.26 and those for the
glass are E = 30GPa, ν = 0.22.
These parameters, together with Rayleigh damping (α = 0.05, β = 1.0e− 8 - chosen to
enable the fitting of the experimental response) were employed in the computation of the 3D
FES steady state acceleration [186] response of the drinking glass (described by 14484 nodes,
8461 tetrahedral elements - of quadratic geometric order) and compared to the measured
response of the sound glass (GS ) in fig. 22.8. Although the amplitudes of the peaks of the
two curves are quite different (probably because the theoretical model is too simple), the
experimental and theoretical resonance frequencies are nearly the same, thus validating the
experimental procedure.
Note that this experimental method is superior to the hammer-impact method in that it
enables to excite more than one mode, thus providing more data for the inversion procedure
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whereby the mechanical parameters of the specimen can be recovered.
22.4.6 Ultrasonic wave propagation measurements along the bone epi-
physis
The ultrasonic wavespeed (UWS) method of the characterization of bone enables the
recovery of some of the localized (in the portion of the bone between the emitter and receiver)
bone parameters in contrast to the global parameters that are obtained by vibration analysis.
A fairly-strong correlation has been observed between UWS and DXA-based BMD [18] which
is a good reason to retain the UWS method (amongst others) for diagnostic purposes
Measurements of the velocity of longitudinal and shear waves propagating along
the long axis of bone
Ultrasonic wave measurements were performed on the epiphysis of the human tibia bones
using two Panametric videoscan V151 500KHz contact (and a water soluble high viscosity
couplant) shear wave transducers. A Panametrics 5058PR pulser/receiver forms and delivers
the pulse to the emitting transducer and subsequently receives the pulse from the second
transducer. The pulse waveform on the receiver is captured using a TDS 3032B oscilloscope.
The experimental setup is depicted in Fig. (22.9). To improve the signal-to-noise ratio of
the measured pulses (Figs. 22.10a,b), 512 samples of the temporal signals are averaged.
The transit time from the transmitter to the receiver for the shear wave in the human
tibia bone is depicted in (Fig. 22.10b) and is denoted by tS . A first arrival that we attribute
to the presence of a longitudinal wave occurs at time tL.
Discrete values of the transducer distance (since the transducers are not small (diameter
3.0 cm), the distance is taken to be center-to-center) along the epiphysis and the correspon-
ding time of flight (TOF) of the shear wave pulses are plotted in (Fig.22.11). These points
are employed to obtain, by linear regression, lines whose slope gives the shear wave velocity.
This is done for four tibia specimens in Fig.22.11.
At close distances between the transducers, the signal-to-noise ratio is high for both the
shear and longitudinal waves, but the measured velocities are not precise because of signal
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overlapping. The best distances for determining the velocities were found to be 8.0 cm-20.0
cm. For some of the tibia specimens , a smaller separation of 4.0 cm gave acceptable results,
with this point being not far from the regression line (~ ±5 % difference).
Measurements of the velocity of longitudinal (P) and shear (S) waves propaga-
ting along the long axis of a phantom
To verify whether this experiment is giving acceptable results for the velocity, we used
a simpler geometry of a known material : an aluminium tube. The received pulse for the
aluminium tube is depicted in Fig. 22.10b relative to shear waves. The slope of the regression
line for the aluminum tube yields a shear wave velocity of 3111 m/s, a value close to the
one reported in the literature measured on an aluminium plate (3120 m/s) employing quasi-
Stoneley waves[69].
The shear wave velocities measured here in the human cortical (because the wave travels
predominantly in this layer) tibia are of the same order of magnitude as those published
in the literature for bovine bone [113, 265, 308, 393]. We found no directly-measured data
for the shear velocity in the human cortical bone. The shear wave velocity of 1500 ± 140
m/s was measured ex vivo for three human calvaria (skulls) [379]. They also measured the
longitudinal wave velocity for the same specimens and found a value of 2820 ± 40 m/s).
If required, the longitudinal wavespeed is obtained in the same manner as the shear
wavespeed via the early arrivals at tL. The peaks that are seen earlier than tL in the time
histories of response for the aluminium tube correspond to propagation modes that are of
no interest in this study.
A method for recovering the Poisson ratio from P and S wave velocities
Whereas vibration analysis provides information on the mechanical properties and ben-
ding rigidity, of the whole bone, ultrasound wavespeed is related approximately (this formula
is for an isotropic material, but real bone is not isotropic) to bone tissue properties by the
basic formula
υL =
√
E(1− ν)
ρ(1 + ν)(1− 2ν) , υS =
√
E
2ρ(1 + ν)
=
√
G
ρ
, (22.4.7)
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wherein ν is the Poisson ratio.
The resonance frequency and UWS both provide the ratio
√
E
ρ , so an independent mea-
sure of the density ρ is necessary in order to retrieve the elastic modulus and consequently
the stiffness. CT-scan imaging can provide three dimensional geometries from which can be
extracted bone densities using CT numbers [318, 359], but this is neither everyday clinical
practice, nor was it done in our study. If both the P and S wavespeeds are measured, then
the Poisson ratio can be determined by
ν =
1
2
[(
υL
υS
)2 − 2][(
υL
υS
)2 − 1] . (22.4.8)
which is a consequence of the previous two formulae. The list of Poisson’s ratios for some of
the dry human tibia are given in Table (22.1).
22.5 Results
22.5.1 Mass and density imbalance in the bones
As pointed out earlier, the center-of-gravity experiment gives an indication of how the
mass/mineral density is distributed in the tibia. The lengths L1 and L2 from which the
distribution is calculated are listed including the weights of the bones in Table (22.1)
22.5.2 Dominant mode frequency and damping coefficient as determined
by the hammer impact method
The resonance frequencies and damping coefficients computed from the hammer impulse
decay measurements are listed in Table (22.2).
Van der Perre and Lowet [371] found, for measurements of resonances in vitro on dry
osteopaenic human tibia bones, that the average lowest OP frequency (OP1) was 492 Hz
and the lowest IP frequency (IP1) was 670 Hz, values that are lower than those of a control
group considered normal (OP1 frequency of 518 Hz and IP1 frequency of 694 Hz) . These
authors considered a bone to be osteopaenic using a criteria of weight.
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We, on the other hand, find that the total weight of the dry bone is poorly correlated to
most of the health indicators enumerated above (such as the mass imbalance).
22.5.3 Mode splitting as observed by piezoelectric transducer vibration
spectroscopy
Aspects of mode splitting that are pertinent to damage evaluation
It was shown by Ogam et al. [294], both theoretically and experimentally, that the pre-
sence of damage in the form of cracks results in shifts of resonance frequencies, modifications
of the heights of resonance peaks, and splitting of the out-of-plane and in-plane modes. These
authors also showed that an increase in excitation amplitude can provoke nonlinear vibration
behavior (i.e., a shift of the resonance frequency with increasing amplitude). This study was
carried out on bone-like specimens that were crack-damaged by means of thermal shocks.
Ogam et al. also demonstrated, via a finite element simulation, that the distance separating
the split modes is a function of the degree of damage (size of the crack).
In the present study, only the mode splitting feature of piezoelectric transducer vibration
spectroscopy measurements is employed to characterize the bone specimens. This means that
only two indicators of damage are used as compared to the ones developed in [294]. These
two are :
1. Shift of the resonance frequency peaks. The more the tibia bone is damaged, the more
the resonance frequency peaks shift downwards,
2. The frequency separation (splitting) of the out-of-plane (bending in the sagittal plane)
and the in-plane (bending in the frontal plane) modes ; the more the damage, the
further the modes shift apart.
Results for bone phantoms taking the form of drinking glasses
Some experimental results are given for both sound and cracked glasses (which are bone
like shells) in Fig. (22.12a,b,c) wherein we depict the zoomed responses around 2000, 3500
and 5750 Hz for the three glasses (GS, GC1, GC2) with stress-free boundary conditions.
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GC1 is less cracked than GC2 which explains why frequency shifts are greater for GC2.
The resolution gets better at the upper end of the spectrum as displayed in Fig. (22.12c).
The resonance frequency of GS at 6300 Hz is shifted downwards for GC1 and even more
so for the more damaged glass GC2. The distance between the undamaged and damaged
resonance peaks is a function of the degree of damage as depicted in Fig. (22.12c) (∆fGC1 =
80 Hz, ∆fGC2 = 555Hz). The distance between the IP and OP modes for the two damaged
glasses are ∆fipopGC1 = 125 Hz for GC1 and ∆fipopGC2 = 140 Hz for GC2). The cracks in
the two glasses are of the same size (∼ 4 mm) but GC2 has supplementary microcracks (1
mm diameter).
Results for real bone
The same type of measurements and analysis are made for the tibia specimens.
In addition, the experimental frequency response of one of the bones (Tib40) is compared
to the 3D FES prediction (with Rayleigh damping [186, 195] α = 0.05, β = 1.0e − 8) of
this response. This is done in Fig. 22.8. The geometrical (the inner structure is assumed to
be uniform) and material (linear elastic, isotropic and homogeneous solid) characteristics of
the numerical tibia are such that the latter is a gross idealization of the real bone (which
is hollow, inhomogeneous, orthotropic ...). Nevertheless the two responses (of the numerical
bone and the real bone) have many features in common, so that the numerical bone response
simulation enables to point out to which type of mode (flexural, longitudinal and torsional)
the various peaks correspond. It also provide a means of detecting split modes (in the case
of the cracked glass) and simply the OP and IP modes (for the tibia).
To classify five dry human tibia bone specimens using the damage criteria relative to
mode splitting, only the modes around 4000 Hz (Fig. 22.13c) were taken into account because
this mode is well separated from the neighboring modes and the resolution is sufficient to
distinguish all the specimens (this not being true for the mode near 2000 Hz (Fig. 22.13b).
It is of utmost importance to be able to reveal small differences between specimens with
similar material and structural characteristics. The modes near 2000 Hz show that Tib19 is
really different from the others. The difference between Tib1 and Tib7 is not easy to unveil.
The fact that they are different is well revealed at 4000 Hz but is less remarkable at 2000
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Hz. This difference is also not well-revealed by the attenuation determined by the impact
hammer experiment.
The resonance frequencies and damping coefficients obtained from the modal analysis
[293] of the response spectrum are compared in Table (22.3) to the measured values (as
concerns OP1 and IP1) obtained by the hammer impact method.
22.6 Correlation between the various measured quantities on
real bone
The correlation of the shear wave velocity and the split frequencies, the mass ratios
and attenuation (damping) coefficient measured on the same tibia, are calculated using the
Pearson product-moment correlation coefficient (PMCC) [258, 296]. This is a measure of
the tendency of the measured parameters to increase or decrease together. The Matlab [258]
function corr is used to calculate this coefficient and the p value. The p value indicates the
probability of getting the characteristics observed in a sample if the null hypothesis were
true.
The correlation coefficients (r) between the shear wave velocity (SWS) measured on the
epiphysis and the ratio L1L1+L2 are r = 0.93, p = 0.006. The correlation coefficients for SWP
and the inverse of the mode split frequency ( 1∆f ) are r = 0.99 and p = 0.0011. The correlation
coefficients between SWS and the attenuation (α) are r = 0.78 and p = 0.11). The ratio
L1
L1+L2
and 1∆f (∆f = fIP3 − fOP3, is the difference between a pair of OP and IP mode
frequencies) correlation coefficients are r = 0.99 and p = 0.002.
The curves depicting all the aforementioned results are given in Figs. (22.14a,b,c,d). The
three parameters, mode splitting, shear wavespeed and mass ratio, are strongly correlated
and they all seem to agree in pointing out that Tib19 is the least healthy of the five tibia
specimens. The attenuation is fairly-well correlated to the shear wavespeed, but it does not
show a clear difference between Tib1 and Tib7 like the other parameters. The Poisson ratio
is very-well correlated to the mass ratio (r = 0.995), the attenuation and SWS for three
tibia bones (Tib7, Tib19, Tib40). Tib1 was excluded from the calculation of the correlation
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coefficient with Poisson’s ratio as it appeared to present an anomalous case. Including Tib1
in the lot for the correlation test against the mass ratio gives a lower correlation coefficient
(r = 0.73, p = 0.27) (Fig. (22.14e)). This suggests that the issue of the Poisson ratio deserves
further study.
A final result of this study is that it enables to classify the state of health of the different
bone specimens. We find : Tib40, T ib1, T ib7, T ib19, with the first being the healthiest, and
the last the most degraded.
22.7 Discussion
A possible explanation for the difference in the mass distribution ratios in long bones
can be attempted using observations made on the evolution of state of diseased plant leaves
and stems. Take for example, one of the Black Cherry tomato leaf diseases. The problem
begins with a brown irregular spot on the leaf. This spot spreads until the entire leaf is
greenish, grayish brown and eventually spreads to other leaves on that branch. The leaves
become leathery, then brittle and the entire branch eventually withers. Such a process may
be equivalent in human beings to the case where the distal parts of the body are not well
irrigated, for instance, poor blood circulation in the lower members (that elderly and some
less elderly persons often complain about) and also due to the presence of other diseases
that affect the nutrition of the distal regions of the bone.
A number of studies have shown the association between low bone density and poor blood
circulation [44, 45, 237, 239, 238, 60, 368]. The observations from these studies give a possible
explanation for the notable low mass distributions measured in the tibia under examination
herein. It can be hypothesized that when the lower members are not well irrigated, the ratio
L1
L1+L2
will be smaller than in the case of normal irrigation. Our correlation study also shows
that such a circulatory aﬄiction can be detected by measurements which reveal a lower
shear wave velocity, a smaller damping and a larger mode splitting. The same tendencies
are found for bone that is damaged for other reasons.
Bouxsein et al [43] found that the tibia longitudinal ultrasound wavespeed (UWS) was
not strongly correlated to the strength of the proximal femur as is the same parameter
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measured in the heel bone (calcaneum). Their conclusion was that the UWS of the tibia
may be of limited use for assessing hip fracture risk. To confirm or infirm this finding, it
would be interesting, in future studies, to apply the methods developed herein to several
types of bone of the same person.
22.8 Conclusions
A simple method to determine the mass distribution in vitro of dry human tibia bones
based on the search of their center of gravity was described and employed on several human
tibia specimens. The mass distribution was found to be very well correlated to the ultrasonic
shear wavespeed (an indicator of elastic bone properties and strength) but somewhat less-
well correlated to the damping coefficient of the first mode of flexural vibration.
It was shown that the hammer impact experiment method can, at most, give the global
damping of the first mode which indeed is able to reveal the bone with the worst health but
is unable to discriminate bones that have close health states.
The ultrasonic shear wavespeed measurements are localized and difficult to implement
on the extremities of long bones as well as on short bones and/or bones with irregular
shapes. On the other hand, the vibrational spectroscopy method, with emphasis on mode
splitting, gives a sort of picture of the mechanical state of the totality of a given bone (and,
unfortunately of the boundary conditions that account for its connection to other tissues
and organs in the body).
Preliminary results indicate that the Poisson ratio is another parameter whose determi-
nation (via measurements of the longitudinal and shear wavespeeds) is worth pursuing as
it is well- correlated to the parameters that have been considered to be indicative of bone
strength (mode splitting, mass ratio, ultrasonic shear wavespeed, and attenuation).
A vibrational spectroscopy method employing PZT transducers, and suitable for use in
vivo, based on the principle that when bone becomes osteoporetic, its in-plane and out-
of plane flexural mode resonance frequencies will be further apart than when the bone is
healthy, was also described and employed to characterize real and phantom bone specimens.
The value of the frequency difference of the IP and OP peaks near 4000 Hz of several dry
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human tibial shafts were found to be very-well correlated to the mass distribution and the
ultrasound shear wavespeed measured along the tibial epiphysis. Future experiments will
involve measurements of higher-order modes to improve further the discrimination capacity
of the method. This is an important issue, because frequently, the first indication that a
bone health problem exists is the occurrence of a fragility fracture, often followed by a high
degree of morbidity and mortality [123], so that it would be useful to develop a method
other than X-ray densitometry( which is proscribed for repeated use) to monitor lifetime
changes in the mechanical state of the bones of a given patient which may signal the onset
of diseases such as osteoporosis before large-scale fracture occurs [123, 222].
In the future, it would be useful to undertake large scale in vivo multifactorial testing,
coupling the vibration spectroscopy mode splitting method with ultrasonic shear and longi-
tudinal wavespeeds, as well as BMD measurements, on healthy and osteoporotic patients.
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Fig. 22.1 – Two cracked GC1 and GC2 next to a bovine bone sample (in the photograph).
The third glass is sound (GS)(but not in the photograph). They glasses have a geometry
and material behavior (isotropic) that is simpler than that of real bovine bone (which is
orthotropic). The glasses are used in experiments to illustrate the splitting of modes when
cracks are induced in them by thermal shocks.
Tibia
Parameters Tib1 Tib7 Tib8 Tib18 Tib19 Tib39 Tib40
L1(cm) 15.0 15.0 14.0 14.0 14.0 13.5 15.5
L2(cm) 20.0 20.5 18.0 19.0 20.0 18.5 20.0
weight (g) 159.1 152.2 112.4 122.4 187.0 153.7 165.4
Poisson’s ratio 0.33 0.26 0.37 0.32 0.35 - 0.22
Tab. 22.1 – Distances L1 and L2, the weight and Poisson’s ratio computed from the measured
shear and longitudinal wave velocities for the tibia specimens.
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Fig. 22.2 – (a) Schematic of a seesaw. (b) Photograph of the actual experiment depicting
how the center of gravity of the dry human tibia bone is determined. The distances L1and
L2, determined at equilibrium, are used to compute a ratio indicating how the mass is
distributed in the bone.
Fig. 22.3 – (a) The impact experiment. The hammer strikes the cylinder sideways and the
response is measured using the accelerometer. (b) Photograph of the human tibia, hammer
impact and vibration experiment. The bone is suspended on a test rig using nylon threads
and the impact is applied sideways on the medial malleolus to generate flexural waves.
The response is measured at the center of the bone using a featherweight (0.75 gram)
accelerometer (Brüel and Kjaer B&K4374).
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Fig. 22.4 – A typical decaying acceleration vibratory response curve measured by an acce-
lerometer on the tibia. These curves show, the filtered sequence of the decaying sinusoids,
the peaks of the sinusoïds, and the ones obtained from the recovered attenuation coefficient
α obtained after optimization.
Fig. 22.5 – The experimental setup for obtaining the specimen’s vibrational response using
a disk piezoelectric exciter and sensor.
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Fig. 22.6 – Mode shapes. (a) The first out-of-plane (OP) mode. (b) The first in-plane (IP)
mode. (c) The second OP. (d) The second IP. (e) The first flexural IP mode of the glass
(bending in the frontal plane). (e) The first flexural OP mode of the glass (bending in the
sagittal plane).
Tib40 Tib1 Tib7 Tib39 Tib19
OP1 (Hz) - impulse 587 562 540 514 573
IP1 (Hz) -PZT 806 685 674 - 790
Attenuation (α) OP1 21.2 19.8 20.6 20.2 17.7
Tab. 22.2 – The first out-of-plane mode (OP1) and in-plane (IP1) natural frequencies
and IP1 attenuation for five dry human tibia bones. IP1 is measured in the hammer im-
pact/acceleration experiment and OP1 by the spectroscopy experiment method using PZTs.
The OP1 natural frequencies in both experiments are approximately identical ( maximum
difference 2.0 percent) .
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Fig. 22.7 – Out-of-plane (bending in the sagittal plane), in-plane (bending in the frontal
plane) and torsional (with arrow) mode shapes.
OP1 IP1 OP2 Torsion IP2 OP3 IP3
Frequency (Hz) 595.0 805.0
damping coefficient 0.0065 0.0057
FES frequency (Hz) 589 806 1906 2124 2521 4020 5052
Tab. 22.3 – Measured and FES computed (OP and IP) resonance frequencies for the stress-
free human tibia bone Tib40. The attenuation coefficients computed from the measured decay
response are also tabulated.
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Fig. 22.8 – (a) The curve depicts the FES computed acceleration response (employing 14484
nodes, 8461 tetrahedral elements - of quadratic geometric order) of the glass compared
against the measured response using a PZT actuator and sensor. (b) Comparison between
the measured vibration response of a dry human tibia (Tib40) and the computed 3D FES
steady state response with Rayleigh damping.
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Fig. 22.9 – Photograph of the shear wave velocity measurement experiment. The transmitter
(TR) remains at a fixed position while the receiver (RCV) is displaced in 2.0 cm steps.
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Tib7 velocity : 1834 m/s
Tib40 velocity : 1893 m/s
Fig. 22.10 – (a) The shear wave pulse emitted by the transducer on the proximal end
and received by the second transducer situated at the distal side. The times tL and tS ,
coupled with the distance separating the two transducers, give the longitudinal and shear
wave velocities. (b) Control measurement on an aluminium tube (diameter 3cm, thickness
). Some modes that are not studied herein are present in the received pulse. (c) Linear
regression of the measured time of flight and distance points for the aluminium tube. The
velocity is given by the slope of the regression curve. (d) Linear regression curve for two
human tibia bones. The curves lie on a straight line indicating homogenous behavior of the
bone.
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Fig. 22.11 – The regression curves for tibia bone specimens. Most of the points lie on the
regression line evoking homogeneity.
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Fig. 22.12 – The specimens are in stress-free boundary condition situation. The spectrum
is zoomed near the resonances of the vibration modes. (a) The first in-plane (IP) and out-
of-plane (OP) modes (mode 1 and 2). The modes of the damaged glasses are only shifted as
compared to the mode of the sound glass. (b) The second IP and OP modes. A significant
difference occurs in the shift of the resonance frequencies of the two damaged specimens.
The splitting of the mode is more remarkable for the more damaged glass and undergoes
a greater shift downwards.(c) Mode 5 (the first flexural mode of the glass at ~ 5200 Hz).
Again, a shift in frequency for the damaged specimens is noticed and a small satellite mode
is visible for the most damaged glass. For the third IP and OP (~ 6200 Hz) modes, the
splittings and shifts in the resonance frequencies are clearly observed for the two cracked
specimens.
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3440 Hz for Tib1) are calculated for the four specimens.
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Fig. 22.14 – The correlation coefficients between the (a) shear wave velocity (SWV) mea-
sured on the epiphysis and the ratio L1L1+L2 (r = 0.93, p = 0.006). (b) Correlation between
the SWV and the inverse of the mode splitting frequency ( 1∆f ) (r = 0.99, p = 0.0011). (c)
Correlation between the SWV and the attenuation (α) (r = 0.78, p = 0.11). (d) Correlation
between the ratio L1L1+L2 and
1
∆f
(r = 0.99, p = 0.002). (e) Correlation between the Poisson
ratio and the ratio L1L1+L2 (r = 0.73, p = 0.27) or (r=0.995) if Tib1 is excluded.
Chapitre 23
Conclusion générale
Conclusion et perspectives.
23.1 Ce qui a été fait dans cette thèse
Le lecteur pourra se reporter à la fin des différents chapitres pour des résumés et conclu-
sions assez détaillées concernant leur contenu.
Ce que l’on peut dire plus globalement, c’est que la thèse était consacrée à la résolution
d’un problème inverse rendu très complexe par la nature de l’objet à caractériser : vivant,
multiphasique, structuralement hétérogène à plusieurs échelles, anisotrope, pouvant vibrer
non-linéairement même pour de sollicitations assez modestes,.... .
Ce problème, comme tout problème inverse, requiert : i) de définir les données et un
protocole expérimental pour les obtenir, avec un contrôle d’erreurs et des indications de leur
influence sur la qualité des mesures, ii) un modèle (estimateur) pour simuler les données
expérimentales, iii) la recherche, au sein du modèle, des paramètres pouvant être révélés par
les expériences et être pertinents pour le diagnostic, d’où la nécessité d’études de sensibilité,
iv) un algorithme d’inversion faisant appel à une fonction-coût bien choisie et des informa-
tions a priori aussi nombreuses et précises que possible sur les paramètres que l’on ne choisit
pas de reconstruire mais qui figurent tout de même dans le modèle.
Cette thèse a porté spécialement sur les points i) et ii) avec un accent particulier sur
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le point i). Ceci est certainement dû à mon goût pour l’expérimentation, et probablement
aussi au fait que les ondes ultrasonores et la vibroacoustique offre un champ d’investigation
expérimental très vaste et relativement facile d’accès, notamment pour les problèmes comme
celui que je viens de traiter. L’environnement expérimental, ainsi que l’indulgence de la
Direction, du LMA m’ont aidé grandement à mener à bien ce travail.
23.2 Tendances
Deux tendances se dessinent dans l’activité des recherches concernant la détection et le
suivi de l’ostéporose par méthodes ultrasonores et vibroacoustiques.
La première tendance est la simplification des modèles et la focalisation sur la recons-
truction d’un seul paramètre descripteur de la maladie, par exemple, la porosité, l’épaisseur
ou le module de Young équivalent de l’os cortical, etc. Le modèle peut être aussi simple
que linéaire, isotrope, élastique, poutre, coque, cylindre, tube, voire oscillateur à un dégré
de liberté avec un modèle d’amortissement de Kelvin-Voigt et à dimension 2D, voire 1D, le
tout en domaine spatio-fréquentiel.
L’autre tendance est la complexification des modèles, qui délaissent l’oscillateur à 1DDL
au profit de ceux à plusieurs, voire des milliers DDL, avec des lois de comportement d’amor-
tissement de type Maxwell, Boltzman, à mémoire, nonlinéaire, etc., un modèle poroélastique
de type Biot, BJKD, ou poroviscoélastique, sans/avec prise en compte de la diffusion sur
des hétérogénéites macroscopiques [300] qui se manifestent aux hautes fréquences, le tout
en dimensions 2, voire 3, et de préférence en domaine spatio-temporelle, en tenant compte
de la géométrie externe et la structure interne la plus exacte possible de l’os, de l’enrobage
viscoélastique de l’os [325] et des conditions aux limites compliquées traduisant les attaches
des os dans le corps dans différentes postures de celui-ci.
Il est clair que la première tendance a la faveur des médecins généralistes pour des raisons
de pragmatisme. Quand il résolvent un problème inverse du style de diagnostic clinique sur
un patient (de préférence dans leur cabinet), ils veulent aller au plus simple : i) acquérir le
moins de données possibles, avec un appareillage robuste et demandant le moins de réglages
et interventions humaines possible, ii) faire leur diagnostic (i.e., inverser les données) avec un
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modèle compréhensible et robuste qui porte sur le minimum de descripteurs de la maladie.
La deuxième tendance a peut-être la faveur des radiologues, et certainement la faveur
de la plupart des chercheurs dont je suis, car c’est notre metier de comprendre, et de rendre
aussi bien que possible compte de ce qui est à l’oeuvre dans le sondage mécanique d’un ma-
tériau/structure aussi complexe que l’os humain. Les chercheurs sont conscients que l’emploi
des méthodes de diagnostic qui ont la faveur des médecins généralistes requièrent une bonne
connaissance a priori des nombreux paramètres que les médecins ne veulent pas reconstruire.
De plus, ils savent qu’il est nécessaire d’établir scientifiquement lequel de tous les paramètres
est le plus informatif sur l’état de santé de l’os, et de s’assurer que ce paramètre peut être
reconstruit avec succès et une précision suffisante en tenant compte des erreurs des mesures
et des paramètres dont les valeurs sont assignées a priori.
23.3 Perspectives
Les questions toujours d’actualité sont : i) quel(s) descripteur(s) choisir de la maladie,
ii) quoi mesurer, en quelle quantité et avec quelle précision, ii) quel modèle employer pour
rendre compte du processus physique qui donne lieu aux observations.
Je pense, en ce qui concerne l’ostéoporose, que la notion de maladie doit être comprise
dans un sens très restreint pour avoir des chances d’être diagnostiquée. Ainsi, la référence
de santé ou de maladie ne doit pas être inter-individus, mais intra-individuelle, notamment
du fait que la forme, taille, et composition des os varient trop d’un individu à un autre, alors
que la forme et taille d’un os donné d’un individu donné ne varient guère après que celui-ci
devient adulte. Ceci est un facteur indispensable pour déterminer ce qui varie effectivement
et peut être signe de maladie.
Autrement dit, grâce à des examens faits tout au long de la vie d’un individu (ce qui
est possible sans dommages avec les méthodes ultrasonores et vibroacoustiques en cabinet
de médecin généraliste ou spécialiste), et toujours dans les mêmes conditions (position de
l’individu, membre examiné), on peut avoir une chance de détecter des changements suspects
d’un seul paramètre ne figurant pas nécessairement de manière explicite dans le modèle
mécanique choisi, mais nécessairement sensible à des changements dans la composition et/ou
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la structure de l’os ainsi qu’à ce que l’on mesure, indicatifs de la survenue et de la dégradation
de la qualité osseuse [338].
Ceci est l’idée à l’oeuvre dans la méthode BUA ainsi que celle des modes de Lamb,
mais ces méthodes ne sont pas nécessairement les meilleures pour le but que je pense devoir
atteindre. Une méthode reposant sur la mise en vibration (linéaire ou nonlinéaire) d’un
membre (celle des modes de Lamb en fait partie) et un examen spectrométrique (totale ou
partielle du spectre) de la réponse vibratoire devrait, à mon sens, constituer la meilleure
piste à suivre à l’avenir, car elle est pour l’instant la seule à pouvoir être appliquée in vivo
(les méthodes acoustiques ou vibrationnelles sur des morceaux découpées d’os pour satisfaire
aux contraintes du modèle ne me paraissant pas promises à un avenir clinique, mais sont
certainement très utiles pour déterminer les valeurs des paramètres qu’il faut introduire, de
manière a priori, dans les modèles servant d’estimateur).
En tous les cas, le problème du diagnostic de l’ostéoporose par des méthodes autres que
celles faisant appel aux rayons-X, est encore largement ouvert et nécessitera des années de
recherches supplémentaires avant de recevoir un début de solution.
Il me semble aussi que les recherches que je viens de décrire, et qui vont se poursuivre,
pourraient avoir d’intéressantes applications au diagnostic d’autres maladies ou trauma-
tismes des os et même d’autres tissus et organes biologiques, ainsi qu’à la caractérisation de
matériaux/structures non vivants, naturels ou manufacturés.
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Résumé
L’os humain est à la fois un matériau (tissu osseux) et une structure (e.g., le fémur). Les trau-
matismes engendrent des défaillances (fractures) structurelles évidentes de l’os, mais l’intégrité
mécanique de celui-ci peut aussi être atteinte d’une manière insidieuse, et non moins dangereuse,
par certaines maladies. Très schématiquement, on peut dire que les traumatismes sont la cause
de macrofractures (à la structure-os), et les maladies la cause de microfractures (du matériau-os).
Celles-ci se développent progressivement en macrofractures, et si des soins ne sont pas prodigués
ou efficaces, l’os perd sa fonction de soutien.
Cette thèse concerne essentiellement une des maladies de l’os : l’ostéoporose. Pour traiter cette
maladie, et/ou prévenir les macrofractures dont elle est à terme la cause, il faut d’abord en faire
le diagnostic. Ce problème est compliqué du fait qu’il s’agit d’une caractérisation (essentiellement
mécanique) de matériau vivant et qu’il est impératif que le sondage soit de type non-destructif,
surtout si l’examen doit se répéter souvent (notamment pour suivre les progrès d’un traitement).
Le travail de cette thèse concerne donc le développement de nouvelles méthodes, et/ou l’amé-
lioration de méthodes plus anciennes relatives à l’évaluation non-destructive (END) d’altérations
mécaniques du tissu osseux en rapport avec l’ostéoporose.
Comme l’END est aussi un terme employé pour la caractérisation de matériaux inertes, le
domaine d’application de ce travail dépasse celui des matériaux vivants.
Mots clés : Problèmes directs et inverses, Tissu biologiques, Ostéoporose, Matériaux cellu-
laires, vibroacoustique, spectroscopy, ondes ultrasonores, Intéraction fluide/structure, Vibrations
nonlinéaires, Méthodes des éléments finis, Données réelles, Transducteurs/senseurs, Acquisition
de données, Traitement du signal.
Abstract
The human bone is both a material (bone tissue) and a structure (e.g. the femur). Trauma
often generates structural failure (fractures) of the bone, but it’s mechanical integrity can also be
affected in an insidious manner, and not the less dangerous, by certain diseases. Very schemati-
cally, one can say that trauma is the cause of macrofractures (to the bone structure), and diseases
cause of microfractures if no treatment (of the bone material) is undertaken. The microfractures
develop gradually into macrofractures, or if the treatment is not effective, the bone loses its
function of support. This thesis relates primarily to one of the diseases of bone : osteoporosis. To
treat this disease, and/or to prevent the macrofractures of which it is in the long term the cause,
it is initially necessary to make its diagnosis. This problem is complicated owing to the fact that
it is about characterization (primarily mechanical) of living material (biological tissue) and that
it is imperative that the probe be of nondestructive type, especially if the examination must be
repeated often (in particular to follow the progress of a treatment). The work of this thesis thus
relates to the development of new methods, and/or improvement of more older methods relating
to the nondestructive evaluation (NDE) mechanical deteriorations of bone tissue in connection
with osteoporosis. As the NDE is also a term employed for the characterization of inert material,
the applicability of this work’s framework exceeds that of living tissue.
Keywords : Direct and Inverse Problems, Biological tissues, Osteoporosis, Cellular materials,
Vibroacoustics, spectroscopie, ultrasonic waves, Fluid structure interaction, nonlinear vibration,
Finite element methods, real data, Transducers/sensors, Data acquisition, Signal processing.
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