In this paper we model a computer network consisting of one standard Internet connection and one nonstandard connection that transmits uniformly sized bursts of packets at regular intervals. The nonstandard connection can represent probing activity of either a diagnostic measurement or attack. Using bifurcation diagrams, we study how the network's behavior changes as a function of the probing frequency. These diagrams reveal interesting, nonintuitive behavior. We present a series of models of increasing simplicity that capture the significant features of the network's behavior. Our simplest model is a piecewise linear, discontinuous one-dimensional map. This map helps explain the structure of the bifurcation diagram, and allows us to directly determine Lyapunov exponents, which give a measure of the system's predictability. As a result, we are able to more precisely describe and categorize the dynamics, including chaos, exhibited by this network.
Introduction
In an Internet connection, data packets are transmitted between source and destination computers through intermediate machines, known as routers. In most cases, the data is exchanged according to the rules of the Transport Control Protocol (TCP) [Medina et al., 2005; Fomenkov et al., 2003] . (For more information on TCP, see [Stevens, 1994] .) The initialization and completion of network connections, the transmission rate of data, the retransmission of any lost packets, etc. are all controlled by TCP.
Network congestion can occur if a link somewhere between the source and destination becomes saturated with packets. This link is referred to as the bottleneck link. Each router typically has a buffer within which to store packets that cannot be transmitted immediately due to congestion. As congestion increases, routers will typically drop packets, which means the packets vanish from the network and are not transmitted, as a way of reducing congestion. Active queue management (AQM) policies are strategies employed at routers that decide how and when to drop packets prior to the buffer filling. One AQM that is commonly used, and that we model in this paper, is Random Early Detection (RED) [Floyd & Jacobson, 1993] . In the absence of an AQM, a router will default to a strategy known as Drop-Tail in which no packets are dropped until the buffer is full, at which point any additional arriving packets are dropped.
Because of the complex interaction of protocols, multiple flows, delays and feedback effects, networks can exhibit complicated behavior. This includes even fairly small, simple networks. We model the interaction between two network connections sharing a bottleneck link: a TCP bulk-transfer flow 1 and a flow that transmits periodic bursts of packets. This network exhibits complicated nonintuitive behavior as system parameters, such as the period of the bursts, are varied (see Fig. 6 ). We first apply a stochastic continuous-time model to this system. Results from the model show good qualitative agreement with those of the ns simulator, which is a packet-level simulator used for network design and analysis [ns 2, 2009] . Next, we show that a simpler deterministic version of the model is able to capture many of the main features of the behavior of this network as well. The simplest model we present is a one-dimensional map. This map is helpful in explaining the changes we see as the burst period is varied. In addition, using this map we can easily compute Lyapunov exponents, which give an indication of the system's predictability. We find chaotic behavior (i.e. positive Lyapunov exponents) for some burst period value ranges.
Periodic packet bursts are commonly generated by network analyzer tools [Spirent, 2005] , multicast protocol bandwidth probes [Vicisano et al., 1998 ] and online games [Feng et al., 2002] . In addition, they can also signify an attack. For example, in [Kuzmanovic & Knightly, 2003 ] a low-rate TCP denial of service (DoS) attack is described consisting of periodic bursts of packets. In a similar fashion, [Ebrahimi-Taghizadeh et al., 2005] shows how short-lived TCP flows triggered at regular intervals, can significantly impact the throughput, or rate of successful transmission of data, of long-lived TCP flows.
Networks like the one we consider have been modeled numerous times from a wide array of perspectives and for a variety of reasons. [Misra et al., 2000; Firoiu & Borden, 2000; Ranjan et al., 2001] , and [Low et al., 2002] evaluate the performance of RED, while the modeling in [Mathis et al., 1997; Padhye et al., 1998 ] is aimed at obtaining throughput expressions. [Misra et al., 2000; Hespanha et al., 2001; Bohacek et al., 2003; Liu et al., 2003 ] model this type of network to obviate the need for timeconsuming simulation. There are stochastic [Padhye et al., 1998; Bacelli & Bonald, 1997] and deterministic models [Misra et al., 2000; Firoiu & Borden, 2000; Ranjan et al., 2001] , continuous-time [Misra et al., 2000] and discrete-time models [Firoiu & Borden, 2000; Ranjan et al., 2001] .
Several studies have found chaotic behavior in networks. In [Veres & Boda, 2000 ] the authors observe chaotic behavior in a network of two or more TCP flows sharing a bottleneck link. They show phase space plots revealing strange attractors and compute positive Lyapunov exponents. These results are shown only for ns-simulated networks and without a model upon which to base the results. Our experiments are on similar networks, but with the bottleneck link's outgoing router using RED for queue management rather than Drop-Tail. And as mentioned above, we also develop a series of models that capture the chaotic and other behavior of the periodically forced network we are studying. These models can be analyzed to gain deeper insight into the system behavior. Ranjan et al. [2001] modeled the interaction of TCP flows with a RED bottleneck buffer. Bifurcation diagrams with respect to various RED parameters are presented showing period doubling, border collisions and other interesting behavior. In addition, the authors calculated Lyapunov exponents, finding some regions of positive values, indicating chaotic behavior. The accuracy of the model is not clearly demonstrated, however, as no comparisons between the model and simulated or real network runs are given.
These and other works [Fekete et al., 2002; Liu et al., 2005; Gao & Rao, 2005] indicate that it is not surprising to find chaotic network behavior. Our contribution is to consider a particular type of network traffic, namely traffic containing a periodically bursting flow, to model this traffic accurately and to use our model to explain the observed behavior. This work is not designed to be an all encompassing modeling approach. Rather, it shows how good modeling can yield insight into and understanding of the kinds of behavior that are possible in a simple network. We hope this insight and understanding will inform the direction of future work on more complicated networks. 
Models
We consider a simple network with one TCP connection and one non-TCP connection 2 that injects periodic bursts of packets into the network (see Fig. 1 ). The traffic from both flows passes through a bottleneck link whose capacity is less that of the other links in the network. We assume both source-destination paths are fixed for the duration of the connections with data packets traveling only from sender to receiver, and that there is no other cross-traffic. These assumptions simplify the network allowing it to be more easily modeled without significantly affecting the overall network dynamics, as we will show later. In the absence of the periodic, non-TCP source, the network experiences periodic behavior (see Fig. 2 prior to t = 200 seconds). In general, a periodic system that is periodically forced by an external source can have complicated behavior. For example, a forced undamped pendulum can exhibit periodic or chaotic motion. We use a series of three models of decreasing complexity to represent and analyze this network. The first two models are described in greater detail in [Frommer et al., 2004] . The main difference between the models is that one handles data packet drops stochastically while the other does so deterministically. We will refer to them as the stochastic model and the deterministic model. The third model is a one-dimensional map that is empirically derived from runs of the deterministic model. We briefly summarize the first two models here after a short overview of the mechanics of TCP flow control. The third model is described in Sec. 3.
TCP flow control
The primary mechanism used by TCP to regulate the flow of data is the congestion window on the sender's computer. Whenever a data packet reaches its destination, the recipient transmits a small acknowledgment packet back to the sender. A window size of W on the sender's computer means that the number of unacknowledged packets from the sender that may be outstanding on the network at any one time is at most W . According to TCP, the sender's window size follows the additiveincrease/multiplicative-decrease (AIMD) scheme. Typically, the window size W increases additively by 1/W with each successful packet transmission and decreases multiplicatively by a factor of 2 when packets are dropped.
Packets that need to be stored in a router's buffer due to congestion are placed in a queue. The RED module operating at this router keeps track of the queue length as well as of an exponentiallyweighted average of the queue length, which we denote by x. When x exceeds a predefined minimum threshold, RED will cause the router to drop arriving packets with probability that increases with x. Note that this adds a stochastic element to the connection.
Stochastic model
The first part of the stochastic model handles the additive increase phase of TCP and can be summarized by the following equations:
where W is the TCP sender's congestion window, q is the instantaneous queue length at the router, x is the exponentially-weighted moving-average queue length, all in packets, R is the round-trip time in seconds, c is the bottleneck link capacity in packets per second, and w is the RED queue smoothing parameter. The round-trip time, R measures that amount of time between the departure of a packet from the sender and the return to the sender of the acknowledgment for that packet. It consists of both a fixed propagation delay, a, along with a queuing delay. A packet experiencing a single congested router with queue length q, and outgoing link capacity c (measured in packets per unit time), will have a queuing delay of q/c. Hence,
The stochastic model replicates the procedure used by RED to determine when to drop packets. When x exceeds a threshold parameter q min , RED turns on and begins counting packets in order to determine when a packet drop should occur. The actual drop probability used by RED, which we denote p d , is given by:
where k is the number of packets that have arrived since RED turned on, or since the previous packet drop, and p is given by:
q max and p max are additional RED parameters. Denoting the continuous-time system of Eqs.
(1)-(3) by A, we summarize the stochastic model in hybrid systems form as in Fig. 3 , where T is a timer variable. Our model begins in the socalled congestion avoidance phase, before congestion has ensued, following the set of equations, A. Once x exceeds q min , the variable k begins increasing from 0 by 1 unit per time step to represent the number of packets that have arrived since RED turned on. 3 At each time step, a uniform random number between 0 and 1 is generated. If this random number is less than p d as determined by Eq. (5) then a packet drop occurs. Next, the model goes to the delayed drop notification phase, whose name indicates that a packet has already been dropped, but the sender does not yet know about the drop. In this phase, the model continues following the original set of equations but now it also utilizes a count-down timer, T , which expires one round-trip time from the time of the drop. Once this timer expires, the model goes into the recovery phase, first cutting W in half and initializing a new count-down timer at the value of the present round-trip time. In the recovery phase, Eqs. (2) and (3) still hold with W held fixed. Finally, when this count-down timer expires, the model returns to the congestion avoidance phase.
Deterministic model
The deterministic model is similar to the stochastic model. Both models use Eqs. (1)- (3) and the procedure outlined in the last two paragraphs of Sec. 2.2 and Fig. 3 . But the two models handle drops differently. In practice, RED is designed to have an expected drop-time spacing of 3/2p where p is defined in Eq. (6). In our deterministic model we use this 3/2p value to estimate the expected time until a drop occurs once x exceeds the threshold q min . (See [Frommer et al., 2004] for more details.) A timer variable counts down this amount, and when it expires, we consider the drop to have occurred and follow the same procedure as in the previous model.
In both models, we account for the periodic source by adding the burst amount to the instantaneous queue at the time the burst would reach the queue. In practice, the exponentially averaged queue would update as each packet in the burst arrived at the queue. In addition, the TCP sender would see a gap in its packet acknowledgments of duration equal to the size of the burst. To keep our models simple, we neglect both of these effects.
Results
We begin by simulating the network (using the ns simulator) with the periodic source sending bursts of 40 packets every 7 seconds starting at t = 200 seconds. Figure 2 shows the instantaneous queue as a function of time. The evenly spaced vertical spikes represent the periodic packet bursts. Note that prior to the bursts, the queue has nearly periodic behavior. (It is not strictly periodic because the randomness in the drop timings caused by RED leads to a slight variation in the cycle length over time.) In this figure the bursts are seen to land at various locations within the cycle. When they land late in the cycle, they cause packets to be dropped earlier than they otherwise would have. To see this, compare the peak values of the cycle at t = 250 seconds with the cycles before t = 200 seconds. The bursts may also cause a double-window cut, as they do at t ≈ 215 and t ≈ 293 seconds. Figure 4 plots the queue versus time on a much longer time scale. Note that the queue appears to switch between different modes, which we name plateau, downhill and uphill. Because the simulated network is stochastic, it is difficult to show close model-to-simulator correspondence between individual trajectories from each. Rather than make such local comparisons, we compare the global behavior of the network for the model and simulator as a function of the burst period. In order to accomplish this, we first define burst-time queue values.
The burst-time queue is the queue value just prior to each burst's packet arrivals at the router. An example of the burst-time queue value as a function of time is shown in the lower two panels of Fig. 5 for two different burst periods. The upper two panels show the burst-time queue values superimposed over the queue time series for a segment of the run. The lower plots show only the bursttime queue values over the entire run. Note that for a burst period of T b = 7.88 the burst-time queue value is usually concentrated around 54 with occasional deviations. We think of this as a noisy period-1 orbit. For T b = 8.98, the dynamics are usually less concentrated. To reflect the noisiness, we can compute a histogram of the burst-time queue values for this burst period value. These histograms taken over a series of burst period values can then be combined into a bifurcation histogram as in Fig. 6 . of T b with six peaks, we find that the orbit tends to visit these dark areas in a well defined order (although noisily). Thus, we refer to this behavior as period-six-like. As T b increases past 7.6, the histogram concentrates strongly into a single dark band (period-one-like behavior). Further increase of T b past about 8 results in a broadened histogram with period-two-like behavior, followed by periodthree-like behavior for T b 8.5.
In Fig. 7 , we show the bifurcation histogram generated by our stochastic model. (For the sake of comparison with the simulator, we use integercentered bins for the model bifurcation histograms even though the model queue values can take on fractional values.) Though the model does not completely capture the simulator's behavior, there are several qualitative similarities between the two. Both show the prominent upper dark band stretching across the range of burst periods. This band will be explained in the next section using a onedimensional map. Figure 8 shows the bifurcation diagram generated by our deterministic model. Despite the many simplifications of this model, it is still capable of reproducing some of the key features from the simulator including the main dark band and the broadened histograms on the left side of the plot.
All of the bifurcation histograms we have shown so far are for a network in which there are 40 packets in each burst. Figures 9 and 10 show bifurcation histograms for burst sizes of 20 packets. Again, the bifurcation histogram generated by the deterministic model shows agreement in key features with the one generated by the simulator. The broadened histograms extending from the left farther to the right as compared with the 40-packet burst case are evident in both simulator and model bifurcation histograms. This effect will be explained in the next section. The model has also captured the broadened histograms on the right-hand side. 
One-dimensional map
Aside from its utility in encapsulating network behavior at a particular parameter value, the bursttime queue can also be helpful in explaining the observed dynamics. If we know the queue length as a burst of probe packets is about to arrive at the router, we can define a burst-time map that tells us what the queue length will be before the next burst arrives. In this way, it gives us information about the impact of the burst on the dynamics. The bifurcation histograms for the simulator and models reveal only the long-term behavior of trajectories under this map. And, in the case of the simulator and stochastic model, the map will be noisy. Below, we empirically derive a form of the map that it is well-defined (i.e. defined for all potential states) using the deterministic model. We show how a piecewise linear approximation of the derived map can be used to reproduce and explain key features of the network dynamics.
Before proceeding, we exhibit a map empirically derived from the simulator in Fig. 11 . To create this graph, we plotted the (k + 1)st value of the burst-time queue versus the kth value over the course of a simulator run. Note that the values are all integers. Figure 12 shows how a map generated by the deterministic model has a similar shape, and we will soon use it to explain the observed behavior. The procedure used to generate the deterministic model map is similar to the one that will be outlined in the next section. The fact that the deterministic model closely captures the shape of this map gives us confidence in using the model to derive the map we will ultimately use to analyze the network.
A limitation of working with q in the burst-time map is that a given q value can correspond to two different states: one in which the queue is increasing and the other in which the queue is decreasing. To circumvent this problem, we define a phase variable θ with respect to the original unforced cycle. θ is defined to be in [0, 1), where 0 corresponds to the start of the unforced cycle, and 1 corresponds to the end of the cycle period. Since the end of one cycle corresponds to the beginning of another, θ is an angle-like variable. That is, 0 and 1 can be identified.
Map derivation:
The map is derived as follows: An example of this empirically derived map is shown in Fig. 13 . We interpolate between undefined locations (recall, we used a finite set of initial conditions) so that the map is well-defined. Alternatively, we can fit a set of linear functions to this map. This will be described shortly.
The resulting map is an example of a circle map because it can be viewed as mapping the circumference of a circle to itself. Discontinuous circle maps like this one have been used to model neurons [Bresloff & Stark, 1990; Coombes & Doole, 1996] , cardiac arrhythmia [Bub & Glass, 1995] and power electronic switching circuits [Jain & Banerjee, 2003 ] among other applications. Several interesting dynamical features of these maps, including frequency locking, devil's staircases in rotation number and Lyapunov exponent, and banded chaos have been explored in [Bresloff & Stark, 1990; Coombes & Doole, 1996; Bub & Glass, 1995; Keener, 1990; Wu et al., 1995; Qu et al., 1997] .
While the procedure to derive our map can be repeated to determine maps for each burst period value, we only do it for two end-point values and interpolate to find the intervening maps. This is faster and proves to be a reasonable approximation. Before discussing the linear fit and map interpolation, we discuss some insights into the dynamics provided by the maps.
Insights:
Here we will describe how the maps shed light on the bifurcation histograms and the network's behavior in general. Each map we consider in this section corresponds to a probe sending bursts of 20 packets. We start with the T b = 7 map shown in Fig. 13 . The piece in the upper left for which we see low values of θ mapping to high ones, corresponds to a burst occurring early in the cycle followed by another burst occurring later in that same cycle. This is possible here since the burst period of 7 is still less than the length of the cycle, which is roughly 8.6. We will see this piece shrink and then disappear as the burst period increases. The discontinuity at the right end of this piece reflects the boundary between points mapping to the end of the same cycle and those mapping to the beginning of the next one.
Most of the right-hand piece of the map (θ 1 0.2) is linear. The linear regions correspond to the burst not having a significant impact on the dropping of packets. Because the burst period is shorter than the unforced cycle period, the bursts are effectively falling back within the cycle. This explains why the map lies below the diagonal. The vertical distance between the linear portions of the map and the diagonal represents the cycle differences.
The nonlinear part of the right-hand piece of the map, from about θ 1 = 0.6 to θ 1 = 0.8 corresponds to the burst landing at a point in the cycle at which it hastens the occurrence of the drop. The discontinuity at the right end of the nonlinear piece has to do with the way the deterministic model estimates the time until a drop occurs. The discontinuity in the queue caused by the arrival of the probe packets leads to a discontinuity in the drop time estimate and hence in the system response.
The same maps for burst periods of 8, 8.4, and 9 are displayed in Figs. 14-16 respectively. Note that the increase in T b causes the map to shift upwards because the difference between the burst period and the unforced cycle period diminishes. At T b = 8 the map crosses the diagonal at two points: θ ≈ 0.62 and θ ≈ 0.78. Dynamically, these correspond to fixed points (also called "period one" in our previous discussion). Since the slope dθ 2 /dθ 1 at θ ≈ 0.62 is larger than one, this fixed point is unstable. On the other hand, the fixed point at θ ≈ 0.78 is stable. The stable fixed point we see here explains the one seen in the bifurcation diagram in Fig. 10 in the range 7.8 T b 8.2. It does not emerge until the part of the map in the nonlinear region with slope less than one crosses the diagonal.
Later, at T b = 8.4 (Fig. 15 ) the stable fixed point is gone, but the discontinuity in the map now straddles the diagonal, because of the location of the map with respect to the diagonal, points to the right of the discontinuity map to the left and points to the left of the discontinuity map to the right. Furthermore, the nearby slopes on both sides of the discontinuity are less than one, meaning the map is not stretching in this region, hence not chaotic. We find that when this occurs, the orbit is a periodic orbit of period P greater than 1 but where all the P orbit points lie in a relatively small range of θ values. The period P depends on where the diagonal intersects the vertical discontinuity line joining the two branches of the map function curves at the discontinuity. This can also be seen in the bifurcation diagram. By T b = 9, most of the map is above the diagonal since the burst period exceeds the unforced period. For the same reason, the left-hand piece of the map present earlier is no longer present. A new discontinuous piece has been created in the lower right (0.97 θ 1 1). This corresponds to points that skip a cycle, that is, they map from the end of one cycle to the beginning of the cycle following the next one.
These maps can also help explain the differences between the bifurcation histograms for burst sizes of 20 and 40 packets. (See Figs. 6 and 9.) Being smaller, the 20 packet bursts have a less significant effect on the network than the 40 packet bursts. For example, a 40 packet burst is more likely to lead to a drop than a 20 packet burst. The causing of a drop is reflected in the nonlinear portion of the one-dimensional map. This bump, evident in each of the 20 packet burst one-dimensional map plots, is present but even more pronounced in the 40 packet burst case. As the maps shift upward with increasing T b , the bump nears, then crosses the diagonal, introducing the stable fixed point. The emergence of the stable fixed point signals the end of the broadened histogram region. Because the bump is larger in the 40 packet case, the bump will cross sooner than in the 20 packet case. Thus, the broadened histogram region starting on the left-hand side ends sooner in the 40 packet case.
Piecewise linear approximation:
For an even simpler representation, we approximate the maps with three linear pieces as in Fig. 17. (Compare with Fig. 13 .) This includes the left-most piece, which can be shifted down below the θ 1 axis for this purpose. This cleaner map avoids some artifacts introduced by the model, such as the small discontinuities near the right end (e.g. at θ 1 ≈ 0.95 and 0.97 in Fig. 13 ). It also allows for a more reliable calculation of Lyapunov exponents since we can take the slope of each piece rather than be concerned with possible jitter in the local slope calculations. In the neighborhood of the discontinuity at θ 1 ≈ 0.8, the map is in a form whose behavior has been looked at in [Jain & Banerjee, 2003] . The conclusions are similar to the ones made here. The motivating application for that work is a power electronic switching circuit.
We can use the three-piece approximation to generate a bifurcation diagram. We do this by linearly fitting two empirically-derived maps, interpolating between them to find the intervening maps, and then iterating using each map. The results in Fig. 18 show a strong resemblance to the bifurcation diagram generated by the deterministic model Fig. 18 . Bifurcation diagram generated using the threepiece linear approximation to the one-dimensional θ map derived from the deterministic model. in Fig. 19. (We use the bifurcation diagrams here rather than the bifurcation histograms since both are deterministic models.) The comparison shows that even a vastly simplified model is able to capture significant features of the dynamics.
We can also use the linear map to compute Lyapunov exponents as shown in Fig. 20 . The positive ranges at either end indicate chaotic motion. The left-end region has two brief instances of negative Lyapunov exponents, corresponding to periodic windows within that region. At around T b = 7.8 the values drop below 0 coinciding with the emergence of the stable fixed point discussed above. 
Discussion
While the behavior observed above is interesting and may have implications for larger, more realistic networks, a natural question is what are the connections between this behavior and the performance of this network? In this section, we consider how the behavior affects important performance measures including average round-trip time and packet loss rate. Because the network is typically saturated in these experiments as evidenced by the positive queues, the throughput is usually equal to the bottleneck link capacity. So there is little variation in throughput as a function of T b . Figure 21 shows the impact of the changing burst period on the average round-trip time and packet loss rate. To generate this plot, five simulations were run at each of 21 evenly spaced values of T b . The average round-trip time and packet loss rate were computed for each run and averaged over all runs at a particular T b value. The error bars indicate the standard deviation of the five runs at each setting. For the average round-trip time, the variation we see is very slight, less then 2% over the range of burst period values. Hence, we conclude the average round-trip time is not very sensitive to the burst period. The drop rate shows more significant variation, as much as 16%. We explain some of this variation below. As mentioned earlier, in the absence of the periodic bursts, the network is nearly periodic. The end of each cycle is marked by a dropped packet, which leads to a decline in the queue. The cycle lasts about 8.6 seconds at the network settings we use. At one drop per cycle, this corresponds to a drop rate of roughly 0.116. Under the periodic forcing, the situation closest to the unforced case is when the bursttime queue exhibits period-one-like behavior. That is, the bursts are coinciding with nearly the same queue value each time, and so the overall behavior is still nearly periodic. For the burst period values coinciding with this period-one-like behavior (8.2
T b 8.6), we see a drop rate closest to that of the unforced scenario.
At lower T b values (T b 8.2), the burst-time queue behavior is less regular, but it does have some structure. As described earlier, the orbit of the burst-time queue tends to move through approximately six locations before cycling. One of these locations is near the peak queue value. Sometimes a burst landing near the peak queue can lead to a double-window cut, which means more than one packet is dropped in that cycle. This is why the drop rate is slightly higher at these T b values, as compared with the period-one region.
For T b 8.6, Fig. 21 shows that the drop rate increases. This is because at these settings, the orbit of the burst-time queue very frequently moves through a high queue location, resulting in a doublewindow cut, or sometimes even a timeout. This can be seen by noting the dark band near q = 60 and for T b 8.6 in Fig. 9 . Hence, we see that the periodic source does impact the network in a way that depends on the particular value of T b .
Conclusion
In conclusion, we have used a set of models to help analyze a network experiencing a periodically bursting transmitter. Even the simplest model we developed, a piecewise-linear one-dimensional map, is able to capture significant features of the network dynamics. We used bifurcation histograms to display the network's behavior as a function of burst period. Using the one-dimensional map, we were able to reproduce and explain many aspects of the bifurcation histogram. The piecewise-linear approximation allowed us to readily determine Lyapunov exponents, which indicated chaotic behavior along with periodic windows. Finally, we discussed the implications of varying the burst period on network quantities including average round-trip time and packet drop rate.
