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Abstract
We formulate the helicaliser, which replaces a given smooth curve by another curve that winds
around it. In our analysis, we relate this formulation to the geometrical properties of the self-similar
circular fractal (the discrete version of the curved helical fractal). Iterative applications of the
helicaliser to a given curve yields a set of helicalisations, with the infinitely helicalised object being
a fractal. We derive the Hausdorff dimension for the infinitely helicalised straight line and circle,
showing that it takes the form of the self-similar dimension for a self-similar fractal, with lower
bound of 1. Upper bounds to the Hausdorff dimension as functions of ω have been determined for
the linear helical fractal, curved helical fractal and circular fractal, based on the no-self-intersection
constraint. For large number of windings ω → ∞, the upper bounds all have the limit of 2. This
would suggest that carrying out a topological analysis on the structure of chromosomes by modelling
it as a two-dimensional surface may be beneficial towards further understanding on the dynamics
of DNA packaging.
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I. INTRODUCTION
Our study in the area of fractal geometry is originally motivated by the following goal:
Given a smooth curve, replace it by another smooth curve that winds around it. After this
is done, the resulting curve is replaced by yet another one that winds around it. What will
the ultimate curve be after infinitely many iterations of this process?
For example if a straight line is replaced by a curve that winds around it, the result is
a helix. The helix can then be replaced by a curve that winds around it, and so on. We
shall call the process of replacing a given smooth curve by one that winds around it as
helicalising the curve. The curve that is produced after an infinite number of helicalisations
would be a fractal [1–3]. Notice however that this iterative helicalisation process does not
result in a self-similar fractal as the n-th level is not some number of exact scaled copies
of the (n − 1)-th level. The Hausdorff dimension according to Ref. [3] (with the general
definition of the Hausdorff dimension found in Ref. [4]) is stated as
D = − lnω
lnR
, (1)
where ω > 1 is an integer representing the number of windings and 0 < R < 1 is the ratio
of the radius of windings of the n-th level to that of the (n− 1)-th level, though a different
expression for the Hausdorff dimension was provided by Refs. [1, 2] involving the pitch
angle. This difference in their Hausdorff dimensions is due to some variations in the manner
in which they generated their respective fractals, to specifically suit their own purposes.
For instance, the motivation of Refs. [1, 2] came from studying wave propagation in such
structures to understand the behaviour of elastic rods, whilst that in Ref. [3] was to allow
for his development of an algebraic structure of the fractal dimension.
We present our own definition on helicalising a curve in Section 3, formulated by extend-
ing the geometrical features of the self-similar discrete version of the fractal to a continuous
form (the circular fractal is the discrete version of the curved helical fractal) which we discuss
in Section 2. While Refs. [1–3] dealt only with the fractal resulting from a straight helix,
we are also interested in the fractal resulting from a curved one, by applying the iterative
helicalisation procedure on a circle, since this provides comparisons between different heli-
calised fractals resulting from different starting curves. Our exact formulation followed by
the subsequent analysis of the helicaliser based on the geometrical features of the discrete
version differs from Refs. [1–3] and may be employed as a standard reference for subsequent
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work in this area. In Section 4, we explicitly derive the Hausdorff dimension by relating
the number of windings and the length of one winding as a cover. In addition, we also
illustrate that by considering the scale factor in the limit of the infinite levels, the usual
self-similar dimension expression is recovered, despite the fact that such helicalised fractals
are not exactly self-similar. This formulation thus enables a relatively simple and tractable
analysis to be performed on the fractals, by drawing directly from the intuitive geometrical
meaning gleaned from the fractal construction.
Refs. [1, 2] stated that their Hausdorff dimension lies between 1 and 2, excluding the
boundary values. This range is due to their geometrical considerations forbidding the overlap
of the fractal curve. Ref. [3] on the other hand did not provide any upper bound, though it
was mentioned that when the Hausdorff dimension exceeds 3, self-intersections are inevitable
(which is a rather trivial statement). We are on the opinion that it is necessary to clarify more
precisely the occurrence of self-intersections in the helicalised fractals, by determining the
upper bound to the Hausdorff dimension. This is because self-intersections would destroy
the fractal-like structure of the infinitely helicalised curve, and a point of intersection is
not well-defined since it corresponds to two different values in the domain. Therefore, we
calculate the upper bounds to the Hausdorff dimension for the fractals of our interest as
functions of the number of windings, with the details found in Section 5.
A strong motivation for having a comprehensive study on these helicalised curves and
determining an upper bound to the Hausdorff dimension has to do with the structure of
chromosomes. Through histones, a DNA double helix coils up to form nucleosomes, which
would then further coil up many more times with the use of scaffold protein, forming levels
upon levels of hyperhelices [5–8]. According to Ref. [5], a human has enough DNA to go
from the earth to the sun and back more than 300 times. This extensive length is wound up
into the structure of an iteratively helicalised curve to form the chromosome, fitting snugly
into the small nucleus of a cell. It is thus reasonable to use a helicalised fractal that is
formulated here to approximate the structure of a chromosome. If the strand of DNA does
not self-intersect, then the upper bound would provide a measure of how tight this packaging
can possibly be.
In general, there have been some efforts to study various fractal properties associated to
the structure of DNA [9, 10] as well as the structure of protein [11–15] - albeit not specifically
dealing with how the structure of chromosomes enables DNA to be packed efficiently. Nev-
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ertheless, an intriguing idea was to think of the coding parts of a DNA sequence as clusters
of connected sites in a random Cantor-like set (and conversely for the non-coding regions)
[9]. Through their analysis, the resulting fractal dimension for lower organisms was 1, but of
about 0.85 for higher eucaryotes - indicating a fractal coding/non-coding partitioning. This
finding agreed with power law distribution of the non-coding parts of higher eucaryotes,
with the pioneering work in such non-trivial clustering carried out by Ref. [10]. In addition,
it is also interesting that the fractal dimension is related to the kinetic and thermodynamic
aspects of proteins [12], with other more recent developments in Ref. [13–15].
II. SETS OF HELICALISATIONS
We refer to the set of curves comprising the given smooth curve and all the subsequent
helicalised curves as the set of helicalisations. For instance if the starting curve is a straight
line, then the set containing it with the helix, helicalised helix and so on is called the set of
linear helicalisations (since the starting curve is the “linear” straight line) (Fig. 1), with the
infinitely helicalised line called the linear helical fractal. We are also interested to study the
case where the given curve is a circle, giving rise to the set of curved helicalisations (since
the starting curve is the “curved” circle) (Fig. 2, left column) and at the infinite level, the
curved helical fractal.
FIG. 1. The set of linear helicalisations, comprising the straight line, helix, helicalised helix, doubly
helicalised helix, triply helicalised helix, and so on.
Before we formulate our definition of the helicaliser, it is perhaps insightful to consider
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FIG. 2. Left column: The set of curved helicalisations, comprising the circle, toroidal curve,
helicalised toroidal curve, doubly helicalised toroidal curve, and so on. Here, 9 new windings are
added over each preceding winding, scaled by 1/3. Therefore, the Hausdorff dimension for the
resulting curved helical fractal (see Eq. (22) in Section 4) would be D = 2. Right column: The set
of discrete helicalisations, which is the discrete version of the set of curved helicalisations. Shown
here are 6 new circles replacing each preceding circle, scaled by 1/3. The self-similar dimension of
the resulting circular fractal is DS = 1.63, using Eq. (2).
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the discrete version of this iterative helicalisation procedure applied to a circle of unit radius.
Suppose ω = 6 and R = 1/3. Then, the unit circle is replaced by six smaller circles with
radius R = 1/3 (Fig. 2, right column), each centred at the six equally spaced points on the
circumference of the unit circle. Each such circle is orthogonal to the plane of the unit circle
and lies in the plane containing the centre of the unit circle. It is clear that the resulting
object is formed by six scaled copies of the given object. The next level would be to replace
each of these six circles by another six circles (so the total number of circles will be thirty-
six), whose radius is a third of that or 1/9 of the unit circle radius, arranged accordingly.
From this observation, it may be concluded that in general since the n-th level is ω exact
copies of the (n − 1)-th level scaled down by R, the resulting object after infinitely many
iterations is a fractal which we call the circular fractal, with self-similar dimension [16]
DS = − lnω
lnR
. (2)
We refer to the collection of the constituent levels as the set of discrete helicalisations, since
this is the discrete version of the curved helical fractal. Being self-similar, the circular fractal
provides the crucial geometrical ingredients that motivate the formulation of the helicaliser.
Suppose the starting curve is the unit circle. When the n-th level is helicalised to obtain
the (n + 1)-th level, it would have the following properties (abstracted from the discrete
self-similar version):
1. The windings must be added along directions that are everywhere orthogonal to the
curve. This is justified since in the discrete version, the new circles are orthogonal to
the old ones.
2. The resulting (n + 1)-th level has ωn number of windings, each with radius Rn. This
is based on the number of the new circles and the scaling, in the discrete version.
With these properties, we will enunciate the precise definition of the helicaliser in the next
section.
III. HELICALISER: THE PROCEDURE THAT REPLACES A SMOOTH CURVE
BY ONE THAT WINDS AROUND IT
Given a smooth curve ~ψ(v) = (α(v), β(v), γ(v)). The helicalised curve is defined as
~ψH(v) = ~ψ(v) +R cosωv nˆ1(v) +R sinωv nˆ2(v), (3)
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where 0 < R < 1 is the radius of the windings, and ω > 1 is an integer representing the
number of windings of the helicalised curve around ~ψ. The oscillatory terms R cosωv and
R sinωv are added along a pair of orthonormal vectors nˆ1 and nˆ2, which are both orthonormal
to the unit tangent vector tˆ = ~˙ψ/| ~˙ψ| for all v. One may choose any set of functions nˆ1 and nˆ2
as long as they are smooth functions, with tˆ, nˆ1, nˆ2 forming a continuous triad of orthonormal
vectors at all points along the given curve. One example would be the Frenet-Serret frame
[17] which is adopted in Ref. [3] and involves the second derivative of ~ψ. We shall be using
a different set of orthonormal vectors instead, involving only the first derivative of ~ψ. The
unit tangent vector at any point is uniquely given by tˆ = (α˙, β˙, γ˙)/
√
α˙2 + β˙2 + γ˙2. Our
choice is nˆ1 = (−β˙, α˙, 0)/
√
α˙2 + β˙2, with nˆ2 = tˆ× nˆ1.
Our interest in this study is mainly centered around the set of linear helicalisations and
the set of curved helicalisations. For the former, the starting curve is the straight line
~H1(v) = (0, 0, v) with v ∈ [0, 2pi]. Applying the helicaliser as defined by Eq. (3) to ~H1 yields
the helix, though our prescription for nˆ1 and nˆ2 is undefined since α(v) = β(v) = 0. For
this exceptional case, we let nˆ1 = (1, 0, 0) and nˆ2 = (0, 1, 0). The helix is then
~H2(v) = (R cosωv,R sinωv, v), (4)
with v ∈ [0, 2pi]. Applying the helicaliser to ~H2 produces the helicalised helix. As mentioned
in the previous section, each of the ω windings of the helix is to be replaced by ω windings
whose radius is scaled by a factor of R. Consequently, the helicalised helix would have
altogether ω2 windings with radius R2. The parametric equations are
~H3(v) =

(1−R cosω2v)R cosωv
(1−R cosω2v)R sinωv
v
+ R2 sinω2v√1 + ω2R2

sinωv
− cosωv
ωR
 . (5)
Subsequent levels are generated by iterative applications of the helicaliser where the domain
of v is always [0, 2pi].
For the set of curved helicalisations, we take the starting curve to be the unit circle
~T1(v) = (cos v, sin v, 0), (6)
where v ∈ [0, 2pi). Helicalising ~T1 produces the toroidal curve with parametric equations
~T2(v) =

(1−R cosωv) cos v
(1−R cosωv) sin v
0
+ R sinωv√2

sin v
− cos v
1
 , (7)
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and so on.
IV. HAUSDORFF DIMENSION: THE RELATIONSHIP BETWEEN THE NUM-
BER OF WINDINGS AND THE LENGTH OF ONE WINDING AS A COVER
The increase in the lengths of the elements of the set of helicalisations is an important
property of the resulting fractal which can be used as a means of comparison amongst fractals
with different ω and R. It is not easy however, to analytically compute these lengths, unlike
the discrete case. For the set of linear helicalisations, although the lengths of the straight
line and helix are easy to compute, lengths of the helicalised helix and higher levels are
not computable without resorting to numerical methods. To keep our study analytically
tractable, the lengths of the subsequent levels are approximated by unwrapping them into
straight helices.
Once we have the total length of the n-th level, we can calculate the length of one
winding for that level, and then use this as a cover of size ε(n). Consequently, a total of
N(ε(n)) = ωn−1 covers of this size would be needed to cover the entire curve. The scaling
exponent D in the power law N(ε(n)) ∼ 1/ε(n)D would be the Hausdorff dimension. Let us
now proceed to find the length of the n-th level.
Let Ln denote the length of ~Hn, the n-th level of the set of linear helicalisations. From
the previous section, the length of the straight line is simply L1 = 2pi. The length of the
helix is
L2 =
∫ 2pi
0
√
ω2R2 sin2 ωv + ω2R2 cos2 ωv + 1 dv (8)
= 2pi
√
1 + ω2R2. (9)
For the helicalised helix, the length would be a complicated integral which is unlikely to
be analytically integrable. Instead of turning to numerical computation, we model the
helicalised helix as a straight helix with ω2 windings of radius R2 equally spaced over the
core length (length of straight axis) of 2pi
√
1 + ω2R2 as shown in Fig. 3. Such a helix would
have parametric equations
~H∗3 (v) =
(
R2 cos
(
ω2√
1 + ω2R2
v
)
, R2 sin
(
ω2√
1 + ω2R2
v
)
, v
)
, (10)
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FIG. 3. The length of the helicalised helix is approximated by unwrapping it into a straight helix.
with v ∈ [0, 2pi√1 + ω2R2]. Thus, the length of the helicalised helix under this approxima-
tion is
L3 =
∫ 2pi√1+ω2R2
0
√
ω4R4
1 + ω2R2
[
sin2
(
ω2√
1 +R2ω2
v
)
+ cos2
(
ω2√
1 +R2ω2
v
)]
+ 1 dv (11)
= 2pi
√
1 + ω2R2 + ω4R4. (12)
In general, the length of the n-th level of the set of linear helicalisations under this
approximation is given by
Ln = 2pi
√√√√n−1∑
i=0
(ωR)2i = 2pi
√
1− (ωR)2n
1− (ωR)2 . (13)
To prove this, the parametric equations for ~H∗n+1 is derived under the assumption that Ln is
given by Eq. (13). Here, ~H∗n+1 is a straight helix with core length Ln, and has ω
n windings
of radius Rn, so
~H∗n+1(v) =
(
Rn cos
(
2piωn
Ln
v
)
, Rn sin
(
2piωn
Ln
v
)
, v
)
, (14)
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where v ∈ [0, Ln]. Therefore,
Ln+1 =
∫ Ln
0
√(
2pi
Ln
)2
(ωR)2n + 1 dv (15)
=
√
(2pi)2(ωR)2n + L2n (16)
= 2pi
√
(ωR)2n +
1− (ωR)2n
1− (ωR)2 (17)
= 2pi
√
1− (ωR)2(n+1)
1− (ωR)2 , (18)
thereby completing the proof by induction since Eq. (13) is valid for n = 1 that gives
L1 = 2pi.
For the set of curved helicalisations, the length of the unit circle ~T1 is M1 = 2pi. Just like
the set of linear helicalisations, the length of the toroidal curve is approximated by detaching
(removing the point where v = 0 for instance) and then unwrapping it into a straight helix
of core length M1 with ω windings of radius R. Therefore, its parametric equations are
~T ∗2 (v) = (R cosωv,R sinωv, v) , (19)
with v ∈ (0, 2pi). This then gives M2 = 2pi
√
1 + ω2R2. It should be clear that subsequent
levels for the set of curved helicalisations all have the same approximate lengths as the
corresponding levels for the set of linear helicalisations, so that Mn = Ln.
The n-th level of both the sets of linear helicalisations and curved helicalisations has ωn−1
windings (with the exception of n = 1), with total length Ln. Consequently, each of these
windings would have a length of Ln/ω
n−1. The Hausdorff dimension is then
D = − lim
n→∞
lnωn−1
ln (Ln/ωn−1)
, (20)
since at the n-th level, a total of ωn−1 windings being covers with size Ln/ωn−1 would be
required to cover the entire curve. Evaluating the limits in the respective domains (see
appendix A for the explicit calculations):
For ωR ≤ 1,
D = 1, (21)
whereas for ωR > 1,
D = − lnω
lnR
. (22)
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These results also show that the Hausdorff dimension D(ω,R) is everywhere continuous.
Incidentally, the self-similar dimension of a self-similar fractal, Eq. (2), makes use of the
scale factor k, which would here correspond to the ratio of the length of one winding in the
n-th level to that in the (n+ 1)-th level. But since these helicalised fractals are not exactly
self-similar, the ramification is that k(n) is not a constant:
k(n) = ω
√
1− (ωR)2n
1− (ωR)2n+2 . (23)
Nevertheless, it is intriguing to observe that if we take the limit of k(n) as n goes to infinity,
we recover the same results as the Hausdorff dimension Eqs. (21) and (22) or the expression
for the self-similar dimension Eq. (2) of a self-similar fractal with lower bound 1 (see
appendix B for the explicit calculations):
For ωR ≤ 1,
D′ = 1, (24)
whereas for ωR > 1,
D′ = − lnω
lnR
, (25)
where D′ is defined as D′ = lim
n→∞
lnω
ln k(n)
. Observe also that for the set of discrete helical-
isations, since the scale factor would be a constant k = 1/R independent of n, Eq. (25) is
simply the self-similar dimension for the self-similar circular fractal for all values of ω and
R, with no lower bound.
These results say that the resulting linear helical fractal and curved helical fractal have
Hausdorff dimension D = 1 with lim
n→∞
Ln being finite whenever ωR < 1, just like any finite
length curve is a one-dimensional object. The case ωR = 1 is when lim
n→∞
Ln just becomes
infinite, with D = 1 as well. When ωR > 1, the fractals take on a non-integer Hausdorff
dimension D > 1 with lim
n→∞
Ln = ∞. So the fractals have a lower bound to D, which is 1.
This is unlike the discrete version in the case of the circular fractal, where the self-similar
dimension is given by Eq. (2) for all values of ω and R. The length of the infinite level
is zero when ωR < 1, corresponding to DS < 1, and the length is finite (2pi, equal to the
circumference of the starting unit circle) when ωR = 1, corresponding to DS = 1. The self-
similar dimension is greater than 1 when ωR > 1, with the resulting fractal having infinite
length.
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The reason for this difference between the helicalised curve and the discrete version is
that in the latter, a circle is replaced by discrete circles whose total length can be smaller
than the one it replaces if ωR < 1. Repetition of this process would produce a collection
of circles whose total length diminishes. For the former on the other hand, the helicalised
curve must have a length that is necessarily longer because the windings around the core
curve are connected. The calculations show that the increase in length of a curve helicalised
infinitely leads to a finite length for ωR < 1, with the length growing unbounded otherwise.
V. UPPER BOUNDS TO THE HAUSDORFF DIMENSION FOR THE CURVED
HELICAL FRACTAL AND LINEAR HELICAL FRACTAL
We have shown in the previous section that the Hausdorff dimension for the linear helical
fractal and the curved helical fractal must be at leastD = 1, and it takes the same form as the
self-similar dimension of a self-similar fractal DS in Eq. (2) for ωR > 1. Here, we will derive
the upper bounds based on the constraint that the resulting infinitely helicalised fractal must
not self-intersect. This geometrical constraint is crucial, because self-intersection makes the
object lose its fractal-like properties. We first focus on the discrete self-similar circular
fractal to calculate the exact upper bound to DS, and this would be an upper bound to D
for the curved helical fractal. An upper bound to D for the linear helical fractal is stated
right after, with its corresponding explicit derivation given in appendix C.
Fig. 4 shows the angled and top views of the first four levels of the set of discrete
helicalisations that are superimposed, where ω = 6 and R = 1/3. The corresponding figure
for the set of curved helicalisations is shown in Fig. 5. Self-intersections would occur if
there are too many new circles or windings introduced in the succeeding levels that are not
sufficiently scaled down. Fig. 6 shows how this crowding of the circles happens for the set
of discrete helicalisations. The six level two circles which are arranged along the unit circle
would be most crowded along the inner parts, where subsequent levels are filled in. As the
levels increase, the points labeled A to F would be surrounded by more and more circles
that increasingly take up more space. The dotted circles around these points indicate the
ultimate regions that are occupied by those particular circles of the infinite level. If the
12
FIG. 4. Angled and top views of the first four levels of the set of discrete helicalisations superim-
posed.
radius of these dotted circles is denoted as r∞, then
r∞ =
∞∑
i=2
Ri =
R2
1−R. (26)
A similar crowding happens for the set of curved helicalisations, with the curved helical
fractal having a crowding at the inner region of its level one circle. As can be observed in
Fig. 5, the process of constructing the curved helical fractal would result in the radii of
windings of levels three, four, and so on, adding up to the crowding. This ultimate crowding
is similar to the discrete case, i.e. having the six dotted circles with radius r∞ in Eq. (26),
although these dotted circles acquire a tilt. This requires some visualisation to understand
how the windings are oriented (and subsequently how the crowding occurs) since in the case
of the curved helical fractal, the level two toroidal curve is tilted with respect to the level
one circle as opposed to being perpendicular. In our calculations that follow, we will ignore
the tilt and treat it identically as the case of the self-similar circular fractal (as the centres
of these dotted circles all lie in the same plane, just like the discrete case), which would
considerably simplify the analysis for deriving an upper bound to D for the curved helical
fractal. To avoid having to use two different symbols, we will refer to both the upper bound
to the self-similar dimension of the circular fractal and an upper bound to the Hausdorff
dimension of the curved helical fractal as Dupper.
Let the distance between two adjacent centres of these dotted circles around A to F be
13
FIG. 5. Angled and top views of the first four levels of the set of curved helicalisations superim-
posed.
FIG. 6. Crowding of the circles of the set of discrete helicalisations at the inner region. The points
A to F are centres of the dotted circles. The curved helical fractal would be treated to have the
same effective crowding, represented by the same dotted circles of the same radius, r∞.
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s, and the shortest distance between two such adjacent dotted circles be ρ. The condition
that self-intersections do not occur would be
ρ = s− 2r∞ > 0. (27)
The distance s can be found as follows. The points A to F form a regular hexagon with
centre O. For a general situation with ω circles (or windings), these form a regular ω-gon
so that ∠AOB = 2pi/ω. Also, OA = OB = 1 − R and hence s = 2µ(1 − R), where
µ = sin (pi/ω). Thus,
ρ = 2µ(1−R)− 2R
2
1−R. (28)
Solving for R gives
R =
ρ− 4µ±√ρ2 − 8ρ+ 16µ
4(1− µ) . (29)
To see which sign on the root to take, note that ρ > 0. In the limiting situation where ρ
approaches zero in that the circles are almost touching,
lim
ρ→0+
R =
−µ±√µ
1− µ . (30)
Now 0 < µ ≤ 1, so the denominator is non-negative and also 0 < µ ≤ √µ ≤ 1. As a
result, taking the positive root gives R ≥ 0, whilst taking the negative root yields R < 0.
The latter is thus invalid and the positive root is taken. In addition,
√
µ ≤ 1 implies that
√
µ−µ ≤ 1−µ. In fact, µ is strictly less than 1 when ω = 3, 4, 5, ... . Under these conditions
therefore, 0 < R < 1 which is consistent with the basic requirements. Thus,
R =
ρ− 4µ+√ρ2 − 8ρ+ 16µ
4(1− µ) . (31)
Using Eq. (22) to eliminate R,
D =
lnω
ln 4 + ln (1− µ)− ln (ρ− 4µ+√ρ2 − 8ρ+ 16µ) . (32)
The value of ρ is continuous since the distance between two adjacent dotted circles is geo-
metrically continuous. This implies that D is also continuous despite the fact that ω is a
discrete integer.
The no-self-intersection constraint given in Eq. (27) that prevents the destruction of the
fractal structure would place an upper bound to D. In the limiting case where ρ = 0, Eq.
(32) reduces to
Dupper(ω) =
lnω
ln (1 +
√
µ)− ln√µ. (33)
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FIG. 7. Two plots of Dupper for the curved helical fractal and circular fractal against ω for different
domains of ω. Note that Dupper increases from 1.50546 at ω = 3 and achieves maximum value of
2.43589 at ω = 67. For larger values of ω, Dupper decreases monotonically to 2 as ω →∞.
Notice that Dupper is discrete, depending on the discrete number of windings or new circles
being used. Two plots of Dupper against ω for different domains of ω are shown in Fig.
7. For ω = 6, Dupper = 2.03292. The general variation of Dupper is that it increases from
1.50546 at ω = 3 and achieves maximum value of 2.43589 at ω = 67. For larger values of
ω, Dupper then decreases monotonically approaching 2 as ω goes to infinity. This suggests
that for a very large number of windings (where the windings are so tight, resembling a
2-d tube), the curved helical fractal and circular fractal would lose their fractal structure
due to self-intersection if they take up more “space” than a two-dimensional surface would.
The densest of such fractals (where D is very close to Dupper) with an enormous number
of windings may share similar properties to those of an ordinary surface and one may for
instance define an “area” for these fractals, though we shall not pursue further on these
properties here in this paper.
The corresponding plots for the linear helical fractal are shown in Fig. 8, with the detailed
derivation presented in the appendix C. Although not identical to the case for the circular
fractal, they do share the same essential features. In particular, the limit as ω →∞ is also
2.
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FIG. 8. The corresponding plots of Dupper against ω for the linear helical fractal. These plots are
obtained by solving for R in Eq. (C2) numerically given integer values of ω, and then calculating
Dupper using Eq. (22). For every ω, the value of Dupper for the linear helical fractal is always
larger than the corresponding one for the curved helical fractal due to the extra space from the
displacement along the direction of ~H1. The properties of Dupper against ω for the linear helical
fractal are similar to those of the curved helical fractal.
VI. CONCLUDING REMARKS
In this paper, we have gone through a systematic study on the helicaliser, whereby the
manner for a curve being iteratively helicalised to form the fractal (the n-th level is helicalised
by adding ωn new windings scaled by Rn along directions orthogonal to the tangent vector
of the curve) is based on the properties of the discrete self-similar circular fractal. This
geometrically motivated framework therefore provides a platform which can be used for
future development on this topic. Our investigations show that the self-similar discrete
version serves as a fundamental comparison for the helicalised counterpart.
It is intriguing that for very large ω, the upper bound Dupper has the limit of 2, im-
plying that the coiling structure of very tightly packed DNA in a chromosome resembles a
two-dimensional surface. This would suggest that a topological analysis on this biological
structure by modelling it as an ordinary surface may be beneficial in obtaining new insights
towards understanding the behavior and dynamics of chromosomes. For instance, certain
topological invariants for 2-manifolds [18, 19] or ideas derived from knot theory [20–22] may
give rise to some constraints which turn out to explain the properties of DNA packaging
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mechanism. We emphasise that our result in Section 5 indicates that in order to accurately
model it as a surface, one should consider very large ω because it is in that limit that the
Hausdorff dimension approaches 2. Otherwise, the DNA structure may not correctly be
treated as a surface since the upper bound would usually be greater than 2 (sometimes 2.4
for certain values of ω).
As a final remark, we would like to mention that the idea of helicalising a curve has
inspired a general method of constructing manifolds of revolution around a given curve,
which represent 4-d (or any n-d) spacetime. Curved traversable wormholes, for example the
helical wormhole and the catenary wormhole, are constructed by this modified helicalisation
method (to produce manifolds instead of curves around a given curve) which have the desired
property of containing safe geodesics (locally supported by non-exotic matter) through the
wormholes [23, 24]. This general method of constructing manifolds of revolution around a
given curve is also used to construct spacetimes composed of rotating shells [25]. In doing
so, Ref. [25] provides a geometrical visualisation that describes how the various coordinate
systems for the Schwarzschild metric arise from the freedom in parametrising the straight
line and the radial function from this general method.
Appendix A: Explicit calculations of the Hausdorff dimension for ωR < 1, ωR = 1
and ωR > 1
For ωR < 1, Ln = 2pi
√
(1− (ωR)2n)/(1− (ωR)2) which is approximately 2pi/√1− (ωR)2
for large n. Then from Eq. (20),
D = − lim
n→∞
lnωn−1
ln (Ln/ωn−1)
(A1)
= − lim
n→∞
(n− 1) lnω
ln
(
2pi/
√
1− (ωR)2
)
− (n− 1) lnω
(A2)
= − lim
n→∞
(n− 1) lnω
−(n− 1) lnω (A3)
= 1. (A4)
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For ωR > 1, Ln = 2pi
√
(1− (ωR)2n)/(1− (ωR)2) which is approximately 2pi(ωR)n/√(ωR)2 − 1
for large n. Then
D = − lim
n→∞
lnωn−1
ln (Ln/ωn−1)
(A5)
= − lim
n→∞
(n− 1) lnω
ln
(
2pi/
√
(ωR)2 − 1
)
+ lnω + n lnR
(A6)
= − lim
n→∞
(
n− 1
n
)
lnω
lnR
(A7)
= − lnω
lnR
. (A8)
For ωR = 1, note that Ln from Eq. (13) gives Ln = 2pi
√
n, so that the length of one winding
of the n-th level is 2pi
√
n/ωn−1. Then
D = − lim
n→∞
lnωn−1
ln (Ln/ωn−1)
(A9)
= − lim
n→∞
(n− 1) lnω
ln (2pi) + 0.5 lnn− (n− 1) lnω (A10)
= − lim
n→∞
(n− 1) lnω
−(n− 1) lnω (A11)
= 1. (A12)
Summarising,
D = 1, for ωR ≤ 1, (A13)
D = − lnω
lnR
, for ωR > 1, (A14)
which are Eqs. (21) and (22).
Appendix B: Explicit calculations of limit of k(n) as n→∞ for ωR < 1, ωR = 1 and
ωR > 1
The scale factor k(n) is given by Eq. (23). For ωR < 1,
lim
n→∞
k(n) = ω
√
1− 0
1− 0 = ω. (B1)
For ωR > 1,
lim
n→∞
k(n) = ω
√
1/(ωR)2n − 1
1/(ωR)2n − (ωR)2 =
1
R
. (B2)
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For ωR = 1, note that Ln from Eq. (13) gives Ln = 2pi
√
n, so that the length of one winding
of the n-th level is 2pi
√
n/ωn−1. This gives k(n) = ω
√
n/(n+ 1). Therefore,
lim
n→∞
k(n) = ω. (B3)
Summarising,
D′ = 1, for ωR ≤ 1, (B4)
D′ = − lnω
lnR
, for ωR > 1, (B5)
which are Eqs. (24) and (25).
Appendix C: Derivation of an upper bound to the Hausdorff dimension for the
linear helical fractal
For the linear helical fractal, apart from the crowding of the dotted circles (see Fig. 6)
A to F in the transverse plane (this plane is perpendicular to the level one straight line,
~H1), these dotted circles are displaced along the direction of ~H1 and then tilted since the
oscillatory terms are added orthonormal to the curve. The discrete version of the set of linear
helicalisations is shown in Fig. 9 to assist in visualisation. When v runs from 0 to 2pi, this
displacement of 2pi along ~H1 is shared by ω windings, so each winding gets a displacement
of 2pi/ω. Therefore, the displacement along ~H1 between the two adjacent dotted circles is
2pi/ω2. The upper bound to D is reached when these displaced and tilted adjacent dotted
circles are touching, so that from the Pythagorean theorem,
(2r′∞)
2
= s′2 +
(
2pi
ω2
)2
, (C1)
where r′∞ =
∞∑
i=3
Ri =
R3
1−R and s
′ = 2µR(1 − R), recalling that µ = sin (pi/ω). (The
primes here and in the next subsection do not represent derivatives. Instead, they denote
new variables.) The extra factor of R here is because the helix has radius R while the circle
(in the construction for the curved helical fractal and circular fractal) has unit radius. Some
algebraic manipulations would lead to
R6 = µ2R2(1−R)4 + pi
2
ω4
(1−R)2. (C2)
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FIG. 9. The discrete version of the set of linear helicalisations, where one winding of the helix is
shown here. In comparison with Fig. 2 for the sets of curved and discrete helicalisations, the six
circles replacing the helix are displaced along ~H1 which yields more space between them than those
for the curved helical fractal and circular fractal.
The additional term pi2(1 − R)2/ω4 due to the displacement along ~H1 (as compared to
Eq. (28) with ρ = 0) results in Dupper for the linear helical fractal being larger than that for
the curved helical fractal and circular fractal, since this displacement gives more space and
hence allows a greater number of windings or windings with larger radius. The presence of
this term makes it difficult to solve for R analytically. We have not found the closed form
of R, nor the analogue to Eq. (33). Nevertheless, Dupper can be numerically solved with
the graphs shown in Fig. 8. The general features for Dupper of the linear helical fractal are
similar to those of the curved helical fractal and circular fractal, viz. that it increases from
1.91349 at ω = 3 and achieves maximum value of 2.43913 at ω = 61, with Dupper decreasing
monotonically to 2 as ω grows to infinity. These comparable properties between Dupper of
the fractals are due to the fact that as ω gets larger, the displacement along ~H1 for the linear
helical fractal gets reciprocally smaller (since that displacement is 2pi/ω2), which reduces to
the case of the curved helical fractal.
1. Self-intersections do not occur at finer scales, given these upper bounds
Consider again the circular fractal. The calculations that we did for Dupper were carried
out by looking at the crowding at the inner region of the level one circle. What would the
crowding be if it is seen from the point of view of a level two circle? As can be seen in
Fig. 10, since the circular fractal is self-similar, the crowding at the inner region of a level
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two circle is identical to that for the level one circle. The same would be true from the
perspectives of higher levels (finer and even finer scales), which is the consequence of its
self-similarity. Therefore, Dupper is exactly the one given by Eq. (33).
FIG. 10. The crowding of the circular fractal as seen from the point of view of the level one circle
and from one of its level two circle. Due to its self-similarity, this view is the same for all scales.
For the curved helical fractal and linear helical fractal on the other hand, this is not true.
For the curved helical fractal and linear helical fractal on the other hand, this may not
be true since they are not self-similar. We assumed that Dupper would be constrained by the
crowding at the inner regions of the circle and one winding of the helix respectively, but will
the crowding at finer scales self-intersect for such Dupper? The answer turns out to be no,
and here is why.
First consider one winding of the toroidal curve for the curved helical fractal (the next
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level after the circle) and the crowding at its inner region. The corresponding value of Dupper
would be the result of the corresponding dotted circles A to F to be just touching. The
arrangements of these dotted circles are similar to those in the helix (displaced along the
direction of the circle, and then tilted). Since the circle has length 2pi, one complete winding
of the toroidal curve would experience a displacement of 2pi/ω. Therefore, two such adjacent
dotted circles have a displacement of 2pi/ω2. The upper bound to D at this scale would be
when these displaced and tilted dotted circles are touching, so the Pythagorean theorem
tells us that
(2r′′∞)
2
= s′′2 +
(
2pi
ω2
)2
, (C3)
where r′′∞ =
∞∑
i=3
Ri =
R3
1−R and s
′′ = 2µR(1 − R) for this scale. This is exactly the same
as Eq. (C1) that arose when we calculated Dupper for the helix. We have already explained
that this will give a value of Dupper that is always larger than that in Eq. (33) because of the
additional displacement that provides more space. The same kind of additional displacement
exists at even finer scales of the curved helical fractal. Conclusively, the least upper bound
to the Hausdorff dimension for the curved helical fractal is indeed given by Eq. (33).
To reach a similar conclusion for the helical fractal, note that the equation corresponding
to Eq. (C1) for finer scales (i.e. crowding at the inner region of one winding of the n-th
level) is (
2r(n)∞
)2
= s2n + a
2
n, (C4)
where r(n)∞ =
∞∑
i=n+1
Ri =
Rn+1
1−R , sn = 2µR
n−1(1− R), an = 1
ω2
(
Ln−1
ωn−2
)
is the displacement
between two adjacent dotted circles along ~Hn−1. (Note that Ln−1/ωn−2 represents the length
of one winding of the (n − 1)-th level.) Some simplifications would lead to the equation of
the following form:
(2r′∞)
2
= s′2 +
(
2pib
ω2
)2
, (C5)
where b ≥ 1, and b = 1 only in the case of n = 2 which is at the scale of the helix (as derived
previously). This implies that the displacements occurring at finer scales are larger than
that in Eq. (C1), yielding more space and would lead to a bigger value for Dupper. Hence,
the least upper bound to the Hausdorff dimension for the linear helical fractal is indeed the
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one calculated from Eqs. (C2) and (22), shown in Fig. 8. It is worth pointing out that the
non-exact self-similarity of the linear helical fractal is what leads to this subtlety, where the
no-self-intersection constraint is the tightest at the scale of the helix.
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