Abstract. We consider the problem of finding a long, simple path in an undirected graph. We present a polynomial-time algorithm that finds a path of length Ω (log L/ log log L) 2 , where L denotes the length of the longest simple path in the graph. This establishes the performance ratio O n(log log n/ log n) 2 for the longest path problem, where n denotes the number of vertices in the graph.
any > 0. More recently, it was shown that for directed graphs, the problem admits stronger lower bounds [2] . This paper. We present a polynomial-time algorithm that finds a path of length Ω (log L/ log log L) 2 in a graph with longest path length L. Since L < n = |V |, this corresponds to a performance ratio of order O n(log log n) 2 log 2 n .
The main idea of our algorithm is a new graph decomposition which forms the basis of a recursive procedure. We find a cycle C of length log n/ log log n, using the algorithm from [3] , remove C, and continue recursively in the resulting connected components. This decomposes the graph into a number of disjoint cycles of sufficient length which can be assembled into a long path.
The performance ratio (1.1) was obtained earlier by Vishwanathan [11] but only for Hamiltonian graphs.
For bounded degree graphs, we can improve the ratio to O n log log n/ log 2 n . For 3-connected graphs, we establish the performance ratio (1.1) for the longest cycle problem, a variant of the problem that also requires v 1 v k ∈ E.
Paths and cycles.
In what follows, we consider a connected graph G = (V, E) with n = |V | vertices and e = |E| edges. We write G[W ] for the graph induced by the vertex set W .
The length of a path and a cycle is its number of edges. The length of a cycle C is denoted l(C). A k-cycle is a cycle of length k, and a k + -cycle is a cycle of length k or larger. A k-path and k + -path are defined similarly. For vertices x and y, an xy-path is a (simple) path from x to y. If P is a path containing u and v, we write P [u, v] for the subpath from u to v. We let L G (v) denote the length of the longest path from a vertex v in the graph G. The path length of G is max v∈V L G (v).
We need the following result: Theorem 5.3(i) of [3] . Theorem 1 (Bodlaender) . 
Decomposition into cycles.
The next lemma is central to our construction and describes the graph decomposition that underlies our recursive algorithm. It formalizes the following observation: Assume that a vertex v originates a long path P and v lies on a cycle C. Then the removal of C decomposes G into connected components, one of which must contain a large part of P . Pretending for a moment that our algorithm knew which component this is, we could continue the decomposition in it, recursively removing cycles until P is exhausted. In the end, we would have produced a long string of connected cycles. Especially, this string contains a path (using at least half the vertices of each cycle) that will be longer than the length of each individual cycle. The gist of this is that if we can find long cycles in graphs (like with Bodlaender's algorithm), then with our decomposition we can find even longer paths.
The lemma needs to distinguish between two cases, depending on whether or not v lies on a large cycle.
Lemma 2. Assume that a connected graph G contains a simple path P of length
such that the following holds:
the endpoint of a path of length
Moreover, every such neighbor u is the endpoint of a path in H of length
First consider statement 1; see Figure 1 . Let u ∈ W be a neighbor of v. Since G[W ] is connected, there exists a path Q from u to some vertex of P . Consider such a path. The first vertex p i of P encountered on Q must have i < k, since otherwise the three paths vu, Q[u, p i ], and
We proceed to statement 2; see Figure 2 . Consider any cycle
We will show that depending on how often P intersects C, there exists a long subpath in one of the components of G[W − C]. The length of this subpath is inversely proportional to the number of intersections, which could be no more than the length of C. 
Result and algorithm.
The construction in this section and its analysis establishes the following theorem, accounting for the worst-case performance ratio of (1.1) as claimed in the introduction.
Theorem 2. If a graph contains a simple path of length L, then we can find a simple path of length
We first give a brief overview of the algorithm; the next two sections will provide the details.
Assume for simplicity that the input graph is connected; if not, then we can iterate the algorithm over each connected component of the input graph and return the longest path found.
Pick any vertex v. Lemma 1 ensures that v is the head of a path of length at least r > L/2. In the next sections we will pretend that we know the value k = 2 log r log log r ; but this is not a restriction since we can (in polynomial time) run the algorithm for every value of k = 6, . . . , 2 log n/ log log n and return the longest path found.
Given v and k we will construct a tree T k (G, v) as detailed in section 3.1; this tree will describe a recursive decomposition of the input graph G into paths and cycles. Finally, we find a long (weighted) path in T k (G, v) . This path will describe a path in G which will have the desired length as shown in section 3.2.
In summary, assuming a connected input graph, the algorithm proceeds as follows: 1. Pick any vertex v ∈ G. 2. For every k = 6, . . . , 2 log n/ log log n perform the following two steps and return the longest path found: 3. Construct the tree T k (G, v) as detailed in section 3.1. 4. Find a longest weighted path in T k (G, v) and return the path in G described by it, as detailed in section 3.2. Steps 3 and 4 take polynomial time (see below), so the entire algorithm takes polynomial time.
Construction of the cycle decomposition tree. Given a vertex v in G,
our algorithm constructs a node-weighted tree T k = T k (G, v), rooted at v, called the cycle decomposition tree. Every node of T k is either a singleton or a cycle node: A singleton node corresponds to a single vertex u ∈ G and is denoted u , while a cycle node corresponds to a cycle C with a specified vertex u ∈ C and is denoted C, u . Every singleton node has unit weight, and every cycle node C, u has weight of v, insert the node u and the tree edge v u , and recursively execute step 1 to compute T k G[W ], u . Note that each recursive step constructs a tree that is connected to other trees by a single edge, so T k is indeed a tree. Also note that the ancestor of every cycle node must be a singleton node. The root of T k is v .
To see that the running time of this procedure is polynomial, first note that step 2 is polynomial because of the corollary to Theorem 1. The number of recursive steps is linear, since every step inserts a node into T k , which is clearly of linear size after the procedure.
Paths in the cycle decomposition tree.
Our algorithm proceeds by finding a path of greatest weight in T k . This can be done in linear time by depth first search. The path found in T k represents a path in G if we interpret paths through cycle nodes as follows. Consider a path in T k through a cycle node C, u . Both neighbors are singleton nodes, so we consider the subpath u C, u v . By construction, v is connected to some vertex w ∈ C with w = u. One of the two paths from u to w in C must have length at least half the length of C; call it P . We will interpret the path u C, u v in T k as a path uP v in G. If a path ends in a cycle node C, u , we may associate it with a path of length l(C) − 1 by moving along C from u in any of its two directions. Thus a path of weight m in T k from the root to a leaf identifies a path of length at least m in G.
We need to show that T k for some small k has a path of sufficient length. 
2 log r log log r contains a weighted path of length at least
We follow the construction of T k in section 3.1. We need some additional notation. For a node x = w or x = C, w in T k we let L(x) denote the length of the longest path from w in the component G [X] corresponding to the subtree rooted at x. More precisely, for every successor y of x (including y = x), the set X contains the corresponding vertices w (if y = w is a singleton node) or C (if y = w , C is a cycle node).
Furthermore, let S(n) denote the singleton node children of a node n, and let C(n) denote its cycle node children. Consider any singleton node v .
Lemma 2 asserts that
Define n(v) = w if w maximizes the right-hand side of the inequality (3.1), and consider a path Q = x 0 · · · x t from v = x 0 described by these heavy nodes. To be precise, we have either n(x i ) = x i+1 or n(x i ) = x i+2 ; in the latter case, the predecessor of x i+2 is a cycle node.
We will argue that the gaps in the sequence
cannot be too large due to the inequality above. This, combined with the fact that L(x t ) must be small (otherwise, we are done), implies that Q contains a lot of cycle nodes or even more singleton nodes. Let s denote the number of cycle nodes on Q. Since every cycle node has weight at least 1 2 k the total weight of Q is at least Consider a singleton node that is followed by a cycle node. There are s such nodes; we will call them cycle parents. Assume x j is the first cycle parent node. Thus, according to the first part of Lemma 2, its predecessors x 0 , . . . , x j satisfy the relation
since j ≤ t ≤ This gives the performance ratio O n(log log n/ log n) 2 for the longest cycle problem in 3-connected graphs. Note that for 3-connected cubic graphs, [5] shows a considerably better bound.
