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Розглянуто структурно-параметричний синтез (СПС) нейронних мереж 
(НМ) глибокого навчання, зокрема згорткових нейронних мереж (ЗНМ), які ви-
користовуються при обробці зображень. Показано, що сучасні нейронні мере-
жі можуть мати різноманітну топологію. Це забезпечується використанням 
унікальних блоків, які визначають їх суттєві особливості, а саме, блок стис-
нення та збудження, згортковий блок модуля уваги, модуль уваги каналу, мо-
дуль просторової уваги, залишковий блок, блок ResNeXt. Це, в першу чергу, 
пов’язано з необхідністю підвищення їх ефективності при обробці зображень. 
У зв’язку з великим архітектурним простором параметрів, включаючи тип 
унікального блоку, місце розміщення в структурі згорткової нейронної мережі, 
його зв’язки з іншими блоками, шарами, обчислювальні витрати нелінійно рос-
туть. Для мінімізації обчислювальних витрат при збереженні заданої точнос-
ті в роботі поставлено задачі як генерації можливих топологій та структур-
но-параметричного синтезу згорткових нейронних мереж. Для розв’язання, за-
пропоновано використання генетичного алгоритму (ГА). Налаштування пара-
метрів реалізовано шляхом використанням генетичного алгоритму та сучас-
них градієнтних методів (ГМ). Наприклад, стохастичний градієнтний спуск із 
моментом, прискорений градієнт Нестерова, адаптивний градієнтний алго-
ритм, розповсюдження кореня середнього квадрату градієнта, оцінка адапти-
вного моменту, адаптивний момент Нестерова. Передбачається використан-
ня таких мереж в інтелектуальній медичній діагностичній системі (ІМДС), 
при визначенні активності туберкульозу. Для покращення точності 
розв’язання задачі класифікації при обробці зображень в роботі запропоновано 
ансамблеву структуру гібридних згорткових нейронних мереж (ГЗНМ). Вико-
ристовується паралельна структура ансамблю з шаром об’єднання. Розробле-
но алгоритми оптимального вибору і інтеграції ознак при побудові ансамблю. 
Ключові слова: гібридна згорткова нейронна мережа, генетичний алго-
ритм, ансамбль, структурно-параметричний синтез. 
 
1. Вступ 
В даний час активно розвиваються системи інформаційного забезпечення 
охорони здоров’я. Одним з перспективних напрямків сучасного етапу інформа-
тизації охорони здоров’я є розробка інтелектуальних медичних діагностичних 
систем, які забезпечують підтримку прийняття рішень лікарем. Це в першу чер-
гу пов’язано з відсутністю у лікарів достатнього досвіду, швидкого розвитку 
медицини і брак часових ресурсів на підвищення кваліфікації та досвіду роботи 
персоналу. Внаслідок цього пацієнти проходять дублюючі та даремно проведе-






Інтелектуальним елементом ІМДС є нейронна мережа, що використовуєть-
ся як для обробки зображень ультразвукових досліджень (УЗД), комп’ютерної 
томографії (КТ), магнітно-резонансної томографії (МРТ) досліджень так і підт-
римки прийняття рішення відносно кінцевого діагнозу. 
Під час розв’язання прикладних задач з метою підвищення точності та 
зниження складності виникають кілька завдань. Перше завдання–пошук опти-
мальної топології мережі. Друге – структурна (визначення кількості прихова-
них шарів та нейронів в них, міжнейронних зв’язків окремих НМ) і параметри-
чна (налаштування вагових коефіцієнтів) оптимізація. Однією з провідних тен-
денцій у сучасній інформатиці став розвиток гібридних НМ. Гібридні нейронні 
мережі (ГНМ) складаються з різних структур, об’єднаних в інтересах досягнен-
ня поставлених цілей на основі глибокого навчання. Це дозволяє розв’язувати 
складні задачі, в першу чергу, обробку медичних зображень, які неможливо 
розв’язати на основі окремих методів і технологій. Найбільш ефективними за-
собами обробки зображень є згорткові нейронні мережі (ЗНМ). Згорткова ней-
ронна мережа будується на основі операції згортки, що дозволяє навчати ЗНМ 
на окремих частинах зображення, ітераційно збільшуючи локальну область на-
вчання окремого ядра згортки. 
Під час використанні ЗНМ виникає ряд проблем. Перша – необхідно виділи-
ти велику кількість ознак, які визначають об’єкт дослідження. Це потребує підви-
щення кількості шарів, тобто ускладнення нейронної мережі. Друга проблема – з 
підвищенням кількості шарів процес навчання методом зворотного розповсю-
дження помилки ускладнюється. З одного боку, для реалізації цього алгоритму 
необхідно розраховувати локальний градієнт для кожного шару. З іншого боку, 
локальний градієнт падає від шару до шару, тим самим точність налаштування 
падає. Маємо суттєве збільшення обчислювальних затрат і падіння точності. Тому 
актульними є дослідження методів побудови згорткових нейронних мереж та ан-
самблів нейронних мереж для підвищення точності їх роботи, при цьому змен-
шуючи обчислювальні витрати та час їх налаштування.  
 
2. Аналіз літературних даних та постановка проблеми 
Згорткові нейронні мережі [1, 2] виявилися надзвичайно успішними для 
широкого кола задач комп’ютерного зору і інших додатків. Однак слід зазначи-
ти, що їх налаштування дуже обчислювально-витратне і займає багато часу, 
якщо це робити вручну. Налаштування ЗНМ передбачає оптимальний вибір 
структури ЗНМ та наступне налаштування параметрів. На сьогоднішній день в 
цьому напрямку ведеться активна наукова діяльність. В роботі [3] оптимальний 
вибір структури ЗНМ та параметрів визначається за допомогою гібридного ге-
нетичного алгоритму. З метою зменшення обчислень проводиться попередній 
вибір суттєвих параметрів ЗНМ для заданої навчальної вибірки, що займає до-
датковий час. В роботі [4] оптимальний вибір структури виконується за допо-
могою генетичного алгоритму, але варіанти цього вибору обмежені і не можуть 
вважатися оптимальними. В роботі [5] пропонується використання модифіко-
ваного еволюційного алгоритму для вибору оптимальної структури, однак це 







розв’язання задачі класифікації. В роботі [6] замість того, щоб прагнути вибра-
ти єдину оптимальну архітектуру, пропонується використання спеціально по-
будованої матриці, в яку вбудовано велику кількість архітектур. Структура 
складається з тривимірної решітки, яка з’єднує карти відгуків на різних рівнях, 
масштабах і каналах, з розрідженим однорідним шаблоном локального зв’язку. 
Цей підхід є обчислювально-витратним і фактично накладає обмеження на ви-
бір оптимальної архітектури. В роботі [7] пропонується алгоритм мета-
моделювання, заснований на навчанні з підкріпленням, для автоматичного 
створення високопродуктивних архітектур ЗНМ для даної навчальної задачі. 
Недоліком цієї роботи є використання класичної структури ЗНМ, що значно 
обмежує клас задач, в зв’язку з обчислювальними складнощами (падіння граді-
єнту при глибинному навчанні). В роботі [8] пропонується метод прискорення 
вибору архітектури шляхом вивчення допоміжної HyperNet, яка генерує ваги 
основної моделі, що залежить від архітектури цієї моделі. В даному підході об-
межена можливість включення у структуру ЗНМ нових сучасних топологій, що 
обмежує її функціональні можливості. В роботі [9] запропоновано нову паради-
гму проектування згорткової архітектури і описано масштабований метод для 
оптимізації згорткових архітектур, який для оптимізації конфігурації архітекту-
ри використовує пошуковий метод навчання з підкріпленням. Даний підхід об-
числювально-складний та не забезпечує високої точності. В роботі [10] запро-
поновано підхід, який поєднує в собі нову ієрархічну схему генетичного уяв-
лення, яка імітує модульний шаблон проектування. Цей підхід використовуєть-
ся експертами, однак простір пошуку оптимальної топології обмежений. Гли-
боке навчання набуло популярності в дослідженнях медичної візуалізації, 
включаючи магнітно-резонансну томографію мозку [11], грудей. ультразвукове 
виявлення раку [12]. Останнім часом U-Net – це популярний підхід до глибоко-
го навчання в дослідженнях біомедичної візуалізації, запропонований в роботі 
[13]. U-Net дозволяє використовувати збільшення даних, в тому числі викорис-
тання нежорстких деформацій, щоб у повній мірі використовувати доступні 
анотовані зразки зображень для навчання моделі. Ці аспекти припускають, що 
U-Net потенційно може забезпечити задовільні результати при обмеженому ро-
змірі доступних в даний час наборів біомедичних даних. 
Дослідники зробили значний внесок, пропонуючи різні структури глибо-
кого навчання для виявлення і сегментації ушкоджень. В роботі [14] запропо-
нували дуже глибоко залишкові мережі з більш ніж 50 шарів для двоетапної 
сегментації каркаса уражень з подальшою класифікацією. Стверджувалось, що 
більш глибокі мережі виділяють більш багаті і найхарактерніші ознаки для роз-
пізнавання. Робота показала багатообіцяючі результати, але двоетапна структу-
ра і дуже глибокі мережі були дорогими в обчислювальному відношенні. 
В роботі [15] було запропоновано згорткові мережі, де для сегментації 
ушкоджень реалізовано підхід паралельної інтеграції, щоб забезпечити 
об’єднання результатів, які поліпшили виявлення. В роботі [16] запропоновано 
наскрізний повністю автоматичний метод сегментації ушкоджень з викорис-
танням 19-шарової глибокої згорткової нейронної мережі. Було введено функ-






лаштування гіперпараметрів було використано 5-кратну перехресну перевірку з 
навчанням ISBI набору даних для визначення кращого виконавця. В роботі [17] 
було запропоновано повністю згорткові методи для мультикласової сегментації 
в наборі даних ISBI за 2017 рік. В роботах [18, 19] запропоновано двоетапний 
метод сегментації, який використовував Faster-RCNN на першому етапі, а потім 
модифіковану версію U-Net і методу глибоких екстремумів, відповідно, в якості 
другого етапу для досягнення результатів сегментації. В роботі [20] було вико-
ристано дві моделі класифікації глибокого навчання, щоб рекомендувати най-
більш підходящий метод сегментації набору даних ISIC-2017. В роботі [21] бу-
ло запропоновано згорткову мережу (FrCN), щоб вивчити особливості повної 
роздільної здатності кожного пікселя зображень ураження для сегментації.  
На основі вивчення літературних джерел [1–21] можна зробити висновок, 
що на даний момент не існує процедури структурно-параметричного синтезу 
побудови гібридних згорткових нейронних мереж ансамблевої структури, через 
що не є можливим розв'язати задачі класифікації по створенню інтелектуальних 
медичних діагностичних систем, робота яких вимагає виділення як можна бі-
льшої кількості ознак хвороби та обробки великої кількості даних з метою пос-
тановки правильного діагнозу. Наприклад, в задачі визначення ступеню тубер-
кульозу у хворих. Тому виникає потреба у визначенні властивостей унікальних 
блоків та їх використання для створення нових топологій, а саме, гібридних 
згорткових нейронних мереж.  
 
3. Мета та задачі дослідження 
Метою роботи є структурно-параметричний синтез гібридних згорткових 
нейронних мереж ансамблевої структури для їх використання в інтелектуаль-
них медичних діагностичних системах.  
Для досягнення поставленої мети необхідно розв’язати наступні задачі: 
– дослідити унікальні блоки (модулі) сучасних згорткових мереж, їх функ-
ціональні можливості та властивості з метою їх використання в гібридних ней-
ронних мережах; 
– розробити двоетапну процедуру визначення структури та параметрів гіб-
ридної нейронної мережі з формуванням її двійкового представлення; 
– розробити алгоритм формування ансамблю гібридних згорткових ней-
ронних мереж; 
– виконати перевірку запропонованого алгоритмічного забезпечення на 
прикладі обробки комп’ютерної томографії дослідження легень з метою вияв-
лення туберкулом при наявності туберкульозу. 
 
4. Матеріали та методи дослідження  
Основою побудови ЗНМ є використання операції згортки з метою можли-
вості навчання ЗНМ на окремих частинах зображення. Розмір цих частин зо-
браження визначається розмірністю відповідного ядра згортки. При цьому слід 
зазначити, що нейрони, які відповідають одному і тому ж ядру згортки мають 







ні, наприклад з багатошаровим персептроном. Шари НМ, які побудовані таким 
чином, називаються згортковими шарами. 
З метою зменшення обчислювальних витрат до складу ЗНМ входять шари 
агрегації (субдискретизації), що виконують функції зменшення розмірності ка-
рти ознак. На основі визначених ознак формується аномальна область, для кла-
сифікації якої використовуються повнозв’язні шари (класифікатор, який знахо-
диться на виході мережі). Згорткові мережі будуються за правилом, а саме: 
спочатку розміщуються згорткові шари, їх кількість та визначається в результа-
ті розв’язання задачі структурно-параметричного синтезу, а далі розміщується 
шар агрегації [22, 23]. Кількість таких повторів в мережі залежить від складнос-
ті задачі. 
Основними параметрами згорткової нейронної мережі [22] є: 
– розмір ядра згортки (фільтра); 
– кількість ядер згортки (залежить від кількості згорткових шарів); 
– величина зміщення при пересуванні ядра згортки по матриці зображення 
(крок ядра згортки); 
– параметри (по вертикалі та горизонталі) урахування крайових ефектів 
(початкове положення ядра згортки на матриці зображення або карті ознак пе-
ред початком переміщення з метою побудови карт ознак); 
– початкове заповнення ядер згортки. 
Кількість входів ЗНМ визначається кількістю пікселів які становлять зо-
браження. Відповідно до роботи [22], якщо враховувати кількість входів, шарів, 
карт ознак, то кількість параметрів, оптимальне значення яких треба визначити 
при структурно-параметричному синтезі ЗНМ, може бути дуже великим. 
Розв’язання такої оптимізаційної задачі напряму не представляється мож-
ливим. Тому розглядалися підходи як скорочення числа параметрів, які оптимі-
зуються, так проблеми вибору або розробки нових методів оптимізації. В якості 
методів оптимізації було досліджено багатокритеріальні методи: генетичні, ро-
йові та сучасні градієнтні. 
Загальні правила скорочення кількості параметрів не сильно впливають на 
цей процес – все залежить від навчальної вибірки. Тому пропонується визнача-
ти найбільш значущі з точки зору ефективності параметри ЗНМ в результаті 
експерименту над загортковою нейронною мережею. Експеримент проводиться 
наступним чином: крок за кроком змінюється один з параметрів ЗНМ при фік-
сованих інших параметрах і визначається наскільки сильно змінився вихід. 
При виборі алгоритмів оптимізації використовувалися наступні критерії: 
точність, обчислювальні та часові витрати, Але жоден з широко відомих алго-
ритмів багатокритеріальної оптимізації не забезпечив належні результати. Тому 
було прийнято рішення розробляти гібридний алгоритм, в якому в якості базо-
вого використовувався генетичний алгоритм, але з накладанням певних обме-
жень на величину окремих структурних параметрів. Це робиться з метою ско-
рочення обчислювальних витрат. Детальні дослідження з цього напрямку було 
представлено в роботі [3]. 
Для навчання згорткової нейронної мережі в даній роботі буде використо-






В якості задачі, на якій розглядається ефективність запропонованого під-
ходу, було обрано задачу структурно-параметричного синтезу гібридних ЗНМ 
для визначення ступеня активності туберкульозу у хворих за результатами КТ 
досліджень. Обробка УЗД, КT, MРТ досліджень вважається самою складною, 
тому що медичні зображення є слабко структурованими. В якості апаратного 
забезпечення використовувався сучасний томограф. Дослідження окремих 
складових гібридної ЗНМ проводилося з використанням програмного середо-
вища TensorFlow. 
Вибірка була отримана у державній установі «Національний інститут фти-
зіатрії і пульмонології ім. Ф. Г. Яновського Національної академії медичних 
наук України» за результатами дослідження пацієнтів з підозрою на туберку-
льоз (м. Киів, Україна). Вибірка складається зі зрізів досліджень комп'ютерного 
томографа, які відповідали пацієнтам з точно встановленим діагнозом (або є 
захворювання, або його нема). Вибірка ділилася на дві частини: 80 % – навча-
льна, 20 % – тестова. На навчальній вибірці проходило навчання, а на тестовій 
визначалась точність роботи навченої гібридної ЗНМ, або ансамблю ЗНМ.  
 
5. Результати дослідження структурно-параметричного синтезу ГЗНМ 
5. 1. Дослідження унікальних блоків (модулів) сучасних згорткових 
мереж, їх функціональних можливостей та властивостей 
Одним з можливих варіантів гібридизації є побудова ГЗНМ на основі ви-
користання відомих топологій ЗНМ. Тому перед тим як перейти безпосередньо 
до процесу гібридизації, треба розглянути відомі топології ГЗНМ. 
Залежно від типу архітектурних модифікацій ЗНМ можна розділити на сім 
різних класів:  
– ЗНМ на основі просторового використання; 
– ЗНМ на основі використання глибини; 
– розгалужені ЗНМ; 
– ЗНМ з безліччю підключень на основі ширини; 
– ЗНМ на основі використання карти ознак; 
– ЗНМ на основі бустінга каналів; 
– ЗНМ на основі використання механізму уваги. 
Класифікацію архітектур ЗНМ наочно представлено на рис. 1 [24]. 
Побудову ГЗНМ, які складаються з різних ЗНМ, вважаємо недоцільною в 
зв'язку з підвищенням обчислювальних витрат, незважаючи на певні переваги 
перед використанням окремих сучасних ЗНМ за рахунок підвищення точності. 
Більш доцільним є використання їх окремих частин. 
Характерною особливістю сучасних ЗНМ є наявність унікальних блоків, 
які визначають їх суттєві особливості. Наприклад, блок стиснення та збуджен-
ня, згортковий блок модуля уваги, модуль уваги каналу, модуль просторової 
уваги, залишковий блок, початковий модуль, блок ResNeXt [25–31]. Топології 
вищеназваних блоків (модулів) представлено на рис. 1. До унікальних блоків 
(шарів) слід віднести пакетну нормалізацію (англ. Batch Normalization) [32] та 
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Рис. 1. Класифікація глибоких архітектур ЗНМ 
 
В результаті дослідження було обрано наступні унікальні блоки: 
– пакетна нормалізація; 
– блок спрощення; 
– блок стиснення і збудження; 
– блок магістральної мережі; 
– залишковий блок; 
– блок Inception; 
– блок уваги. 
Пакетна нормалізація. 
Пакетну нормалізацію розглянуто як ще один шар, який вставляється в ар-
хітектуру моделі, як і повнозв’язний або згортковий шари [32]. На практиці ша-
ри пакетної нормалізації вставляються після згорткового або повнозв’язного 
шару, але до того, як вихідні дані передаються в функцію активації. Пакетна 
нормалізація буде використана для нормалізації вхідного шару шляхом повтор-
ного центрування і масштабування. Кожен шар нейронної мережі має входи з 
відповідним розподілом, на яке в процесі навчання впливає випадковість в іні-
ціалізації параметрів і у вхідних даних. Вплив цих джерел випадковості на роз-
поділ входів у внутрішні шари при навчанні визначається як внутрішній коварі-
антний зсув. 
Блок спрощення. 
Проблема глибоких згорткових нейронних мереж полягає в тому, що кіль-
кість карт ознак часто збільшується із глибиною мережі. Ця проблема може 
призвести до різкого збільшення кількості параметрів та обчислень, необхідних 
при використанні більших розмірів фільтрів (ядер згортки), таких як 5×5 та 7×7. 
Для вирішення цієї проблеми використаний згортковий шар 1×1, який 
об’єднує канали, які часто називають субдискретизацією (агрегацією) карт оз-
нак або проекційним шаром. Цей прийом використано для зменшення розмір-
ності, зменшуючи кількість карт ознак але зберігаючи при цьому свої помітні 
риси. Це також використано безпосередньо для створення індивідуальної прое-
кції карт ознак, для об’єднання ознак по каналах та для збільшення кількості 






Блок стиснення і збудження. 
Структуру блока стиснення і збудження (БСЗ) (англ. Squeeze and Excitation 






























Рис. 2. Структура блоку стиснення і збудження 
 
У блоці стиснення і збудження виконуються наступні операції: 
– перетворення ознак або просту операцію згортки до вхідних даних X, 
щоб отримати ознаки U; 
– операція стиснення для отримання одного значення виходу U для кожно-
го каналу; 
– операція збудження, яка застосовується до виходів стислих даних, щоб 
отримати вагові коефіцієнти для кожного каналу; 
– зміна масштабу карти ознак U з цими активаціями, щоб отримати резуль-
туючі вихідні дані блоку БСЗ. Роль, яку ця операція виконує на різній глибині, 
розрізняється по мережі. 
На більш ранніх рівнях БСЗ збуджує інформативні ознаки незалежно від 
класу, посилюючи загальні уявлення нижнього рівня. На більш пізніх рівнях 
блоки БСЗ стають все більш спеціалізованими і реагують на різні вхідні дані, 
які строго залежать від специфіки класу. 
Блок магістральної мережі. 
Магістральні мережі дозволяють безперешкодний потік інформації через 
багатомагістральні шари інформації за рахунок міжшарового підключення. 
Структуру блока магістральної мережі (БММ) (англ. Highway network block 
(HNB)) представлено на рис. 3. 
В роботі [30] навчання блоку магістральної нейронної мережі переформу-
льовано для досягнення наступного:  
– віддавати перевагу оптимізації на ранніх етапах навчання, коли на селек-
цію в основному спрямовують неперетворені ознаки; 
– зосередитися на перетворенні навчальних ознак на більш пізніх етапах 
навчання, коли через селекції в основному проходять перетворені ознаки; 
– покладатися на набагато меншу кількість селекцій для навчання декіль-
кох шарів перетворення ознак, оскільки перехід селекцій більш ефективний для 
оптимізації і узагальнення моделі. Для досягнення вищезазначених характерис-
тик навчання пропонується новий магістральний блок вигляду (рис. 4). 
Блоки магістральної мережі використано в ГЗНМ з метою покращення їх 
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Рис. 3. Структура блоку магістральної мережі: H(x)l–1 – інформація на шарі (l–1) 
магістральної мережі; Gl(H(x)l–1) – вихід модуля селекції; Fl(H(x)l–1) – перетво-
































































Рис. 4. Запропонований блок магістральної мережі: H(x)l–1 – інформація на шарі 
(l–1) магістральної мережі; Gl(H(x)l–1) – вихід модуля селекції; Fl(H(x)l–1) – пере-







Глибокі мережі витягують низько-, середньо- і високо рівневі ознаки на-
скрізним багатошаровим способом, а збільшення кількості шарів або блоків, що 
складаються з декількох шарів може збагатити рівні ознак. Однак зі збільшен-
ням глибини мережі навчання стає нестабільним, а досягнута точність починає 
зменшуватися (деградувати). Це пов’язано із затуханням градієнта при зворот-
ному проході в методі зворотного поширення помилки і, як наслідок, погір-
шення роботи нейронної мережі. Структурну схему залишкового блока (англ. 












Рис. 5. Структурна схема залишкового блока 
 
У даному блоці використовуються так звані швидкі з’єднання (англ. shortcut 
connections), тобто явно додається тотожне відображення. В результаті при зворо-
тному проході в методі зворотного поширення помилки отримуємо: dF(x)/dx+1. 
Таким чином, загасання градієнта не відбудеться, тому що завжди буде виконаний 
зворотній прохід. Такий дизайн вимагає, щоб вихідні дані двох згорткових шарів 
мали ту ж форму, що і вхідні, щоб їх можна було скласти докупи. Для зміни кіль-
кість каналів необхідно ввести блок спрощення (додатковий згортковий шар 1×1), 
щоб перетворити вхідну інформацію x в бажану форму для виконання операції 
додавання. Згортка 1×1 просто відображає вхідний піксель з усіма його каналами 
на вихідний піксель, не дивлячись ні на що навколо себе. Така згортка використа-
на для зменшення кількості каналів глибини. З урахуванням необхідності викори-
стання пакетної нормалізації та додаткового згорткового шару 1×1 структура за-
лишкового блоку має вигляд, представлений на рис. 6. Таким чином, наступний 
шар не витрачає свої ступені свободи на зсув і масштабування вхідних даних, а 
займається тільки оцінюванням їх структурних властивостей, як наслідок, отриму-
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Рис. 6. Залишковий блок при наявності та відсутності згорткового шару 1×1 
 
Використання залишкового блоку в складі ГЗНМ дозволяє знизити обчис-
лювальні витрати та покращити результати обробки за рахунок збільшення кі-
лькості шарів НМ. 
Блок Inception. 
Існує два способи збільшення якості мережі – збільшення глибини і збіль-
шення ширини, але це пов’язано з підвищенням ймовірності перенавчання та 
неефективним використанням обчислювальних ресурсів – розріджена структу-
ра згорток неефективна в обчислювальному сенсі. Для усунення цих недоліків 
використовується кореляційна структура активацій попередніх шарів. Структу-
ру блоку Inception наведено на рис. 7. 
У кожному блоці є шари згортки з ядром різного розміру, щоб розпізнавати 
ознаки різного масштабу. Також в даній моделі використовуються згортки 1×1, 
щоб зменшувати розмірність тензорів, які будуть подаватися на вхід наступного 
шару. Для того щоб не втратити інформацію, отриману в попередньому шарі за-
стосовується субдискретизуючий шар. Після нього також застосовується згорт-
ковий шар з ядром згортки 1×1, в даному випадку для того, щоб вирівняти роз-
мірність тензорів на виході після кожного паралельного шару. Потім відбуваєть-
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Рис. 7. Структура блока Inception 
 
Блок уваги. 
Механізми уваги – це підхід в машинному навчанні, що полягає у виділен-
ні частини вхідних даних (регіонів зображень, фрагментів тексту) для більш 
детальної обробки. 
Часто для вирішення задачі класифікації зображень не потрібно обробляти 
всі пікселі зображення: наприклад, в задачі класифікації фон часто грає незнач-
ну роль. Проте, згорткові мережі, які є найбільш популярним методом вирі-
шення такого завдання, витрачають однакову кількість обчислювальних ресур-
сів на всі частини зображення. Блок (модуль) уваги реалізується в двох варіан-
тах: модуль уваги каналу та модуль просторової уваги. 
Модуль уваги каналу. Створюється карта уваги каналу, використовуючи 
взаємозв’язок ознак між каналами. Оскільки кожен канал карти ознак розгляда-
ється як детектор об’єктів, увага каналу зосереджується на тому, що має зна-
чення з урахуванням вхідного зображення. Щоб ефективно обчислити увагу 
каналу, стискаємо просторовий розмір карти вхідних характеристик. Для уза-
гальнення просторової інформації дотепер загальноприйнятим є усереднюваль-
не агрегування (рис. 8). 
Модуль просторової уваги. Генерується просторова карта уваги, викорис-
товуючи міжпросторовий взаємозв’язок ознак. На відміну від уваги каналу, 
просторова увага зосереджується на тому, де є інформативна частина, яка допо-
внює увагу каналу. Для обчислення просторової уваги спочатку застосовуємо 
операції середнього та максимального об’єднання уздовж осі каналу та 
об’єднуємо їх для створення ефективного дескриптора ознак. Показано, що за-
стосування операцій об’єднання уздовж осі каналу ефективно впливає на виді-
лення інформативних областей [21]. На об’єднаному дескрипторі ознак засто-







кодує, де слід підкреслити або придушити. Детальну структурну схему наведе-




























Рис. 9. Структурна схема модуля просторової уваги (англ. Spatial Attention 
Module) 
 
Однією з основних проблем, що стримує подальший прогрес використання 
ЗНМ, є великий архітектурний простір параметрів, включаючи тип унікального 
блоку, місце розміщення в структурі ЗНМ, його зв’язки з іншими блоками та 
шарами. В результаті виникає задача структурно-параметричного синтезу ЗНМ. 
 
5. 2. Двоетапна процедуру визначення структури та параметрів гібри-
дної нейронної мережі 
Синтез гібридних згорткових нейронних мереж, які використовуються голо-
вним чином для обробки зображень значно складніше ніж синтез згорткових ней-
ронних мереж. Такий синтез вимагає визначення типу унікальних блоків, які бу-
дуть використовуватися, узгодженні з сусідніми блоками, місць їх розміщення. 
Ці складнощі вимагають спочатку розв’язання структурно-параметричного 
синтезу класичної ЗНМ на основі заданої навчальної вибірки. Класична ЗНМ 
складається із згорткових шарів, кожен нейрон яких виконує згортку деякої об-
ласті попереднього шару, шарів агрегації (субдискретизації), що виконують фун-
кції зменшення розмірності карти ознак, і повнозв’язних шарів (класифікатор, 






чергуватися. Найчастіше шари агрегації розміщують за шарами згортки [29, 30]. 
В якості базової архітектури ЗНМ на основі застосування підходу з визначенням 
найбільш значущих з точки зору ефективності параметрів ЗНМ та навчання зго-
ртковою нейронною мережі визначається структура та параметри базової ЗНМ. 
Так, наприклад, для навчальної вибірки структура НМ була наступна: згортковий 
шар, згортковий шар, субдискретизуючий шар, згортковий шар, згортковий шар, 
субдискретизуючий шар, повнозв'язний шар (класифікатор).  
Утворення гібридної структури за рахунок включення до складу базової 
ЗНМ унікальних блоків або ансамблю гібридних згорткових нейронних мереж 
дає нові можливості для підвищення ефективності розв’язання поставленої за-
дачі. Задача структурно-параметричного синтезу гібридних ЗНМ розв’язується 
на основі застосування багатоетапної процедури визначення структури та па-
раметрів гібридної ЗНМ з формуванням її двійкового представлення. 
Процедуру синтезу гібридних нейронних мереж можна представити у ви-
гляді такої послідовності дій: 
1. Структурно-параметричний синтез базової ЗНМ. 
2. Структурно-параметричний синтез гібридної ЗНМ з визначенням типів 
та послідовності унікальних блоків, які вводяться до складу гібридної ЗНМ. 
3. Структурно-параметричний синтез ансамблю, що складається з окремих 
гібридних ЗНМ. 
Відповідно до запропонованої процедури, в результаті виконання першого 
етапу було отримано базову згорткову НМ, яка не має унікальних блоків. У ви-
падку, коли це не задовольняє критерію якості розв’язання обробки зображень, 
слід використати гібридну ЗНМ. Назвемо гібридною згортковою мережею ме-
режу, до складу якої входять різні унікальні блоки, вибір і розміщення яких ви-
значимо на підставі використання генетичного алгоритму. Можливо викорис-
тання більш складних блоків, а саме: 
– блок уваги-початку (Attention-Inception Block); 
– блок початку-щільності (Inception-Dense Block); 
– блок початку-залишку (Inception-Residual Block); 
– блок початку-рекурентного залишку (Inception-Recurrent Residual Block); 
– блок глибокої пірамід-магістралі (Deep Pyramid-Highway Block); 
– блок глибокої пірамід-уваги (Deep Pyramid-Self Attention Block); 
– блок стискання та збудження-уваги (Squeeze and Excitation-Attention 
Block); 
– блок стиснення та збудження-щільності (Squeeze and Excitation-Dense 
Block); 
– блок стиснення та початкового збудження (Squeeze and Excitation-
Inception Block); 
– блок стискання та залишкового збудження (Squeeze and Excitation-
Residual Block); 
– блок залишкового стискання та блок збудження-уваги (Residual-Squeeze 
and Excitation-Attention Block); 







Багато сучасних мережних структур [33, 34] можуть ділитися на кілька 
угруповань. У кожному угрупованні геометричні розміри (ширина, висота й 
глибина) куба угруповання залишаються без змін. Сусідні угруповання зв'язані 
просторовою операцією субдискретизації. Структура базової НМ у загальному 
випадку представляє чергування двох згорткових шарів, за яким йде шар суб-
дискретизації, тому гібридна ЗНМ будується на основі базової ЗНМ шляхом 
заміни згорткових шарів на угруповання. Всі згорткові операції в одному угру-
пованні мають одну й ту саму кількість фільтрів або каналів. 
Надається двійкове строкове представлення для структури мережі в обме-
женому випадку. Насамперед відзначимо, що багато сучасних мережевих стру-
ктур можуть бути поділені на кілька блоків. У кожному блоці геометричні роз-
міри (ширина, висота й глибина) куба шару залишаються без змін. Сусідні бло-
ки зв’язані просторовою операцією субдискретизації (англ. pooling), що може 
змінити просторову роздільність. Всі згорткові операції на одному блоці мають 
одну й ту саму кількість фільтрів або каналів (рис. 10). 
Кожна гібридна ЗНМ складається із S угруповань, а s-е угрупування, s=1, 
2, ..., S, містить Ks блоків, позначуваних vs, ks, ks=1, 2, ..., Ks. Вузли у кожному 
блоці впорядковані, і дозволяється з’єднання від вузла з меншим номером до 
вузла з більш високим номером. Кожному вузлу відповідає унікальний блок. 
Повнозв’язна частина мережі не кодується. У кожному угрупованні використа-
ємо ½ Ks (Ks–1) бітів для кодування міжвузлових зв’язків. Перший біт предста-
вляє зв’язок між (vs,1, vs,2), тоді наступні два біти представляють з’єднання, між 
(vs,1, vs,3) і (vs,2, vs,3), тощо. Цей процес триває доти, поки останні біти Ks – 1 не 
будуть використовуватися для подання з’єднання між vs,1, vs,2, ..., vs,Ks−1 і vs,Ks. 
Для 1 ,   si j K  якщо код, що відповідає (vs,i, vs,j), дорівнює 1, існує ребро, що 
з'єднує vs,i і vs,j, тобто vs,j приймає вихід vs,i у складі по-елементного підсумову-
вання, і навпаки. 
Процес селекції виконується на початку кожного покоління. До t-го поколін-
ня n-му індивідові Mt−1,n призначається фітнес-функція, що визначається як швид-
кість розпізнавання rt−1,n, отримана в попередньому поколінні або ініціалізації rt−1,n 
прямо впливає на ймовірність, що Mt−1,nз зберігається в процесі вибору [4]. 
В двоетапному алгоритмі оптимізації використовувались наступні налаш-
тування генетичного алгоритму: розмір популяції – 25 індивідів, розмір архіву – 
25 індивідів, кількість ітерацій – 10, ймовірність схрещування – 80 %, ймовір-
ність мутації – 20 %. Цілями генетичного алгоритму були мінімізація значення 
помилки класифікації та максимізація точності класифікації нейронної мережі. 
При проведенні дослідів були використані наступні налаштування опти-
мізаторів: для алгоритму найшвидшого спуску, Adagrad, RMSProp та Adam ви-
користовувався коефіцієнт навчання 0.01, для прискореного градієнта Нестеро-
ва використовувався коефіцієнт навчання 0.01 та коефіцієнт імпульсу 0.9, для 
оптимізатора Adadelta використовувався коефіцієнт навчання зі значенням 1. 
Значення коефіцієнтів були обрані експериментальним шляхом з метою підви-









Рис. 10. Багатоблокова гібридна згорткова нейронна мережа 
 
Для здійснення порівняння навчання з використанням кожного алгоритму 
оптимізації здійснювалось десять разів, після чого обчислювалось середнє кіль-
кість епох навчання, необхідних для досягнення точності в 85 %. Порівняння 
застосування алгоритмів оптимізації з двоетапним алгоритмом, наведено в 
табл. 1.  
В табл. 2 наведено відсоткові значення підвищення продуктивності роботи 
двоетапного алгоритму в порівнянні з алгоритмами оптимізації та з градієнт-
ним спуском зокрема. 
В табл. 3 наведено порівняння застосування дворівневого алгоритму оп-
тимізації з застосуванням алгоритму найшвидшого спуску на останньому етапі 
та з застосуванням інших двоетапних алгоритмів на другому етапі налаштуван-







билась для досягнення точності класифікації в 85 % та відсоткове значення 
пришвидшення роботи алгоритмів. 
 
Таблиця 1 
Кількість епох для досягнення 85 % точності 
Алгоритм оптимізації 





Найшвидший спуск 3666 2876 
Прискорений градієнт Нестерова 1732.5 1425.5 
Adagrad 1257 1037 
RMSProp 309 295.2 
Adadelta 203.2 183.4 
Adam 52.7 48.7 
 
Таблиця 2 
Порівняння оптимізаторів двоетапного алгоритму 
Алгоритм оптиміза-
ції 
Приріст продуктивності дворівневого алгоритму, % 
В порівнянні з алгоритмом 
найшвидшого спуску 
В порівнянні з одноетапним 
алгоритмом оптимізації 




Adagrad 253,52 21,21 
RMSProp 1141,87 4,68 
Adadelta 1898,91 10,79 
Adam 7427,72 8,21 
 
Таблиця 3 
Порівняння двоетапних алгоритмів з різними оптимізаторами 
Алгоритм оптимізації на другому 
етапі 
Пришвидшення роботи в порівнянні з двоета-
пним алгоритмом найшвидшого спуску 
В епохах В відсотках, % 
Прискорений градієнт Нестерова 1450.5 101.75 
Adagrad 1839 177.34 
RMSProp 2580.8 874.25 
Adadelta 2692.6 1468.16 
Adam 2827.3 5805.54 
 
Таким чином, використання двоетапного алгоритму для оптимізації па-
раметрів нейронної мережі дозволило підвищити ефективність проведення нав-
чання в порівнянні з використанням лише алгоритмів оптимізації. Такий ефект 
підвищення продуктивності помітний навіть при використанні невеликої кіль-






5. 3. Алгоритм формування ансамблю гібридних згорткових нейрон-
них мереж 
Ансамблем нейронних мереж називається група топологій, об’єднаних в 
єдину структуру, які можуть відрізнятись архітектурою, алгоритмом навчання, 
критеріями навчання і типами утворюючих нейронів [35–37]. В іншому варіанті 
під терміном ансамбль розуміється «об’єднана модель», виходом якої є функці-
ональна комбінація виходів окремих моделей [38]. 
У результаті роботи КТ отримано набір КТ-зображень, які відповідають 
певним зрізам. Кожен зріз обробляється окремою складовою ансамблю сегмен-
тації. Алгоритм формування ансамблю гібридних згорткових нейронних мереж 
включає розв’язання двох задач: сегментації та класифікації. Алгоритм побудо-
ви ансамблю сегментаторів включає наступне: вибір методу агрегації, вибір ти-
пів сегментаторів, які включаються до ансамблю та визначення критеріїв, за 
якими оцінюється якість сегментації. 
Агрегація результатів відбувається одним із трьох методів: 
– Ensemble-ADD (використовується на рис. 11): об’єднує результати Mask 
R-CNN, DeepLabV3 і Deep Pyramid Attention Module для створення остаточної 
маски сегментації; 
– Ensemble-Comparison-Large: вибирає велику сегментовану область, порі-
внюючи кількість пікселів у вихідних даних всіх сегментаторів. 
–Ensemble-Comparison-Small: навпаки, вибирає меншу сегментовану об-
ласть на виході всіх сегментатор. 
Для побудови ансамблю використано метод Ensemble-ADD. В якості скла-
дових Ensemble-ADD було використано результати таких сегментаторів як 
Mask R-CNNADD, DeeplabV3+ADD, Deep Pyramid-Attention Module ADD, щоб 
створити остаточну маску сегментації. 
Оцінимо ефективність алгоритмів за допомогою індексу подібності Жа-
ккара (JSI), чутливості, специфіки, точності, коефіцієнта подібності гральної 










































2 + TP+ FP+ FN
         (7) 
 
    
TP+ TN- FP+ FN
MCC = .
TP+ FP TP+ FN TN+ FP TN+ FN
      (8) 
 
де TP – справжні позитивні результати, TN – справжні негативні результати, FP 










5. 4. Перевірка запропонованого алгоритмічного забезпечення 
Запропоновану процедуру структурно-параметричного синтезу для ство-
рення системи ансамблевої сегментації, який включає вибір методу сегментації 
та складу ансамблю (Mask R-CNNADD, DeeplabV3+ADD, Deep Pyramid-
Attention Module ADD), було використано при обробці КТ досліджень (по зрі-
зам томографа з наявністю підозрілих на хворобу областей) при визначенні у 
хворих стадій активності туберкульозу (рис. 12). 
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Рис. 12. Зрізи томографа з наявністю підозрілих на хворобу областей при ви-
значенні у хворих стадій активності туберкульозу: а – зріз 1; б – зріз 2; в – зріз 
3; г – зріз 4; д – зріз 5; е – зріз 6 
 
Чутливість визначається в рівнянні (3), де TP – справжні позитивні результа-
ти і FN – хибно негативні. Висока чутливість (близька до 1,0) вказує на хорошу 
продуктивність під час сегментації, всі поразки були успішно сегментовані. З ін-
шого боку, Конкретність (як у рівнянні (4)) показує частку істинно негативних 
(TN) серед неушкоджень. Висока специфічність вказує на здатність методу не се-







пікселів у зображенні, які були правильно класифіковані, як у рівнянні (5). JSI і 
Dice – це міра того, наскільки схожі передбачення і достовірність, шляхом вимі-
рювання кількості виявлених TP і штрафів за FP, знайдені методом, як в рівнянні 
(6) і (7) відповідно. MCC має діапазон від –1 (абсолютно неправильний двійковий 
класифікатор) до 1 (повністю правильний двійковий класифікатор). Використову-
ється для оцінювання ефективності алгоритмів сегментації, заснованих на бінар-
ній класифікації (ураження у порівнянні з неураженнями), як у рівнянні (8). 
На основі ансамблевої сегментації виділяються ознаки, які є вхідною інфо-
рмацією для розв’язання задачі класифікації. Задачу класифікації доцільно роз-
в'язувати за допомогою ансамблю класифікаторів. В роботі автора [3] представ-
лено детальне дослідження цього питання: обґрунтовано необхідність побудови 
ансамблів, визначено оптимальна структура ансамблів- паралельна, кількість та 
тип критеріїв відбору НМ (моделей класифікації) в ансамбль - точності та різ-
номаніття, розроблено алгоритм визначення внеску кожної складової в загаль-
ний результат роботи ансамблю з розв'язання задачі класифікації з метою побу-
дови рейтингу складових.  
Вхідні дані можуть розбиватись на певні групи для обробки різними НМ 
чи подаватись на всі мережі одночасно. 
Основна складність об’єднання мереж в ансамблі – це навчання всіх скла-
дових для розв’язання задачі. З метою підвищення ефективності навчання НМ 
навчаються окремо, а потім об’єднуються в єдину структуру. Однак у випадку, 
якщо алгоритми налаштування вибраних топологій відносяться до різних класів 
навчання, вимагається синхронне навчання всіх ШНМ, що входять в ансамбль, 
а отже необхідно розробити єдиний алгоритм налаштування всіх ЗНМ ансамб-
лю. В прикладі, який розглядається (обробка КТ досліджень (по зрізам томо-
графа з наявністю підозрілих на хворобу областей) НМ навчаються окремо. 
Нейронні мережі навчались на обчислювальному процесорі NVIDIA Tesla 
K80 з 12 ГБ виділеної відеопам'яті. Для імплементації нейромереж була вико-
ристана мова програмування Python з використанням бібліотеки Keras (з бекен-
дом TensorFlow) у якості високорівневої бібліотеки нейромереж. Були отримані 
дані в результаті обробки результатів КТ досліджень хворих на туберкульоз з 
виявленням туберкулом, їх об'єму, щільністю. 
Такі дані, а саме точність розв’язків окремих згорткових класифікаторів, 
наведено у табл. 4–8.  
 
Таблиця 4 







Residual-Squeeze Module 92.11 90.39 
Squeeze and Excitation-Attention Module 97.98 91.93 
Inception-Attention Block 97.11 91.74 







Точність розв’язку повного згорткового мажоритарного ансамблю 




Точність розв’язку окремих класифікаторів з пропонованою архітектурою сег-
ментації 
Класифікатор Тренувальна точність, % Тестова точність, % 
Multilayerperceptron 94.23 91.82 
Decision Tree 95.91 92.56 
NefClassM 92.67 90.41 
 
Таблиця 7 
Точність повного ансамблю класифікаторів з ансамблем сегментації 




Точність інших різноманітних архітектур ансамблів 
Ансамбль Тренувальна точність, % Тестова точність, % 
Random Forest 97.32 87.15 
AdaBoost 54.96 54.25 
Bagging Decision Tree 94.41 83.85 
CNN bagging 94.96 91.39 
 












Використання наведеної структури дозволить підвищити якість 
розв’язання задачі класифікації, особливо в складних умовах при наявності ве-
ликої кількості ознак різної природи. 
 
6. Обговорення результатів дослідження структурно-параметричного 
синтезу ГЗНМ на прикладі визначення ступеня активності туберкульозу 
Дослідження існуючих сучасних згорткових нейронних мереж призвело до 
виділення з них окремих функціональних блоків. Кожен з таких блоків був дос-
ліджених окремо на предмет можливості використання для синтезу гібридних 
згорткових мереж. Були виділені критерії можливості такого використання, а 
саме: функціональні властивості, здатність поєднання з іншими блоками та ша-
рами, здатність параметризації, здатність ізольованого навчання. В результаті 
було виділено наступні блоки, що задовільняють заданим критеріям: блок паке-
тної нормалізації, блок спрощення, блок стиснення і збудження, блок магістра-
льної мережі, залишковий блок, блок Inception, блок уваги. 
Структурно-параметричний синтез гібридної згорткової нейронної мережі, 
яка б складалась просто із відібраних унікальних блоків, показав нелінійний ріст 
часових втрат на навчання. Тому була запропонована процедура синтезу гібрид-
них нейронних мереж. На першому етапі виконувався структурно-параметричний 
синтез базової ЗНМ. На другому етапі виконувався структурно-параметричний 
синтез гібридної ЗНМ, що складалась із виділених унікальних блоків. 
Для досягнення точності у 85 % (табл. 1) різними алгоритмами оптиміза-
ції різниця між кількістю епох лише оптимізатором та запропонованим мето-
дом склала:  
– для алгоритму найшвидшого спуску – 790 епох, що відповідає виграшу в 
21.55 %; 
– для прискореного градієнту Нестерова – 307 епох, що відповідає виграшу 
в 17.72 %; 
– для алгоритму Adagrad – 220 епох, що відповідає виграшу в 17.50 %; 
– для алгоритму RMSProp – 13 епох, що відповідає виграшу в 4.47 %; 
– для алгоритму Adadelta – 19 епох, що відповідає виграшу в 9.74 %; 
– для алгоритму Adam – 4 епох, що відповідає виграшу в 7.59 %. 
В порівнянні продуктивності роботи двоетапного алгоритму проти алгори-
тмів оптимізації (табл. 2) виявилось, що виграш складає від 8.21 % (у випадку 
алгоритму Adam) до 27.47 % (у випадку алгоритму найшвидшого спуску). 
В порівняння застосування дворівневого алгоритму оптимізації з застосу-
ванням алгоритму найшвидшого спуску на останньому етапі та з застосуванням 
інших двоетапних алгоритмів на другому етапі налаштування нейронної мережі 
(табл. 3) виявилось, що виграш складає від 101.75 % (у випадку алгоритму 
найшвидшого спуску) до 5805.54 % (у випадку алгоритму Adam). 
Дані, зібрані під час виконання перевірки запропонованого алгоритмічного 
забезпечення на прикладі обробки комп’ютерної томографії дослідження ле-
гень з метою виявлення туберкулом при наявності туберкульозу, показали, що 
точність розв’язків окремих згорткових класифікаторів без пропонованої архі-






Squeeze and Excitation-Residual Module як класифікатора) до 91.74 % (у випадку 
використання Inception-Attention Block як класифікатора). 
У випадку використання повного згорткового мажоритарного ансамблю 
(табл. 5) склала 93.36 % на тестовій вибірці. В той час як точність інших ансам-
блів (табл. 8) менше. Так у CNN bagging вона складає 91.39 %, у Bagging 
Decision Tree – 83.85 %, а у AdaBoost – 83.85 %. 
Такий виграш запропонованої процедури структурно-параметричного син-
тезу пояснюється тим, що інші архітектурні ансамблі мають детерміновану то-
пологію, в той час як розроблена процедура дозволяє змінювати топологію (чи 
відкидати невдалі топології) у випадку недосягнення критерія точності. 
Перевагами ансамблевої структури нейронних мереж є значне покращення 
результатів розв'язання поставленої задачі в порівнянні з будь-якою мережею, 
яка входить до складу ансамблю, при умові, що залучення НМ до ансамблю ві-
дбувається за критеріями точності та різноманітності. 
В запропонованому підході ансамблева структура використовується двічі: 
при розв'язанні задач сегментації та класифікації, причому в задачі класифікації 
кожна НМ, яка входить до ансамблю обробляє свою множину ознак, що підви-
щує точність. 
Недоліком використання ансамблевої структури є підвищення обчислюва-
льних витрат за рахунок необхідності навчання більшої кількості мереж та реа-
лізації процедури вибору НМ, які включаються до ансамблю. В даному дослі-
джені не врахована можливість малої навчальної вибірки та її якість. В перспе-
ктиві інші дослідники можуть провести дослідження з використання процедури 
переносу навчання (transfer learning) при малих вибірках.  
Дане дослідження може бути використане в розробці нових принципів гіб-
ридизації як в виборі структури НМ, так і в налаштуванні параметрів. В прик-
ладному аспекті, дане дослідження може бути використане для побудови інте-
лектуальних медичних діагностичних систем для діагностування уражених об-
ластей легень, а саме туберкульозом. Є певні обмеження в розвитку таких сис-
тем, а саме, ефективність запропонованих підходів залежить від якості нав-
чальної вибірки, а саме її довжини, що в ряді випадків досягти складно. Ситуа-
ція ускладнюється в тому випадку, коли результати досліджень не переведено в 
цифрову форму, що в свою чергу ускладнює підготовку навчальної вибірки для 
їх використання в налаштуванні вибраної архітектури ГНМ. 
Результати даної роботи також можуть бути розширені в результаті дослі-




1. Визначено унікальні блоки (модулі) сучасних згорткових мереж, їх фун-
кціональні можливості та властивості. Цe дозволяє підвищити якість роботи 
мережі по виявленню суттєвих ознак зображення завдяки, наприклад, збіль-
шення кількості шарів без можливості падіння локального градієнту. Також до-
сягається скорочення обчислювальних витрат за рахунок виділення суттєвої 







замість використання самих мереж, дозволить підвищити точність розв’язання 
задачі класифікації при скороченні обчислювальних витрат.  
2. Розроблено двоетапну процедуру визначення структури та параметрів 
гібридної нейронної мережі з формуванням її двійкового представлення на ос-
нові використання гібридного багатокритеріального генетичного алгоритму. 
Також використані інші сучасні градієнтні методи з визначенням їх ефективно-
сті, що дозволяє обійти проблему попадання в локальний екстремум при нав-
чанні мережі, а також підняти точність розв’язання задачі класифікації.  
3. Розроблено алгоритм формування ансамблю гібридних згорткових ней-
ронних мереж для розв'язання задачі сегментації на основі використання методу 
Ensemble-ADD. В якості складових Ensemble-ADD було використано результати 
таких сегментаторів як Mask R-CNNADD, DeeplabV3+ADD, Deep Pyramid-
Attention Module ADD. Це створило остаточну маску сегментації, алгоритм фор-
мування ансанмблю класифікаторів з визначенням його структури, критеріїв, вне-
ску кожного класифікатора. Це дозволило оптимізувати склад ансамблю, скороти-
ти обчислювальні витрати і підняти точність розвязання задачі класифікації.  
4. Виконано перевірку запропонованого алгоритмічного забезпечення на 
прикладі обробки комп’ютерної томографії дослідження легень з метою вияв-
лення туберкулом при наявності туберкульозу. Тестова точність розв’язку пов-
ного ансамблю класифікаторів склала 97.14 %, в той час як тестова точність 
інших ансамблів склала: Random Forest – 87.15 %, AdaBoost – 54.25 %, Bagging 
Decision Tree – 83.85 %, CNN bagging – 91.39 %.  
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