Abstract: The recently developed and implemented state selective, fully spin-adapted coupled cluster (CC) method that employs a single, yet effectively multiconfigurational, spin-free reference and the formalism of the unitary group approach (UGA) to the many-electron correlation problem, has been employed to calculate static electric properties of various open-shell ( 0 s ) systems using the finite field (FF) technique. Starting with the lithium atom, the method was applied at the first-order interacting space single and double excitation level (CCSD(is)) to several first-and second-row hydrides having OS ground state, namely to the CH, NH, OH, SiH, PH, and SH radicals. In the case of NH we also considered three OS excited states. In all cases the dipole moment and polarizability were determined using a high quality basis set and compared with the experiment, whenever available, as well as with various configuration interaction results and other theoretical results that are available from the literature. The agreement of our CCSD(is) values with experiment is very satisfactory except for the 3~-ground state of the NH radical, where the experimentally determined dipole moment is too small. No experimental data are available for the corresponding polarizabilities. It is also shown that the FF technique is not suitable for calculations of higher order static properties, such as the hyperpolarizability P and y tensors. For this reason we formulate the linear response version of our UGA-based CCSD approach and discuss the aspects of its future implementation.
I. Introduction
An ab initio determination of static and dynamic molecular properties is very useful in a wide range of both theoretical and practical applications. This is particularly the case for nonlinear optical properties that are closely related with various hyperpolarizabilities (see, for example, ref. l), but also for molecular electric and magnetic multipole moments that play an important role in diverse spectroscopic studies (2) as well as in the determination of long-range components of intermolecular interaction potentials (3) . Very recently, for example, molecular polarizabilities were employed to rationalize an alignment and trapping of molecules in intense laser fields, enabling one to enhance dynamical resolution of collisional or spectroscopic experiments (4) . While in the past most of the quantum chemical methodology and computations concentrated on the determination of molecular energetics and structure, more recent developments often focus on property determination as well.
In the framework of the coupled clustered (CC) methodology (5, 6) which proved to be very successful in computations of correlated electronic energies, particularly for nondegenerate closed shell (CS) ground states (6), as well as the closely related many-body perturbation theory (MBPT) (7), a number of different approaches have been exploited for this purpose. These include direct evaluation of expectation values of the operator characterizing the given property (5b, 8) , variational and bivariational approaches (9), a stationary Lagrangian technique (lo), a linear response (LR) theory (6b, 11) and related approaches (12, 13), as well as methods using a uniform finite field (FF) or a field generated by a set of strategically placed point charges (14) . The direct evaluation of expectation values leads to a nonterminating series expansion (5b) that is rather cumbersome to handle (8) and could lead to serious convergency problems in quasidegenerate cases when the magnitude of some cluster amplitudes can be appreciable (cf., however, ref. 8d). Similar problems also plague some stationary response methods (9). The last methods (i.e., uniform FF or point charge generated field methods) are easiest to implement, since they can directly employ the existing codes for the electronic energy calculations. However, the FF methods have their limitations when considering higher order properties, as we shall indicate later on. These problems can be circumvented by employing suitable multipolar fields of point changes (14a-e), as first proposed by McLean and Yoshimine (15) and extensively used even in other than CC approaches (see, e.g., ref. 16 ).
One of the most appealing approaches of great generality is undoubtedly the LR theory, which can handle not only static properties of various orders, but also the dynamic or frequency-dependent ones. This approach, first outlined in the context of the CC method by Monkhorst (lla), requires only a single calculation of the correlation energy and cluster amplitudes for each geometry followed by the solution of a recursive set of linear equations for higher and higher order properties. A recent implementation of this approach in our laboratory (17) , within the context of CS orthogonally spin-adapted CCSD (CC method restricted to singly and doubly excited cluster components) formalism (18) , enabled very promising applications when computing higher order proper tie^.^ Even for the second hyperpolarizability tensor we were able to generate the entire property ~urface,~ which is required when considering rovibrational effects and computing rovibrationally averaged property values for individual rotational and vibrational states (19) .
While considerable progress is being made for CS systems, as we just outlined, the computation of properties (even of static ones) for open shell ( 0 s ) molecular systems with more than three electrons is sorely lacking (8g, 13d-f, 20) . The principal reason for this state of affairs is the lack of suitable OS CC methodology. Although the proper multireference CC approaches of either the valence universal or state universal types have been formulated, and several of their variants even implemented (for an overview, see refs. 6 and 21), their complexity and the cognate practical difficulties associated with intruder state problem, multiplicity of solutions, or symmetry breaking make their implementation limited even when considering molecular energetics. As far as we are aware, the only properly spin-adapted multireference CC property calculation, using the state universal approach, was recently carried out in our laboratory for the lowest singlet state of methylene (20) . Otherwise, most CC approaches to OS systems exploit the simple single reference CCSD approach based on the unrestricted Hartree-Fock (UHF) reference. This very simple and straightforward approach does indeed often provide very useful results in spite of its inherent limitations and conceptual drawbacks (see e.g. ref. 22) . Even when the UHF reference is heavily spin contaminated, the spin impurity of the resulting CC wave function is usually greatly reduced (23) and the computed energies are little affected. However, when calculating other properties, the residual spin contamination can play a significant role. For example, even small spin impurities can cause a significant error in calculated vibrational frequencies, since the magnitude of this error is a function of the derivative of the mean value of the total spin (S2) with respect to the molecular geometry (24) . In any case, the choice of a suitable UHF solution as a reference is not unambiguous, since for a certain range of geometries several UHF solutions may exist, and the energetically lowest one may not correspond to the ground state potential energy curve (22) . Most importantly, however, the UHF-based CC method is restricted to high-spin states and cannot be used to describe the important case of low-spin, OS singlet states. Similar problems are, of course, encountered in other post-Hartree-Fock approaches that employ the UHF reference, such as the finite order MBPT method (25) .
In view of the challenge of handling the OS systems using the CC methodology, we have recently introduced (26) and implemented (27) a single reference, yet effectively multi-configurational, CC approach exploiting a spin-free formalism of the so-called unitary group approach (UGA) (28), or Clifford algebra UGA (CAUGA) (29) and bonded tableau approach (30) to the many-electron correlation problem. Our existing experience (22, 31, tems, particularly the high-spin doublet and triplet states as well as low-spin OS singlets (involving two OS orbitals). It is thus desirable to explore the potentialities of this formalism in property calculations as well. Although our ultimate goal is to formulate and implement the UGA-based CC version of the LR method, we will first investigate the performance of the UGA-CCSD approximation using the FF technique. For this reason we investigate several static properties for a few first-and second-row hydrides in their OS ground states using the UGA-CCSD FF method. In addition, we also consider the ground state of Li and several excited states of the NH radical, where experimental information concerning the dipole moment is available. These results will not only attest to the reliability of the UGA-based CCSD method for property calculations, but also provide the much needed benchmark values for the testing of various versions of the LR approach based on this method that we intend to develop in the future.
In the next section we thus briefly outline the UGA-based CCSD method employed and its implementation. In Sect. 3 we apply this method, using the FF approach, to a few OS species and compare the calculated property values with the available experimental ones as well as with other computations. The LR approach within the context of UGA-CC formalism is then outlined and discussed in Sect. 4.
UGA-based CC method
The single reference CC methods rely on the cluster expansion of the exact wave function IT), where I@) designates an independent particle model reference configuration, represented by a single antisymmetrized product of spin orbitals, and T is the cluster operator, which can be expressed as a linear combination of a suitable set {GI) of excitation operators GI, with tl labelling the corresponding cluster amplitudes. The excitation operators GI may then be conveniently represented as products of unitary group generators (33) .
In contrast to the standard single reference CC approach, when I@) is represented by an independent particle model (usually Hartree-Fock) single determinantal configuration wave function, the UGA-based formalism employs a spinfree reference representing in general a multi-configurational state. This reference state can be labeled by a Gel'fand, Weyl, or Paldus tableau (28), or by a two-box CAUGA or bonded tableau (29, 30) . In the CS case, the resulting approach can be shown to be equivalent to the standard (orthogonally) spinadapted CC formalism (26) . However, in OS cases, the spinfree CC Ansatz [ l ] is unique to the UGA-CC theory and is not equivalent to some spin-adapted version of molecular spin orbital-based Ansatze.
Adopting thus the spin-free Ansatz [I], we can formally proceed as in the standard single reference case, except that we can no longer exploit the diagrammatic techniques (6, 7a, 34) but have to rely solely on the algebraic formalism. Nonetheless, rather than exploiting the second quantization formalism, we can employ directly the unitary group approach (28) (29) (30) . Starting from the time-independent, spin-free form of the Schrodinger equation for the electronic Hamiltonian H , and exploiting the cluster expansion [I], we obtain after premultiplying with the inverse operator exp(-T) the basic equation
The projection onto the reference state I@) yields the standard expression for the energy, namely and the projection on the excited configurations GI I@) gives the energy-independent CC equations where (X) designates the reference state mean value of an operator X and [X, Y] the commutator of X and Y, In contrast to the standard CS case, where the energy expression involves at most bilinear terms in monoexcited cluster amplitudes and only linear terms in biexcited amplitudes, the general OS case may contain even quartic terms thanks to the presence of partially occupied valence or active orbitals in the reference ( a ) . Thus, for the correlation energy AE -E -(H) we obtain (26, 27) [91
where the general coefficient has the form The last equality is implied by the fact that The terms involving higher order commutators can be similarly handled. However, in our implementation of the UGA-CCSD approach, which we briefly describe below, we consider at most bilinear terms in CC equations [12] , while considering all the terms when evaluating the energy, eq. [9]. Note, however, that the quartic energy term involves only semi-internal monoexcitations and the cubic term at least a pair of such monoexcitations. Similarly, the n-commutator term in CC equations [I21 must involve at least max((2n -8), 0) semi-internal monoexcitations, the remaining amplitudes being either semi-internal biexcitations or all-external monoexcitations. The possible types of nonlinear terms appearing in CCSD equations [12] that arise from n-commutator terms of eq.
[6] and involve n excitation operators GI and n corresponding cluster amplitudes tl, 2 5 n <_ 8, are listed in Table 1 . These n-linear terms are characterized by the number of semi-internal and all-external mono-and bi-excited cluster amplitudes involved. Clearly, we can safely neglect most of the higher than bilinear terms, since they primarily involve semi-internal monoexcitations, or high orders of other terms corresponding to high-order MBPT contributions. In the present version of our codes, at most bilinear terms (n < 3) are considered.
Numerous applications carried out so far, and their comparison with the exact full configuration interaction (FCI) results or highly precise data, justify the truncation scheme employed and described above (22, 27, 31, 32) . However, it would be worthwhile to explore the role of certain higher order terms in greater detail, particularly for highly stretched geometries. In this work, we shall restrict our attention to geometries that are close to the equilibrium one.
--"Each 11-linear contribution originating from an n-commutator term comprising n excitation operators and cluster amplitudes is labelled by a quadruple of integers (n,, tt,, IZ,, n,), tz = 11, + t~? + n, + 11,. whose components n, indicate the number of all-external biexcitations (tz,), semi-internal biexcitations ( r~~) .
all-external monoexcitations (tz,), and semi-internal monoexcitations (tz.,) involved.
To select a suitable set of excitation operators, we exploit the group chain [I 93
where n,, n,, and n, designate the number of core, virtual, and active orbitals, respectively. Recall that the core and virtual orbitals are, respectively, doubly occupied and unoccupied in the reference, while the active orbitals are singly occupied. In this way, the invariance of our formalism with respect to separate unitary transformations within each orbital group (ie., core, active, and virtual) is assured.
In actual applications we truncate the cluster operator expansion [2] at the biexcited level. However, since some of the excitation operators GI also involve active (or valence) orbitals, which are only partially occupied in the reference I@), we should also include in our set of singly (S) and doubly (D) excited configurations so-called pseudo-single and pseudodouble ones, which involve up to four UGA orbital generators Can. J. Chem. Downloaded from www.nrcresearchpress.com by CONCORDIA UNIV on 05/11/12
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(in the triplet case; otherwise at most three orbital generators). However, higher than rank two biexcitations usually play a rather unimportant role, at least for near equilibrium geometries. We have in fact examined two distinct approximations (32b), namely, the full single and double (SD) excitation space approximation [CCSD(f)], involving all S and D as well as pseudo-single and pseudo-double excitations (the latter represented by rank 3 or rank 4 excitation operators), and the so-called (first-order) interacting space (is) approximation [CCSD(is)], restricting our set of excitation operators to the first-order interacting space, represented by at most rank 2 operators. It turns out that in the vicinity of equilibrium geometries these two approximations differ very little (usually by a few microhartrees) but, even for significantly stretched geometries, this difference does not exceed a few millihartrees (32b). Thus, unless we wish to explore the structures with highly stretched bonds (where the method may fail to converge anyway if I@) no longer represents a suitable zero order approximation), the CCSD(is) approximation is adequate.
The explicit form of the excitation operators GI for the three important cases, namely the high-spin doublet and triplet states (involving one and two OS orbitals, respectively) and the low-spin OS singlet case (involving two OS orbitals) may be found in ref. 27 (for the high-spin cases, see also ref. 26c). These operators represent irreducible tensor operators adapted to the chain [19] and generate orthonormal states. Since we have to distinguish a considerable number of these operators (up to 30 in the most involved triplet case), the derivation of the explicit expressions for various coefficients appearing in our CC equations [12] and in the expression for the energy, eq. [9], is very laborious. To facilitate this derivation and to avoid possible errors, we have designed a set of codes that carry out this procedure automatically. This software is described in greater detail in ref. 27 , and it generates the FORTRAN codes that set up and solve the UGA-CCSD equations and evaluate the corresponding energy. These codes were carefully tested by duplicating the algebraic derivations by hand in the doublet and OS singlet cases, as well as by careful numerical studies (27) .
Static property calculations using the UGA-CCSD FF method
To test the capability of our UGA-based CCSD method, as implemented in our codes (27) , to provide reliable values of at least low-order static properties for OS systems, we employ the FF approach and examine a few test examples involving states of different multiplicity. These results will also serve us as benchmark values when implementing and testing various versions of the LR approach, which we briefly outline in Sect. 4.
Systems examined and computational details
The systems that we examine in this work comprise the lithium atom (Li), first-row diatomic hydrides methylidene (CH), imidogen, or nitrene (NH) and hydroxyl (OH) radicals, and the second-row hydrides silylidine (SiH), phosphinidene (PH), m d sulfhydryl or mercapto (SH) radicals. All of these systems have an OS ground state that is amenable to our UGA-based CC approach. The ground state equilibrium bond lengths were taken from ref. 35 (see Tables 3 and  5 ) . In addition to the ground states of the abovementioned systems, we also examine three degenerate excited states of NH, namely the states a '~, A311, and c'll whose experimental electric dipole moments are known (36) . The experimental bond lengths for these excited states were taken from ref. 35 (see Table 6 ).
Computations of molecular properties generally require large high-quality basis sets, preferably designed specifically for this purpose. We have chosen two different types of basis sets for our investigations. The first type is represented by the POLl basis sets of Sadlej (37) , which are mediumsized polarized basis sets that are specifically tailored for the high-level correlated calculations of molecular electrostatic properties. For the first-row atoms (C, N, and O), this is a [5s3p2d] basis set, for the second-row atoms (Si, P, S) a [7s5p2d] set, and for hydrogen a [3s2p] set. Basis sets of the second type, which we employed for the first-row hydrides, are due to Widmark et al. (38) . In contrast to the propertyoriented POLl bases, these are high-quality, all-purpose basis sets consisting of atomic natural orbitals (ANO) obtained from correlated atomic calculations, as first advocated by Almlof and Taylor (39) . Experience shows that the A N 0 basis sets can efficiently account for the molecular manyelectron correlation effects. The A N 0 basis set that is relevant for the first-row hydrides is of the [6s5p3d2f /4s3p2d] quality.
For the ground states we always employed the ROHF solution as a reference, while for the excited states of NH, the ground state ROHF orbitals were used. In all cases we rely on Cartesian Gaussian functions, thus using 6 d and 10 f components. In all our OS CCSD calculations we employ the firstorder interacting space approximation (40) , as already noted in Sect. 2. For the sake of comparison, we also carried out various limited CI computations, in particular CISD(is) (CI interacting space singles and doubles), CISD+, and CISDTC, using the GAMES system of programs (41) .~ In all post-HF calculations, only valence electrons were correlated (with the exception of the Li atom, in which case all three electrons were correlated). The ROHF calculations were also carried out using the GAMES program package.
Properties considered
To calculate static electric properties, such as dipole moments, or dipole polarizabilities or hyperpolarizabilities, we employ the finite field (FF) method (42). The energy change .&E when the system is submerged in a homogeneous electric field F = (F,, F,, F,) can be written as where the summation over repeated indices is implied, E(0) For personal use only. designates the energy with no field present, and Fi(i = x, y, z) are the field components. For linear diatomic hydrides in a uniform electric field along the molecular axis (chosen to be the z-axis, F = (0, 0, F)), the above expression [20] simplifies to Thus, once we know the functional dependence of E or AE on F, the dipole moment p, the parallel polarizability component a = a,, etc., can be evaluated as, respectively, the first, second, etc., derivative of the energy with respect to the applied field. While there is only one dipole moment component for linear molecules, the number of independent components of the polarizability tensor deserves a comment. Besides the diagonal (or axial) components, the mixed ones, such as ax,, also generally represent useful quantities. Moreover, for degenerate OS states, such as l7 or A states, one has to distinguish between different perpendicular diagonal components, namely a,(l7,)
= ayy(lly) and a,(ny) = ayy(II,), while only one such component exists for nondegenerate C states. For the sake of simplicity, we examine in this paper only the most important parallel polarizability component a = all = a,. A complete investigation of other polarizability components will be presented elsewhere.
When considering a very weak field F, we can truncate expansion [21] at the quadratic term. Within such an approximation, we can then evaluate p and a if we know the energy for at least two different field strengths, in addition to the zero field energy in case of a . Thus, choosing the fields F, = &F, the p and a are given by
In the case of hydrides, we have chosen the field strength to be F = &0.002 au. Using fields of this magnitude, the p and a obtained from formulas [22] , which rely on the smallest number of calculations for different fields, turned out to be almost identical with values that were obtained when using the information for four or more nonzero fields. It should also be noted that for F = &0.002 au, we require that our energies are precise to at least 4 x au if we wish to compute a with an error not exceeding lo-' au. Thus, in all our calculations, the energies were converged to within lop8 au or better. We must also mention that the dipole moment of a hydride XH is defined in such a way that H is in the positive direction assuming that X is located at the origin.
As we pointed out earlier, a very important characteristic of the UGA-based CC method is its ability to handle the lowspin, OS singlet states, which are inaccessible to the standard UHF-based CC or MBPT approaches. For this reason, we have chosen two excited OS singlet states of NH, namely the c117 and U ' A states, in order to illustrate this feature of our UGA-CCSD approach. We wish to point out that while both the 'II, and 'l7, components of the 'II state are OS singlets, only the xy component of the 'A state is an OS singlet state. 45. The most recent nonrelativistic estimate of the exact energy (46) . "Reference 43.
Of course, only one component of the ll7 state needs to be considered in our case.
Results and discussion
We start by considering a simple atomic system, the lithium atom. This enables us to easily obtain the full configuration interaction (FCI) results (that are equivalent to CISDT in this case, since we deal with a three-electron system), representing the exact solution within the N-electron subspace generated by the chosen set of atomic orbitals (AOs), even when employing fairly large basis sets. The computed total energy and dipole polarizability obtained with various methods and the atomic natural orbital (ANO) basis [6s5p3d2f] (38) are compared with the experimental values in Table 2 . It is noteworthy that the uncorrelated SCF values of the polarizability ( a = 170.1 au) is much closer to the FCI result ( a = 165.1 au) than is the limited CISD(is) result ( a = 118.2 au). CISD(is) should represent a very good approximation is this case, since the system allows, at most, triexcitations. In fact, the CISD(is) approach recovers almost the entire correlation energy (99.896%) in this case, yet gives a significantly lower polarizability than does even the uncorrelated SCF approximation. Interestingly enough, our UGA-CCSD(is) approach, which improves the total energy relative to the CISD(is) approach by only one microhartree (thus yielding 99.900% of the correlation energy), gives practically the exact value for the polarizability ( a = 165.1 au), which is also very close to the experimental value (43) . This is a clear indication of the fact that the CCSD(is) wave function is much better than the CISD(is) one, even though both methods employ the same set of excitation operators. Of course, due to the nonlinearity of the CC Ansatz, the effective excited state manifold is much larger in the CCSD(is) case. For the sake of comparison, we also include in Table 2 the results of two recent theoretical studies of the Li atom. The first employs the fourth-order MBPT and the standard UHFbased CCSD(T) methods with a very large basis set (44) , while the second one relies on the combined configuration interaction and Hylleraas methods (45) . It is very encouraging that the CCSD(is) polarizability is very close to the result provided by these extensive calculations, all of these Can. J. Chem. Downloaded from www.nrcresearchpress.com by CONCORDIA UNIV on 05/11/12
falling within the experimental limits. A comparison with the most recent estimate of the total energy (46) indicates, however, that the fairly large AN0 basis set has not yet reached the basis set limit, since our FCI and CCSD(is) energies are about 17 mhartree short of the "experimental" limit. Of course, from the methodological viewpoint, the agreement of the CCSD(is) quantities with the FCI results is most relevant.
The computation of the hyperpolarizability, particularly when using the FF method, is considerably more challenging.
Our attempt to determine y = y , , , using the FF approach was in fact unsuccessful. For example, relying on FCI e n e r g i e~,~ we get y = 6.2 x lo4 au using the fields F = f0.002 and f0.004 au, but only y = 2.1 x lo4 au with smaller fields F = fO.OO1 and f0.002 au. Employing yet smaller fields ( f 5 x lop4 and f lo3 au) gives y = 4 x lo3 au. The same unstable behaviour is found when employing CCSD energies. In fact, our recent exploration of mathematical and numerical properties of expansions like [21] , using the linear response based CCSD approaches, seems to indicate a fundamental problem of the FF approach when considering higher order properties6
We next considered the first-row diatomic hydrides having a doublet or triplet ground state. The total energies, dipole moments, and polarizabilities obtained with both the POLl and AN0 basis sets at the experimental geometries (35) using various methods are summarized in Table 3 , and compared with the available experimental values (47) (48) (49) (50) (51) (52) in the case of dipole moments. These results enable us to draw a number of interesting conclusions concerning the role of the correlation effects, the use of relaxed (R) vs. nonrelaxed (N) orbitals, and the size of the basis set employed.
The correlation effects may change the computed dipole moments by about 0.1-0.2 D, causing about 10-15% error, which is hardly acceptable when striving for high-quality dipole moments. The same holds for polarizabilities. The computed dipole moments monotonically decrease with the increasing amount of correlation that is accounted for via higher and higher order of excitations. For the POLl basis, the largest limited single reference CI that we were able to cany out on our Silicon Graphics (Challenge L) minicomputer is CISDTf (41) . In all cases, the CCSD(is) results are very close to the CISDTf ones. As might be expected with the CC approach (see, for example, ref. 20) , the orbital relaxation effects are not significant, amounting to 0.002, 0.005, and 0.012 D for CH, NH, and OH, respectively. The same holds for polarizabilities, where the changes due to the orbital relaxation are in the range of 0.11 to 0.18 au.
While the dipole moments monotonically decrease with the increasing order of excitations that are included in CI calculations, the polarizabilities change in a less regular manner.
The SCF a values are first lowered when the correlation due to the singles and doubles is introduced via CISD(is), only to be subsequently increased when the triple excitations are accounted for, as in the CISDTf method. Thus, generally, we observe the following order of polarizabilities.
We used the GAMESS package (41) so that the uncorrelated SCF value is always closer to the exact result than is the CISD(is) value. Again, the CCSD(is) polarizabilities are very close to the CISDTf values, as was the case for dipole moments. We should emphasize here, however, that the CISDTf method employs a much larger excited state manifold than does CCSD(is). In cases considered here, the dimensions of the CISDTf spaces are in fact more than 10 times larger than those of the corresponding CCSD(is) or CISD(is) problems. Clearly, the CCSD(is) procedure represents the optimal choice when computing dipole moments as well as polarizabilities.
The choice of a suitable basis set is clearly very crucial Can. J. Chem. Downloaded from www.nrcresearchpress.com by CONCORDIA UNIV on 05/11/12
For personal use only. when computing electric properties. Both basis sets employed by us, i.e., POLl and ANO, are sufficiently large and flexible to provide meaningful results for a comparison with experiment. In general, the uncorrelated results are much less sensitive to the basis set choice than are highly correlated ones. Thus, the difference between the computed dipole moments when using the POLl and A N 0 basis sets is only about 5 x D at the SCF level, but almost an order of magnitude larger at the correlated level (0.05, 0.04, and 0.02 D for CH, NH, and OH, respectively). A similar observation can be made for the polarizability.
The results of Table 3 were obtained for the experimental geometries. To find out how much these differ from the theoretical values for the basis sets employed, we also present in Table 4 the computed equilibrium geometries and harmonic vibrational frequencies, as well as the corresponding dipole moments and polarizabilities. In this case, only the CCSD(is) results with the A N 0 basis set are shown. For a comparison, we also included the geometries and harmonic frequencies obtained with the 6-31GX basis set,' and for the CH ground state also with the POLl basis set. The latter result clearly indicates that the POLl basis set, which is specifically tailored for the electrostatic property calculations, is not suited for the structure and energetics determinations. Indeed, the CCSDROL I geometry is inferior even to the CCSDl6-3 IG* geometry (differing from the experimental value by 0.03 and 0.01 A, respectively) and, similarly, for the corresponding harmonic frequencies (87 and 33 cm-I, respectively). The CCSDROLl equilibrium bond length being too large implies a too small dipole moment. Introducing the core correlation (although this is not recommended for the POLl basis), the -X. Li and J. Paldus. J. Chem. Phys. In press. equilibrium bond length shrinks a little to 1.149 A. Clearly, with this property-dedicated basis set it is best to employ the experimental geometry. For this reason, we performed the geometry optimization for the NH and OH ground states only with the A N 0 basis set ( Table 4) .
The CCSDIANO geometries for the CH, NH, and OH ground states, shown in Table 4 , agree well with ex eriment (being, respectively, 0.001'7, 0.0018, and 0.0025 f shorter than the experimental values) and represent a significant improvement over the CCSDl6-31GX values, which are longer by 0.01 1-0.013 A. The computed CCSDIANO harmonic frequencies are also in good agreement with experiment (the differences being 13, 35, and 45 cm-I). Since the optimized bond lengths are close to the experimental ones, the dipole moments and polarizabilities obtained for these theoretical geometries differ very little from those based on experimental geometries (cf. Tables 3 and 4 In view of the availability of these precise, rotationally resolved experimental results, it will be interesting to obtain the corresponding rovibrationally corrected values, as we did for other systems (19b). The least satisfactory agreement between the CCSDIANO and experimental (52) dipole moments is found for the NH 3~-ground state (1.536 vs. 1.38 f 0.07 D, respectively). In fact, all ab initio calculations that we are aware of (cf. 7) report p >. 1.5 D. This fact, as well as the senescence of the experimental result, suggest that it would be worthwhile to reexamine the latter. We next considered the second-row hydrides SiH, PH, and SH in their ground electronic states, using only the POLl basis set. The results are summarized in Table 5 and exhibit behaviour similar to that of the first-row hydrides. Thus, the computed dipole moments monotonically decrease with the increasing order of excitations included in CI calculations and the CCSD(is) results are again close to the CISDT+ ones, namely, This decrease in the dipole moment value with the increasing correlation is most pronounced in smaller systems, namely in the SiH case, where the SCF value is about three times as large as the CISDT+ result that we employ as our benchmark. For other systems, the differences between the SCF and CISDT+ dipole moments are not so startling and usually do not exceed 30% (see Tables 3 and 5 ). This was to be expected, since the smaller the dipole moment, the more critical is the electronic charge distribution and thus the correlation effects.
The behaviour of the computed polarizabilities is also similar to that found for the first-row hydrides. The CISD(is) polarizabilities are thus smaller than either the SCF and CISDT+ ones, and the CCSD(is) method rectifies the shortcomings of the CISD(is) method and yields very close results as found with the computationally demanding CISDT+ method. We also note that the effect of orbital relaxation is again very small when using the CCSD(is) approach.
To our knowledge, there are no experimental data available for the dipole moments in the SiH and PH ground states. For SH, two values have been published: p = 0.62 D by Carrington et al. (56) and p = 0.758 D by Meerts and Dymanus (57) . Our CCSD(is) value of p = 0.774 D is closer to the latter, more recent, experimental result. Unfortunately, no experimental information is available concerning the polarizabilities, either for the first-or for the second-row hydrides considered.
Finally, we compute the dipole moment and polarizability for the three degenerate excited states of NH using the POLl basis set and the experimental equilibrium geometry (Table  6) . We have seen above that the orbital relaxation played an insignificant role when we examined the ground states of first-and second-row hydrides. It is thus interesting to examine the performance of our UGA-CCSD methods for excited states, while using the nonrelaxed ground state orbitals. Such orbitals, being neither variationally reoptimized for the excited state considered, nor for the applied perturbing electric field, are clearly as far removed from the "ideal" ones as one can get. It is thus very gratifying to see that our CCSD(is) method, employing the ground state, nonrelaxed orbitals, yields reasonably good dipole moments and polarCan. J. Chem. Downloaded from www.nrcresearchpress.com by CONCORDIA UNIV on 05/11/12
For personal use only. izabilities (see Table 6 ), as a comparison with the CISDTC results or with the experimental values (for the dipole moments) indicates. The fact that we can use nonrelaxed ground state orbitals for the computation of excited state properties is of considerable practical significance, not only for reasons of economy, but also because of the difficulties that one encounters when trying to converge the SCF orbitals for the excited states to a sufficiently high accuracy. In concluding this section, let us compare our UGA-CCSD(is) dipole moments for the first-and second-row hydrides considered with those obtained by other methods that account for correlation effects in a different way (see Table  7 ). These methods include the single reference CI, multi-reference CI, coupled electron pair approximation (CEPA) or its variants, coupled pair functional (CPF), and effective valence Hamiltonian (Hv) methods. The latter represents essentially a version of a quasidegenerate MBPT. The results obtained with these various methods for the dipole moment of CH (refs. 58-60) , NH (58, (61) (62) (63) (64) , OH (58, (65) (66) (67) (68) , SiH (58, (69) (70) (71) (72) , PH (58, 72, 73) , and SH (58, 72, 74) in their ground electronic states are summarized in Table 7 together with our UGA-CCSD(is) results. A1 the results for CH are within the experimental error bounds, the CCSD(is) value being the smallest of them all. Likewise, all results for OH are in good agreement with the very accurate experimental value (51) (a rather high value obtained with the Hv method is most likely due to a relatively small basis set employed). Our CCSD value differs by only 0.005 D and belongs amongst the most accurate theoretical results. For SH, all ab initio dipole moments favor the measurements of Meerts and Dymanus (57) . Unfortunately, no experimental data are available for the re- Finally, let us discuss the results for the ground state of NH, where we find a rather serious disagreement between the theoretical and experimental data. As the results assembled in Table 7 indicate, and as already mentioned above, all ab initio dipole moments are in this case larger than 1.5 D. Thus, all these results fall well beyond the reported experimental error bounds of 1.38 f 0.07 D (52) . Clearly, the rovibrational averaging can lower the purely electronic values given in Table 7 . Such an averaging was carried out for the MRCI dipole moment and amounted to 0.03 D (63) . This decreased the MR CI electronic value of 1.51 1 D to 1.48 D (for the vibrationless v = 0 level), which is still too large. Clearly, the existing discrepancy between the computed and measured dipole moment of the NH ground state is of concern and should be clarified.
ties, such as the second hyperpolarizability, over the whole range of molecular geometries for which the standard CS CCSD approach is applicable, in contrast to the FF methods, which become particularly troublesome for large internuclear separations (footnote 3). Moreover, the LR formalism can be generalized to handle dynamic properties.
We will essentially follow the development as outlined in ref. 17 . However, we can no longer use the diagrammatic technique (34) to obtain the required explicit expressions and will have to rely on an algebraic formalism. We must also account for the fact that in the OS case the excitation operators GI no longer commute. Finally, since our UGA-based CC formalism can handle rather general OS situations, we also do not employ the normal product form of the Hamiltonian.
Starting with the unperturbed problem [3] , we consider the perturbed Hamiltonian where the perturbation W represents the property we are interested in. We thus look for the solution of the corresponding Schrijdinger equation assuming the following general cluster ansatz for IY(h)), with We further assume a power series expansion for the relevant quantities in terms of the perturbation parameter h, namely, i =O and or, equivalently, Clearly, the unperturbed problem of Sect. 2 results for h = 0 and is characterized by the energy E(O) = E(0) and cluster amplitudes tjo) = tl(0). We also note that in contrast to the CS case (17) , when the cluster operators T(') representing various orders in perturbation expansion [30] commute, in general OS situations we have that [GI, Gj] # 0, unless at least one excitation operator is all-external, i.e., does not involve active or valence orbitals. Consequently, we cannot express the wave operator exp(T(h)) as a product of exponential factors, expT('), as we did in the CS case (cf. eq. [30] of ref. 17) . Nonetheless, since we employ a single spin-free configuration state I @) as a reference, we can still benefit from the property 11 11.
Proceeding then as in the unperturbed case, we arrive at the general equation of type [4] or, equivalently Expanding in powers of h, we see immediately that the absolute term, resulting for h = 0, recovers the unperturbed CC problem of Sect. 2. We can thus assume the zero-order quantities E(O) and tjo) to be known. The LR equations then result from the linear terms in h. For the energy increment Ecl), giving the desired expectation value of the considered property (Y(O)( W IY(O))/(Y(O)IY(O)) = E('), we thus find where we introduced the symbol for the symmetrized sum of the kth order commutator terms [34] { X , T}$) = (k!)-'
For example, Similarly, the corresponding LR CC equations determining the tjl) amplitudes have the form
In view of eq. [ l l ] , we can write again for the property value assuming that W is a one-electron operator.
In CC equations [38] , which are linear in the unknown cluster amplitudes ti'), we can again have up to eight commutators for the H-containing terms and six for the terms involving W. Again, these high-order terms can only involve semi-internal monoexcitations. Assuming that we employ an ROHF reference (restricted OS HF), the monoexcited tjo) amplitudes should be small, and thus the high-order terms Can. J. Chem. Downloaded from www.nrcresearchpress.com by CONCORDIA UNIV on 05/11/12
involving their products should be negligible. We recall that a similar situation arises in the zero-order (unperturbed) level of approximation, where the consideration of at most bilinear terms in CCSD equations provides very good results. It will thus be necessary to find out to which extent this feature extends to the LR methods.
Considering various terms in LR CC equations [38] we see again that the linear and bilinear terms (in mixed zero-and first-order amplitudes) can be handled in the same way as the zero-order amplitude terms in the unperturbed case. For example, considering bilinear terms involving the Hamiltonian we find that
where CIJK are again defined by eqs. [16] -[l8]. Thus, for up to bilinear terms the existing codes generating the required coefficients in both CC equations 1401 and in the energy expression [39] can be directly exploited. Of course, when evaluating the corresponding terms involving W, we must employ the corresponding one-electron integrals (pi w lv).
The role of higher than bilinear terms in CC equations (although always linear in tjl) amplitudes) must also be addressed. Hopefully, most of these higher order terms will turn out to be of little importance, similarly to the unperturbed case.
