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Al~traet--This paper considers an integral equation of the Fredholm type which plays an important role 
in systems theory. The aim is to examine the uniqueness and differentiability of its solution. These 
properties are required in a number of system applications. 
1. INTRODUCTION 
The purpose of this note is to show that, under certain conditions, the integral equation 
x(s, t) + fo k(s, u)x(u, t) du = y(s, t), s ~ [0, t] (1) 
has a unique solution for x(s, t) which is differentiable with respect o t. These properties are 
required, for example, in the derivation of the recursive quations of the Kalman-Bucy filter [e.g. 1] 
and in control theory [2]. 
2. PREL IMINARIES 
Let [0, T] c @ and t e [0, T]. Let L2[0, t] be the Hilbert space of measurable functions f: [0, t ]~C 
with 
fo I lfl l~= If(s)J 2ds<~,  
where almost everywhere (a.e.) identical functions are identified. Then, with f and g in L2 [0, t], 
fo (f, g), = f(s)g(s)ds 
is an inner product in L2[0, t]. The overbar indicates "complex conjugate of". 
We recall that f .~f in  L2[0, t] as n ~oo, f.  and f in L210, t], means 
;o f [ f , - f  I1~ = If,(s)-f(s)12ds--*O as n~.  
Let C[0, t] be the Banach space of continuous functions f: [0, t ]~C with norm 
max If(s)l. 
s~[0, t] 
Here 
means 
f ,~f in  C[0, t] as n~, f~ and f in  C[0, t] 
fn(s)~f(s) as n~oo,  uniformly in s e[0, t]. 
tTo whom all correspondence should be addressed. 
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We shall first consider equation (1) in L2[0, t]. Let, at each t ¢ [0, T], 
agt:L2[0, t]--+L2[0, t] 
be the Hilbert-Schmidt operator defined by 
VfE L2[0, t], Vs E [0, t]: (a/ t f ) (s)  -- fo k(s, u ) f (u )  du, 
where k: [0, T]2--,R is assumed to have the following properties: 
(i) k is real-valued and continuous on its domain; 
(ii) V(s, t) ¢ [0, T] 2, k(s, t) = k(t, s); 
and 
(iii) Vt e [0, T], Vf~ L2[0 , t], 
fo'ffk(s,u)f(s)f(u)d u> O. 
Then M, has the following properties: 
(a) Mr is linear, bounded and even compact [e.g. 3]; 
(b) ~/, is self-adjoint, since, as seen from properties (i) and (ii), 
= (f ,  a/ tg) ,  
Vf and g in L2[0 , t]; 
(c) M, is semi-positive definite since, by property (iii), 
f I0 Yf~L2[O,t], ( .~, f , f ) ,  = k(s ,u ) f ( s ) f (u )dsdu>~O.  
In turn, these properties of ~ ,  lead to the following properties for its spectrum [e.g. 3]: 
(A) It follows from property (a) that the spectrum ~(~, )  of ~ ,  consists of at most the number 
zero and a finite or denumerable set of eigenvalues, without accumulation points outside 
zero. 
(B) Property (b) shows that g (a / , ) c  R. 
(C) As seen from property (c), Vt ~ [0, T], g(ag,)c[0, m). 
At each t ~ [0, T], let g,: L2[0, t]---,L2[0, t] be the identity mapping 
VtE[O,T], VfEL2[O,t], 8 , f=f  
Denoting the functions f :  [0, t]--,R by f ( , ,  t) in the sequel, we consider, to each y(. ,  t) e L,[O, t], 
the following equation in x(. ,  t) with t fixed and 2 ~ C: 
{a/,-- itcft}x(', t) =y( ' ,  t). 
If it = -- 1, we have equation (1), i.e. 
{..el, + gt}x(" , t) = y(. , t). (2) 
Since -1  ¢ ~(a¢,), it is well-known that [3] 
{aCt+ g,}: L2[0, tl--,L2[0, t] 
is a bicontinuous bijection, meaning that, at any y(. ,t)~L2[O,t] ,  there is exactly one 
x(. ,  t )¢  L2[0, t] satisfying equation (2). And, if to each n ¢ N, y,(. ,  t)~ L2[0, t] and x,(. ,  t) is the 
solution of equation (2) with y,( . ,  t) on the r.h.s., we have, as n~m,  
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y,(" , t)--*y(" , t) in L2[0, t].~ x,(. , t)--+x(. , t) in L2[0, t]. 
Theorem 1 [e.g. 3] 
The inverse {ag, + dr,}-I: L=[0, t]+L=[0, t] of {a¢, + ~',} satisfies 
II {at ,+ ¢,}- '  lit ~< 1 Vt •[0, T]. 
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Proof. Since by assumption (iii), 0 ~< (ag,f , f) ,  V f•  L2[0, t], we have 
Ilf II, 2 ~< (ag,f , f) ,  + ( f , f ) ,  
= ({ag, + g,}f , f ) ,  ~< II {a/, + 8,}f II," IIf I1,, 
the last inequality being the result of Cauchy's inequality. Hence, 
Ilf II, ~ II {a¢, + g,} f  lit. (4) 
Since {a¢, + g,} is a bijection, to any g • L2[0, t], there is an f•  L2[0, t], such that f  = {d,  + ~',}-~g 
and conversely. Hence, equation (4) gives 
II {a¢, + ~',}-lg II, ~< Ilg II, Vg•t2[O,t], 
showing equation (3), where the norm is understood to be an operator-norm. 
Corollary 
If y(',t)•L2[O,t] and if x( . , t )  is the solution of equation (1), then, since 
x(. ,  t) = {aCt + gt}- 'y( . ,  t), 
IIx(", t)II, ~< Ily(", t)lit. (5) 
Let us now consider equation (1) in C[0, t]. Since for continuous f:[0, t ]+C,  
f l f  (s)12 ds < oo, 
we have, on ignoring the different topologies, 
C[0, t] cL2[0, t]. 
Let a¢, be the restriction of ag, on C[0, t]. It is well-known [e.g. 3] that .~, maps C[0, t] into 
C [0, t ] and that a¢,: C [0, t]-~ C [0, t] is also linear, bounded and even compact. Hence, the spectrum 
a (a?,) of a?, consists of, at most, the number zero and a finite or denumerable set of eigenvalues, 
without accumulation points outside zero. Since clearly 2 • C is an eigenvalue of a~t if, and only 
if, it is an eigenvalue of ag,, it follows that 
o(a~,) = a(a¢,). 
Hence, - 1 ~ a(~,) and thus, if d~,: C[0, t ]+C[0,  t] is the identity mapping in C[0, t], 
{,'~, + ~t}: C[0, t]--+C[0, t] 
is a bicontinuous bijection [e.g. 3]. This gives the following result. 
Theorem 2 
At any y(. ,  t) • C[0, t], there is exactly one x(. ,  t) • C[0, t] satisfying equation (1). If to each 
n • N, y,(. ,  t) • C[0, t] and x,(. ,  t) satisfying equation (1) with y,(., t) on the r.h.s., we have, as 
n--+oo, 
y,(s, t)--+O uniformly in s • [0, t] 
if, and only if, x,(s, t) does the same. 
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3. MAIN RESULT 
We are now in a position to prove the main theorem. 
Theorem 3 
Let D = {(s, t)lO ~< s ~< t, t ~ [0, T]}, let k:[O, t]2~R have properties (i), (ii) and (iii) and let, at 
each t e [0, T], y( . ,  t) e C[O, t] be continuously differentiable with respect o t. Then, if x(.,  t) is 
the unique continuous olution of 
;o x(s, t) + k(s, u)x(u, t) du = y(s, t), s ~ [0, t], (6) 
we have 
(~) x(s, t) is bounded on D, 
(fl) x(s, t) is continuous in (s, t) on D, 
(~) ax(s, t)/Ot exists on D 
and 
(6) Ox(s, O/at is continuous in (s, t) on D. 
Proof. 
For part (~), it follows from equations (5) and (6) and Cauchy's inequality that, with (s, t) e D, 
I/0 Ix(s, t)l ~< ly(s, t)l + k(s, u)x(u, t) 
<<. ly(s, t)l + II k(s,. )I1," II x( ' ,  t)I[, 
<<. ly(s, t)l + II k(s, " )I[," IlY(", t)II,. (7) 
Since y and k are continuous on the compact set D, the r.h.s, of inequality (7) is bounded on D. 
Hence, there is a positive number M such that 
Ix(s,t)l<<.M V(s,t)~O. (8) 
Consider now part (fl). Let (s, t) ~ D, (s', t') ~ D and suppose s ~< s', t ~< t'. Then s e [0, t] and 
s' ~ [0, t'] (see Fig. 1). And x(s, t), x(s, t') and x(s', t') satisfy, respectively, 
/o x(s, t) + k(s, u)x(u, t) du = y(s, t), (9) 
S S' 
Fig. 1. The domain D. 
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and 
x(s, t') + k(s, u)x(u, t') du = y(s, t') (10) 
whereas 
x(s',  t') + k(s',  u)x(u, t') du = y(s', t'), (11)  
I x(s' ,  t') - x(s, t)l-N< Ix(s' ,  t') - x(s, t')l + Ix(s, t') - x(s, t)l. (12) 
We shall show that there is a neighborhood of (s, t) in D where the r.h.s, of inequality (12) is 
less than e, e being any positive number. First, as seen from equations (10) and (11), 
Ix(s', t') - x(s, t')l ~ Ik(s', u) - k(s, u)l " lx(u, t')l du + ly(s', t') - y(s, t')l 
t 
l l '  
<~M Ik (s ' ,u ) -k (s ,u ) ldu+ly (s ' , t ' ) -y (s , t ' ) l .  
o 
By virtue of the uniform continuity of k and y on their respective domains, there is a number di~ > 0 
such that both terms on the r.h.s, are less than e/4 if Is - s ' l  < 61, uniformly in t ' s  [0, T]. 
Concerning the second term on the r.h.s, of inequality (12), it follows from equations (9) and 
(10) that 
{x(s, t') -- x(s, t)} + k(s, u){x(u, t') - x(u, t)} du 
={y(s , t ' ) -y (s , t )} -  k (s ,u)x(u , t ' )du .  (13) 
Apparently, {x(s, t') - x(s, t)} satisfies an equation of the type given by equation (1). Since x is 
bounded [see part (e)] and since k and y are uniformly continuous on their domains, the r.h.s, of 
equation (13) tends to zero as t '~t ,  uniformly in s e[0, T]. Theorem 2 thus shows that there is 
a number 62 > 0 such that I t - t'l < 62 implies 
Ix(s, t ' ) -  x(s, t)l < e/2 uniformly in s e [0, t]. 
This completes the proof of part (fl). 
For part (~), let us replace dx(s, t)/Ot by 2(s, t). Formal differentiation of equation (1) with 
respect o t yields 
f0 2(s , t )+ k (s ,u )2(u , t )du  =~y(s , t ) -k (s , t )x ( t , t ) ,  s ~ [0, t], (14) 
where x(t, t) is the solution of equation (1) at s = t. We may look upon equation (14) as an integral 
equation in 2(s, t). It is again of the type given by equation (1). Because of the continuity of its 
r.h.s., equation (14) has a unique solution 2(.,  t) in C[0, t] at all t s [0, T]. 
Let (s, t) s D and suppose 0 <<. t <~ t' <~ T. Equations (9), (10) and (14) and mean-value theorems 
give 
{ };o { } x(s, t') -- x(s, t) _ 2(s, t) + k(s, u) x(u, t') - x(u, t) t - ; ,~  t ,~t  -2 (u , t )  du 
}{ i f  } . . . .  ¢ ' - t  -~y(s, t) - ~ k(s, u)x(u, t') du - k(s, t)x(t, t) 
={0-~ y(s ' t ' ) -Os  } ~y(  , t) -- {k(s, u")x(u", t ' ) -k (s ,  t)x(t, t)}, t < t"< t', t < u"< t'. (15) 
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Equation (15) again may be seen as an integral equation of the type (1), this time in 
x(s, t') - x(s, t) 
- ~(s ,  t ) .  
t ' - t  
Since Oy/at, k and x are uniformly continuous on their respective domains, the r.h.s, of equation 
(15) tends to zero as t'--.t, uniformly in s e [0, t]. Hence, on account of Theorem 2, 
x(s ,  t ' )  - x (s ,  l) 
- ~(s ,  t )~0 as  t '  - -  t - *0 .  
t ' - t  
In other words, we have shown ~(s, t) = tgx(s, t)/Ot and thus part (?). Moreover, it is seen that 
Ox(s, t)/Ot satisfies equation (14). 
Finally, for part (iS), the r.h.s, of equation (14) is continuous on D since Oy(s, t)/Ot and 
k(s, t)x(t,  t) are continuous on D by virtue of part (fl). Hence, again by virtue of part (~), 
~(s, t) = dx(s, t)/Ot is continuous on D as a solution of equation (14). 
The proof of Theorem 3 is thus complete. 
In closing, let us remark that the main result is given for a scalar equation. It is not difficult to 
generalize it to a system of equations [l]. 
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