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ABSTRACT 
T h i s  p a p e r  p r e s e n t s  a n a l y s i s  and s y n t h e s i s  p rocedures  f o r  a  
c l a s s  of s e q u e n t i a l  programs. These p rocedures  a i d  i n  t h e  d e s i g n  
of programs f o r  p a r a l l e l  computer sys tems .  I n  p a r t i c u l a r ,  t h e  i n -  
t e r a c t i o n s  of a  g i v e n  program wi th  o t h e r  programs o r  c i r c u i t s  i n  a  
sys tem can  be d e s c r i b e d  p r e c i s e l y .  The b a s i s  f o r  t h i s  work i s  a  
model f o r  p a r a l l e l  computer sys tems i n  which t h e  o p e r a t i o n  of each  
component is  d e s c r i b e d  by a  f l o w  t a b l e  and t h e  components i n t e r a c t  
by changing v a l u e s  on i n t e r c o n n e c t i n g  l i n e s .  The d e t a i l s  of t h i s  
* 
model a r e  d i s c u s s e d  i n  a n o t h e r  paper  . The a n a l y s i s  p rocedure  p ro-  
duces  a  f l o w  t a b l e  d e s c r i p t i o n  of a  program. I n  program s y n t h e s i s ,  
a  f l o w  t a b l e  d e s c r i p t i o n  is  conver ted  t o  a  s e q u e n t i a l  program. Using 
f low t a b l e  d e s i g n  p r o c e d u r e s ,  a  c o n t r o l  program f o r  t h e  two-program 
mutual e x c l u s i o n  problem i s  produced.  
* Bredt , T.H. and McCluskey, E.  J .  A model f o r  p a r a l l e l  computer 
sys tems .  T e c h n i c a l  Report  No. 5 ,  SEL D i g i t a l  Systems L a b o r a t o r y ,  
S t a n f o r d  U n i v e r s i t y ,  S t a n f o r d ,  C a l i f o r n i a  ( A p r i l  1970) .  
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INTRODUCTION 
I n  a n o t h e r  p a p e r  [ I ] ,  a  model f o r  p a r a l l e l  computer sys tems 
was p roposed .  T h i s  model p r o v i d e s  a  b a s i s  f o r  t h e  fo rmal  s t u d y  
of program and c i r c u i t  i n t e r a c t i o n  i n  computer s y s t e m s .  The motiva- 
t i o n  f o r  t h e  model i s  t h e  d e s i r e  t o  s o l v e  c o n t r o l  problems such a s  
t h e  mutual  e x c l u s i o n  o r  i n t e r l o c k  problem,  which h a s  been s t u d i e d  
by D i j k s t r a  and many o t h e r s  [ 2 ,  3 ,  4 ,  5 ,  7 ,  9 1 .  I t s  s o l u t i o n  
r e q u i r e s  t h e  c o n t r o l  of two o r  more programs which a r e  execu ted  
c o n c u r r e n t l y  and c o n t a i n  s p e c i a l  f u n c t i o n s  e n c l o s e d  i n  " c r i t i c a l  sec -  
t i o n s " .  I t  i s  n e c e s s a r y  t o  e n s u r e  t h a t  ( 1 )  a t  most one program 
is e x e c u t i n g  a  c r i t i c a l  s e c t i o n  a t  any i n s t a n t  and (2 )  i f  a  program 
* 
wants t o  e n t e r  a  c r i t i c a l  s e c t i o n ,  it  i s  e v e n t u a l l y  al lowed t o  do s o .  
I n  o u r  model f l o w  t a b l e s  [13]  a r e  used t o  d e s c r i b e  t h e  b e h a v i o r  
of each component (program, c i r c u i t )  i n  a  sys tem.  Components i n -  
t e r a c t  by changing t h e  v a l u e s  on l i n e s  which i n t e r c o n n e c t  them. 
These l i n e s  c a r r y  b i n a r y  l e v e l  s i g n a l s .  The u s e  of l i n e s  f o r  i n t e r -  
component communication d i f f e r s  from t h e  more common u s e  of s h a r e d  
memory c e l l s  [ 2 , 3 , 4  , 5 , 9 I. Our model i s  on a  more p r i m i t i v e  
l e v e l  and c a n  be used t o  d e s c r i b e  implementa t ions  i n  which memory c e l l s  
a r e  s h a r e d .  I t  is  assumed t h a t  t h e  d e l a y s  i n  t h e  i n t e r c o n n e c t i n g  l i n e s  
a r e  f i n i t e  and unbounded. Component i n t e r n a l  d e l a y s  a r e  assumed t o  be 
f i n i t e  and bounded. 
* T h i s  i s  a  s l i g h t l y  d i f f e r e n t  v e r s i o n  of t h e  problem c o n s i d e r e d  by 
D i j k s t r a .  D i j k s t r a  d i d  n o t  r e q u i r e  t h a t  a  g i v e n  program must e n t e r  i t s  
c r i t i c a l  s e c t i o n  bu t  r a t h e r  t h a t  t h e  d e c i s i o n  a s  t o  which program would 
e n t e r  i t s  c r i t i c a l  s e c t i o n  cou ld  n o t  be postponed i n d e f i n i t e l y .  
I n  t h i s  p a p e r ,  a n a l y s i s  and s y n t h e s i s  p rocedures  a r e  d e f i n e d  
which make i t  p o s s i b l e  t o  r e l a t e  program implementa t ions  w i t h  t h e  f l o w  
t a b l e  model.  These p rocedures  a r e  a p p l i e d  i n  t h e  a n a l y s i s  and s y n t h e s i s  
of programs f o r  u s e  i n  t h e  mutual  e x c l u s i o n  problem.  A c o n f i g u r a t i o n  
f o r  a  p a r a l l e l  sys tem which is  a p p r o p r i a t e  f o r  a  d i s c u s s i o n  of t h e  
mutual  e x c l u s i o n  problem was s p e c i f i e d  i n  [ I ] .  T h i s  c o n f i g u r a t i o n  is  
* 
reproduced i n  F i g .  I .  I n  [ l] ,  f l o w  t a b l e  d e s c r i p t i o n s  f o r  t h e  t h r e e  
components i n  t h e  sys tem were produced.  These f l o w  t a b l e s  a r e  shown 
i n  T a b l e  1. 
I n  [l], a  s p e c i a l  mode of o p e r a t i o n  was d e f i n e d  f o r  t h e  components 
i n  a  s y s t e m .  Each component o p e r a t e s  i n d e p e n d e n t l y  of o t h e r  components 
u s i n g  t h e  f o l l o w i n g  o p e r a t i o n  c y c l e .  F i r s t ,  t h e  p r e s e n t  i n p u t  s t a t e  
of t h e  component i s  determined and recorded  i n  a  r ank  of f l i p - f l o p s .  
Second,  t h e  i n p u t  s t a t e  and t h e  p r e s e n t  i n t e r n a l  s t a t e  of t h e  component 
d e t e r m i n e  t h e  component r e s p o n s e .  When t h e  response  i s  comple te ,  
t h e  i n p u t  s t a t e  i s  determined a g a i n  and t h e  c y c l e  r e p e a t s .  With t h i s  
mode of o p e r a t i o n ,  component i n p u t s  may change a t  any t ime  w i t h o u t  
a d v e r s e  e f f e c t s .  The f low t a b l e s ,  such a s  t h o s e  shown i n  Tab le  1, 
s p e c i f y  t h e  o p e r a t i o n  of t h e  component d u r i n g  t h e  second phase  d i s c u s -  
s e d  above.  
The s e q u e n t i a l  programs s t u d i e d  i n  t h i s  p a p e r  c o n t a i n  o n l y  a  
l i m i t e d  s u b s e t  of t h e  f a c i l i t i e s  a v a i l a b l e  i n  h i g h - l e v e l  programming 
languages  such  a s  ALGOL o r  FORTRAN. The l i m i t a t i o ~ ~ s  have been made 
t o  f a c i l i t a t e  t h e  d e s c r i p t i o n  of t h e  a n a l y s i s  and s y n t h e s i s  p r o c e d u r e s .  
I t  i s  r e a s o n a b l e  t o  make t h e s e  1 i r n i t a t i o n s . b e c a u s e  w e  a r e  i n t e r e s t e d  
* Lower c a s e  d e n o t e s  i n p u t  v a r i a b l e s  and upper  c a s e ,  o u t p u t  v a r i a b l e s .  
X1 
Process 1 
Cont r o l  
7 
x = 1  Process  i wants t o  e n t e r  c r i t i c a l  s e c t i o n  i (CSi) o r  p rocess  i i -
x = 0 Process  i does not want t o  e n t e r  CSi and process  i i s  not 
i -
z = I  Process  i may e n t e r  CSi. i 
z = O  Process  i may not  e n t e r  CSi. i 
Figure  1. P a r a l l e l  system con f igu ra t i on  f o r  t h e  two-process mutual 
exc lu s ion  problem. 
Table  I .  Flow T a b l e s  f o r  t h e  Two-Process Mutual Exc lus ion  Problem 
z 1 
0 1 X1 
1 0 
2  1 
( a )  P rocess  1 
(2 l a s t )  1 
(2 g e t s )  2  
( 1  g e t s )  3 
( 1  l a s t )  4 
(b) P rocess  2 
(c )  C o n t r o l  
( I n i t i a l l y  each  component i s  i n  i n t e r n a l  s t a t e  1 )  
i n  t h e  i n t e r a c t i o n s  of programs w i t h  o t h e r  programs and c i r c u i t s  and 
n o t  i n  t h e  a n a l y s i s  of t h e  computat ions  c a r r i e d  o u t  by t h e  programs.  
I n  t h i s  r e g a r d ,  o u r  work h a s  q u i t e  a  d i f f e r e n t  emphasis from t h a t  of 
Floyd [ 6 1, Knuth [ 9 1 ,  and Manna [ 10 , 11 , 12 1. 
We beg in  w i t h  a  d i s c u s s i o n  of how s e q u e n t i a l  programs can  be  
analyzed t o  produce a  f l o w  t a b l e  d e s c r i p t i o n  of t h e i r  o p e r a t i o n .  
- 
L a t e r ,  s y n t h e s i s ,  t h e  s p e c i f i c a t i o n  of a  s e q u e n t i a l  program from a  
f l o w  t a b l e  d e s c r i p t i o n ,  i s  c o n s i d e r e d .  
ANALYS I S OF PROGRAMS 
The g e n e r a l  form f o r  components i s  shown i n  F i g . 2 .  I n t e r a c t i o n  
i s  accomplished by changes  i n  i n p u t  and o u t p u t  v a r i a b l e  v a l u e s .  
The a n a l y s i s  p rocedure  c o n s i s t s  of c o n s t r u c t i n g  f i r s t  a  s t a t e  t a b l e  
and t h e n  a  f l o w  t a b l e  a s  shown i n  Tab le  2 .  I f  t h e  t a b l e  e n t r y  is  t h e  
same a s  t h e  row number, t h e  e n t r y  is  s a i d  t o  be s t a b l e ;  o t h e r w i s e ,  i t  
is u n s t a b l e .  F o r  a  f l o w  t a b l e ,  we r e q u i r e  t h a t  e v e r y  u n s t a b l e  e n t r y  
s p e c i f y  a s t a b l e  e n t r y .  A s t a t e  t a b l e  h a s  t h e  same form a s  a  f l o w  
t a b l e  e x c e p t  t h a t  i t  i s  not  n e c e s s a r y  f o r  t h i s  c o n d i t i o n  t o  be s a t -  
i s f i e d .  The a n a l y s i s  method is analogous  t o  t h e  p rocedures  used f o r  
s e q u e n t i a l  c i r c u i t s  [ 1 3  1. 
Each program i s  assumed t o  be a  s e q u e n t i a l  program, a  program i n  
which on ly  a  s i n g l e  i n s t r u c t i o n  o r  s t a t e m e n t  i s  execu ted  a t  a  t i m e .  
The e x e c u t i o n  of a  program beg ins  wi th  t h e  f i r s t  s t a t e m e n t .  The 
next  s t a t e m e n t  t o  be execu ted  may be t h e  s t a t e m e n t  f o l l o w i n g  t h e  one 
x1 ,x2, . . . , X  a r e  i n p u t  v a r i a b l e s  ( lower  c a s e )  
n  
Z1, Z 2 ,  . . . , Z  a r e  o u t p u t  v a r i a b l e s  (upper  c a s e )  
m 
F i g u r e  2 .  Genera l  form of a  sys tem component. 
Table 2. Genera l  Fonn of a  Flow Table  
I n t e r n a l  
S t  a t e  
Input  S t  a t e  
X X 1 2 "  O X  n Output S t a t e  
S  (next s t a t e )  
j u s t  execu ted  o r  a  s t a t e m e n t  e l sewhere  i n  t h e  program a t  a  l o c a t i o n  
determined by t h e  c u r r e n t  v a l u e s  of t h e  i n p u t  v a r i a b l e s  o r  by con- 
d i t i o n a l  and b ranch ing  s t a t e m e n t s  which use  c o n t r o l  i n f o r m a t i o n  in -  
t e r n a l  t o  t h e  program such a s  t h e  v a l u e s  of i n t e r n a l  program v a r i a b l e s .  
I n t e r n a l  c o n t r o l  i n f o r m a t i o n  can  be i n c l u d e d  i n  a  f l o w  t a b l e  by adding 
e x t r a  rows f o r  t h e  p o s s i b l e  i n t e r n a l  c o n t r o l  s t a t e s .  Th i s  can be 
done a s  long  a s  t h e  c o n t r o l  can  be d e s c r i b e d  by f i n i t e  means. The 
a d d i t i o n  of i n t e r n a l  c o n t r o l  i n f o r m a t i o n  c o m p l i c a t e s  t h e  f l o w  t a b l e  
a n a l y s i s .  S i n c e  we a r e  i n t e r e s t e d  i n  t h e  i n t e r a c t i o n s  of programs 
wi th  o t h e r  components, t h e  t y p e s  of i n t e r n a l  c o n t r o l  al lowed w i l l  be 
l i m i t e d .  We assume t h a t  programs can be p u t  i n  a  form where t h e  nex t  
s t a t e m e n t  t o  be execu ted  i s  e i t h e r  t h e  s t a t e m e n t  f o l l o w i n g  t h e  one 
j u s t  execu ted  o r  i s  s p e c i f i e d  by a  "go t o "  s t a t e m e n t  o r  determined 
by t h e  i n p u t  s t a t e  of t h e  component. 
Programs of t h e  C l a s s  T 
A p r e c i s e  d e s c r i p t i o n  of t h e  c l a s s  of programs t o  be c o n s i d e r e d  
f o l l o w s  . 
D e f i n i t i o n  1: 
A program of t h e  c l a s s  i s  a  f i n i t e  sequence of 
s t a t e m e n t s  of t h e  f o l l o w i n g  t y p e s :  
a .  C o n t r o l  Assignment 
b .  Wait 
c .  Go t o  
d . Dummy 
e .  H a l t  
The s t a t e m e n t s  may be numbered wi th  i n t e g e r  l a b e l s .  Each 
such  number i s  fo l lowed  by a  c o l o n  ( : ) .  S t a t e m e n t s  a r e  
s e p a r a t e d  by semi-colons .  The l a s t  s t a t e m e n t  is  fo l lowed  by 
a  p e r i o d .  Each program i n c l u d e s  d e c l a r a t i o n s  of t h e  i n p u t  
and o u t p u t  v a r i a b l e s .  The d e c l a r a t i o n s  have t h e  form: 
INPUT X1,X2, . . . ,  Xn where X i s  an i n p u t  v a r i a b l e  i 
OUTPUT z1 , z2 , . . .  
'm 
where Z i s  an o u t p u t  v a r i a b l e  i 
The i n i t i a l  v a l u e s  of t h e  o u t p u t  v a r i a b l e s  ( t h e  i n i t i a l  
o u t p u t  s t a t e )  must be s p e c i f i e d  f o r  each program. 
The fo rmat  and i n t e r p r e t a t i o n  of t h e  s t a t e m e n t  t y p e s  a r e  a s  
f o l l o w s  . 
C o n t r o l  Assignment S t a t e m e n t .  The c o n t r o l  ass ignment  s t a t e m e n t  
is used t o  a s s i g n  a  b i n a r y  v a l u e ,  e i t h e r  0 o r  1, t o  an  o u t p u t  v a r i a b l e .  
T h i s  s t a t e m e n t  h a s  t h e  form: 
v a r i a b l e  : = va lue  
The f o l l o w i n g  a r e  examples of c o n t r o l  ass ignment  s t a t e m e n t s .  
X : =  1 
z2 : =  0 
S u b s c r i p t s  may be used on v a r i a b l e s  t o  keep c l e a r  t h e  correspondence 
between programs and f l o w  t a b l e s .  When a  c o n t r o l  ass ignment  s t a t e -  
ment i s  e x e c u t e d ,  t h e  program component must i n c l u d e  s u i t a b l e  mech- 
anisms t o  m a i n t a i n  t h e  d e s i g n a t e d  va lue  on t h e  o u t p u t  l i n e .  
Wait S t a t e m e n t .  The w a i t  s t a t e m e n t  is  used t o  t e s t  t h e  p r e s e n t  
i n p u t  s t a t e  of a  program component and t o  t r a n s f e r  t o  t h e  a p p r o p r i a t e  
n e x t  s t a t e m e n t  when a  d e s i g n a t e d  i n p u t  s t a t e  i s  r e c o g n i z e d .  T h i s  
s t a t e m e n t  h a s  t h e  form: 
WAIT ( s l j i l ) , ( s 2 > i 2 ) , . . . ,  (Ski i k )  
Each p a i r  ( s  , i , )  c o n s i s t s  of a n  i n p u t  s t a t e  s .  and a  s t a t e m e n t  num- 
J J  J 
b e r  i . . The i n p u t  s t a t e  i s  r e p r e s e n t e d  by a  b i n a r y  number b  b  . . b  
J 1 2 '  n  
where b  i s  t h e  v a l u e  of t h e  i n p u t  v a r i a b l e  x b .  = 0  o r  1, f o r  i i '  1 
i = 1 , .  n .  The s t a t e m e n t  number s p e c i f i e s  a  s t a t e m e n t  i n  t h e  pro-  
gram. Examples of w a i t  s t a t e m e n t s  a r e  g i v e n  below: 
( s i n g l e  i n p u t  v a r i a b l e )  
WAIT ( 0 , 3 )  
(two i n p u t  v a r i a b l e s )  
WAIT ( 0 1 , 4 )  , ( 1 1 , 7 )  
Each i n p u t  s t a t e  must a p p e a r  a t  most once i n  a w a i t  s t a t e m e n t .  When 
a  w a i t  s t a t e m e n t  is  e x e c u t e d ,  t h e  c u r r e n t  i n p u t  s t a t e  must be d e t -  
ermined.  T h i s  i s  done i n  t h e  manner d e s c r i b e d  i n  [I]. I f  t h e  p r e s e n t  
i n p u t  s t a t e  i s  t h e  same a s  one of t h e  s p e c i f i e d  i n p u t  s t a t e s ,  t h e  
number of t h e  n e x t  s t a t e m e n t  is  g i v e n  b y . t h e  s t a t e m e n t  number i n  t h e  
i n p u t - s t a t e  number p a i r .  I f  t h e  i n p u t  s t a t e  does  n o t  a p p e a r  i n  t h e  
w a i t  s t a t e m e n t ,  t h e  e x e c u t i o n  of t h e  program must be suspended.  The 
f i r s t  w a i t  s t a t e m e n t  example g i v e n  above i s  used w i t h  a  component wi th  
one i n p u t  v a r i a b l e ,  s a y  X I f  X h a s  t h e  va lue  0  when t h e  s t a t e m e n t  1 ' 1 
i s  e x e c u t e d ,  s t a t e m e n t  number 3 i s  execu ted  n e x t ;  o t h e r w i s e ,  e x e c u t i o n  
of t h e  program is  suspended .  When e x e c u t i o n  is  suspended,  t h e r e  a r e  
two a l t e r n a t i v e  a c t i o n s .  The p r o c e s s o r  which i s  e x e c u t i n g  t h e  program 
may loop  and r e p e a t e d l y  e x e c u t e  t h e  w a i t  s t a t e m e n t  u n t i l  t h e  a c t u a l  
i n p u t  s t a t e  of  t h e  component matches one of  t h o s e  s p e c i f i e d .  Looping 
i s  n o t  always d e s i r a b l e  s i n c e  a  p r o c e s s o r  i s  occupied which cou ld  
be a s s i g n e d  t o  t h e  e x e c u t i o n  of a n o t h e r  program. A second a l t e r n a t i v e  
f r e e s  t h e  p r o c e s s o r  t o  e x e c u t e  o t h e r  programs.  The suspended program 
i s  added t o  a  queue of programs which a r e  w a i t i n g  f o r  changes i n  t h e i r  
i n p u t  s t a t e s .  The i n t e r p r e t a t i o n  of t h e  c o n t r o l  ass ignment  s t a t e m e n t  
must t h e n  be modi f i ed  s o  t h a t ,  when a  c o n t r o l  ass ignment  s t a t e m e n t  
i s  e x e c u t e d ,  t h e  i n p u t  s t a t e s  of w a i t i n g  programs a r e  determined 
and any programs which a r e  ready t o  c o n t i n u e  e x e c u t i o n  a r e  e i t h e r  
r e -ass igned  t o  p r o c e s s o r s  o r  p u t  i n  a n o t h e r  queue of programs which 
a r e  ready t o  resume e x e c u t i o n  a s  soon a s  p r o c e s s o r s  a r e  a v a i l a b l e .  
The overhead r e q u i r e d  f o r  t h i s  a l t e r n a t i v e  may be s u b s t a n t i a l .  The 
c r e a t i o n  and t e s t i n g  of queue e n t r i e s  must be made c r i t i c a l  s e c t i o n s  
and p r o t e c t e d  by mechanisms of t h e  t y p e  we a r e  i n v e s t i g a t i n g .  We 
w i l l  n o t  adopt  e i t h e r  a l t e r n a t i v e  bu t  ment ion them a s  p o s s i b l e  imple- 
m e n t a t i o n s .  Both a l t e r n a t i v e s  have been proposed b e f o r e  [ 5 , 9 1. 
The combina t ion  of t h e  c o n t r o l  ass ignment  s t a t e m e n t  and t h e  
w a i t  s t a t e m e n t  p r o v i d e  a  means of communication which is  s i m i l a r  t o  t h e  
u s e  of wakeup and b lock  f u n c t i o n s  proposed by S a l t z e r  [ 14 ] and d i s -  
cussed  by Lampson [ 9 1 .  The wakeup f u n c t i o n  c o r r e s p o n d s  roughly  
t o  t h e  c o n t r o l  ass ignment  s t a t e m e n t  and t h e  b lock  f u n c t i o n  t o  t h e  
w a i t  s t a t e m e n t .  I n  S a l t z e r ' s  approach ,  e a c h  p r o c e s s  h a s  an  a s s o c i a t e d  
work queue and wakeup w a i t i n g  s w i t c h .  The b lock  f u n c t i o n  causes  
e x e c u t i o n  of a  program t o  be suspended u n t i l  some form of e n a b l i n g  
s i g n a l  i s  r e c e i v e d .  The wakeup f u n c t i o n  p r o v i d e s  t h e  e n a b l i n g  s i g n a l .  
The wakeup w a i t i n g  s w i t c h  i s  used t o  p r e v e n t  e n a b l i n g  s i g n a l s  from 
b e i n g  l o s t .  When a  p r o c e s s  r e a c h e s  a  p o i n t  where f u r t h e r  p r o g r e s s  
depends on t h e  a r r i v a l  of a  e n a b l i n g  s i g n a l ,  it performs t h e  f o l l o w i n g  
s t e p s  [ 1 4  1 ,  
1. R e s e t s  t h e  wakeup w a i t i n g  s w i t c h  t o  o f f .  
2 .  Look i n  t h e  work queue.  I f  t h e r e  i s  an e n t r y  c o n t i n u e ;  
o t h e r w i s e ,  g o  t o  s t e p  3 .  
3.  C a l l  t h e  b lock  f u n c t i o n .  T h i s  f u n c t i o n  r e t u r n s  i f  t h e  
wakeup w a i t i n g  s w i t c h  is on.  
When a  p r o c e s s  wishes  t o  send an e n a b l i n g  s i g n a l  t o  a n o t h e r  p r o c e s s ,  
t h e  s t e p s  a r e  a s  f o l l o w s :  
l .  Make an  e n t r y  i n  t h e  work queue of  t h e  o t h e r  p r o c e s s .  
2 .  C a l l  t h e  wakeup f u n c t i o n  f o r  t h e  p r o c e s s ,  t u r n i n g  t h e  wakeup 
w a i t i n g  s w i t c h  on .  
The two a l t e r n a t i v e  forms of w a i t i n g  used w i t h  t h e  w a i t  s t a t e m e n t ,  a  
l o o p  o r  e n t r y  i n  a  queue and r e l e a s e  of t h e  p r o c e s s o r ,  c a n  be used 
w i t h  t h e  b lock  f u n c t i o n .  
Go To S t a t e m e n t .  The go  t o  s t a t e m e n t  i s  t h e  s t a n d a r d  s t a t e -  
ment used f o r  b ranch ing  i n  most programming l anguages .  I t  h a s  t h e  form: 
60 TO i 
where i i s  t h e  number of some s t a t e m e n t  i n  t h e  program. 
Dummy S t a t e m e n t .  The purpose  of t h e  dummy s t a t e m e n t  i s  t o  g a t h e r  
pp 
t o g e t h e r  t h o s e  p o r t i o n s  of programs which a r e  n o t  e s s e n t i a l  t o  i n t e r -  
a cz ion  w i t h  o t h e r  s y s t e m  components.  To an  o b s e r v e r ,  t h e  e x e c u t i o n  of 
t h i s  s t a t e m e n t  r e p r e s e n t s  a  d e l a y  of unknown d u r a t i o n  which has  no  
e f f e c t  on t h e  i n p u t  o r  ou tpu t  v a r i a b l e s  of t h e  component. I n  t h e  mutua l  
e x c l u s i o n  problem,  t h e  c r i t i c a l  s e c t i o n  i s  r e p r e s e n t e d  by a  dummy 
s t a t e m e n t ,  T h i s  s t a t e m e n t  h a s  t h e  form: 
DUMMY 
H a l t  S t a t e m e n t .  T h i s  s t a t e m e n t  is  prov ided  t o  i n d i c a t e  t h a t  a 
p r o c e s s  i s  t o  be t e r m i n a t e d  u n c o n d i t i o n a l l y .  I t  h a s  t h e  form: 
HALT 
I n  t h e  f o l l o w i n g  d i s c u s s i o n ,  t h e  use  of t h e  word program w i l l  
r e f e r  t o  a  program of t h e  c l a s s  Y a s  j u s t  d e s c r i b e d .  An example of such 
a  program i s  shown i n  Table  3 .  The on ly  v a r i a b l e s  which appear  i n  
t h e s e  programs a r e  i n p u t  v a r i a b l e s  and o u t p u t  v a r i a b l e s  f o r  t h e  com- 
ponen t .  I n  t h e  example of Table  3 ,  X i s  an o u t p u t  v a r i a b l e  and Z i s  1 1 
an i n p u t  v a r i a b l e .  These v a r i a b l e s  a r e  g l o b a l  v a r i a b l e s  d e f i n e d  f o r  
t h e  e n t i r e  sys tem and a r e  a s s o c i a t e d  wi th  t h e  l i n e s  which i n t e r c o n n e c t  
system components. I f  a  v a r i a b l e  i s  used i n  b o t h  a  c o n t r o l  ass ignment  
s t a t e m e n t  and a  w a i t  s t a t e m e n t  i n  t h e  same program, t h e  i n t e r c o n n e c t i o n  
must be w i t h  t h e  component i t s e l f .  The pr imary f u n c t i o n  of t h e  i n p u t  
and o u t p u t  v a r i a b l e s  i s  f o r  i n t e r - p r o c e s s  c o n t r o l  r a t h e r  t h a n  i n t r a -  
p r o c e s s  c o n t r o l  and no examples of t h i s  l a t t e r  use  w i l l  be g i v e n .  
Table 3 .  Example Program of t h e  Class  f' 
INPUT Z I ;  
OUTPUT X1 ; ( i n i t i a l l y  X i s  0 )  1 
2: DUMMY ; 
3: WAIT (0 ,4 )  ; 
4: x l : = l ;  
5: WAIT (1 ,6 )  ; 
6: DUMMY ; 
S t a t e  Tables  and Programs 
We now d e s c r i b e  how programs of t h e  c l a s s  f' can be analyzed t o  
produce a  s t a t e  t a b l e .  This  procedure i s  analogous t o  t h e  cons t ruc t ion  
of t h e  s t a t e  t a b l e  which d e s c r i b e s  t h e  ope ra t i on  of a  s e q u e n t i a l  c i r -  
c u i t .  Each i n t e r n a l  s t a t e  o r  row i n  t h e  s t a t e  t a b l e  desc r ibes  t h e  
execut ion  of some s ta tement  i n  t h e  program. We assume, i n  t h i s  s e c t i o n ,  
t h a t  t h e  s t a t emen t s  i n  a  program a r e  numbered i n  ascending o r d e r ,  
s t a r t i n g  wi th  1. We use t h e  Moore model i n  which an output s t a t e  i s  
a s soc i a t ed  wi th  each  i n t e r n a l  s t a t e .  
P re l imina r i e s .  Given a  program with t s t a t emen t s ,  n  input  
v a r i a b l e s ,  and m ou tput  v a r i a b l e s ,  de f ine  a s t a t e  t a b l e  with t rows, 
row i corresponding t o  s ta tement  i ( 1  5 i < t )  and 2'' columns, one 
column f o r  each inpu t  s t a t e .  The i n i t i a l  row ( i n t e r n a l  s t a t e )  of t h e  
s t a t e  t a b l e  i s  row 1. The output  s t a t e  of row 1 i s  t h e  i n i t i a l  ou tput  
s t a t e  of t h e  program. I f  t h e  f i r s t  s ta tement  is  a  c o n t r o l  assignment 
s t a t emen t ,  t h e  va lue  assigned t o  t h e  c o n t r o l  v a r i a b l e  should appear  i n  
t h e  ou tput  s t a t e  f o r  row 1. 
To f i l l  i n  t h e  s t a t e  t a b l e  we must s p e c i f y  t h e  output  s t a t e  and 
next  i n t e r n a l  s t a t e  f o r  each row i n  t h e  t a b l e .  For a  c i r c u i t ,  t h e  
output  s t a t e  can be determined once t h e  i n t e r n a l  s t a t e  i s  known. For  
a  program, t h e  ou tput  s t a t e  i s  determined f i r s t  by t h e  i n i t i a l  ou tput  
s t a t e  and subsequent ly  by t h e  most r e c e n t l y  executed c o n t r o l  assignment 
s ta tement  f o r  each output  v a r i a b l e .  In  g e n e r a l ,  a  given s ta t sment  
may have more t han  one immediate predecessor  (s ta tement  which i s  
executed immediately be fo re )  and t h e  s ta tement  may be en t e r ed  with 
-
d i f f e r e n t  o u t p ~ i t  s t a t e s .  In t h i s  c a s e ,  t h e r e  must be more t han  one 
row i n  t h e  s t a t e  t a b l e  f o r  t h e  g iven  s t a t emen t ,  one row as soc i a t ed  with 
t h e  execut ion  of t h e  s ta tement  f o r  each p o s s i b l e  ou tput  s t a t e .  This  
problem complicates  t h e  procedure f o r  determining t h e  s t a t e  t a b l e .  
The procedure t o  complete t h e  s t a t e  t a b l e  can be o u t l i n e d  a s  
fo l lows  : 
Consider  each row of t h e  s t a t e  t a b l e  i n  o rde r .  
I ,  I f  t h e  output  s t a t e  of t h e  row i s  completely s p e c i f i e d ,  
t hen  f o r  each immediate successor  of t h e  corresponding 
s ta tement :  
a .  Determine t h e  immediate successor  output  s t a t e .  
b.  Determine t h e  immediate succes so r  row number. 
c ,  Determine t h e  n e x t - s t a t e  e n t r i e s  f o r  t h e  row. 
2 .  I f  t h e  output  s t a t e  of a  row i s  not  completely s p e c i f i e d ,  
pass  ove r  t h a t  row and cons ide r  it  aga in  a f t e r  a l l  o t h e r  
rows. If a f t e r  a l l  rows have been processed ,  t h e r e  
remain rows wi th  unspec i f i ed  output  s t a t e s ,  t h e s e  rows 
correspond t o  i n a c c e s s i b l e  s t a t e m e n t s ,  s ta tements  which 
a r e  never  executed .  Such rows can be de l e t ed  from t h e  
t a b l e .  
W e  now g ive  t h e  d e t a i l s  f o r  performing s t e p s  a-c above. The 
s ta tement  forms and immediate successor  s ta tement  numbers f o r  each 
form a r e  g iven  i n  Table  4 .  Before f i l l i n g  i n  t h e  n e x t - s t a t e  e n t r i e s  
Table 4. Statement Forms and Immediate Successor Statement Numbers 
Form of Statement i 
- 
i: DUMMY 
i: HALT 
Immediate Successor 
Statement Number 
f o r  a row, t h e  o u t p u t  s t a t e  and number of t h e  row c o r r e s p o n d i n g  t o  
each immediate s u c c e s s o r  s t a t e m e n t  must be de te rmined .  T h i s  i s  done 
i n  t h e  f o l l o w i n g  manner.  
De te rmina t ion  of Immediate S u c c e s s o r  Output S t a t e s .  Let s t a t e -  
ment number w be an immediate s u c c e s s o r  of s t a t e m e n t  number i and 
l e t  t h e  o u t p u t  s t a t e  of t h e  row c o r r e s p o n d i n g  t o  s t a t e m e n t  i be 
c o m p l e t e l y  s p e c i f i e d .  We wish t o  d e t e r m i n e  t h e  o u t p u t  s t a t e  f o r  t h e  
row which c o r r e s p o n d s  t o  s t a t e m e n t  w .  T h i s  o u t p u t  s t a t e  i s  t h e  same 
a s  t h e  o u t p u t  s t a t e  f o r  t h e  row a s s o c i a t e d  w i t h  s t a t e m e n t  number i 
u n l e s s  s t a t e m e n t  w i s  a  c o n t r o l  ass ignment  s t a t e m e n t  
-- 
w: Z. : =  a? l j  m ,  a = O o r 1  
J 
i n  which c a s e ,  t h e  v a l u e  of Z i n  t h e  o u t p u t  s t a t e  i s  a . j 
Having de te rmined  t h i s  o u t p u t  s t a t e ,  we de te rmine  t h e  number 
of t h e  row c o r r e s p o n d i n g  t o  t h e  immediate s u c c e s s o r  s t a t e m e n t .  
De te rmina t ion  of Immediate S u c c e s s o r  Row Number. I f  two 
o u t p u t  s t a t e s  d i f f e r  i n  t h e  va lue  of some o u t p u t  v a r i a b l e  which i s  
s p e c i f i e d  (0 o r  L) i n  bo th  o u t p u t  s t a t e s ,  t h e  o u t p u t  s t a t e s  a r e  
s a i d  t o  c o n f l i c t .  I f  t h e  o u t p u t  s t a t e  determined f o r  t h e  row 
c o r r e s p o n d i n g  t o  s t a t e m e n t  number w and t h e  o u t p u t  s t a t e  f o r  row w 
do n o t  c o n f l i c t ,  row w cor responds  t o  s t a t e m e n t  w and i s  g i v e n  t h e  
o u t p u t  s t a t e  de te rmined  above.  Otherwise ,  a  row w i t h  t h e  c o n f l i c t i n g  
o u t p u t  s t a t e  must be added t o  t h e  s t a t e  t a b l e .  T h i s  row shou ld  be 
t agged  w i t h  a  w t o  i n d i c a t e  t h a t  it  cor responds  t o  s t a t e m e n t  w .  
When adding rows, i t  i s  unnecessary t o  add more than one row f o r  
a  given s ta tement  wi th  a  given output  s t a t e .  I f  a  s t a t e  t a b l e  has  no 
c o n f l i c t i n g  output  s t a t e s ,  t he  number of t h e  row corresponding t o  a  
s ta tement  is t h e  same a s  t h e  s ta tement  number. 
Determinat ion of Next-State E n t r i e s .  Let i f  be t h e  number 
of t h e  row corresponding t o  s ta tement  number i .  I f  s ta tement  i i s  
a c o n t r o l  ass ignment ,  dummy, go t o ,  o r  h a l t  s t a t emen t ,  each next-  
s t a t e  e n t r y  i n  row i f  is  t h e  number of t h e  row corresponding t o  
t h e  immediate succes so r  s ta tement .  
I n  a  row corresponding t o  a  wait  s ta tement  of t h e  form 
i: WAIT ( s l , i l ) ,  ( s 2 , i 2 ) ,  . . . , ( s k , i k )  
t h e  e n t r y  i n  t h e  column f o r  input  s t a t e  s ( 1  g j I; k)  i s  t h e  number j 
of t h e  row corresponding t o  immediate succes so r  s ta tement  i . .  The 
J 
n e x t - s t a t e  e n t r i e s  i n  columns which do not  correspond t o  one of t h e  
input  s t a t e s  s1,s2, . . . ,  sk a r e  s t a b l e  e n t r i e s ,  i f .  
Examples. For  many programs, c o n f l i c t i n g  row output  s t a t e s  
never occur .  The program of Table 3 i s  such a  program. This  program 
and i t s  s t a t e  t a b l e ,  a s  produced by t h e  procedure j u s t  de sc r ibed ,  a r e  
shown i n  Table  5 .  
To i l l u s t r a t e  t h e  procedure when row output  s t a t e s  do c o n f l i c t ,  
cons ide r  t h e  fo l lowing  s i t u a t i o n .  We wish t o  c o n t r o l  t h e  ope ra t i on  of 
two concur ren t  programs, program 1 and program 2 ,  such t h a t  
1. Program 1 i s  enabled whenever i t  reques t s  t o  
be enabled .  
Table 5 .  Program of TabPe 3 With S t a t e  Table  
INPUT Z1 ; 
OUTPUT X, ; ( i n i t i a l l y  .X i s  0 )  
- 1 
1: x 1 : = o ;  
2: D U W  ; 
3: WAIT (0 ,4)  ; 
4: X 1 : = l ;  
5:  WAIT ( 1 ~ 6 )  ; 
6: DUMMY ; 
a )  Program 
b)  S t a t e  Table  
2 .  Program 2 may be enab led  i f  and o n l y  if program 2 
r e q u e s t s  t o  be enab led  and program 1 i s  no t  
r e q u e s t i n g  t o  be e n a b l e d .  
The system c o n f i g u r a t i o n  f o r  t h i s  problem i s  t h e  same a s  f o r  t h e  
mutual  e x c l u s i o n  problem and is  shown i n  F i g .  1. The i n t e r p r e t a t i o n  
of t h e  v a r i a b l e  v a l u e s  is  t h e  f o l l o w i n g .  I f  x  i s  1, program i i 
i s  r e q u e s t i n g  an e n a b l i n g  s i g n a l .  Program i i s  enabled by p l a c i n g  a  
1 va lue  on t h e  Z l i n e .  I n  d i f f e r e n t  t e r m s ,  t h e  problem i s  t o  guaran- i 
t e e  t h a t  Z2 is  n e v e r  s e t  t o  1 u n l e s s  t h e  x l  i n p u t  t o  t h e  c o n t r o l  
mechanism i s  0 .  Suppose t h a t  i n s t e a d  of u s i n g  f low t a b l e s  t o  d e s i g n  
a  s o l u t i o n  t o  t h i s  problem, a  program is w r i t t e n  d i r e c t l y  u s i n g  c o n t r o l  
assignment and wai t  s t a t e m e n t s .  One p o s s i b l e  c o n t r o l  program i s  shown 
i n  Tab le  6 .  To de te rmine  i f  t h i s  program c o n t r o l s  program 1 and 
2  a s  i n t e n d e d ,  t h e  cor responding  s t a t e  t a b l e  w i l l  be c o n s t r u c t e d .  
The ou tpu t  s t a t e  f o r  row 6 is  s p e c i f i e d  a s  1 0  when row 3 is f i l l e d  
i n .  When s t a t e m e n t  6 is  reached from s t a t e m e n t  5 ,  t h e  ou tpu t  s t a t e  
f o r  s t a t e m e n t  6 must be Z Z - 11. T h e r e f o r e ,  t h e  ou tpu t  s t a t e s  
1 2 -  
c o n f l i c t  and an  a d d i t i o n s 1  row must be added t o  t h e  t a b l e  (row 1 2 ) .  
Row 12 a l s o  d e s c r i b e s  s t a t e m e n t  6 bu t  wi th  ou tpu t  s t a t e  Z Z = 11. 
1 2  
The s t a t e  t a b l e  a f t e r  t h e  complet ion of row 5 i s  shown i n  Table  7 a .  
No more o u t p u t  s t a t e  c o n f l i c t s  occur  u n t i l  row 12 i s  reached.  The 
s t a t e  t a b l e  a t  t h i s  s t a g e  i s  shown i n  Table  7b ,  
Table 6 .  Example of a  Program 
( i n i t i a l l y  Z lZ2  = 00) 
INPUT X1,X2; 
OUTPUT Z1,Z2; 
3 : WAIT ( 0 1 , 4 ) , ( 1 1 , 6 ) , ( 1 0 , 6 ) ;  
4: z2 := 1 ;  
5: WAIT (0022) , (11,6)  (10 ,10) ;  
7: WAIT (00 ,1 ) ,  ( 01 ,8 ) ;  
Table 7 .  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
(6) 12 
Cons t ruc t ion  of t h e  S t a t e  
Table f o r  t h e  Program of 
Table 6  
X X 1 2  
0 0 '  0 1  11 10 lZ2  
Row 12 d e s c r i b e s  t h e  e x e c u t i o n  of s t a t e m e n t  6 .  T h i s  s t a t e m e n t  i s  
fol lowed by s t a t e m e n t  7 i n  t h e  program. But a g a i n ,  t h e  ou tpu t  
s t a t e s  c o n f l i c t  s o  an  a d d i t i o n a l  row (row 13)  must be added 
t o  cor respond  t o  t h e  e x e c u t i o n  of s t a t e m e n t  7 wi th  o u t p u t  s t a t e  Z Z d l .  1 2  
A d d i t i o n a l  rows must be added f o r  s t a t e m e n t s  1 , 8 , and 9 a s  w e l l .  
The complete  s t a t e  t a b l e  is  shown i n  Tab le  8 .  The a n a l y s i s  of t h i s  
program w i l l  be con t inued  l a t e r ;  however,  a  c a r e f u l  examinat ion of t h e  
s t a t e  t a b l e  w i l l  r e v e a l  t h a t  t h e  program is  i n c o r r e c t .  Suppose pro- 
gram 2 sets X 2  t o  1 and i s  enabled by t h e  c o n t r o l  program (Z is s e t  2  
t o  1 ) .  The c o n t r o l  program e n t e r s  i n t e r n a l  s t a t e  5 .  Now l e t  program 
1 s e t  X 1  t o  1. The c o n t r o l  program nex t  e n t e r s  i n t e r n a l  s t a t e  13.  
But ,  i t  i s  now p o s s i b l e  f o r  program 2  t o  s e t  X2 t o  0 t h e n  r e s e t  it  
t o  1 and be re-enabled immediately because  t h e  c o n t r o l  does no t  s e t  
Z t o  0 i n  t h e  c a s e  when x  goes t o  0 when x i s  1. 2  2 1 
S t a t e  T a b l e s  and Flow Tables  
I t  is  always p o s s i b l e  t o  produce a  s t a t e  t a b l e  which cor responds  
t o  every  program of t h e  c l a s s  y ,  j u s t  a s  i t  i s  always p o s s i b l e  t o  
produce a  s t a t e  t a b l e  cor responding  t o  e v e r y  s e q u e n t i a l  c i r c u i t .  
However, i t  i s  no t  always p o s s i b l e  t o  reduce t h i s  s t a t e  t a b l e  t o  an 
"equ iva len t"  f l o w  t a b l e  f o r  c i r c u i t s  o r  f o r  programs. We now c o n s i d e r  
under  what c o n d i t i o n s  and how t h e  r e d u c t i o n  of a  s t a t e  t a b l e  t o  a  
f l o w  t a b l e  can  be performed.  A f low t a b l e  d i f f e r s  from a s t a t e  t a b l e  
o n l y  i n  t h a t  f o r  a  f low t a b l e  every  u n s t a b l e  t a b l e  e n t r y  must s p e c i f y  
a  nex t  i n t e r n a l  s t a t e  e n t r y  t h a t  i s  s t a b l e .  T h i s  c o n d i t i o n  is n o t  
r e q u i r e d  f o r  s t a t e  t a b l e s .  A f low t a b l e  may reduce t h e  number of i n t e r n a l  
s t a t e s  and p r o v i a e  a  more c o n c i s e  d e s c r i p t i o n  of componeilt o p e r a t i o n .  
T a b l e  8 .  S t a t e  T a b l e  f o r  t h e  Program of T a b l e  6 
I n a c c e s s i b l e  S t a t e s  and I n a c c e s s i b l e  S e t s  of S t a t e s .  I t  i s  
p o s s i b l e  t h a t  when a  s t a t e  t a b l e  i s  c o n s t r u c t e d  some of t h e  in -  
t e r n a l  s t a t e s  a r e  n e v e r  e n t e r e d .  F o r  c i r c u i t s ,  t h e r e  may be s t a t e s  
t h a t  a r e  n o t  t h e  i n i t i a l  s t a t e  and which d o  n o t  a p p e a r  a s  t h e  n e x t - s t a t e  
e n t r y  i n  any row of t h e  s t a t e  t a b l e  o t h e r  t h a n  t h e i r  own row. Such 
s t a t e s  a r e  c a l l e d  i n a c c e s s i b l e  s t a t e s .  I t  i s  a l s o  p o s s i b l e  t o  have  
an  i n a c c e s s i b l e  set of s t a t e s  which i s  a  set  of s t a t e s  which d o e s  n o t  
i n c l u d e  t h e  i n i t i a l  s t a t e  such  t h a t  no  s t a t e  of  t h e  s e t  i s  e n t e r e d  
from any s t a t e  n o t  i n  t h e  s e t  [ 1 3  1 .  F o r  programs,  t h e  p rocedure  
f o r  o b t a i n i n g  t h e  s t a t e  t a b l e  i s  s u c h  t h a t  a l l  s t a t e s  which a r e  r e t a i n -  
ed may be e n t e r e d .  For  example i n  T a b l e  9 ,  i n t e r n a l  s t a t e s  6 and 7 
a r e  i n a c c e s s i b l e  and a r e  removed. I n  T a b l e  1 0 ,  i n t e r n a l  s t a t e s  5 ,  6 ,  
7 ,  and 8 form a n  i n a c c e s s i b l e  set  of s t a t e s  and a l s o  a r e  removed. 
I n d i s t i n g u i s h a b l e  S t a t e  T a b l e s .  The n o t i o n  of e q u i v a l e n c e  we 
w i l l  u s e  i s  c a l l e d  i n d i s t i n g u i s h a b i l i t y  and i s  d e f i n e d  a s  f o l l o w s  1131: 
D e f i n i t i o n  2: 
Two s t a t e  t a b l e s  a r e  s a i d  t o  be i n d i s t i n g -  
u i s h a b l e  i f  and o n l y  i f  when b o t h  t a b l e s  a r e  
i n  t h e i r  r e s p e c t i v e  i n i t i a l  s t a t e s ,  any i n -  
p u t  sequence  a p p l i e d  t o  bo th  s t a t e  t a b l e s  
r e s u l t s  i n  i d e n t i c a l  o u t p u t  sequences  from 
b o t h  t a b l e s .  
The s t a t e  t a b l e  o b t a i n e d  f o r  a  program may i n d i c a t e  t h a t  t h e  
program produces  m u l t i p l e  changes  f o r  t h e  v a l u e  of an o u t p u t  v a r i a b l e  
d u r i n g  some u n s t a b l e  i n t e r n a l - s t a t e  t r a n s i t i o n .  I n  an environment  
Table  9 .  Example of I n a c c e s s i b l e  S t a t e s  
INPUT Z; ( i n i t i a l l y  X i s  1 )  
OUTPUT X; 
1: X : = l ;  
2: WAIT ( 0 , 3 ) ;  
3: DUMMY; 
4: X : =  0 ;  
5 :  G O T O I ;  
6: X : = 1 ;  
7: G O T O 2 .  
a )  Program b)  S t a t e  Tab le  
T a b l e  1 0 .  Example of an  I n a c c e s s i b l e  S e t  of S t a t e s  
INPUT X;  (Z i s  0  i n i t i a l l y )  
OUTPUT Z ; 
Z :=  0 ;  
WAIT ( 1 , 3 ) ;  
Z :=  1 ;  
WAIT ( 0 , l ) ;  
Z :=  0 ;  
WAIT ( l , 7 ) ;  
Z : =  1 ;  
WAIT ( 0 , s ) .  
a )  Program b) S t a t e  Tab le  
where l i n e  d e l a y s  a r e  unbounded, such  m u l t i p l e  changes shou ld  no t  be used  
s i n c e  it c a n n o t  be known i f  t h e  i n t e r m e d i a t e  o u t p u t  va lues  a r e  r e c o g n i z e d .  
The e f f e c t s  of m u l t i p l e  o u t p u t  changes  a r e  d i s c u s s e d  i n  more d e t a i l  i n  [l]. 
F o r  t h i s  r e a s o n ,  we assume t h a t  e a c h  o u t p u t  v a r i a b l e  changes v a l u e  a t  
most once d u r i n g  each  u n s t a b l e  t r a n s i t i o n .  
It is p o s s i b l e  t h a t  t h e  s t a t e  t a b l e  o b t a i n e d  f o r  a  g iven  program 
w i l l  c o n t a i n  a c y c l e .  
D e f i n i t i o n  3: 
A s t a t e  t a b l e  i s  s a i d  t o  c o n t a i n  a  
c y c l e  i f  f o r  a  f i x e d  i n p u t  s t a t e  t h e  com- 
ponent  r e p r e s e n t e d  may o p e r a t e  i n d e f i n i t e l y  
w i t h o u t  e v e r  becoming s t a b l e .  
An example of a program and a s s o c i a t e d  s t a t e  t a b l e  c o n t a i n i n g  a  c y c l e  
i s  shown i n  T a b l e  11. The c y c l i c  t r a n s i t i o n s  a r e  shown i n  F i g .  3 .  
During t h e  c y c l e ,  t h e  va lue  of o u t p u t  v a r i a b l e  X changes more t h a n  1 
once .  The program of Tab le  11 cou ld  be used a s  program 1 i n  a  s o l u t i o n  
t o  t h e  mutual  e x c l u s i o n  problem; however t h i s  shou ld  not  be done 
because  of  t h e  m u l t i p l e - v a l u e  t r a n s i t i o n s  d u r i n g  t h e  c y c l e .  A 
f u r t h e r  d i s c u s s i o n  of t h e  d i f f i c u l t i e s  w i t h  t h i s  program i s  g i v e n  i n  
[1, p.231.  
The assumpt ion t h a t  o u t p u t  v a r i a b l e s  change va lue  a t  most once 
d u r i n g  u n s t a b l e  t r a n s i t i o n s  a l l o w s  u s  t o  r e s t r i c t  o u r  a t t e n t i o n  t o  
c y c l e s  i n  which t h i s  assumpt ion h o l d s .  Assoc ia ted  w i t h  each  c y c l e  i s  
a  s e t  of i n t e r n a l  s t a t e s  of t h e  s t a t e  t a b l e  which a r e  e n t e r e d  d u r i n g  
t h e  i n d e f i n i t e  o p e r a t i o n  which d e f i n e s  t h e  c y c l e .  C a l l  t h i s  s e t  C .  
S i n c e  o u t p u t  v a r i a b l e s  change v a l u e  a t  most once d u r i n g  a  c y c l e  and 
T a b l e  11. Example of a  Program and S t a t e  T a b l e  With a  Cycle  
( i n i t i a l l y  X i s  0 )  1 z 1 
INPUT Z1; 
OUTPUT X1; 
. - 1: X1 .- 0 ;  
2: DUMMY; 
4:  WAIT ( 1 , s ) ;  
5: DUMMY; 
b) S t a t e  T a b l e  
a )  Program 
F i g u r e  3 .  C y c l i c  t r a n s i t i o n s  f o r  t h e  s t a t e  t a b l e  i n  T a b l e  11. 
t h e  s t a t e s  i n  C a r e  e n t e r e d  an u n s p e c i f i e d  number of t i m e s ,  a l l  t h e  
i n t e r n a l  s t a t e s  i n  C must have t h e  same o u t p u t  s t a t e .  TWO examples of 
s t a t e  t a b l e s  w i t h  such  c y c l e s  a r e  shown i n  F i g s .  4 a  and g a .  I n  F i g .  4 ,  
i f  i n p u t  v a r i a b l e  x changes  from 0  t o  1 d u r i n g  t h e  c y c l e ,  t h e  n e x t  
s t a b l e  e n t r y  is  3 .  A s  a  r e s u l t ,  t h i s  s t a t e  t a b l e  cannot  be d i s t i n g -  
u i s h e d  from t h e  f l o w  t a b l e  shown i n  F i g .  4 b  i n  which t h e  c y c l e  b a s  
been r e p l a c e d  by a  s i n g l e  s t a b l e  e n t r y  and t h e  i n t e r n a l  s t a t e s  r e -  
numbered. U n f o r t u n a t e l y ,  t h e  example of F i g .  5 shows t h a t  i t  is n o t  
always p o s s i b l e  t o  s imply r e p l a c e  c y c l e s  by s t a b l e  e n t r i e s .  I n  t h i s  
example ,  i f  a n  x1x2: 00 11 t r a n s i t i o n  i s  recognized d u r i n g  t h e  
c y c l e  and w h i l e  t h e  component i s  i n  i n t e r n a l  s t a t e  1, t h e  nex t  i n t e r n a l  
s t a t e  w i l l  be s t a t e  3. I f  t h e  i n p u t  t r a n s i t i o n  i s  recognized w h i l e  
i n  i n t e r n a l  s t a t e  4 ,  t h e  n e x t  i n t e r n a l  s t a t e  w i l l  be s t a t e  2 .  S t a t e s  
2  and 3 have d i f f e r e n t  o u t p u t  s t a t e s .  I f  t h e  c y c l e  i s  removed by 
r e p l a c i n g  rows 1 and 4  by a  s i n g l e  row, i d e n t i c a l  t o  row 1 e x c e p t  
f o r  a  s t a b l e  e n t r y  i n  t h e  00 column, t h e  f l o w  t a b l e  shown i n  F i g  5 b  
i s  o b t a i n e d .  However i t  is  p o s s i b l e  f o r  t h e  s t a t e  t a b l e  and t h e  f l o w  
t a b l e  t o  be p r e s e n t e d  w i t h  t h e  0 0 , l l  i n p u t  sequence and f o r  them 
t o  produce d i f f e r e n t  o u t p u t  sequences .  U n f o r t u n a t e l y ,  we a r e  
a s  y e t  u n a b l e  t o  c h a r a c t e r i z e  i n  a  g e n e r a l  way t h e  c o n d i t i o n s  u n d e r  
which c y c l e s  can  be r e p l a c e d  by s t a b l e  e n t r i e s .  
I n  most c a s e s ,  t h e  s t a t e  t a b l e s  o b t a i n e d  f o r  programs w i l l  no t  
c o n t a i n  c y c l e s .  Such t a b l e s  a r e  s a i d  t o  be c y c l e - f r e e .  If a  s t a t e  
t a b l e  i s  c y c l e - f r e e  and each o u t p u t  v a r i a b l e  changes va lue  a t  most 
Figure  4, Example of a  s t a t e  t a b l e  with  a  c y c l e .  
F igure  5. Another example of a s t a t e  t a b l e  wi th  a c y c l e .  
once dur ing  each uns t ab l e  i n t e r n a l  s t a t e  t r a n s i t i o n ,  t h e  s t a t e  t a b l e  
can  always be transformed i n t o  a  f low t a b l e .  The procedure i s  t h e  
fo l lowing .  For  each row with a  s t a b l e  e n t r y ,  rep lace  a l l  u n s t a b l e  
e n t r i e s  with t h e  number of t h e  s t a b l e  s t a t e  en t e r ed  a t  t h e  end of t h e  
i n t e r n a l - s t a t e  t r a n s i t i o n .  A l l  rows which have only uns t ab l e  e n t r i e s  
can  then  be e l imina t ed .  The i n i t i a l  i n t e r n a l  s t a t e  of t he  f low 
t a b l e  is t h e  f i rs t  row with a  s t a b l e  e n t r y  which is  en te red  a s  a  
succes so r  of t h e  i n i t i a l  i n t e r n a l  s t a t e  i n  t h e  s t a t e  t a b l e .  
The s t a t e  t a b l e  i n  Table  5 i s  cyc l e - f r ee  and has a t  most s i n g l e  
ou tpu t -va r i ab l e  changes dur ing  uns t ab l e  t r a n s i t i o n s .  The f low 
t a b l e ,  with s t a t e s  renumbered i s  shown i n  Table 12.  This  f low t a b l e  
i s  i d e n t i c a l  t o  t h e  f low t a b l e  i n  Table 1 which was s p e c i f i e d  i n  t h e  
s y n t h e s i s  of program 1 f o r  t h e  mutual exc lus ion  problem. Theref o r e ,  
t h e  program of Table 3 ,  which was analyzed t o  produce t h e  f low t a b l e  
i n  Table  12 ,  i s  a  s u i t a b l e  program f o r  t h e  mutual exc lus ion  problem. 
The f low t a b l e  i n  Table  12 i s  completely s p e c i f i e d .  That i s ,  
each n e x t - s t a t e  e n t r y  and output  s t a t e  is s p e c i f i e d .  In g e n e r a l ,  a l l  
s t a t e  t a b l e s  and f low t a b l e s  obtained f o r  programs w i l l  be completely 
s p e c i f i e d .  This  i s  a  d i r e c t  consequence of t h e  d e f i n i t i o n  of t h e  
T a b l e  1 2 .  F low T a b l e  f o r  S t a t e  T a b l e  i n  T a b l e  5 
procedure  t o  o b t a i n  t h e s e  t a b l e s .  A r e s u l t  from s w i t c h i n g  t h e o r y  
is  t h e  f o l l o w i n g  [ 1 3  1 .  For  any comple te ly  s p e c i f i e d  f low t a b l e  
* it is  always p o s s i b l e  t o  o b t a i n  a  unique f l o w  t a b l e  wi th  a minimum 
number of i n t e r n a l  s t a t e s  which i s  i n d i s t i n g u i s h a b l e  from t h e  
o r i g i n a l  t a b l e .  
Another example of t h e  r e d u c t i o n  of a  s t a t e  t a b l e  t o  a  f l o w  
t a b l e ,  t h e  f l o w  t a b l e  f o r  t h e  s t a t e  t a b l e  of Tab le  8, i s  g iven  i n  
Tab le  1 3 .  The d i f f i c u l t y  d i s c u s s e d  e a r l i e r  i s  d e t e c t a b l e  by examining 
i n t e r n a l  s t a t e  4 when x x  11- 1 0  -11. I f  t h e  t a b l e  e n t r y  i n  row 4 ,  1 2: 
column 10 is  changed f r o m a t o  3 ,  t h e  d i f f i c u l t i e s  a r e  avo ided .  
SYNTHESIS OF PROGRAMS 
I n  t h i s  s e c t i o n ,  fo rmal  s y n t h e s i s  p rocedures  a r e  s p e c i f i e d  which 
make i t  p o s s i b l e  t o  produce,  from a  f l o w  t a b l e ,  a  program of t h e  c l a s s  Y .  
A s  a  r e s u l t ,  it is  p o s s i b l e  t o  d e s i g n  c o n t r o l  programs f o r  problems 
such a s  t h e  mutual e x c l u s i o n  problem. 
The f i r s t  s t e p  i n  t h e  s y n t h e s i s  procedure  i s  t o  o b t a i n  a  f l o w  
t a b l e  of t h e  form shown i n  F i g .  2 w i t h  a  minimum number of i n t e r n a l  
s t a t e s .  Techniques  f o r  o b t a i n i n g  such f l o w  t a b l e s  a r e  w e l l  known [ 1 3  1. 
The f l o w  t a b l e  o b t a i n e d  may o r  may n o t  be complete ly  s p e c i f i e d .  Let 
u s  c o n s i d e r  t h e  p o s s i b i l i t y  t h a t  t h e  f low t a b l e  i s  not  comple te ly  
s p e c i f i e d .  If a  nex t  i n t e r n a l - s t a t e  e n t r y  is  u n s p e c i f i e d  i n  t h e  t a b l e ,  
i t  w i l l  be assumed t h a t  t h e  d e s i g n e r  in tended  t h a t  t h i s  e n t r y  n e v e r  
* Except p o s s i b l y  f o r  t h e  numbering of t h e  i n t e r n a l  s t a t e s .  
Table  13.  Flow Table  f o r  t h e  S t a t e  Table  of Table  8 and t h e  Program 
of Table  6 
be e n t e r e d  d u r i n g  t h e  o p e r a t i o n  of t h e  component, I f  t h e  va lue  of 
an ou tpu t  v a r i a b l e  i s  u n s p e c i f i e d  f o r  some i n t e r n a l  s t a t e ,  i t  w i l l  
be assumed t h a t  t h e  d e s i g n e r  does  n o t  c a r e  what t h e  v a l u e  of t h e  out-  
p u t  v a r i a b l e  is  when t h e  component is  i n  t h a t  i n t e r n a l  s t a t e .  Cons ider  
f i r s t ,  t h e  implementat ion of t h e  f l o w  t a b l e  a s  a  s e q u e n t i a l  c i r c u i t .  
When t h e  e x c i t a t i o n  f u n c t i o n s  f o r  t h e  c i r c u i t  a r e  de te rmined ,  a l l  
u n s p e c i f i e d  e n t r i e s  i n  t h e  t a b l e ,  bo th  i n t e r n a l - s t a t e  e n t r i e s  and 
o u t p u t - s t a t e  e n t r i e s ,  become comple te ly  s p e c i f i e d .  Now c o n s i d e r  t h e  
implementat ion of t h e  f l o w  t a b l e  a s  a  program. S ince  u n s p e c i f i e d  
i n t e r n a l - s t a t e  e n t r i e s  a r e  n e v e r  e n t e r e d ,  t h e y  can be changed t o  
s t a b l e  e n t r i e s  wi thou t  a f f e c t i n g  t h e  o p e r a t i o n  of t h e  component. 
When t h i s  is  done a  f low t a b l e  i s  o b t a i n e d  i n  which a l l  nex t  i n t e r n a l -  
s t a t e  e n t r i e s  a r e  comple te ly  s p e c i f i e d  and on ly  t h e  v a l u e s  of c e r t a i n  
o u t p u t  v a r i a b l e s  may be u n s p e c i f i e d .  F o r  a  program, t h e  p r e s e n t  
o u t p u t  s t a t e  depends on t h e  most r e c e n t l y  executed c o n t r o l  ass ignment  
s t a t e m e n t  f o r  each o u t p u t  v a r i a b l e .  Fur thermore,  once a  v a l u e  i s  
a s s i g n e d  t o  an o u t p u t  v a r i a b l e  i n  a  program, t h e  va lue  of t h a t  v a r i a b l e  
w i l l  always be d e f i n e d  f o r  a s  long  a s  t h e  program e x i s t s .  T h e r e f o r e ,  
f o r  a  program, i t  i s  p o s s i b l e  f o r  t h e  va lue  of an o u t p u t  v a r i a b l e  t o  
be undef ined  on ly  from t h e  t ime  t h e  e x e c u t i o n  of t h e  program s t a r t s  
u n t i l  t h e  f i r s t  c o n t r o l  assignment s t a t e m e n t  i s  executed f o r  t h e  var-  
i a b l e  ( i t  is assumed t h a t  a  va lue  is  ass igned  t o  each o u t p u t  v a r i a b l e  
a t  l e a s t  once i n  e v e r y  program).  Ra ther  t h a n  a l l o w  t h i s  i n t e r v a l  
when t h e  v a l u e  of an ou tpu t  v a r i a b l e  i s  undef ined ,  we r e q u i r e  t h a t  
t h e  i n i t i a l  s t a t e  of e v e r y  program be cornpleteLy s p e c i f i e d ,  T h i s  
means t h a t ,  i f  a  flow t a b l e  i s  t o  be implemented a s  a program, t h e  
ou tput  s t a t e  a s s o c i a t e d  w i th  t h e  i n i t i a l  i n t e r n a l  s t a t e  must be completely 
s p e c i f i e d .  I n  t h e  remainder of t h i s  d i scuss ion ,  i t  w i l l  be assumed 
t h a t  a l l  next i n t e r n a l - s t a t e  e n t r i e s  a r e  s p e c i f i e d  and t h a t  t h e  i n i t i a l  
ou tput  s t a t e  i s  completely s p e c i f i e d  f o r  any flow t a b l e  which i s  t o  
be implemented a s  a program. 
Given any completely s p e c i f i e d  flow t a b l e ,  t h e  fo l lowing  procedure 
c o n s t r u c t s  a  program of  t h e  c l a s s  9 .  
Procedure t o  Obtain a  Program of t h e  Class  f' f o r  Any Flow Table 
1. Declare  i npu t  and output  v a r i a b l e s ;  spec i fy  
t h e  i n i t i a l  ou tput  s t a t e .  
2. Define a  wai t  s ta tement  f o r  each row i n  t h e  
flow t a b l e .  For each uns t ab l e  e n t r y  i n  a  
g iven  row, de f ine  t h e  p a i r  ( s  i . ) i n  t h e  j' J 
w a i t  s ta tement ,  where s . i s  t h e  i npu t  s t a t e  
J 
f o r  t h e  uns t ab l e  e n t r y  and i i s  t h e  number j 
of t h e  next  i n t e r n a l  s t a t e .  If a l l  e n t r i e s  
i n  a  row a r e  s t a b l e ,  r ep l ace  t h e  wai t  s t a t e -  
ment by a  h a l t  s ta tement .  
3. Before  each s t a t e m e n t  from s t e p  2 ,  p l a c e  
c o n t r o l  assignment s t a t e m e n t s  t o  d e f i n e  
t h e  ou tpu t  s t a t e  f o r  t h e  cor responding  
row i n  t h e  f l o w  t a b l e .  Number t h e  f i r s t  
of  t h e s e  s t a t e m e n t s  wi th  t h e  number of t h e  
cor responding  row i n  t h e  f low t a b l e .  
The program ob ta ined  f o r  t h e  c o n t r o l  f low t a b l e  i n  Tab le  1 i s  
shown i n  T a b l e  1 4 .  T h i s  p rocedure  r e s u l t s  i n  a  program of t h e  c l a s s  ? 
which does  n o t  c o n t a i n  any "go t o "  s t a t e m e n t s .  I t  f o l l o w s  t h a t  g iven  
any f l o w  t a b l e  F ,  i t  i s  always p o s s i b l e  t o  o b t a i n  a  program of t h e  
c l a s s  !? which is  i n d i s t i n g u i s h a b l e  from a l l  o t h e r  oroarams which a r e  
implementat ions  of F  and which does  n o t  c o n t a i n  any go t o  s t a t e m e n t s .  
The programs produced by t h i s  procedure  may be i n e f f i c i e n t  i n  t h e  
f o l l o w i n g  two ways. F i r s t ,  t h e y  may c o n t a i n  unnecessary  c o n t r o l  
ass ignment  s t a t e m e n t s .  For example,  i n  t h e  program of Table  14 which 
cor responds  t o  t h e  c o n t r o l  f l o w  t a b l e  i n  Table  1 ,  i n t e r n a l  s t a t e  1 
is always e n t e r e d  when Z h a s  t h e  va lue  0; t h e r e f o r e ,  s t a t e m e n t  1 1 
can  be removed and t h e  second s t a t e m e n t  g iven  t h e  number I .  S i m i l a r l y ,  
i n t e r n a l  s t a t e  4  i s  always e n t e r e d  wkth Z2 e q u a l  t o  0. Consequently 
t h e  s t a t e m e n t  Z2:=0 a f t e r  s t a t e m e n t  number 4  i s  unnecessa ry .  A 
second s o u r c e  of i n e f f i c i e n t  o p e r a t i o n  i s  t h e  f o l l o w i n g .  A c o n t r o l  
ass ignment  s t a t e m e n t  may be execu ted  when i n  f a c t  t h e  ou tpu t  v a r i a b l e  
a l r e a d y  h a s  t h e  va lue  s p e c i f i e d  by t h e  assignment s t a t e m e n t .  I n  such 
c a s e s ,  i t  may be p o s s i b l e  t o  t r a n s f e r  t o  a  d i f f e r e n t  s t a t e m e n t  and 
avoid  e x e c u t i n g  t h e  assignment s t a t e m e n t ,  There a r e  many i n s t a n c e s  of 
Table 14.  Control  Program f o r  t h e  Two-Program Mutual Exclusion Problem 
( i n i t i a l l y  Z Z a r e  0 )  1' 2  
INPUT X1 ,X2; 
OUTPUT z1,z2; 
z2 :=  0 ;  
WAIT ( 0 1 , 2 ) , ( 1 1 , 3 ) , ( 1 0 , 3 ) ;  
. - 2: z1 . -  0;  
z2 := 1 ;  
WAIT ( 0 0 , 1 ) , ( 1 0 , 3 ) ;  
3: Z1 := 1 ;  
z2 :=  0;  
WAIT ( 0 0 , 4 ) ,  ( 01 ,2 ) ;  
. - 4: z1 .- 0;  
z2 := 0;  
WAIT (Of 92) 1 (11 ,2)  , (1013)-  
a )  Program 
X X 1 2  
00 01 11 10 zlZ2 
( 2 l a s t )  1 
(2 g e t s )  2  
( I  g e t s )  3 
( I  l a s t )  4 
b) f low t a b l e  
t h i s  i n e f f i c e n c y  i n  t h e  program of T a b l e  1 4 .  For  example i f  we 
r e o r d e r  t h e  ass ignment  s t a t e m e n t s  f o r  s t a t e m e n t  3 and i t s  immediate 
s u c c e s s o r  it  i s  p o s s i b l e  t o  t r a n s f e r  d i r e c t l y  t o  t h e  Z ' = 1 s t a t e m e n t  
1 ' 
when e n t e r i n g  i n t e r n a l  s t a t e  3 from i n t e r n a l  s t a t e s  1 and 4 .  A f t e r  
t a k i n g  advan tage  of t h e s e  and s i m i l a r  economies ,  t h e  program shown i n  
Tab le  15 c a n  be o b t a i n e d .  We c l a i m  t h a t  t h i s  program h a s  t h e  f e w e s t  
number of s t a t e m e n t s  of any program wvhich implements t h e  c o n t r o l  
f l o w  t a b l e  i n  Tab le  1. Fur the rmore ,  c o n t r o l  assignment s t a t e m e n t s  
a r e  execu ted  o n l y  when t h e  v a l u e  of an o u t p u t  v a r i a b l e  must be changed.  
We have n o t  y e t  o b t a i n e d  a  g e n e r a l  a l g o r i t h m  t o  perform t h i s  s i m p l i -  
f i c a t i o n  of programs.  The i n t e r e s t e d  r e a d e r  may v e r i f y  t h a t  t h e  pro- 
grams of T a b l e s  14 and 15  a r e  i n d i s t i n g u i s h a b l e  by c o n s t r u c t i n g  t h e  
f l o w  t a b l e s  f o r  t h e s e  programs u s i n g  t h e  a n a l y s i s  p rocedures  from 
t h e  p r o c e e d i n g  s e c t i o n .  
The programs produced by t h e  s y n t h e s i s  p rocedure  do no t  c o n t a i n  
any dummy s t a t e m e n t s .  The reason  f o r  t h i s  i s  t h a t  dummy s t a t e m e n t s  
r e p r e s e n t  computa t ions  which have no  e f f e c t  on t h e  o u t p u t  v a r i a b l e s  
and which a r e  no t  a f f e c t e d  by t h e  v a l u e s  of t h e  i n p u t  v a r i a b l e s .  
These s t a t e m e n t s  may be i n s e r t e d  i n  any sequence of s t a t e m e n t s ,  w i t h  
a p p r o p r i a t e  s t a t e m e n t  renumberings and p o s s i b l e  i n t r o d u c t i o n  of go t o  
s t a t e m e n t s ,  wi thou t  a f f e c t i n g  t h e  e x t e r n a l  b e h a v i o r  of t h e  component 
o t h e r  t h a n  t o  i n t r o d u c e  d e l a y s  i n  v a l u e  t r a n s i t i o n s  f o r  l i n e  v a r i a b l e s .  
To i l l u s t r a t e  t h e  s y n t h e s i s  p rocedure  when dummy s t a t e m e n t s  a r e  
i n s e r t e d ,  a  program 1 f o r  t h e  mutual  e x c l u s i o n  problem w i l l  be d e s i g n e d .  
The f l o w  t a b l e  i s  g i v e n  i n  Tab le  1. The program ob ta ined  by a p p l y i n g  
t h e  s y n t h e s i s  p rocedure  i s  g i v e n  i n  T a b l e  1 6 .  The c r i t i c a l  s e c t i o n  i s  
Table 15 .  Another Cont ro l  Program f o r  t h e  Two-Program Mutual Ex- 
c l u s i o n  Problem 
( i n i t i a l l y  Z Z a r e  0 )  1' 2  
INPUT X1, X2 ; 
OUTPUT Z1 ,Z2; 
WAIT (00 , 1 )  (10 6 )  ; 
Z := 1 ;  
1 
WAIT (00 ,9)  , ( 0 1 , s )  ; 
z1 :=  0; 
WAIT ( 0 1 , 4 ) , ( 1 1 , 4 ) , ( 1 0 , 7 ) .  
T a b l e  16 .  Program 1 Without Dummy S t a t e m e n t s  
( i n i t i a l l y  X i s  0 )  1 
INPUT Zl; 
OUTPUT XI.  
9 
1: X1 := 0;  
WAIT ( 0 , 2 ) ;  
2: XI :=  1; 
WAIT ( 1 , l )  . 
a )  Program 1 
b) f l o w  t a b l e  
e n t e r e d  a f t e r  t h e  e x e c u t i o n  of t h e  second w a i t  s t a t e m e n t  and b e f o r e  
e x e c u t i o n  of s t a t e m e n t  number 1. To r e p r e s e n t  t h e  c r i t i c a l  s e c t i o n  
a dummy s t a t e m e n t  can  be i n s e r t e d  a t  t h e  end of t h e , p r o g r a m  fol lowed 
by a go t o  s t a t e m e n t .  A f t e r  s t a t e m e n t  number 1, a n o t h e r  dummy s t a t e -  
ment can  be i n s e r t e d  t o  r e p r e s e n t  computat ion performed o u t s i d e  t h e  
c r i t i c a l  s e c t i o n .  The modi f i ed  program i s  shown i n  Tab le  17 .  Except 
f o r  t h e  numbering of t h e  s t a t e m e n t s ,  t h i s  program i s  i d e n t i c a l  t o  t h e  
program of Tab le  3  which was analyzed e a r l i e r  t o  produce t h e  same f low 
t a b l e  used t o  s t a r t  t h i s  s y n t h e s i s  example. 
Tab le  17 .  Program 1 With Dummy Sta tements  
( i n i t i a l l y  X i s  0 )  1 
INPUT Z1; 
OUTPUT X1; 
1: X1 :=  0 ;  
DUMMY ; ( remainder  of program 1 )  
WAIT ( 0 , 2 ) ;  
2: X1 : =  1 ;  
WAIT ( 1 , 3 ) ;  
3: DUMMY; ( c r i t i c a l  s e c t i o n )  
CONCLUSIONS 
The f l o w  t a b l e  model p r e s e n t e d  i n  [ 1 ] and t h e  a n a l y s i s  and 
s y n t h e s i s  p rocedures  p r e s e n t e d  i n  t h i s  p a p e r  have been v a l u a b l e  i n  
t h e  d e s i g n  of a  s o l u t i o n  o r  c o n t r o l  a l g o r i t h m  f o r  t h e  mutual e x c l u s i o n  
problem. An impor tan t  f e a t u r e  of t h i s  model i s  t h e  a b i l i t y  t o  c o n s i d e r  
bo th  program and c i r c u i t  implementa t ions .  By r e s t r i c t i n g  c o n t r o l  
o p e r a t i o n s  t o  be f i n i t e  (which does n o t  appear  t o  be a  r e s t r i c t i o n  
f o r  t h e  mutua l  e x c l u s i o n  problem) it i s  p o s s i b l e  t o  f i n d  "opt imal"  
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13.  A B S T R A C T  
This  paper presents  ana lys i s  and syn thes i s  procedures f o r  a  c l a s s  of 
sequent ia l  programs. These procedures a i d  i n  t h e  design of programs f o r  
p a r a l l e l  computer systems. I n  p a r t i c u l a r ,  t h e  i n t e r a c t i o n s  of a  given 
program with o the r  programs o r  c i r c u i t s  i n  a  system can be described 
prec ise ly .  The b a s i s  f o r  t h i s  work i s  a  model f o r  p a r a l l e l  computer 
systems i n  which t h e  opera t ion  of each component i s  described by a  flow 
t a b l e  and t h e  components i n t e r a c t  by changing values on interconnecting 
l ines .  The d e t a i l s  of t h i s  model a r e  discussed i n  another The 
a n a l y s i s  procedure produces a  flow t a b l e  desc r ip t ion  of a program. I n  
program synthesis ,  a  flow t a b l e  desc r ip t ion  i s  converted t o  a  sequent ia l  
program. Using flow t a b l e  design procedures, a  con t ro l  program f o r  the  
two-program mutual exclusion problem i s  produced. 
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