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Abstract 
Gonzalez-Pinto, S., L. Casashs and P. Gonzalez-Vera, A numerical scheme to approximate the solution of a 
singularly perturbed nonlinear differential equation, Journal of Computational and Applied Mathematics 35 
(1991) 217-225. 
In this paper an “analytic” difference scheme to integrate the singularly perturbed scalar problem (1.1) is given. 
The algorithm is based on the exact integration of a locally linearized problem (on a special nonuniform mesh) 
exhibiting uniform convergence in e (for any x). The scheme is exact when f = a + bx + cy, where a, b, c are 
constants. Finally numerical results are given. 
Keywords: Nonlinear differential equation, mesh, step-mesh, mesh-points, initial values, difference schemes, 
convergence. 
1. Introduction 
It is well known that the solution of certain Initial Value Problems (IVP) for an ordinary 
differential equation with a small parameter E, namely, 
e_/(x) =f(x, Y), v(a) =.&I, x E [a, bl> 0 < fI -=s 1, O-1) 
has a singularity of boundary-layer type for definite conditions on the function f( x, y). On the 
other hand, classical integration schemes are usually ineffective in numerically solving (1.1) (see 
[5] for more details). However, there exist special schemes which present uniform convergence (in 
r) for particular cases (see for the linear case [1,3,5], and [4,11] for the Riccati-type), but these 
methods are also inadequate in general for nonlinear problems. Thus, to integrate problem (1.1) 
one must choose not only a difference scheme with good properties of stability (A,-stability, for 
example), but also a special nonuniform mesh (on the interval [a, b]) which will depend on e in 
the boundary-layer zone and will be independent in the remainder. Algorithms of this type can 
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be found in [l], [2] (for the vectorial case) and [7], etc. The one we shall give here also possesses 
these features. 
For the sake of completeness, we must introduce the following notations and assumptions. 
Thus, given two real numbers Y0 and Y, (Y, < Y,), we write 
Y=[Y,, Y,] and D=Ix Y, whereI=[a, b]. 
Suppose that: 
(Hl) there exists a function w(x) E C”‘(I) such that (i) f(x, w(x)) = 0, Vx E I, (ii) Y, < 
w(x) < Y,, Vx E Y, and (iii) if f( x, t) = 0 for some (x, t) in D, then t = w(x); 
(Hz) f(x, y) E C”‘(D); 
(H3) there exist two constants A and B (A > 0) such that 
f,(x, Y) G -A + B./Xx, Y>, for any (x, Y> ED; 
(H4) f(x, Y,) < 0; f(x, Y,) ’ 0, v’x E 1; 
(H5) Y,, E Y. 
(Hl) and (H3) guarantee that w is a stable critical point function, since 
f,(x, w(x)) < -A < 0, Vx E I. (I .2) 
Moreover (see, e.g., [6]) we can assure that (1.1) has a unique solution y,(x), for any E > 0 and 
WJ(x> G_&(X) =G m,(x), v’x E 1, (1.3) 
where m,(x) = min{ yo, w(t): t E I, = [a, xl}, ml(x) = max{ yo, w(t): t E IX}. This follows 
from the fact that 
f(x, t) > 0 if t < w(x), and f(x, t) -C 0 if t > w(x). (1.4) 
Also the following equivalence of hypotheses holds: 
(HI), (I=), (H3) = (H4), (H2), (H3). 0 -5) 
Furthermore there exist two positive constants (Y and j3 independent of e such that 
]u,(x)-w(x)] <cue, ifx-az=j3e]logc]. (l-6) 
Other authors (for example, Boglaev [1] and Karimova [7]) make use of a stronger hypothesis 
than (H3) (they require that B = 0) to guarantee the convergence of their algorithms. 
2. The numerical algorithm 
The central idea of our algorithm is to integrate a linear problem obtained from (1.1) when 
f( x, y) is locally approximated by j= (Y + fix + yy (with LY, p and y constants) on an interval 
whose length is chosen according to an estimation of ch/J f(x, y> 1, where h > 0 is a fixed 
parameter. In order to describe the first stage, we rewrite problem (1.1) in the following way: 
VJ’=f(xo, uo) +“L(xo, uo)(x - x0) +&Xx0, Uo)(Y - uo) + TOG% e), (2.1) 
where x0 = a, u. =yo + O(h*) and 
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for some h E (x,, x), { E ( uO, y). Now if we integrate the linear part in (2.1) and impose that 
y(x,) = ZQ,, we obtain the function u given by (2.5) (2.6) (for k = 0). This function will 
approximate the exact solution of (l.l), v,(x), on the interval [x,, x0 + h;] = 1;. We desire that 
y,(x) = U,(X) + 0(h2), Vx E 1:, independent of e. (2.2) 
So, if h’, is taken such that 
u,(x) = r$ + O(h), Vx E 1;) independent of c, (2.3) 
then v,(x) =_y, + O(h), VX E 1& therefore T~(x, 6) = 0( h2), and (2.2) can be achieved. If hb is 
chosen according to (2.4) (for k = 0) the foregoing statements will be proved in Theorems 2 and 
3. Once h’, is known, we obtain the second mesh-point by xi = x0 + h’,, and the approximate 
solution by u; = u~( XI). Now, by repeating this process, a nonuniform mesh and a function 
U,(X) on the whole interval [a, b] is obtained. 
In short, the algorithm can be summarized in this way: let f and h be two 
numbers; then for any initial value u. E [Y,, Y,] a mesh and an approximated 
generated in the following terms. 
The step-mesh 
i 
he 
h,= lf,cl’ 
if If,) >mp and fPfP_,>O(f_l=fo), p=O,...,k, 
real positive 
solution are 
(2.4) 
otherwise, 
where mk = max{ ha,, d$}, ak = max{L 2 I fy” I}, Pk = max{L I fXk I>, fk =f(x,, uk), fXk = 
f,(xk, u,), fyk = fy(xk, uk)_ The mesh-points are given by xk+i = min{ xk + h,, b} for k = 
0, 1, 2,. . _, n (n being the first natural such that x, = b) and the intervals by I, = [xk, x~+~]. 
The approximate solution 
For any x in Ik we consider 
U(x> = uk +PklX - xk) + [l - exdtk(x))] qk, if fy” # 0, 
where pk= -(fyk)-If,“, qk=(&!)-l(cpk-fk), tk(x)=cP1(x-xk)f;, and 
U(X) = uk + e-lfk(x - xk) + (26)-‘fXk(x - xk)2, iffy” = 0, 
$+I being u(xk+l). 
(2-5) 
(24 
Observe that the scheme (2.5) (2.6) is exact, on any mesh, when f(x, y) is linear (that is, 
f = a + bx + cy, with a, b, c constants), and that (2.6) follows from (2.5) when fy” + 0. 
Also from (2.4) we see that mesh-points depend on 6, but nt (number of mesh-points) will be 
bounded by C/h (see Theorem 2), where C is a constant independent of 6 and h. 
Boglaev [l] and Karimova [7] deal with problems (1.1) by using linear one-step methods 
(Backward Euler Formula, etc.) and meshes that present similar characteristics to (2.4) (the 
step-mesh is made shorter in the boundary layer zone and is then taken as a constant outside); 
however, there exists a fundamental difference with respect to our algorithm, namely, whereas 
the mesh given by (2.4) depends on f( x, y), those by Boglaev and Karimova do not. Other 
differences are concerned with the initial value (how much can it be perturbed?), the convergence 
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order in “h “, the character of the scheme (explicit or implicit) and the density of the solution 
(that is, whether the scheme only approximates on certain mesh points or for any x in I). 
Remark 1. At present we are working on some extensions of (2.4), (2.5) to the vectorial case. 
Thus for example, if y = ( y’, . . . , ym)T, f = ( f’, . . . , f”)T are m-vectors ( f’ = fj( x, y)), x E 
[a, b] is a scalar and we suppose that (i) the Jacobian matrix af/ay = ( af’/ayP)j,p,l,,. , m is 
diagonal dominant and (ii) - p G afj/i3yj G -a, j = 1,. . . , m, (Y and /3 being two positive 
constants. Then, on integrating, the uncoupled linear problem being 
dy’ 
E dx =fM + afi (yj-yL), j=l,..., m and zk=(xk, yk), 
aY’(%) 
we obtain functions uj( x), j = 1,. . . , 
and af j,GyJ( zk), 
m, similar to (2.5) where now f,” and fyk are replaced by 0 
respectively. Moreover, we can use the mesh given by (2.4) where the absolute 
value / . 1 is changed by a certain norm. We think (according to [2]) that this algorithm will 
present uniform convergence on C, but such a conjecture has not yet been proved. 
3. Convergence 
In this section we establish the main results of this paper. Theorem 2 is concerned with 
mesh-point numbers and statement (2.3), and Theorem 3 with the convergence of the algorithm. 
The constants that appear in Theorem 2 are given in advance (A and B are stated in (H3)). 
L=max{ If, I, If, I: (x, Y)ED), 
F=max{ If,, IT If,, I7 lfyy I: by JGED)~ 
x=min{ ]Y,-w(x)], ]Y,-w(x)]: XEI}, 
y=max{l, SL}, , p=Z(S+$), $=+F(l+p)‘. 
(3.1) 
Also some restrictions on the paremeters h and 6 should be imposed, so we choose 
co = A(4S)-’ min h,=min (3 4 
Theorem 2. Let u(x) and {xk, k=O, l,..., n } be the function and mesh generated by the 
algorithm (2.4)-(2.6) when (h, C) E (0, h,] X (0, co]. Then we have 
b-a 4(Y,- Y,)+(b-a) 
h <n< h 2 (3.3) 
]u(x)-u,] <ph, VxeIk, k=O,l,..., n-l. (3.4) 
Proof. Let c and h be fixed, we shall prove (3.3) and (3.4) recursively on k. Scheme (2.5), (2.6) 
can be rewritten in the form (suppose fyk # 0) 
u(x)-uk=[pk(l+t-‘(l-exp(t)))+~-‘f~t-’(exp(t)-l)](x-xk), xElk? 
(3 -5) 
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where t = tk( x). The case f; = 0 is obtained in the limit case and the later inequalities also hold. 
Let now uk E Y and suppose h, = ch/ ( fk / ; then h, -c min( h, E } and the following holds. . _ 
(a) 1 u(x) 1 uk 1 G $h, if x E I,.-In effect,.rewriting (3.5) in the following form 
u(x)-%= [(/‘j-y -$)( 1 + tCl(1 - exp(t))) + sign(f,)t-‘(exp(t) - 1) 
where a=(x-xk)/hkE[O, 11 and t=ahf,/I fk 1, we have by using 1 cfXk/fX 1 < 1 that 
]+)-+I d [:rexp(Sf,k)+exp(~f,k)]ah, 
where r = ah/l fk 1 E [0, l] and c, 5 are in [0, r]. Assertion (a) follows. 
1 ah, 
(3.6) 
(b) If fk > 0, then U(X) - uk > 0, kf’x E Ik, and uk+l - uk 2 ah_ By using (3.6) we can conclude 
that 
U(X) - uk >, [l - ii-(1 -f:j exp(Xf;)]uh, 
for some X in [0, r] (r as before). Now from I rfyk 1 < i, (b) follows. 
(c) If fk < 0, then u(x) - uk 4 0, Vx E Ik, and ukcl - uk G - $h. 
(d) u(x) E Y, ‘v’x E I,, and therefore uk+i E Y. The latter is obtained from (a)-(c), (3.2) and 
(1.4). 
Let now j be the first integer such that h, = h; then it follows from (a)-(d) and (2.4) that 
. 40-l - r,) 
JG h . 
In order to complete the proof we shall show the two following assertions. 
(e) I& ) c I) = yh + 66 (y, 6 given in (3.1)). It follows easily from (2.4). 
(f) If k is an integer such that j < k, uk E Y and I fk I < I/J, then 
ju(x) - uk( ,(ph and u(x) E Y, Qx Elk, moreover 1 fk+l 1 =s(li/. 
(3.7) 
From (H3) and (3.2) we deduce that 
fyk< -iA. (3.8) 
On the other hand, h, = h; then from (3.5) and by using (3.1) it follows that 
]u(x)-u,] <ph, VXEI~. (3.9) 
Moreover, ) u(x) - wk I < ph + I wk - uk 1, where wk = w(xk) (w defined by (Hl)). Then from 
I”k- k 
w , = fk-ftXk, wk) 
fycxk, l) ’ 
for certain { E ( wk , uk ) , 
we conclude that I uk - wk ( < 2 1 fk I/A, because of f,(xk, A) G - iA, for any X in the interval 
[Wk, uk]. Now from (3.2) it follows that u(x) E Y, Vx E Ik. 
In order to prove I fk + , I < #, we write 
f k+l -fk =f,kh + f;d, + d’kh2> (3.10) 
where d, = uk+ , - uk and 
+k = :[fxxb) + 2fx,(z)d,h-’ +fyv(Z)(d&1,2], 
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z being some point of the segment whose end points are (xk, uk) and ( xkfl, uk+r). Therefore, 
1 +k I < + = tfv + d2. (3.11) 
Now by substituting d, from (2.5) in (3.10) we obtain (recall that ZA~+~ = u(xk+r)) 
hf; 
fktl=ePk[l-exp(t)] +fk exp(t)+cp,h2, with t= --, 
and from here, by using (3.8), (3.11), (3.1) and (3.2), we conclude that 1 f,,, 1 < 2Lh + 1c/ exp(t) 
<$. 0 
Theorem 3. Let y,(x) be the solution of problem (1.1) and u,“(x) given by (2.4)-(2.6) with u0 
chosen such that 1 y, - u0 1 <Xh2. Then for all x E I, all 0 < h < h, and all 0 < c < c,, 
I Y,(X) - d?x> I G-@h2, 
where 9 is a constant independent of x, c and h (certainly X is a constant independent of h and E). 
Proof. By the moment we assume that 0 -C h < h, and 0 -C E < e0 (Ed, h, given by (3.2)), we have 
that u(x) = U,“(X) satisfies 
en’(x) = g(x, u), &J) = %J, (3.12) 
where g is defined by 
g(x, t)=fk+fxk(x-xXk)+fyk(t-uk), v(x, t)E[x,, x~+~)XY, k=O,...,n. 
(3.13) 
This function can be discontinuous on ( xk, t), k = 1, 2,. _ . , t E Y, however u:(x) is the unique 
continuous solution of (3.12). Now by making 
d(x) =Y(x) - d-d, (3.14) 
where y(x) is the solution of (l.l), we have that 
cd’ = [f(x, y) -f (x, u)] + [f (x, u) - g(x, u)] 3 dbo) =Y, - ~0, 
and from here: 
cd’ =f,(x, y)d+ r(x), (3.15) 
where 
r(x) =f(x, u) - g(x, u) - fd2(x)fY,(x, z), (3.16) 
and z E (u, y). Moreover, r is a continuous and bounded function in I - { xk, k = 1, 2,. . . , n }. 
Now, integration of (3.15) yields, for any x E I, 
d(x) = do exp ( eP1jxfY(s. y(s)) ds) + r-‘J*r(t) exp( cll”r,(s, y(s)) ds) dt, 
a a t 
(3.17) 
where do = d(x,). Otherwise, from (H3) and (1.1) we obtain 
exp c [ -‘sXfY(s, y(s)) ds) <p exp(c-lA(t-x)), if t<x, 
t 
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where p = exp( 1 B I( Yl - Y,)). From here, replacing (3.16) in (3.17) and by using Theorem 2 we 
conclude that 
1 d(x) 1 6 $.%?h* + (2~)~‘pF/~d*(t) exp(r-‘rl(  - x)) dt, Vx E I, 
a 
where 
L%?= +%?+v(1 +p)*), v= g. 
(3.18) 
(3.19) 
Let us now suppose that F > 0 (if F = 0, the proof is trivial) and define 
c(x) =max{ Id(s) Ih-*, SE [a, xl}; 
then from (3.18) it follows that 
c(x) < +.Gz+ Vh2C2(X), vx E [a, b]. 
And from here we have for any x E [a, 61 that, if h < i( v9?-‘/*, then 
c(x) < $?(l + (1 - 3v9h2)1’2j-’ ~2%’ 
(3.20) 
(3.21) 
or c(x) > +.%‘(l - (1 - 3v%?h2)1’2)e1 z 3%“. 
But this last statement cannot hold because c is a continuous function and 0 < c(x,,) <Z--C .%‘. 
0 
4. Numerical examples 
In this section we shall consider two examples whose exact solutions are known in advance. In 
both, x E [0, l] and E = 10pk, k = 1, 2,.. .,7. 
Example 4. cy’ = (1 + x)-* -y*, y(O) = 5. 
Example 5. EY’ = y - y3, y(O) = 0.1. 
The last example with y(O) > 3-i’* or y(O) -C -3-l’* is considered in [9, pp. 86-921 and the 
solution is approximated by using asymptotic expansion techniques valid for most general 
problems. In an adequate rectangle and with a suitable election of the parameters A and B 
(choose, e.g., A = 1, B = 20 in the domain D = [0, l] X [O.l, 1.011) hypotheses (H2), (H3), (H4) 
and (H5) are satisfied, however f,(O, 0.1) > 0 and therefore we cannot guarantee the convergence 
of the method given in [9], nor of the difference schemes in [l]. 
Examples 4 and 5 will be numerically solved by using three special algorithms for singularly 
perturbed nonlinear problems. The first (B-EXP is explicit) and the second (B-IMP is Backward 
Euler Formula) are taken from Boglaev [l], whereas the last one (Sl) is our algorithm. Each 
scheme makes use of a special mesh. Thus, the mesh given by (4.1) will be used in the first and 
second scheme, and (2.4) in the third one. 
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Table 1 
Example 4 
h = 2~1.10~’ c =10-l E=10-2 f. =10p3 c =10-4 <=10-5 c =10-6 E =10-7 
B-EXP; 
t=l; N=40 1.34.10-l 1.52.10-l 1.59.10~’ 1.60.10-’ 1.6O.lOF’ 1.60.10-l 1.60.10-’ 
B-IMP; 
t=ll; N=40 1.84.10-’ 2.01.10-l 2.02.10-’ 2.02.10-’ 1.02.10-’ 2.02.10-’ 2.02.10-l 
Sl; t=4 2.94.10-4 4.12.10m3 2.82.10-3 2.52.10-3 2.47.10p3 2.47.10-3 2.46.10p3 
N 101 101 101 101 101 101 102 
Table 2 
Example 4 
h = 2-3.10-1 z =10-l c =10-2 E=10-3 6 =10m4 c =10-5 c =10-6 E =lO_’ 
B-EXP; 
t=3; N=160 3.27.10-’ 4.42.10-2 5.06.10-2 5.14.10m2 5.14.10-2 5.15.1o-2 5.15.10-2 
B-IMP; 
t =32; N=160 5.08.10-2 5.58.10-2 5.63.10V2 5.63.10m2 5.63.10-2 5.63.10-2 5.63.10-2 
Sl; t=16 1.79.10-5 1.23.10p4 1.84.10p4 3.27.10-4 3.11.10-4 3.09.10-4 3.08.10-4 
N 395 402 402 401 401 401 402 
Table 3 
Example 5 
h = 2-1.10-l E =10-’ c=10-2 .c =10-3 c =10-4 <=10-5 r=10-6 c =10-’ 
B-EXP; 
t=l; N=40 1.74.10-’ 2.11.10-’ 2.16.10-’ 2.16.10-’ 2.16.10-l 2.16.1OK’ 2.16.10-l 
B-IMP; 
t=2; N=40 2.66.10V2 3.05.10m2 2.96.10-2 2.96.10-2 2.96.10p2 2.96.10-2 2.96.10-2 
Sl; t=l 1.85.10-2 7.19.10-3 1.16.10-2 1.19. 1o-2 1.19.10~2 1.19.10-2 1.19.10-2 
N 21 36 36 36 36 36 37 
B(h, E)= {Xk, k=O, l)...) 2m}, 
wherex,= -eLog[l-kh(l--e)], k=O,l,..., m, 
X m+k =X+kh, k=l, 2 ,..., m, 
1 
with m= - EN, 
h c E (0, I>, 
X= -ELog(& h=(l-_Ti)h. 
(4-l) 
Although (2.4) does not coincide with (4.1), in order to compare these schemes we can readily 
obtain from (2.4)-(2.6) an approximated solution on each xk E B( h, E). In Tables l-4 three 
parameters will be considered: t is the mean time of computation of each scheme; N is the 
number of mesh-points used by each scheme; e, h is the maximum absolute error of each scheme 
on the mesh-points { xk, k = 0, 1,. . . , 2m) given in (4.1) (computation is made in PC by using 
double precision). 
Table 4 
Example 5 
h = 2-3.10~’ 
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c =10-’ c =10-2 e =10-s l = 10-4 e =10-s e=10-6 e =10-7 
B-EXP; 
t = 2.5; N =160 4.20.10-’ 4.75.10-* 4.81~10-* 4.81.10~* 4.s1.10p2 4.81’10-2 4.81.10-z 
B-IMP; 
t=6; N=160 7.07.10-3 1.25.10-z 1.27.10-* 1.27.10-2 1.27.10-2 1.27.10-2 1.27.10p2 
Sl; t=5 1.38.10p3 1.56.10p4 4.64.10m4 4.81’ 10-4 4.81.10-4 4.81.10-4 4.81. 1o-4 
N 81 148 151 151 151 151 152 
We can observe that the number of mesh points used by our algorithm is 
N2. 1-t I4FY(O)I 
h 3 
where w(x) is the critical point function, and it is quite smaller than the upper bound given in 
(3.3). Also Boglaev’s schemes are consistent with uniform convergence. 
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