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Abstract
We deal with the 3D inviscid Leray-α model. The well posedness
for this problem is not known; by adding a random perturbation we
prove that there exists a unique (in law) global solution. The random
forcing term formally preserves conservation of energy. The result
holds for initial velocity of finite energy and the solution has finite
energy a.s.. These results are easily extended to the 2D case.
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1 Introduction
The motion of incompressible fluids is described by the Navier-Stokes equa-
tions {
∂v
∂t
− ν∆v + (v · ▽)v + ▽p = f
div v = 0
(1)
for viscous fluids, or by the Euler equations{
∂v
∂t
+ (v · ▽)v + ▽p = f
div v = 0
(2)
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for inviscid fluids.
The unknown are the velocity field v = v(t, x) and the pressure field
p = p(t, x); f is a given external force and ν > 0 is the viscosity that
corresponds to the inverse of the Reynolds number Re. When the fluid
moves in a bounded domain, suitable boundary conditions are associated to
these equations, respectively, the no-slip and slip conditions.
The above two systems have a quite different behavior; for instance, when
f = 0 system (1) is dissipative while system (2) is conservative. It is well
known, since the seminal work of Leray, that for initial velocity of finite
energy the 3D Navier-Stokes system (1) has a global weak solution but its
uniqueness is still an open problem. However, for the 3D Euler system (2)
neither the global existence nor the uniqueness of global solutions are known
when the initial velocity is of finite energy (we refer to the review paper [4]
on this topic).
We recall that to prove the existence of solutions to (1) in Rd, d = 2, 3,
Leray [23] considered the following regularization for α > 0
∂vα
∂t
− ν∆vα + (uα · ▽)vα + ▽p = f
uα = Gα ∗ v
α
div vα = 0
(3)
where Gα is a smoothing kernel such that u
α −→ v0, in some sense, as α→ 0.
In particular, system (3) converges to the Navier-Stokes system (1) as α→ 0.
In [8], a special smoothing kernel was considered, namely, the Green
function associated with the operator 1− α∆,
uα = Gα ∗ v
α = (1− α∆)−1vα (4)
for α > 0. This kernel works as a kind of filter with width α and the param-
eter α reflects a sub-grid length scale in the model. This model was inspired
by the Navier-Stokes α model (also known as the Camassa-Holm system or
Lagrangian averaged Navier-Stokes α equations) of turbulence, see [6, 7, 18]
and the references therein. Moreover, it has been demonstrated analytically
and computationally that the Navier-Stokes α model is a powerful tool in
the study of turbulence, see [18] and the reference therein. Along the same
lines, it is worth mentioning that other α models, such as the Clark-α model
[5] and the Navier-Stokes Voigt equations [20], have been used as a sub-grid
scale models of turbulence.
In this paper, we are interested in a stochastic version of system (3) with
ν = 0 and regularization given by (4), that is the following stochastic Leray-α
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model of Euler equations
dvα + [(uα · ▽)vα + ▽p] dt = ((σ ◦ dW ) · ▽)vα
vα = (1− α△)uα
div vα = 0
(5)
HereW is a Brownian motion (in time) and ◦dW referes to the Stratonovitch
differential; the parameter α is positive. When α = 0 the first equation of
(5) reduces to the stochastic Euler equation.
The well posedness of weak solutions of the deterministic system (5) (σ =
0) is not known. In particular, when the initial velocity has finite energy,
existence of global weak solutions can be proven if α > 0, see the Appendix.
However, the uniqueness is not known for both d = 2 and d = 3. If α = 0
and σ = 0, global existence of solutions are known for initial velocity of finite
energy and enstrophy for d = 2 while it is open for d = 3; their uniqueness
is an open problem for d = 2 and d = 3 (see, e.g., [4]).
Let us point out that the analysis of the deterministic Leray-α Euler
equations in 3D, that is system (5) with σ = 0, is more difficult than for
the other approximations models for 3D inviscid fluids (i.e., Camassa-Holm,
Clark and Voigt models). Indeed, for these other models there is formal
conservation of the sum
∫
|vα|2dx+α
∫
|∇vα|2dx (α > 0), whereas the model
we are interested in has only formal conservation of
∫
|vα|2dx. From this point
of view the deterministic Leray-α model for 3D Euler equations considered in
this paper is closer to the 3D Euler equations than the Voigt, Camassa-Holm
and Clark models which regularize much more the original Euler equations.
When adding an appropriate stochastic perturbation, we will prove that
system (5) has a unique global solution (in law) when the initial condition is of
finite energy. We will prove existence and uniqueness (in law) of solutions by
means of Girsanov formula. The multiplicative noise in (5) formally preserves
the conservation of energy (see Section 3 for the details). It is crucial to
choose the random perturbation in (5) to be written in the Stratonovitch
form in such a way that formally the energy of the vector field vα is conserved.
All our results are stated for a three dimensional spatial domain (a box
[0, 2π]3, assuming periodic boundary conditions), but our proofs can be easily
adapted to the two dimensional case. It would be interesting to study the
behavior of the process vα when α and/or σ converge to zero. This is the
subject of future research.
In the past few years, there has been a huge effort to tackle the problem
of using a similar noise in order to improve the qualitative properties of some
non linear equations. In particular uniqueness of the stochastic equation
has been proved either when uniqueness is not known in the deterministic
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setting or with weaker assumptions than in the deterministic setting; for
these results, see [1, 2, 3, 11, 13, 14, 15] and the references therein. We refer
to [9, 16] for the 2D Euler equations, and to [10, 17] for some analysis on the
3D Navier-Stokes equations. For an overview of the problems and methods,
we refer to [12].
As far as the content of this paper, in Section 2 we will introduce our
functional setting and spaces. Section 3 will be devoted to the description
of the stochastic Leray-α model in Fourier components. We will write the
model in both the Stratonovitch and Itoˆ forms. Section 4 will focus on the
linear model: global existence and uniqueness of strong (in the probabilistic
sense) solutions will be proved. The uniqueness proof is based on the study of
a new linear problem constructed by means of the covariance matrix Ak. The
nonlinear model will be studied in Section 5, where we prove the existence and
uniqueness of solutions (in law) by means of a Girsanov formula. In Section 6,
our results will be stated for the stochastic partial differential equation (5).
To make our paper self-contained, in the Appendix we will give the proof
of global existence of weak solutions for the deterministic Leray-α model of
Euler equations.
2 Functional setting
Let the spatial domain be a torus T, i.e. x ∈ R3 and periodic boundary
conditions on the cube [0, 2π]3 are assumed. Notice that if v is a solution,
then also v + c (c ∈ R) is a solution. Therefore, we consider mean zero
velocity vectors, i.e.
∫
[0,2π]3
v(t, x) dx = 0.
We fix notations. Given a complex number z ∈ C, we denote, respec-
tively, by ℜz and ℑz its real and imaginary part; hence, z = ℜz − iℑz and
the product of two complex numbers z and w is wz = (ℜwℜz − ℑwℑz) +
i(ℜwℑz + ℑwℜz).
Morever, let x ∈ C3 be represented as x = (x(1), x(2), x(3)). For x, y ∈ C3,
we set 〈x, y〉 =
∑3
j=1 x
(j)y(j) and ‖x‖2 = 〈x, x〉. This defines, as a particular
case, also the scalar product and the norm in R3.
For each k ∈ Z3, let ek(x) := e
i〈x,k〉, x ∈ R3. The family {ek}k∈Z3 is a
complete orthogonal basis for the space L2(T,C).
In this Section, we write the deterministic Leray-α model of the Euler
system (5) 
∂vα
∂t
+ (uα ·▽)vα + ▽p = 0
vα = (1− α△)uα
div vα = 0,
(6)
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in Fourier components; this will be given in (8). In the next Section, the
stochastic forcing term will be introduced.
Assume v(t, ·) and u(t, ·) are in (L2(T,C))3; then
v(t, x) =
∑
k∈Z3
vk(t)ek(x) and u(t, x) =
∑
k∈Z3
uk(t)ek(x)
We have v0 = 0 and u0 = 0, since v has mean value zero. Moreover, since v
and u are real valued and e−k(x) = ek(x), we have
v−k(t) = vk(t), u−k(t) = uk(t).
We set ‖v(t, ·)‖2
l2
=
∑
k ‖vk(t)‖
2.
We substitute in (6)2 and get∑
k
vk(t)ek(x) = (1− α△)
∑
k
uk(t)ek(x).
From now on, we will drop the index α in the unknowns for simplicity.
Since △ek(x) = −‖k‖
2ek(x) then vk(t) = (1 + α‖k‖
2)uk(t) and∑
k
vk(t)ek(x) =
∑
k
(
1 + α‖k‖2
)
uk(t)ek(x).
From equation (6)3 we get the incompressibility condition
〈vk(t), k〉 = 0 ∀k ∈ Z
3, t ∈ R.
Finally, using (6)1 we obtain
d
dt
∑
k
vk(t)ek(x)
= −
(∑
h
uh(t)eh(x) · ▽
)∑
k′
ek′(x)vk′(t)− ▽p(t, x)
= −
∑
h,k′
eh(x)
(
u
(1)
h (t)
∂
∂x(1)
+ u
(2)
h (t)
∂
∂x(2)
+ u
(3)
h (t)
∂
∂x(3)
)
ek′(x)vk′(t)− ▽p(t, x)
= −
∑
h,k′
eh(x)
(
u
(1)
h (t)ik
′(1) + u
(2)
h (t)ik
′(2) + u
(3)
h (t)ik
′(3)
)
ek′(x)vk′(t)− ▽p(t, x)
= −i
∑
h,k′
eh+k′(x)〈uh(t), k
′〉vk′(t)− ▽p(t, x),
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that is
d
dt
∑
k
vk(t)ek(x) = −i
∑
h,k′
〈vh(t), k
′〉
1 + α‖h‖2
Pk(vk′(t))eh+k′(x)
where
Pk(v) := v −
〈v, k〉
〈k, k〉
k (7)
is the projection onto the space orthogonal to k.
Summing up, since 〈vh, k〉 = 〈vh, k− h〉, we obtain the system (6) written in
Fourier components
dvk
dt
(t) = −i
∑
h∈Z3
〈vh(t), k〉
1 + α‖h‖2
Pk(vk−h(t))
〈vk(t), k〉 = 0
v−k(t) = vk(t)
(8)
for any k.
We notice that, given α ≥ 0, if
∑
k ‖vk(t)‖
2 < ∞, then the series in the
r.h.s. of (8)1 is convergent and for any k we have∥∥∥∥dvkdt (t)
∥∥∥∥ ≤ ‖v(t)‖2l2‖k‖.
System (8) enjoys an important property: formally the energy E(t) :=
1
2
∑
k ‖vk(t)‖
2 is conserved under the dynamics given by (8). Indeed,
d
dt
‖vk(t)‖
2 =
∑
h
2ℜ
{
−i
〈vh(t), k〉
1 + α‖h‖2
〈Pk(vk−h(t)), vk(t)〉
}
Summing over all components, we formally obtain
dE
dt
(t) =
∑
k
∑
h
ℑ
{
〈vh(t), k〉
1 + α‖h‖2
〈vk−h(t), vk(t)〉
}
which vanishes, since the sum contains terms which cancel each other ac-
cording to the following equality
〈vh′, k
′〉
1 + α‖h′‖2
〈vk′−h′, vk′〉 =
〈vh, k〉
1 + α‖h‖2
〈vk−h, vk〉 (9)
for h′ = −h and k′ = k − h.
Let us finally notice that conservation of energy formally holds also for
α = 0.
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3 The stochastic Leray-α model in Fourier
components
We are interested in a stochastic equation obtained from (8) by adding a
random forcing term in such a way that energy is formally conserved. To
this end we consider the system of Stratonovich equations
dYk(t) = −i
∑
h∈Z3
Pk(Yk−h(t))
〈Yh(t)dt+ σ ◦ dWh(t), k〉
1 + α‖h‖2
, k ∈ Z3, k 6= ~0
(10)
where {Wh}h∈Z3 is a family of independent C
3-valued Brownian motions on a
filtered probability space (Ω, (Ft)t≥0, P ), except for 〈Wh(t), h〉 = 0,W−h(t) =
Wh(t). According to the properties of Stratonovich integral (see [19]) we have
formally that dE(t) = 0. The computations are similar to the previous ones,
using (9) and
〈Yk−h, Yk〉〈σ ◦ dW−h, k〉 = 〈Yk, Yk−h〉〈σ ◦ dWh, k〉.
Let us make precise the Stratonovich formulation of system (10) in order
to write it in terms of Itoˆ integrals. Indeed, the Stratonovitch formulation
gives insights on the behaviour of the system, but computations will be done
on the Itoˆ formulation.
Set
J := {(k1, k2, k3) ∈ Z
3 : k1 > 0 or (k1 = 0, k2 > 0) or (k1 = 0, k2 = 0, k3 > 0)}.
Let {W ′h}h∈J be a family of independent C
3-valued standard Brownian mo-
tions. Define for any h ∈ J
Wh := Ph(W
′
h), W−h :=W h (11)
Therefore 〈Wh, h〉 = 0,W−h =W h for any h ∈ Z
3, h 6= ~0. Hence it is enough
to give the family {W ′h}h∈J in order to define the stochastic part of system
(10).
Next, define
W˜ h,k(t) := 〈Wh(t), k〉 (12)
then each W˜ h,k is a C-valued Brownian motion, whose real and imaginary
part are independent. Since W˜ h,k(t) = 〈Wh(t), k〉 = 〈Ph(W
′
h(t)), k〉 = 〈W
′
h(t), Ph(k)〉,
then
V ar[ℜW˜ h,k(1)] = V ar[ℑW˜ h,k(1)] = ‖Ph(k)‖
2 = ‖k‖2 sin2(θ)
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where θ is the angle between h and k. Now, setting
W˜h,k‖Ph(k)‖ := W˜ h,k (13)
we have defined standard real Brownian motions ℜW˜h,k and ℑW˜h,k.
Set
σh :=
σ
1 + α‖h‖2
. (14)
Therefore (10) is
dYk(t) =− i
∑
h∈Z3
〈Yh(t), k〉
1 + α‖h‖2
Pk(Yk−h(t))dt
− i
∑
h∈Z3
σh‖Ph(k)‖Pk(Yk−h(t)) ◦ dW˜h,k(t)
(15)
Indeed, for the Stratonovich integral we have∫ t
0
Pk(Yk−h(s)) 〈σh ◦ dWh(s), k〉
= σhPk
∫ t
0
Yk−h(s) ◦ dW˜ h,k(s)
= σh‖Ph(k)‖Pk
∫ t
0
Yk−h(s) ◦ dW˜h,k(s)
= σh‖Ph(k)‖Pk
∫ t
0
ℜYk−h(s) ◦ dℜW˜h,k(s)− σh‖Ph(k)‖Pk
∫ t
0
ℑYk−h(s) ◦ dℑW˜h,k(s)
+ iσh‖Ph(k)‖Pk
∫ t
0
ℜYk−h(s) ◦ dℑW˜h,k(s) + iσh‖Ph(k)‖Pk
∫ t
0
ℑYk−h(s) ◦ dℜW˜h,k(s).
(16)
We have the corresponding Itoˆ formulation.
Theorem 1. Let {Yk}k∈Z3,k 6=~0 be a sequence of continuous and adapted pro-
cesses defined on a given filtered probability space such that
∑
k ‖Yk(t)‖
2 <∞
a.s.. If the sequence solves the following system
dYk(t) =− i
∑
h∈Z3
〈Yh(t), k〉
1 + α‖h‖2
Pk(Yk−h(t))dt
− i
∑
h∈Z3
σh‖Ph(k)‖Pk(Yk−h(t))dW˜h,k(t)
−
∑
h∈Z3
σ2h‖Ph(k)‖
2Pk(Pk−h(Yk(t)))dt, ∀k
(17)
then it solves system (15).
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Proof. We are going to prove that when the Itoˆ integral in the r.h.s. is written
as a Stratonovich integral, we get (15). The corrective term appearing in this
transformation comes from the quadratic variation [σh‖Ph(k)‖Pk(Yk−h), W˜h,k]
(see [19]).
Let us work on the real and imaginary part; this makes the proof long
but clear. Let k′ = k − h; from (15) we have
σh‖Ph(k)‖Pk(ℜYk′(t)) = σh‖Ph(k)‖Pk(ℜYk′(0)) +
∫ t
0
. . . . . . ds
+
∑
h′∈Z3
∫ t
0
σh‖Ph(k)‖Pk (σh′‖Ph′(k
′)‖Pk′(ℜYk′−h′(s))) ◦ dℑW˜h′,k′(s)
+
∑
h′∈Z3
∫ t
0
σh‖Ph(k)‖Pk (σh′‖Ph′(k
′)‖Pk′(ℑYk′−h′(s))) ◦ dℜW˜h′,k′(s).
σh‖Ph(k)‖Pk(ℑYk′(t)) = σh‖Ph(k)‖Pk(ℑYk′(0)) +
∫ t
0
. . . . . . ds
−
∑
h′∈Z3
∫ t
0
σh‖Ph(k)‖Pk (σh′‖Ph′(k
′)‖Pk′(ℜYk′−h′(s))) ◦ dℜW˜h′,k′(s)
+
∑
h′∈Z3
∫ t
0
σh‖Ph(k)‖Pk (σh′‖Ph′(k
′)‖Pk′(ℑYk′−h′(s))) ◦ dℑW˜h′,k′(s).
Bearing in mind that
W˜h′,k−h is independent of W˜h,k if h
′ 6= −h and h′ 6= h
and
W˜h′,k−h = W˜h,k if h
′ = −h.
W˜h′,k−h = W˜h,k if h
′ = h
we are reduced to take into account only the terms with h′ = −h and h′ = h.
Moreover, we use that Ph(k) = P−h(k − h) = Ph(k − h). Therefore the
corrective term for σh‖Ph(k)‖Pk(ℜYk−h(s)) ◦ dℑW˜h,k(s) is
−
1
2
σ2h‖Ph(k)‖
2Pk (Pk−h (ℜYk(s))) +
1
2
σ2h‖Ph(k)‖
2Pk (Pk−h (ℜYk−2h(s))) ;
that for σh‖Ph(k)‖Pk(ℑYk−h(s)) ◦ dℜW˜h,k(s) is
−
1
2
σ2h‖Ph(k)‖
2Pk (Pk−h (ℜYk(s)))−
1
2
σ2h‖Ph(k)‖
2Pk (Pk−h (ℜYk−2h(s))) ;
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that for −σh‖Ph(k)‖Pk(ℜYk−h(s)) ◦ dℜW˜h,k(s) is
−
1
2
σ2h‖Ph(k)‖
2Pk (Pk−h (ℑYk(s)))−
1
2
σ2h‖Ph(k)‖
2Pk (Pk−h (ℑYk−2h(s))) ;
that for σh‖Ph(k)‖Pk(ℑYk−h(s)) ◦ dℑW˜h,k(s) is
−
1
2
σ2h‖Ph(k)‖
2Pk (Pk−h (ℑYk(s))) +
1
2
σ2h‖Ph(k)‖
2Pk (Pk−h (ℑYk−2h(s))) .
Summing up all the contributions, we get the expression given in the Propo-
sition. 
The aim of this paper is to study the stochastic system (17) with initial
data of finite energy.
4 The linear model
Let us consider the linear system obtained by neglecting the nonlinear terms
in (17):
dYk(t) = −i
∑
h∈Z3 σh‖Ph(k)‖Pk(Yk−h(t))dB˜h,k(t)
−
∑
h∈Z3 σ
2
h‖Ph(k)‖
2Pk(Pk−h(Yk(t)))dt
〈Yk(t), k〉 = 0
Y−k(t) = Yk(t)
Yk(0) = yk
(18)
for each k 6=
−→
0 . Here, {B˜h,k} is a family of C-valued Brownian motions
obtained from a family of independent C3-valued standard Brownian motions
{B′h}h∈J defined on a filtered probability space (Ω, {Ft}t≥0, Q) with the same
procedure presented in (11)-(13).
In the next section, we will see how Girsanov transform allows to pass
from the linear to the nonlinear system.
Notice that if EQ
∫ T
0
‖Y (t)‖l2dt <∞, then the terms in the r.h.s. of (18)1
10
are well defined. Indeed, for the Itoˆ integrals we use that
E
Q‖
∑
h∈Z3
σh‖Ph(k)‖
∫ t
0
Pk(Yk−h(s)dB˜h,k(s)‖
2
= EQ
∑
h∈Z3
σ2h‖Ph(k)‖
2
∫ t
0
‖Pk(Yk−h(s))‖
2ds
≤ σ2‖k‖2EQ
∫ t
0
∑
h∈Z3
‖Yk−h(s)‖
2ds
= σ2‖k‖2EQ
∫ t
0
‖Y (s)‖2l2ds
and for the deterministic integrals (Q-a.s.)
‖
∫ t
0
∑
h∈Z3
σ2h‖Ph(k)‖
2Pk(Pk−h(Yk(s))) ds‖
≤
∫ t
0
‖
∑
h∈Z3
σ2h‖Ph(k)‖
2Pk(Pk−h(Yk(s)))‖ds
≤ (
∑
h∈Z3
σ2h)‖k‖
2
∫ t
0
‖Yk(s)‖ds
with
∑
h∈Z3 σ
2
h =
∑
h∈Z3
σ2
(1+α‖h‖2)2
< +∞.
We are interested in the stochastic system (18) with deterministic initial
data y = {yk}k of finite energy. We shall deal with strong solution in the
probabilistic sense, that is the filtered probability space (Ω, {Ft}t≥0, Q) and
the Brownian motions {B′h}h∈J are given a priori. We shall prove existence
and uniqueness of solutions of the following type.
Definition 1. Given y ∈ l2, an energy controlled strong solution for system
(18) is a family of continuous and adapted C3-valued stochastic processes
{Yk}k∈Z3 such that for all t ≥ 0
Yk(t) = yk − i
∑
h∈Z3 σh‖Ph(k)‖
∫ t
0
Pk(Yk−h(s))dB˜h,k(s)
−
∑
h∈Z3 σ
2
h‖Ph(k)‖
2
∫ t
0
Pk(Pk−h(Yk(s)))ds
〈Yk(t), k〉 = 0
Y−k(t) = Yk(t)
11
Q-a.s. for all k, and for any t > 0∑
k∈Z3
‖Yk(t)‖
2 ≤
∑
k∈Z3
‖yk‖
2 Q− a.s.
4.1 Existence of a strong solution
Theorem 2. For any initial data of finite energy, there exists an energy
controlled strong solution to system (18).
Proof. We consider the finite dimensional system associated to (18); for each
integer N > 0 this is obtained by neglecting the components of index higher
than N in such a way that the energy is conserved. Set ΓkN = {h ∈ Z
3 : 0 <
‖h‖ < N, 0 < ‖h− k‖ < N}. Then the linear Galerkin system is
dYk(t) = −i
∑
h∈Γk
N
σh‖Ph(k)‖Pk(Yk−h(t))dB˜h,k(t)
−
∑
h∈Γk
N
σ2h‖Ph(k)‖
2Pk(Pk−h(Yk(t)))dt
〈Yk(t), k〉 = 0
Y−k(t) = Y (t)k
Yk(0) = yk
(19)
for each k ∈ Z3, 0 < ‖k‖ < N . We consider inital data Y N(0) = yN obtained
from the inital data y of the full system (18) by putting to 0 the components
yk with ‖k‖ ≥ N .
By linearity the Galerkin system has a unique global strong solution
Y N = {Y Nk }0<‖k‖<N . Each component is a continuous and adapted process.
Moreover, energy is conserved, that is for any t > 0
d
∑
‖k‖<N
‖Y Nk (t)‖
2 = 0 Q− a.s.
To prove it, again we use the properties of the family {B˜h,k} of Brownian
motions and the projector defined in (7).
Therefore, for an inital data of finite energy we have for any t > 0
‖Y N(t)‖l2 = ‖y
N‖l2 ≤ ‖y‖l2 Q− a.s. (20)
This implies that for any p ∈ [1,∞) we have
E
Q
∫ T
0
‖Y N(t)‖p
l2
dt = ‖yN‖p
l2
≤ ‖y‖p
l2
∀N. (21)
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Therefore the sequence {Y N}N is a bounded sequence in L
p(Ω × [0, T ]; l2)
for any 1 ≤ p ≤ ∞. This implies that there exists a sequence {Y Ni}∞i=1 and
a process Y ∈ L∞(Ω× [0, T ]; l2) such that
lim
i→∞
Y Ni = Y weakly in Lp(Ω× [0, T ]; l2) for p <∞
and
lim
i→∞
Y Ni = Y ⋆ -weakly in L∞(Ω× [0, T ]; l2).
In particular
lim
i→∞
Y Nik = Yk weakly in L
2(Ω× [0, T ]).
Now we consider the convergence of the integrals in the r.h.s. of (19)1.
The Itoˆ integral, considered as a linear operator, is strongly continuous in
L2(Ω× [0, T ]); hence it is weakly continuous (see .e.g. [22, 24]). This implies
that each stochastic integral converges weakly:
lim
N→∞
∫ ·
0
Pk(Y
N
k−h(s))dB˜h,k(s) =
∫ ·
0
Pk(Yk−h(s))dB˜h,k(s) weakly in L
2(Ω×[0, T ])
On the other side, using the independence of the Itoˆ integrals and the Itoˆ
isometry we have
E
Q‖
∑
‖h‖<N
σh‖Ph(k)‖
∫ T
0
Pk(Y
N
k−h(s))dB˜h,k(s)‖
2
=
∑
‖h‖<N
σ2h‖Ph(k)‖
2
E
Q‖
∫ T
0
Pk(Y
N
k−h(s))dB˜h,k(s)‖
2
=
∑
‖h‖<N
σ2h‖Ph(k)‖
2
E
Q
∫ T
0
‖Pk(Y
N
k−h(s))‖
2ds
≤ σ2‖k‖2
∑
‖h‖<N
E
Q
∫ T
0
‖Y Nk−h(s)‖
2ds
≤ σ2‖k‖2‖y‖2l2 by (21).
Hence
lim
N→∞
∑
‖h‖<N
∫ ·
0
σh‖Ph(k)‖Pk(Y
N
k−h(s))dB˜h,k(s) =
∑
h
∫ ·
0
σh‖Ph(k)‖Pk(Yk−h(s))dB˜h,k(s)
weakly in L2(Ω× [0, T ]).
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For the deterministic integral, it is an easy computation to identify the
limit:∫ ·
0
Pk(Pk−h(Y
N
k (s)))ds→
∫ ·
0
Pk(Pk−h(Yk(s)))ds weakly in L
2(Ω×[0, T ]).
For the limit Y , we have for any t ≥ 0
‖Y (t)‖l2 ≤ ‖y‖l2 Q− a.s.
Therefore Y is an energy controlled strong solution.
Moreover, using again the estimate
E
Q
∫ T
0
‖Y (t)‖2l2dt <∞
in a classical way we obtain that the process given by the infinite sum of
Itoˆ integrals
∑
h σh‖Ph(k)‖
∫ t
0
Pk(Yk−h(s))dB˜h,k(s) has a continuous modifi-
cation. Hence, we conclude that the process Y has a continuous modification.

4.2 The covariance matrices
In Theorem 2 we have proved existence of energy controlled solutions Y =
{Yk}k∈Z3 of (18); now we want to show their uniqueness. The idea is to study
the time evolution of the covariance matrices {Ak}k∈Z3 , defined as follows:
Aj1,j2k (t) = E
Q
[
ℜY
(j1)
k (t)ℜY
(j2)
k (t) + ℑY
(j1)
k (t)ℑY
(j2)
k (t)
]
j1, j2 = 1, 2, 3
We collect the properties of Ak. Since 〈Yk(t), k〉 = 0 for any t and k, then
k is an eigenvector for Ak(t) corresponding to the 0 eigenvalue. Ak(t) is a
symmetric and semi-positive definite matrix; therefore the trace of Ak(t) is
non negative. Moreover, we have∑
k∈Z3
Tr(Ak(t)) ≤ ‖y‖
2
l2 (22)
for any t ≥ 0. Finally, PkAk(t)Pk = Ak(t), where Pk is the real matrix pre-
viously defined in (7), which is symmetric semi-positive definite; Pk has the
0 eigenvalue with eigenvector k and the eigenvalue 1 of double multiplicity.
Bearing in mind (18) and the properties of the Brownian motions B˜h,k,
with some long but easy computations we get that each Ak fulfils a linear
equation.
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Proposition 3. For each k 6= ~0, Ak fulfils the differential equation
dAk
dt
(t) =−
∑
h∈Z3
σ2h‖Ph(k)‖
2PkPk−hAk(t)
−
∑
h∈Z3
σ2h‖Ph(k)‖
2Ak(t)Pk−hPk
+ 2
∑
h∈Z3
σ2h‖Ph(k)‖
2PkAk−h(t)Pk
(23)
This Proposition shows the non trivial fact that the covariance matrices
satisfy a closed differential system.
4.3 Pathwise uniqueness
We prove pathwise uniqueness for system (18).
Theorem 4. There exists at most one energy controlled strong solution to
system (18), that is given two energy controlled strong solutions Y[1] and Y[2]
to system (18) defined on the same probability space (Ω, {Ft}t≥0, Q) and with
the same initial data y ∈ l2 and Brownian motions, we have for any t ≥ 0
Y[1](t) = Y[2](t) Q− a.s.
Proof. Define
Y := Y[1] − Y[2].
The idea of the proof is to take the difference Y = Y[1] − Y[2]; by linearity Y
solves (18) but with initial data Y (0) = 0. Let {Ak}k∈Z3 be the covariance
matrices of Y ; these matrices satisfy (23) with zero initial condition and
regularity (24). Thus, the uniqueness problem for (18) is transformed in the
easier uniqueness problem for the deterministic system (23). Indeed, in order
to show that for any t > 0 we have Y (t) = 0 Q-a.s. it is enough to prove
that system (23) with zero initial condition has the unique solution which
vanishes, i.e. for any k 6= ~0, given Ak(0) = 0 we have Ak(t) = 0 for all t > 0.
For any T > 0 define
Bk :=
∫ T
0
Ak(t)dt.
Each tensor Bk enjoys the same properties of Ak. Since∑
k∈Z3
Tr(Ak(t)) ≤ 4‖y‖
2
l2, (24)
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then ∑
k∈Z3
Tr(Bk) ≤ 4‖y‖
2
l2T ;
thus
lim
k→∞
Tr(Bk) = 0. (25)
Writing equation (23) in the integral form we have
Ak(T ) =
∑
h∈Z3
σ2h‖Ph(k)‖
2
[
2PkBk−hPk − PkPk−hBk − BkPk−hPk
]
. (26)
If Bh = 0 for all h, then Ak(T ) = 0 and the proof is completed.
We proceed by contradiction. Suppose that there exists k1 such that Bk1
does not vanish; then the maximal eigenvalue λ∗1 of Bk1 is positive. Starting
from Bk1 and λ
∗
1 we construct a sequence of Bkn and λ
∗
n’s (with λ
∗
n the
maximal eigenvalue of Bkn) such that {λ
∗
n}n∈N is a stricly increasing sequence.
Therefore limn→∞ λ
∗
n > 0. On the other hand, each Bk is semipositive definite
and therefore Tr(Bkn) ≥ λ
∗
n. It follows that
lim
n→∞
Tr(Bkn) > 0
which is impossible because of (25).
Therefore we are left to prove that given kn ∈ N such that Bkn has
maximal eigenvalue λ∗n > 0, then there exists kn+1 ∈ N such that Bkn+1 has
maximal eigenvalue λ∗n+1 > λ
∗
n > 0.
Let φn be the eigenvector corresponding to λ
∗
n. Therefore
Bknφn = λ
∗
nφn (27)
Moreover φn is orthogonal to kn, since they are eigenvectors corresponding
to different eigenvalues; therefore
Pknφn = φn (28)
From (26) we have
0 ≤ 〈φn, Akn(T )φn〉 =
∑
h∈Z3
σ2h‖Ph(k)‖
2(2〈φn, PknBkn−hPknφn〉
− 〈φn, PknPkn−hBknφn〉
− 〈φn, BknPkn−hPknφn〉)
Using that each Bk is symmetric and (27)-(28), we get
0 ≤ 2
∑
h∈Z3
σ2h‖Ph(k)‖
2
[
〈φn, Bkn−hφn〉 − λ
∗
n〈φn, Pkn−hφn〉
]
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For fixed n, we have that 〈φn, Bkn−hφn〉 tends to 0 as ‖h‖ → ∞, because of
(25). Therefore, some addends in the sum are negative; if the sum must be
non negative there must exist at least one addend positive, i.e.
∃h˜ : 〈φn, Bkn−h˜φn〉 − λ
∗
n〈φn, Pkn−h˜φn〉 > 0
Set kn+1 = kn − h˜. Then
〈φn, Bkn+1φn〉 − λ
∗
n〈φn, Pkn+1φn〉 > 0
Setting ψn = Pkn+1φn and using that Bkn+1 = Pkn+1Bkn+1Pkn+1 we get
〈ψn, Bkn+1ψn〉 > λ
∗
n〈ψn, ψn〉
which implies that the maximal eigenvalue λ∗n+1 of Bkn+1 is larger than λ
∗
n.

5 The nonlinear model
Consider the nonlinear system in the Itoˆ form
dYk(t) = −i
∑
h∈Z3
〈Yh(t), k〉
1 + α‖h‖2
Pk(Yk−h(t))dt
− i
∑
h∈Z3
σh‖Ph(k)‖Pk(Yk−h(t))dB˜h,k(t)
−
∑
h∈Z3
σ2h‖Ph(k)‖
2Pk(Pk−h(Yk(t)))dt
〈Yk(t), k〉 = 0
Y−k(t) = Yk(t)
Yk(0) = yk
(29)
Starting from the solution of the linear system (18) we construct a solution
to this nonlinear system by means of Girsanov transform. We shall deal with
solutions on any fixed finite time interval [0, T ].
Definition 2. Given y ∈ l2, a weak solution of equation (29) in l2 is a
filtered probability space (Ω, {Ft}t∈[0,T ], P ), a sequence of independent C
3-
valued Brownian motions W ′ = {W ′h}h∈J on (Ω, {Ft}t∈[0,T ], P ) and an l
2-
valued stochastic process Y := (Yk)k∈Z3 on (Ω, {Ft}t∈[0,T ], P ), with continuous
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and adapted components Yk such that for all t ∈ [0, T ]
Yk(t) = yk − i
∑
h∈Z3
∫ t
0
〈Yh(s), k〉
1 + α‖h‖2
Pk(Yk−h(s))ds
− i
∑
h∈Z3
σ
1 + α‖h‖2
‖Ph(k)‖
∫ t
0
Pk(Yk−h(s))dW˜h,k(s)
−
∑
h∈Z3
(
σ
1 + α‖h‖2
)2
‖Ph(k)‖
2
∫ t
0
Pk(Pk−h(Yk(s)))ds
〈Yk(t), k〉 = 0
Y−k(t) = Yk(t)
P -a.s. for each k ∈ Z3. We denote this solution by ((Ω, {Ft}t∈[0,T ], P ), Y,W
′).
Moreover, it is called an energy controlled weak solution if for all t ∈ [0, T ]
this solution satisfies∑
k∈Z3
‖Yk(t)‖
2 ≤
∑
k∈Z3
‖yk‖
2 P − a.s.
As usual, the Brownian motions W˜h,k are constructed by the family
{W ′h}h∈J (see (11)-(13)).
First we present the Girsanov result. Let Y = {Yh}h be the strong energy
controlled solution of (18). Define
L(t) =
1
σ
∑
h∈J
∫ t
0
Yh(s)dBh(s)
Then L is a martingale and its quadratic variation [L, L] is well defined and
given by
[L, L](t) =
1
σ2
∫ t
0
∑
h∈J
Yh(s)
2ds (30)
We have
Proposition 5. Let Y be the strong solution of system (18) with the family of
independent C3-valued standard Brownian motions {B′h}h∈J on (Ω, {Ft}t≥0, Q).
Then
W ′h(t) = B
′
h(t)−
1
σ
∫ t
0
Yh(s)ds, h ∈ J, 0 ≤ t ≤ T, (31)
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defines a family of independent C3-valued standard Brownian motions on
(Ω, {Ft}0≤t≤T , P ) with the measure P , defined on (Ω,FT ), which is absolutely
continuous with respect to the measure Q and
dP
dQ
= eL(T )−
1
2
[L,L](T )
Proof. Since ‖Y (t)‖l2 ≤ ‖y‖l2 Q-a.s., Novikov condition
E
Q
[
e
1
σ2
∫ T
0
∑
h∈J ‖Yh(s)‖
2ds
]
<∞ (32)
holds true. Therefore, Girsanov transform now applies in a classical way (see,
e.g. [19, 21]). 
We point out that dP
dQ
> 0, Q-a.s.; therefore also dQ
dP
is well defined. Thus
the measures P and Q are equivalent (i.e. absolutely continuous to each
other).
Our main result is
Theorem 6. For any initial data of finite energy, system (29) has an energy
controlled weak solution. Moreover, this solution is unique in law.
Proof. As far as the existence is concerned, we have that (18) has a unique
strong solution Y defined on (Ω, {Ft}, Q) and satisfying (18). Using the
Girsanov transform (31), we get that ((Ω, {Ft}, P ), Y,W
′) is a weak solution
of (29). Moreover, the measure P is equivalent to the measure Q; then
‖Y (t)‖l2 ≤ ‖y‖l2 P - and Q-a.s. This means that this weak solution is an
energy controlled solution.
As far as the uniqueness is concerned, if there were two different weak
solutions of the nonlinear system (29), then each of them would give rise to
a weak solution of the linear system (18); these are obtained starting from
((Ω, {Ft}, P ), Y,W
′) and getting ((Ω, {Ft}, Q), Y, B
′) via Girsanov transform.
On the other side, the pathwise uniqueness for the linear system (18) implies
the weak uniqueness; this comes from Yamada-Watanabe theorem, which is
usually known for finite dimensional systems but whose validity holds also
in the infinite dimensional setting as soon as the Itoˆ stochastic integrals are
well defined. Now, using the absolute continuity of P and Q, we deduce that
the nonlinear system (29) has a unique solution (in law).
Remark 7. i) The proof shows that our technique can be applied for any α >
0 to more general models, that is we can deal with a noise defined by means
of σh =
σ
(1+α‖h‖2)p
and with the smoothing term given by uα = (1−α∆)−pvα,
for any p > 4/3.
ii) In the 2-dimensional case, all our computations can be extended for p >
1/2.
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6 The formulation in SPDE
The stochastic model considered so far in Fourier components can be written
as a stochastic partial differential equation, as follows
dv + (u · ▽)v dt + ▽p dt =
∑
h∈Z3
∑3
j=1 σheh
∂v
∂x(j)
◦ dW
(j)
h
v = (1− α△)u
div v = 0
v(0) = v0
(33)
For simplicilty we have dropped out the index α in the unknowns.
The first equation of system (33) can be written in a more compact form
as
dv +
3∑
j=1
∂v
∂x(j)
u(j) dt + ▽p dt =
3∑
j=1
∂v
∂x(j)
◦ dW (j). (34)
Here the random field W is given as W (t, x) :=
∑
h∈Z3 σheh(x)Wh(t).
More precisely, the Wiener process W has the following form
W (t, x) = 2σ
∑
h∈J
cos(〈h, x〉)ℜWh(t)− sin(〈h, x〉)ℑWh(t)
1 + α‖h‖2
, (35)
where {Wh}h∈J is a family of independent C
3-valued Brownian motions on a
filtered probability space (Ω, (Ft)t≥0, P ), such that 〈Wh(t), h〉 = 0.
Let us denote by H and V the subspaces of (L2(T))3 and (H1(T))3 re-
spectively, given by vectors fields divergence free and periodic:
H = {v ∈
(
L2(T)
)3
, ∇ · v = 0,
∫
T
v(x)dx = 0, v · n periodic on T}
V = {v ∈ H : v ∈ [H1(T)]3, u periodic on T}
where n is the unit normal to the boundary of the spatial domain.
Moreover, identifyingH with its dualH ′ we get the Gelfand triple (V,H, V ′)
V ⊂ H ≃ H ′ ⊂ V ′.
The norms are inheritaed from the spaces (L2(T))3 and (H1(T))3.
Definition 3. Given v0 ∈ H, a weak solution of (33) in H is a filtered
probability space (Ω, {Ft}, P ), a sequence of independent C
3-valued Brownian
motions {Wh}h on (Ω, {Ft}, P ) and an H-valued continuous and adapted
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stochastic process v on (Ω, {Ft}, P ), such that∫
T
〈v(t, x), φ(x)〉dx−
∫ t
0
∫
T
〈(u(s, x) · ∇)φ(x), v(s, x)〉ds dx
=
∫
T
〈v0(x), φ(x)〉dx
−
∑
h∈Z3
σh
3∑
j=1
∫ t
0
(∫
T
eh(x)〈
∂φ
∂x(j)
(x), v(s, x)〉dx
)
◦ dW
(j)
h (s), P − a.s.
(36)
for each t ∈ [0, T ] and for all test functions φ : R3 → R3, periodic on T, diver-
gence free and of class C1. We denote this solution by ((Ω, {Ft}, P ), v,W ).
Moreover, it is called an energy controlled weak solution if for all t ≥ 0 this
solution satisfies
‖v(t, ·)‖H ≤ ‖v0‖H P − a.s.
This weak formulation corresponds to the stochastic equation (34). In-
deed, for a more regular solution v, by integration by parts in (36) one gets
(34). This is a classical result for the Euler equation and the stochastic part
uses the properties of the Brownian motions. Therefore we have the following
result.
Proposition 8. The equality v(t, x) =
∑
h∈Z3 Yh(t)eh(x) relates the solutions
of the stochastic PDE (36) and of the stochastic Fourier system (15) (or
(17)).
Finally, we can reformulate our result for the SPDE:
Theorem 9. For any initial velocity of finite energy, equation (34) has an
energy controlled weak solution. Moreover, this solution is unique in law.
7 Appendix
In this section, we present a proof of global existence of a weak solution for the
deterministic system (6) with initial velocity of finite energy; here weak has
to be understood in the sense of PDE’s. No written proof has been found in
the published literature, whereas there are results of local (in time) existence
and uniqueness for very regular initial velocity; however, uniqueness of weak
solutions is an open problem. Anyway, Edriss Titi has presented a proof of
global existence of weak solutions, as a private communication.
For simplicity, let us drop the index α.
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Theorem 10. (Due to E. S. Titi) Let v0 ∈ H and T > 0. Then there exists
a global weak solution v to the system (6) such that
v ∈ L∞([0, T ];H) ∩ C([0, T ];V ′)
and ∫
T
〈v(t, x), φ(x)〉dx−
∫ t
0
∫
T
〈(u(s, x) · ∇)φ(x), v(s, x)〉ds dx
=
∫
T
〈v0(x), φ(x)〉dx
(37)
for each t ∈ [0, T ] and for all test functions φ : R3 → R3, periodic with period
box T, divergence free and of class C1.
Proof. Let PN be the finite dimensional projector that is v
N = PNv means
vN(x) =
∑
‖h‖<N(
∫
T
v(x)eh(x)dx)eh(x). Then, we get the following finite-
dimensional system system
dvN
dt
+ PN [(u
N · ∇)vN ] = 0
uN + α∆uN = vN
(38)
From (38)1, we get
d
dt
‖vN(t)‖2H = 0 for any N and t; then ‖v
N(t)‖2H ≤ ‖v0‖
2
H .
Thus
sup
N
‖vN‖L∞(0,T ;H) <∞; (39)
hence using (38)2
sup
N
‖uN‖L∞(0,T ;(H2(T))3) <∞. (40)
Using again equation (38)1
‖
dvN(t)
dt
‖V ′ = sup
‖φ‖V =1
|〈(uN(t) · ∇)vN(t), PNφ〉|
= sup
‖φ‖V =1
|〈(uN(t) · ∇)PNφ, v
N(t)〉|
≤ ‖uN(t)‖(L∞(T))3‖PNφ‖V ‖v
N(t)‖H .
Using again (40) and the embedding theorem H2(T) ⊂ L∞(T), we get that
sup
N
‖
dvN
dt
(t)‖L∞(0,T ;V ′) <∞. (41)
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The estimate (41) means that
{
vN
}
is uniformly Lipschitz in V ′. On the
other side using the estimate (39),
{
vN(t)
}
is inside a bounded ball of H .
Hence, the set
{
vN(t), ∀t
}
is a compact subset of V ′. Using the Ascoli-
Arzela` theorem, we can extract a subsequence called again vN(t) such that
vN −→ v in C([0, T ];V ′)
and v ∈ C([0, T ];V ′. Moreover, using the estimate (41), the limit v is
Lip([0, T ];V ′).
Using (41) and (38)2 we get that
sup
N
‖
duN
dt
(t)‖L∞(0,T ;V ) <∞; (42)
this result and (40) allow to use the compactness theorem (Aubin-Lions).
Therefore we can extract a subsequence, again called uN such that
uN −→ u = (1− α∆)−1v in Lp([0, T ];H2−ǫ),
for some arbitrary ǫ > 0 and p finite. We shall take ǫ < 1
2
in order to use
that H2−ǫ(T) ⊂ L∞(T). Now, we have all the ingredients to pass to the limit
in the system (38) that we are going to write in the weak form:∫
T
〈vN(t, x)− vN(s, x), φ(x)〉dx =
∫ t
s
∫
T
〈(uN(r, x) · ∇)PNφ(x), v
N(r)〉dx dr.
It is easy to pass to the limit on the l.h.s. of the above equality. Let us focus of
the r.h.s. of above equality: the non linear term 〈(uN ·∇)PNφ, v
N〉 converges
weakly in L1(0, T ;V ′), since uN converges strongly in L2(0, T ; [L∞(T)]3) and
vN converges weakly in L2(0, T ;H) (due to (39), considering possibly a new
subsequence).
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