Abstract. Feature selection aims to nd ways to single out the subset of features which best represents the phenomenon at hand and improves performance. This paper presents an approach based on evolutionary computation and the associative paradigm for classication. A wrapperstyle search guided by a genetic algorithm uses the Hybrid Associative Classier to evaluate candidate solutions and thus approximate the optimal feature subset for dierent data sets. The results suggest that this is a feasible approach for feature selection, obtaining solutions equal or similar to the optimal solution while evaluating a relatively small fraction of the search space.
Introduction
Information in excess often becomes redundant or presents irrelevant portions which rather than help describe the phenomenon at hand, hinder the ability to better understand it. In addition, the time most machine learning methods require to work on a data set is proportional to the number of features it contains. Therefore, reducing the number of features or selecting those which are relevant is crucial for improving processing speed and accuracy of classication. Thus, the eld of Feature Selection aims to nd ways to single out the subset of features which best represents the phenomenon and as such optimizes performance.
Feature selection algorithms can be divided into two main groups: lters and wrappers. Filter methods compute a subset of features based on analysis of the intrinsic properties of the features themselves [1] . These methods are classieragnostic since they solely rely on information about the features to make a decision about which ones are the most informative. Thus, they can be used as a prior step to any classication method. In contrast, wrappers analyze performance of feature subsets based on a specic classier [2] . Since this approach depends on a classication algorithm, the optimal subset obtained by one wrapper method may be dierent from the result of using the method with another classication technique. Because exhaustive search is computationally expensive, wrapper methods employ a heuristic search of the solution space to nd a solution. Wrapper methods can be further divided into deterministic and stochastic searches [3] .
Dierent approaches to feature selection have been proposed over the years. For example, using semi-supervised learning together with an ensemble classier [4] , selecting features by clustering [5] , ltering features through the analysis of relevance and redundancy [6] and studying mutual information between variables to remove redundant ones [7] .
Determining the starting point and the direction of the search is crucial to nding or approximating the optimal solution. Working with a population of candidate solutions (as opposed to a single one) allows the search to start in dierent points of the solution space. If the search can be guided to follow the most promising paths, there is a fair chance of arriving at the neighborhood of the optimal solution. A genetic algorithm (GA) thus can be used to perform a broad exploration of the solution space while exploiting the best solutions to steadily approach the optimal feature subset. Feature selection lends itself to a genetic search with a binary chromosome representation. Since each feature will either be selected or not, a feature subset can be expressed as a binary vector. For each component, a value of 1 shall represent a selected feature and a value of 0 shall mean the opposite. The use of a genetic algorithm to address the problem of feature selection was introduced by Siedlecki and Sklansky [8] . Furthermore, Yang and Honavar [9] adopt this approach to perform feature selection with a neural network.
In this paper, a genetic algorithm-based wrapper method for feature selection is proposed. This method employs an associative classier as the method for evaluating feature subsets. The use of a wrapper-style feature selection method with an associative classier was rst proposed in [10] . This proposal executes an exhaustive search aided by parallel processing to reduce the time required. However, that approach is still too time-consuming, albeit guaranteed to nd the optimal solution. As such, this work aims to nd a balance between classication accuracy and the time needed to nd a suitable feature subset.The preliminary results of the conducted experiments show that a GA coupled with an associative classier exhibits rapid convergence to a near-optimal feature subset on dierent data sets. The rest of the paper is organized as follows. Section 2 provides a brief overview of genetic algorithms. Section 3 explains the associative classier Angel Ferreira Santiago, et al. employed in the proposed model. The proposed model is described in Section 4 and the experimental results are presented in Section 5. To conclude, Section 6 presents a discussion on the obtained results.
Genetic Algorithms
Genetic algorithm research was popularized with the work of Holland [11] . It is a branch of evolutionary computation which focuses on modeling the genetic evolution of organisms as it happens in nature, via recombination of genes and random mutations. A brief overview of genetic algorithms follows, although for a more complete review the reader is referred to Holland's work or the book by Engelbrecht [12] .
Research in GAs has ourished recently; having been applied in several dierent areas. GAs have been used in anti-missile systems [13] , vehicle design [14] and signal processing [15] , among others.
The crux of a genetic algorithm is in the choice of operators which control how the candidate solutions will evolve and how the population will converge to a solution. These operators consist of the crossover operator, the mutation operator and the selection operator.
Crossover operators exist to produce new solutions via the exchange of genetic material between two existing "parent" solutions. That is, crossover enables the GA to exploit an area of the search space. In the case of feature selection, crossover hopes to pass on the genetic material representing the most useful features on to the next generation. Among the most used crossover operators are one-point crossover, two-point crossover and uniform crossover [12] .
One-point crossover selects a point 1 < p < n, where n is the number of values in the chromosome, at which to split the parent vectors. After that, an ospring is created by assembling the rst segment of one parent and the second segment of the remaining parent. That is, given two parents A and B, a child solution C is given by:
Similarly, two-point crossover works by selecting two crossover points, p 1 and p 2 , splitting the parent chromosomes at those two points, and then swapping their middle segments to create an ospring. That is:
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Two-point crossover can be generalized to n-point crossover by generating n points and swapping segments between the parents to create an ospring.
Uniform crossover generates an ospring by randomly selecting one of the parents from which to inherit each gene.
Mutation operators were initially conceived as background processes which bore little importance to the evolutionary process [11] . However, they are a powerful tool to enable further exploration of the search space and a timely mutation can potentially save a population trapped in a local optimum. Usually, low mutation rates are employed in GAs as a way to occasionally introduce new genetic material into the population.
A selection operator is in charge of deciding which candidate solutions will progress into the next generation and which ones will perish. This is often done by assigning a solution with better tness a greater chance of being selected (Roulette Wheel selection) or by selecting a subset of the population and selecting the one with best tness (Tournament selection) [12] .
The general structure of a genetic algorithm is as follows:
1. Initialize the population. 2. Evaluate the tness of every individual. 3. Apply crossover and mutation operators. 4. Apply the selection operators to decide the individuals who will progress to the next generation. 5. If a stopping condition has not been met, return to step 2. Otherwise, return the best individual.
Associative Models
An associative memory is a system which takes a codied input or pattern and produces an output which can be either a class label or another pattern. One of the main advantages of associative memories is that, when they are correctly designed, they can accurately recover a pattern even if it has been altered. This robustness against alterations makes them attractive for applications in which the input patterns are likely to be noisy.
A comprehensive review on associative memory models and their inner workings is presented in [16] . This section will focus on presenting the specic model used in this work, the Hybrid Associative Classier with Translation (CHAT).
Angel Ferreira Santiago, et al. As the name suggests, CHAT is a hybrid between two prior associative models: Steinbuch's Lernmatrix and Anderson & Kohonen's Linear Associator [17] ; specically, it adopts the learning phase of the latter and the recovery phase of the former. The combination of these two models allows the CHAT to overcome some of the roadblocks exhibited by its predecessors: it can work with real-valued inputs (unlike the Lernmatrix ) and it does not need its inputs to consist of a set of orthonormal vectors as the Linear Associator does. Aside from this combination, the input patterns are averaged and subsequently this mean vector is substracted from each pattern to assemble a new translated training set which improves classication accuracy.
The CHAT algorithm works as outlined below: As stated above, this paper presents a wrapper-style feature selection model based on a Genetic Algorithm and an associative classier. The objective is to build a feature selector which is relatively fast and robust against noise. This work borrows from [16] the classication algorithm employed; however, it attempts to obtain a feature subset which yields a better classication performance by exploring a portion of the solution space.
The proposed feature selection method is described in graphical form in Figure  1 .
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Fig. 1. Proposed method
The method follows the footprints of a GA: it begins by initializing a random population of candidate feature subsets and starting the search. The GA evolves the population by applying the mutation, crossover and selection operators specied by the user. Those candidates which appear more promising progress through the generations and gradually approximate the optimal solution. To obtain the tness value of a candidate solution, a CHAT classier is trained and then used to classify pattern in the data set using the subset of features selected by the solution. The estimation method used to obtain classication performance was 10-fold cross-validation.
The proposed algorithm was implemented in the R programming language [18] , making use of its parallel package to speed up computation. The experiments were run on a PC running Arch Linux with an AMD A10 processor and 8GB of RAM.
Experimental Results
The aim of this work was to nd a method to obtain better results than those produced by the algorithm presented in [16] , while evaluating a fraction of the possible solutions than an exhaustive search would. The experimental results of applying a GA-based search to feature selection on the data suggest that this is in fact a feasible approach for data sets consisting of more than a dozen features, obtaining optimal or close to optimal tness values with an important Angel Ferreira Santiago, et al. feature amount reduction while evaluating much fewer solutions compared to an exhaustive search.
Data sets taken from the UCI Machine Learning Repository [19] were employed for the experimental part of this project. Specically, the Breast Cancer, Heart Disease, Credit Approval and Hepatitis data sets were chosen.
The parameters shown in Table 1 were constant for all experiments.
A smaller population was used for the breast cancer data set to avoid reaching the target tness in the rst generation with a great likelihood (due to there being only 511 possible subsets) and thus failing to demonstrate the genetic search.
An exhaustive search was run prior to applying the GA in order to have two reference values against which to compare the performance of our method: number of candidate solutions evaluated and classication accuracy.
The search was stopped when one of the following conditions was reached:
1. The maximum number of generations was reached. 2. The maximum tness computed by exhaustive search was reached. 3. 25 generations passed with no improvement on the best solution.
The population size was maintained at a constant number. To achieve this, after producing the ospring solutions, the n ospring replaced the n worst solutions of the original population.
Rather than time, this experiment measured the number of candidate solutions evaluated; unlike running time, this amount is independent of the machine used to run the experiments. For this purpose the program counted the number of solutions generated and evaluated.
Six dierent combinations of selection and crossover operations were tested in the experiments. Table 2 details each of these combinations. Mutation was kept at a constant probability of 0.15. Tables 3 to 6 show the detailed results of the experiments conducted for this work. Specically, they show the number of the experiment, the number of generations passed before stopping, the number of features selected and the tness of the best solution found. Additionally, it presents the percentage of solutions evaluated relative to an exhaustive search, the percentage of approximation of the optimal solution and the dimensionality reduction of the best solution. It is clear from these results that the GA is capable of approximating the optimal feature subset to within 3% of classication accuracy; even outright nding the optimal solution in some test runs.
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With regards to dimensionality reduction, the results show important cutdown on the number of features selected. For the bigger data sets, a reduction of half or more of the features can be observed in all cases. For the Breast Cancer data set, the dimensionality reduction is less noticeable; however, this is due to the small number of features.
Perhaps the key result observed in these experiments is the one concerning the time needed to approximate an optimal feature subset. It can be seen from the result tables that even the most inecient experiments (the ones on the Breast Cancer data set) required less evaluations than an exhaustive search to nd the optimal solution or one extremely similar to it in performance. The other data sets exhibited similar behavior: the more features, the less evaluations (relative to an exhaustive search) were needed to obtain a near-optimal solution. This is exacerbated by the fact that some runs stopped after 25 generations with no improvement, meaning the near-optimal candidate was found much earlier than these results suggest.
The results of this experiment showcase genetic algorithms as a way to relatively quickly search for a solution which reduces the number of features considerably
and improves classication accuracy. A discussion on these results will be oered in the next section.
Conclusions
Feature selection is usually faced with a choice between maximizing the accuracy of the classier and minimizing the time needed for nding a solution. Past approaches have focused on studying the relationship between features to make a decision or constructing a feature subset by gradually adding or removing features in a determined region of the search space.
This study presents a genetic algorithm-based approach which is able to start seeking a solution in multiple places of the search space and then moves along a promising direction which leads to a near-optimal solution. Variants of the most important genetic operators were tested and their results compared to those produced by an exhaustive search. The results showed that this approach to feature selection obtains an approximately optimal solution in less time than an exhaustive search would need; especially so on data sets where the amount of features starts to prohibit full exploration of the solution space. This suggests that GAs are an useful tool for feature selection, especially for larger data sets: their ability to preserve blocks of relevant features along the generations helps the algorithm to converge to a near-optimal solution relatively quickly.
However, some considerations have to be taken into account which limit the power of this approach to obtain the optimal feature subset. In the rst place, for extremely large data sets the best solution is unknown and several local optimums can exist in the search space and the GA can get trapped around these local optimums. It is dicult, if not impossible, to detect whether the algorithm has converged at a less-than-desirable solution. Secondly, the associative classier used is best suited for working on two-class problems, as it generally struggles with multi-class problems. As such, the results produced by applying this approach to this kind of data sets present lesser classication accuracy.
Currently further work is being done with this feature selection model. Larger data sets with hundreds to thousands of features are being tested with this method. Additionally, dierent genetic operators are being used in an attempt to nd the combination of these which yields better results. Other kinds of evolutionary algorithms should be tested in the future in order to determine if they can produce similar or better results than GAs; similarly, future research should also focus on coupling the GA with other classiers.
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