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Abstract
Structure-preserving numerical methods (in particular, nite dierence schemes) are surveyed,
including invariant-preserving methods and symplectic methods for ordinary dierential equations,










































z = JrH(z): (1)











H(z) = rH(z)  zt = rH(z)  JrH(z) = 0: (3)
ただし ztの下付き添え字は変数 tに関する微分を表す（以降同様の表記を用いる）．２本のベクトル x;yに
対して，x  y = x>yは通常の内積である．次に，Hamilton系 (1)を解いて得られる「フロー」（\ow"）：



























定義 1 (離散勾配（discrete gradient）[9]) d0 を自然数とし，ある関数 f : Rd0 ! Rを考える．このと
き任意の x;y 2 Rd0 に対して次を満たす離散量 rdf : Rd0  Rd0 ! Rd0 が存在するとき，それを f の「離
散勾配」（\discrete gradient"）と呼ぶ．
 f(x)  f(y) = rdf(x;y)  (x  y),





必要である（関数 f に作用するrd という作用素があるわけではない）．
定義 1を満たす離散勾配をどうやって作るかはひとまずさておき，このような離散勾配が存在したら，自
明に保存解法が構成できることを次に見よう．以下では，数値解を z(m) ' z(mt) （m = 0; 1; 2; : : :）と
書く．時刻 t = 0（すなわちm = 0）では初期値が与えられているとする．
スキーム 1 (保存差分スキーム) m = 0; 1; 2; : : :に対して，
z(m+1)   z(m)
t
= JrdH(z(m+1); z(m)): (5)

定理 1 (保存性) 定義 1で与えた差分スキームは，以下を満たすという意味で保存的である：










= rdH(z(m+1); z(m))  JrdH(z(m+1); z(m)) = 0:
なお第一の等号は離散連鎖律による． 
前述のとおり，定理 1をこの形で初めて書いたのは Gonzalez [9]だが，個々の例題やその周辺において
は，古くから気づかれていたものである．





さて，離散勾配の具体的な構成に移ろう．定義 1中の離散連鎖律の条件は，多変数関数rdf : Rd0 Rd0 !
Rd0 に対してたった１つの等式制約を加えるゆるいものであり，実は一般に，与えられた関数 f に対する離
散勾配は無数に存在する．Gonzalez自体は次の離散勾配を与えている：z = (x+ y)=2として，
rdf(x;y) = rf(z) + f(x)  f(y) rf(z)
>(x  y)
kx  yk2 (x  y): (7)
これが離散勾配の２つの条件を満たすことは容易に確認できる．Gonzalezの離散勾配は理論的には明解だ




例えば d = 1の場合に，z1 = (x1; y1)>，z2 = (x2; y2)> に関して，
f(z1)  f(z2) = f(x1; y1)  f(x2; y1)
x1   x2 (x1   x2) +
f(x2; y1)  f(x2; y2)
y1   y2 (y1   y2)
=: rdf(z1; z2)  (z1   z2): (8)










切り離せば，実質的に ODEに対する離散勾配を提案しているものとみなせる．簡単のため d = 1の場合
を考え，さらに，関数 f が f(z) = g(x)h(y)（ただし g; h : R ! R）のように分離形であるときを考えよ
う．降旗は，任意の a; b; c; d 2 Rに関し成立する等式（これは現在では，一部の研究者の間で「降旗分解」
（Furihata decomposition）と呼ばれている）
ab  cd = 1
2









y1   y2 (y1   y2) +
g(x1)  g(x2)
x1   x2 (x1   x2) 
h(y1) + h(y2)
2
=: rdf(z1; z2)  (z1   z2): (10)
第三の等式では，Itoh{Abeの場合同様，z1   z2 = (x1   x2; y1   y2)> に関して整理した残りを離散勾配








は関数 f が多項式であれば因数分解により消えることに注意しよう．特に f が２次式の場合，この除算消
去により離散勾配は線形関数となる．これはGonzalezの離散勾配とは極めて対照的であり，実用上優れた
性質であると言えよう．
例 1 (調和振動子) いささか簡単すぎる例だが，d = 1の調和振動子問題：H(z) = kzk2=2 = (q2 + p2)=2









H(z(m+1)) H(z(m))  ((z(m+1) + z(m))=2)>(z(m+1)   z(m))





z(m+1) = (q(m+1); p(m+1))>の両方の成分についてからんでしまっている．調和振動子問題に対しこの連立
非線形スキームを解くのは明らかに非効率的である．










これは真の勾配rH(z) = zを同じ線形関数で近似しており，より適切である． 


























= 2q1q2 ' (q(m+1)1 + q(m)1 )q(m+1)2 ;
@H
@q2












































































定理 2 (例えばHairer{Lubich{Wanner [11]) Symplectic Euler法は symplectic法である．





















つめの行列が，離散フロー写像 t の Jacobi行列であるが，これが symplectic写像の定義式 (4) を満たす
ことは直接計算により確認できる． 




















なお，右辺において (q(m);p(m+1))の代わりに (q(m+1);p(m))としたものもやはり symplectic法になり，
これも symplectic Euler法と呼ばれている（２つの symplectic Euler法を区別する名前は特に定義されて
いないので注意を要する）．





例 3 (Stormer{Verlet法) 自由質点の運動方程式，すなわち Hamiltonianが可分でありさらに T (p) =
















右辺第二式にあらわに p(m+1) が現れているから，これを使って p(m) を消去すると，












定理 3 (陰のHamiltonian；例えば [11]) 滑らかなHamiltonianで定義されたHamilton系に，ある sym-
plectic法を適用したとする．このとき，解法により定まるある滑らかな関数列 fHjg (j = 1; 2; : : :)が存在
して，symplectic法による積分結果は，「陰の Hamiltonian」（\modied Hamiltonian"）：
~H(z) = H(z) + tH1(z) + t
2H2(z) +    (19)
で定まる Hamilton系を厳密に積分したものと一致する． 
要するに，symplectic法は Hamilton系を Hamilton系で近似する．これが symplectic法が「Hamilton
系に対する最強解法」とされる所以である．
注意 3 ここで次のような素朴な疑問を抱かれる読者もいるであろう：離散勾配法と symplectic法（つまり
Hamiltonian保存と symplectic性保存）はどちらがよいのか，両方の性質を持つことはできないのか？し
かし残念なことに，実は Hamiltonian保存と symplectic性保存は（いくつかの単純な例外を除いて）ひと
つの数値解法に共存しえないことが示されている（→ Zhong{Marsdenの定理 [24]）．定理 3の文脈で言え















ODE編の最後に，\splitting method"，および \composition method" と呼ばれる特殊な技法について
触れておく（これらについては適切な和名が定着していないので，横文字のままとする）．これらは必ずし
も Hamilton系 (1)に限った技法ではないが，本稿では簡単のためにこの場合について説明する．
ある Hamilton系の Hamiltonianが，H = H1 +H2 と２つの項の和で書けているとする．このときH1，
および H2 は，当然ながらそれ自体 Hamilton系を生成する．もとの Hamiltonian H によるフロー写像を
単に t，Hj (j = 1; 2)の生成するフロー写像をそれと区別して j;t と書こう．
スキーム 3 (Splitting method) 時間離散化幅をtとするとき，
t ' 1;t  2;t; または t ' 2;t  1;t (20)
を，（O(t)の）\splitting" と呼ぶ．（\Trotter splitting"とも呼ばれる．） 









plecticになる．例えば可分なHamiltonianに対する symplectic Euler法（スキーム 2）は，Hamiltonian
を T (p)と V (q)に分離し，それに対して陽的/陰的 Euler法に基づく splitting methodを適用したと





ある数値解法が定義する離散フロー写像 tが「対称」，すなわち t =  1 tであるとする（この表現
は分かりにくいが，大雑把に言えばいわゆるCrank{Nicolson スキームのように，計算公式の右辺が z(m+1)
と z(m) に関して対称であるような解法のことである）．








1t  2t  1t (21)















出す回数がべき乗で増えていく（２次→４次で 3回，４次→６次で 32 = 9回，…）．



















p 1は虚数単位で，通常 NLSを論じる際はこれを左辺に置いて iut =    の形で考
えるが，Hamilton系 ODEとの対応をより見やすくするため，ここでは敢えて右辺に入れてある．空間方










































































































で参照できるものは少ない．前掲の Leimkuhler{Reich [14]にHamiltonian PDEに関する記述があるほか，





いま時間・空間変数のうち，空間変数 x だけを，等間隔格子（格子幅 x = L=N，N は離散化点数）
で離散化することを考える．半離散化した解変数を uk(t) (k = 0; : : : ; N) と置く．以下では，区間 [0; L]
（0  k  N）の外の格子点を参照する際は，周期的境界条件で適宜区間内に折り返して解決するものと
する．
さて，いま 2階微分を標準的な中心差分作用素 h2ik uk = (uk+1   2uk + uk 1)=x2で近似した，次の差
分スキームを考えよう．

















と置く．ただし +k uk = (uk+1   uk)=xは通常の前進差分作用素である．
定理 4 (半離散スキームの成すHamilton系) スキーム 5は，式 (27)で定義される H を Hamiltonianと








































を離散 Fourier変換の行列，D を対角に ik を並べた行列とするとき（k は整数で，ik は解を exp(ikx)で
Fourier展開した際の微分を表す），p階微分を F 1DpFuで求める方法であり，一般の PDEに対するい
わゆる Fourierスペクトル法で標準的に用いられている微分近似である（例えば Fornberg [6]を参照）．
この事実に注意すると，NLSの数値解法に関して，興味深いひとつの側面が浮かび上がる．NLSの代表





























前節で述べた \splitting method"を適用したことに他ならない．各々の Hamilton系ODEは厳密に，つま






注意 6 本節で述べたことは，他の Hamiltonian PDEでも例がある．たとえばMaxwell方程式に対する代






前節で，NLSを Hamilton系 ODEに帰着させて解く方法を概観した．一方我が国には，そもそも PDE




























の部分である．いま時間・空間の両方を完全に離散化した近似解を Uk(m) ' u(kx;mt)と書くとき（こ

































































(k = 0; : : : ; N   1)
であるが，計算公式としては (32)だけを考えれば十分である．） 
このように構成したスキームは，自明に保存的となる．
定理 5 (NLS離散変分スキームの保存性) スキーム 6は，次を満たす意味で保存的である．
Jd(U
(m+1)) = Jd(U
(m)) (m = 0; 1; 2; : : :):




































































































(m+1)   Uk(m)) + (Uk(m+1)   Uk(m))(Uk(m+1) + Uk(m))
o
(35)
である．jUk(m+1)j2   jUk(m)j2 = Uk(m+1)Uk(m+1)   Uk(m)Uk(m) に対して降旗分解を用いたことに注意し


















































































































































































は Leimkuhler{Reich [14]に解説と参考文献がある．なお本稿で説明した「Hamiltonian PDEを Hamilto
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