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Abstract
With the continuous and amazing burst experimented in computational power of
electronic devices, we are every year more capable of building tiny and ubiquitous
devices that acquire multiple kinds of information about us and about any event that
happens around us. This, summed up to the fact that every time, we try to be more
aware about our quality of life and that we want to share any information about
us, lifelogging devices based on photo/video are spreading faster everyday. This
growth can represent great benefits not only for social sharing, but most impor-
tantly to develop methods for extraction of meaningful information about the user
wearing the device and his/her environment. Furthermore, these days we already
have many powerful and fast Computer Vision techniques that are able to extract vi-
sual information from many kinds of pictures, even if they are of a rather low quality.
In this work, we focus on how Computer Vision can help lifelogging. We analyze
how the use of egocentric lifelogging devices (and more precisely wearable cameras)
can be useful in many health areas and that this use would consequently improve
our quality of life; compare some of the most widely used and powerful wearable
cameras; and review the state of the art in object discovery and egocentric data.
Following, we propose a novel semi-supervised strategy that we call Ego-Object
Discovery for easily discovering objects that are relevant to the person wearing
a first-person camera. The Ego-Object Discovery method integrates in the same
framework several steps:
1. An optimal object detection method that provides an objectness measure for
any object detected.
2. A set of appearance features extracted by means of deep learning (more pre-
cisely, a convolutional neural network, trained on millions of images of objects).
3. A new object refill methodology (through the use of previously acquired object
labels knowledge) that acts as an additional context information and allows
to discover objects even in case of small amount of object appearances in the
collection of egocentric images.
4. A supervised filtering strategy that deals with the main drawback of any ob-
jectness detector - the high rate of false positive object candidates caused by
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the object detector.
5. An iterative easy-first object discovery that labels at each iteration the most
compact objects cluster.
After presenting the analysis and methodology used in our algorithm, we an-
alyze its computational complexity, showing that the complexity of each iteration
performed is O(N ∗ logN) as a function of the number N of images in the dataset
where we apply the discovery.
In this work, we gathered, labeled and are going to make public a new ego-
centric lifelogging dataset, which considering the low number of publicly available
egocentric datasets and the lack of egocentric lifelogging datasets is a great point
for the egocentric research community. This dataset, named Egocentric Dataset of
the University of Barcelona, is composed of 4912 daily life images, acquired by 4
different persons and includes object-level segmentations and their corresponding
labels, having 21 different classes in total.
In order to validate our algorithm in different test settings, we used our home-
made dataset as well as two well-known public object detection and discovery
datasets: PASCAL 2012 and MSRC. On the tests we performed, we first compare
four different state of the art object detection methods in terms of Detection Rate
(DR) and percentage of ’No Object’ samples (i.e. noise or False Positive object can-
didates caused by the objectness measure). Then, in order to compare the state of
the art object discovery approach (proposed by Grauman et al.) with our algorithm
with different settings, we apply an F-Measure comparison over each algorithm it-
eration and over the final result. We show several clustering results, compare the
final set of objects obtained, when are they discovered and which ground truth per-
centage of object instances is able to capture correctly for the best algorithm settings.
As a result, we show that our methodology improves the outcome obtained by
the state of the art object discovery method proposed by Grauman et. al., that was
originaly validated on ”normal” (intentionally acquired) images.
Based on an extended set of comparisons, we can clearly conclude that (for any
of the datasets) we are able to obtain F-measure results that clearly outperform the
state of the art approach and set of features (by more than an average of 450% of
F-Measure improvement). Moreover, we are able to discover a wider range of object
classes in much less time. Our method clearly improves the state of the art results
on intentional images (e.g. MSRC and PASCAL) and also works very well on our
home-made non-intentional and egocentric images.
Chapter 1
Introduction
As Moore predicted in 1975 [42] and until now, we have experienced an exponential
growth in the density of transistors in our electronic components, and consequently
a significant reduction in size and increase in computational power of any electronic
component.
With the great levels that we have lately achieved in these aspects, the industry
is every time more prepared to offer the technology necessary for producing any kind
of powerful ubiquitous devices. Pervasive devices that can present to us an incredible
range of new possibilities, and will certainly only be bounded by our imagination.
1.1 Ubiquitous Computing
When we talk about pervasive or ubiquitous computing [53], we are referring to any
electronic device embedded in any object of our daily life that is non-obtrusive and
possibly ”invisible” to the user. We are surrounded by many sensors that track our
behaviour and use this information in order to help us making our lives better and
easier. These gadgets include from a simple sensor of our smartphone that is able
to detect our geolocalization or a smart TV, to an intelligent home environment [13]
or a smart city.
A new trend that takes advantage of this current high level of computing power
(the need for small devices and ubiquitous technology), is lifelogging [44, 7]. Our
current society has experienced a burst of sales in wearable and very powerful de-
vices, some of them being potential lifelogging gadgets, which allow us to store
information about any kind of aspect of the user’s life.
1.2 Lifelogging
The most widely bought, known and used device which possesses lifelogging possi-
bilities clearly is our smartphone, but there are also several other kinds of gadgets
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like bracelets, glasses, watches or wearable cameras, that can acquire and store in-
formation about us. These possible sorts of information include: our heart rate,
current position, temperature, or even record video or images of our daily life.
With the appearance in the market of lifelogging devices, one of the most inter-
esting and useful data one could think of, are images and videos, and therefore, one
of the most commercialized types of devices are the wearable cameras (see examples
of images acquired by them in Fig. 1.1). Lately many of them have appeared, like
SenseCam [19], Narrative [7], Autographer [37], Looxcie [14], MeCam [50], GoPro
or Google Glass [48].
Figure 1.1: Images acquired by a lifelogging device, where objects of interest appear
like: person, TV monitor, paper, bycicle, face, sign, building, hand, chair, etc.
Lifelogging devices also have more usages and more functionalities every day,
and this increasing number of capabilities allow us to build more complex and use-
ful applications. Some applications that could come to mind are: Summarize the
day of a person, extract nutrition information, extract physical activities, detect any
kind of action that he/she performs, extract information about objects or people in
the user’s environment, etc.
Although some people can find the appearance of lifelogging devices as a possible
aid to the health of people, users must also take into account that there are also laws
on data protection in many countries that can oppose limits to their use [37, 50, 22].
These portable lifelogging devices represent the first commercial attempt to
record experiences from an egocentric perspective, but in fact, this trend has al-
ready been growing progressively since 1998, when Mann proposed the WearCam
[35]. Then, in 2000, Mayol et al. also proposed a necklace-like lifelogging device
[36], and in 2006, Microsoft Research started to commercialize the first egocentric
lifelogging portable camera, the SenseCam, for research purposes [19].
1.3 Wearable Cameras, Specifications and Chal-
lenges
In table 1.1, we can see a summary of the main features of the most widely used
lifelogging cameras.
Although wearable cameras can be seen as a potential source of information
about the user’s daily life, and it is relatively easy to get a lot of data with them,
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SenseCam x 3 MP 3 fpm 8GB x
Narrative x 5 MP 2 fpm 8GB x x x x
Autographer x 5 MP 2 fpm GIFs 8GB x x x
Looxcie 30 fps x 64GB x
GoPro HERO4 x 12MP 30/120 fps x SDCard x x x
MeCam HD x 1080p 1/2/30 fpm or 60 fps x 64GB
Google Glass x 5MP 30 fps x 16GB x x x
Table 1.1: Summary of capabilities from different commercial wearable cameras.
Doherty et al. in [11] explain the possible difficulties found when using these devices
for medical analysis. Among them, we can find:
• Poor operation of the cameras with low light conditions [12].
• Low image quality (depending on the camera used), causing blurring.
• Small field of view (depending on the camera used), if they do not include a
fish-eye lens. This causes to have less field of view and capture less information
than we do with our bare eyes.
• Difficulty to have the camera in a correct position for seeing the same the user
does. This can make the acquisitions of high amounts of data harder than
expected (usually, better to wear it on chest level for stability and for the
users’ comfort) [40, 45, 17].
• Difficulty to analyse the images manually due to the high amount of data.
Depending on where the device is positioned [6] (head-mounted, on glasses, cam-
era with a pin, hung camera, ear-mounted, etc.) can determine the field of view and
the motion of the camera. Usually, on the one hand, a glasses or head mounted
camera would be more stable and would give additional information about where
the person is looking at, meanwhile camera hung on the person’s neck is less stable
and lacks information on where the person is looking at. On the other hand, a hung
up camera has the advantage that is considered more unobtrusive and thus, causes
less repeal from the persons around the user that are recorded by the camera [10].
Furthermore, among the most significant barriers to the use of wearable cameras,
are ethical and privacy concerns. Kelly et al. in [25] elaborated and proposed a
framework for the specific issues raised when using and making research on wearable
cameras. This is the first such proposed framework and can serve as a checklist for
any researcher using these devices.
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Sellen and Whittaker in [44] summarized the benefits of pervasive computing (in
general) and lifelogging (in particular) as the ”Five Rs”: recollecting, reminiscing,
retrieving, reflecting and remembering intentions.
As reviewed by Bolan˜os et al. in [5], a way in which this emerging field can
help us the most, is based on our feeding habits and their related aspects: nutrition,
physical activities, emotions and social interaction. And one of the most evident
problems, for which we could be interested in logging every bit of the diet of the
user, would be for healthy weight management.
An adequate and rich nutrition is clearly an important issue to take into account
for anyone who wants to be healthy. Nutrition problems are widely known in our
society, although neither everyone is concerned about it nor does much to solve
them, and these reasons are why obesity and anorexia are usually called ”diseases
of the XXI century”. Given the advantages of keeping a record of feeding habits,
interventional psychologists treating obese people, ask to record their lifestyle by
writing diaries with annotations of all feeding activities the user experiences during
the day. However, several studies have reported that people tend to underestimate
their food intake, at the same time that they overestimate their physical activities
[33].
An application based on lifelogging could make a big leap to solve this prob-
lem. People who clearly need help with their nutrition-related habits, could get an
incredible benefit by collecting more explicit and objective information related to
their day-to-day by means of wearable cameras. Moreover, taking into account the
importance of nutrition to prevent diseases, every person, even without any diag-
nosed nutritional problem, could also take a great advantage from a device like that.
Hence, lifelogging by a wearable camera appears as a natural solution to these nu-
tritional problems by being able to objectively acquire the feeding habits of the users.
Another important issue that the use of egocentric vision lifelogs can solve or
mitigate, are the memory abilities of mild cognitive impairment patients. As Hodges
et al. proved in [19] with their research using the SenseCam: presenting daily the set
of images acquired by the patients, their ability to remember past events increases
dramatically w.r.t not using any aid, and also increases w.r.t using a manual diary,
which, in addition, represents a tedious work for the user. Moreover, this recall was
maintained even a year after the start of the treatment, and also as a counter ef-
fect of this memory improvement, the confidence of the patients increased and their
anxiety levels reduced.
Other fields or more specific research areas (apart from Nutrition, Physical Ac-
tivities, Social Habits and Memory Aid) that have been already studied by the use
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of lifelogging cameras, as explained in [11, 4], are: Ethnography, Ethics, Market
research, Object Recognition and Tracking, Activity Recognition, User-Machine In-
teraction, Video Summarization and Retrieval, Physical Scene Reconstruction and
Interaction Detection.
1.5 State of the Art and Goals
Figure 1.2: Subset of frames from 3 different lifelogging sets and different users.
In them we can see some of the annotated objects (a colour for each class) and
distinguish how easy it is to detect the users’ differences in scenes, objects and
persons appearing in their datasets.
In Fig. 1.2 we can see some frames of datasets acquired in three days by differ-
ent users. Observing them, we can distinguish the users’ environments. The most
remarkable reason for being able to characterize visually the differences in the users’
datasets, is usually due to the distribution and aspect of scenes, objects and people
that appear. Following these premises, in this work, we address the problem of
automatically discovering which are the usual objects that form the environment
of a person wearing the camera from a lifelogging sequence by means of an Object
Discovery (OD) method. As we have presented before, this user characterization
could be useful for analyzing either the good or bad nutrition and the social habits
that the user has, and this way being able to correct them.
Several works have been previously done in the OD field, some of them using
segmentation techniques: Schulter et al. [43], propose a completely unsupervised
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method that by extraction motion and appearance information from video footage
they create a conditional random field for discovering object instances; the second
one, from Russell et al. [41], uses multiple object segmentations for creating a set of
visual object classes that will help on learning the correct set of object segmentations.
Some works extract objects relying on visual words Russell et al. again [41]; Sivic
et al. [46] use a method called probabilistic Latent Semantic Analysis as a bag of
words formed by the extraction of SIFT features and extend and enrich the method
by adding ’doublets’, which are local co-ocurring regions; Liu and Chen [34] propose
using an unsupervised method that builds a set of what they call topic models or
relevant visual words for describing the object categories, then they find new class
instances by finding valid geometrical transformations that match new images.
Other authors propose methods combining clustering techniques with context
information [29, 32], where they introduce an object-graph descriptor that provides
previous knowledge about the spacial relationship of the different categories.
Also in [8] a semi-supervised method for segmentation-level labeling is presented
and in [51] a comparison of unsupervised OD methods is shown. Although, the
main drawback of these methods is that the features that they use are too simple
to capture the characteristics of any existent real world object.
The authors in [18] propose a rather different method for acquiring the images,
they use an RGB-D camera and create a set of 3-D maps for distinguishing the
different object classes, even though, considering there is no wearable camera with
these capabilities their method could not be applied in our field.
Some work has also been done [16] using segmentation techniques for extracting
objects on egocentric visual data, even though, the data they acquire is captured
using head-mounted cameras with high-temporal resolution, what makes them im-
possible to record the whole day of the person. In order to solve this problem,
cameras should have low-temporal resolution and at the same time should be worn
on chest level for maximizing the user comfort.
Other handicaps of most of these methods are:
1. They lack of a way to capture and reuse the knowledge acquired when ana-
lyzing the data of a previous user, which is very important considering the
redundant data acquired in lifelogging [38].
2. Many OD methods rely on previously using an object detection algorithm like
[2, 9, 3, 52] for having an initial set of object candidates. And as we prove in
section 3.2, they usually produce a very high number of False Positives (FP)
that should be dealt with.
9 Chapter 1. Introduction
In this project, we propose a new iterative semi-supervised OD method inspired
by the work of [31]. Our contributions start by using a set of powerful features
extracted by means of the recently exploited field of Convolutional Neural Networks
(CNN). These networks are proving their huge potential to address different prob-
lems in the field of computer vision ([20, 21, 23], just to mention a few). Lately, a
new method [39] using CNN data has been proposed for egocentric activity recog-
nition. However, no methods on OD using these features exist yet.
Also, for overcoming both the rarely existent knowledge reuse and the high num-
ber of FP (or ’No Object’ candidates) produced by the object detection methods,
we use a new Refill methodology and a SVM filtering strategy, respectively. This
strategy allows us to discover classes of categories even with a low number of in-
stances, which are quite present in egocentric sequences.We also introduce a new
egocentric object discovery dataset (EDUB) and apply a comparison between some
state of the art object detection algorithms.
This document is organized as follows: in the following section (2) we show our
object discovery algorithm, describing one by one each of its steps and explaining
how do they work and why are they useful. In section 3 we present our newly
introduced dataset (EDUB) and the rest of the datasets used 3.1, we compare some
different state of the art object detection strategies 3.2, we test our algorithm on
EDUB 3.4 and on all the datasets 3.5 and present some deeper results analysis 3.6.
At the end we extract some conclusions 4 and propose some future work 5.
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The Object Discovery Approach
Figure 2.1: Object Discovery algorithm scheme.
Our Ego-Object Discovery semi-supervised algorithm (EOD) is based on several
steps: a) it gathers all the set of already labeled object (knowledge) from previous
algorithm executions in what we call a bag of refill b) it extracts image regions
representing object candidates and their corresponding objectness scores from each
new image, c) applies an initial ’Object’ vs ’No Object’ SVM filtering and d) applies
an iterative process by: 1) selects the easiest samples 2) applies the refill strategy
adding some samples from the bag of refill 3) hierarchical clustering, 4) labeling
the best cluster and 5) applying a supervised expansion to find harder instances of
the newly discovered object (see Fig.2.1 or Algorithm 1 for deeper detail). To de-
11
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scribe and cluster the candidates, it uses both appearance and local context features.
Appearance are extracted with a CNN [24], and context is provided by both the in-
herent description of the object background by the CNN and the refill procedure,
very suitable for egocentric images.
Algorithm 1 Pseudo-code outlining the main steps of the EOD algorithm.
INPUT: photos/video sequence.
OUTPUT: object labels and locations in the input video.
PROCEDURE:
candidates := extractObjectnessScore(video)
candidates := applySVMFiltering(candidates)
do {
easyObjects := getEasiestObjects(candidates)
easyObjects := doRefill(candidates, easyObjects)
features := getCNN(easyObjects)
clusters := clusterizeWard(features)
bestCluster := getBestSilhouetteCoeff(clusters)
label(bestCluster)
model := buildOneClassSVM(features, bestCluster)
classifyHarderInstances(features, model)
while(easyObjects)}
2.1 Object Candidates Extraction
The object sampling and candidates extraction we used in the first step, relies on
the use of an objectness score provided by any object detection algorithm. All
these object detection algorithms have as a main goal to propose a relatively small
set (usually of several thousands of regions) of object candidates for a posterior
processing or object recognition process. Considering the object detection state of
the art, we tested the results obtained by 4 methods (see section 3.2 for results):
• Ferrari’s Objectness [2]: is based on the calculation and combination of
three different measures: 1) Multi-Scale Saliency, which finds at multiple
scales, image zones that contain blob-like regions, 2) Color Contrast, which
finds high dissimilarities between an image window and its surrounding area
and 3) Superpixels Straddling, which finds image windows that contain super-
pixels with most of their surface inside (i.e. that do not divide homogeneous
regions).
• BING [9]: defines a new version of the normed gradients, called Binarized
Normed Gradients (BING), for the representation of the contours appearing
in image windows. Then, they use this very fast representation as a set of
features for training a SVM that is intended to find object candidates.
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• Multiscale Combinatorial Grouping (MCG)1 [3]: using a normalized
cuts algorithm at multiple scales, creates a hierarchical structure of image seg-
mentations that, after applying a multi-level combination, some object candi-
dates are extracted.
• Selective Search [52]: uses (like MCG) a hierarchical segmentation technique
but with a set of four different similarity measures that can be combined to get
a unique result. The measures are: 1) colour (colour histograms), 2) texture
(SIFT-like measurements), 3) size (for encouraging the merge of small regions)
and 4) fill (which measures how well two regions fit into each other for filling
undesired gaps).
2.2 Easiness Measure
In order to achieve an iterative easy-first discovery, we used an objectness score based
on the objectness measure provided by the objectness detector. The objectness score
(or objectness measure) selection defines if a candidate ω is considered in the current
iteration, and has to accomplish:
easyScore(ω) > µ+ ω1σ − ω2t, (2.2.1)
where µ and σ are respectively, the mean and the standard deviation of all scores,
t is the current iteration, and ω1 and ω2 are weights.
By using this easy-first discovery and increasing the samples difficulty over the
iterations, we can improve both the per-iteration results and the average method
results as it has been proved in [31].
2.3 SVM Filter
The main drawback of any OD method is the huge number of FP produced, and
added to the fact that we have a limited amount of time to label as many true object
instances as possible, it is not enough to rely on the objectness score for discarding
the ’No Object’ instances.
For this reason we propose adding an initial filtering or trimming procedure (a
strategy applied successfully in other works [5] for active labeling) training a RBF-
SVM classifier based also on CNN features to distinguish ’Object’ vs. ’No Object’
instances.
1We applied its quickest, but less exhaustive version.
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2.4 Refill Strategy
The objectness measure seems a promising method for obtaining object candidates
in general. However, this technique does not obtain the same results in egocentric
datasets due to the fact that images are not captured by a person looking at objects
of the world, but are acquired while the person is wearing the camera. Due to the
inherent low frequency of appearance of different objects of the real world, to the
limited image quality of the wearable egocentric devices and to the constant moving
of the user, a great part of the photos are unclear, dark or blurry (see Fig. 1.2). All
this causes lower precision, when generating the clusters.
In order to solve this problem, we define a ”refill” methodology as follows: at
each iteration, the selected easiest samples are strengthened with a certain percent-
age (a relative percentage w.r.t. the number of easy samples retrieved) of already
labeled samples distributed on all the already discovered object classes. The refilled
samples are randomly selected from each of the classes.
Figure 2.2: Example of clusters formed only using the easiest samples.
This way, we aim to address two problems: 1) difficulty to form a cluster from a
very small set of class instances, and 2) difficulty to link samples of the same class
that were blurry and unclear2 (see Fig. 2.2 and Fig. 2.3).
2Refilling the space with more samples of the same class can form a more compact and clear
cluster.
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Figure 2.3: Example of clusters formed with the easiest samples adding the refilled
ones.
2.5 Features for Object Discovery
As features, we used a pre-trained CNN [26] (see Fig. 2.4), which captures informa-
tion about millions of images in a succession of convolutional and pooling layers as
a feature extractor. In order to achieve this, we deleted the last layer, which offers
a supervised classification in 1,000 ImageNet classes, and used the output of the
penultimate layer as our features (4096 variables). As many authors have proven
[28, 26, 1], these networks offer a great generalization power.
Figure 2.4: Illustration of the convolutional neural network architecture previously
trained that we used as a feature extractor.
Note that our approach is different to the one of [31] that used:
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• LAB histograms for extracting colour information (15 bins x 3 channels).
bins× channels = 45 features
• Pyramid HOG for extracting shape information. This technique extracts his-
tograms of oriented gradients in different image scales for obtaining what is
called a pyramid (8 bins, 3 levels).
∑levels
i=0 4
i × bins = 680 features
• Spatial Pyramid Matching [27] for extracting texture information M = size
vocabulary = 200, L = #levels = 2. M × 1
3
× (4L+1 − 1) = 4200 features.
Where the SPM descriptor is formed by:
1. Extract dense SIFT descriptor on all object candidates.
2. Create a common vocabulary (oﬄine) with length = M : select some thou-
sands of SIFT descriptors randomly and apply k-means with k = M . The
final centroids in the R128 space will correspond to the final M-words common
vocabulary.
3. Define the desired number of levels L ≥ 0 that will be applied in the SPM.
4. For each image, classify all its SIFT descriptors to its closest vocabulary word
(split them into M dimensions or bin slots).
5. For each l := 0 to L (see Fig. 2.5)
Split image into 4l equal squares.
For each bin/dimension/type m := 1 to M
Count # of SIFT of type m that fall on each of the squares.
Figure 2.5: Example of constructing a three-level pyramid. The image has three
feature types represented with the different shapes.
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2.6 Clustering and Hard Instancess Classification
After the features are extracted for the easiest and the refilled instances on each
iteration, we apply an Agglomerative Ward clustering. We use the following as
cutoff criterion
cutoff = 2σ2 + µ, (2.6.1)
where σ2 and µ are the standard deviation and the mean of all the distances
between clusters in the resulting hierarchy.
Moreover, once the clusters are formed, we get the Silhouette Coefficient3 [49]
on each of the clusters. This coefficient, from the one hand calculates the similarity
between each sample and any other sample in its cluster in(i) and, on the other
hand the similarity between each sample and any other sample in the rest of the
clusters out(i). Using this measures we can define the silhouette coefficient sc(i) for
any sample as:
sc(i) =
out(i)− in(i)
max(in(i), out(i))
(2.6.2)
And the average Silhouette Coefficient for any cluster will be:
avrg sc(c) =
∑
i∈c sc(i)
|c| (2.6.3)
Once we have the avrg sc(c) for any of the resulting clusters, we only select the
one with the higher value and show it to the user for assigning a single label.
At the end of each iteration, a OneClass-SVM (with ν = 0.1) is built with the
samples of the best cluster and the rest of the easy samples are classified4 w.r.t. the
newly assigned label. By using this procedure we intend to classify what could be
considered harder instances of the same class that have not been included in the
best current cluster.
3Only calculated on the unlabeled samples, never using the refilled ones for selecting the most
reliable cluster.
4In any case, the refilled samples, which were already labeled, can only change their labels, if
did not belong to the initial labelled set.
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2.7 Algorithm Complexity
Regarding the complexity of EOD, it is easy to see that:
a) the objectness score extraction is of complexity O(N), being N the number of
images in the dataset;
b) the SVM filtering has complexity O(N);
c) the sorting of easiest objects is O(N ∗Wlog(N ∗W )), being W the number of
candidates extracted for each image;
d) the refill strategy is O(1);
e) the CNN features extraction is O(M), being M the easy objects number in the
current iteration;
f) the clustering of easy objects is O(M2);
g) the best cluster labeling is O(1);
h) the one-class SVM cost is O(M).
Being N >> M >> W , leads in total a cost of O(N ∗ logN) for each iteration.
Chapter 3
Results
In this section, we discuss the different datasets we used (summarizing their char-
acteristics in Table 3.1), and expose the different types of tests applied to illustrate
the performance of EOD.
3.1 Datasets
Due to the low number of publicly available egocentric datasets and the complete
lack of lifelogging object-labeled datasets, we considered very important gathering
one in order to make it public and to serve as a base for algorithms comparison for
the egocentric community.
The Egocentric Dataset of the University of Barcelona (EDUB) (see
Fig. 3.1) is a dataset composed of a total of 4912 images acquired by the wearable
camera Narrative (www.getnarrative.com), which captures images in a passive way
every 30-60 seconds. It is divided in 8 different days which capture daily life activi-
ties like shopping, eating, riding a bike, working, attending meetings, commuting to
work, etc. It has been acquired by 4 different subjects, each of them having captured
2 different days.
The dataset includes both the .jpg images and the ground truth (GT) object seg-
mentations and includes a total of 11294 different object instances and the following
classes (21 different classes in total1) with the corresponding number of samples
(ordered from more to less instances appearing in total): ’lamp’ (2299), ’tvmoni-
tor’ (1274), ’hand’ (1232), ’person’ (1175), ’glass’ (831), ’building’ (732), ’face’ (565),
’aircon’ (530), ’sign’ (506), ’cupboard’ (392), ’paper’ (377), ’car’ (315), ’bottle’ (260),
’door’ (199), ’chair’ (179), ’mobilephone’ (145), ’window’ (138), ’dish’ (65), ’motor-
bike’ (64), ’bicycle’ (12), and ’train’ (4).
1Even though, in our tests we did not use the classes that appeared less than 100 times,
considering that it would not be possible to discover them with our clustering and majority voting
strategy.
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Figure 3.1: Image samples after Ferrari’s objectness of each object class from the
EDUB dataset. From left to right and top to bottom: aircon, bottle, building, car,
chair, sign, cupboard, door, face, glass, hand, tvmonitor, lamp, mobilephone, paper,
person, window.
The second of the datasets we considered is the PASCAL VOC 2012 [15] for
being one of the most widely used in object detection/recognition research and hav-
ing very difficult and challenging images. We used the ’trainval’ set of images (for
having more samples) for our tests, but previously deleted the images that had in
common with its 2007 version 2.
The last of the datasets we chose is the Microsoft Research Cambridge
(MSRC) [30], which was also used in [31] for object discovery, and therefore we
will be able to easily compare our results.
Considering that MSRC dataset is labeled at pixel level, we had to extract the
bounding boxes corresponding to each of the objects using some assumptions:
1. The bounding box for an object is the minimum closing box around all the
connected pixels that belong to the same class.
2. Given the split in folders of the dataset, we only considered valid the objects
with the same class as the folder’s name
3. The minimum area for an object to be valid was set to 50x50 image pixels
(about 0.81% of the whole image).
2We applied this pre-processing to avoid any bias in the results, because some of the used object
detection methods were trained using PASCAL VOC 2007.
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images
object
candidates
GT objects classes
MSRC 3,427 171,350 4,217 16
PASCAL 16,369 818,450 38,144 20
EDUB 4,912 245,600 11,149 17
Table 3.1: Image/object characteristics for each of the used datasets.
4. We excluded the labels ’grass’, ’sky’, ’mountain’, ’water’ and ’road’, because
they are not objects, but rather materials.
Fig. 1.1 and Fig. 3.2 show some image samples from the 3 datasets. The MSRC
dataset, compared to the other two should obtain better results due to the position
of the objects (central to the image) and their clear appearance. Even though in
general PASCAL has some object instances very difficult to find, the hardest one
(also considering the high rate of object occlusions, blurriness and low image quality)
is EDUB.
Figure 3.2: MSRC image samples (top) and PASCAL 12 image samples (bottom).
3.2 Object Detection Methods
Given that the first step of the algorithm is to obtain object candidates from the
images, we tested and compared four different state of the art object detection meth-
ods on our three datasets (see Table 3.2). We chose Ferrari’s Objectness [2], BING
[9], Multiscale Combinatorial Grouping (MCG) and Selective Search [52] methods
considering their good performances.
Due to the dramatic increase of space needed to store all the samples3, we ex-
tracted the top W = 50 object candidates per image sorted by their objectness score.
Although, we must also consider that increasing the value of W would improve the
Detection Rate (DR) and consequently the F-Measure results of our framework.
Analyzing the percentage of No Objects (see overlapping score in section 3.3)
and the DR of each method, we can see that the DR is not as high as one would
3Considering the PASCAL 12 dataset, we needed nearly 30GB of data to store all the images
and features for the tests
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Objectness BING MCG Sel.Search
MSRC
NO
DR
91.69
88.83
96.68
64.15
48.42
79.61
61.95
70.98
PASCAL
NO
DR
92.14
60.47
92.93
56.93
65.16
49.36
71.30
36.71
EDUB
NO
DR
92.75
60.45
95.43
50.00
79.17
49.57
84.27
29.09
Table 3.2: Percentage of No Objects (NO) and Detection Rate (DR) comparison of
the four object detection methods on our three datasets.
desire and the % of No Object instances (noise) is remarkably high. Meaning that
using any of the best state of the art approaches for object detection makes us loose
a lot of information, so we have to consider that our final results will be inevitably
biased and worsen for this reason.
Comparing the different datasets, as one could immediately expect looking at
their images, it is clearly easier for any object detector to get good results on the
MSRC dataset and it is quite more difficult on PASCAL and EDUB. Having an
extra difficulty for the second one due to the non-intentional acquisition and less
clear images of the wearable cameras.
Given our final goal of being able to discover the true distribution of object classes
and as many individual GT objects as possible, we considered that the objectness
measure that obtained better results for us (and therefore we used it in the final
tests) was the one proposed by [2] 4, because we are interested in getting most of
the GT objects in the dataset, even if we have to deal with a lot of No Object (i.e.
noise or FP) instances.
3.3 Test Settings
In order to prepare the algorithm simulation, we first leave a 50% of the object
classes in the unlabeled pool (note that we need to test if the algorithm is able
to discover unseen object classes) and then, similar to [31], from the remaining part
of classes, we separate a part of the candidates (40%) to the initial knowledge (bag
of refill).
In order to say that a candidate matches a GT object bounding box, we followed
the PASCAL VOC challenge criterion, that uses the Overlapping Score (OS). A GT
4In the code we made available, there is also the possibility to extract object candidates and
testing the OD process with any of the four reviewed object detection methods
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label is considered a hit, iff:
OS =
|GT ∩ ω|
|GT ∪ ω| , (3.3.1)
where ω stands for the window region detected by the object detector. Due to the
challenging images presented to the object detector, a very high percentage of sam-
ples (more than 92% using Ferrari’s objectness) could not be considered objects,
and were labeled as ”No Objects”.
In order to tune the parameters for the SVM filter strategy for each of the
datasets and getting a good classification result, we applied a nested 5-fold cross-
validation also with 5 test divisions with a grid of parameters of σ ∈ {0.1, 0.5, 3, 10, 100, 1000}
and C ∈ {0.1, 0.5, 3, 10, 100, 1000}. All the tests were performed for each dataset
separately, on a randomly selected fraction of its samples to save computational
time. With these tests, we finally found that the best parameters for filtering as
many ’No Object’ instances and at the same time keeping as many ’Object’ in-
stances as possible (high sensitivity and high specificity) for both the PASCAL (see
Fig. 3.3) and the MSRC (see Fig. 3.4) classifiers were σ = 100 and C = 3.
Figure 3.3: Sensitivity vs 1 -
Specificity after the PASCAL cross-
validation. Colours represent differ-
ent values of Sigma and numbers dif-
ferent values of C.
Figure 3.4: Sensitivity vs 1 -
Specificity after the MSRC cross-
validation. Colours represent differ-
ent values of Sigma and numbers dif-
ferent values of C.
In the labeling step, for simulation purposes we labeled the best cluster with a
majority voting strategy w.r.t the ground truth, although this labeling is intended
to be made by the camera user itself.
We performed different test settings to evaluate our proposal:
1. Features of [31].
2. CNN object Features
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3. CNN object Features with Refill.
4. CNN object + CNN scene (concat) with Refill.
5. CNN object Features with Refill and SVM filter.
6. CNN object Features with Refill and SVM filter and PCA 99% variance.
With the first pair of settings, we intend to compare the generalization capabil-
ities of the appearance features from [31] against the extracted CNN features. In
setting 4, we tested adding a context about the scene by concatenating the CNN
feature vector of the object candidate with the CNN feature vector of the whole
image where it was extracted. Considering that most objects (except the ones that
can appear nearly in any context) have a usual place to be found either in indoor or
outdoor scenes. Finally, in setting 6 we applied a features reduction and transfor-
mation by using Principal Components Analysis (PCA) in case there is redundancy
in the extracted CNN features.
3.4 F-Measure Comparison on EDUB
Figure 3.5: Final EDUB F-Measure for each setting.
To evaluate our approach, we used the F-Measure, because it objectively penal-
izes the FP and FN objects in each class, that is, represents a trade-off between the
Precision and Recall of the method. At the same time, we want to give the same
importance to all classes, and are interested in finding as many different classes as
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Figure 3.6: EDUB F-Measure evolution for each different setting.
possible, but always leaving the ’No Object’ instances aside, without participating
into our quality measures). This is why we applied the average per-class preci-
sion and recall defined by Sokolova et al. [47], which allows to obtain the average
F-measure as:
F-measure = 2
PrecisionM ∗RecallM
PrecisionM +RecallM
, (3.4.1)
where PrecisionM andRecallM are the mean precision and recall from all the classes,
giving the same weight to all of them.
All measures were averaged by at least 5 executions per setting and for a maxi-
mum of 100 algorithm iterations. Using these tests, we compared all settings at the
end of the easiest samples discovery (Fig.3.5) and the F-measure for all settings on
each iteration (Fig.3.6).
Looking at the first figure, we can clearly see that using CNN outperforms the
features of [31], indicating that they can form purer clusters and find a wider variety
of classes thanks to their best representation. Then, adding the Refill technique our
method outperforms the one using the CNN features only, which proves the assump-
tions made in section 2.4. The rest of the methods can not reach the same results
as CNN + Refill. Moreover, using the additional CNN features of the whole image
(concat) adds just noise to the set of features, simply by using the CNN with the
bounding box of the object candidate already captures the closest and most relevant
object context. Also, following the CNN analysis that many authors have done, it
seems that including a PCA dimensionality reduction to the data does not provide
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any benefit to the discovery.
Comparing the evolution of the F-measure through the iterations (Fig. 3.6), we
see that any of the settings using CNN features experiments a much higher increase
in the F-Measure value just in the first 5-10 iterations, meaning that they can find
clusters of true objects quicker than using the Setting 1.
Hence, using the CNN features combined with the refill strategy, the results
clearly improved from 0.072 to 0.285 This is caused by the discovery of different
classes of samples. While when using the features of [31], we are only able to
discover 3 or 4 classes at most and only getting an average of 0.072 F-Measure;
with the Setting 3, CNN and the refill strategy, we can discover instances of more
than half of the classes, getting nearly 0.29 of F-measure. Although on the EDUB
using the Setting 5 (CNN + Refill + SVM Filtering) does not seem to get as good
F-Measure results as on other settings, in other datasets it outperforms or nearly
reaches the results of Setting 3 and, furthermore, gets a wider variety of object
classes.
3.5 F-Measure Comparison on All Datasets
After having found the best combination of methods and parameters to use, we
tested and compared how good the new method was contrasting it with the state of
the art method for any of the datasets (EDUB, PASCAL 2012 and MSRC).
Figure 3.7: Final PASCAL F-Measure
for each setting.
Figure 3.8: Final MSRC F-Measure
for each setting.
In Fig. 3.7 and Fig. 3.8 we can see the final F-Measure results corresponding
to the PASCAL and the MSRC datasets respectively. And in Fig. 3.9 and Fig.
3.10 we can see the evolution of the F-Measure on the different algorithm iterations.
Analyzing the MSRC results, we see that even though at the final of the process
Setting 3 (CNN + Refill) obtains better results, during most of the iterations Setting
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Figure 3.9: PASCAL F-Measure evo-
lution for each different setting.
Figure 3.10: MSRC F-Measure evolu-
tion for each different setting.
5 (CNN + Refill + Filter) clearly outperforms the rest of the methods, indicating
that at least when analyzing the top easiest samples it can achieve better results.
This is caused because having eliminated a great percentage of FP candidates, it can
find true object clusters faster and therefore start increasing the F-Measure value
before than the rest of the settings.
In table 3.3, we can see a summary of the F-Measure results obtained for each of
the datasets and each of the best test settings (average on at least 5 tests per setting).
F-Measure Setting 1 Setting 3 (ours) Setting 5 (ours)
MSRC 0.121 0.431 0.410
PASCAL 0.002 0.145 0.179
EDUB 0.072 0.285 0.250
Average 0.065 0.287 0.280
Table 3.3: F-Measure comparison for the three datasets, the state of the art (Setting
1, [31]) and our best test settings (CNN + Refill and CNN + Refill + Filter).
As we can see, using any of our best methods (either Setting 3 or Setting 5)
clearly outperforms the state of the art features, having from a 350% to a 9000% of
improvement depending on the dataset and the settings used, and a 453% of average
improvement with the best setting.
Even though the average F-Measure result obtained using the SVM filtering (Set-
ting 5) is worse that without it (Setting 3), we must consider that these classifiers
have been built with samples from different datasets than the ones on test (1/2 of
the PASCAL samples for MSRC tests and all MSRC samples for both PASCAL
and EDUB tests), meaning that the generalization will be poorer than if we built a
general classifier with images from any of the datasets.
3.6. Object Discovery Results 28
Another important consideration we must take into account is that for the MSRC
tests, although the final (after 100 iterations) F-Measure results are better without
the filtering, in fact they were better with the filtering from the 1st to the 75th
iteration, meaning that in some occasions it can offer better results if we want to
stop early the discovery method.
3.6 Object Discovery Results
In this section, we will show some figures that compare in more detail the object
discovery results obtained.
In Fig. 3.11 and Fig. 3.12 we can see some clustering results examples obtained
by our Ego-Object Discovery (EOD) algorithm of a ’hand’ cluster and a ’tvmoni-
tor’ cluster respectively. As we can see our algorithm manages to detect in most of
the cases different instances with high variability of the same class even with low
image quality. Furthermore, using the One-Class SVM we can see that the samples
obtained are further in similarity terms from the ones of the main cluster but that
most of them are true instances of the found label.
Figure 3.11: Some image samples of a ’hand’ cluster obtained (top) and the corre-
sponding hard instances classified by the One-Class SVM (bottom).
Figure 3.12: Some image samples of a ’tvmonitor’ cluster obtained (top) and the
corresponding hard instances classified by the One-Class SVM (bottom).
In Fig. 3.13, we can see the absolute number of object instances found by each
of the methods compared to the GT and the ones found by the Objectness measure
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([2], in this case without counting repeated instances of the same object).
Figure 3.13: Objects found by each method compared to the GT and the ones
found by the Objectness measure [2]. For the last one counting only unique objects
(non-repeated instances).
As we can see, using the parameters of Setting 1 [31], we are only able to find in-
stances from 3 different classes, which causes the previously seen very low F-Measure
results. On the other hand, using either CNN + Refill (Setting 3) or CNN + Refill
+ Filter (Setting 5), we can clearly discover objects from a wider variety of classes
(which also causes the higher resulting F-Measure). Moreover, we get a wider variety
of classes with Setting 5 (10 different classes) than with Setting 3 (8 different classes).
Figure 3.14: First discovery of the object classes as a function of iterations.
If we check the discovery order of the classes in each of the methods (see Fig.
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3.14), we can see that some classes are more easily discovered and repeated over the
following iterations than others. This is caused not only by the number of class in-
stances appearing in the dataset, but also by: a) the previously acquired knowledge,
b) the method used or c) the intra-class variability.
Then, if we analyse the number of clusters where we find each class (see Table
3.4), we can see that even though having the same percentage of No Object candi-
dates (92.75%), using Grauman’s features (Setting 1), we get a 96% of the clusters
labeled as ’No Object’, but only 71% of them using CNN + Refill (Setting 3). Then,
comparing it when adding the SVM filter (Setting 5), we can see that it gets reduced
to a 49% of the clusters thanks to the dramatic reduction of ’No Object’ instances
in the pool of unlabeled samples.
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In Fig. 3.15, we can see the evolution of GT unique instances discovered by each
of the methods on the accumulated iterations (each data point corresponds to an
algorithm iteration) w.r.t. the F-Measure obtained by the method.
Figure 3.15: Percentage of GT object discoveries accumulated on each iteration
w.r.t. the F-Measure obtained.
We can see that using Grauman’s features seems to cover a wider variety of
object samples than either with Setting 3 or 5 (about 16% against about 6-7% of
the GT samples). This result is probably directly related to the lower F-Measure
obtained. Due to the lower generalization and representation capabilities of the set
of features used (compared to CNN), the labeled clusters contain a wider variety of
samples and objects, causing to label more unique object instances, but at the same
time having a worse average result.
Chapter 4
Conclusions
In this project, we proposed a novel semi-supervised object discovery algorithm that
relies on features extracted from a pre-trained CNN and using a refill strategy for
finding easily the classes with less samples. Moreover, we added a SVM filtering
strategy for discarding a great part of the high amount of ’No Object’ classes pro-
duced by any of the object detection methods.
We compared 4 of the state of the art object detection methods in terms of ’No
Object’ instances produced and the Detection Rate acquired, when extracting a low
number of object candidates (W=50). We proved that the CNN features, the refill
strategy (and the SVM filtering) can produce much better F-measure results and
can discover a greater number of infrequent classes than the state of the art ap-
proach on ony kinds of object discovery/recognition datasets (MSRC, PASCAL 12
and EDUB), either being from general easy images, to egocentric and very difficult
ones. Furthermore, we proved that this combined strategy also works better than
the previous ones for very noisy and blurry images.
Resulting from the work performed, and in order to contribute to the further
development and comparison for the research community, we have set a temporal
location (until the corresponding paper is published and we set a final location) for
both the EDUB 2015 dataset and the Ego-Object Discovery algorithm code.
Thanks to the work performed and the obtained results during the realization of
this project, we managed to submit two papers:
1. Bolan˜os, M., Garolera, M., & Radeva, P. 2015. ”Object Discovery using CNN
Features in Egocentric Videos”. In 7th Iberian Conference on Pattern Recog-
nition and Image Analysis (submitted).
2. Bolan˜os, M., & Radeva, P. 2015. ”Ego-object discovery”. Pattern Recognition
Letters Journal (submitted).
Additionally, we presented a first version of this work at ECCV 2014 1st Work-
shop on Storytelling with Images and Videos (VisStory), September 2014, Zurich.
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Chapter 5
Future Work
As a future work, we plan to:
1. Use the discovered objects and also scenes and people to characterize the
environment of the persons wearing the camera.
2. Propose an iterative scene and object discovery, where both could take profit
of the samples discovered from the complementary category discovery.
3. Make the method discriminative i.e. to detect which are the objects and scenes
that characterize the environment of a person and distinguish him/her with
respect to the other people.
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