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ABSTRACT
This dissertation focuses on the study of optimal inventory control of Assemble-to-Order
(ATO) systems, a common strategy developed in supply chain management to address the
mismatch between supply and demand.
Historically, the optimal control of ATO systems has been shown to be a notoriously
difficult problem. To tackle the technical challenges, we develop a four-step Stochastic Pro-
gramming (SP) based asymptotic analysis framework. The SP model, as a surrogate model
to ATO systems, is easier to solve and can provide vital guidance in developing novel in-
ventory control policies. And asymptotic analysis can be used to show that the inventory
control policies are asymptotically optimal. Asymptotic optimality, although a weaker stan-
dard than exact optimality, is a good alternative criterion in evaluating the performance of
inventory control policies, especially when meeting exact optimality is usually analytically
intractable.
We first derive lower bounds about the long run average expected inventory cost on any
feasible control policies for ATO inventory systems with deterministic lead times. The cost
lower bounds are obtained from SP models with relaxed constraints to the original ATO
systems, and are used to set performance benchmarks for evaluating our inventory control
policies.
Instead of developing efficient algorithms to solve the SP models, which is beyond the
domain of this dissertation, we focus on investigating the stability of SP solutions. We
first prove that the solution sets to the SP models are uniformly Lipschitz continuous in
model inputs. Next we establish procedures to select Lipschitz continuous solutions to the
SP models, which will be used to develop our inventory control policies. This Lipschitz
continuity is also necessary to prove the asymptotic optimality of our inventory control
policies.
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We develop two different replenishment polices for ATO inventory systems with deter-
ministic lead times. The first one is Independent Base Stock (IBS) policy, where the corre-
sponding base stock levels are constants formulated from solutions to a two-stage SP. The
second one is the SP based replenishment policy formulated from solutions to a multi-stage
SP. Unlike IBS policy, the inventory targets in the SP based policy depend on the system
states, or ultimately on the inputs to the SP model that are changing in the control of re-
al ATO systems. We also derive the optimality gaps from using these two replenishment
policies along with any feasible allocation policy.
Our allocation policy builds on the solutions to a Linear Program (LP) using component
balance processes as inputs, and follows the Allocation Principle. We show that the optimal-
ity gap under the joint use of IBS replenishment policy and this LP based allocation policy
diminishes to zero on the diffusion scale when lead times grow to infinity and the ratio of
longest lead time to shortest lead time converges to unity.
For ATO inventory systems with general deterministic lead times, we first develop a
Stochastic Tracking Model and associated convergence results. With these convergence re-
sults, we prove that under the joint use of the SP based replenishment policy and the LP
based allocation policy, the optimality gap converges to zero on the diffusion scale as the
longest lead time grows to infinity.
We also demonstrate the use of the LP based allocation policy to ATO production-
inventory systems and show that it is also asymptotically optimal on the diffusion scale. Our
allocation policy also has several advantages over some existing ones. Incidentally, we find
in many ATO production-inventory systems, achieving asymptotic optimality necessitates
component reservation.
Finally, we conduct extensive numerical studies by simulating the application of our poli-
cies to some simple ATO inventory systems with deterministic lead times. The observation
from simulations about the performance of our polices with increasing lead times is consis-
tent with the established asymptotic optimality result. In addition, the simulation results
iii
also show that our policies can perform well in many non-asymptotic regimes.
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In supply chain management, one of the most significant challenges is the mismatch be-
tween supply and demand. For example, in Newsvendor model, production decisions must
be made before demand is realized, so the imbalance between supply and demand is very
common. In addition, many multi-national companies are purchasing goods from overseas,
and when lead times are long, the mismatch between supply and demand can be further
exaggerated. To address these issues, Assemble-to-Order (ATO) strategy becomes very pop-
ular in recent decades, where demands occur for products and products are assembled from
multiple components. With this strategy, usually more information can be obtained when
making production decisions. Another great challenge in modern supply chain management
is the need to meet heterogeneous customer demands. By being able to assemble multiple
products from different combinations of components, ATO is also a common strategy/model
for companies to offer customers great flexibility. One well known ATO example in industry
is Dell company where customers are allowed to personalize their PCs by selecting different
computer components, and the final products are assembled and shipped only after orders
are placed.
In general, there are two ingredients in ATO models: the products and the components.
Products are assembled from selections of components to satisfy the demands. As an illus-
tration, in the example presented in Figure 1.1, there are m products that can be assembled
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from n components. From this figure, it can be seen that making one unit of product 1
only requires one unit of component 1, while making one unit of product 3 requires one
unit of component 1, 2 and 3. As is also evident from this figure, one aforementioned big
advantage of ATO strategy/model is that its structure grants companies a powerful tool to
satisfy diverse customer demands, by assembling components into different products.
Figure 1.1: Example of Assemble-to-Order System
ATO models can be constructed with different specifications to account for distinct ap-
plication purposes or assumptions. For example, the component lead times can be either
deterministic or stochastic, and the demand can follow different stochastic processes. Nev-
ertheless, various ATO models share the following common features:
1. products are built from multiple components
2. component lead times (delays between ordering and receiving components) are non-
negligible while product assembly times are negligible and assumed to be zero
3. inventories are kept at component level rather than product level
Although the objective of studying a particular ATO model can be different, the most
common one, and also what we focus on in this thesis, is to reduce, or more ambitiously,
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minimize the inventory cost. In this thesis, we consider ATO systems where inventory
cost can be divided into two parts: component holding cost and product backlog cost. The
component holding cost can include the cost paid to finance the inventory, store the inventory,
and insure the inventory. The product backlog cost is associated with the loss from the failure
to immediately fulfilling orders, such as the financial loss from delayed revenue, the decrease
in market share, and the damage to customer satisfaction. Therefore, the inventory cost is
directly related to the amount of components ordered: ordering more components will lead
to higher holding cost but lower backlog cost, and vice versa. In addition, the inventory cost
will also be greatly impacted by how conflicting demands are satisfied when they require the
same type of components.
Inventory control policy1 is developed to formalize the above decision processes. Corre-
spondingly, it also consists of two parts: replenishment policy and allocation policy. The
replenishment policy determines that at every time point, the amount of components that
should be ordered. And the allocation policy determines that at every time point, the amount
of demands that should be served. Consequently, reducing or minimizing the inventory cost
can be accomplished through developing better or optimal inventory control policy.
The research question of finding an exactly optimal inventory control policy to minimize
inventory cost in general ATO systems has been shown to be tremendously difficult to
solve. Although the factors contributing to this difficulty can vary depending on specific
applications or model assumptions, they can be summarized as follows:
1. First, there is a coupling effect between replenishment policy and allocation policy. The
allocation decisions need to consider the availability of components, which depends on
replenishment decisions. The replenishment decisions also need to consider how many
components are left and how they will be allocated to future demands, which is a result
of allocation decisions. Therefore, the development of optimal replenishment decisions
and optimal allocation decisions cannot be isolated from each other. In other words, a
1The policy can be implemented continuously or periodically, and in this thesis we will focus on continuous
review models.
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joint optimization problem needs to be solved.
2. Second, the state space in the optimal control of ATO systems is enormous. In addition
to on-hand inventory positions and backlog positions that are common state variables in
most supply chain models, the arrival times and quantities of components in pipeline
can also have a big impact on the formulation of optimal control policies in ATO
systems. For example, in ATO systems with non-identical deterministic lead times,
the availability (both on-hand and in-pipeline) of components with longer lead times
will affect the optimal replenishment of components with shorter lead times.
The goal of this thesis is to provide a novel approach to tackling these technical difficulties.
We develop a stochastic programming (SP) based asymptotic analysis framework that can
be used to formulate and evaluate the replenishment policy and allocation policy for a wide
range of ATO systems. Our analysis will also show that the inventory control policies
developed in this framework are asymptotically optimal. In addition, the numerical studies
will show that even in the non-asymptotic regime, our policies can still work very well for
many ATO systems.
1.2 Literature Review
The earliest work relevant to optimal control of ATO systems can be dated back to [33], where
there is only one product and thus can be conceived as a single product single component
ATO system. In [33], they incorporate the lead time into Arrow-Harris-Marschak inventory
model, and consider both backlog model and lost sale model. They show that optimal
replenishment (periodic-review) policy for backlog model is a function of the sum of on-hand
and in-transit inventories, and for lost sale model such simple characterization does not exist.
There are numerous works after [33] to study optimal control of ATO systems. Depending
on structural complexity of the underlying ATO systems, the lines of researches can be
divided into two categories: single-product ATO systems and multi-product ATO systems.
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Since single-product ATO systems are less complex than multi-product ATO systems, the
study on this subject is more complete. In single-product ATO systems, or simply assembly
systems, the objective is to develop optimal replenishment policy to minimize the inventory
cost. In [49], they develop optimal replenishment policy for single product ATO systems
with two components, and show that the policy structure is affected by the difference of two
lead times. One seminal work about optimal control of single-product ATO systems is [48],
where they consider an assembly system with random demands and deterministic lead times
under periodic-review polices, and show that it is equivalent to a series system studied in [11].
Therefore, the optimal replenishment follows an echelon base stock policy. This work greatly
extends the findings in [49] where only ATO systems with two components are studied. [70]
interprets the result in [48] in the ATO setting, which show that the optimal replenishment
is a balanced base stock policy. [9] extend the result in [48] to continuous-review models.
Therefore, based on the aforementioned works, the optimal control problem in single-
product ATO systems is solved, and subsequent works on single-product ATO systems focus
more on adding model complexities for practical purposes. One important direction is to
incorporate pricing decisions. [28] investigate single-product ATO systems where product
prices depend on lead times and the demands can be served in partial shipment. They
characterize the optimal replenishment policy and also develop an efficient algorithm to
solve that optimization problem. [29] extend the result in [28] to full-shipment models. [69]
extend the work in [28] to a setting where components can be ordered from two different
sourcing channels with different prices and lead times. They analyze the structural properties
of the optimal solutions, which can be obtained by a branch-and-bound algorithm, as well
as an efficient greedy heuristic procedure.
Compared to single-product ATO systems, multi-product ATO systems are tremendously
more complicated, where both replenishment policy and allocation policy need to be formu-
lated. Due to the technical challenges discussed in Section 1.1, it is analytically intractable
to find exactly optimal inventory control policy for general ATO systems with multiple prod-
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ucts. To the best of our knowledge, there are two common lines of researches tackling this
issue. The first line of research restricts either replenishment policy or allocation policy to
certain policy classes to reduce the dimension of the control problem. The motivation behind
this approach is that the optimal policy in the chosen class of policies can be found by solv-
ing an optimization problem in a smaller space. One commonly adopted policy class is the
first-in-first-out (FIFO) allocation rule such that first arrived demands get served first. One
can find examples of application of FIFO rules in [56], [58], [57], [59], [36], [12], [35], [73], [60].
Among them, a remarkable one is [35], where exactly optimal base stock levels are found
for FIFO allocation in general ATO systems with i.i.d. stochastic lead times to minimize
the inventory cost. They also investigate the impact of lead time length and variability on
the optimal base stock levels. In periodic-review ATO models, FIFO rule is less prevalently
used within a period: some priority rules by [71], [64], [5], [72]; a fair-share rule by [1]; a
product-based allocation rule by [3]; and a rationing rule by [67]. Nevertheless, when clear-
ing backlogs from one period to the next period, FIFO rule is still employed extensively
(see [71], [24], [1], [3]). Therefore, these alternative allocation rules, if to be understood in
continuous review models, is equivalent to FIFO rules.
One obvious disadvantage of FIFO rule is that some component can be committed to the
oldest backlogged product for too long and not used to serve immediate demand. Inspired
to resolve this issue, [37] propose no-holdback (NHB) allocation rule such that a demand is
backlogged if and only if some components it needs are not available. [37] characterize the
cost parameters and system structures under which NHB allocation policy is optimal when
components are replenished by an independent base stock policy.
Both of the two aforementioned allocation rules are typically not optimal in general ATO
systems. The sub-optimality of FIFO policy is shown in [15], which prove that the optimal
allocation policy developed for a special W ATO system violates the FIFO rule. And the
sub-optimality of NHB policy is shown in [16] and will be shown in Theorem 8.3 of Chapter
8. [37] also acknowledge that their optimality results on NHB policy can not be extended
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to general ATO systems. These studies highlight the drawback of this line of research: if
the chosen class of policies doest not contain the optimal one or even a good one, then the
search over this class would be ineffective.
The other line of research concentrates on ATO systems with special Bill of Materials
(BOM) structures so that optimal control policies can be identified in these special cases.
Figure 1.2 illustrates three common configurations: W system (one common component and
two unique components are used to assemble two products where each of them consumes the
same amount of the common component); M system (two components are used to assemble
three products where one of them consumes both components and each of the other two only
consumes one component); and N system (a special form of W system where there are only
two components).
Figure 1.2: Three Sample ATO Systems
The studies on W system can be found in [53], [15], [37], [34]. It is worthwhile to singling
out the work in [15], which develops base stock replenishment policy and priority based
allocation policy from solutions to a two-stage SP model, for W systems with identical lead
times. They show that the average inventory cost can be minimized under such policy in two
special cases when the balanced capacity condition holds or when both products have the
same unit inventory costs. [37] show that if W system has certain symmetric cost structures,
the NHB allocation policy is optimal among all allocation policies to minimize the inventory
cost. N system as a special case of W system, has been studied extensively in [34] for optimal
replenishment and allocation policies.
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M system is also widely studied and used as a template model for numerical studies, for
instance, in [35], [37], [39], and [16]. Similar to [15], [16] study M system by a SP based
approach, and characterize the optimal allocation policy by simple priority rules. They
also examine ATO systems with a chained BOM, which is a generalization of M system,
by analyzing the optimal solution to the associated SP model and developing an efficient
algorithm to solve it. Unlike [16], [39] investigate generalized M system with random lead
times and lost sales, and characterize the optimal replenishment and allocation policies by
lattice-dependent base stock and lattice-dependent rationing.
Although the special ATO systems discussed above allow more tractable analysis and
optimality characterization of control policies, the results can hardly be extended to general
ATO systems. Even for those simple structures, to obtain exact optimality, some special
assumption on the cost parameters are needed.
To sum up, although the two lines of research reviewed above are still prevalent and
continue to generate insightful results, the investigation on optimal control of multi-product
ATO systems is far from complete.
Besides the two research approaches summarized above, there are also other interesting
research directions on the optimal control of ATO systems. One very practical direction is the
development of efficient algorithms for ATO systems with many components and products.
Related studies can be found in [27], [63], and [40]. Among them, a particularly interesting
work is [63], which develops efficient algorithms to compute nearly optimal base stock levels
under FIFO allocation for industrial-scale ATO systems. Other promising research directions
include using approximation methods, such as asymptotic analysis, to study ATO systems.
Since this is the approach this thesis adopts, we delay its review to Section 1.3. For a more
comprehensive review on the studies of ATO systems, we refer interested readers to [61]
and [4].
This thesis contributes to the ATO optimal control literature in several important ways:
first, the inventory control policy we develop is asymptotically optimal over all feasible
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polices, rather than some particular policy classes; second, the main results apply to a wide
range of ATO systems with general BOMs.
1.3 Methodology Development
Unlike the two lines of research reviewed in last section, our methodology does not restrict to
some fixed class of policies or special ATO systems. Moreover, we use asymptotic optimality,
rather than exact optimality, as the evaluation criterion. Asymptotic optimality, although
weaker than exact optimality, can still provide valuable guidance in developing effective
inventory control policies and evaluating their performance. For example, base stock replen-
ishment policy has been proved to be asymptotically optimal in ATO inventory systems with
identical lead times [44] (large lead time asymptotic), lost-sale inventory systems [30] (large
lost-sales penalty asymptotic), backlog and lost-sale inventory systems with non-stationary
demands and sequential probabilistic service level constraints [66] (large service level asymp-
totic). Asymptotic optimality also supports the use of simple constant ordering policy in the
control of lost-sale inventory systems with large lead times ( [18], [68], [8]). Other successful
applications of asymptotic analysis in inventory systems can be found in [41] (large demand
rate and replenishment rate asymptotic), [2] (large batch size asymptotic), [10] (large lead
time asymptotic).
The major part of this thesis is devoted to studying ATO inventory systems with de-
terministic lead times. We develop replenishment policy (Chapter 5) and allocation policy
(Chapter 6) for them that will be shown to be asymptotically optimal, i.e., the percentage
difference between the cost objective under our policy and the optimal policy converges to
zero in the asymptotic regime. This extends the work in [44] which develops asymptotically
optimal replenishment policy and allocation policy for ATO inventory systems with identi-
cal lead times. We also investigate ATO production-inventory systems and apply the same
allocation policy developed in Chapter 6 to this type of ATO systems and show that it is
an improvement over the allocation policy in [41]. Our allocation policy not only achieves
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the same level of asymptotic optimality under a relaxed moment condition, but also allows
inventory managers to respond immediately to continuous arriving demands.
Our analysis is based on a four-step asymptotic framework developed in [44]. It is similar
to the four-step method introduced in [19] that has seen many successful applications in
the study of optimal control of stochastic processing networks (for example see [23], [20],
[21], [22]). To facilitate the understanding of our analysis, we outline the framework in this
section, which will be expanded into more details in subsequent chapters.
Step 1: Formulate a SP model as a surrogate model to the original ATO system with
relaxed constraints, which is more tractable to solve and provides a lower bound on the cost
objective under any feasible control policies.
To evaluate the performance of any feasible control policies in ATO systems, we need a
benchmark which in the best scenario should be the minimal inventory cost. However, as
pointed out in Section 1.1 and 1.2, the optimal control problem of ATO systems is notoriously
difficult to solve and usually the exact optimality is unknown. As a result, we formulate a
SP model as a proxy model to the original ATO system with relaxed constraints. This SP
model is not only easier to solve than the original systems, but also provides a lower bound
on the cost objective, which gives us a performance benchmark to evaluate our inventory
control policies. In Section 3.1 we will formulate SP models to provide cost lower bounds for
ATO inventory systems with deterministic lead times. And in Section 8.2, we will formulate
an LP model to yield the cost lower bound for ATO production-inventory systems.
Step 2: Solve the SP model and analyze the stability of its solutions.
There are a number of studies about SP models and development of efficient algorithms to
solve them, and we refer the interested readers to [55] and [7] for introductory and reviewing
materials. There are also a few literatures about how to solve the SP models in ATO
systems with special BOMs at low computational cost ( [15], [39], [63], [74], [16], [14]). In
Chapter 9, we also solve SP models for some simple ATO systems illustrated in Figure 1.2.
Nevertheless, developing efficient algorithms for general SP models is out of the domain of
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this thesis. Instead, we focus our efforts on the analysis of certain important properties of
SP solutions which are more closely relevant to our needs. More specifically, we will prove
that the solution sets to the SP models are uniformly Lipschitz continuous in model inputs.
In addition, we will also investigate how to select SP solutions as a function so that it is
Lipschitz continuous in the model inputs. Once the Lipschitz continuity is established, the
SP solutions can be used as parameters in the development of our inventory control policies
to guarantee that they do not fluctuate violently with respect to small changes of inputs,
which is necessary to the proof that they are asymptotically optimal.
Step 3: Formulate inventory control polices for the original ATO system based on the SP
solutions.
We take a similar approach as in [44] to formulate our inventory control policies. In [44]
where ATO inventory systems with identical lead times are studied, the optimal solutions
of a two-stage SP model are used to develop the inventory control policies: the first stage
SP solutions are used to formulate a base stock replenishment policy and the second stage
SP solutions are used to formulate an LP based allocation policy. In this thesis, we develop
two replenishment polices for ATO inventory systems with deterministic lead times: one is
Independent Base Stock (IBS) policy, from the solutions of a two-stage SP; and the other
is the SP based replenishment policy, from the solutions of a multi-stage SP. The allocation
policy is formulated by a procedure similar to that in [44], and can be applied to both ATO
systems studied in this thesis.
Step 4: Show the performance advantage of our inventory control policy by proving that
it is asymptotically optimal on the diffusion scale.
Our ultimate goal is to prove that the percentage difference between the actual inventory
cost under our inventory control policy developed in Step 3, and the minimal cost or the
cost lower bound obtained in Step 1, converges to zero in the asymptotic regime. In ATO
production-inventory systems, such result can be established in a straightforward way by
utilizing relevant results in some closely related literatures, such as [41]. However, in ATO
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inventory systems with deterministic lead times, there is a significant gap between known
results in relevant literatures, such as [44], and our goal. For example, the state of the system
can depend on the history of the infinite past rather than just the past lead time.
To bridge this gap, we develop some new techniques by first introducing a broadly-defined
Stochastic Tracking Model, which includes a (generalized) target process and a (generalized)
state-constrained target process. Then we prove that the expected difference between these
two processes converges to zero on the diffusion scale under some minor initial conditions.
Finally we apply this result to ATO inventory systems with deterministic lead times under
our control policies. It will be shown that the comparison between the target inventory
positions (ideal backlog targets), and the actual inventory positions (backlog positions) un-
der our inventory control policy, can be adapted to fit into the convergence results of the
Stochastic Tracking Model. And this observation enables us to prove that our inventory
control policy is asymptotically optimal.
1.4 Organization of the Thesis
Chapter 2 formulates the mathematical model for ATO inventory systems with deterministic
lead times, and introduces some relevant concepts. It also identifies the research question of
studying these ATO inventory systems.
Chapter 3 develops SP models that are used to set lower bounds on the cost objective
for ATO inventory systems developed in Chapter 2. Section 3.1 formulates a multi-stage
SP model that has sample path bounded solutions and can provide the same cost lower
bound as the multi-stage SP in [43]. Therefore, it is an improvement over the multi-stage SP
developed in [43] and the solutions of it will be used to develop the SP based replenishment
policy in Section 5.2. Section 3.2 formulates a two-stage SP model that is easier to solve
and can provide a relaxed cost bound compared to the multi-stage SP model in Section 3.1.
Therefore, it is a less expensive alternative and the solutions of it will be used to develop
the IBS replenishment policy in Section 5.1.
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Chapter 4 studies the vital properties of SP solutions that are needed in developing
and justifying our inventory control policies. Section 4.1 establishes the uniform Lipschitz
continuity of SP solution sets with respect to the model inputs. It also shows that some
infinite-dimensional LP has solution sets that are uniformly Lipschitz continuous in the
right-hand side constraints. Section 4.2 develops a procedure to select Lipschitz continuous
SP solutions by transforming the original SP to a perturbed SP that can be arbitrarily close
to it and has unique solutions. This result enables us to use the SP solutions, which as
a Lipschitz continuous function in the SP inputs, to develop inventory control policies in
Chapter 5 and Chapter 6.
Chapter 5 develops replenishment policies for ATO inventory systems with deterministic
lead times. Section 5.1 formulates an IBS replenishment policy, which is a generalization of
the base stock policy in [44], from the solutions of a two-stage SP. Section 5.2 develops a SP
based replenishment policy from the solutions of a multi-stage SP, to address the limitations
of the IBS policy. Section 5.3 demonstrates the use of the SP based replenishment policy
to W ATO system. Section 5.4 analyzes the optimality gap under the use of these two
replenishment policies and any feasible allocation policy, which shows that it can be divided
into two parts: the expected difference between actual inventory positions and their targets,
and the expected difference between actual backlog positions and their ideal targets.
Chapter 6 develops an LP based allocation policy for ATO inventory systems with de-
terministic lead times. Section 6.1 gives a general description of the policy development,
which uses the solutions of an LP to set backlog targets and follows the Allocation Principle
developed in [44]. Section 6.1 also shows how to separate the mismatch between actual back-
logs and their ideal targets into two different effects: the one from disparity between actual
component balances and ideal component balances, and the one from imperfect allocation in
the ATO system. Section 6.2 applies this allocation policy to M ATO system and formulates
some simple priority allocation rules under different cost regions.
Chapter 7 evaluates the performance of inventory control policies formulated in Chapter
13
5 and Chapter 6 in ATO inventory systems with deterministic lead times, and establishes
asymptotic optimality of the joint use of the SP based replenishment policy and the LP
based allocation policy. Section 7.1 shows that IBS replenishment policy is asymptotically
optimal with the use of the LP based allocation policy in ATO systems with lead time
difference dominated by their lengths. This extends the asymptotic optimality result in
[44] to some ATO systems with non-identical lead times. Section 7.2 builds a Stochastic
Tracking Model and several associated convergence results, which can be directly applied
to analyze the differences between actual inventory positions and their targets under the
SP based replenishment policy. Section 7.3 proves the asymptotic optimality of the SP
based replenishment policy and the LP based allocation policy by showing that the expected
difference between the actual inventory (backlog) positions and their corresponding ideal
targets, converges to zero on the diffusion scale.
Chapter 8 applies the LP based allocation policy to ATO production-inventory systems
and shows that it is asymptotically optimal on the diffusion scale as both demand rates and
production rates increase. Section 8.1 formulates the ATO model and the research question.
Section 8.2 develops a lower bound on the cost objective from an LP that is essentially the
same as LP (6.1) and thus the allocation policy follows the same procedure in Section 6.1. It
also gives a brief comparison between our allocation policy and another LP based allocation
policy developed in [41], and discusses the advantage of our policy. Section 8.3 proves that
our allocation policy can achieve the same level of asymptotic optimality as that in [41], and
shows the benefit to reserve components for many ATO production-inventory systems.
Chapter 9 presents simulation results of our control policies applied to some simple ATO
inventory systems: W, N, and M systems. The results not only confirm the asymptotic
optimality of our policies established in Chapter 7, but also show that our policies even work
very well in many non-asymptotic regimes.
As for notations, we use Rl and Rl+ to denote l-dimensional real vectors and non-negative
l-dimensional real vectors (l ≥ 1). For convenience, we omit their superscripts when l = 1.
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We use plain symbols to denote scalars, bold symbols to denote vectors, and plain symbols
and blackboard bold symbols to denote matrices. For example, ej is the vector with a 1 in
the j-th coordinate and 0’s elsewhere. We use x1 ∧ x2 and x1 ∨ x2 to denote the pairwise
minimum and pairwise maximum of two vectors x1 and x2. As a special case, x1 ∧ x2 and
x1∨x2 is the minimum and maximum of two scalars x1 and x2. x1 ≥ (≤)x2 means that every
coordinate of x1 is greater (less) than or equal to its corresponding coordinate in x2. We
use ||x||N(N = 1, · · · ,∞) to denote the N norm of a vector x. And the indicator function
of some event E is denoted by 1{E}, i.e., 1{E} is equal to one if E is true and zero if E is
false. We use Pr{E} to denote the probability of some event E .
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Chapter 2
Problem Formulation: ATO Inventory Systems
In this thesis, we consider continuous-review ATO models where control policies are defined
at every time and unserved demands are backlogged. We first study ATO inventory systems
with deterministic component lead times where components are ordered from uncapacitated
suppliers and inventories are non-perishable. This chapter serves to provide the model details
and formulates the research question.
There are m products that are assembled by n components (as exemplified in Figure 1.1).




a11 · · · a1m
· · · · · · · · ·
an1 · · · anm
 . (2.1)
The element of A, aji, is the number of units of component j (1 ≤ j ≤ n) needed to make
one unit of product i (1 ≤ i ≤ m). Therefore, the j-th row of A, Aj, is a m-dimension vector
that specifies the usage of component j by all products.
Let hj be the per-unit inventory holding cost of component j(1 ≤ j ≤ n) and bi be the per-
unit backlog cost of product i(1 ≤ i ≤ m). Use the n-dimension vector h ≡ (h1, · · · , hn) and
m-dimension vector b ≡ (b1, · · · , bm) to denote the per-unit holding costs of all components
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and per-unit backlog costs of all products. Let
c = (c1, · · · , cm) ≡ b + A′h, (2.2)
where ci is equal to the value of serving one unit of product i(1 ≤ i ≤ m).
The component lead times are deterministic and have K distinct values, and are denoted
by:
0 < L1 < L2 < · · · < LK . (2.3)
For convenience, define L0 = 0. We index components by the ascending order of their lead
times, and for component j we associate it with an index kj such that Lkj is its lead time.
We use nk to denote the number of components with lead time Lk(0 ≤ k ≤ K) and n̄k to
denote the number of components with lead times shorter than or equal to Lk(0 ≤ k ≤ K).
So this implies that n̄k =
∑
0≤k′≤k nk′ and n̄k−1 + 1, · · · , n̄k are indexes of components with
lead time Lk. Under these arrangements and notations, we use Ak to denote the submatrix
of A consisting of rows n̄k−1 + 1, · · · , n̄k, which represents the consumption of components
with lead time Lk(1 ≤ k ≤ K).
We use
D(t) = (D1(t), · · · ,Dm(t)), t ≥ −LK
to denote the demand process, where Di(t) denotes the amount of demand for product
i(1 ≤ i ≤ m) arrived by time t. We assume that demand process starts from time −LK
and follows a m-dimension compound Poisson process. We use Λ(t)(t ≥ −LK) to denote
the number of demand orders arrived by time t, where the inter-arrival times are a sequence
of i.i.d. exponential random variables. We use λ = E[Λ(1) − Λ(0)] to denote the mean
number of orders arrived within one unit of time. We use a sequence of i.i.d. m-dimension
random vectors to denote the order sizes. A generic vector of this sequence is denoted by
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S = (S1, S2, · · · , Sm), and its elements Si(1 ≤ i ≤ m) can be dependent. We assume that
Si has a finite 6-th moment, i.e., E[S6i ] < ∞(1 ≤ i ≤ m). We use the m-dimension vector
µ = (µ1, · · · , µm) ≡ E[D(1) −D(0)] to denote the mean demand arrivals over one unit of
time. Using Wald’s identity it is easy to see that µ = λE[S].
It would be useful to know demand arrivals between two different times, t1 and t2, as
well as at a specific time t. The first quantity is denoted by
D(t1, t2) ≡ D(t2)−D(t1), −LK ≤ t1 < t2, (2.4)
and the second quantity is denoted by
d(t) ≡ D(t)−D(t−), t ≥ −LK . (2.5)
In addition, the demand arrivals over a time interval with length equal to the difference
between two successive lead times are of particular interest to us, and we define
Dk(t) ≡ D(t− Lk, t− Lk−1), t ≥ −LK + Lk, 1 ≤ k ≤ K,
D̄k(t) ≡ D(t− LK , t− Lk−1), t ≥ 0, 1 ≤ k ≤ K.
(2.6)
For convenience, we omit the superscript of D̄1(t)(= D(t − LK , 0)) and use D̄(t) for its
notation.
Because D(t)(t ≥ −LK) is stationary, Dk(t) and D̄k(t) have the same distributions for







=D̄(t), t ≥ 0, 1 ≤ k ≤ K. (2.7)
The replenishment process of component j is denoted byRj(t)(t ≥ −Lkj), which specifies
the total amount of it ordered over the period [−Lkj , t]. Since it will be convenient to consider
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components with the same lead time as a group together, we use the nk-dimension vector
Rk(t) = (Rn̄k−1+1(t), · · · ,Rn̄k(t)), t ≥ −Lk
to denote the replenishment processes of components with lead time Lk, which starts from
time t = −Lk. And we use the nk-dimension vector
Rk(t) = (Rn̄k−1+1(t), · · · , Rn̄k(t)) ≡R
k(t)−Rk(t− Lk), t ≥ 0 (2.8)
to denote the amount of components with lead time Lk ordered during the past lead time,
whose element Rj(t) denotes the quantity of component j that is in transit at time t (t ≥
0, n̄k−1 + 1 ≤ j ≤ n̄k).
Observe that the first orders of components arrive at time t = 0, and the system also
starts to serve demands at that time. So the allocation process of product i, which denotes
the amount of its demand served by time t, starts at time t = 0 and is denoted by Zi(t)(t ≥
0, 1 ≤ i ≤ m). The following m-dimension vector
Z(t) = (Z1(t), · · · ,Zm(t)), t ≥ 0
denotes the amount of demands served by time t for each product. Analogous to the definition
of D(t1, t2),
Z(t1, t2) ≡ Z(t2)−Z(t1), 0 ≤ t1 < t2
denotes the amount of demands served over the time interval (t1, t2].
The on-hand inventory process of component j specifies its on-hand inventory levels at
time t, and is denoted by Ij(t)(t ≥ −Lkj , 1 ≤ j ≤ n). For components with lead time Lk,
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use the nk-dimension vectors
Ik(t) = (In̄k−1+1(t), · · · , In̄k(t)), t ≥ −Lk, 1 ≤ k ≤ K (2.9)
to denote their on-hand inventory levels at time t.
The backlog process of product i specifies its backlog positions at time t after demands
are served (if any), and is denoted by Bi(t)(t ≥ −LK , 1 ≤ i ≤ m). Use B−i (t)(1 ≤ i ≤ m)
to denote backlog positions of product i at time t(t ≥ −LK , 1 ≤ i ≤ m) before demands are
served (if any). Let B(t) = (B1(t), · · · , Bm(t)) and B−(t) = (B−1 (t), · · · , B−m(t)), t ≥ 0. Note
that at time t if demand i is not served then
B−i (t) = Bi(t) = Bi(t
−), 1 ≤ i ≤ m. (2.10)
In the system at time t ≥ 0, backlog process and on-hand inventory process are driven
by the demand, replenishment, and allocation processes by
B(t) = B(t− Lk) + D(t− Lk, t)− Z(t− Lk, t), t ≥ 0
and Ik(t) = Ik(t− Lk) + Rk(t− Lk)− AkZ(t− Lk, t), t ≥ 0, 1 ≤ k ≤ K,
(2.11)
with initial states given by
B(t) = D(−LK , t), Z(t, 0) = 0, − LK ≤ t < 0
Ik(t) = 0, Rk(t− Lk) = 0, − LK ≤ t < 0, 1 ≤ k ≤ K.
Under these specifications and notations, the expected inventory cost rate of the system at
time t ≥ 0 can be calculated by
C(t) = b · E[B(t)] +
K∑
k=1
hk · E[Ik(t)], t ≥ 0, (2.12)
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where hk = (hn̄k−1+1, · · · , hn̄k) are the unit holding costs of components with lead time
Lk(1 ≤ k ≤ K).
The research question in studying this ATO inventory system is to develop an inven-
tory control policy that is composed of a replenishment policy that determines Rk(t)(t ≥
−Lk, 1 ≤ k ≤ K), and an allocation policy that determines Z(t)(t ≥ 0), to minimize the
following long-run average expected total inventory cost:







s.t. Z(t) ≤ D(−LK , t), AkZ(t) ≤Rk(t− Lk), 1 ≤ k ≤ K, t ≥ 0.
(2.13)
In addition, both Rk(t)(t ≥ −Lk, 1 ≤ k ≤ K) and Z(t)(t ≥ 0) need to be measurable
with the filtration generated by initial states of the system, as well as D(s)(−LK ≤ s <
t),Rk(s)(−Lk ≤ s < t, 1 ≤ k ≤ K) and Z(s)(0 ≤ s < t).
At the end of this section, it helps to review some additional concepts that play impor-
tant roles in the development of our inventory control policies. One is component inventory
position, which is the total amount of on-hand and in-transit inventory in the system sub-
tracting the amount needed to clear all existing backlogs. We use IPj(t) and IP−j (t) to
denote the inventory positions of component j after and before its order (if any) is placed,
(t ≥ −Lkj , 1 ≤ j ≤ n). Similarly, use the nk-dimension vectors
IPk(t) = (IPn̄k−1+1(t), · · · , IPn̄k(t)), t ≥ −Lk, 1 ≤ k ≤ K
and IPk−(t) = (IP−n̄k−1+1(t), · · · , IP
−
n̄k
(t)), t ≥ −Lk, 1 ≤ k ≤ K
to denote inventory positions of components with lead time Lk after and before their orders
are placed. Then by definition, we have
IPk(t) = Ik(t) + Rk(t)− AkB(t), t ≥ 0, 1 ≤ k ≤ K. (2.14)
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Note that in (2.14), the first term is the on-hand inventory, the second term is the in-transit
inventory, and the third term is the inventory needed to clear all existing backlogs. So the
inventory position will change only when new demand arrives or new orders are placed.
Therefore
IPk−(t) = IPk(t−)− Akd(t), t ≥ −Lk, 1 ≤ k ≤ K. (2.15)
Apply (2.14) to (2.11), it follows that
AkB(t)− Ik(t) = AkD(t− Lk, t)− IPk(t− Lk), t ≥ 0, 1 ≤ k ≤ K. (2.16)
Another critical concept in our control policy is component balance, and we use the nk-
dimension vectors
Qk(t) = (Qn̄k−1+1(t), · · · , Qn̄k(t)) ≡ AkB(t)− Ik(t), t ≥ 0, 1 ≤ k ≤ K (2.17)
to denote the balances of components with lead time Lk at time t ≥ 0. Note that
Qj(t) ≡ AjB(t)− Ij(t), t ≥ 0, 1 ≤ j ≤ n, (2.18)
is the shortage (surplus) of component j(1 ≤ j ≤ n) to clear existing backlogs at time t
when the right-hand side is positive (negative).
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Chapter 3
SP Based Cost Lower Bounds for ATO Inventory Systems
Stochastic programming (SP) is a powerful tool in ATO research to develop and characterize
effective control policies, and one can find its application in [17], [62], [3], [63], [15], [43],
[44], [16], and so on. Among them, the most relevant ones to our context are [15] (on W
system), [43] (on ATO systems with multiple products and arbitrarily deterministic lead
times), [44] (on ATO systems with multiple products and identical lead times), and [16] (on
M sysytem), all of which use SP models to provide a lower bound on the average inventory
cost of studied ATO systems. This chapter follows the same approach to derive lower bounds
on the cost objective in (2.13) for ATO inventory systems with deterministic lead times.
Section 3.1 develops a multi-stage SP model, which is an improvement over the SP model
in [43], since it not only has sample path bounded solutions, but also provides the same cost
lower bound. Section 3.2 formulates a two-stage SP that is easier to solve than the multi-
stage SP in Section 3.1, at the cost of providing a relaxed cost lower bound.
3.1 Cost Lower Bound: Multi-Stage SP
In the control of the ATO inventory systems formulated in Chapter 2, the goal is to find
nonanticipating replenishment processes Rk(t) (t ≥ −Lk, 1 ≤ k ≤ K) and a nonanticipating
allocation process Z(t)(t ≥ 0), to minimize the cost objective in (2.13). For this problem,
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Theorem 1 in [43] shows that
C+ ≡ b · E[D̄] + inf
α≥0
{b ·α+ ΦK(α)} (3.1)




{hK · yK + E[ΦK−1(yK ,α+ DK)]},
Φk(yk+1, · · · ,yK ,x) = inf
yk≥0
{hk · yk + E[Φk−1(yk, · · · ,yK ,x + Dk)]}, k = K − 1, · · · , 1,
Φ0(y1, · · · ,yK ,x) = −max
z≥0
{c · z|z ≤ x, Az ≤ (y1, · · · ,yK)′}.
(3.2)
Here, (3.2) is a (K + 1)-stage SP and Dk (1 ≤ k ≤ K), D̄ are defined in (2.7).
Since the formulations (3.1)-(3.2) are not trivial, it helps to provide some interpretations
about them. (3.1)-(3.2) is a static analog to the dynamic ATO inventory system, attempting
to minimize the expected inventory cost rate at a given time t (rather than the long run
average expected total inventory cost) myopically, regardless of the cost before or after time
t. To this end, the inventory manager first chooses the ordering quantity of components
with lead time Lk at time t − Lk (1 ≤ k ≤ K), which corresponds to selecting yk at the
(K − (k − 1))-th (1 ≤ k ≤ K) stage SP. At time t, the manager determines how to allocate
the delivered components to demands accumulated over [t−LK , t] and initial backlogs, which
corresponds to selecting z at the last stage SP. Besides, the manager can also freely choose
the initial backlog levels in the system at time t− LK , which corresponds to selecting α in
(3.1). As will be shown by the proof in Theorem 3.3, the best choice of α is infinitely large.
It is easy to see that in (3.2), optimal values of yk depend on {DK , · · · ,Dk+1,yK , · · · ,yk+1}
(1 ≤ k < K), and optimal values of z depend on {DK , · · · ,D1,yK , · · · ,y1}. To be more
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precise, define a discrete filtration
FK ≡ {∅,Ω} ,Fk ≡ σ-field generated by {DK , · · · ,Dk+1,yK , · · · ,yk+1}, 1 ≤ k < K.
It follows that FK ⊆ FK−1 ⊆ · · · ⊆ F0, and optimal values of yk are Fk-measurable (1 ≤
k ≤ K) and optimal values of z are F0-measurable.
As a proxy model to the original ATO system, SP (3.1)-(3.2) is more tractable to solve.
However, C+ can not be directly computed from solving (3.2) since b · α + ΦK(α) is non-
increasing in α (see proof of Theorem 3.3), and thus to attain the infimum in (3.2), the
optimal values of α, yk (1 ≤ k ≤ K) and z can approach infinity. Therefore, they can not
provide useful guidance in the development of inventory control policies. To address this
issue, we define a new (K + 1)-stage SP as follows:
ϕK = inf
yK∈RnK
{hK · yK + E[ϕK−1(yK ,DK)]},
ϕk(yk+1, · · · ,yK ,x) = inf
yk∈Rnk
{hk · yk + E[ϕk−1(yk, · · · ,yK ,x + Dk)]}, k = K − 1, · · · , 1,
ϕ0(y1, · · · ,yK ,x) = −max
z∈Rm
{c · z|z ≤ x, Akz ≤ yk, 1 ≤ k ≤ K}.
(3.3)
For (3.3), define the following filtrations:
F̂K ≡ {∅,Ω} , F̂k ≡ σ-field generated by {DK , · · · ,Dk+1,yK , · · · ,yk+1}, 1 ≤ k < K.
So F̂K ⊆ F̂K−1 ⊆ · · · ⊆ F̂0, and optimal values of yk are F̂k-measurable (1 ≤ k ≤ K) and
optimal values of z are F̂0-measurable.
Before we start further investigation of SP (3.3), it helps to compare the two SPs in (3.2)
and (3.3). Similar to (3.2), (3.3) also tries to minimize the expected inventory cost rate at
a given time t by ordering components with lead time Lk at time t − Lk (1 ≤ k ≤ K) and
delay the allocation decision until time t. Unlike (3.2), (3.3) starts with no backlogs, which
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corresponds to α in (3.2). Instead, in (3.3), the manager can undo allocation decision before
time t − LK , which corresponds to the choice of negative z in the last stage of (3.3). In
addition, the manager can also order negative amount of components, which corresponds to
the choice of negative yk (1 ≤ k ≤ K) in the first K stages of (3.3), if he predicts that some
components will be redundant.
Because of these relaxed constraints to the control of original ATO system, one may
conjecture that SP (3.3) can also be used to construct a lower bound on the cost objective
in (2.13). In fact, this is true. To see this point, first note that on any sample path
{DK , · · · ,D1}, for a given α ≥ 0, if {yKα , · · · ,y1α, zα} is an optimal solution of (3.2), then




hk · E[ykα − Akα]− c · E[zα −α] = ΦK(α) + (c− A′h) ·α
= ΦK(α) + b ·α.
(3.4)
Therefore, a new cost lower bound can be constructed from (3.3) by defining
C ≡ ϕK + b · E[D̄], (3.5)
since by (3.4) and (3.1), it follows that
C+ ≥ C. (3.6)
Note that C is directly computable from solving (3.3).
Let yk∗(yk+1∗, · · · ,yK∗,DK , · · · ,Dk+1) be an optimal solution of ϕk(yk+1∗, · · · ,yK∗, D̄k+1)
(1 ≤ k ≤ K) and z∗(y1∗, · · · ,yK∗,DK , · · · ,D1) be an optimal solution of ϕ0(y1∗, · · · ,yK∗, D̄).
For convenience, we will use yk∗(1 ≤ k ≤ K) and z∗ to denote these optimal solutions.
Unlike Theorem 2 in [44], in (3.3), except for yK∗, there does not exist a uniform upper or
lower bound on yk∗(1 ≤ k ≤ K) because Dk(1 ≤ k ≤ K) follow compound Poisson distribu-
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tions and thus are not bounded from above. However, on each sample path {DK , · · · ,D1},
the optimal solutions of (3.3) at any stage k(1 ≤ k ≤ K) have sample path specific upper
and lower bounds, as is shown by the following Theorem.
Theorem 3.1. (See Appendix A.1 for Proof) There exists finite constants β > 0 and β̄ > 0
which are independent of the sample path {DK , · · · ,D1} and only depend on A,h, and b,
such that if yk∗ = (y∗n̄k−1+1, · · · , y
∗
n̄k
) is an optimal solution of ϕk(yk+1∗, · · · ,yK∗,x) (1 ≤






















From Theorem 3.1, it can be seen that the sample path specific upper bound and lower
bound on the optimal solutions to (3.3) at any stage k is determined by the amount of
demand arrivals up to this stage, the expected value of demand arrivals over the remaining
stages, and the optimal solutions of previous stages. Note that although Dk(1 ≤ k ≤ K) in
(3.3) follow compound Poisson distributions according to the definition in (2.6), Theorem 3.1
still holds even if Dk(1 ≤ k ≤ K) have other probability distributions with finite expected
values.
At this point, we have shown two benefits of SP (3.3): first, its optimal objective value
can be used to construct a cost lower bound on (2.13); second, compared to (3.2), its optimal
solutions have sample path specific upper and lower bound, and thus they can be used as
parameters to formulate inventory control policies. However, from (3.6), it can be seen that
the cost lower bound constructed from (3.3) is probably less tight than that constructed
from (3.2). And if the cost lower bound is too loose, it will not be so useful as a benchmark
in evaluating the performance of inventory control policies. To address this concern, The-
orem 3.2 shows that the cost lower bound constructed from (3.3) is actually equal to that
constructed from (3.2). This implies that the benefits of SP (3.3) can be obtained without
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sacrificing the quality of the cost lower bound.




{b ·α+ ΦK(α)}, and thus C+ = C. (3.8)
The establishments of Theorem 3.1 and Theorem 3.2 not only allow us to develop invento-
ry control polices using optimal solutions of (3.3) as parameters (see Section 5.2 and Section
6.1), but also provide us a performance benchmark to evaluate our policies (see Section 7.3).
Remark 3.1. Note that the SP solutions can be non-integers, and the inventory positions
and backlog positions in real ATO systems are all integers. Nevertheless, our major goal is
to prove asymptotic optimality, so our conclusions still hold by rounding the values of SP
solutions to integers.
3.2 Cost Lower Bound: Two-Stage SP
In practice, when K is large, solving (3.3) can be computationally expensive. Developing
efficient algorithms or procedures to solve general SPs or even (3.3) is beyond the domain of
this thesis, and here we can address this issue from a different angle. To be more specific,
we formulate a simpler SP model to construct a relaxed cost lower bound.
Define




{h · y + E[Φ̃0(y,D1)]
Φ̃0(y,x) = −max
z∈Rm
{c · z|z ≤ x, Az ≤ y}.
(3.10)
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Here (3.10) is only a two-stage SP model, independent of the number of distinct lead times
in the ATO system. It is similar to the two-stage SP model developed in [44] where the
ATO system has identical component lead times. In other words, the formulation of (3.10)
pretends that the components in the ATO system have identical lead time L1. Similarly,
define a discrete filtration: F̃1 ≡ {∅,Ω} , F̃0 ≡ σ-field generated by {D1,y}. Then F̃1 ⊆ F̃0,
and optimal values of y are F̃1-measurable and optimal values of z are F̃0-measurable.
As alluded earlier, the benefit of (3.10) is that it is much easier to solve than (3.3), and
it can also be used to construct a lower bound on (2.13).
Theorem 3.3. (See Appendix A.3 for Proof)
C ≥ C+ = C ≥ C∗ (3.11)
where C, C+, C, C∗ are defined in (2.13), (3.2), (3.5), (3.9) respectively.
Theorem 3.3 provides a relaxed cost lower bound on (2.13) from a two-stage SP model.
Therefore, it provides a less expensive alternative to (3.3) if the latter requires too much
computational resource to solve. In fact, in Section 5.1, we will use the solutions of (3.10)
to develop Independent Base Stock (IBS) replenishment policy for ATO inventory systems
with non-identical lead times, which is much easier to implement in practice and can be
quite effective when the differences of lead times are dominated by their lengths.
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Chapter 4
Stability Analysis of SP Solutions
As alluded many times in previous chapters, the solutions of SP (3.3) and SP (3.10) will
be used as parameters to develop inventory control policies for ATO inventory systems
formulated in Chapter 2. Theorem 3.1 establishes the feasibility of such approach. Moreover,
to avoid wild fluctuation of the control policies developed in Chapter 5 and Chapter 6 in
response to small changes of model inputs, and to prove their asymptotic optimality, we
require the SP solutions to be Lipschitz continuous with model inputs.
Stability (or sensitivity) analysis of SP models is a very active research area in the
optimization society. The most typical question is to investigate how optimal objective values
or optimal solution (sets) will change in response to changes in the underlying probability
measure, which reflects currently available information that is often incomplete. There are a
lot of appealing results that have been established in two-stage SP models (see [45], [51], [52],
[13], [42], [47] for some examples) and multi-stage SP models (see [65], [32], [46], [54], [25], [42]
for some examples) under different convergence notions and metrics. Despite the richness
of research in this area, it does not relate closely to our context, where we assume that the
information about the market is perfect and thus the demand distribution is known. Instead,
we want to examine the change of optimal solutions in response to different realizations of
demand sample paths. Such solution stability in two-stage SPs with the form of (3.10) has
been fully studied in Section 3.2.2 of [44], which develops a procedure to select uniformly
Lipschitz continuous solutions. And this Chapter will focus on investigating the Lipschitz
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continuity of solutions to SP (3.3).
Section 4.1 shows that the solution sets to SP (3.3) are uniformly Lipschitz continuous
with respect to the model inputs. For different model inputs, we can pick one element from
the corresponding solution sets to define a solution function. And our ultimate goal is to
construct such a solution function that is Lipschitz continuous in the model inputs. If the
solution set is a singleton for all possible values of model inputs, then the solution function
is unique and also Lipschitz continuous. Therefore, in Section 4.2, we develop SPs with
unique optimal solutions whose optimal objective value can be arbitrarily close to that of
SP (3.3). And these unique solutions will be used as parameters to develop our inventory
control policies.
4.1 Lipschitz Continuity of SP Solution Sets
Note that in SP (3.3), the random elements are Dk(1 ≤ k ≤ K), which are discrete random
variables. Therefore, (3.3) can be transformed to its deterministic equivalent: an infinite
dimension LP with infinite decision variables and infinite linear constraints. Here Hoffman’s
Lemma in [26] does not apply because it only holds for finite-dimension linear inequalities.
There are very limited research about Lipschitz continuity of solution sets to generalized
(or infinite dimensional) LPs with respect to perturbations of right-hand side constraints,
and one important result can be found in [31], which extends Hoffman’s Lemma to infinite-
dimension space. However, the result has several limitations. First, it requires the linear
mapping between the domain space and the range space to be continuous with closed range,
which is not the case in our context. Second, the result only proves the existence of the
Lipschitz constant, while not providing any way to estimate it. Moreover, this result only
applies to the Lipschitz continuity of feasible solutions, but not to that of optimal solutions.
To the best of our knowledge, the most relevant existing result to our needs is Theorem
2.4 in [38], and we state it as follows:
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Theorem 4.1. [Theorem 2.4 in [38]] Let the linear program
max
x
{p · x s.t. Ax ≤ b, Cx = d}
have non-empty solution sets S1 and S2 for right-hand sides (b1,d1) and (b2,d2), respec-
tively. For each x1 ∈ S1, there exists x2 ∈ S2 such that


















where || · ||β is some monotonic norm and || · ||β∗ is its dual norm such that β∗ = 1/(1−1/β).
Our result will be established by applying the above theorem. First we introduce a
sequence of finite-dimension LPs indexed by a positive integer M , to approximate (3.3).
Define the following SP
ϕKM = inf
yK∈RnK
{hK · yK + E[ϕK−1M (y
K ,DKM)]},
ϕkM(y
k+1, · · · ,yK ,x) = inf
yk∈Rnk
{hk · yk + E[ϕk−1M (y
k, · · · ,yK ,x + DkM)]}, k = K − 1, · · · , 1,
ϕ0M(y
1, · · · ,yK ,x) = ϕ0(y1, · · · ,yK ,x) = −max
z∈Rm
{c · z|z ≤ x, Akz ≤ yk, 1 ≤ k ≤ K},
(4.1)
where DkM = Dk ∧M(1 ≤ k ≤ K) and M is a m-dimension vector with all entries equal to
M . Note that SP (4.1) can be interpreted as a truncated version of (3.3) in that ϕkM(·) can be
transformed from ϕk(·) by replacing Dk with DkM(1 ≤ k ≤ K). Moreover, the next theorem
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shows that ϕk(·) can be approximated by ϕkM(·) arbitrarily well when M is sufficiently large.
Theorem 4.2. (See Appendix B.1 for Proof) ϕkM(yk+1, · · · ,yK ,x) converges uniformly to
ϕk(yk+1, · · · ,yK ,x) in yk′ ∈ Rk′ (k + 1 ≤ k′ ≤ K) and x ∈ Rm as M →∞.
Note that as a random variable, DkM(1 ≤ k ≤ K) is bounded and has finite different
possible values. Therefore (4.1) can be transformed to its deterministic equivalent, a finite-
dimension LP. We follow Section 3.1.3 in [7] to conduct this procedure by starting to translate
(4.1) to a scenario tree. We use {DKM , · · · ,DkM , · · · ,D1M} to denote a sample path in (4.1)
and DkM(ωk) to denote a realization of DkM(1 ≤ k ≤ K). We use PkM(ωk) to denote the
probability that DkM = DkM(ωk)(1 ≤ k ≤ K). Corresponding to SP (4.1), the scenario
tree has K + 1 levels with the root node at the top (k = K) level. The edge connecting
one node at level k to one of its children node at level k − 1 corresponds to DkM(ωk), one
realization of DkM(1 ≤ k ≤ K). For simplicity, a path starting from level k and ending at
level k′(0 ≤ k′ ≤ k) is encoded by a string
ω̄ = ωk · · ·ωk′+1
and has probability




as DkM(1 ≤ k ≤ K) are independent. Use Ωk
′
k to denote the collection of these strings (0 ≤
k′ < k ≤ K). For convenience, we allow Ωkk to contain a single element which corresponds
to an empty string with P(ω̄) = 1. From a node at level k to a node at the bottom level




k) + · · ·+ D1M(ω1).
In the context of SP (4.1), a sample path is a sub-path of another sample path if it is
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contained in the latter and shares the same starting node. And when paths are encoded by
strings, it means that for two strings ω1 and ω2, ω1 is a prefix of ω2, which is denoted by
ω1  ω2.
With the above notations, the correspondence between the scenario tree and SP (4.1)
can be described as follows: with a subtree starting from level k(0 ≤ k ≤ K) associated with
data (yk+1, · · · ,yK ,x), ϕkM(yk+1, · · · ,yK ,x)(x ≥ 0) can be transformed to the following
LP:
ϕkM(y
k+1, · · · ,yK ,x) = inf
yk,··· ,y1,z












z(ω̄) ≤ x + DkM(ω̄), ω̄ ∈ Ω0k, (4.3)
Ak
′
z(ω̄) − yk′(ω̄′) ≤ 0, ω̄ ∈ Ω0k, ω̄′ ∈ Ωk
′
k , ω̄
′  ω̄, 1 ≤ k′ < k, (4.4)
Ak
′
z(ω̄) − yk ≤ 0, ω̄ ∈ Ω0k, (4.5)
Ak
′
z(ω̄) ≤ yk′ , ω̄ ∈ Ω0k, k < k′ ≤ K. (4.6)
In the LP (4.2)-(4.6), the decision variables are
1. z(ω̄): non-deterministic decision variable corresponding to a path from level k to level
0, i.e., ω̄ ∈ Ω0k
2. yk′(ω̄′): non-deterministic decision variable corresponding to a path from level k to
level k′(1 ≤ k′ < k), i.e., ω̄′ ∈ Ωk′k , which is a prefix of some path ω̄ ∈ Ω0k
3. yk: deterministic decision variable
and the right-hand side constraints are:
1. x: possible realizations of DKM + · · ·+ Dk+1M from previous stages
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2. DkM(ω̄): possible realizations of DkM(ωk) + · · · + D1M(ω1) from current and remaining
stages with ω̄ = ωk · · ·ω1
3. (yk+1, · · · ,yK): determined by optimal decisions from previous stages K, · · · , k + 1.
From the above elaboration, it can be seen that (4.2)-(4.6) is a large-scale LP, whose size is
determined byM . Usually, studying a large-scale LP is a very difficult task. Nevertheless, we
will show that the constraint matrix on the left-hand side of (4.3)-(4.6) has a special structure
that allows us to establish the solution’s stability. To help understand this structure, we
start to describe it from the simplest case when k = 1, i.e., ϕ1M(y2, · · · ,yK ,x), where the
constraints (4.2)-(4.6) can be written as
z(ω̄) ≤ x + D1M(ω̄), ω̄ ∈ Ω01,
A1z(ω̄) − y1 ≤ 0, ω̄ ∈ Ω01,
Akz(ω̄) ≤ yk, ω̄ ∈ Ω01, 1 < k ≤ K.
(4.7)
We permute rows of the constraints so that those with the same ω̄ are in the same block.







where ω̄1, ω̄2, · · · are elements in Ω01. Correspondingly, the constraint matrix on the left-hand






























are coefficients associated with y1. So each block A0 corresponds to a particular ω̄ ∈ Ω01 and
has m+ n1 + · · ·+ nK rows and m columns. E1 has n1 columns and each negative identity
submatrix −I in it corresponds to a particular ω̄ ∈ Ω01. Note that the identity submatrices
in each A0 and the negative identity submatrices in E1 are on separate rows, so A1 has full
column rank.
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When k = 2, the constraints (4.2)-(4.6) can be written as
z(ω̄) ≤ x + D2M(ω̄), ω̄ ∈ Ω02,
A1z(ω̄) − y1(ω̄′) ≤ 0, ω̄ ∈ Ω02, ω̄′ ∈ Ω12, ω̄′  ω̄,
A2z(ω̄) − y2 ≤ 0, ω̄ ∈ Ω02,
Ak
′
z(ω̄) ≤ yk′ , ω̄ ∈ Ω02, 2 < k ≤ K.
(4.10)
Again we permute the rows in (4.10) so that those associated with the same ω̄ are placed
next to each other, and then those with the same ω̄′ are placed in the same block. After this













where ω̄′1, ω̄′2, · · · are elements in Ω12, ω̄11, ω̄12, · · · are elements in Ω02 with ω̄′1 as their com-
mon prefix, ω̄21, ω̄22, · · · are elements in Ω02 with ω̄′2 as their common prefix, and so on.
37











. . . E1
A0

is the same matrix defined in (4.8) and corresponds to a particular ω̄′ ∈ Ω12 with each A0
in it corresponding to a particular ω̄ ∈ Ω02 such that ω̄′  ω̄. E2 has a similar structure as
E1 with n2 columns corresponding to y2. Again, the identity submatrices in each A0 and
the negative identity submatrices in E1 and the negative identity submatrices in E2 are on
separate rows, so A2 has full column rank.





. . . Ek
Ak−1
 , k = 1, 2, · · · , K (4.11)
where A0 is given in (4.8) and E1 is given in (4.9). Here Ek has nk columns corresponding
to yk and a negative identity matrix that are on different rows as those in Ek−1, · · · ,E1 and
as those identity matrices in A0. So Ak (1 ≤ k ≤ K) has full column rank.
Before we start a further investigation of Ak, it helps to use the N system in Figure 1.2 as
an example to illustrate how Ak are constructed. Suppose that the common component 2 in








2) and D2M has two different realizations D2M(ω21),D1M(ω22). Then Ω01 has two





















1 0 0 0
0 1 0 0
0 1 −1 0
1 1 0 −1
1 0 0 0
0 1 0 0
0 1 −1 0
1 1 0 −1
1 0 0 0
0 1 0 0
0 1 −1 0
1 1 0 −1
1 0 0 0
0 1 0 0
0 1 −1 0




where empty entries in these matrices are zeros.
For given M > 0, the LP representation of ϕkM(yk+1, · · · ,yK ,x) in (4.2)-(4.6) is finite
dimensional, so its optimal solution sets are Lipschitz continuous in the right-hand side con-
straints, which are exactly the inputs (yk+1, · · · ,yK ,x). From the above illustration of the
constraint matrix, it can be seen that its dimension depends on M . A larger M will intro-
duce a larger number of decision variables and a larger number of constraints. Therefore, the
Lipschitz constant might also depend on M . Theorem 4.2 shows that M needs to be suffi-
ciently large to allow a close approximation of ϕkM(yk+1, · · · ,yK ,x) to ϕk(yk+1, · · · ,yK ,x),
which implies that the Lipschitz constant might as well go to infinity. Nevertheless, to prove
the asymptotic optimality of our inventory control policy, we need a uniform Lipschitz con-
stant that is independent of M . To this end, we first formulate and analyze a more general
problem.






or a matrix that can be transformed to this form by permuting rows and columns. H is







is a non-square diagonal block matrix where each block Hi(1 ≤ i ≤ N) has the same number
of columns. Entries in block E are only 0 or -1. In addition, G has full column rank, and
therefore H, E, and every block Hi(1 ≤ i ≤ N) all have full column rank.
From the definition of G, it can be seen that it has two important parameters: the number
of columns in each block Hi(1 ≤ i ≤ N) and the number of columns in E. And we define
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G1 to be a stage-1 FCBM with characterization numbers (m,n1) if Hi(1 ≤ i ≤ N) has m
columns and E has n1 columns. And a stage-k FCBM (k > 1) with characterization numbers
(m,n1, · · · , nk) is defined in the following recursive way:
1. The coupling matrix E has nk columns
2. Each block Hi(1 ≤ i ≤ N) is a stage-(k − 1) FCBM with characterization numbers
(m,n1, · · · , nk−1).





terization numbers (m,n1, · · · , nk) can also be classified as a stage-(k − 1) FCBM with
characterization numbers (m,n1, · · · , nk−1N + nk) where N is the number of stage-(k − 1)
FCBM blocks in H. After the permutation, all coupling matrices in stage-(k− 1) blocks are
combined with E to become a single coupling matrix.
In the definition of FCBM, the matrix G is not required to be square or invertible.
Nevertheless, nonsingular FCBM is of particular interest to our analysis of the constraint
matrix in (4.2)-(4.6). As the first step, we transform a nonsingular stage-k FCBM with





with the following properties:
1. H(k)1 is a diagonal block matrix where each block is a nonsingular (m × m invertible
matrix) stage-(k − 1) FCBM with characterization numbers (m,n1, · · · , nk−1) when
k > 1
2. H(k)2 is a non-square diagonal block matrix where each block has strictly more rows than
columns and is a stage-(k−1) FCBM with characterization numbers (m,n1, · · · , nk−1)





 has nk columns with entries being only 0 or -1
Note that for any FCBM, since it has full column rank, it contains a nonsingular FCBM as
its submatrix by removing some linearly dependent rows.
The definition of FCBM generalizes the constraint matrices in (4.3)-(4.6), which are
constructed recursively in (4.11), as it is easy to see that Ak(k = 1, · · · , K) is a stage-k
FCBM with characterization numbers (m,n1, · · · , nk). Although Ak is singular, since it has
full column rank, it has a nonsingular submatrix that is also a stage-k FCBM with charac-
terization numbers (m,n1, · · · , nk). Therefore, any set of (maximum) linearly independent
rows of Ak is contained in one of its submatrices that is a nonsingular stage-k FCBM with
characterization numbers (m,n1, · · · , nk).
To help better understand the above definitions and concepts, we will use the matrices
in (4.12) for an illustration. In (4.12), A1 is a stage-1 FCBM with characterization numbers
(2, 1), and A2 is a stage-2 FCBM with characterization numbers (2, 1, 1) with A1 as its blocks.
In A2, rows 1, 2, 5, 6, 12, 15, 16 are linearly independent, and are contained in a nonsingular




1 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
0 1 −1 0
0 1 −1 0
1 1 0 −1
1 0 0 0
0 1 0 0
0 1 −1 0
1 1 0 −1

. (4.15)







































By permuting rows and columns, (4.15) can be transformed into

1 0 0 0 0
0 1 0 0 0
0 1 0 −1 0
1 1 0 0 −1
1 0 0 0 0
0 1 0 0 0
0 1 −1 0 0
1 0 0 0 0
0 1 0 0 0
0 1 0 −1 0
1 1 0 0 −1

which is a stage-1 FCBM with characterization numbers (2, 3). It contains four diagonal
blocks and a coupling matrix E that is comprised of the last three columns.
In the LP (4.3)-(4.6), whenM increases, the number of constraints and decisions variables
will also increase. Correspondingly, the constraint matrix Ak will have larger number of rows.
However, Ak is still a stage-k FCBM with characterization numbers (m,n1, · · · , nk). This
observation can also be generalized to FCBM, which can be expanded by adding blocks of
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submatrix H in (4.13) without changing the characterization numbers. And this motivates
us to develop the lemma below, which establishes an invariant relationship with respect to
such expansion.
Lemma 4.1. (See Appendix B.2 for Proof) Let G(k) be a nonsingular stage-k FCBM with
characterization numbers (m,n1, · · · , nk) (k = 1, 2, · · · ). Let V be the set of values of entries
in G(k). Let u be any vector that has the same number of entries as the number of rows
of G(k). If V is a finite set, then there exists a constant κ, determined only by V and




Based on Lemma 4.1 and the observation that the structure of (4.3)-(4.6) can be charac-
terized by a FCBM, we can show that the solution sets of ϕkM(yk+1, · · · ,yK ,x) has a uniform
Lipschitz constant that does not depend on M .
Lemma 4.2. (See Appendix B.3 for Proof) Let (yk+1M,a, · · · ,yKM,a,xM,a) and (y
k+1
M,b , · · · ,yKM,b,xM,b)
be two sets of input values to the LP in (4.2)-(4.6). Then each instance has an optimal so-
lution, denoted by {yk′∗M,a(1 ≤ k′ ≤ k), z∗M,a} and {yk
′∗
M,b(1 ≤ k′ ≤ k), z∗M,b} respectively, such
that for 1 ≤ k′ ≤ k




∥∥ylM,a − ylM,b∥∥∞ + ‖xM,a − xM,b‖∞
)




∥∥ylM,a − ylM,b∥∥∞ + ‖xM,a − xM,b‖∞
) (4.16)
where κ depends only on entry values in Ak′(1 ≤ k′ ≤ k) and (m,n1, · · · , nk).
Lemma 4.2 shows that the sensitivity of solution sets of (4.2)-(4.6) to its inputs will not
increase for larger M . Equipped with this observation, we can prove that the solution sets
of SP (3.3) also have a uniform Lipschitz constant.
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Theorem 4.3. (See Appendix B.4 for Proof) 1. There exists a constant κ that depends only
on m,nk (1 ≤ k ≤ K) and Ak (1 ≤ k ≤ K), such that ϕkM(yk+1a , · · · ,yKa ,xa) has an optimal
solution yk∗M,a and ϕkM(y
k+1
b , · · · ,yKb ,xb) has an optimal solution yk∗M,b, where yk∗M,a and yk∗M,b
satisfy




∥∥yla − ylb∥∥∞ + ‖xa − xb‖∞
)
. (4.17)
2. There exists a constant κ that depends only on m,nk (1 ≤ k ≤ K) and Ak (1 ≤ k ≤ K)
such that ϕk(yk+1a , · · · ,yKa ,xa) has an optimal solution yk∗a and ϕk(yk+1b , · · · ,yKb ,xb) has an
optimal solution yk∗b , where yk∗a and yk∗b satisfy




∥∥yla − ylb∥∥∞ + ‖xa − xb‖∞
)
. (4.18)
4.2 Lipschitz Continuity of SP Solutions
Theorem 4.3 establishes the uniform Lipschitz continuity of optimal solution sets to SP (3.3).
However, this does not suffice to prove the asymptotic optimality of our inventory control
policies developed in subsequent chapters. As we point out in the beginning of this Chapter,
what we ultimately need is a solution (to SP (3.3)) function that is Lipschitz continuous in
the inputs. If the optimal solutions to SP (3.3) are unique, then such Lipschitz continuous
solution function can be obtained trivially from Theorem 4.3. However, in SP (3.3), the
optimal solutions are not necessarily unique, and we will address this issue in this section.
Simply speaking, we will prove that SP (3.3) can be transformed to SPs (or LPs) with unique
optimal solutions by giving up a negligible amount of optimality.
First note that from Theorem 4.2, ϕkM converges to ϕk uniformly in M , and thus the
difference between ϕkM and ϕk, can be made arbitrarily small with a sufficiently large M .
Therefore,
CM ≡ ϕKM + b · E[D̄]
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can be arbitrarily close to the cost lower bound C in (3.5).
The deterministic equivalents of ϕkM in (4.2)-(4.6), may have multiple optimal solutions.
To make the solutions unique, we construct ϕ̃kM from ϕkM by properly perturbing the cost
parameters, i.e., replacing b and hk with
b̃ω̄ = br + ∆bω̄, ω̄ ∈ Ω0k, 0 ≤ k ≤ K




ω̄, ω̄ ∈ Ωk
′








≤ ε, ω̄ ∈ Ωk′k , 1 ≤ k′ ≤ k ≤ K.
(4.19)
Here br and hkr(1 ≤ k ≤ K) are vectors whose entries are all rational numbers. In addition,
we also replace PkM(ωk) with rational numbers P̃kM(ωk) such that
P̃(ω̄) > 0, |P̃(ω̄)− P(ω̄)| ≤ ε, ω̄ ∈ Ωk′k , 0 ≤ k′ ≤ k ≤ K, (4.20)
where P̃(ω̄) = P̃kM(ωk) × · · · × P̃k
′+1
M (ω




k′ = k, let P(ω̄) = P̃(ω̄) = 1(ω̄ ∈ Ωkk, 1 ≤ k ≤ K). By reducing ε in (4.19) and (4.20), we can
make ϕ̃kM and ϕkM arbitrarily close.
To complete the procedure, we show that for any given M and ε, we can always select
b̃ω̄(ω̄ ∈ Ω0k, 0 ≤ k ≤ K), h̃kω̄(ω̄ ∈ Ωk
′
k , 1 ≤ k′ ≤ k ≤ K) and P̃(ω̄)(ω̄ ∈ Ωk
′
k , 0 ≤ k′ ≤ k ≤ K)
that satisfy (4.19), (4.20) and also keep the optimal solutions of ϕ̃kM unique. Since rational
numbers are dense in real numbers, there exists rational numbers hkr and br such that
‖br − b‖1 ≤ ε/2,
∥∥hkr − hk∥∥1 ≤ ε/2, 1 ≤ k ≤ K.
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Choose ∆bω̄(ω̄ ∈ Ω0k, 0 ≤ k ≤ K) and ∆hkω̄ (ω̄ ∈ Ωk
′
k , 1 ≤ k′ ≤ k ≤ K) such that
‖∆bω̄‖1 ≤ ε/2, ω̄ ∈ Ω
0
k, 0 ≤ k ≤ K
and
∥∥∆hkω̄∥∥1 ≤ ε/2, ω̄ ∈ Ωk′k , 1 ≤ k′ ≤ k ≤ K (4.21)
and there does not exist any rational numbers G and non-zero rational vectors rkω̄(ω̄ ∈
Ωk
′












r0ω̄ ·∆bω̄ = G. (4.22)
For example,we can let entries of ∆bω̄(ω̄ ∈ Ω0k, 0 ≤ k ≤ K) and ∆hkω̄ (ω̄ ∈ Ωk
′
k , 1 ≤ k′ ≤ k ≤
K) be square root of distinct prime numbers, divided by a sufficiently large rational number
to satisfy (4.21).
Now suppose that ϕ̃KM has multiple optimal solutions. By Theorem 3.1, they are bounded,
so all of them are extreme points and thus basic feasible solutions. Choose any two of them









P̃(ω̄)(cr + ∆cω̄) ·∆z(ω̄) = 0,




′ ∈ ΩkK , ω̄′  ω̄, 1 ≤ k ≤ K)} to (2.2). Since the entries in Ak and Dk(ω̄)
(1 ≤ k ≤ K) are integers, any basic feasible solution that satisfies (4.2)-(4.6) must be ra-
tional, and so are {∆ykM(ω̄) (ω̄ ∈ ΩkK , 1 ≤ k ≤ K); ∆z(ω̄) (ω̄ ∈ Ω0K)}. Because hkr , cr, and
P̃(ω̄)(ω̄ ∈ ΩkK , 0 ≤ k ≤ K) are all rational numbers or vectors, from (4.22), it must be that
∆ykM(ω̄) = 0(ω̄ ∈ ΩkK , 1 ≤ k ≤ K) and ∆z(ω̄) = 0 (ω̄ ∈ Ω0K). And this contradiction implies
that the optimal solution to ϕ̃KM is unique. For k = K − 1, · · · , 0, when yk+1, · · · ,yK and
x are rational, by simple induction, the optimal solution to ϕ̃kM(yk+1, · · · ,yK ,x) must be
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unique and rational.
Therefore, by the above discussions, we can replace ϕk(·) with ϕ̃kM(·) (0 ≤ k ≤ K) to
avoid multiplicity of optimal solutions. For simplicity, in the rest of this thesis, we omit the
difference between ϕk(·) and ϕ̃kM(·), which is negligible with sufficiently large M . And we





In this chapter, we develop replenishment policies for ATO inventory systems formulated
in Chapter 2. Section 5.1 develops the Independent Base Stock (IBS) replenishment policy
from the solutions of the two-stage SP (3.10), which generalize the base stock policy in [44].
Section 5.2 formulates the SP based replenishment policy from the solutions of the multi-
stage SP (3.3). Section 5.3 illustrates the application of the SP based replenishment policy
to W ATO system. Section 5.4 shows the rationals behind these policy developments. It
also proves that the gap between the average inventory cost under our policies and its lower
bound, can be decomposed into the difference between actual inventory positions and target
inventory positions, and the difference between actual backlogs and ideal backlog targets.
5.1 Independent Base Stock Policy
The Independent Base Stock (IBS) replenishment policy is probably the most popular re-
plenishment policy used in practice and literature for control of ATO systems (see [15] for its
application to W system and [44] for its application to ATO systems with general BOM and
identical lead time). Under such policy, the inventory position of each component, which
is the difference between its on-hand plus in-transit inventory, and the amount needed to
remove all backlogs, is kept at a constant level at all times, independent of the system states
such as on-hand inventories of other components, product backlog levels, demand arrivals in
the past, and so on.
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Our policy development is based on optimal solutions to the two-stage SP (3.10), which
are denoted by y∗ = (y∗1, ..., y∗n) with yk
∗
= (y∗n̄k−1+1, ..., y
∗
n̄k
) (1 ≤ k ≤ K) as its sub-vectors.
For our IBS policy, define the following base stock levels
IPk = yk∗ + (Lk − L1)Akµ, 1 ≤ k ≤ K. (5.1)
Note that from Theorem 3.1, y∗ is finite and thus the policy is well-defined. The values
in (5.1) are also called target inventory positions, because we attempt to control the actual
inventory positions to follow them at every time point, which is achievable under IBS policy.
Our policy generalizes the IBS policy developed in [44], where the ATO system has
identical component lead time equal to L1. In [44], the base stock levels are exactly equal to
the optimal solution y∗ = (y∗1, ..., y∗n), which is used to serve demand arrivals during a period
of length L1. In our study here, the component lead times are different, ranging from the
shortest L1 to the longest LK . Therefore we increase base stock levels for components with
longer lead times Lk > L1, by an amount needed to clear the mean demand over a period of
length Lk − L1, i.e.,
(Lk − L1)Akµ = AkE[D(t− Lk, t− L1)], 1 < k ≤ K.
5.2 SP Based Policy
Despite its broad use and simple implementation, IBS policy is generally not optimal for
control of ATO systems with non-identical lead times (for example see analysis in [48] and
[43]). And in Section 7.1, it can be clearly seen that without perfect allocation or negligible
lead times difference, the IBS replenishment policy can fail to be efficient, for example, unable
to attain asymptotic optimality. In this section, we develop a SP based replenishment policy,
which is specialized to IBS policy in [44] for ATO systems with identical lead times.
We start with a general description of the SP based replenishment policy. For components
51
with lead time Lk, the replenishment policy starts at time t = −Lk and sets target inventory
positions to
IPk(t) ≡ (IPn̄k−1+1(t), · · · , IPn̄k(t)) = Yk(t)− AkD(t− (LK − Lk), t), 1 ≤ k ≤ K, t ≥ −Lk.
(5.2)
Here, Yk(t) = (Yn̄k−1+1(t), · · · ,Yn̄k(t)) is the optimal solution to ϕk(yk+1, · · · ,yK ,x) ob-
tained by the procedure discussed in Section 4.2 with
yl = Yl(t− (Ll − Lk)) (k < l ≤ K) and x = D(t− (LK − Lk), t) (5.3)
as inputs. So they are Lipschitz continuous in the inputs above. Observed that when k = K,
YK(t) = YK(−LK), is a constant vector over time t ≥ −LK and thus IPK(t) = YK(t) =
YK(−LK), t ≥ −LK .
The values of IPk(t) (1 ≤ k < K) need to be updated whenever the inputs in (5.3)
change. As demand processes are compound Poisson, IPk(t) (1 ≤ k < K) will be updated
only at discrete times, although they are defined continuously. To be more precise, for each
time t, the targets will stay the same until time t + δ, where t + δ is the first time after
t such that Yl(t + δ − (Ll − Lk)) differs from Yl(t − (Ll − Lk)) for some k < l < K, or
D(t+ δ − (LK − Lk), t) differs from D(t− (LK − Lk), t), or both.
For each component, the inventory position is controlled in a similar principle as the
IBS policy, but in a dynamic way. When the actual inventory position is below its target,
new order is placed immediately to remove the deficit, which is the same as the IBS policy.
Otherwise if the actual inventory position is at or above the target, no action is taken until
the excess is eliminated by future demand arrivals, and/or change of target, which will not
occur under IBS policy as in that case targets are fixed. Note that for components with the
longest lead time LK , the replenishment policy is reduced to an IBS policy with YK(−LK)
as the base stock level. Therefore at time t, the actual inventory position of component j is
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determined by
IPj(t) = IPj(t) ∨ IP−j (t), t ≥ −Lkj , 1 ≤ j ≤ n, (5.4)
where IP−j (t) is the inventory position of component j at time t before any replenishment
decision.
5.3 Policy Illustration
To help better understand the mechanism of the SP based replenishment policy, we demon-
strate its use to the W system illustrated in Figure 1.2. For simplicity, we assume that the
common component 0 has a longer lead time L2, and the other two components 1 and 2
share a shorter lead time L1. Let ∆L = L2 − L1. And we also assume that c1 ≥ c2.
Applying the SP based replenishment policy to the W system, then component 0 with




{h0y0 + E[ϕ1(y0, (D21, D22))]}, (5.5)
ϕ1(y0, (x1, x2)) = inf
y1,y2
{
h1y1 + h2y2 + E[ϕ







ϕ0(y0, (y1, y2), (x1, x2)) = −max
z1,z2
{c1z1 + c2z2|z1 + z2 ≤ y0, zi ≤ yi ∧ xi, i = 1, 2}, (5.7)
whereD2i andD1i have the same probability distributions asDi(t−L2, t−L1) andDi(t−L1, t)
(i = 1, 2, t ≥ 0). For components 1 and 2 with shorter lead time, the target inventory
positions at time t are
IP1(t) = Y1(t)−D1(t−∆L, t) and IP2(t) = Y2(t)−D2(t−∆L, t),
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where (Y1(t),Y2(t)) is an optimal solution to (5.6) with
y0 = Y0, x1 = D1(t−∆L, t), x2 = D2(t−∆L, t).
5.4 Optimality Gap
In this section, we analyze the optimality gap of the IBS policy and the SP based policy,
from which the rationals behind their development will also be clear. First, for IBS policy,
by replacing z with B = D1 − z, the second stage SP of (3.10) can be transformed to
min
B≥0
{c ·B|AB ≥ AD1 − y}. (5.8)




{c ·B|AB ≥ Q∗}, (5.9)
where
Q∗ = AD1 − y∗ (5.10)
is denoted as the ideal component balance. We refer to B∗ as the ideal backlog targets.
Lemma 5.1 below shows that under IBS policy, the gap between the expected inventory
cost of an ATO system at time t and its lower bound, is completely determined by the
difference between backlog positions and their ideal targets.
Lemma 5.1. (See Appendix C.1 for Proof) Let C(t) be the expected inventory cost under
IBS replenishment policy and any feasible allocation policy at time t (t ≥ 0) and C∗ be the
cost lower bound given in (3.9). Then
C(t)− C∗ = c · (E[B(t)]− E[B∗]) . (5.11)
Next, under the SP based policy, if target inventory positions are attained at each time
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point, then component balance at time t ≥ 0 is equal to
Qk(t) = AkD(t− Lk, t)− IPk(t− Lk) = AkD(t− LK , t)− Yk(t− Lk), 1 ≤ k ≤ K. (5.12)
Let B∗(t) (t ≥ 0) be an optimal solution to
min
B≥0
{c ·B|AkB ≥ Qk(t), 1 ≤ k ≤ K} (5.13)
that is Lipschitz continuous in Qk(t). We also refer to B∗(t) as the ideal backlog targets.
Lemma 5.2. (See Appendix C.2 for Proof) Let C(t) be the expected inventory cost under
the SP based replenishment policy and any feasible allocation policy at time t (t ≥ 0) and C






E[IPk(t− Lk)]− E[IPk(t− Lk)]
)
+ c · (E[B(t)]− E[B∗(t)]) . (5.14)
Lemma 5.2 implies that if all inventory positions and backlog positions can follow their
(ideal) targets exactly at every time point, then the expected inventory cost rate can attain its
lower bound, and so does the long-run average expected inventory cost. However, such perfect
match can rarely occur in real ATO systems, since on-hand inventories cannot be removed
and backlogs cannot be reallocated. The resulting optimality gap can be decomposed into
two parts: the expected difference between actual inventory positions and their targets, and
the expected difference between actual backlog positions and their ideal targets. Observe
that (5.14) can be considered as a generalization of the optimality gap derived in (5.11),
since the first part in (5.14) simply reduces to zero under IBS policy. In next chapter, we




In this chapter, we develop an allocation policy for ATO inventory systems from the solutions
of an LP that is basically the same as the last stage SP of (3.3). Section 6.1 formulates the
allocation policy which is based on the solutions of an LP and follows an Allocation Principle.
Section 6.2 demonstrates the use of this LP based allocation policy to M ATO system.
6.1 LP Based Allocation Policy
Define the following LP:
min
B≥0
{c ·B|AB ≥ Q(t)}, (6.1)
where A is the BOM of the ATO inventory system defined in (2.1), c = (c1, · · · , cm) is cost
vector of removing one unit of demand i(i = 1, · · · ,m) from the system, and Q(t) is the
component balance process determined by the replenishment policy. For example, under the
IBS policy developed in Section 5.1, the actual balances of components with lead time Lk
can be written as
Qk(t) = AkB(t)− Ik(t)






, t ≥ 0, 1 ≤ k ≤ K
(6.2)
where the second equality comes from the definition of IBS policy (see (C.2)). Under the
SP based policy developed in Section 5.2, the actual balances of components with lead time
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Lk(1 ≤ k ≤ K) can be written as
Qk(t) = AkD(t− Lk, t)− IPk(t− Lk), t ≥ 0, 1 ≤ k ≤ K. (6.3)
Let B(t) = (B1(t), · · · , · · · ,Bm(t)) be the solution to (6.1) that is Lipschitz continuous
in Q(t), and we refer to it as actual backlog targets. In our allocation policy, component
allocation must satisfy the Allocation Principle developed in Section 3.2.2 of [44], stated here
as follows:
1. the demand of a product should be served only when its backlog position exceeds its
target position and all components needed to reduce the excess are available, i.e.,
[Bi(t)− Bi(t)]+ ∧ [ min
j:aji>0
{(Ij(t)− aji + 1)+}] = 0, 1 ≤ i ≤ m, t ≥ 0; (6.4)
2. the demand of a product should not be served when its backlog position is at or below
its target position, i.e.,
B−i (t)−Bi(t) ≤ [B−i (t)− Bi(t)]+, 1 ≤ i ≤ m, t ≥ 0. (6.5)
Observe that the policy uses optimal solutions of (6.1) with actual component balances as
inputs to set the targets in (6.4)-(6.5). Therefore, it is fundamentally different from the
FIFO or NHB allocation policy.
Remark 6.1. Observe that under our replenishment policy, we never place orders to increase
IPj(t) above the target IPj(t) (or IPj) (1 ≤ j ≤ n, t ≥ −Lkj). Therefore, by Theorem 3.1
and (5.2), E[IPj(t)] is bounded by a multiple of
∑m
i=1 E[D̄i]. In addition, Bi(t) is upper
bounded by Di(−LK , t) (1 ≤ i ≤ m, t ≥ 0). Therefore, by (C.4), C(t) is uniformly bounded
for all t ∈ [0, 2LK ] under our policy, and thus the formulation of the long-run average cost
in (2.13) can start from t = 2LK without loss of generality.
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Now it helps to go back to discuss what contributes to the second term in (5.11) and
(5.14). Observe that the actual backlog positions B(t), and the ideal backlog targets B∗
(or B∗(t)), can differ for two reasons: the actual component balances Qk(t) under IBS (SP
based) policy, can have different distributions as the ideal component balances Q (or Q(t))
induced from the SPs. Second, given the actual component balances from IBS (or SP based)
policy, the allocation policy may fail to achieve the perfect allocation specified by solutions
of (6.1). To separate these two effects, the second term in (5.11) and (5.14) can be divided
into
c · (E[B(t)]− E[B∗]) or c · (E[B(t)]− E[B∗(t)]). (6.6)
and
c · (E[B(t)]− E[B(t)]). (6.7)
Note that (6.6) will only be affected by the replenishment policy, and (6.7) will be affected
by both replenishment policy and allocation policy. In next chapter, we will study how IBS
or SP based policy and the allocation policy address these two terms.
An the end of this section, we develop two useful properties of our allocation policy from
Allocation Principle (6.4)-(6.5), that will be repeatedly used in later proofs. Lemma 6.1
implies that when the backlog position of some product exceeds its target, there must be
at least another product having its backlog position below its target. In other words, it is
impossible that all products have their backlog positions above their corresponding targets.
Lemma 6.2 bounds the difference between a product’s backlog and its target.
Lemma 6.1. (See Appendix D.1 for Proof) Denote a to be the smallest non-zero element
and ā to be the largest element of the matrix (BOM) A. Define φ = 1− /ā. Then under any
allocation policy that satisfies the Allocation Principle (6.4)-(6.5),





(Bl(t)−Bl(t))+, 1 ≤ i ≤ m, t ≥ 0 (6.8)
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Lemma 6.2. (See Appendix D.2 for Proof) For any t > 0 and demand i such that Bi(t) >







|Qj(ti)−Qj(t−i )| −Di(ti, t), (6.9)
where
ti = sup{τ : 0 ≤ τ ≤ t and Bi(τ) > Bi(τ)}. (6.10)
6.2 Policy Illustration
This section demonstrates the use of the allocation policy developed in last section to M
ATO system, which is illustrated in Figure 1.2. There are three products (index by 0, 1, and
2) and two components (indexed by 1,and 2). Product 0 consumes one unit of component
1 and component 2. Product i consumes one unit of component i (i = 1, 2). Therefore
c0 = h1 + h2 + b0, ci = hi + bi(i = 1, 2), and component balances for component j = 1, 2 can
be written as
Qj(t) = Bj(t) +B0(t)− Ij(t), j = 1, 2. (6.11)
With (6.11), the solutions to (6.1), or actual backlog targets, depend on the cost parameters,
and the Allocation Principle (6.4)-(6.5) induces different priority rules:
1. Region A c1 + c2 < c0: In this parameter region
B0 = 0,B1 = Q+1 ,B2 = Q+2 .
Following the Allocation Principle (6.4)-(6.5), we serve product 0 as much as possible,
reserve enough component 1 or 2 to clear its remaining backlog, and use the extra
component i to serve product i (i = 1, 2).
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2. Region B c2 ≤ c1 < c0 ≤ c1 + c2: In this parameter region
B0 = Q+1 ∧Q+2 ,B1 = (Q1 −Q+2 )+,B2 = (Q2 −Q+1 )+.
Following the Allocation Principle (6.4)-(6.5), when product 1 and 2 both have back-
logs, we serve them until one of them has zero backlog, and then serve product 0.
3. Region C c2 < c0 ≤ c1: In this parameter region
B0 = Q+1 ,B1 = 0,B2 = (Q2 −Q+1 )+.
Following the Allocation Principle (6.4)-(6.5), we first serve product 1, and use remain-
ing component 1 (if any) with component 2 to serve product 0. Product 2 is served
only if component 2 is available and not immediately needed by product 0.
4. Region D c0 ≤ c2 ≤ c1: In this parameter region
B0 = Q+1 ∨Q+2 ,B1 = B2 = 0.
Following the Allocation Principle (6.4)-(6.5), we serve product 1 and 2 as much as
possible, and use remaining components (if any) to serve product 0.
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Chapter 7
Policy Evaluation in the Asymptotic Regime
In this chapter, we analyze the performance of IBS policy and SP based policy, with the
joint use of the LP based allocation policy, for ATO inventory systems in the asymptotic
regime. In Chapter 5, we have already conducted a brief investigation about the optimality
gaps under these two replenishment policies, i.e., Lemma 5.1 and Lemma 5.2, which show
that it can be decomposed into two parts: the expected mismatch between actual inventory
positions and their targets, and the expected mismatch between actual backlog positions and
their ideal targets. Under IBS policy, the first part is trivially reduced to zero, and in Section
7.1 we will study the second part which can be separated into two effects, as illustrated in
(6.6) and (6.7). We will first show that (6.6) is bounded by the ratio of the longest lead time
to the shortest lead time. And next we will show that under the LP based allocation policy
(6.7) converges to zero on the diffusion scale when lead times grow but their differences grow
at a much slower rate. Therefore, the asymptotic optimality result of IBS policy in ATO
systems with identical lead times in [44], can be extended to some special ATO systems with
non-identical lead times. Section 7.2 develops a stochastic tracking model and associated
convergence results, that will be directly used to compare the difference between inventory
positions and their targets under the SP based replenishment policy. In Section 7.3, we
prove that under the SP based replenishment policy and the LP based allocation policy, the
percentage difference between the long run average expected inventory cost and its lower
bound, converges to zero on the diffusion scale as the longest lead time grows to infinity, by
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showing that the expected difference between actual inventory positions and their targets,
the expected difference between actual backlog targets and ideal backlog targets, and the
expected difference between between actual backlogs and actual backlog targets, all converge
to zero on the diffusion scale. Therefore, the SP based replenishment policy and the LP
based allocation policy, are asymptotically optimal for ATO inventory systems with general
deterministic lead times.
7.1 Performance Analysis: IBS Policy
From Lemma 5.1, it follows that under IBS policy, if the actual backlog positions in the
ATO system can match their ideal targets at every time point, then exact optimality can
be attained. However, E[B(t)] and E[B∗] can differ for two reasons, as illustrated in (6.6)
and (6.7). So the percentage difference between the inventory cost under IBS policy and its




c · (E[B(t)]− E[B∗])
C∗
+
c · (E[B(t)]− E[B(t)])
C∗
. (7.1)
In this section, we first develop an upper bound on the first term in (7.1), and then show
that under the LP based allocation policy developed in Section 6.1, the second term in (7.1)
converges to zero when lead times grow but their differences are dominated by their lengths.
Define Dk = D2 + · · · + Dk, so Aj · Dkj is the amount of component j needed to satisfy
all demand arrivals during a period of length Lkj − L1 (1 ≤ j ≤ n).
Lemma 7.1. (See Appendix E.1 for Proof) There exists a finite constant χ1 depending only
on values of c and A, such that




∣∣Aj · Dkj − E[Aj · Dkj ]∣∣] . (7.2)
Lemma 7.2 gives a lower bound on C∗.
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Lemma 7.2. (See Appendix E.2 for Proof) There exists a finite constant χ2 depending only





[∣∣Aj ·D1 − E[Aj ·D1]∣∣] . (7.3)
By Lemma 7.1 and Lemma 7.2, we can establish an upper bound on the optimality gap
under IBS replenishment policy and perfect allocation.
Theorem 7.1. (See Appendix E.3 for Proof) There exist a threshold L̄ and finite constants
%1, %2 > 0 that do not depend on t such that















− 1, L1 > L̄
(7.4)
Next we investigate how to address the second term on the right-hand side of (7.1). We
show that with the allocation policy developed in Section 6.1, this term converges to zero as
the lead times grow while their differences grow at a slower rate.
For the purpose of asymptotically analysis, we introduce a family of ATO systems with





2 < · · · < L
(L)
K .
The systems are indexed by their shortest lead times. In the L-th system, denote the cost
objective in (2.13) as C(L) and its lower bound in (3.9) as C∗(L), and let B(L)(t), B(L)(t), and
Q(L)(t) be the corresponding values of B(t), B(t), and Q(t) (t ≥ 0).
In ATO inventory systems with identical lead times, [44] show that any allocation policy












The following corollary extends asymptotic optimality of this Allocation Principle to ATO
systems with non-identical lead times where the ratio of the longest and the shortest lead
times converges to unity.
Corollary 7.1. (See Appendix E.4 for Proof) If the demand order size S has a finite moment
of order 2 + δ with δ > 0 and LK/L1 → 1 as L1 → ∞, then under our IBS replenishment
policy and the LP based allocation policy that satisfies the allocation principle,
C(L) − C∗(L)
C∗(L)
→ 0 as L1 →∞. (7.5)
From the discussions in this section, it can be seen that if lead time differences are not
negligible compared to their lengths, under IBS replenishment policy and the LP based
allocation policy, both terms on right-hand side of (7.1) can fail to vanish on the diffusion
scale. To address this limitation, in the remaining part of this chapter, we will show that
under the join use of the SP based replenishment policy and the LP based allocation policy,
both terms in (6.6) and (6.7), as well as the first terms in (5.14), converge to zero on the
diffusion scale. To this end, we first develop a stochastic tracking model in next section, whose




(1 ≤ k ≤ K) and (E[B(t)] −
E[B∗(t)]) on the diffusion scale.
7.2 Stochastic Tracking Model
In this section, we formulate a stochastic tracking model, and develop some associated con-
vergence results.
Use D(t) = (D1(t), · · · ,Dm(t))(t ≥ −L) to denote the same compound Poisson process
defined in Chapter 2 which starts at time −L. Similarly, use D(t1, t2) (−L ≤ t1 < t2) and
d(t) to denote the demand arrivals over the time interval (t1, t2] (−L ≤ t1 < t2) and at the
time t (t ≥ −L). The jump arrival rate is denoted by λ, and the jump size is denoted by S,
both of which are defined in Chapter 2.
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Let K be a set of indexes and {sl, l ∈ K} be the associated set of constants where
0 ≤ sl ≤ L (l ∈ K). Define a family of stochastic processes {T gj (t), t ≥ t0,j, 1 ≤ j ≤ n},
where each process is associated with an index set Kj ⊂ K and starts at time t0,j such that
−L+ sl ≤ t0,j ≤ 0 (l ∈ Kj). We also require that T gj (t) (1 ≤ j ≤ n) can be decomposed into
two stochastic processes:
T gj (t) = Tj(t) + ε
g
j (t), t ≥ t0,j, (7.6)
where Tj(t) (1 ≤ j ≤ n) is Lipschitz continuous such that
|Tj(t2)− Tj(t1)| ≤ gj
∑
l∈Kj
‖D(t2 − sl, t2)−D(t1 − sl, t1)‖1 , t0,j ≤ t1 < t2 (7.7)
and gj (1 ≤ j ≤ n) are constants that are independent of t1 and t2. Note that in (7.6), εgj (t)
can be zero, i.e., εgj (t) ≡ 0(t ≥ t0,j, 1 ≤ j ≤ n).
For the convenience of applying this stochastic tracking model to the inventory control
of ATO systems, we call T gj (t)(t ≥ t0,j, 1 ≤ j ≤ n) the target process. Associated with each






j (t) ∨ T
g
j (t) = T
g









−)−Aj · d(t), t > t0,j.
(7.8)
where Wg0,j are given constants and Aj are given constant vectors (1 ≤ j ≤ n).
As an example, consider a family of Lipschitz continuous functions:
fj(x1, · · · ,xkj) : Rm×kj → R, 1 ≤ j ≤ n.
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Let Kj = {j1, · · · , jk}, then
T gj (t) ≡ fj(D(t− sj1 , t), · · · ,D(t− sjk , t)), 1 ≤ j ≤ n, (7.9)
is a family of target processes. Given the target processes (7.9), the corresponding state-
constrained target processes {Wgj (t), 1 ≤ j ≤ n, t ≥ t0} can be constructed by (7.8).
The following Lemmas show some more concrete examples of target process and state-
constrainted target process, that are more closely related with the inventory control of ATO
systems.
Lemma 7.3. (See Appendix E.5 for Proof) Let IPj(t), IPj(t), (t ≥ −Lkj , 1 ≤ j ≤ n) be the
target inventory positions and actual inventory positions developed under the SP based replen-
ishment policy. Then the pair of target and actual inventory positions, {IPj(t), IPj(t), t ≥




j (t), t ≥
−Lkj}.
Lemma 7.4. (See Appendix E.6 for Proof) For i = 1, · · · ,m, −B∗i (t)(t ≥ LK) is an instance
of target process.
Lemma 7.5. (See Appendix E.7 for Proof) Define the following auxiliary backlog processes
starting from time t = LK,
B#i (LK) = Bi(LK), B
#−
i (t) = B
#
i (t
−) + di(t), B
#
i (t) = B
#−
i (t) ∧ B
(L)
i (t), 1 ≤ i ≤ m.
(7.10)
Then for i = 1, · · · ,m, {−Bi(t),−B#i (t), t ≥ LK} is a pair of target and state-constrained
target processes.
To conduct asymptotic analysis, consider a family of systems indexed by L (L ≥ 0). In
the L-th system there is a compound Poisson process denoted by D(L)(t) (t ≥ −L), with
corresponding D(L)(t1, t2) (−L ≤ t1 < t2) and d(L)(t) (t ≥ −L). In the L-th system, these
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values are scaled and/or centered by
D̂(L)(t1, t2) =
D(L)(Lt1, Lt2)− L(t2 − t1)µ√
L




, t ≥ −1.
(7.11)
The index sets K and Kj (1 ≤ j ≤ n) are the same in all systems. In the L-th system, define










0 ≤ ŝ(L)l ≤ 1.
The target processes in the L-th system are denoted by T g(L)j (t) (t ≥ t
(L)
0,j , 1 ≤ j ≤ n). Each
process is associated with the index set Kj and a starting time t(L)0,j such that
−L+ s(L)l ≤ t
(L)
0,j ≤ 0, l ∈ Kj, 1 ≤ j ≤ n.
The T (L)j (t) associated with T
g(L)
j (t) satisfies the following Lipschitz continuity condition
|T (L)j (t2)− T
(L)
j (t1)| ≤ gj
∑
l∈Kj




0,j ≤ t1 < t2.
(7.12)
Corresponding to the target processes, let {Wg(L)j (t), t ≥ t
(L)
0,j , 1 ≤ j ≤ n} be the state-





by T g(L)j (t), d(t) replaced by d(L)(t), ε
g
j (t) replaced by ε
g(L)
j (t).


















, 1 ≤ j ≤ n, t ≥ t̂(L)0,j ,
T̂ g(L)j (t) =
T g(L)j (Lt)√
L




, 1 ≤ j ≤ n, t ≥ t̂(L)0,j .
The main task in building the Stochastic Tracking Model is to compare the target pro-
cesses and the associated state-constrained target processes, and the theorem below shows if
their initial difference converges to zero as L grows on the diffusion scale, then their difference
at time t ≥ 0 also converges to zero asymptotically.





















E[Ĝg(L)0,j ] = 0, (7.14)
























= 0, and the













Theorem 7.2 builds on the following four lemmas. The first two lemmas are already
established in [44], and we cite them here for completeness. The next two lemmas are new
and we will prove them here.
Lemma 7.6. (Lemma 2 in [44]) If the jump size of the compound Poisson process has a









≤ 3λ1/(2+δ)(1 + ηi)L−δ/2(2+δ), 1 ≤ i ≤ m, (7.17)
where ηi ≡ E[S2+δi ].




















L−1/4, 1 ≤ i ≤ m, (7.19)
Lemma 7.8. (See Appendix E.8 for Proof) If the jump size of the compound Poisson process












= 0, 1 ≤ i ≤ m.
Lemma 7.9. (See Appendix E.9 for Proof) If the jump size of the compound Poisson process
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= 0, 1 ≤ i ≤ m.
7.3 Asymptotic Optimality: SP Based Policy
In Lemma 5.2, we show that under the SP based policy, the optimality gap can be divided
into two parts: the difference between actual inventory positions and their targets,
E[IPk(t− Lk)]− E[IPk(t− Lk)], 1 ≤ k ≤ K, t ≥ 0 (7.20)
and the difference between actual backlog positions and their ideal targets
E[B(t)]− E[B∗(t)], t ≥ 0. (7.21)
In (6.6) and (6.7), we further separate the second part (7.21) into two effects: the mismatch
of targets induced by disparity between actual component balances and ideal component
balances,
E[B(t)]− E[B∗(t)], t ≥ 0 (7.22)
and the imperfect allocation in the ATO systems
E[B(t)]− E[B(t)], t ≥ 0. (7.23)
In this section, we will show that under the SP based replenishment policy, both (7.20) and
(7.22) converge to zero on the diffusion scale, by directly applying the convergence result
in Theorem 7.2. We will also prove that under the SP based replenishment policy and the
LP based allocation policy, (7.23) converges to zero on the diffusion scale, by using the
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convergence result in Theorem 7.2 as a bridge to build some intermediate step.
We start with setting up the asymptotic analysis framework. Introduce a family of







2 < · · · < L
(L)
K = L.








, and thus 0 ≤ L̂(L)k ≤ 1, 0 ≤ k ≤ K.
Let Kj = {kj + 1, · · · , K} (1 ≤ j ≤ n) be the set of indexes associated with S(L)kj , where
S(L)kj = {s
(L)





− L̂(L)kj , kj < kl ≤ K}. Let S be the union of all Skj and K
be the union of all Kj (1 ≤ j ≤ n).
The L-th system starts from time −L. The demand process D(L)(t) starts at time −L
with D̂(L)(t1, t2) (−1 ≤ t1 < t2) and d̂(L)(t) (t ≥ −1) defined in (7.11). The replenishment
of components with lead time L(L)k starts at time −L
(L)
k (1 ≤ k ≤ K). Let Y
(L)
j (t) be the
optimal solution to ϕkj(ykj+1, · · · ,yK ,x) at time t ≥ −L(L)kj with
yk = Yk(L)(t− (L(L)k − L
(L)
kj
)) (kj < k ≤ K) and x = D(L)(t− (L− L(L)kj ), t)








LAj · µ, t ≥ −L̂(L)kj .
Note that if the demand inputs are centered and scaled in (3.3), then ∆Ŷ(L)j (t) (n̄kj−1 < j ≤
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n̄kj) is an optimal solution to ϕkj(ykj+1, · · · ,yK ,x) with




yk = (∆Ŷ(L)n̄k−1+1(t+ L̂
(L)
kj





− L̂(L)k )), kj < k ≤ K.
(7.24)
Observe that ∆Ŷ(L)j (t) (t ≥ −L̂
(L)
kj
) is stationary, so we can define
∆Ŷ(L)j
d
=∆Ŷ(L)j (t), t ≥ −L̂
(L)
kj
, 1 ≤ j ≤ n.
Similar to Lemma 7.8 and 7.9, we have the following result about −∆Ŷ(L)j (1 ≤ j ≤ n).






for any ν > 0.
In the L-th system, based on Y(L)j (t), the corresponding target inventory position is
denoted by IP(L)j (t), and the actual inventory position is denoted by IP
(L)

















, t ≥ −L̂(L)kj , 1 ≤ j ≤ n. (7.25)
Remark 7.1. In ATO inventory systems, the mismatch between supply and demand, or
ultimately the inventory cost, is largely driven by the delay between ordering components
and receiving components. Hence, it makes sense to develop an asymptotic analysis in ATO
inventory systems for large lead times.
With Lemma 7.3 and Theorem 7.2, we can prove that the expected difference between
actual inventory positions and their targets converges to zero on the diffusion scale.
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∣∣∣ ˆIP (L)j (t)− ÎP(L)j (t)∣∣∣] = 0. (7.27)
Next we compare the actual backlog targets and ideal backlog targets. Based on (7.25),
the associated ideal component balance and actual component balance at time t (t ≥ 0) are
given by
Q(L)j (t) = Aj ·D(L)(t− L
(L)
kj






j (t) = Aj ·D(L)(t− L
(L)
kj
, t)− IP (L)j (t− L
(L)
kj
), 1 ≤ j ≤ n.
For all t ≥ 0, use Q(L)j (t) (1 ≤ j ≤ n) to set B
∗(L)
i (t) (1 ≤ i ≤ m), the ideal backlog targets
to attain the cost lower bound, and use Q(L)j (t) (1 ≤ j ≤ n) to set B
(L)
i (t) (1 ≤ i ≤ m), the









, Q̂(L)j (t) =
Q(L)j (Lt)√
L
, t ≥ 0, 1 ≤ j ≤ n.









































= Aj · (
√























, t ≥ 0.
From Corollary 7.2, we can immediately get the following result.












Finally, we consider the difference between actual backlogs and their targets under the
LP based allocation policy developed in Section 6.1. With the specification of B#i (t) (t ≥








, t ≥ 1,
and we have the following convergence result
74












Now based on Lemma 7.11, we can prove that the expected difference between actual
backlogs and their targets converges to zero on the diffusion scale.







i (t)]| = 0.
With these corollaries, we can present our final conclusions. Let C(L)(t) be the expected
total inventory cost at time t in the L-th system, then the long run average expected inventory
cost is













































































Theorem 7.3. (See Appendix E.16 for Proof) In a family of ATO inventory systems indexed

















Asymptotically Optimal Component Allocation for ATO
Production-Inventory Systems
In this chapter, we apply the allocation policy developed in Section 6.1 to ATO production-
inventory systems, and show that it is asymptotically optimal on the diffusion scale. Section
8.1 formulates the model and introduces the research question, which is to find an allocation
policy to maximize the expected Net Present Value (NPV) of the long term profit. Section
8.2 transforms the profit maximization problem to an equivalent cost minimization problem,
and develops a lower bound on the cost objective from an LP. We use the solutions of the LP
to set backlog targets and allocate components by following the Allocation Principle (6.4)-
(6.5). We also compare our policy with the policy developed in [41] and show that ours is an
improvement over theirs in several aspects. Section 8.3 proves the asymptotic optimality of
our allocation policy in the ATO production-inventory systems. It also shows an interesting
finding that in many ATO production-inventory systems, component reservation is needed
for asymptotic optimality.
8.1 Problem Formulation
In this chapter, we apply the allocation policy developed in Section 6.1 to an ATO production-
inventory system where m products are built from n components. There are many common
features between this ATO system and that formulated in Chapter 2, so for convenience we
will use the same notations to denote them.
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The BOM is denoted by an n×m non-negative integer matrix with the same definition
as in (2.1). The demand process is also denoted by D(t) = (D1(t), · · · ,Dm(t)) (t ≥ 0),
where Di(t) is the amount of demand for product i (1 ≤ i ≤ m) arrived by time t. We
use R(t) ≡ (R1(t), · · · ,Rn(t)) (t ≥ 0) to denote the component production process, where
Rj(t) is the amount of component j (1 ≤ j ≤ n) produced by time t. We assume that
D(t) and R(t) follow independent renewal processes, where xli(l = 1, · · · ) is a sequence of
i.i.d. random variables denoting the inter-arrival times of demand for product i (1 ≤ i ≤ m)
and ylj(l = 1, · · · ) is a sequence of i.i.d. random variables denoting the production times
of component j (1 ≤ j ≤ n). We also assume that E[x1i ] = 1,E[(x1i )2] < ∞ (1 ≤ i ≤ m)
and E[y1j ] = 1,E[(y1j )2] < ∞ (1 ≤ j ≤ n). The finite second moment condition relaxes the
assumption in [41] that requires (2 + δ) moments (δ > 0).
The allocation process is denoted by Z(t) = (Z1(t), · · · ,Zm(t)) (t ≥ 0), where Zi(t) is
the amount of product i (1 ≤ i ≤ m) served by time t. The backlog positions and inventory
positions at time t are denoted by
B(t) = (B1(t), · · · , Bm(t)), t ≥ 0
I(t) = (I1(t), · · · , In(t)), t ≥ 0
with initial states given by
B(0) = I(0) = 0.
Therefore, at any time t > 0, the backlog positions and inventory positions are driven by
B(t) = D(t)−Z(t), I(t) = R(t)− AZ(t), t > 0. (8.1)
By (8.1), the component balance process can be written as
Q(t) ≡ AB(t)− I(t) = AD(t)−R(t). (8.2)
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The research question in studying this ATO production-inventory system is to develop an
allocation policy that determines Z(t)(t ≥ 0) which is adapted to the filtration generated
by the initial states of the system, as well as D(s) (0 ≤ s < t),R(s) (0 ≤ s < t) and





















Z(t) ≤ D(t), AZ(t) ≤R(t), t ≥ 0, (8.4)
where δ > 0 is the discount rate and pi is the price of product i(1 ≤ i ≤ m).






e−δtδpiZi(t)dt, 1 ≤ i ≤ m. (8.5)


























cpi = δpi + bi +
n∑
j=1
ajihj, 1 ≤ i ≤ m
is the total cost that can be removed from the system if one unit of demand i is satisfied.
Instead of finding exactly optimal solutions to the above problem, which is difficult and
only achieved in some special ATO systems (see [43] for example), [41] develop jointly asymp-
totically optimal pricing, capacity, and allocation policies for ATO systems in the high volume
asymptotic regime, i.e., the percentage gap between (8.3) and its maximum converges to zero
as demand arrival rates and component production rates increase to infinity. In their policies,
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the most relevant part to our study is the allocation policy, which is a periodic-review pol-
icy. Despite its asymptotic optimality, the allocation policy has several drawbacks: it does
not allow inventory managers to allocate components immediately for continuously-arriving
demands, and in the non-asymptotic regimes where demand rates are not high, the review
interval, whose length is inversely related to a norm of demand arrival rates, can be long
and the inventory cost can be high. These limitations can be addressed by adopting our
continuous-review allocation policy formulated in Section 8.2, which can achieve the same
level of asymptotic optimality with a relaxed moment condition from [41]. Unlike the proof
of asymptotic optimality in Chapter 7, which features a stationary system and a long-run
average expected inventory cost, the system studied in this chapter is non-stationary and
the objective is a discounted function. Consequently, the proof in this chapter requires a
new analysis, which in fact follows the same four-step asymptotic framework in Section 1.3.
8.2 LP Based Cost Lower Bound and Allocation Policy
When both D(t) and R(t) are given, maximizing (8.6) is equivalent to choosing Z(t) (and










with the same constraints in (8.4). With the equations in (8.1) and the definition of compo-
nent balance process in (8.2), the constraints in (8.4) can be rewritten as










and let B(t) = (B1(t), · · · ,Bm(t)) be its optimal solutions that are uniformly Lipschitz con-
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Although it is not obvious, there is an implicit relaxed constraint in LP (8.9) compared
to the original ATO system: B(t) only needs to be non-negative, but not necessary to be less
than or equal to the backlog positions at time t before serving demands. In other words, in
LP (8.9), the past allocation decision can be undone and the components can be reallocated.
Therefore, it is generally impossible to attain B(t) at every time point in the real ATO
system. And the following theorem shows that if these values can always be reached, a lower
bound on the cost objective in (8.7) over all feasible allocation policies can be achieved.
Theorem 8.1. (See Appendix F.1 for Proof) For any given demand process D(t)(t ≥ 0)
and component production process R(t)(t ≥ 0), and allocation process Z(t)(t ≥ 0) under
any feasible allocation policy,
Cp ≥ Cp.
Theorem 8.1 provides a more tractable way to give a performance benchmark for evalu-
ating allocation policies in the ATO production-inventory system, i.e., we only need to solve
an LP model in (8.9). Moreover, it is basically the same as the LP in (6.1). Therefore,
intuitively the same allocation policy in Section 6.1, i.e., let B(t) be the backlog targets, and
component allocation should satisfy the Allocation Principle (6.4)-(6.5), should also work
well here. In fact, we will apply this allocation policy to the ATO production-inventory
system and prove that it is asymptotically optimal on the diffusion scale in next section.
[43] also uses solutions to an LP to set backlog targets for component allocation. Their
LP is similar to ours with the only difference being an additional constraint, which in our
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notation is written as
Bi(t) ≤ B−i (t), 1 ≤ i ≤ m, (8.11)
requiring that backlog targets cannot exceed current backlog positions. Therefore, unlike
our backlog targets, their targets are feasible to reach. Moreover, their allocation policy is
implemented only periodically with the length of review interval inversely related to a norm
of demand arrival rates so that sufficient backlogs can be accumulated and thus constraint
(8.11) is rarely tight. Therefore, in the high volume regime, the probability that their backlog
targets are equal to ours set by (6.1) converges to 1 and thus the periodic-review allocation
policy is asymptotically optimal. Although under our continuous-review allocation policy
the backlog targets may exceed the current backlogs, the analysis in next section will show
that the difference will vanish in the asymptotic regime and thus the policy can achieve the
same degree of asymptotic optimality.
8.3 Asymptotic Analysis
First we set up the asymptotic analysis framework for the ATO production-inventory sys-
tems. Consider a series of systems indexed by k = 1, · · · , with kλi being the arrival rate of
the demand i (1 ≤ i ≤ m) and kµj being the production rate of component j (1 ≤ j ≤ n).
So in the k-th system, the demand processes and production processes are given by
D(k)i (t) ≡ max{L :
L∑
l=1
xli ≤ kλit}, 1 ≤ i ≤ m, t ≥ 0, (8.12)
R(k)j (t) ≡ max{L :
L∑
l=1
ylj ≤ kµjt}, 1 ≤ j ≤ n, t ≥ 0, (8.13)
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with the corresponding amounts arrived (produced) during a period [t1, t2] denoted by
D(k)(t1, t2) ≡D(k)(t2)−D(k)(t1), 0 ≤ t1 < t2
R(k)(t1, t2) ≡ R(k)(t2)−R(k)(t1), 0 ≤ t1 < t2.












Although our results hold under (8.14), we make it slightly simpler for the convenience of
our presentation by assuming
m∑
i=1
ajiλi − µj = 0, 1 ≤ j ≤ n.















k, 1 ≤ j ≤ n, t ≥ 0.
For a time interval [t1, t2], similarly define
D̂
(k)








k, 1 ≤ i ≤ m,
R̂
(k)








k, 1 ≤ j ≤ n. (8.15)
At time t ≥ 0, the backlogs, inventories, and component balances are scaled by
B̃(k)(t) = B(k)(t)/
√
k, Ĩ(k)(t) = I(k)(t)/
√




Denote B(t)(t ≥ 0) to be a standard Brownian Motion, then by Functional Central Limit
Theorem
D̂(k)i (t)
d→ σiB(t), 1 ≤ i ≤ m, t ≥ 0,
R̂(k)j (t)
d→ γjB(t), 1 ≤ j ≤ n, t ≥ 0, (8.16)
where σi (1 ≤ i ≤ m) and γj (1 ≤ j ≤ n) are some well defined constants.
From the intermediate steps in proof of Lemma 2 in [41], it can be shown that the
expected value of maximum of |D̂(k)i (t)|2 (1 ≤ i ≤ m) and |R̂
(k)
j (t)|2 (1 ≤ j ≤ n) are bounded
by a linear function of t, i.e.,
E[ sup
0≤s≤t
|D̂(k)i (s)|2] ≤ ρ1t+ ρ2, 1 ≤ i ≤ m, t ≥ 0,
and E[ sup
0≤s≤t
|R̂(k)j (s)|2] ≤ ρ1t+ ρ2, 1 ≤ j ≤ n, t ≥ 0.
(8.17)
In the k-th system, denote the solutions to (8.9) as B(k)(t), and let the corresponding values
of Cp in (8.7) and Cp in (8.10) be Cp(k) and Cp(k).
Remark 8.1. It is worthwhile mentioning that in this ATO system, once the production
capacity is fixed, it can not be changed to match the instantaneous demand arrivals, which
gives rise to the inventory cost. Therefore, in this setting, it is proper to scale up demand
arrival rates and production rates for asymptotic analysis.








k = 0, (8.18)
then the cost objective converges to its lower bound on the diffusion scale. As Cp(k) is on the
order of
√








i.e., the percentage difference between the cost objective and its lower bound converges to



















k = 0. (8.19)

















Following the Allocation Principle, our allocation policy is fundamentally different from
the No-Holdback allocation policy, where reservation of components is not allowed if they




Ij(t) = 0, 1 ≤ i ≤ m. (8.21)
In fact, by the following theorem, it can be seen that in many ATO systems, any policy that
does not reserve components is not asymptotically optimal.




1 1 0 0....0
1 0 1 0....0
Ã
 , (8.22)
where products are indexed by 0, 1, 2, ...,m − 1 and components are indexed by 1, 2, · · · , n,





and demand arrival and component production follow m+ n independent Poisson processes.













In this chapter, we present simulation results about the performance of our inventory control
policies in some special ATO inventory systems with deterministic lead times illustrated in
Figure 1.2, i.e., the W, M, and N system. Each system has two distinct component lead times,
although the number of components can be two or three. To be sufficiently representative,
we choose different cost parameters to generate various cases. For all cases, the demands
follow independent Poisson processes, and the arrival rate of demand i is denoted by λi. In
each case, we increase the lead times to calculate corresponding cost lower bound C from SP





to evaluate the performance of our policy.
The procedure of simulation is elaborated in Appendix G.2, and we give a short summary
here. In each case of cost parameters, we conduct 30 simulation runs, whose length varies
from 150,000 to 600,000 time units depending on lengths of lead times. This configuration
ensures that simulation length is at least 1250 times of the longer lead time. The first one-
tenth of the simulation time is warm-up period, and the remaining period is used to calculate
the inventory cost. The values of entries in the tables below are averaged over 30 simulation
runs.
We first evaluate the SP based replenishment policy and LP based allocation policy to W
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system with 27 cost parameter sets, which are specified in Section 4.1 of [44]. The simulation
results are shown in Table 9.1 and Table 9.2. The holding cost of the common component
(indexed by 0), h0, is normalized to unity and demand arrival rates are kept at λ1 = λ2 = 25.
Values of h1, h2, b1, b2 are varied to represent a wide range of cost relationships. Components
1 and 2 have the same lead time different from that of component 0. The optimality gap is
calculated by (9.1).
case no. h1 h2 b1 b2 Optimality Gap (L1: component 0, L2: components 1 and 2)
L1 = 1 L1 = 5 L1 = 10 L1 = 20 L1 = 40 L1 = 80 L1 = 160
L2 = 1.5 L2 = 7.5 L2 = 15 L2 = 30 L2 = 60 L2 = 120 L2 = 240
1 1 1 4 4 0.03%∗ 0.14%∗ 0.04%∗ - - - -
2 0.2 0.2 2.4 2.4 0.01%∗ 0.04%∗ 0.08%∗ - - - -
3 1 5 10 6 0.10%∗ 0.07%∗ 0.19%∗ - - - -
4 5 5 12 12 0.05% 0.01%∗ 0.00%∗ - - - -
5 0.2 1 6 4 0.56% 0.12%∗ 0.24%∗ - - - -
6 0.2 0.2 2.4 1.2 3.51% 1.92% 1.34% 0.83% - - -
7 1 1 4 2 1.04% 0.68% 0.49% - - - -
8 5 5 12 6 0.13% 0.08% 0.04%∗ - - - -
9 1 0.2 4 2.4 2.20% 1.03% 0.79% - - - -
10 0.2 0.2 6 2 7.34% 3.67% 2.72% 1.71% 1.24% 0.74% -
11 1 1 10 4 2.07% 1.24% 0.76% - - - -
12 5 5 30 12 0.40% 0.12%∗ 0.04%∗ - - - -
13 0.2 0.2 6 2.4 5.47% 2.89% 2.03% 1.56% 1.03% - -
14 1 0.2 4 1.2 5.85% 2.98% 2.07% 1.45% 0.98% - -
15 0.2 0.2 6 1.2 14.36% 7.17% 5.34% 3.75% 2.48% 1.92% 1.37%
16 1 1 10 2 5.20% 2.55% 2.12% 1.45% 0.86% - -
17 5 1 12 4 1.45% 1.09% 0.72% - - - -
18 5 5 30 6 0.84% 0.32% 0.23% - - - -
19 1 0.2 10 2.4 7.10% 3.73% 2.79% 2.04% 1.52% 1.01% -
20 5 1 12 2 3.12% 1.63% 1.15% 0.78% - - -
21 1 0.2 10 1.2 14.85% 7.98% 5.47% 4.08% 2.88% 2.17% 1.36%
22 5 0.2 12 2.4 4.65% 2.45% 1.83% 1.35% 0.87% - -
23 5 1 30 4 4.21% 2.21% 1.47% 1.30% 0.75% - -
24 5 0.2 12 1.2 9.03% 4.48% 3.53% 2.51% 1.78% 1.26% -
25 5 1 30 2 7.79% 3.81% 3.08% 2.06% 1.59% 1.05% -
26 5 0.2 30 2.4 9.65% 5.24% 3.91% 2.76% 1.89% 1.38% -
27 5 0.2 30 1.2 17.01% 8.65% 6.47% 4.53% 2.92% 2.30% 1.55%
Table 9.1: Optimality gaps under SP based replenishment policy: W system, component
0 has the shorter lead time, h0 = 1, λ1 = λ2 = 25.
In Table 9.1, the common component has the shorter lead time. The entries marked by
∗ indicate that the cost lower bound is within 95% confidence interval (CI) of the average
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inventory cost estimated by 30 simulation runs, which means that the inventory cost under
our policy is not statistically different from its lower bound. From the other entries not
marked by ∗, it can be seen that the optimality gap decreases as lead times grow, which
is consistent with Theorem 7.3 in Chapter 7, although they are not statistically different
from zero. One may also note that the convergence rate is not uniform among different
cost parameter sets. In several cases, the optimality gap converges very fast, as it decreases
to a level that is close to or below 1% when (L1, L2) = (20, 30). And in many other cases,
(L1, L2) need to grow to (40, 60) to achieve a similar level of optimality gap. We stop running
simulations for these cases with longer lead times, as is indicated by − in the table. In the
remaining cases such as 15,21,27 where there is a high c1/c2 ratio, the optimality gap stays
significantly above 1% in all simulations, but still follows an obvious pattern of converging
to zero. Discussion about such observation can be found in Section 4.2 of [15] for W systems
with identical lead times, and the same intuition can still apply here.
In Table 9.2, the common component has the longer lead time. Similar to results in
Table 9.1, the optimality gap converges to zero as lead times increase. One interesting
observation here is that these optimality gaps are generally larger. For example, when
(L1, L2) = (160, 240), the gap is about 2% in cases 21 and 27. We run additional simulations
for these two cases and found that the gaps decrease to 1.03% and 1.26% respectively.
Another interesting observation can be found in the first four cases of Table 9.1 and Table
9.2 where c1 = c2. In Table 9.1, the cost lower bound is within the 95% CI of the average
inventory cost except for case 4 when (L1, L2) = (1, 1.5). A further calculation shows that
the cost lower bound is also within the (wider) 99.9% CI of the average inventory cost. In
Table 9.2, the cost lower bound is outside the 95% CI of the average inventory cost in cases
1,3, and 4 when (L1, L2) = (1, 1.5). Further calculations show that in cases 3 and 4, the cost
lower bound is also outside the 99.9% CI. And these results suggest that in case 3 and 4, the
average inventory cost is significantly higher than its lower bound at the level α = 0.1%.
These obsevations are consistent with Theorem 4 in [43], which shows that in W systems
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case no. h1 h2 b1 b2 Optimality Gap (L1: components 1 and 2, L2: component 0)
L1 = 1 L1 = 5 L1 = 10 L1 = 20 L1 = 40 L1 = 80 L1 = 160
L2 = 1.5 L2 = 7.5 L2 = 15 L2 = 30 L2 = 60 L2 = 120 L2 = 240
1 1 1 4 4 0.16% 0.08%∗ 0.08%∗ - - - -
2 0.2 0.2 2.4 2.4 0.11%∗ 0.05%∗ 0.11%∗ - - - -
3 1 5 10 6 0.30% 0.10%∗ 0.15%∗ - - - -
4 5 5 12 12 0.34% 0.11%∗ 0.14% - - - -
5 0.2 1 6 4 0.78% 0.31% 0.20% - - - -
6 0.2 0.2 2.4 1.2 3.46% 2.04% 1.28% 0.94% - - -
7 1 1 4 2 1.65% 0.72% 0.43% - - - -
8 5 5 12 6 0.94% 0.42% 0.13% - - - -
9 1 0.2 4 2.4 2.72% 1.25% 0.95% - - - -
10 0.2 0.2 6 2 7.99% 3.72% 2.73% 1.91% 1.46% 0.94% -
11 1 1 10 4 2.63% 1.38% 0.97% - - - -
12 5 5 30 12 0.96% 0.37% 0.33% - - - -
13 0.2 0.2 6 2.4 5.76% 2.77% 1.97% 1.52% 1.00% 0.53%- -
14 1 0.2 4 1.2 7.74% 3.61% 2.74% 2.04% 1.33% 0.97% -
15 0.2 0.2 6 1.2 14.47% 7.29% 5.07% 3.67% 2.67% 2.04% 1.50%
16 1 1 10 2 6.56% 3.19% 2.55% 1.81% 1.41% 0.95% -
17 5 1 12 4 2.79% 1.55% 1.17% 0.86% - - -
18 5 5 30 6 2.23% 1.11% 0.69% - - - -
19 1 0.2 10 2.4 8.78% 4.54% 3.33% 2.46% 1.60% 1.10% 0.77%
20 5 1 12 2 5.73% 3.19% 2.32% 1.58% 1.15% 0.83% -
21 1 0.2 10 1.2 17.04% 8.88% 6.77% 4.87% 3.35% 2.79% 1.95%
22 5 0.2 12 2.4 7.43% 3.71% 2.72% 1.97% 1.33% 0.87% -
23 5 1 30 4 6.32% 3.49% 2.44% 1.57% 1.19% 0.77% -
24 5 0.2 12 1.2 13.02% 6.64% 4.99% 3.60% 2.62% 1.75% 1.31%
25 5 1 30 2 10.83% 5.87% 4.17% 2.98% 2.21% 1.64% 0.86%
26 5 0.2 30 2.4 13.29% 6.75% 5.02% 3.67% 2.59% 1.97% 1.03%
27 5 0.2 30 1.2 24.68% 12.13% 8.52% 6.00% 4.39% 3.09% 1.98%
Table 9.2: Optimality gaps under SP based replenishment policy: W system, component
0 has the longer lead time, h0 = 1, λ1 = λ2 = 25.
with c1 = c2 and the common component has the shorter lead time, the cost lower bound
can be attained. However, this conclusion is not necessarily true in W systems where the
common component has the longer lead time. To illustrate this point, we consider a special
case of the W system, the N system shown in Figure 1.2.
When c1 = c2, there is no difference serving one unit of product 1 or product 2. Therefore,
perfect allocation prescribed by the last stage SP can always be achieved. When the common
component, indexed by 0, has the shorter lead time, the other component with the longer lead
time, indexed by 1, has a constant target inventory position set by the SP model. Therefore
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the actual inventory position of component 1 can meet its target at all times. In addition,
component 1 is used together with component 0, and thus when the target inventory position
of component 0 needs to be reduced because of the shortage of component 1 within the next
(shorter) lead time, its actual inventory positions is already at a sufficiently small level.
Therefore, the target can be met by ordering new unit. In contrast, when component 0
has the longer lead time and thus a constant target inventory position, the actual inventory
position of component 1 does not necessarily meet its target at all times. For example, when
a large arrival of demand 0 depletes all inventory of component 0, then by the shortage of
component 0 in the next shorter lead time, the target inventory position of component 1 can
become negative. However, the actual inventory position of component 1, can stay positive
because of previous replenishment and allocation decision. Because we can not freely remove
existing inventory from the system, the target can not be attained.
h1 b1 b2 L1: component 1 L1: component 0
L2: component 0 L2: component 1
lower bound average 99.9% CI lower bound average 95% CI
0.1 0.4 0.5 21.38 21.56 [21.54,21.59] 18.95 18.95 [18.94,18.97]
0.1 0.7 0.8 28.82 29.00 [28.96,29.04] 25.26 25.27 [25.25,25.29]
1 1 2 51.38 51.98 [51.91,52.04] 49.24 49.25 [49.23,49.28]
Table 9.3: Optimality gaps under SP based replenishment policy: N system with sym-
metric costs h0 = 1, L1 = 1, L2 = 1.5, λ1 = λ2 = 25.
In Table 9.3, we show optimality gaps in these two scenarios where the average inventory
costs are calculated from taking average of 100 simulations. Results in columns 4,5,6 are
from examples in which component 0 has the longer lead time. In each example, the cost
lower bound is strictly below the lower bound of the 99.9% CI of the average inventory cost.
Results in columns 7,8,9 are from examples in which component 0 has the shorter lead time.
In each example, the cost lower bound is within the 95% CI of the average inventory cost,
and thus certainly within the (wider) 99.9% CI.
We have also implemented the SP based replenishment policy and LP based allocation
policy to M system shown in Figure 1.2. We choose the same cost parameters as those in [16].
91
lead time A B C D
b0 = 8.0 b0 = 3.0 b0 = 2.0 b0 = 1.0
L1: component 1 b1 = 3.5 b1 = 2.5 b1 = 3.5 b1 = 8.0
L2: component 2 b2 = 1.0 b2 = 1.0 b2 = 1.0 b2 = 3.0
L1 = 1 L2 = 1.5 10.03% 4.60% 5.72% 23.20%
L1 = 5 L2 = 7.5 4.82% 2.30% 2.87% 11.27%
L1 = 10 L2 = 15 3.29% 1.72% 2.07% 8.18%
L1 = 20 L2 = 30 2.32% 1.17% 1.44% 6.13%
L1 = 40 L2 = 60 1.75% - 1.00% 4.45%
L1 = 80 L2 = 120 1.37% - - 3.20%
Table 9.4: Optimality gaps under SP based replenishment policy: M system, component
1 has the shorter lead time h1 = h2 = 1, λ0 = 25, λ1 = λ2 = 50.
lead time A B C D
b0 = 8.0 b0 = 3.0 b0 = 2.0 b0 = 1.0
L1: component 2 b1 = 3.5 b1 = 2.5 b1 = 3.5 b1 = 8.0
L2: component 1 b2 = 1.0 b2 = 1.0 b2 = 1.0 b2 = 3.0
L1 = 1 L2 = 1.5 9.07% 4.20% 5.20% 22.48%
L1 = 5 L2 = 7.5 4.42% 2.25% 2.67% 11.16%
L1 = 10 L2 = 15 3.17% 1.40% 1.87% 8.12%
L1 = 20 L2 = 30 2.25% 0.99% 1.29% 5.74%
L1 = 40 L2 = 60 1.46% - 0.88% 3.99%
L1 = 80 L2 = 120 0.94% - - 2.69%
Table 9.5: Optimality gaps under SP based replenishment policy: M system, component
2 has the longer lead time h1 = h2 = 1, λ0 = 25, λ1 = λ2 = 50.
The holding costs of both components, h1 and h2, are set to unity. Backlog costs, b0, b1, and
b2 are varied to cover four different cost regions:
1. region A: c1 + c2 < c0
2. region B: c2 ≤ c1 < c0 ≤ c1 + c2
3. region C: c2 < c0 ≤ c1
4. region D: c0 ≤ c2 ≤ c1
In different regions, our allocation policy follows different priority rules, as specified in Section
6.2. The results in Table 9.4 are from cases where component 1 has the shorter lead time, and
the results in Table 9.5 are from cases where component 1 has the longer lead time. In both
92
tables, it can be seen that the optimal gaps obviously converge to zero as lead times grow,
although they can be large with small lead times (regions A and D when (L1, L2) = (1, 1.5)).
Such trend of convergence is again consistent with Theorem 7.3 in Chapter 7.
The above simulation results have demonstrated the asymptotic optimality of the joint
use of the SP based replenishment policy and LP based allocation policy. However, im-
plementing the SP based replenishment policy is also computationally expensive since the
target inventory positions need to be updated when inputs to SP (3.3) change. By contrast,
the IBS relenishment policy is much easier to implement since the base stock levels (or target
inventory positions) are constants. Therefore, it would be interesting to compare the perfor-
mance of IBS relenishment policy with that of the SP based replenishment policy. To this
end, we simulate the application of IBS replenishment policy and the LP based allocation
policy to W system where the common component indexed by 0 has the shorter lead time
L1 and the other two components indexed by 1 and 2 have the longer lead time L2 with
L2/L1 = 1.5. We select the same 27 different sets of cost parameters from Table 9.1 and 9.2,
and calculate the corresponding optimality gaps by (9.1). The results are shown in Table
9.6.
From Table 9.1 and Table 9.6, it can be seen that when L2/L1(= 1.5) is significantly
different from 1, in all 27 sets of cost parameters, IBS replenishment policy works less well
than the SP based replenishment policy as the optimality gaps under the latter policy are
smaller. And it is also clear that in most cases the IBS policy fails to be asymptotically
optimal when lead times grow even if the cost parameters are symmetrical (case 1 when
c1 = c2) when the SP based replenishment policy is exactly optimal. For example, in some
cases, such as cases 1,2,3,5,7, optimality gaps even increase when lead times grow.
If L2/L1 decreases when lead times grow, according to Theorem 7.1 and Corollary 7.1,
IBS policy should work better. And we simulate the application of IBS replenishment policy
and the LP based allocation policy to W system where the common component indexed by
0 has the shorter lead time L1 and the other two components indexed by 1 and 2 have the
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case no. h1 h2 b1 b2 Optimality Gap (L1: component 0, L2: components 1 and 2)
L1 = 1 L1 = 5 L1 = 10 L1 = 20 L1 = 40 L1 = 80 L1 = 160
L2 = 1.5 L2 = 7.5 L2 = 15 L2 = 30 L2 = 60 L2 = 120 L2 = 240
1 1 1 4 4 4.05% 5.82% 6.20% - - - -
2 0.2 0.2 2.4 2.4 3.22% 4.61% 4.91% - - - -
3 1 5 10 6 4.84% 5.81% 6.85% - - - -
4 5 5 12 12 4.45% 4.07% 4.57% - - - -
5 0.2 1 6 4 3.37% 4.04% 4.94% - - - -
6 0.2 0.2 2.4 1.2 5.95% 4.97% 5.32% 5.37% - - -
7 1 1 4 2 5.94% 7.22% 7.32% - - - -
8 5 5 12 6 5.81% 5.13% 5.43% - - - -
9 1 0.2 4 2.4 5.09% 4.18% 4.67% - - - -
10 0.2 0.2 6 2 8.62% 7.12% 6.29% 5.84% 5.43% 5.43% -
11 1 1 10 4 4.75% 4.92% 4.95% - - - -
12 5 5 30 12 2.81% 3.33% 4.37% - - - -
13 0.2 0.2 6 2.4 7.83% 5.72% 6.22% 5.01% 4.69% - -
14 1 0.2 4 1.2 8.69% 5.94% 5.80% 5.18% 4.68% - -
15 0.2 0.2 6 1.2 15.6% 10.08% 9.92% 7.75% 6.41% 5.81% 4.90%
16 1 1 10 2 8.61% 5.88% 6.84% 6.03% 6.61% - -
17 5 1 12 4 5.05% 4.07% 4.70% - - - -
18 5 5 30 6 3.93% 4.16% 5.51% - - - -
19 1 0.2 10 2.4 9.81% 6.66% 6.25% 5.68% 4.79% 5.55% -
20 5 1 12 2 6.44% 5.22% 5.10% 4.80% - - -
21 1 0.2 10 1.2 18.30% 10.49% 9.09% 7.38% 6.83% 5.38% 4.72%
22 5 0.2 12 2.4 6.40% 4.63% 3.61% 3.82% 3.03% - -
23 5 1 30 4 6.74% 5.26% 4.84% 4.30% 4.38% - -
24 5 0.2 12 1.2 9.70% 5.71% 4.90% 4.03% 3.64% 2.80% -
25 5 1 30 2 9.84% 8.88% 5.92% 5.25% 4.25% 4.13% -
26 5 0.2 30 2.4 10.96% 6.61% 6.54% 5.12% 4.25% 4.18% -
27 5 0.2 30 1.2 19.02% 9.77% 7.84% 7.15% 5.69% 4.30% 4.80%
Table 9.6: Optimality gaps under IBS replenishment policy: W system, component 0
has the shorter lead time, L2/L1 = 1.5, h0 = 1, λ1 = λ2 = 25.
longer lead time L2 with L2−L1 = 0.5. The simulation results are shown in Table 9.7 where
the optimality gaps are calculated by (9.1).
From Table 9.7, it can be seen that when the difference of L2 and L1 is fixed to be 0.5,
as lead times increase, the ratio of L2/L1 decreases, and the corresponding optimality gaps
also decrease, showing a clear pattern of converging to zero. Therefore, when lead times are
large while their differences are relatively small, it is a good idea to use IBS replenishment
policy as an alternative to the SP based replenishment policy.
We also simulate the application of IBS replenishment policy and the LP based allocation
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case no. h1 h2 b1 b2 Optimality Gap (L1: component 0, L2: components 1 and 2)
L1 = 1 L1 = 5 L1 = 10 L1 = 20 L1 = 40 L1 = 80 L1 = 160
L2 = 1.5 L2 = 5.5 L2 = 10.5 L2 = 20.5 L2 = 40.5 L2 = 80.5 L2 = 160.5
1 1 1 4 4 4.05% 1.38% 0.44% - - - -
2 0.2 0.2 2.4 2.4 3.22% 0.37% 0.08% - - - -
3 1 5 10 6 4.84% 2.01% 1.49% 1.09% 0.85% - -
4 5 5 12 12 4.45% 2.36% 1.91% 1.54% 0.82% - -
5 0.2 1 6 4 3.37% 0.80% 0.48% - - - -
6 0.2 0.2 2.4 1.2 5.95% 2.36% 1.68% 1.25% 0.89% - -
7 1 1 4 2 5.94% 2.28% 1.25% 0.76% - - -
8 5 5 12 6 5.81% 3.14% 2.49% 1.58% 0.73% - -
9 1 0.2 4 2.4 5.09% 1.80% 1.28% 0.90% 0.56% - -
10 0.2 0.2 6 2 8.62% 4.55% 3.16% 2.28% 1.67% 1.08% 0.56%
11 1 1 10 4 4.75% 1.77% 1.27% 1.07% 0.93% - -
12 5 5 30 12 2.81% 1.40% 0.99% - - - -
13 0.2 0.2 6 2.4 7.83% 3.20% 2.31% 1.49% 0.99% - -
14 1 0.2 4 1.2 8.69% 4.34% 3.17% 2.13% 1.53% 0.89% -
15 0.2 0.2 6 1.2 15.60% 8.53% 6.10% 4.73% 3.22% 1.75% 1.22%
16 1 1 10 2 8.61% 3.87% 2.79% 1.86% 1.42% 0.89% -
17 5 1 12 4 5.05% 1.99% 1.32% 0.82% - - -
18 5 5 30 6 3.93% 1.70% 1.32% 0.96% - - -
19 1 0.2 10 2.4 9.81% 4.89% 3.40% 2.70% 1.88% 1.33% 0.93%
20 5 1 12 2 6.44% 3.70% 2.46% 1.73% 1.18% 0.83% -
21 1 0.2 10 1.2 18.30% 9.64% 6.91% 4.98% 3.80% 2.67% 1.37%
22 5 0.2 12 2.4 6.40% 3.70% 2.96% 2.19% 1.68% 0.85% -
23 5 1 30 4 6.74% 3.40% 2.61% 1.57% 1.03% 0.73% -
24 5 0.2 12 1.2 9.70% 6.50% 4.82% 3.87% 2.52% 1.60% 0.99%
25 5 1 30 2 9.84% 5.57% 4.17% 2.99% 2.23% 1.66% 1.28%
26 5 0.2 30 2.4 10.96% 6.65% 5.02% 3.85% 2.36% 1.64% 1.16%
27 5 0.2 30 1.2 19.02% 11.37% 8.56% 5.94% 4.72% 2.63% 1.56%
Table 9.7: Optimality gaps under IBS replenishment policy: W system, component 0
has the shorter lead time, L2 − L1 = 0.5, h0 = 1, λ1 = λ2 = 25.
policy to W system where the common component indexed by 0 has the longer lead time L2
and the other two components indexed by 1 and 2 have the shorter lead time L1. In Table
9.8 L2/L1 = 1.5 and Table 9.9 L2 − L1 = 0.5, where all optimality gaps are calculated by
(9.1). The results in Table 9.9 are very similar to those in Table 9.7, and are consistent with
Theorem 7.1 and Corollary 7.1, i.e., the optimality gaps converge to zero as L2/L1 goes to
unity.
And from Table 9.8 and Table 9.6, it can be found that when component 0 has the longer
lead time, the IBS policy works worse in some cases, such as case 1,3,4,5 when L1 = 1 and
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L2 = 1.5, and works better in some other cases, such as case 24-27 when L1 = 80 and
L2 = 120. In addition, in both tables, when lead times are small, such as when L1 = 1 and
L2 = 1.5, the optimality gaps are vastly different among different cases. Therefore, even in
such a simple ATO inventory system, it is hard to find a general statement about the degree
of suboptimality of IBS policy. Despite this difficulty, there are still some interesting obser-
vations we can make from some particular cases. For instance, one interesting observation
we can make from case 1,2,4 in Table 9.8 is that when component 0 has the longer lead time,
if h0 is fixed and h1 = h2, then it seems that the IBS policy performs better when h1(or h2)
is smaller. One intuitive explanation can be provided as follows. Under IBS policy, when h0
is fixed and h1 = h2, it is intuitive to argue that when h1(or h2) is smaller, the corresponding
base stock levels for component 1 and 2 will be larger. And this is indeed true from our
numerical results. For example, when L1 = 1 and L2 = 1.5, in case 4, the base stock levels for
component 1 and 2 are 27 and 27; in case 1, they are 28 and 28; and in case 2, they are 30 and
30. Since the demand process is identical in all cases, when h1(or h2) is smaller, the chance
that the constant inventory positions of component 1 and 2 under IBS policy are insufficient
(or excessive) to attain the dynamic adjusted SP solutions is also smaller (or larger), or we
have more "safety stocks". Moreover, the backlog costs in case 1,2,4 are all at least two
times larger than the holding costs (in case 4, b1/h1 = 2.4; in case 1, b1/h1 = 4; in case 2,
b1/h1 = 12), under IBS policy, the benefit of smaller h1(or h2) (sufficient inventory positions
of component 1 and 2) outweighs its cost (excessive inventory positions of component 1 and
2). This argument can also explain the difference between optimality gaps for some cases
in Table 9.6 and Table 9.8. For example, again in case 2, the holding costs of component 1
and 2 are both 0.2 and are much smaller than the holding cost of component 0. When these
two components have the shorter lead time, under either IBS or SP based policy, it does not
cost much to keep their inventory positions sufficiently high so that there will not be lack of
either of them and thus there won’t be big difference in other parts of the inventory costs.
In addition, with small per unit holding costs of component 1 and 2, even large differences
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in their inventory positions will not translate into large differences in their average holding
cost. Therefore, although the inventory positions of component 1 and 2 are not adjusted
according to the availability of component 0 under IBS policy, their average holding cost
should be close to those under SP base policy. In fact, from the simulation results of Table
9.8, when L1 = 1, L2 = 1.5, under IBS policy(SP based policy), the average holding costs
of component 1 and 2 are 1.1387 and 1.3471(1.1823 and 1.3131); when L1 = 5, L2 = 7.5,
under IBS policy(SP based policy), the average holding costs of component 1 and 2 are
2.4520 and 3.0154(2.5616 and 2.9171); when L1 = 10, L2 = 15, under IBS policy(SP based
policy), the average holding costs of component 1 and 2 are 3.6995 and 4.0797(3.5397 and
4.0905). Therefore, in case 2, when component 0 has the longer lead time(or component 1
and 2 have the shorter lead time), there is little difference between applying IBS policy or
SP based policy, and this explains why the corresponding optimality gaps in Table 9.8 are
smaller than those in Table 9.6. And in case 4, the holding cost of component 1 and 2 are
both 5 and are much larger than the holding costs of component 0. The reverse argument
applies and the optimality gaps when component 0 has the longer lead time are larger than
those when component 0 has the shorter lead time.
However, this argument alone can not be applied to explain the difference among opti-
mality gaps of IBS policy in all cases, as there are also many other factors that can affect the
performance of IBS policy. For example, in case 18, the holding costs of components 1 and
2 are both 5, which are larger than the holding cost of component 0. Therefore, when only
considering whether the components with shorter lead times have smaller holding cost or not,
IBS policy should work better when component 0 has the shorter lead time. Nevertheless,
from the numerical results in case 18, we can also find some support that why IBS policy
should work better when component 0 has the longer lead time. To be more specific, when
the per unit backlog cost of product 1 is high(it is 30 in case 18), the SP model assumes that
there will be no backlog of demand 1 as a result of having no component 0, which is not
possible under any feasible policy including IBS policy. As the lead times increase, although
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the difference between the SP model(cost lower bound) and SP based policy(simulation cost)
disappears, when component 0 has the shorter lead time, the discrepancy between the SP
model (or the SP based policy) and the IBS policy increases since the inventory position of
component 0 under the IBS policy is not adjusted according to current system states. For
instance, in case 18 with component 0 having the shorter lead time, when L1 = 1, L2 = 1.5,
the average backlog cost of product 1 is 15.58 under SP based policy and 21.05 under IBS
policy; when L1 = 5, L2 = 7.5, the average backlog cost of product 1 is 37.46 under SP
based policy and 48.80 under IBS policy; when L1 = 10, L2 = 15, the average backlog cost of
product 1 is 47.44 under SP based policy and 76.75 under IBS policy. Therefore, in case 18,
when component 0 has the shorter lead time, as lead times increase, the disparity between
the IBS policy and the SP model(or SP based policy) becomes more significant to the extent
that it cancels out the aforementioned benefit of components with shorter lead times having
smaller holding cost. And this explains in case 18 why the optimality gap increases in Table
9.6 and finally goes beyond that in Table 9.8.
Another interesting observation that can be made from Table 9.6 and Table 9.8 is that
IBS policy seems to work worse with a high c1/c2 ratio. For example, in case 13(c1/c2 = 2)
and case 15(c1/c2 = 3) , where the cost parameters are the same except for b2, the optimality
gaps are always smaller in case 13 no matter whether component 0 has the longer or shorter
lead time. And one intuitive explanation can be found in Section 4.2 of [15], which states
that with high c1/c2 ratio the last stage SP solutions may underestimate the backlog costs
and cause an (too) low base stock level for component 0. In fact, from the results of our
numerical study, in case 15, the base stock levels for component 0 are always lower than
those in case 13.
Consequently, from the above observations and discussions, it seems reasonable to con-
clude that the level of suboptimailty of IBS policy depends jointly on many factors, such
as the component lead times, component holding costs, and product backlog costs. In oth-
er words, unlike the asymptotic optimality of the SP based replenishment policy that can
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be established in all ATO inventory systems with deterministic lead times, the degree of
suboptimailty of IBS replenishment policy can only be evaluated on a case by case basis.
case no. h1 h2 b1 b2 Optimality Gap (L1: components 1 and 2, L2: component 0)
L1 = 1 L1 = 5 L1 = 10 L1 = 20 L1 = 40 L1 = 80 L1 = 160
L2 = 1.5 L2 = 7.5 L2 = 15 L2 = 30 L2 = 60 L2 = 120 L2 = 240
1 1 1 4 4 4.90% 5.86% 5.53% - - - -
2 0.2 0.2 2.4 2.4 2.99% 3.21% 2.76% - - - -
3 1 5 10 6 5.69% 5.95% 6.55% - - - -
4 5 5 12 12 9.06% 8.45% 8.57% - - - -
5 0.2 1 6 4 4.04% 4.12% 3.74% - - - -
6 0.2 0.2 2.4 1.2 6.38% 4.18% 3.75% 3.46% - - -
7 1 1 4 2 6.26% 6.38% 5.74% - - - -
9 1 0.2 4 2.4 6.00% 3.77% 3.06% - - - -
10 0.2 0.2 6 2 9.24% 5.81% 4.75% 3.63% 3.15% 3.17% -
11 1 1 10 4 5.63% 4.53% 4.27% - - - -
12 5 5 30 12 4.58% 3.71% 4.00% - - - -
13 0.2 0.2 6 2.4 8.97% 4.69% 4.11% 3.40% 2.62% 2.11% -
14 1 0.2 4 1.2 9.60% 5.77% 4.88% 3.83% 3.17% 2.72% -
15 0.2 0.2 6 1.2 15.91% 9.72% 7.28% 6.08% 4.34% 3.78% 3.29%
16 1 1 10 2 10.77% 6.76% 5.95% 4.48% 4.45% 3.94% -
17 5 1 12 4 6.91% 4.26% 4.07% 3.54% - - -
18 5 5 30 6 5.69% 4.59% 4.45% - - - -
19 1 0.2 10 2.4 11.59% 6.44% 4.67% 3.86% 3.38% 2.45% 1.58%
20 5 1 12 2 8.85% 6.10% 5.02% 4.10% 3.52% 3.41% -
21 1 0.2 10 1.2 20.41% 10.68% 7.86% 6.12% 4.62% 3.62% 2.58%
22 5 0.2 12 2.4 9.69% 5.11% 4.24% 3.25% 2.62% 2.38% -
23 5 1 30 4 10.94% 6.05% 4.46% 3.38% 2.48% 2.33% -
24 5 0.2 12 1.2 13.67% 7.64% 5.81% 4.67% 3.31% 2.75% 2.20%
25 5 1 30 2 14.34% 7.89% 6.00% 4.84% 3.92% 3.42% 2.87%
26 5 0.2 30 2.4 15.68% 8.33% 6.15% 4.53% 3.42% 2.61% 1.80%
27 5 0.2 30 1.2 24.59% 12.39% 8.97% 6.82% 5.11% 4.02% 3.33%
Table 9.8: Optimality gaps under IBS replenishment policy: W system, component 0
has the longer lead time, L2/L1 = 1.5, h0 = 1, λ1 = λ2 = 25.
In both Table 9.6 and Table 9.8, optimality gaps keep decreasing when lead times grow
in some cases. Nevertheless, as IBS policy is generally not asymptotically optimal for non-
identical ATO systems, it is highly likely that the optimality gap will stop decreasing when
lead times continue to grow. For instance, in Table 9.8 we have additional runs for case 19
with L1 = 320 and L2 = 480, and the corresponding optimality gap slightly increases to
1.61%.
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case no. h1 h2 b1 b2 Optimality Gap (L1: components 1 and 2, L2: component 0)
L1 = 1 L1 = 5 L1 = 10 L1 = 20 L1 = 40 L1 = 80 L1 = 160
L2 = 1.5 L2 = 5.5 L2 = 10.5 L2 = 20.5 L2 = 40.5 L2 = 80.5 L2 = 160.5
1 1 1 4 4 4.90% 1.51% 0.67% - - - -
2 0.2 0.2 2.4 2.4 2.99% 0.69% 0.44% - - - -
3 1 5 10 6 5.69% 1.88% 1.50% 1.15% 0.65% - -
4 5 5 12 12 9.06% 2.30% 1.58% 1.18% 0.91% - -
5 0.2 1 6 4 4.04% 1.16% 0.68% - - - -
6 0.2 0.2 2.4 1.2 6.38% 2.74% 1.76% 1.15% 0.83% - -
7 1 1 4 2 6.26% 2.50% 1.35% 0.95% - - -
8 5 5 12 6 9.76% 3.00% 2.36% 1.65% 1.09% 0.48% -
9 1 0.2 4 2.4 6.00% 2.09% 1.30% 0.84% - - -
10 0.2 0.2 6 2 9.24% 4.82% 3.44% 2.33% 1.35% 0.81% -
11 1 1 10 4 5.63% 1.99% 1.50% 0.96% - - -
12 5 5 30 12 4.58% 1.00% 0.74% - - - -
13 0.2 0.2 6 2.4 8.97% 3.51% 2.66% 2.00% 1.61% 1.20% 0.82%
14 1 0.2 4 1.2 9.60% 4.62% 3.32% 2.26% 1.64% 1.10% 0.54%
15 0.2 0.2 6 1.2 15.91% 8.89% 6.31% 4.42% 3.20% 2.34% 1.33%
16 1 1 10 2 10.77% 4.12% 3.12% 1.92% 1.49% 0.95% -
17 5 1 12 4 6.91% 2.22% 1.36% 1.00% 0.74% - -
18 5 5 30 6 5.69% 1.45% 1.17% 0.89% - - -
19 1 0.2 10 2.4 11.59% 5.47% 3.60% 2.76% 1.91% 1.13% 0.54%
20 5 1 12 2 8.85% 3.79% 2.46% 1.70% 1.14% 0.94% -
21 1 0.2 10 1.2 20.41% 9.95% 7.27% 5.33% 3.78% 2.62% 1.66%
22 5 0.2 12 2.4 9.69% 4.05% 3.34% 2.37% 1.78% 1.18% 0.46%
23 5 1 30 4 10.94% 4.00% 2.68% 1.96% 1.14% 0.70% -
24 5 0.2 12 1.2 13.67% 6.99% 5.11% 4.06% 2.62% 1.78% 1.38%
25 5 1 30 2 14.34% 6.08% 4.35% 2.96% 2.18% 1.52% 1.22%
26 5 0.2 30 2.4 15.68% 7.33% 5.16% 3.93% 2.68% 1.87% 1.27%
27 5 0.2 30 1.2 24.59% 11.86% 8.37% 6.11% 4.69% 2.86% 1.79%
Table 9.9: Optimality gaps under IBS replenishment policy: W system, component 0
has the longer lead time, L2 − L1 = 0.5, h0 = 1, λ1 = λ2 = 25.
Finally, it would also be interesting to investigate the performance of our control policies
applied to ATO systems with different lead time ratios since in practice, many multinational
companies are purchasing materials from overseas and so the corresponding lead time ratio
will be considerably larger than that of local companies. To this end, we apply the SP based
replenishment policy and the LP based allocation policy to W system where the common
component indexed by 0 has the shorter lead time L1 and the other two components indexed
by 1 and 2 have the longer lead time L2 with L2/L1 = 3, 6, 12. The simulation results are
shown in Table 9.10, 9.11 and 9.12 where the optimality gaps are calculated by (9.1). From
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these three tables, it can be seen that no matter what the value of L2/L1 is, under the joint
use of SP based replenishment policy and LP based allocation policy, the optimality gaps
exhibit an obvious trend of converging to zero when lead times grow. And this observation
is again consistent with Theorem 7.3 in Chapter 7. It can also be seen that except for the
cases where exact optimality is attained (marked by ∗), when L1 is fixed, the larger L2/L1
is, the smaller the optimality gap is under our control policy. Therefore, our control policy
might work particularly well for multinational companies which import goods from overseas
for lower cost but with larger lead time, such as case 6 and case 9, where components with
much smaller holding cost also have much larger lead time. However, when L2 is fixed,
with different L2/L1 , we do not have a similar observation. For example, in case 5, when
L2 = 24, L1 = 2, the optimality gap is 0.24%; when L2 = 24, L1 = 4, the optimality
gap is 0.20%; when L2 = 24, L1 = 8, the optimality gap is 0.24%. And in case 7, when
L2 = 12, L1 = 1, the optimality gap is 0.72%; when L2 = 12, L1 = 2, the optimality gap is
0.57%; when L2 = 12, L1 = 4, the optimality gap is0.59%. To sum up, the optimality gaps
do not show a monotonic pattern.
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case no. h1 h2 b1 b2 Optimality Gap (L1: component 0, L2: components 1 and 2)
L1 = 1 L1 = 2 L1 = 4 L1 = 8 L1 = 16 L1 = 32 L1 = 64
L2 = 3 L2 = 6 L2 = 12 L2 = 24 L2 = 48 L2 = 96 L2 = 192
1 1 1 4 4 0.02%∗ 0.03%∗ 0.07%∗ - - - -
2 0.2 0.2 2.4 2.4 0.03%∗ 0.01%∗ 0.09%∗ - - - -
3 1 5 10 6 0.09%∗ 0.07%∗ 0.04%∗ - - - -
4 5 5 12 12 0.04%∗ 0.02%∗ 0.06%∗ - - - -
5 0.2 1 6 4 0.49% 0.39% 0.35% - - - -
6 0.2 0.2 2.4 1.2 3.23% 2.32% 1.71% 1.22% 0.87% - -
7 1 1 4 2 1.03% 0.82% 0.59% - - - -
8 5 5 12 6 0.25% 0.18% 0.16% - - - -
9 1 0.2 4 2.4 1.87% 1.42% 1.07% 0.70% - - -
10 0.2 0.2 6 2 6.74% 4.80% 3.57% 2.62% 1.88% 1.16% 0.78%
11 1 1 10 4 0.96% 0.72% 0.62% - - - -
12 5 5 30 12 0.42% 0.35% 0.34% - - - -
13 0.2 0.2 6 2.4 4.94% 3.67% 2.83% 1.97% 1.61% 1.21% 0.84%
14 1 0.2 4 1.2 5.04% 3.60% 2.75% 1.75% 1.39% 1.05% 0.73%
15 0.2 0.2 6 1.2 12.55% 9.11% 6.61% 4.88% 3.67% 2.53% 1.94%
16 1 1 10 2 4.20% 3.11% 2.46% 1.78% 1.26% 0.99% -
17 5 1 12 4 1.41% 1.01% 0.83% - - - -
18 5 5 30 6 0.97% 0.72% 0.51% - - - -
19 1 0.2 10 2.4 6.11% 4.46% 3.47% 2.36% 1.85% 1.18% 0.61%
20 5 1 12 2 2.70% 1.98% 1.66% 1.21% 0.72% - -
21 1 0.2 10 1.2 12.46% 9.07% 6.64% 4.88% 3.33% 2.44% 1.82%
22 5 0.2 12 2.4 3.70% 2.71% 2.21% 1.75% 1.19% 0.72% -
23 5 1 30 4 3.37% 2.51% 1.93% 1.42% 1.02% 0.84% -
24 5 0.2 12 1.2 6.86% 5.15% 3.74% 2.81% 1.99% 1.66% 1.33%
25 5 1 30 2 6.07% 4.47% 3.37% 2.52% 1.89% 1.33% 1.07%
26 5 0.2 30 2.4 7.56% 5.74% 4.10% 3.16% 2.09% 1.31% 0.66%
27 5 0.2 30 1.2 13.09% 9.61% 6.88% 5.13% 3.76% 3.08% 1.89%
Table 9.10: Optimality gaps under SP based replenishment policy: W system, compo-
nent 0 has the shorter lead time, L2/L1 = 3, h0 = 1, λ1 = λ2 = 25.
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case no. h1 h2 b1 b2 Optimality Gap (L1: component 0, L2: components 1 and 2)
L1 = 1 L1 = 2 L1 = 4 L1 = 8 L1 = 16 L1 = 32
L2 = 6 L2 = 12 L2 = 24 L2 = 48 L2 = 96 L2 = 192
1 1 1 4 4 0.04%∗ 0.09%∗ 0.10%∗ - - -
2 0.2 0.2 2.4 2.4 0.03%∗ 0.07%∗ 0.02%∗ - - -
3 1 5 10 6 0.01%∗ 0.09%∗ 0.03%∗ - - -
4 5 5 12 12 0.03%∗ 0.06%∗ 0.05%∗ - - -
5 0.2 1 6 4 0.47% 0.28% 0.20% 0.13% - -
6 0.2 0.2 2.4 1.2 2.69% 1.92% 1.47% 1.02% 0.93% -
7 1 1 4 2 0.84% 0.57% 0.53% 0.44% - -
8 5 5 12 6 0.18% 0.12% 0.09% - - -
9 1 0.2 4 2.4 1.45% 1.11% 0.85% 0.65% - -
10 0.2 0.2 6 2 5.64% 4.07% 3.09% 2.36% 1.55% 0.90%
11 1 1 10 4 1.40% 0.99% 0.75% - - -
12 5 5 30 12 0.39% 0.29% 0.25% - - -
13 0.2 0.2 6 2.4 4.12% 3.11% 2.32% 1.62% 1.26% 0.89%
14 1 0.2 4 1.2 3.93% 2.93% 2.06% 1.38% 1.12% 0.90%
15 0.2 0.2 6 1.2 10.50% 7.62% 5.56% 3.84% 2.88% 1.99%
16 1 1 10 2 3.16% 2.40% 1.75% 1.23% 0.71% -
17 5 1 12 4 1.06% 0.77% 0.55% - - -
18 5 5 30 6 0.65% 0.40% 0.15% - - -
19 1 0.2 10 2.4 4.74% 3.59% 2.76% 1.92% 1.36% 1.02%
20 5 1 12 2 2.12% 1.45% 1.13% 0.71% - -
21 1 0.2 10 1.2 9.53% 6.97% 5.31% 3.71% 2.38% 1.60%
22 5 0.2 12 2.4 2.83% 2.26% 1.72% 1.36% 0.94% -
23 5 1 30 4 2.53% 1.78% 1.37% 0.96% - -
24 5 0.2 12 1.2 5.21% 3.83% 2.72% 2.24% 1.79% 1.45%
25 5 1 30 2 4.56% 3.23% 2.64% 1.90% 1.40% 0.92%
26 5 0.2 30 2.4 5.60% 4.20% 3.34% 2.25% 1.77% 1.19%
27 5 0.2 30 1.2 9.81% 7.16% 5.28% 3.66% 3.17% 1.89%
Table 9.11: Optimality gaps under SP based replenishment policy: W system, compo-
nent 0 has the shorter lead time, L2/L1 = 6, h0 = 1, λ1 = λ2 = 25.
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case no. h1 h2 b1 b2 Optimality Gap (L1: component 0, L2: components 1 and 2)
L1 = 1 L1 = 2 L1 = 4 L1 = 8 L1 = 16
L2 = 12 L2 = 24 L2 = 48 L2 = 96 L2 = 192
1 1 1 4 4 0.00%∗ 0.08%∗ 0.09%∗ - -
2 0.2 0.2 2.4 2.4 0.02%∗ 0.02%∗ 0.02%∗ - -
3 1 5 10 6 0.02%∗ 0.10%∗ 0.01%∗ - -
4 5 5 12 12 0.02%∗ 0.04%∗ 0.02%∗ - -
5 0.2 1 6 4 0.28% 0.24% 0.10% 0.13% -
6 0.2 0.2 2.4 1.2 2.21% 1.67% 1.19% 0.78% 0.65%
7 1 1 4 2 0.72% 0.45% 0.31% 0.17% -
8 5 5 12 6 0.09% 0.05% 0.04% - -
9 1 0.2 4 2.4 1.07% 0.94% 0.65% 0.58% -
10 0.2 0.2 6 2 4.71% 3.36% 2.42% 1.73% 1.41%
11 1 1 10 4 0.96% 0.72% 0.62% - -
12 5 5 30 12 0.31% 0.22% 0.19% - -
13 0.2 0.2 6 2.4 3.30% 2.48% 1.80% 1.34% 1.03%
14 1 0.2 4 1.2 3.04% 2.20% 1.66% 1.30% 1.02%
15 0.2 0.2 6 1.2 8.44% 6.03% 4.35% 3.29% 2.42%
16 1 1 10 2 2.46% 1.70% 1.28% 0.82% -
17 5 1 12 4 0.91% 0.66% 0.44% - -
18 5 5 30 6 0.64% 0.27% 0.11% - -
19 1 0.2 10 2.4 3.66% 2.76% 2.27% 1.60% 1.34%
20 5 1 12 2 2.12% 1.56% 1.23% 0.97% -
21 1 0.2 10 1.2 7.33% 5.33% 3.68% 2.46% 1.66%
22 5 0.2 12 2.4 2.17% 1.71% 1.31% 0.91%
23 5 1 30 4 2.03% 1.49% 1.07% 0.57% -
24 5 0.2 12 1.2 3.83% 2.72% 1.64% 1.10% 0.81%
25 5 1 30 2 3.12% 2.41% 1.93% 1.62% 1.28%
26 5 0.2 30 2.4 4.27% 3.06% 2.10% 1.71% 1.30%
27 5 0.2 30 1.2 7.04% 5.39% 3.60% 2.74% 2.26%
Table 9.12: Optimality gaps under SP based replenishment policy: W system, compo-
nent 0 has the shorter lead time, L2/L1 = 12, h0 = 1, λ1 = λ2 = 25.
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Appendix A
Proofs in Chapter 3
A.1 Proof of Theorem 3.1
We first prove the upper bound of y∗j (1 ≤ j ≤ n). As the first step, we transform the last
stage SP in (3.3) to its dual form:
ϕ0(y1, · · · ,yK ,x) = −max
z
{c · z|z ≤ x, Az ≤ y}
= − min
ν,κ≥0
{x · ν + y · κ|ν + A′κ = c}
= −c · x−min
κ≥0
{(y − Ax) · κ|A′κ ≤ c}
= max
κ≥0
{(Ax− y) · κ|A′κ ≤ c} − c · x
= ϕ0d(y
1, · · · ,yK ,x)− c · x
where ν = (ν1, · · · , νm) is a m-dimension vector, κ = (κ1, · · · , κn) is a n-dimension vector,
and
ϕ0d(y
1, · · · ,yK ,x) = max
κ≥0
{(Ax− y)+ · κ|A′κ ≤ c}. (A.1)
The equality in (A.1) follows from the fact that whenAj ·x−yj < 0, κj can be reduced to zero






Then for all feasible solutions of (A.1) κ = (κ1, · · · , κn), κj ≤ κ̄. And note that κ̄ only
depends on A and c.








, · · · ,yK∗ ,x) = hk · yk∗ +
k−1∑
l=1
hl · E[yl∗] + E[ϕ0d(y1∗, · · · ,yK
∗
,x + Dk)]− c · E[x + Dk].
(A.2)
For j = n̄k−1 + 1, · · · , n̄k, define a perturbation of ϕk(yk+1
∗









1∗, · · · ,yk∗ − ej, · · · ,yK∗,x + Dk)]
− c · E[x + Dk], n̄k−1 + 1 ≤ j ≤ n̄k,




k+1∗ , · · · ,yK∗ ,x)− ϕk(yk+1∗ , · · · ,yK∗ ,x) ≥ 0, n̄k−1 + 1 ≤ j ≤ n̄k. (A.3)
Denote ỹj = (y1∗, · · · ,yk∗−ej, · · · ,yK∗). Let κj∗ = (κj∗1 , · · · , κj∗n ) be an optimal solution of
ϕ0d(y
1∗, · · · ,yk∗−ej, · · · ,yK∗,x+Dk), then it is also a feasible solution of ϕ0d(y1∗, · · · ,yk∗, · · · ,
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yK∗,x + Dk), and so
ϕ0d(y
1∗, · · · ,yk∗, · · · ,yK∗ ,x + Dk) ≥ (Ax− y∗)+ · κj∗, n̄k−1 + 1 ≤ j ≤ n̄k. (A.4)
Expand (A.3) with (A.4)
0 ≤ ϕk′j (yk+1
∗
, · · · ,yK∗ ,x)− ϕk(yk+1∗ , · · · ,yK∗ ,x)
= −hj + E[ϕ0d(y1∗, · · · ,yk∗ − ej, · · · ,yK
∗
,x + Dk)]− E[ϕ0d(y1∗, · · · ,yk∗, · · · ,yK
∗
,x + Dk)]
≤ −hj + E[ϕ0d(y1∗, · · · ,yk∗ − ej, · · · ,yK
∗
,x + Dk)]− E[(A(x + Dk)− y∗)+ · κj∗]
= −hj + E[κj∗j (Aj · (x + Dk)− (y∗j − 1))+]− E[κ
j∗
j (Aj · (x + Dk)− y∗j )+]
= −hj + E[κj∗j ((Aj · (x + Dk)− (y∗j − 1))+ − (Aj · (x + Dk)− y∗j )+)]
≤ −hj + κ̄E[(Aj · (x + Dk)− (y∗j − 1))+ − (Aj · (x + Dk)− y∗j )+]
= −hj + κ̄Pr{Aj · (x + Dk) > y∗j − 1}
⇒ −hj + κ̄Pr{Aj · (x + Dk) > y∗j − 1} ≥ 0.
(A.5)
Let ā be the largest non-zero element of A and h be the smallest element of h, then (A.5)
holds only if
Pr{ā(||x||1 + ||Dk||1) > y∗j − 1} ≥ h/κ̄. (A.6)
If y∗j > 0, applying Markov’s inequality to (A.6) yields
E[ā(||x||1 + ||Dk||1)] + 1
y∗j
≥ h/κ̄,
which gives rise to an upper bound
y∗j ≤ β̄(||x||1 + E[||Dk||1] + 1), (A.7)
114
where β̄ > 0 depends on κ̄, ā, and h, and thus ultimately on A,b, and h. If y∗j ≤ 0, the same
upper bound in (A.7) still applies.
Next, we prove the lower bound of y∗j (1 ≤ j ≤ n). For any j = n̄k−1 + 1, · · · , n̄k, define
a feasible solution for ϕ0d(y1∗, · · · ,yK∗,x) to be
κj′ =

0 n̄k < j
′ ≤ n




where b is the smallest element of b. As (A.8) is a feasible solution for ϕ0d(y1∗, · · · ,yK∗,x),
it gives a smaller objective value than the optimal one
n̄k∑
j′=1
(Aj′ · x− y∗j′)+hj′ + (Aj · x− y∗j )+b/ā ≤ ϕ0d(y1∗, · · · ,yK∗,x),
which immediately leads to
n̄k∑
j′=1
(Aj′ · x− y∗j′)hj′ + (Aj · x− y∗j )b/ā ≤ ϕ0d(y1∗, · · · ,yK∗,x). (A.9)
Applying (A.9) to (A.2) yields
−(b/ā)y∗j − c′ · (x + Dk) ≤ ϕk(yk+1
∗
, · · · ,yK∗ ,x), (A.10)
where c′ = c−
∑n̄k
j′=1 hj′Aj′ − (b/ā)Aj.
Let κ0 be an optimal solution of ϕ0d(0, · · · ,0,yk+1∗, · · ·yK∗,x). Then {yl = 0(1 ≤ l ≤
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k);κ0} is a feasible solution of ϕk(yk+1∗ , · · · ,yK∗ ,x) and has the following objective value
n̄k∑
j′=1
E[(Aj′ · (x + Dk))+κ0j′ ] +
n∑
j′=n̄k+1




E[(Aj′ · (x + Dk))κ0j′ ] +
n∑
j′=n̄k+1
E[(Aj′ · (x + Dk)− y∗j′)κ0j′ ]− c · E[x + Dk],




, · · · ,yK∗ ,x) ≤
n∑
j′=1
E[(A′j · (x + Dk))κ0j′ ] +
n∑
j′=n̄k+1
|y∗j′|E[κ0j′ ]− c · E[x + Dk]
≤ κ̄nā(||x||1 + E[||Dk||1]) + κ̄
K∑
l=k+1
||yl∗||1 − c · E[x + Dk]
(A.11)
where the second inequality follows from the fact that ||Aj′ ||∞ ≤ ā and κ0j′ ≤ κ̄ (1 ≤ j′ ≤ n).
Put (A.11) into (A.10) we have
(b/ā)y∗j ≥ −κ̄
(



















· (x + E[Dk]) ≥ −(ānh̄+mb)(||x||1 + E[||Dk||1]). (A.13)
Apply (A.13) to (A.12), and it follows that there exists a constant β > 0 depending only on
κ̄, ā, b, h̄,m and n, which ultimately depends only on A,b, and h such that
y∗j ≥ −β
(





, n̄k−1 + 1 ≤ j ≤ n̄k.
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And the proof is complete.
A.2 Proof of Theorem 3.2
First we transform (3.2) to
ΨKα = inf
yK≥−AKα
{hK · yK + E[ΨK−1α (yK ,DK)]}
Ψkα(y
k+1, · · · ,yK ,x) = inf
yk≥−Akα
{hk · yk + E[Ψk−1α (yk, · · · ,yK ,x + Dk)]}, k = K − 1, · · · , 1
Ψ0α(y
1, · · · ,yK ,x) = − max
z≥−α
{c · z|z ≤ x, Akz ≤ yk, 1 ≤ k ≤ K},
(A.14)
by replacing yk with yk − Akα (1 ≤ k ≤ K) and z with z−α. So it follows that
b ·α+ ΦK(α) = ΨKα .
So (3.8) is true if we can prove
inf
α≥0
{ΨKα} = ϕK . (A.15)
To this end, first let M be a positive integer and M be a m-dimension vector with each
element equal to M , and define the following new SP model for each M
ΨKM,α = inf
yK≥−AKα
{hK · yK + E[ΨK−1α (yK ,DKM)]}
ΨkM,α(y
k+1, · · · ,yK ,x) = inf
yk≥−Akα
{hk · yk + E[Ψk−1α (yk, · · · ,yK ,x + DkM)]}, k = K − 1, · · · , 1
Ψ0M,α(y
1, · · · ,yK ,x) = − max
z≥−α
{c · z|z ≤ x, Akz ≤ yk, 1 ≤ k ≤ K},
(A.16)
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where DkM = Dk ∧M (1 ≤ k ≤ K). It is easy to see that (A.16) is just transformed from
(A.14) by replacing Dk with DkM at every k-th (1 ≤ k ≤ K) stage.
Note that the set of feasible solutions of (A.16) is a subset of that of (A.14), which in
turn is a subset of that of (3.3), so
ϕK ≤ ΨKα ≤ ΨKM,α. (A.17)













where ϕKM is defined in (4.1). Note that any feasible solution to ΨKM,α is also a feasible
solution to ϕKM , and thus
ΨKM,α ≥ ϕKM .
Therefore to prove (A.19) we only need to show that
ΨKM,α ≤ ϕKM . (A.20)
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For a given M > 0, let y∗M = (y1∗M , · · · ,yK∗M ) be an optimal solution of ϕKM . So from
Theorem 3.1, yK∗M is finite. For k = K − 1, · · · , 1, it is easy to see that every element of x
in ϕkM(y
k+1∗
M , · · · ,yK∗M ,x) is bounded by KM . So again from Theorem 3.1, yk∗M (1 ≤ k ≤ K)
have a uniform finite lower bound that is independent of any sample paths. And this implies
that when α is sufficiently large, yk∗M are feasible solutions to ΨkM,α(y
k+1∗
M , · · · ,yK∗M ,x) (1 ≤
k ≤ K). So to show (A.20) is true, we only need to prove that for sufficiently large α,
Ψ0M,α(y
1∗
M , · · · ,yK∗M ,x) = ϕ0M(y1∗M , · · · ,yK∗M ,x) (A.21)
for all yk∗M (1 ≤ k ≤ K) and x such that ||x||∞ ≤ KM .
To prove (A.21), note that any optimal solution z∗ = (z∗1 , · · · , z∗m) to the linear program:
ϕ0M(y
1∗
M , · · · ,yK∗M ,x) = −max
z






cizi|zi ≤ xi(1 ≤ i ≤ m),
m∑
i=1
ajizi ≤ yk∗Mj(1 ≤ j ≤ n)}
must satisfy:





, 1 ≤ i ≤ m. (A.22)
The reason is that if z∗i < −α we can improve the objective value by increasing z∗i while still
keeping the constraints satisfied. As yk∗M (1 ≤ k ≤ K) and x are all uniformly bounded, α also
has a uniform upper bound, αmax, that is independent of any sample paths. Consequently,
any optimal solution to ϕ0M(y1∗M , · · · ,yK∗M ,x) is a feasible solution to Ψ0M,α(y1∗M , · · · ,yK∗M ,x).
And this proves (A.21).
So we have shown that (A.19) is true for sufficiently large α. Also note that in Theorem






Therefore, for any ε > 0, there exists Mε such that for all M ≥Mε,
0 ≤ ϕKM − ϕK < ε.
For sufficiently large α, since (A.19) holds, it follows that
0 ≤ ΨKα − ϕK ≤ ΨKMε,α − ϕ
K = ϕKMε − ϕ
K ≤ ε,
which implies that (A.18) holds. And this completes the proof.
A.3 Proof of Theorem 3.3
The first inequality in (3.11) C ≥ C+ is indeed Theorem 1 in [43]. To prove the second
inequality, we first formulate a two-stage SP that looks more similar to (3.2). Define
ψ̃1(α) = infy≥0{h · y + E[ψ̃0(y,α+ D1)]}
where ψ̃0(y,α+ D1) = −maxz≥0{c · z|z ≤ α+ D1, Az ≤ y}.
 (A.23)







And also note that b ·α+ ψ̃1(α) is non-increasing in α as when α increases, the additional
backlog positions can always be removed by increasing inventory positions y by Aα so that












{hK · yK + ψK−1(yK ,α+ E[DK ])},
ψk(yk+1, ...,yK ,x) = inf
yk≥0
{hk · yk + ψk−1(yk, ...,yK ,x + E[Dk])}, k = K − 1, ..., 2,
ψ1(y2, ...,yK ,x) = Φ1(y2, ..,yK ,x) = inf
y1≥0
{h1 · y1 + E[ψ0(y1, ...,yK ,x + D1)]},
ψ0(y1, ...,yK ,x) = Φ0(y1, ...,yK ,x) = −max
z≥0
{c · z|z ≤ x, Az ≤ (y1, · · · ,yK)′}.
(A.26)

























α− E[DK + ...+ D2]
)
















With the second equality in (A.28) and (A.25), it follows that










and thus to prove C+ ≥ C∗, we only need to show that
ΦK(α) ≥ ψK(α), ∀α ≥ 0. (A.29)
And we will show (A.29) holds by using mathematical induction to prove that
Φk(yk+1, ..,yK ,x) ≥ ψk(yk+1, ...,yK ,x), k = 0, 1, · · · , K − 1. (A.30)
First note that Φ0(y1, · · · ,yK ,x) is convex in x (see page 213 in [6]). After taking the
infimum and the expectation, the convexity still holds, so Φk(y1, · · · ,yK ,x), k = 1, 2, · · · , K
are also convex in x.
As the initial step of our induction, when k = 0 or 1, by definition
Φk(yk+1, ..,yK ,x) ≥ ψk(yk+1, ...,yK ,x).
In the induction step, assume that (A.30) holds for some k ≥ 1, then
Φk+1(yk+2, ...,yK ,x) = inf
yk+1≥0
{hk+1 · yk+1 + E[Φk(yk+1, ...,yK ,x + Dk+1)]}
≥ inf
yk+1≥0
{hk+1 · yk+1 + Φk(yk+1, ...,yK ,x + E[Dk+1])}
≥ inf
yk+1≥0
{hk+1 · yk+1 + ψk(yk+1, ...,yK ,x + E[Dk+1])}
= ψk+1(yk+2, ...,yK ,x),
where the first inequality comes from Jensen’s inequality for convex function and the second
inequality follows from the induction hypothesis. Therefore (A.30) is true and so is (A.29).
And the proof is complete.
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Appendix B
Proofs in Chapter 4
B.1 Proof of Theorem 4.2
First we prove that for any yk+1, · · · ,yK and x
ϕkM(y
k+1, · · · ,yK ,x) ≥ ϕk(yk+1, · · · ,yK ,x), 1 ≤ k ≤ K. (B.1)
Consider the following SP:
fkk,M(y
k+1, · · · ,yK ,x) = inf
yk
{
hk · yk + E[fk−1k,M (y










′ · yk′ + E[fk′−1k,M (y




, 1 ≤ k′ < k
where x = 0 if k = K and
f 0k,M(y








Note that f 0k,M(·) decreases inM and so does fk
′





k′+1, · · · ,yK , (x,xk, · · · ,xk′+1)) = ϕkM(yk+1, · · · ,yK ,x + xk ∧M + · · ·+ xk′+1 ∧M )
for all k′ = 1, · · · , k (1 ≤ k ≤ K). Let M =∞ and then (B.1) is proved.
Next we prove by induction on k(1 ≤ k ≤ K) that for any yk+1, · · · ,yK and x, xa and
xb
ϕkM(y
k+1, · · · ,yK ,x) ≤ ϕk(yk+1, · · · ,yK ,x) + η
k∑
k′=1
E[||Dk′ −Dk′M ||1], 1 ≤ k ≤ K (B.2)
ϕk(yk+1, · · · ,yK ,xa) ≤ ϕk(yk+1, · · · ,yK ,xb) + η||xa − xb||1, 1 ≤ k ≤ K, (B.3)
where η is a positive constant that is determined only by c and Ak(1 ≤ k ≤ K).
From some standard results about LP sensitivity analysis (for example see Section 10.4
of [50]), for any y1, · · · ,yK and xa,xb, we have
|ϕ0(y1, · · · ,yK ,xa)− ϕ0(y1, · · · ,yK ,xb)| ≤ η||xa − xb||1
such that η is a positive constant depending only on c and Ak(1 ≤ k ≤ K).
When k = 1, let y1∗ be an optimal solution to ϕ1(y2, · · · ,yK ,x), and we have
ϕ1M(y
2, · · · ,yK ,x) = inf
y1
{h1 · y1 + E[ϕ0(y1, · · · ,yK ,x + D1M)]}
≤ h1 · y1∗ + E[ϕ0(y1∗, · · · ,yK ,x + D1M)]
≤ h1 · y1∗ + E[ϕ0(y1∗, · · · ,yK ,x + D1) + η||D1 −D1M ||1]
= ϕ1(y2, · · · ,yK ,x) + ηE[||D1 −D1M ||1].
(B.4)
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When k = 1, for any xa and xb we also have
ϕ1(y2, · · · ,yK ,xa) = inf
y1
{h1 · y1 + E[ϕ0(y1, · · · ,yK ,xa + D1)]}
≤ inf
y1
{h1 · y1 + E[ϕ0(y1, · · · ,yK ,xb + D1) + η||xa − xb||1]}
= ϕ1(y2, · · · ,yK ,xb) + η||xa − xb||1.
(B.5)
So from (B.4) and (B.5), the basis step holds. Next assume that at stage k(1 ≤ k < K) of
(3.3) and (4.1), the induction hypotheses in (B.2) and (B.3) hold. Then at stage k + 1, let
yk+1∗ be an optimal solution to ϕk+1(yk+2, · · · ,yK ,x), and we have
ϕk+1M (y
k+2, · · · ,yK ,x) = inf
yk+1
{hk+1 · yk+1 + E[ϕkM(yk+1, · · · ,yK ,x + Dk+1M )]}
≤ hk+1 · yk+1∗ + E[ϕkM(yk+1∗, · · · ,yK ,x + Dk+1M )]















where the second inequality follows from the induction hypothesis (B.2) and the third in-
equality follows from the induction hypothesis (B.3) with xa = Dk+1 and xb = Dk+1M .
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For any xa and xb, we have
ϕk+1(yk+2, · · · ,yK ,xa) = inf
yk+1
{hk+1 · yk+1 + E[ϕk(yk+1, · · · ,yK ,xa + Dk+1)]}
≤ inf
yk+1
{hk+1 · yk+1 + E[ϕk(yk+1, · · · ,yK ,xb + Dk+1) + η||xa − xb||1]}
= ϕk+1(yk+2, · · · ,yK ,xb) + η||xa − xb||1.
(B.7)
So from (B.6) and (B.7), it follows that both induction hypotheses (B.2) and (B.3) also hold
for stage k + 1 of the SP (3.3) and (4.1).
Hence, from(B.1) and (B.2) it yields that
|ϕkM(yk+1, · · · ,yK ,x)− ϕk(yk+1, · · · ,yK ,x)| ≤ η
k∑
k′=1
E[||Dk′ −Dk′M ||1], 1 ≤ k ≤ K,
where η is a positive constant that does not depend on M , yk+1, · · · ,yK , and x. As Dk′i
(1 ≤ i ≤ m, 1 ≤ k′ ≤ K) has a finite moment of order 2,
lim
M→∞



































Therefore, the theorem follows as a result. And the proof is complete.
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B.2 Proof of Lemma 4.1
In the beginning we first prove a simple observation: the lemma holds for a nonsingular
FCBM if and only if it also holds for any other FCBM obtained by permuting rows and
columns of the original one. Note that if Ĝ(k) is obtained by permuting some rows and
columns of G(k), then there exists two permutation matrices Pπ and P ′π such that
Ĝ(k) = PπG(k)P ′π.








= 1/κ ‖u‖1 .
This observation is very useful in our proof, and we will repeatedly apply it.
We will prove the lemma by induction. First we prove the basis step when k = 1. Let
G(1) be a stage-1 FCBM with characterization numbers (m,n1), and after permuting some






1. H1 is a diagonal block matrix whose blocks are m×m nonsingular matrices






 is the coupling matrix with n1 columns.
LetM1 be the set of indexes of blocks in H1.
We partition u into u(1) and u(2) such that in uĜ(1), entries of u(1) are multiplied with[
H1 E1 0
]




. Corresponding to each
i ∈M1, we further partition u(1) into ui such that ui is multiplied with Hi in H1. Since for









∥∥uiHiH−1i ∥∥1 ≤ mκ1 ∑
i∈M1
‖uiHi‖1 , (B.9)
where κ1 is the maximum of absolute values of entries in the m ×m nonsingular matrices
H−1i , i ∈M1, which is a subset of the finite set V .





is square. And since both Ĝ(1) and H1 are nonsingular, Ĝ2 has
full row rank. Hence Ĝ2 is also a nonsingular matrix. Let N ′ be the number of blocks in
H2. Since each block in H2 strictly more rows than columns, it follows that 1 ≤ N ′ ≤ n1.
Therefore, the dimension of Ĝ2 is between n1 + m(when N ′ = 1) and (m + 1)n1(when










(∥∥u(2)H2∥∥1 + ∥∥u(2)E2∥∥1) .
(B.10)
Here κ2 is the maximum of absolute values of entries in the nonsingular matrix Ĝ−12 with
dimension between n1 +m and (m+ 1)n1, whose entries values are drawn from the finite set
V .
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where the second inequality holds because E1 has n1 columns with entries being only 0 or






































Since κ1 and κ2 depend only on m,n1, and V , (B.12) shows that the lemma holds for k = 1.
We use induction to prove the lemma when k > 1. Assume that for any nonsingular stage-
(k − 1) FCBM with characterization numbers (m,n1, · · · , nk−1), the lemma holds. Let G(k)
be a nonsingular stage-k FCBM with characterization numbers (m,n1, · · · , nk). Similarly,







1. H(k)1 is a diagonal block matrix whose blocks are nonsingular stage-(k−1) FCBM with
characterization numbers (m,n1, · · · , nk−1)
2. H(k)2 is a non-square diagonal block matrix whose blocks are singular (strictly more rows




 is the coupling matrix with nk columns.
LetM1 be the set of indexes of blocks in H(k)1 , whose blocks are denoted by Ĝ
(k−1)
i (i ∈M1).
We partition u into u(1) and u(2) such that in uĜ(k), entries of u(1) are multiplied with[
H(k)1 E1 0
]




. Corresponding to each
i ∈M1, we further partition u(1) into ui such that ui is multiplied with Ĝ(k−1)i in H
(k)
1 .
















where κ1 depends only on (m, · · · , nk−1) and V .

































(1 ≤ i ≤ N ′) are stage-(k−1) FCBMs with characterization numbers
(m,n1, · · · , nk−1). Each H(k−1)i (1 ≤ i ≤ N ′) is a non-square diagonal block matrix (without
the coupling matrix when k = 2), and if k > 2, each block is also a stage-(k − 2) FCBM
with characterization numbers (m,n1, · · · , nk−2). All coupling matrices E(k−1)i (1 ≤ i ≤ N ′)
have nk−1 columns. Note that a stage-k FCBM can also be perceived as a stage-(k − 1)
FCBM with different characterization numbers. Here, after proper column permutations, all
coupling matrices E(k−1)i (1 ≤ i ≤ N ′) and E2 can be placed next to each other, and thus[
H(k)2 E2
]









where H(k−2) is a non-square diagonal block matrix (without the coupling matrix when
k = 2), and if k > 2, each block is also a stage-(k − 2) FCBM with characterization
numbers (m,n1, · · · , nk−2). Therefore, (B.16) is a stage-(k − 1) FCBM with character-
ization numbers (m,n1, · · · , nk−2, N ′nk−1 + nk). Therefore, Ĝ(k)2 is a nonsingular stage-
(k − 1) FCBM. By the induction hypothesis, there exists some κ2 depending only on
V and (m,n1, · · · , nk−2, N ′nk−1 + nk) and hence ultimately on (m,n1, · · · , nk−1, nk) since


































































where the second inequality holds because E1 has nk columns with entries being only 0 or




























And the proof is complete.
B.3 Proof of Lemma 4.2








rows of Ak corresponding to nonzero elements of u are linearly independent.
(B.18)
132
We will show that g ≤ κ where κ is a constant depending only on values of entries in Ak′
(k′ = 1, · · · , k) and (m,n1, · · · , nk), but not on M .
Let u∗ be an optimal solution to (B.18). Let G(k)u∗ be a matrix composed of the linearly
independent rows that correspond to nonzero elements of u∗. Then, G(k)u∗ is contained in
G(k), one of submatrices of Ak that are nonsingular FCBMs with characterization numbers
(m,n1, · · · , nk).
Decompose u∗ into uG and uḠ such that in uAk, entries of uG are multiplied with G(k).
Therefore, all entries of uḠ are zero and
‖u∗‖1 = ‖uG‖1 ≤ κ
∥∥uGG(k)∥∥1 = κ∥∥u∗Ak∥∥1 = κ
where κ depends only on (m,n1, · · · , nk) and values of entries in G(k) (and ultimately on
values of entries in Ak′ (1 ≤ k′ ≤ k)) from Lemma 4.1. And the proof is complete.
B.4 Proof of Theorem 4.3
Specializing (4.16) to (yk∗M,a,yk∗M,b) directly leads to (4.17).
To prove (4.18), let {yk∗M,a,yk∗M,b} (M ≥ 1) be a sequence of optimal solution pairs that
satisfy (4.17) on a given sample path. From Theorem 8.1, {yk∗M,a,yk∗M,b} (M ≥ 1) are bounded.
So there exists a subsequence {yk∗M ′,a,yk∗M ′,b} (M ′ ≥ 1) that converges to a limit {ȳk∗a , ȳk∗b }.
Apply Hoffman’s Lemma to ϕ0(y1, · · · ,yK ,x) in (3.3) and take expectation repeatedly,
and it can be easily shown that ϕk−1(yk, · · · ,yK ,xi) (i = a, b) is a continuous function of yk.
Similarly, ϕk−1M ′ (y
k, · · · ,yK ,xi) (i = a, b) is also a continuous function of yk. So by Theorem
4.2, ȳk∗i is an optimal solution to ϕk(y
k+1
i , · · · ,yKi ,xi) (i = a, b).
If (yk+1b , · · · ,yKb ,xb) = (y
k+1
b , · · · ,yKb ,xb), then yk∗M ′,a = yk∗M ′,b (M ′ ≥ 1) by (4.17), and
thus ȳk∗a = ȳk∗b . So (4.18) holds. Otherwise, let M ′ be sufficiently large such that




∥∥yla − ylb∥∥∞ + ‖xa − xb‖∞
)
, i = a, b.
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Then





∥∥yla − ylb∥∥∞ + ‖xa − xb‖∞
)
.
And the proof is complete.
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Appendix C
Proofs in Chapter 5
C.1 Proof of Lemma 5.1










IPk + AkB(t)− AkD(t− Lk, t)
]
+ b · E[B(t)]









where the second equality comes from (2.11) and the definition of IBS policy, i.e.,
IPk = Ik(t) + Rk(t)− AkB(t), t ≥ 0. (C.2)
By definition,
C∗ = b · E[D1] +
K∑
k=1










where z∗ is an optimal solution to the second stage SP of (3.10) and B∗ = D1 − z∗. The
lemma follows by combining (C.1) and (C.3), and applying
IPk − E[AkD(t− Lk, t)] = yk∗ − E[AkD1], 1 ≤ k ≤ K.
And the proof is complete.
C.2 Proof of Lemma 5.2










IPk(t− Lk) + AkB(t)− AkD(t− Lk, t)
]






E[IPk(t− Lk)]− AkE[D(t− Lk, t)]
)
+ c · E[B(t)],
(C.4)
where the second equality comes from (2.11) and (2.14). Therefore, from (C.4), the expected
cost rate is completely determined by inventory positions and backlog positions induced by
the control policy.
Let Z(t− LK , t) = D(t− LK , t)− B∗(t), then
c · B∗(t) = c ·D(t− LK , t)− c · Z(t− LK , t)
= −max{c · z|z ≤ D(t− LK , t), Akz ≤ Yk(t− Lk), 1 ≤ k ≤ K}+ c ·D(t− LK , t)
(C.5)
which is the optimal objective value ϕ0(y1, · · · ,yK ,x) with yk = Yk(t − Lk) (1 ≤ k ≤ K)
and x = D(t − LK , t). Since Yk(t − Lk) is an optimal solution to ϕk(yk, · · · ,yK ,x) with
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inputs
yl = Yl(t− Ll) (k < l ≤ K) and x = D(t− LK , t− Lk), (C.6)
by (5.2) and (C.5), it follows that





E[IPk(t− Lk)]− AkE[D(t− Lk, t)]
)










hk · E[Yk(t− Lk)]− c · E[Z(t− LK , t)] + b · E[D(t− Lk, t)]
= ϕK + b · E[D̄],
(C.7)
which is exactly the cost lower bound C defined in (3.5). Therefore, from (C.4) and (C.7) ,
(5.14) holds. And the proof is complete.
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Appendix D
Proofs in Chapter 6
D.1 Proof of Lemma 6.1
From (6.4), if Bi(t) > Bi(t), then there must be a component j′ such that aj′i > 0 and
Ij′(t) ≤ aj′i − 1. Apply the constraint in (6.1) to component j′
m∑
l=1


























(Bl(t)− Bl(t))+ − (Bl(t)−Bl(t))+
)






and thus (6.8) holds. And the proof is complete.
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D.2 Proof of Lemma 6.2
From the definition of ti, Bi(t) ≤ Bi(t) during [ti, t]. Under the Allocation Principle, the
demand of product i is not served during [ti, t], and so its backlog positions at time t is
increased by
Bi(t) = Bi(ti) +Di(ti, t).
At time ti demand i will be served only if B−i (ti) > Bi(ti), so (6.10) implies that
Bi(ti) = B
−
i (ti) ∧ Bi(ti) = Bi(ti)− (Bi(ti)−B−i (ti))+. (D.2)
Therefore, apply (6.10) and (D.2), we have
Bi(t)−Bi(t) = Bi(t)−Bi(ti)−Di(ti, t) = Bi(t)− Bi(ti) + (Bi(ti)−B−i (ti))+ −Di(ti, t).
(D.3)
From the definition of ti, Bi(t−i ) > Bi(t
−
i ). Because B
−





i ) > Bi(t
−
i ). So (D.3) implies that
Bi(t)−Bi(t) ≤ Bi(t)− Bi(ti) + |Bi(ti)− Bi(t−i )| −Di(ti, t). (D.4)




Proofs in Chapter 7
E.1 Proof of Lemma 7.1
Observe that (5.9) and (6.1) are the same LP with different right-hand side values. Since B∗
and B(t) are their optimal solutions respectively, by standard results about LP sensitivity
analysis (for example see Section 10.4 of [50]), there exists a finite constant χ1 such that
c · (B(t)− B∗) ≤ χ1 ‖Q(t)−Q‖∞ .
And it follows that






















∣∣Aj · Dkj − E [Aj · Dkj]∣∣] ,
where the first equality comes from (5.10) and (6.2). And the proof is complete.
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j −Aj · z∗].

















i − z∗i ) = b̃
n∑
j=1
(Aj ·D1 −Aj · z∗).














Define Fj(x) as the Cumulative Distribution Function of Aj · D1 and F̄j(x) = 1 − Fj(x)




, 1 ≤ j ≤ n.
Let bj = b̃ ∧ (hjqj) and hj = hj ∧ (b̃/qj), 1 ≤ j ≤ n. Then









, b̃ ≥ hjqj
hj/bj
1+hj/bj




, 1 ≤ j ≤ n.




bjE[(Aj ·D1 − x)+] + hjE[(x−Aj ·D1)+]
}
, 1 ≤ j ≤ n.
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(bj ∧ hj)E[|Aj ·D1 − E[Aj ·D1]|].




, then (7.3) holds. And the proof is complete.
E.3 Proof of Theorem 7.1
Define X0j = Aj ·D(0, 1) to be the amount for component j (1 ≤ j ≤ n) needed within a
unit interval. Use E[X0j ] to denote its expectation, and σX0j to denote its standard deviation,
both of which are finite. Define Xj ≡ Aj · Dkj , 1 ≤ j ≤ n. Since X0j and Xj are compound
Poisson
E[Xj] = (Lkj − L1)E[X0j ] and σXj = σX0j
√
Lkj − L1, 1 ≤ j ≤ n.
Therefore
E[|Xj − E[Xj]|] ≤ 2E[Xj] = 2(Lkj − L1)E[X0j ], 1 ≤ j ≤ n, (E.3)
and
E[|Xj − E[Xj]|] ≤ σXj = σX0j
√
Lkj − L1, 1 ≤ j ≤ n. (E.4)
We will use (E.3) and (E.4) to bound c · (E[B(t)]− E[B∗]) in (7.2).
Define Wj ≡ Aj · D1, 1 ≤ j ≤ n. Based on our assumption of D1, Wj is compound
Poisson. Use pl ≡ Pr{Λ(L1) = l} to denote the probability that the number of orders during
[0, L1] is l (l = 0, 1, ...) and λ1 ≡ E[Λ(L1)] = λL1 (recall that λ is the order arrival rate of
the demand process). Recall that S = (S1, . . . , Sm) is a generic element of the order size
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sequence with Si the order size of product i (1 ≤ i ≤ m). The product order size S translates
into a component order size of sj = Aj · S (1 ≤ j ≤ n). Let s̄j and σsj denote, respectively,
the mean and standard deviation of sj (1 ≤ j ≤ n). They are all finite by our previous
assumptions. By Wald’s Identity, it follows that
E[Wj] = λ1s̄j and σWj = σsj
√







, 1 ≤ j ≤ n.
Let P(x) be the CDF of standard Normal distribution, then for a Poisson variable Λ with
mean λ and 1 ≤ j ≤ n,
Pr{Λ ≤ bλ− υj
√
λc} = Pr{Λ ≤ λ− υj
√
λ} = Pr{Λ− λ√
λ
≤ −υj} −→ P(−υj) as λ −→∞,
where the first equality comes from the fact that Λ takes only integer values, and the con-
vergence holds because of the Central Limit Theorem.
Define uj ≡ λ̄j ∨ dυ2j e, 1 ≤ j ≤ n, and L̄ ≡ min1≤j≤n {uj/λ} , both of which do not depend
on L1. Define L̄ ≡ min1≤j≤n {uj/λ} . When L1 ≤ L̄, λ1 = λL1 ≤ uj for all j. Therefore
E[|Wj − E[Wj]|] ≥ p0E[Wj] = e−λL1λ1s̄j ≥ e−ujλ1s̄j = e−ujλL1s̄j, 1 ≤ j ≤ n. (E.5)
To prove the first part of (7.4), use Lemma 7.1 and (E.3) to set an upper bound on the
numerator below on the left-hand side, and use Lemma 7.2 and (E.5) to set a lower bound
on the denominator. Then there exists a finite constant %1 that does not depend on t and
Lk (1 ≤ k ≤ K) such that














uj ≥ υj, so for
l = 1, ..., bλ1 − υj
√
λ1c, l ≥ 0. Let ξj = (σsj + 1), then
(λ1 − l)s̄j − ξj
√



































where the first inequality uses Chebyshev’s inequality, and the second one uses (E.6) along
with l < λ1.
It follows that



















































where the third inequality comes from (E.7) and the last inequality is due to λ1 ≥ uj. To
prove the second part of (7.4), use the above and Lemma 7.2 to set a lower bound on C∗,
and use Lemma 7.1 and (E.4) to set an upper bound on the numerator. Then there exists a
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finite constant β2 > 0 that does not depend on t such that









And the proof is complete.
E.4 Proof of Corollary 7.1





c · (E[B(L)(t)]− E[B(L)(t)])
C∗(L)
= 0. (E.8)
In Section 4 of [44], (7.5) is proved under the setting of identical lead time. Here to extend
the result to non-identical lead time case with a similar analysis, we scale up the systems by




Di(t− L, t)− Lµi√
L




Di(t− Lk, t− L)− (Lk − L)µi√
L
, 1 ≤ i ≤ m, 2 ≤ k ≤ K, t ≥ 0.
Then the centered and scaled demand arrivals over a longer lead time Lk (2 ≤ k ≤ K) are




i (t) + D̂
(L)
i (t), 1 ≤ i ≤ m, 2 ≤ k ≤ K, t ≥ 0.
Since compound Poisson processes are stationary, E[∆D̂k(L)i (t)] does not depend on t. Ap-










= 0, 1 ≤ i ≤ m, 2 ≤ k ≤ K.
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And this shows that all additional terms arising from lead time differences can be eliminated
by using the same proof of Theorem 4 in [44]. Therefore, (E.8) is established. And the proof
is complete.
E.5 Proof of Lemma 7.3
For components j with a lead time Lkj , Yj(t) is obtained as a unique solution to the appro-
priate SP model discussed in Section 4.2 using
yl = Yl(t− (Lkl − Lkj)) (kj < kl ≤ K) and x = D(t− (LK − Lkj), t)
as inputs. By Theorem 4.3, Yj(t) is Lipschitz continuous in Yl(t−(Lkl−Lkj)) (kj < kl ≤ K)
and D(t− (LK − Lkj), t). Specifically, when kj = K, Yj(t) (n̄K−1 < j ≤ n̄K) are constants.
When kj = K−1, Yj(t) (n̄K−2 < j ≤ n̄K−1) is Lipschitz continuous in D(t−(LK−LK−1), t).
When kj = K−2, Yj(t) (n̄K−3 < j ≤ n̄K−2) is Lipschitz continuous in D(t− (LK−LK−2), t)
and YK−1(t− (LK−1 − LK−2)), which is Lipschitz continuous in
D(t− (LK−1 − LK−2)− (LK − LK−1), t− (LK−1 − LK−2))
= D(t− (LK − LK−2), t− (LK−1 − LK−2))
= D(t− (LK − LK−2), t)−D(t− (LK−1 − LK−2), t).
Therefore, Yj(t) (n̄K−3 < j ≤ n̄K−2) is Lipschitz continuous in
D(t− (Lk − LK−2), t), k = K,K − 1.
Therefore, by using mathematical induction, Yj(t) is Lipschitz continuous in
D(t− (Lk − Lkj), t), kj < k ≤ K,
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and so is IPj(t) by definition (5.2).
Let Kj = {kj + 1, · · · , K} (1 ≤ j ≤ n), and Sk = {sl : where sl = Ll − Lk, k < l ≤ K}.
Then Kj is the set of indexes in Skj (1 ≤ j ≤ n), and are identical for all n̄k−1 < j ≤ n̄k.
Let S be the union of all Sk (1 ≤ k ≤ K) and K be the union of all Kj (1 ≤ j ≤ n). Let
L = LK and t0,j = −Lkj . Then IPj(t) satisfies condition (7.7), i.e., there exists a constant
gj such that
|IPj(t2)− IPj(t1)| ≤ gj
∑
l∈Kj
‖D(t2 − sl, t2)−D(t1 − sl, t1)‖1 , − Lkj ≤ t1 < t2. (E.9)
Therefore, for each j = 1, · · · , n, IPj(t) (t ≥ t0,j) is an instance of the target process by the
definition (7.6) with εgj (t) ≡ 0.
When t > t0,j, by (2.15) and the SP based replenishment policy specified in Section (5.4),
IP−j (t) = IPj(t
−)−Aj · d(t) and IPj(t) = IP−j (t) ∨ IPj(t).
So according to the definition (7.8), IPj(t) is an instance of the state-constrained target
process starting at time t0,j. And the proof is complete.
E.6 Proof of Lemma 7.4
Applying Hoffman’s Lemma to (5.13) shows that for each i = 1, 2, · · · ,m, B∗i (t) is Lipschitz
continuous in Qj(t) (1 ≤ j ≤ n). Then by (5.12) and (E.9), −B∗i (t) (1 ≤ i ≤ m) satisfies the
following Lipschitz continuity condition:
| − B∗i (t2)− (−B∗i (t1))| ≤ g′i
∑
sl
‖D(t2 − sl, t2)−D(t1 − sl, t1)‖1 , LK ≤ t1 < t2, (E.10)
for properly chosen constant g′i and sl. Therefore −B∗i (t)(t ≥ LK , 1 ≤ i ≤ m) is an instance
of target process. And the proof is complete.
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E.7 Proof of Lemma 7.5
Note that for i = 1, · · · ,m,
−Bi(t) = −B∗i (t) + (B∗i (t)− Bi(t)), t ≥ LK .
And by Lemma 7.4, −B∗i (t)(t ≥ LK) is an instance of target process. So according to the
definition (7.6), −Bi(t)(t ≥ LK) is also an instance of target process. And by the construction
of B#i (t)(t ≥ LK , 1 ≤ i ≤ m) and the definition in (7.8), {−Bi(t),−B
#
i (t), t ≥ LK} is a pair
of target process and state-constrained target process for 1 ≤ i ≤ m.


























































































































where the second equality comes from the fact that D̃(t) (t ≥ 0) is stationary and the second
inequality follows from applying Doob’s inequality to the sub-martingale |D̂(L)i (0, t)| (t ≥ 0)
with p ≥ 1.
To bound the last term in (E.12), note that
E[(D̂
(L)






i (s− 1, s)
)6 , (E.13)
where E[D̂(L)i (s− 1, s)] = 0. Since D̂
(L)
i (s− 1, s) (1 ≤ s ≤ τ + 1) is an i.i.d sequence,
E[(D̂
(L)
i (s− 1, s))k] = E[(D̂
(L)
i (0, 1))
k], 1 ≤ k ≤ 6, s = 1, · · · , τ + 1.
Expand the right-hand side in (E.13) and omitting the terms that contain E[D̂(L)i (s−1, s)] =
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0, and we have
E[(D̂
(L)





















where Cqr is the number of possible combinations of r objects from a set of q objects (q ≥ r).
Observe that in the right-hand side of (E.14), E[(D̂(L)i (0, 1))k] (k = 2, 3, 4, 6) are all finite
since the jump size has a finite moment of order 6. In addition, Cτ+1k (k = 1, 2, 3) are on the


























Applying (E.15), (7.18), and (7.19) to (E.12) proves the lemma. And the proof is complete.
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where the first equality follows from Tonelli’s Theorem, and the next inequality comes from

































































































































Apply (E.19) to (E.16) and let L→∞, then the lemma is proved. And the proof is complete.
E.10 Proof of Theorem 7.2
For any given t ≥ 0 and j ∈ {1, · · · , n}, by the definition of state-constrained target process
in (7.8), it follows that
Ŵg(L)j (t) = T̂
g(L)
j (t) or Ŵ
g(L)
j (t) > T̂
g(L)
j (t). (E.20)





{τ : Ŵg(L)j (t) = T̂
g(L)
j (t)}.
If the set on the right-hand side is empty, let t̃(L) = t̂(L)0,j . Write
Ŵg(L)j (t)− T̂
g(L)










j (t))1{t̃(L) > t̂
(L)
0,j }.
First consider the case when t̃(L) = t̂(L)0,j . By definition, Ŵ
g(L)
j (t) > T̂
g(L)
j (t) for all τ ∈ [t̂
(L)
0,j , t].
























where gj is the Lipschitz constant defined in (7.12). Then ζj > 0 and for any t ≥ 0
Ŵg(L)j (t)− T̂
g(L)












0,j )) + Ĝ
g(L)
0,j






























∥∥∥D̂(L)(t− ŝ(L)l , t)− D̂(L)(t̂(L)0,j − ŝ(L)l , t̂(L)0,j )∥∥∥
1

















∥∥∥D̂(L)(t̂(L)0,j , t)− D̂(L)(t̂(L)0,j − ŝ(L)l , t− ŝ(L)l )∥∥∥
1



















∥∥∥D̂(L)(t̂(L)0,j − ŝ(L)l , t− ŝ(L)l )∥∥∥
1
)










0,j , t)| −
√


























where the first inequality follows from the Lipschitz continuity condition (7.12). SinceD(L)(t)
(t ≥ −L) is stationary, for all t ≥ 0 and i = 1, · · · ,m,
(|D̂(L)i (t̂
(L)
























































































Next consider the case when t̃(L) > t̂(L)0,j , then















(L)−)− T̂ g(L)j (t̃(L)−))
= (Ŵg(L)j (t)− Ŵ
g(L)
j (t̃




+ (T̂ (L)j (t̃(L)−)− T̂
(L)
j (t̃
(L))) + (T̂ (L)j (t̃(L))− T̂
(L)
j (t))





And in the remaining part of this proof, we will bound the first four terms on the right-hand
side of (E.24).
Since Ŵg(L)j (τ) > T̂
g(L)
j (τ) for all τ ∈ (t̃(L), t], by (7.8)

















|D̂(L)i (t̃(L), t)| −
√





(L)−) = −Aj · d̂(L)(t̃(L)) ≤ 0. (E.26)
By Lipschitz continuity condition in (7.12), it follows that





































T̂ (L)j (t̃(L))− T̂
(L)
j (t) ≤ gj
∑
l∈Kj













|D̂(L)i (t̃(L), t)|+ |D̂
(L)
i (t̃
































































































|D̂(L)i (t′ − ŝ
(L)



























i (0, t− t′), t̂
(L)
0,j ≤ t′ ≤ t, l ∈ Kj, 1 ≤ i ≤ m.
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′ − ŝ(L)l , t − ŝ
(L)










|D̂(L)i (t′ − ŝ
(L)











































Similarly, since t̂(L)0,j ≤ t̃(L) ≤ t, −1 ≤ t̂
(L)
0,j ≤ 0, 0 ≤ ŝ
(L)
l ≤ 1 + t̂
(L)
0,j , and d̂
(L)
i (t)(t ≥ −1) is





























τ ∨ (−1 + ŝ(L)l ) ≤ t̃















































































































































Apply Lemma 7.8 to (E.30) and Lemma 7.9 to (E.31) and (E.32), and then put the results












1{t̃(L) > t̂(L)0,j }
]
= 0. (E.33)
Combine (E.23) and (E.33), and (7.15) holds. Let ε̂jg(L)(t) = 0, and (7.16) immdediately
follows as a result. And the proof is complete.
E.11 Proof of Lemma 7.10
Based on (3.7) in Theorem 3.1 and the inputs in (7.24), for n̄k−1 < j ≤ n̄k
∆Ŷ(L)j ≥ −β







||D̂(L)(−1,−L̂(L)kj )||1 + E[||D̂




When Lkj = LK , (E.34) specializes to
∆Ŷ(L)j ≥ −βE[||D̂(L)(−1, 0)||1], n̄K−1 < j ≤ n̄K .
Apply this condition and (E.34), (E.35) recursively to k = K − 1, · · · , 1, there exists a
constant β
j


















































Observe that under our moments assumption, E[|D̂(L)i (−1,−t)|2] is finite for all t ∈ [0, 1],





































= 0, 0 ≤ t ≤ 1. (E.37)









= 0, 0 ≤ t ≤ 1. (E.38)
Apply (E.37) and (E.38) to (E.36), and the proof is complete.
E.12 Proof of Corollary 7.2
By Lemma 7.3, we only need to prove (7.26), and (7.27) follows immediately from Theorem
7.2.







) = −Aj ·
(√





















































Applying Lemma 7.10 to the above with ν = Aj · µ proves the lemma. And the proof is
complete.
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E.13 Proof of Corollary 7.3
For i = 1, · · · ,m, observe that the actual backlog targets B(L)i (t) and the ideal backlog
targets B∗(L)i (t) (1 ≤ i ≤ m) are solutions to (6.1) that are Lipschitz continuous in the inputs



























































And the proof is complete.
E.14 Proof of Lemma 7.11
By Lemma 7.5, for i = 1, · · · ,m, {−Bi(t),−B#i (t), t ≥ LK} is a pair of target process and
state-constrained target process. So by Corollary 7.3 and Theorem 7.2, (7.30) holds. And
the proof is complete.
E.15 Proof of Corollary 7.4


















where the inequality follows from (6.8) in Lemma 6.1 with both sides divided by
√
L. There-












= 0, 1 ≤ i ≤ m. (E.39)























, t ≥ 2.
Applying (7.30) to the first term on the right-hand side of the above inequality, and to prove














= 0, 1 ≤ i ≤ m. (E.40)






i (t), and B̂
(L)
i (t)




1 ≤ · · · ≤ t
(L)
` ≤ t
be the times when these events happen in (1, t]) and denote t(L)0 = 1.
To prove (E.40), note that when B̂(L)−i (t
(L)

















































































Therefore, by mathematical induction, we have B̂(L)i (t
(L)













′) < B̂(L)i (t′), t′ ∈ [1, t].
Therefore under our allocation policy, no demand i is served during [1, t], and thus
B̂
(L)













L(t− 1)µi + D̂(L)i (1, t).


















L(t− 1)µi − D̂(L)i (1, t)
)+
.
Since B(L)(t) is the optimal solution to the Linear Programming in (6.1), by standard duality
theory result








where κ(L) = (κ(L)1 , · · · , κ
(L)
n ) is the optimal solution to the dual of (6.1). By the feasibility
condition, κ(L) satisfies
A′κ(L) ≤ c and κ(L) ≥ 0.
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Since c ≥ 0 and A is a non-negative integer matrix, there exits an uniform upper bound κ̄

































































































































for all i′ = 1, · · · ,m.
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L(t− 1)µi − D̂(L)i (1, t)
)+]
= 0,
which proves (E.39). And the proof is complete.
E.16 Proof of Theorem 7.3







































































Apply Corollaries 7.2, 7.3 and 7.4 to the above, and (7.33) holds as a result.
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{hK · yK + E[ϕ0(yK , D̄)]}
where ϕ0(yK , D̄) = −max
z
{c′ · z|AKz ≤ yK , z ≤ x}






C ′ ≡ ϕK′ + b · E[D̄],
then according to (16) in [44], C ′ is the cost lower bound on the inventory cost of ATO
inventory systems where components with lead time LK have positive holding cost and
other components with shorter lead times have zero holding cost. And it is easy to see
C ′ > 0: consider a newsvendor model where the revenue is the backlog cost of one product,
and the cost is the holding cost of a component used by that product. And the optimal cost
of such newsvendor model is strictly positive.
Let {y∗j , 1 ≤ j ≤ n; z∗} be the optimal solution of ϕK defined in (3.3). Then {y∗j , n̄K−1 <
j ≤ n; z∗} is a feasible solution of ϕK′ . Therefore,













j −Aj · z∗] ≥ 0.
Therefore, by the definition of C and C ′, we have
C ≥ C ′.
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And since Cmin is the minimum cost of all feasible policies, it follows that
Cmin ≥ C.
Applying the above two inequalities to the L-th system leads to
C(L)min ≥ C(L) ≥ C ′(L).
It is shown in [44] (the statement above equation (31) and the proof of Theorem 3) that

















And the proof is complete.
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Appendix F
Proofs in Chapter 8
F.1 Proof of Theorem 8.1
For any given demand process D(t)(t ≥ 0) and replenishment process R(t)(t ≥ 0), let
B(t) = D(t)− Z(t)(t ≥ 0) be a feasible solution of (8.7), i.e., B(t) ≥ 0 and AB(t) ≥ Q(t).
So B(t) is also a feasible solution to (8.9). Since B(t) = (B1(t), · · · ,Bm(t)) is one of the






































And the proof is complete.
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F.2 Proof of Theorem 8.2




























, 1 ≤ i ≤ m.
(F.1)
















aji + 1 (1 ≤ j ≤ n) and âl =
n∑
j=1
ajl (1 ≤ l ≤ m).
For the k-th system, let t(k)i be the time defined in (6.10). Since D(k)(t) and R(k)(t) are

















i )| ≤ ǎj, 1 ≤ j ≤ n. (F.3)
Apply (F.3) and (8.2) to (6.9) in Lemma 6.2, we have
B(k)i (t)−B
(k)
i (t) ≤ G
(k)




i (t) ≡ ζ1
n∑
j=1






















































































i (t) ≡ ζ1
m∑
l=1
∣∣∣âlD̂(k)l (t(k)i , t)∣∣∣+ ζ1 n∑
j=1
∣∣∣R̂(k)j (t(k)i , t)∣∣∣− D̂(k)i (t(k)i , t)− λi(t− t(k)i ).
























































































= 0, 1 ≤ j ≤ n. (F.7)
Below we prove (F.6), and a similar argument applies to (F.7).


















(|D̂(k)l (s, t)| − (t− s)
√
kϑi)
















≤ Θ(k)1 + Θ
(k)
2 ,
and so we only need to prove that Θ(k)i → 0 as k →∞ (i = 1, 2).













For k = 1, ..., and t ≥ 0,
sup
(t−k−1/4)+≤s≤t
|D̂(k)l (s, t)| ≤ 2 sup
0≤s≤t



















≤ e−δt(1 + ρ1t+ ρ2).
(F.10)
Note that e−δt(1+ρ1t+ρ2) is integrable over [0,+∞), so by Dominated Convergence Theorem,


























dt = 0. (F.11)
To prove (F.11), note that by Doob’s Maximal Inequality
E[( sup
0≤s≤t
|σlW(s)|)2] = E[ sup
0≤s≤t







Therefore for any ε > 0, there exists k0 ≥ 1/t4 (so t− k−1/40 ≥ 0) such that
e−δtE[ sup
0≤s≤k−1/40
|σlW(s)|] < ε/2. (F.12)
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|σlW(s)| as k →∞. (F.13)












|D̂(k)l (s, t)|}, k = 1, 2, .....,











So for given ε and k0, ∃k1 such that for all k ≥ k1,
e−δtE[ sup
t−k−1/40 ≤s≤t
|D̂(k)l (s, t)|] ≤ e
−δtE[ sup
0≤s≤k−1/40
|σlW(s)|] + ε/2. (F.14)
Therefore, (F.11) follows from (F.12) and (F.14) for all k ≥ max(k0, k1),
e−δtE[ sup
(t−k−1/4)+≤s≤t
|D̂(k)l (s, t)|] ≤ e
−δtE[ sup
t−k−1/40 ≤s≤t
|D̂(k)l (s, t)|] < ε.
To prove limk→∞Θ
(k)
















l (s). And we also have
E[( sup
0≤s≤t
|D̂(k)l (s, t)| − k
1/4ϑi)
+] ≤ E[( sup
0≤s≤t




























−1(ρ1t+ ρ2), t ≥ 0,
(F.16)
from (8.17). Applying (F.16) to (F.15) immediately leads to the result. And the proof is
complete.
F.3 Proof of Theorem 8.3
First note that in the BOM (8.22) component i (i = 1, 2) is consumed by products 0 and i
by one unit each, and the usage of other components is given by the submatrix Ã.
To prove (8.23), we will show that during a period [1/2, 1] there is a set of sample paths
with positive probability where the difference between discounted inventory cost and its
lower bound is on the order of
√
k.




























































R̂j(s) ≥ 7∆, j = 3, ..., n
}
.
So in any sample path contained in Ω(k), at time t ∈ [1/2, 1], for components j = 1, 2,
Q̃
(k)
j (t) = [D̂
(k)
0 (1/2) + D̂
(k)
0 (1/2, t)] + [D̂
(k)
j (1/2) + D̂
(k)
j (1/2, t)]
−[R̂(k)j (1/2) + R̂
(k)
j (1/2, t)]
≥ ∆ (> 0), (F.17)






aji[D̂(k)i (1/2) + D̂
(k)





j (t) ≤ 0.




2, the solutions to (6.1) or the
target backlog positions are




2 (t) = Q̃
(k)+
2 (t), and B̃
(k)
i (t) = 0 (i = 0, 3, ...,m− 1).
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0 (t) + B̃
(k)
i (t)− Ii(t)]+ ≥ −B̃
(k)
0 (t),





i (t) = B̃
(k)
i (t) (≥ 0).












































where 1{Ω(k)} is the indicator function which is equal to 1 if the sample path is in Ω(k). To
prove (8.23), we only need to show that
lim
k→∞





0 (t)dt ≥ e−δ
∆
4
, almost surely, (F.19)























To prove (F.18), we can show that
lim
k→∞
Pr{E(k)q } > 0, q = 1, 2, 3, 4, 5, 6,
since D(k)(t) and R(k)(t) (t ≥ 0) are independent Poisson Processes, and thus E(k)q (q =
1, 2, 3, 4, 5, 6) are independent of each other.





























|B(s)| ≤ ∆/(4γj)|B(0) = 0}
lim
k→∞




Pr{D̂(k)i (1/2) ≤ −∆}Pr{ sup
1/2≤s≤1




Pr{B(1/2) ≤ −∆/σi}Pr{ sup
0≤s≤1/2
|B(s)| ≤ ∆/σi|B(0) = 0}
lim
k→∞




Pr{R̂(k)j (1/2) ≥ 8∆}Pr{ sup
1/2≤s≤1




Pr{B(1/2) ≥ 8∆/γj}Pr{ sup
0≤s≤1/2
|B(s)| ≤ ∆/γj|B(0) = 0}.
And it is easy to see that for any constant ξ > 0
Pr{B(1/2) ≥ ξ} > 0, Pr{ξ ≤ B(1/2) ≤ 2ξ} > 0.
and Pr{ sup
0≤s≤1/2
|B(s)| ≤ ξ|B(0) = 0} > 0,
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so (F.18) holds.





{t : B̃(k)1 (t)× B̃
(k)
2 (t) = 0}.
If t(k)0 > 3/4, then B̃
(k)
1 (t) > 0, B̃
(k)




1 (t) = Ĩ
(k)
2 (t) = 0,
which implies that during [1/2, 3/4], demand 0 is not served unless components 1 and 2 arrive
at the same time. However, this will not occur almost surely since R(k)1 (t) and R
(k)
2 (t) are


































and thus (F.19) holds.







































0 ) ≥ ∆. (F.20)
By the No-Holdback rule in (8.21), demand 0 can be served only when it has a new arrival
178
or one of components 1 or 2 arrives, and so the number of such times is countable. Let
{υ1, υ2, .....} be the set of these times during [1/2, 1]. Since demand arrivals and component
arrivals follow independent Poisson processes, components 1 and 2 do not arrive simultane-










l ) > 0, almost surely, l = 1, 2, ..... (F.21)









l ) = 0, almost surely, l = 1, 2, · · · . (F.22)
As no demand will arrive exactly at νl almost surely, (F.22) leads to
B̃
(k)
1 (υl) ∧ B̃
(k)
2 (υl) = 0, almost surely, l = 1, 2, · · · .
By (F.17), at every υl (l = 1, 2, ...,),
B̃
(k)














For t ∈ [1/2, 1], demand 0 is not served when t 6= υl (l = 1, ..., , ), so B̃(k)0 (t) does not decrease
at these times. Therefore (F.20) and (F.23) yield that
B̃
(k)
0 (t) ≥ ∆, 3/4 ≤ t ≤ 1, almost surely,
and (F.19) follows as a result. And the proof is complelte.
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Appendix G
Procedure of Numerical Studies in Chapter 9
We present procedures for our numerical studies on the W system (with the N system as a
special case) and the M system. These systems are shown in Figure 1.2 and the setup and
results of numerical studies are given in Chapter 9.
G.1 SP Solution Procedures
In Chapter 4, we have discussed how to solve the SPs (3.3) and (3.10) for general ATO
inventory systems. The efficient procedure for solving SP (3.10) for W systems has been
fully studied in Section 4.2 of [15], so here we focus on solving SP (3.3) for the W, N, and
M systems, which follows a similar approach that explores their special structures search for
the optimal solution in a direct and efficient manner.
As a prelude to the discussion of individual systems, we first present the following com-
ment elements in various algorithms.
1. In many cases, we need to solve the following problem
min
y
{h′y − c′E[D′ ∧ y]}, (G.1)
where c′ > h′ > 0 are some constants, and D′ is an integer random variable. The
problem is similar to the newsvendor model except that neither y nor D′ is restricted
to be non-negative. Nevertheless, the same analysis applies and leads to the following
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optimal solution:
y∗ = max{y : Pr{D′ ≥ y} ≥ h′/c′}. (G.2)
Since the probability in the above decreases in y, we can find y∗ by a binary search
algorithm.
2. All SPs have three stages. To solve them numerically, we need to truncate demand
variables to keep their support finite. For each problem instance, we define two finite
sets of demand samples: Ω̄2 contains all sample values of demands at stage 2 with
probability no less than 10−9; and Ω̄1 contains all sample values of demands at stage 3
with probability no less than 10−9 .
3. Our algorithms repeatedly use values of f 1i (·), F 1i (·), and F̄ 1i (·), which are respectively
PDF, CDF, and CCDF of demand D1i . Values of E[D1i ∧x], where x is some constant,
are also needed in many parts of algorithms. To avoid redundancy, we pre-compute
these quantities for sample values of D1i in Ω̄1 ( i = 1, 2 for the W or N system and
i = 0, 1, 2 for the M system) and relevant values of x, before the algorithm starts and
use them later when needed in the code.
Note that because of Theorem 3.1, we can replace inf with min in the SPs. We start




{h1y1 + h2y2 + E[ϕ1((y1, y2), (D21, D22))]}, (G.3a)
ϕ1((y1, y2), (x1, x2)) = min
y0
{h0y0 + E[ϕ0(y0, (y1, y2), (x1 +D11, x2 +D12)]}, (G.3b)
ϕ0(y0, (y1, y2), (x1, x2)) = −max
z1,z2
{c1z1 + c2z2|z1 + z2 ≤ y0, z1 ≤ y1 ∧ x1, z2 ≤ y2 ∧ x2}.
(G.3c)
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The last stage LP (G.3c) has the following optimal solution:
z∗1 = y1 ∧ x1, z∗2 = y2 ∧ x2 ∧ (y0 − y1 ∧ x1). (G.4)
To solve the second stage SP (G.3b), applying the above,
ϕ1((y1, y2), (x1, x2)) = min
y0
{h0y0 − c1E[y1 ∧ (x1 +D11)]
− c2E[y2 ∧ (x2 +D12) ∧ (y0 − y1 ∧ (x1 +D11))]}
= min
y0
{h0y0 − c2E[(y2 ∧ (x2 +D12) + y1 ∧ (x1 +D11)) ∧ y0]}
+ (c2 − c1)E[y1 ∧ (x1 +D11)].
(G.5)
Given (y1, y2) and (x1, x2), the optimal y0 that minimizes the above is determined by
min
y0
{h0y0 − c2E[(y2 ∧ (x2 +D12) + y1 ∧ (x1 +D11)) ∧ y0]}, (G.6)
which is an instance of Problem (G.2) with
D′ = y2 ∧ (x2 +D12) + y1 ∧ (x1 +D11).
The first stage SP (G.3a) is solved by enumerating values of yi over the range [yi, ȳi], (i =
1, 2). Values of ȳi are chosen to be sufficiently large and yi to be sufficiently small to capture
the optimal solution. The complete algorithm is summarized as follows:
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Algorithm 1 SP for the W system: component 0 has the shorter lead time
1: C = 0
2: for y1 = y1 → ȳ1 do
3: for y2 = y2 → ȳ2 do
4: C = h1y1 + h2y2
5: for (x1, x2) ∈ Ω̄2 do
6: determine y∗0 to minimize (G.6) by bisection search.
7:





0 − c1E[y1 ∧ (x1 +D11)]− c2E[(y2 ∧ (x2 +D12)) ∧ (y∗0 − y1 ∧ (x1 +D11))]
)
8: end for
9: if C < C, then y∗1 = y1, y∗2 = y2, C = C.
10: end for
11: end for
12: C = C + b1λ1L2 + b2λ2L2
13: Return y∗1, y∗2, C
When determining y∗0 to minimize (G.6), we use
Pr{y1 ∧ (x1 +D11) + y2 ∧ (x2 +D12) ≥ y0}
= Pr{(D11 ≥ y1 − x1) ∩ (D12 ≥ y0 − y1 − x2)}
+ Pr{(D11 < y1 − x1) ∩ (D11 ≥ y0 − y2 − x1) ∩ (D11 +D12 ≥ y0 − x1 − x2)}








2 (y0 − d11 − x1 − x2).
183
When calculating C, we use
E[y1 ∧ (x1 +D11)] = E[D11 ∧ (y1 − x1)] + x1, and









2 ∧ (y2 − x2) ∧ (y∗0 − d1 − x1 − x2)]
+ F̄ 11 (y1 − x1)E[D12 ∧ (y2 − x2) ∧ (y∗0 − y1 − x2)]
+ x2.
Next, we consider the W system where component 0 has the longer lead time. For this
case, (3.3) specializes to:
ϕ2 = min
y0
{h0y0 + E[ϕ1(y0, (D21, D22))]}, (G.7a)
ϕ1(y0, (x1, x2)) = min
y1,y2
{h1y1 + h2y2 + E[ϕ0(y0, (y1, y2), (x1 +D11, x2 +D12)]}, (G.7b)
ϕ0(y0, (y1, y2), (x1, x2)) = −max
z1,z2
{c1z1 + c2z2|z1 + z2 ≤ y0, z1 ≤ y1 ∧ x1, z2 ≤ y2 ∧ x2}.
(G.7c)
The last stage LP (G.7c) has the same optimal solution as the one in (G.4).




{h1y1 + h2y2 − c1E[y1 ∧ (x1 +D11)]− c2E[y2 ∧ (x2 +D12) ∧ (y0 − y1 ∧ (x1 +D11))]}
= min
ỹ1,ỹ2
{h1ỹ1 + h2ỹ2 − c1E[ỹ1 ∧D11]− c2E[ỹ2 ∧D12 ∧ (y0 − x1 − x2 − ỹ1 ∧D11)]
+ (h1 − c1)x1 + (h2 − c2)x2}.
(G.8)
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Note that for given ỹ1 and (x1, x2), the optimal ỹ2 that minimizes (G.8) is determined by
min
ỹ2
{h2ỹ2 − c2E[ỹ2 ∧D12 ∧ (y0 − x1 − x2 − ỹ1 ∧D11)]} (G.9)
which is the same problem as the one defined in (G.2) with D′ = D12∧(y0−x1−x2− ỹ1∧D11).
We solve (G.8) by enumerating values of ỹ1 over [ỹ1,
¯̃y1] and for given y1, determining y∗2 by
a binary search over [ỹ
2
, ¯̃y2]. Values of ¯̃yi are chosen to be sufficiently large and ỹi to be
sufficiently small to capture the optimal solution (i = 1, 2). Specifically, we let ¯̃y1 be the
optimal solution to (G.1) with
h′ = h1, c
′ = c1, and D′ = D11.
The last stage SP (G.7a) is solved by enumerating values of y0 over [y0, ȳ0] for a sufficiently
large ȳ0 and a sufficiently small y0. The complete algorithm is summarized as follows:
Algorithm 2 SP for the W system: component 0 has the longer lead time
1: C = 0
2: for y0 = y0 → ȳ0 do
3: C = h0y0
4: for (x1, x2) ∈ Ω̄2 do
5: ϕ1min = 10
32 (or any other number that is sufficiently large)
6: for ỹ1 = ỹ1 → ¯̃y1 do
7: determine ỹ∗2 to minimize (G.9) by bisection search
8:
ϕ1temp = h1ỹ1 + h2ỹ
∗
2 − c1E[ỹ1 ∧D11]− c2E[ỹ2 ∧D12 ∧ (y0 − x1 − x2 − ỹ1 ∧D11)]
+ (h1 − c1)x1 + (h2 − c2)x2
9: if ϕ1temp < ϕ1min, then ϕ1min = ϕ1temp, ỹ∗1 = ỹ.
10: end for
11: C = C + ϕ1min × Pr{D21 = x1, D22 = x2}
12: end for
13: if C < C, then y∗0 = y0, C = C.
14: end for
15: C = C + b1λ1L2 + b2λ2L2
16: Return y∗0, C
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When determining y∗0 by solving (G.9), we use
Pr{D12 ∧ (y0 − x1 − x2 − ỹ1 ∧D11) ≥ ỹ2}
= Pr{(D11 ≤ ỹ1) ∩ (D12 ∧ (y0 − x1 − x2 −D11) ≥ ỹ2)}
+ Pr{(D11 > ỹ1) ∩ (D12 ∧ (y0 − y1 − x2)) ≥ ỹ2)}
= Pr{(D11 ≤ ỹ1) ∩ (D11 ≤ y0 − x1 − y2) ∩ (D12 ≥ ỹ2)}
+ Pr{(D11 > ỹ1) ∩ (D12 ≥ ỹ2)}1{y0 ≥ y1 + y2}
= F 11 (D
1
1 ≤ min{y1 − x1, y0 − x1 − y2})F̄ 12 (D12 ≥ y2 − x2 − 1)
+ 1{y0 ≥ y1 + y2}F̄ 11 (y1 − x1)F̄ 12 (y2 − x2 − 1).
When calculating ϕ1temp, we use








2 ∧ (ỹ∗2 ∧ (y0 − x1 − x2 − d11))] + F̄ 11 (ỹ∗1)E[D12 ∧ (ỹ∗2 ∧ (y0 − x1 − x2 − ỹ∗1))].
Finally, we consider the M system. The discussion below focuses on the case where
component 1 has the shorter lead time. The difference from the other case when component
2 has the shorter lead time, is minor and will be pointed out at the end of this section.
When component 1 has the shorter lead time, (3.3) specializes to
ϕ2 = min
y2
{h2y2 + E[ϕ1(y2, (D20, D21, D22))]}, (G.10a)
ϕ1(y2, (x0, x1, x2)) = min
y1
{h1y1 + E[ϕ0((y1, y2), (x0 +D10, x1 +D11, x2 +D12))]} (G.10b)





cizi|zi ≤ xi, (i = 0, 1, 2), z0 + zj ≤ yj, (j = 1, 2)}.
(G.10c)
The optimal solution to the last stage LP (G.10c) depends on values of c0, c1, c2, and given
186
c1 ≥ c2, can be divided into the following four regions:
1. Region A: c0 > c1 + c2
z∗0 = x0, z
∗
1 = x1 ∧ (y1 − x0), and z∗2 = x2 ∧ (y2 − x0)
2. Region B: c2 ≤ c1 < c0 ≤ c1 + c2
z∗0 = x0∧ [(y1−x1)∨ (y2−x2)], and z∗i = xi∧ [yi−x0∧ ((y1−x1)∧ (y2−x2))], i = 1, 2.
3. Region C: c2 < c0 ≤ c1
z∗0 = x0 ∧ (y1 − x1), z∗1 = x1, and z∗2 = x2 ∧ (y2 − x0 ∧ (y1 − x1)).
4. Region D: c0 ≤ c2 ≤ c1
z∗0 = x0 ∧ (y1 − x1) ∧ (y2 − x2), z∗1 = x1, and z∗2 = x2.
The second stage SP (G.10b) is
ϕ1(y2, (x0, x1, x2)) = min
y1
{h1y1 − c0E[z∗0 ]− c1E[z∗1 ]− c2E[z∗2 ]} (G.11)
where z∗i , (i = 0, 1, 2) are given by the above. Given y2 and (x0, x1, x2),
C(y1) ≡ h1y1 − c0E[z∗0 ]− c1E[z∗1 ]− c2E[z∗2 ]
is a discretely convex function in y1. We use a bisection search to find the optimal value of
y1 over [y1, ȳ1] for a sufficiently large ȳ1 and a sufficiently small y1.
In the first stage SP (G.10a), the right-hand-side function is discrete-convex in y2. There-
187
fore we also use a bisection search to determine the optimal value of y2 over [y2, ȳ2].
The complete algorithm is summarized as follows:
Algorithm 3 SP solution procedure for M system when component 2 has the longer lead
time
1: Function: Ccost2(y) {
C = h2y
for (x0, x1, x2) ∈ Ω̄2
solve (G.11) by bisection search with y2 = y to determine y∗1
C = C + (h1y
∗





2: ym = (y2 + ȳ2)/2, C1 = Ccost2(y2), C2 = Ccost2(ym), C3 = Ccost2(ȳ2)
3: while ȳ2 − y2 ≥ 2 do
4: yl = (y2 + ym)/2, yr = (ym + ȳ2)/2, C4 = Ccost2(yl), C5 = Ccost2(yr)
5: Cmin = min{C1, C2, C3, C4, C5}
6: if Cmin = C1 or Cmin = C4, then ȳ2 = ym, ym = yl, C3 = C2, C2 = C4
7: else if Cmin = C3 or Cmin = C5, then y2 = ym, ym = yr, C1 = C2, C2 = C5
8: else y
2
= yl, ȳ2 = yr, C1 = C4, C3 = C5
9: end while
10: if C1 ≤ C3, then C = C1, y∗2 = y2
11: else C = C3, y∗2 = ȳ2
12: return C, y∗2
We use the same formula as those in A.2. of [16] to evaluate E[z∗i ], (i = 0, 1, 2) as follows:
1. Region A: c0 > c1 + c2
E[z∗0 ] = E[x0 +D
1
0] = x0 + λ0L1
E[z∗1 ] = E[(x1 +D
1







1 ∧ (y1 − x0 − x1 − d10)]
E[z∗2 ] = E[(x2 +D
1







1 ∧ (y2 − x0 − x2 − d10)]
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0 (y1 − x0 − x1 − d11)












2)(y1 − y2 + x2 + d12)F̄ 10 (y2 − x0 − x2 − d12)










0 (y2 − x0 − x2 − 1− d12)












1)(y2 − y1 + x1 + d11)F̄ 10 (y1 − x0 − x1 − d11)










1 (y1 − y2 − x1 + x2 + d12)
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3. Region C: c2 < c0 ≤ c1
E[z∗0 ] = E[(x0 +D
1
0) ∧ (y1 − x1 −D11)]








0 ∧ (y1 − x0 − x1 − d11)] + x0
E[z∗1 ] = E[x1 +D
1
1] = x1 + λ1L1
E[z∗2 ] = E[(x2 +D
1
2) ∧ (y2 − (x0 +D10) ∧ (y1 − x1 −D11))]





















0 (y1 − x0 − x1 − d11)E[D12 ∧ (y2 − y1 + x1 − x2 + d11)
+ x2
4. Region D: c0 ≤ c2 ≤ c1
E[z∗0 ] = E[(x0 +D
1
0) ∧ (y1 − x1 −D11) ∧ (y2 − x2 −D12)]
















1 (y1 − y2 − x1 + x2 − 1 + d12)
× E[D10 ∧ (y2 − x0 − x2 − d12)] + x0
E[z∗1 ] = x1 + λ1L1
E[z∗2 ] = x2 + λ2L1
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The SP for the case where component 2 has the shorter lead time is solved by similar algo-
rithms. In parameter regions A,B, and D, calculation formulas are symmetric for products 1
and 2, so there is no need to make any change other than relabeling the two products. The
formulas are not symmetric in region C, and a minor change is required to switch y1 and y2
in the expressions of the optimal solutions of z∗i (0, 1, 2).
G.2 Simulation Procedure
The simulation procedure for applying the SP based replenishment policy and LP based
allocation policy to all three systems is outlined by the flowchart in Figure G.1 and we also
explain some steps in more detail. The following notations, which are defined similarly as
those in the paper, are used in our explanation:
Bi(t) : backlog of product i at time t
Ij(t) : inventory level of component j at time t
IPj(t) : inventory position of component j at time t
IPj(t) : inventory position target at time t
where: Yj(t) : SP solution at time t
i = 1, 2 and j = 0, 1, 2 (W system), i = 1, 2 and j = 0, 1 (N system),
i = 0, 1, 2 and j = 1, 2 (M system).
1. Initialization this step completes the following four tasks:
(a) set parameter values (i = 1, 2 or 0, 1, 2, j = 0, 1, 2, 0, 1, or 1, 2, depending on
system):
i. demand arrival rates: λi




t : simulation clock
T : simulation length
Tw: length of warm-up period









reset Inv. Postion (IP) target
no
place order and determine order receiving time















Figure G.1: Simulation Flowchart
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iii. component lead times: Lj
iv. first-stage SP solution: Yj (component j has the longer lead time in the given
system)
(b) pre-compute the second-stage SP solutions
i. for the W and N system, the solution is computed for all values of (x1, x2)
where (x1, x2) are sample values of demand at stage 2 with probability no
less than 10−9
ii. for the M system, the solution is computed for (x1, x2) = (0, 0)
(c) set initial inventory position targets:
i. if component j has the longer lead time, the target is always Yj
ii. for component j has the shorter lead time, the initial target is Yj(0), the
second-stage solution with (x1, x2) = (0, 0)
(d) place first orders accordingly: for each component j,
add event: receiving IPj(0) units of component j
event time: Lj
(e) schedule the first demand arrivals of different products, i.e, for each product i
add event: arrival of one unit of demand i
event time: exp(λi), set by a random number generator for exponential dis-
tribution with mean 1/λi




aijDi(t− (L2 − L1), t),
where values of aij depend on the system and the product.
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• In the W or N system, Yj(t) is pre-computed at the initialization step with
x1 = D1(t− (L2 − L1), t), x2 = D2(t− (L2 − L1), t).
It is possible that the realization of Di(t − (L2 − L1), t) is out of the range in
which values of Yj(t) is pre-computed. This is very rare, and when it happens,
we rerun the simulation. This means that like our SP solutions, our simulation
results here are also based on truncated demands, even though the truncation is
hardly in-effect.
• In the M system, we find that if xi (i = 0, 1, 2) changes by one unit, then the
optimal SP solution can increase or decrease by at most one unit. Following this
observation and also because demand arrives one unit at a time, we reset target
by comparing its current level with the two adjacent values.
3. Place orders and determine their receiving times
for each component j if IPj(t) < IPj(t)
add event: receiving (IPj(t)− IPj(t)) units of component j
event time: t+ Lj
4. Schedule new IP target updating time:
add event: reset IP targets
event time: t+ δ = min{t′′, t′ + (L2 −L1)} where t′ is the earliest demand arrival
time of any product after t − (L2 − L1) and t′′ is the next demand arrival time
after t. Observe that t′′ = t′ if there is no demand arrival in [t− (L2 − L1), t]
5. Schedule the next demand arrival
for demand i that arrives at time t:
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add event: arrival of one unit of demand i
event time: t+exp(λi), where exp(λi) is set by a random number generator based
for an exponential distribution with mean equal to 1/λi
6. Allocate components to serve demands
(a) In W system, the allocation follows a priority policy that favors product 1, im-
plemented as follows:
∆B1(t) = min{I0(t), I1(t), B1(t)}
B1(t) = B1(t)−∆B1(t), I0(t) = I0(t)−∆B1(t), I1(t) = I1(t)−∆B1(t)
∆B2(t) = min{I0(t), I2(t), B2(t)}
B2(t) = B2(t)−∆B2(t), I0(t) = I0(t)−∆B2(t), I2(t) = I2(t)−∆B2(t)
(b) In M system, the allocation policy depends on the cost parameters (Section 6.2).
Specifically,
i. In region A: c0 > c1 + c2, first serve product 0 as much as possible, reserve
sufficient component 1 or 2 to clear all existing backlog of product 0, and
then serve product 1 and 2 with remaining units of component 1 and 2
∆B0(t) = min{I1(t), I2(t), B0(t)}
B0(t) = B0(t)−∆B0(t), I1(t) = I1(t)−∆B0(t), I2(t) = I2(t)−∆B0(t)
∆B1(t) = min{max{I1(t)−B0(t), 0}, B1(t)}
B1(t) = B1(t)−∆B1(t), I1(t) = I1(t)−∆B1(t)
∆B2(t) = min{max{I2(t)−B0(t), 0}, B2(t)}
B2(t) = B2(t)−∆B2(t), I2(t) = I2(t)−∆B2(t).
ii. In region B: c2 ≤ c1 < c0 ≤ c1 +c2, when both product 1 and 2 have backlogs,
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serve them as much as possible, and then serve product 0
While B1(t) > 0&B2(t) > 0:
∆B1(t) = min{I1(t), B1(t)}
B1(t) = B1(t)−∆B1(t), I1(t) = I1(t)−∆B1(t)
∆B2(t) = min{I2(t), B2(t)}
B2(t) = B2(t)−∆B2(t), I2(t) = I2(t)−∆B2(t)
End while
∆B0(t) = min{I1(t), I2(t), B0(t)}
B0(t) = B0(t)−∆B0(t), I1(t) = I1(t)−∆B0(t), I2(t) = I2(t)−∆B0(t)
∆B1(t) = min{I1(t), B1(t)}
B1(t) = B1(t)−∆B1(t), I1(t) = I1(t)−∆B1(t)
∆B2(t) = min{I2(t), B2(t)}
B2(t) = B2(t)−∆B2(t), I2(t) = I2(t)−∆B2(t)
iii. In region C: c2 < c0 ≤ c1, first serve product 1, and then product 0, and
finally product 2.
∆B1(t) = min{I1(t), B1(t)}
B1(t) = B1(t)−∆B1(t), I1(t) = I1(t)−∆B1(t)
∆B0(t) = min{I1(t), I2(t), B0(t)}
B0(t) = B0(t)−∆B0(t), I1(t) = I1(t)−∆B0(t), I2(t) = I2(t)−∆B0(t)
∆B2(t) = min{I2(t), B2(t)}
B2(t) = B2(t)−∆B2(t), I2(t) = I2(t)−∆B2(t)
iv. In region D: c0 ≤ c2 ≤ c1, first serve product 1 and 2, and then serve product
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0.
∆B1(t) = min{I1(t), B1(t)}
B1(t) = B1(t)−∆B1(t), I1(t) = I1(t)−∆B1(t)
∆B2(t) = min{I2(t), B2(t)}
B2(t) = B2(t)−∆B2(t), I2(t) = I2(t)−∆B2(t)
∆B0(t) = min{I1(t), I2(t), B0(t)}
B0(t) = B0(t)−∆B0(t), I1(t) = I1(t)−∆B0(t), I2(t) = I2(t)−∆B0(t)
7. Record results for output: the following values are recorded at each time
(a) total holding cost for each component
(b) total backlog cost for each product
(c) total inventory cost
The simulation procedure for applying IBS replenishment policy and LP based alloca-
tion policy to W system can be easily adapted from the above procedures, where the only
difference is that the target inventory positions are constants and are calculated by (5.1).
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