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Abstract
This paper provides the phase transition analysis of a reaction dif-
fusion equations system modeling dynamic instability of microtubules.
For this purpose we have generalized the macroscopic model studied
by Moura˜o et all [MSS]. This model investigates the interaction be-
tween the microtubule nucleation, essential dynamics parameters and
extinction and their impact on the stability of the system. The consid-
ered framework encompasses a system of partial differential equations
for the elongation and shortening of microtubules, where the rates of
elongation as well as the lifetimes of the elongating shortening phases
are linear functions of GTP-tubulin concentration. In a novel way,
this paper investigates the stability analysis and provides a bifurcation
analysis for the dynamic instability of microtubules in the presence of
diffusion and all of the fundamental dynamics parameters. Our stabil-
ity analysis introduces the phase transition method as a new mathe-
matical tool in the study of microtubule dynamics. The mathematical
tools introduced to handle the problem should be of general use.
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1 Introduction
Microtubules (MTs) are natural rigid structural polymers constructed from
subunits made of the protein tubulin [DVMW]. They exist inside of living
eukaryotic cells and participate in many functions of the cell, including mi-
tosis [AJLR], axon formation in neurons [SO], and signaling [EM]. MTs are
also play an important role in important diseases such as Alzheimer’s disease
[BVT] and Parkinson’s disease [F]. MTs within cells are typically initiated
from a complex of proteins that form a nucleation template. Polymerization
proceeds at a rate that is dependent upon the concentration of free tubulin
subunits [MSS]. Over time, Mts stochastically switching between states of
polymerization and depolymerization, a process termed dynamic instability
[SKE, MK, DM]. Switching frequencies are regulated during certain cellu-
lar transitions to modify the length distribution and density of the polymer
array. The mechanisms governing dynamic instability are still an active sub-
ject of both experimental and theoretical research[YBZS].
There are several analytical models describing how the major factors lead-
ing to dynamic instability (i.e. growth and shortening velocities together
with catastrophe and rescue frequencies) will create a steady state system
of polymers under various conditions [YBZS]. In this work, we advance these
analysis of MT dynamics by extending the analytical methods to go through
bifurcation analysis associated with the fundamental dynamics parameter,
nucleation, extinction and diffusion. The phase transition is investigated in
greater detail with particular attention to bifurcation points and dynamic
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parameters.
Moura˜o et all [MSS] studied the interaction between the microtubule nu-
cleation and dynamics parameters, using macroscopic Monte Carlo simula-
tions, to study the contribution of these parameters in the underlying mi-
crotubule array morphology (i.e. polymer density and length distribution).
They found that in addition to the well-characterized steady state achieved
between free tubulin subunits and microtubule polymer, microtubule nucle-
ation and extinction constitute a second, interdependent steady state [MSS].
Their studies also shows that the magnitude of both nucleation and extinc-
tion rate additively impacts the final steady state free subunit concentration
and consequently the nucleation template number plays a defining role in
shaping the microtubule length distribution and polymer density [MSS].
Tubulin diffusion is slow and this slowness causes a fast dephasing in the
growth dynamics, unbounded growth of some MTs, and morphological change
toward creating bounded short MTs in the nucleation center and unbounded
long MTs with narrowly distributed lengths [DYH]. The competition be-
tween the rate of the tubulin assembly and the tubulins diffusion rate char-
acterized the transition from unbounded to bounded growth. The present
study considers the impact of the tubulin diffusion coefficient along with
other dynamic parameters on the dynamic instability.
In this paper, we will study the formation and dynamic instability of MTs
by modifying the macroscopic mathematical model of Moura˜o et all. We will
consider generalized concentration-dependent model for microtubule growth
and shrinkage and includes the diffusion effect as well.
There are in fact three types of phase transition: continues (Type I), jump
(Type II) and mix (Type III). The mathematical framework that we will
follow here is established in recent work of Ma and Wang (see [MW13]).
Our study of the asymptotic behavior of the solutions around a bifurcation
point is based on a new center manifold reduction procedure developed in
[MW05] and [KWY]. The key element here is a more precise approximation
of the reduced center manifold equations. This method will furnish us with
a comprehensive set of reduced equations and certain transition numbers.
The behavior of transition numbers will determine the whole dynamic of the
system near the critical bifurcation parameter.
The paper is organized as follows: the mathematical model is presented
in Section 2. In Section 3, the formation process is discussed and some
classic conclusions are derived. Our main results are presented and proved
in Section 4, where we derived the phase transition properties in two main
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scenarios.
2 Macroscopic Model for Microtubule Dynamics
with Diffusion
Following Moura˜o et all’s macroscopic model for MT dynamics, we consider
the following generalized concentration-dependent model for microtubule
growth and shrinkage which includes the diffusion effect:
(2.1)


∂Mg
∂t = −PgsMg + PsgMs +N +D1∆Mg
∂Ms
∂t = PgsMg − PsgMs − E +D2∆Ms
∂Df
∂t = −VgMg + VsMs −N + E +D3∆Df
In these equations Mg and Ms represent the number of growing/shrinking
microtubules; Df is the free tubulin concentration. The constants N and E
show the nucleation and extinction rate and in general it is assumed that
they are linearly dependent on the concentration of free proteins Df . The
two frequencies Pgs and Psg are catastrophe and rescue frequencies and are
linearly dependent on Df , i.e. Pgs = −k7Df and Psg = k5Df , where k5 and
k7 are constants. The two rates Vg and Vs stand for growth and shrinkage
rate with linear dependency on tubulin concentration, i.e., Vg = k3Df and
Vs = C1 where k3 is a constant [MSS]. D1, D2 andD3 are the diffusion rates.
Substituting of these parameters in 2.1, will result the following system:
(2.2)


∂Mg
∂t = −k7DfMg + k5DfMs + k1Df +D1∆Mg
∂Ms
∂t = k7DfMg − k5DfMs − E +D2∆Ms
∂Df
∂t = −k3DfMg + VsMs − k1Df + E +D3∆Df
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Therefore we consider the system (2.2) on the spatial domain Ω = (0, ℓ);
and we let
f1 =f1(Mg,Ms,Df ) = k7DfMg + k5DfMs + k1Df ,
f2 =f2(Mg,Ms,Df ) = −k7DfMg − k5DfMs − E,
f3 =f3(Mg,Ms,Df ) = −k3DfMg +C1Ms − k1Df +E.
(2.3)
We also assume the system (2.2) is supplemented with usual initial condition
and either Dirichlet boundary conditions
(2.4) (Mg,Ms,Df )(0) = (Mg,Ms,Df )(ℓ) = 0;
or Neumann boundary conditions
(2.5)
∂
∂x
(Mg,Ms,Df )(0) =
∂
∂x
(Mg,Ms,Df )(ℓ) = 0.
3 Early Formation Stage
Formation of microtubule is the result of a balance between different com-
ponents of the system (2.2). Like many other pattern forming systems, one
naturally assumes that this stage of equilibrium has merged from an earlier
state as a result of an initial disequilibrium. The early behavior of the system
can be finely approximated by the linearized system of (2.2). We therefore
will focus here on the linearized system considering the background uniform
steady state solution (3.1). It is easy to see that
(3.1) Mg =
k21C1
K1
,Ms =
k1k3E
K1
,Df =
E
k1
,
whereK1 = C1k1k7−k3k5E, is the uniform steady state solution of the equa-
tion 2.2. This steady state solution of the system remains always positive if
all the parameters are positive and also
(3.2) K1 > 0.
We will keep this assumption throughout this paper since we are interested
in the realistic situation.
We note that the system of Eqs. (2.2) defines an abstract evolution equation
for a vector-valued function
w : t 7→ w(t) ∈ H = (L2(Ω))
3
.
5
(3.3) w(t) =


Mg(·, t)
Ms(·, t)
Df (·, t)

 , t ≥ 0.
Now let δ : dom(δ) → H be defined by the expression
(3.4) δ = −∆I =


−∆ 0 0
0 −∆ 0
0 0 −∆

 .
where
(3.5) dom(δ) = H1 = {w ∈ (H
2(Ω))
3
: w = 0 on ∂Ω}
when (2.2) is considered with (2.4). Note that H2(Ω) is the usual Sobolev
space.
Here we define a new set of conditions, called the zero average condition, as
follows
(3.6)
∫
Ω
wi = 0 for i = 1, 2, 3;
and we consider (2.2) with (2.5) and (3.6):
(3.7)
dom(δ) = H1 = {w ∈ (H
2(Ω))
3
:
∂wi
∂x
= 0 on ∂Ω and
∫
Ω
wi = 0 for i = 1, 2, 3 }.
Also let A and D be the linear operators in H represented by the constant
matrices
(3.8) A =


−k7Ek1
k5E
k1
0
k7E
k1
−k5Ek1 k1
−k3Ek1 C1 −K2

 , D =


d1 0 0
0 d2 0
0 0 d3

 ,
with K2 = k1
(
1 + C1k1k3K1
)
> 0. Without loss of generality we can assume
k1 = 1, E = 1. And we let κ = (k3, k5, k7) and d = (d1, d2, d3).
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Now the linearized equation looks like
wt = Lλw.
where
(3.9) Lλ = −δD +A.
where λ = (κ, d) presents all the control parameters. Next, let F = Fλ :
H → H represent the nonlinear terms of the Taylor expansion of f =
(f1, f2, f3) about the steady state (3.1); that is
(3.10) F (w) =


k5MsDf − k7MgDf
−k5MsDf + k7MgDf
−k3MgDf

 .
Finally, then Eq. (2.2) corresponds to the abstract evolution equation
(3.11)
dw
dt
= Lλw + Fλ(w)
for w(t) in H, t > 0.
3.1 Onset of Instabilities
It is logical to analyze the early behavior of the system by looking at con-
ditions which make some Fourier modes of the solution of (2.2) to become
unstable. Here we will calculate the eigenvalues and eigenfunctions of Lλin
H1. To this end, assume (ρm, em) denote the solution to the eigenvalue
problem
−∆e = ρe.
Then the eigenvalues of Lλ are that of its m
th-component
(3.12) Em = E(κ, d) =


−k7 − d1ρm k5 0
k7 −k5 − d2ρm 1
−k3 C1 −K2 − d3ρm

 .
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Assume σmi form ∈ N and i = 1, 2, 3 represent eigenvalues of Em; we denote
the corresponding eigenvectors by ωki. By a straightforward calculation we
have
(3.13) ωmi =


k5
d1ρm + k7 + σmi
(d1ρm + k7 + σmi) (d2ρm + k5 + σmi)− k5k7


It is obvious that σki‘s are eigenvalues of Lλ and the corresponding eigen-
functions are given by wki = ωkiek. It is easy to verify that the conjugate
operator has the same eigenvalues with eigenfunctions w∗ki = ω
∗
kiek, where
ω∗mi are eigenvectors of E
∗
m(κ, d), and we have
(3.14) ω∗mi =


C1k7 − (d2ρm + k5 + σm,i) k3
(d1ρm + k7 + σm,i)C1 − k3k5
(d2ρm + k5 + σm,i) (d1ρm + k7 + σm,i)− k5k7

 .
Now we assume
Λk = {(κ, d)|det(Ek(κ, d)) = 0} .
We note that
∂Λ1
∂(κ, d)
6= 0
If we assume
(3.15) k5K2 6= C1 and C1 6= d2d3ρ
2
1 + d2K2ρ1.
Therefore Λ1 divides the space to two distinct regions which we denote by
Λ− and Λ+. We then have the following lemma:
Lemma 3.1 (Exchange of Stability). If the following condition is satisfied
(3.16) k5K2 − C1 > 0,
then we will have
(3.17) σ11(κ, d)


< 0 if (κ, d) ∈ Λ−,
= 0 if (κ, d) ∈ Λ0,
> 0 if (κ, d) ∈ Λ+;
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and also we have
σ12(κ, d), σ13(κ, d) < 0 if (κ, d) ∈ Λ
0;
moreover, for m > 2 and i = 1, 2, 3 we have
σmi(κ, d) < 0 if (κ, d) ∈ Λ
0.
Proof. Assume the characteristic polynomial of is given by
σ3 + pm2 σ
2 + pm1 σ + p
m
0 = 0.
We note that
3∏
i=1
σmi = −p
m
0 = det(Em).
It can be easily check that
(3.18)
3∑
i=1
σmi = −p
m
2 = trace(Em) < 0 for all m ∈ N.
Also, by (3.16) we will have
(3.19)
3∑
i,j=1
i 6=j
σmiσmj = p
m
1 < 0 for all m ∈ N.
Now, on Λ0 we have
3∏
i=1
σ1i = 0. By (3.18) and (3.19) only one of these
eigenvalues must be zero on Λ0. We denote this critical eigenvalue by σ11.
Since σ11 depends continuously on the control parameter, it changes sing
when the control parameter crosses Λ0. We denoted the two distinct regions
by Λ− and Λ+. Moreover, by (3.18) and (3.19), the other two eigenvalues
have to be negative. That is
σ12(κ, d) < 0, σ13(κ, d) < 0 if (κ, d) ∈ Λ
0.
To prove the last claim, we should note that
(3.20) Em(κ, d) = E(ρm, κ, d) = E(ρ1, κ, ρ1ρ
−1
m d) = E1(κ, ρ1ρ
−1
m d).
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Also by (??) the determinant of the matrix E(ρ) is decreasing in ρ. There-
fore, for (κ0, d0) ∈ Λ0, we will have
det(Em(κ
0, d0)) < det(E1(κ
0, d0)) = 0.
Hence from 3.20 we can conclude (κ0, ρ1ρ
−1
m d
0) ∈ Λ−. This obviously means
that all the eigenvalues of E1(κ
0, ρ1ρ
−1
m d
0) are negative; hence all the eigen-
values of Em(κ
0, d0) for m > 1 are negative. This completes the proof.
4 Transitions
In the previous section we introduced the threshold of instabilities for the
system (2.2). Lemma 3.1 states that when the control parameter of the
system λ crosses the instability threshold, the system undergoes a change
of stability. When λ is near the instability threshold, one Fourier mode
of the solution, called the principal mode, becomes unstable. This should
eventually lead the solution to a stable situation. However, this is not clear
from the linear analysis. It is known that any type of pattern formation is
due to the presence of nonlinear components in the system.
In order to study the transitions of the nonlinear system (2.2), we will study
the qualitative behavior of its solutions when λ stays close enough to the
instability threshold Λ0. Consider the system
(4.1) wt = Lλ(w) + Fλ(w).
we aim to drive a transition number bλ which will provide comprehensive
information about transitional behavior of the solutions at λ. Based on the
center manifold theorem, for any control parameter λ in the vicinity of Λ0,
we have
(4.2) w = yw11 +Φ(y)
where w is the solution (2.2), w11 is the principal mode and y is its amplitude.
The error term in fact depends on the leading amplitude y.
Theorem 4.1. Consider the system of equations (4.1) with (2.4). If λ
is close to the critical parameter λ0 ∈ Λ
0, and all components λ0 satisfy
conditions (3.2), (3.15),(3.16), and d2 > d1, then the following assertions
hold true
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λ ∈ Λ−
wλ 0
✛ ✲ ✛
✻
❄
✻
❄
λ ∈ Λ0
0
✻
❄
✛ ✲
✻
❄
✻
❄
✛ ✲ ✛
λ ∈ Λ+
0 wλ
Figure 1: Topological structure of the dynamic bifurcation of the (4.1) equation with
(2.4). The horizonal line represents the center manifold.
1. (4.1) has a mixed transition from (0, λ0). More precisely, there exists
an open neighborhood U of w = 0 such that U is separated into two
disjoint open sets, Uλ1 and U
λ
2 , by the stable manifold Γ of w = 0 with
codimension one in H satisfying
2. (4.1) bifurcates from (0, λ0) to a unique saddle point w
λ (with Morse
index one) on λ ∈ Λ−, and to a unique attractor w
λ on λ ∈ Λ+.
(a) U = Uλ1 + U
λ
2
(b) the transition in Uλ1 is jump, and
(c) the transition in Uλ2 is continuous. The local transition structure
is as shown in Fig. 1.
3. (4.1) bifurcates in Uλ2 to a unique singular point w
λ for λ ∈ Λ+, which
is an attractor such that for any ϕ ∈ Uλ2 we have
lim
t→∞
||w(t, ϕ) − wλ||H = 0
4. (4.1) bifurcates for λ ∈ Λ− to a unique saddle point wλ with the Morse
index one.
5. Near λ0, the bifurcated singular points wλ can be expressed as
wλ = −σ11(λ)α w11 + o(|σ11(λ)|).
where w11 is given in (3.13).
Proof of Th. 4.1. For λ close to λ0 ∈ Λ
0, we project the system to its first
eigenspace; therefore,
〈wt, w
∗
11〉 = 〈Lλ(w) + Fλ(w), w
∗
11〉 = 〈Lλ(w), w
∗
11〉+ 〈Fλ(w), w
∗
11〉 .
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where 〈, 〉 is the inner product in L2(Ω). We note that
〈wt, w
∗
11〉=
dy
dt
〈w11, w
∗
11〉 and 〈Lλ(w), w
∗
11〉 = σ11(λ) 〈w11, w
∗
11〉
By the classic center manifold theorem, we can easily see that
〈Fλ(w), w
∗
11〉 = y
2 〈Fλ(w11), w
∗
11〉+ o(|y|
2)
Therefore we can easily drive the following reduced center manifold equation
at λ0
dy
dt
= α(λ0)y
2 + o(y2);
where α(λ0) =
〈Fλ0(w11),w
∗
11〉
〈w11,w∗11〉
is a constant. It is a straightforward calculation
to see
α(λ0) =
〈Fλ0(w11), w
∗
11〉
〈w11, w
∗
11〉
=
L∫
0
e31
L∫
0
e21
Fλ0(ω) · ω
∗
ω · ω∗
=
8
3π
Fλ0(ω) · ω
∗
ω · ω∗
is nonzero (in fact, negative) if d1 > d2. For the sake of simplicity in
notations, we drop the indices and simply write ω = ω11 and ω
∗ = ω∗11. Now
when λ lies near λ0, the reduced center manifold equation is approximated
as
dy
dt
= σ11(λ)y + α(λ)y
2 + o(y2)
where
lim
λ→λ0
α(λ) = α(λ0) < 0.
If the solutions are regular, one can approximate the solution of the above
equation with
dy
dt
= σ11(λ)y + α(λ)y
2.
A simple examination of the asymptotic behavior of this last equation shows
that the only non-trivial steady state solution is
y = −
σ11(λ)
α(λ)
which is an attractor when σ11(λ) > 0 and is a repeller when σ11(λ) < 0.
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When the system (2.2) is considered with the Neumann boundary condi-
tions, driving a feasible expresion from
〈Fλ(yw11 +Φ(y)), w
∗
11〉
〈w11, w
∗
11〉
is not as easy anymore. In this case,
(4.3) 〈Fλ(yw11), w
∗
11〉 = 0;
therefore, we have to proceed to another stage of higher order approximation.
The difficulty lies in driving a good approximation of 〈Fλ(yw11+Φ(y)), w
∗
11〉.
To overcome this difficulty, one normally resorts to a simple Taylor approx-
imation of the implicit center manifold function. However, we will use an-
other approximation method suggested by Ma and Wang [?]. Using their
approach will lead us to the following approximation
〈Fλ(w), w
∗
11〉
〈w11, w
∗
11〉
= bλy
3 + o(|y|3).
where bλ is the transition number which we will drive later. Therefore the
transition equation near the threshold of instabilities reads as
y˙ = yσ11 + bλy
3 + o(|y|3).
This suggest the existence of a pitchfork bifurcation as the control parameter
λ = (κ, d) crosses the critical threshold Λ0. We have the following theorem
Theorem 4.2. Consider the system (4.1) with (2.5) and (3.6). If λ is close
to the critical parameter λ0 ∈ Λ
0, and all components of λ0 satisfy conditions
(3.2), (3.15),and (3.16), then the following assertions hold true
Case 1 If bλ0 < 0, the transition of (4.1) over λ0 is continuous (type I);
moreover,
1. the trivial solution wλ0 = 0 is a locally asymptotically stable equi-
librium point of the system (4.1) at λ0;
2. after bifurcation, the solution w of the system (4.1) will asymp-
totically tend to either w+λ or w
−
λ , where
(4.4) w±λ = ±(σk1/|bλ|)
1/2wk1 + ǫλ,
where ‖ǫλ‖H = o(σ
1/2
k1 ).(see Fig. 2)
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Case 2 If bλ0 > 0, the transition of (4.1) over λ0 is a jump (type II). The
steady state solutions are metastable after bifurcation. In this case,
points w+λ and w
−
λ will be repellers.
Case 3 If bλ0 = 0, the transition of (4.1) over λ0 is mixed (type III).
q ✲
✻
❄
q
❄
✻
❄
✻
❛
q
q
w−
w+
Λ0Stability Region Instability Region
λ0 λ
Figure 2: supercritical bifurcation to an attractor A = {w+, w−}.
The calculation of the parameter bλ becomes, therefore, very crucial. This
calculation is lengthy and tedious, but it can reveal valuable information
regarding the number of the steady state solution and the type of the bifur-
cation and transition.
Before we proceed with the proof of Th.4.2, we state a lemma due to Ma
and Wang, but we refer the reader to [MW05] for a proof.
Lemma 4.1 (Approximation of the center manifold function). Assume w =∑
I∈C
yIwI+Φ is the solution of 4.1 where C is the set of critical indices. Define
E1 = span{wI |I ∈ C}, E2 = E
⊥
1 ,L = Lλ|E1 ;
and let P2 : H → E2 be the Leray projection. Then
−L−1(Φ(y)) = P2(F (
∑
I∈C
yIwI)) + o(|y|
2) +O(|σI ||y|
2)
Proof of Th. 4.2. We note that
〈Fλ(w), w
∗
11〉 = 〈Fλ(w), e1ω
∗
11〉 = 〈Fλ(w), e1〉 · ω
∗
11.
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We write 〈Fλ(w), e1〉 just for simplicity, but we really take the L
2-inner
product of each component of Fλ(w) with e1. We have
w = yw11 + y12w12 + y13w13 +
∑
I>1
i=1..3
yIiwIi
There exist a finite set of indices I so that we have
〈Fλ(w), e1〉 = 〈Fλ(
∑
I∈I
i=1..3
yIiwIi), e1〉
It is easy to see that here I = {2}. For the sake of simplicity in notations,
again let ω = ω11 and ω
∗ = ω∗11. Let us define
Bj(I) :=
〈
e21, eI
〉 3∑
i=1
bjI,iyI,i =
〈
e21, eI
〉
bjIyI j = 1, 2,
where
bjI = (b
j
I,1, b
j
I,2, b
j
I,3), yI = (yI1, yI2, yI3)
T
with bjIi = (ω
jω3Ii + ω
3ωjIi). Now let us also define
B :=


k5B
2(2)− k7B
1(2)
−k5B
2(2) + k7B
1(2)
−k3B
1(2)

 .
It is a straightforward calculation to see that
y˙ = BTω∗y + o(|y|3).
By Lemma (4.1) we can see that
yIi = (−σIi 〈wI , w
∗
I 〉)
−1 〈F (yw11), w
∗
Ii〉+ o(|y|
2)
= (−σIi 〈eI , eI〉ωIi · ω
∗
Ii)
−1 〈e21, eI〉F (ω) · ω∗Iiy2 + o(|y|2)(4.5)
Therefore,
yI =
−
〈
e21, eI
〉
〈eI , eI〉
diag[σIiωIi · ω
∗
Ii]
−1[ω∗I1 ω
∗
I2 ω
∗
I3]
TF (ω)y2 + o(|y|2).
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where by diag[σIiωIi ·ω
∗
Ii] we mean a diagonal matrix with diagonal elements
σIiωIi · ω
∗
Ii for i = 1, 2, 3. Consequently, we will have
Bj (I) =
−
〈
e21, eI
〉2
〈eI , eI〉
bjIdiag(σIiωIi · ω
∗
Ii)
−1[ω∗I1 ω
∗
I2 ω
∗
I3]
TF (ω)y2 + o(|y|2).
Note that 〈
e21, eI
〉2
〈eI , eI〉
=
ℓ
8
.
and
F (ω) =


k5ω
2ω3 − k7ω
1ω3
−k5ω
2ω3 + k7ω
1ω3
−k3ω
1ω3

 .
Remark 4.1. In the proof of Th. 4.2, the parameter bλ is given as an alge-
braic expression. However, its expression is large; consequently any quan-
titative calculation requires a long calculation which is trivial yet tedious.
We remark that bλ can be substantially simplified by assuming
(4.6) C1k7 = k3(k5 + ρd2)
It can be easily verified that under the assumption (4.6), we will have
BTω∗ = k5 (ω
∗
1 − ω
∗
2)
(
B2 (2) +B2 (0)
)
= −
k3k5ρ
k7
(k5d1 + k7d2 + d1d2ρ)B
2 (2) .
(4.7)
where ρ = ρ11.
16
5 Conclusion
From a biological point of view, the above results show the complex na-
ture of the formation and phase transition of MTs in the competition of
nucleation rate, extinction rate and the dynamic instability fundamental
growth, shrinkage and stochastic switching process as well as concentration
dependency of the dynamic instability parameters. These results show also
the necessity for a more elaborate multistate models to include the effect
of more complex boundary conditions as well as considering a two dimen-
sional diffusion. A numerical analysis of the current study is in progress. In
addition, stability analysis of the more complex boundary conditions is in
progress. It is our hope that this will open the way to the study of more
complicated and realistic biological models with a systematic study across
physical parameters.
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