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ABSTRACT 
 
 
Being able to focus on the task at hand while retaining the ability to respond to salient 
task-irrelevant stimuli is critical to successful human behaviour. It is vital that animals 
and people can quickly redirect their attention when faced with novel or potentially 
threatening stimuli. In this thesis I use a range of fMRI techniques including 
retinotopic mapping and multivariate analysis to investigate the behavioural and 
perceptual consequences of task irrelevant stimuli in audition and vision. Initially I 
describe two fMRI experiments investigating the cortical areas mediating 
behaviourally defined attentional capture by a task-irrelevant auditory and visual 
stimulus. I then go on to demonstrate that task irrelevant auditory stimuli can have a 
profound effect on both visual perception and processing in early visual cortical areas. 
In particular I demonstrate for the first time that an auditory induced change in visual 
perception can influence processing in the primary visual cortex. Further more, I 
demonstrate that auditory timing can alter the perceived direction of visual apparent 
motion and that such behavioural changes can be decoded from V3 and MT+. Finally 
I demonstrated that in the situation where an auditory stimulus has no behaviour or 
perceptual relevance to visual processing early visual areas do not encode information 
about the auditory stimulus. Taken together these findings indicate that task irrelevant 
distractors can have a significant effect on behaviour and perception.  
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CHAPTER 1: GENERAL INTRODUCTION 
 
1.1 Introduction 
 
A typical scene contains far too much information for the human brain to process 
simultaneously. In order to use information encoded in sensory signals to effectively 
guide behaviour, some kind of selective mechanism is required. Attention is the name 
given to the process of selecting the ‘important’ aspects of a scene for further 
processing, while relegating the rest to limited analysis. Attention plays an important 
role in our perception of the world. It is remarkable how little we perceive when we 
do not pay attention. 
 
1.2 Attention 
 
1.2.1 Spatial attention 
 
Humans can choose to actively attend to a particular location in space. This act of 
voluntary spatial attention enhances the processing of stimuli at that location. Studies 
of spatial attention typically require subjects to focus attention on a small part of the 
scene and report information at the focus of attention. For example, in a visual cueing 
paradigm, subjects are required to respond as quickly as possible to the onset of a 
light or other simple visual stimulus. This target stimulus is preceded by a “cue” 
whose function is to draw attention to the occurrence of a target in space. Cues come 
in various forms, e.g. a symbol, like an arrow, indicating where attention should be 
deployed (Jonides and Irwin, 1981) (Figure 1.1 a). In this case, spatial attention is 
deployed voluntarily to the cued location and this facilitates detection of and response 
to stimuli presented at the cued location (Cheal and Gregory, 1997;Luck et al., 1996). 
However, cueing can also be involuntary and driven by ‘bottom up’ factors such as 
the brightening of the location where the cued object will subsequently appear (Posner 
and Cohen, 1984) (Figure 1.1 b).  There is evidence that the spatial attention system is 
supramodal in the sense that crossmodal spatial (tactile or vision) cues will enhance 
the processing for auditory objects at that location (Hotting et al., 2003). A common 
 16 
analogy is to describe attention as a spotlight that enhances the efficiency of the 
detection of events within its beam. 
 
                               
 
Figure 1.1 Spatial cueing paradigm 
In Posner’s early experiments the attentional cue could be one of two types; either a central 
endogenous cue such as an arrow pointing towards a possible target (a) or a peripheral 
exogenous cue such as a flash of light in the position of a target location (b). 
 
1.2.2 Non-spatial attention  
  
Humans can also attend to individual target objects and ignore distractor objects even 
when they are overlapping in space (O'Craven et al., 1999) (Figure 1.2). For example, 
Neisser and Becklen (Neisser and Becklen, 1975) presented two different movie 
sequences that entirely overlapped with each other in space. Subjects were asked to 
attend to one of the two overlapping movies. Throughout viewing, subjects were able 
to follow actions in the attended movie. Odd events in the unattended movie were 
rarely noticed. Because both scenes overlapped each other, this demonstrates that 
selective attention cannot be purely space-based. Rather attentional selection was 
based on objects and events. Attention can also be directed to an individual feature of 
the visual scene such as colour, shape or direction of motion. In the auditory domain 
previous research has established that auditory attention, like visual attention, can 
focus on stimuli containing a particular (auditory) feature. For example, early studies 
using the dichotic listening technique found that participants could selectively attend 
to a channel defined by a certain auditory feature (e.g., words spoken by a female 
voice) while apparently ignoring the channel that did not share that feature (e.g., 
words spoken by a male voice; Cherry, 1953; Moray, 1959). Feature based attention 
may well be more important than spatial attention in the auditory domain. Previous 
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research suggests that the auditory system, unlike the visual system, processes spatial 
location with a lower priority than other stimulus features (Kubovy, 1981).   
 
The extent to which spatial, object-based and feature-based attention share common 
neural mechanisms remains an open question.  
 
                             
 
Figure 1.2.  Object-based attention.  
Subjects fixate on the central circle. A) Subjects are asked to attend to either the face or the 
house. B) Cortical activity measured using fMRI in the fusiform face area (FFA) and the 
parahippocampal place area (PPA). The FFA and PPA are functionally defined cortical areas 
in the ventral visual stream that respond selectively to faces rather than objects (FFA), or 
objects rather than faces (PPA). When subjects attend to a face, activity is higher in the FFA 
compared to when they attend to a house and when subjects attend to a house activity is 
higher in PPA than when they attend to a face.  Subjects are able to differentially attend to 
faces or houses even when they overlap in space (adapted from O’Craven et al 1999)  
 
In addition to varying across space, stimuli can also change rapidly with time. People 
need to be able to extract behaviourally relevant information from this rapid flux at 
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particular times. Attention can be deployed at different moments in time to facilitate 
information processing. For example, if a stream of visual items is rapidly presented 
at central fixation (rapid serial visual presentation, RSVP), subjects are generally very 
good at temporal selection and able to accurately detect a single target even when 
visual items are presented at up to 25 items per second (Sperling et al., 1971).  
Temporal attention is likely to be very important in the auditory domain since many 
auditory patterns unfold in time.  Previous research has demonstrated that auditory 
attention can be temporally directed to focus at a particular point in time (Coull et al., 
2000;Lange and Roder, 2006). In addition subjects performance improved when 
subjects were temporally cued to expect an auditory target (Best et al., 2007). 
 
1.2.3 Potential neural mechanisms underlying attention 
 
Directing attention to a spatial location has many behavioural advantages: improving 
the accuracy and speed of responses to target stimuli at that location (Posner, 1980); 
increasing perceptual sensitivity; reducing interference from distractors (Cheal and 
Gregory, 1997;Luck and Hillyard, 1994) and improving visual acuity (Carrasco et al., 
2006). The neural basis of these behavioural effects is still an issue of active 
investigation. Attention is thought to affect neural processing in several ways: 
amplification of neural responses to an attended stimulus (Lu and Dosher, 1998;Treue 
and Maunsell, 1996); filtering of unwanted information by suppressing  nearby 
distractors (Beck and Kastner, 2005;Luck and Hillyard, 1994); increasing baseline 
activity of an attended location in the absence of stimulation; and increasing the 
stimulus salience by enhancing the neuron’s sensitivity to stimulus contrast (Lu and 
Dosher, 1998).  It is clear from the above that attention is not one unified process. 
Functional MRI of human subjects shows that selective visual attention can affect 
cortical responses to a visual stimulus, not only as early as the lateral geniculate 
nucleus (O'Connor et al., 2002) or superior colliculus (Schneider and Kastner, 2009),  
but also further down the processing stream in striate or extrastriate cortex (Martinez 
et al., 1999) (Figure 1.3). Selective attention therefore operates at multiple levels in 
visual processing.  
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Figure 1.3. The effect of attention in visual cortex   
fMRI data showing the effect of visual attention on striate and extrastriate cortex. A) Subjects 
are asked to fixate on a central cross and covertly attend to either the green or red 
checkerboard. B) Cortical activation is shown projected onto a 3D representation of the 
posterior cortical surface, showing the occipital cortex. The pattern of activation is shown in 
green for attending to the green checkerboard and red for the red checkerboard. 
 
1.3 The control of attention 
 
The control of visual attention reflects both cognitive (’top down’) factors such as 
knowledge and current goals and stimulus-driven (’bottom up’) factors that reflect the 
salience of sensory information. Typically, these two factors dynamically interact to 
control where and to what we pay attention (Corbetta & Shulman, 2002) (Figure 1.4). 
There is increasing evidence that two partially segregated neural networks underpin 
top-down control on the one hand, and bottom-up salience-driven selection on the 
other.   
 
Humans are better at detecting an object in a visual scene if they have prior 
knowledge about its features, such as colour, motion or the time at which it will 
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appear (Dosher and Lu, 2000;Eriksen and Hoffman, 1973;Posner, 1980). This 
advance information about the object or about the location it will appear can be used 
to bias neurons analysing the incoming visual information in order to facilitate 
detecting the appropriate object in the visual scene.   
 
Bottom-up attentional mechanisms operate on raw sensory signals, rapidly and 
involuntarily shifting attention to salient visual features. The attention grabbing effect 
of a salient stimulus can be demonstrated by flashing a light at a specific location in 
the visual field and measuring how long it takes for a subject to respond to a 
subsequent target in that location compared to another location in the visual field 
(Figure 1.1b). Even when this cue provides no information about the location of the 
forthcoming target, the cue facilitates detection and discrimination at the cued 
location.  The facilitation produced by these ‘bottom up’ sensory cues is more rapid 
than that produced by top down cognitive cues. In addition sensory cues cause a 
prolonged inhibition of processing at the cued location after the early facilitation 
(known as ‘inhibition of return’). These differences in the effects of cognitive and 
sensory cues have led to the idea of a functional distinction between top down and 
bottom up orientating systems.  However, in the real world, the salience of an object 
is often highly dependent on its behavioural relevance. For example, if we search a 
crowd of people for a friend wearing a green coat then we are more likely to notice 
other people with green clothing. The bottom up (sensory) salience of green objects 
depends on the ongoing cognitive task of finding a green object.   
 
There is some evidence that top down control of both spatial and non spatial shifts of 
auditory attention activate similar regions of the dorsal frontoparietal network to 
visual attention suggesting a crossmodal attentional network (Shomstein and Yantis, 
2006). 
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Figure 1.4 Neuroanatomical model of attentional control. 
a) Regions in blue are consistently activated by central cues, indicating where an object will 
appear. Regions in orange are consistently activated when attention is reoriented to an 
unexpected but behaviourally relevant object. 
b) Model for the interaction of dorsal and ventral networks during behaviourally relevant 
stimulus-driven reorientating. Dorsal network regions are thought to send top-down signals to 
visual areas, and via MFG to the ventral network (filtering signal), restricting ventral 
activation to behavioural relevant stimuli (adapted from Corbetta and Shulman, 2008). 
 
1.4 Attentional capture. 
 
The basic premise for attentional capture was suggested by Theeuwes in the early 
nineties (Theeuwes, 1992). When attention is divided across the visual field early 
processing is postulated to be exclusively driven by the bottom up properties of the 
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stimulus field. In other words attention will shift in an automatic, exogenous fashion 
to the location having the highest local feature contrast or salience. The salient feature 
is said to have captured attention. 
 
For example, when a target in a search display contains an item that is unique on some 
feature (e.g. a green diamond among green circles), this salient feature appears to ‘pop 
out’ of the display, making search efficient. If however a non-target stimulus has a 
unique singleton feature, it will typically disrupt search performance. Such 
interruption of goal-driven attention can be found even when the object is a singleton 
on a dimension that is never relevant to the task, suggesting that attention was 
captured by the singleton (Figure 1.5). 
             
 
 
Figure 1.5 Visual attentional capture. 
Observers search for a shape singleton, a green diamond among a variable number of green 
circles. Observers respond to the orientation (horizontal or vertical) of the line segment 
presented within the target diamond shape. When a salient colour distractor is presented (left 
side) it disrupts search performance and is said to have captured attention. However when the 
colour distractor is less salient than the target singleton, search is not effected (right side). 
These results are interpreted to indicate that even though observers always search for a green 
diamond, this top down set cannot prevent the capture of attention by a salient colour 
singleton. (adapted from Theeuwes (1992)). 
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There is on-going debate in the literature about whether feature singletons capture 
attention in a purely stimulus driven fashion. Theeuwes has presented a body of 
research that suggests that the first sweep of information through the brain is 
completely stimulus driven and based on the salience of the objects in the visual field 
(Theeuwes, 2010). An alternative view point proposed initially by Folk suggests that 
feature singletons do not automatically capture attention unless they are related to the 
target (i.e. the target is also a singleton) (Folk et al., 1992). Whatever the case, the 
body of behavioural data indicates that attention may be captured under appropriate 
conditions, even when the stimulus is irrelevant to the task at hand.   
 
Recently Dalton and Lavie have established the phenomenon of  auditory attentional 
capture (Dalton and Lavie, 2004). They designed an auditory search task in which 
participants were asked to search for an auditory feature target (e.g., defined by 
frequency) among irrelevant non-targets (with a different frequency) and to indicate 
whether the target was present or absent or discriminate its feature value (e.g., high 
frequency or low frequency). In a similar manner to the visual attentional capture 
paradigms, one of the non-targets could also be presented with an irrelevant singleton 
feature (e.g., higher intensity). Irrelevant variation in the frequency or intensity of one 
of the non-target tones (“distractor singleton”) increased reaction times and error rates 
suggesting that the irrelevant feature singleton captured attention.   
 
1.4.1 Brain mechanisms mediating attentional capture in humans 
 
Logically the ventral attentional network would be considered the likely candidate for 
mediating attentional capture. However this hypothesis has now been tested and 
rejected. Several, recent visual studies have shown that activation of the right 
lateralized ventral attentional network critically depends on the behavioural relevance 
of the particular object that captures attention (specifically, sharing a feature with the 
target of the search; (Kincade et al., 2005;Serences et al., 2005). By contrast, in 
attentional capture the distractor singleton is never behaviourally relevant to the 
search task. Therefore activity of the ventral network would not be anticipated.  
 
1.4.1.1 Auditory attentional capture and the mismatch negativity 
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In the auditory domain many previous studies concerning the neural response to 
deviant auditory stimuli have concentrated on the pre-attentive process of detection of 
such auditory deviants. Specifically, generation of the electrophysiological potential 
known as the mismatch negativity (MMN) is associated with the pre-attentive 
detection of deviant auditory stimuli (Jaaskelainen et al., 2004;Liebenthal et al., 
2003;Opitz et al., 1999b;Opitz et al., 1999a;Schroger, 1994;Wolff and Schroger, 
2001).  Most previous studies of the MMN required subjects to passively listen to a 
stream of auditory stimuli with no measure of the behavioural response to the 
presence of a deviant auditory stimulus. Without a concurrent behavioural measure of 
any distraction, such studies do not distinguish neural responses associated with 
acoustic variability per se from those specific to attentional capture. Recent studies 
have measured the electrophysiological potentials associated with a deviant auditory 
stimulus and related them to a reaction time measure of behavioural distraction (Berti 
et al., 2004;Escera et al., 1998;Escera et al., 2001;Rinne et al., 2006;Roeber et al., 
2003;Schroger et al., 2000;Schroger and Wolff, 1998). These revealed that the 
presence of a rare deviant auditory stimulus elicited MMN, N1 and P3a ERP 
components and slowed reaction times in a subsequent auditory (Alho et al., 
1997;Berti and Schroger, 2004;Rinne et al., 2006;Roeber et al., 2003;Schroger et al., 
2000;Schroger and Wolff, 1998) or visual task (Escera et al., 1998;Escera et al., 
2001). However, the presence of behavioural interference was always associated with 
increased auditory variability in the stimulus. Thus, such studies cannot distinguish 
neural responses associated with acoustic variability in the stimulus from those 
specific to attentional capture.   
 
As I have discussed previously there is evidence that top down control of both spatial 
and non spatial shifts of auditory attention activate similar regions of the dorsal 
frontoparietal network to visual attention (Shomstein and Yantis, 2006). This suggests 
that the same control network is shared between both visual and auditory attention. It 
is an unresolved question as to whether auditory attentional capture activates the same 
cortical network as visual attentional capture. 
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In chapter 3 I designed an experiment to establish for the first time the cortical areas 
associated with behaviourally defined attentional capture in audition. Importantly, the 
design allowed me to distinguish cortical areas responsible for auditory change 
detection from those responsible for auditory attentional capture. 
 
1.4.1.2 Visual attentional capture 
 
De Fockert and colleagues have previously investigated the neural substrates of 
singleton capture in visual search (de Fockert et al., 2004). Neural activity was 
measured via functional magnetic resonance imaging (fMRI) as subjects viewed 
similar search displays to Theeuwes (1991). Subjects searched for a circle among 
diamonds, and on 25% of the trials the target was a colour singleton, whereas on 
another 25% of the trials one of the distractors was a colour singleton. Although there 
was no measured neural activity specifically related to the colour singleton target, the 
presence of a colour singleton distractor led to bilateral activation within the dorsal 
attentional network (bilateral parietal cortex and left frontal cortex) relative to when 
no colour singleton was present.  This is compatible with the hypothesis that 
uninformative but salient distractors are associated with activation of the dorsal rather 
than ventral attentional network (Corbetta et al., 2008). 
 
A recent TMS study has questioned the conclusion that bilateral PPC is involved in 
attentional capture. Hodsoll and colleagues performed rTMS over the left and right 
parietal cortex during an attentional capture task. They demonstrated that rTMS over 
the right parietal cortex abolished the behavioural interference effect while rTMS over 
the left parietal cortex had no effect. They concluded that the right PPC had a critical 
role in visual attentional capture.  
 
1.4.1.3 Controlling distraction from irrelevant singleton distractors 
 
The ability to ignore or at least suppress misleading information is vital to the 
successful deployment of attention. On a first glance at a scene with a salient 
distractor, bottom up stimulus driven mechanisms guide attention to the most salient 
item in the visual field. However if bottom up salience were the end of the story, one 
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would become the slave of stimulus and never be able to locate the target of the 
search. Instead, top down attentional control mechanisms can be employed to return 
attention to the appropriate target.  
De Fockert and colleagues found a negative correlation between the magnitude of the 
activity in the left frontal cortex and the level of interference produced by the 
distractor singleton, suggesting a role for this area in the control of interference from 
irrelevant distractors (de Fockert et al., 2004). An additional study demonstrated that 
the degree of attentional capture is influenced by cognitive load, suggesting that 
attentional capture is subject to top down control (Lavie and de Fockert, 2005).  
 
There has been a considerable amount of research concerning the type of stimulus that 
will capture attention and whether such attentional capture is mandatory. In the case 
of visual attentional capture there is evidence that a distractor singleton needs to be 
more salient than the target to capture attention (Theeuwes, 1992). However, no one 
has examined the effect of systematically varying the distractor salience on the 
behavioural interference.  
 
In chapter 4 I investigated the neural correlates of visual attentional capture. In 
addition I examined the behavioural and cortical effects of systematically varying the 
level of salience of the distractor singleton.  
 
Thus far, I have concentrated on the attentional effects of task irrelevant singleton 
distractors. In the next sequence of studies (chapters 5 - 8) I turn my attention to the 
effects of task irrelevant auditory stimuli on visual perception and cortical processing. 
I present a series of experiments where subjects were asked to perform a visual task in 
the presence of accompanying auditory stimuli. The auditory stimuli were never 
explicitly task relevant and the subjects were always asked to ignore them and only 
respond to the visual events. Despite these instructions the auditory stimuli caused 
dramatic changes to visual perception and cortical visual processing. 
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1.5 Crossmodal perception 
 
Our perception of the world clearly benefits from the information delivered via 
different sensory modalities. Historically, research concerning sensory processing and 
perception has concentrated on one modality at a time. However in real-world 
situations, incoming stimuli across different modalities often arise from the same 
external object. Multisensory integration has often been described as occurring 
automatically. Early studies investigating the response properties of single neurons in 
anaesthestised animals demonstrated multisensory integration provided there was 
spatial and temporal concordance between the stimuli (Stein et al., 2004;Stein and 
Arigbede, 1972;Wallace et al., 1998) (see figure 1.6). Behavioural work in humans 
has demonstrated that crossmodal model integration can occur preattentively (Driver, 
1996;Van der Burg et al., 2008). Van der Burg and colleagues investigated the 
influence of auditory stimuli on visual attentional capture (see section 1.4). When an 
auditory stimulus is presented at the same time as the visual target the search times to 
identify the target significantly decreased (Van der Burg et al., 2008). They proposed 
that the temporal information of the auditory signal is integrated with the visual signal 
to create a salient feature that results in attentional capture. Several more recent 
studies have suggested that multisensory integration may occur across various stages 
of stimulus processing and be subject to attentional modulation. See (Talsma et al., 
2010) for a review. 
 
Vision has previously been suggested as the dominant sensory modality and 
conflicting information from competing modalities was often thought to be ignored. 
Examples of this include the ventriloquism effect (Howard and Templeton, 1966) and 
visual capture (Hay et al, 1965). However, while the best know examples of 
crossmodal integration involve the modification of other sensory modalities by vision, 
there is increasing evidence that auditory stimuli can modify visual perception 
(particularly in temporal judgments). It has long been known that the temporal 
properties of a visual stimulus can be affected by an accompanying auditory stimulus 
(misperception of the visual events as having the temporal frequency of the apparently 
related auditory events) (Gebhard et al., 1959;Shipley, 1964). Shams reported that a 
single flash can be misperceived as two flashes if paired with two bleeps 
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al., 2000). Extending this work Berger and colleagues demonstrated that when 
multiple sounds produce the impression of more visual events than actually occurred, 
visual orientation discriminations can objectively improve (even through the sounds 
do not provide any orientation information; indeed, the subjects are told to ignore the 
sounds) (Berger et al., 2003). This implies that multisensory integration can affect 
sensory-specific judgments. 
 
1.5.1 Cortical audiovisual integration 
 
Evidence from single-cell studies, tracer work, and recent neuroimaging indicate 
numerous multisensory convergence zones in the brain (Mesulam, 1998;Wallace et 
al., 2004). This has now been observed for numerous cortical and subcortical regions. 
Subcortically, layers of the superior colliculus (SC) receive inputs from 
somatosensory, auditory, and visual areas (e.g., (Meredith and Stein, 1983;Stein, 
1978;Stein and Arigbede, 1972) (Figure 1.6). 
 
                  
Figure 1.6. Response properties of multisensory neurons. 
a) Response properties of a putatively illustrative multisensory neuron, in the superior 
colliculus, which in this case shows the nonlinearly superadditive pattern of firing. That is, the 
response for combined visual and auditory stimulation, with a particular spatiotemporal 
relation, greatly exceeds the sum of the responses to each modality alone. Adapted from 
(Stein et al., 2004).  
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In primates, the upper bank of the superior temporal sulcus is known to have 
bidirectional connections with unisensory auditory, visual, and somatosensory 
cortices (Padberg et al., 2003;Schmahmann and Pandya, 1991) and to contain 
multisensory neurons (Barraclough et al., 2005). Several regions within the parietal 
cortex are also known to receive input from sensory-specific cortices for different 
modalities. Finally, specific prefrontal cortical regions have also been implicated in 
multisensory processing (Barbas et al., 2005). Recently, some direct connections have 
even been reported between prefrontal cortex and primary sensory cortices (Budinger 
et al., 2006). 
 
Neuroimaging studies have increasingly implicated cortical areas in multisensory 
integration. Shared temporal onset has been shown to activate the superior colliculus. 
Several regions in the superior and inferior parietal lobe appear to be involved in the 
integration of multisensory cues based on the shared spatial location. Finally the 
superior temporal sulcus (STS) has been implicated in the integration of audiovisual 
speech (See (Calvert and Thesen, 2004) for a review). These studies inherently assess 
only the more large-scale neural populations, with measures such as BOLD signal.  It 
is therefore possible that a brain region seemingly responding to multiple modalities 
might comprise distinct intermixed neural populations, each responding to only one of 
the various senses. 
 
1.5.2 Multisensory processing in unisensory areas 
 
Traditionally, it has been assumed that multisensory integration occurs after sensory 
signals have undergone extensive processing in unisensory cortical regions. However, 
recent studies in monkeys and humans show multisensory convergence at low-level 
stages of cortical sensory processing, an area previously thought to be exclusively 
unisensory (for a review see Foxe and Schroeder, 2005). For example, both touch and 
eye position can influence responses in monkey auditory association cortex and 
primary auditory cortex, respectively (Fu et al., 2003;Fu et al., 2004;Schroeder et al., 
2001). These single unit studies are complemented by human event-related potential 
work demonstrating interactions between auditory and visual (Fort et al., 2002;Giard 
and Peronnet, 1999;Molholm et al., 2002;Molholm et al., 2004)  or somatosensory 
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(Foxe et al., 2002;Murray et al., 2005) stimuli at very short-latency (46 -150ms).  One 
recent fMRI study has shown evidence of audiovisual integration in BA 17 (Calvert et 
al., 2001) suggesting that primary visual cortex may respond to non-visual inputs. 
These demonstrations of early modulation of unisensory cortices by multisensory 
signals challenge hierarchical approaches to sensory processing (Felleman and Van 
Essen, 1991;Schroeder and Foxe, 2005) but the function of such multisensory 
convergence at the anatomically lowest stage of cortical processing remains unclear. 
 
In chapter 5-8 of this thesis I examine the effect of task irrelevant auditory stimuli on 
visual perception and cortical processing. As I have discussed above there are several 
previous studies that have suggested that crossmodal integration occurs automatically, 
even when unwanted. Consistent with this view I demonstrate a dramatic change in 
visual perception when the visual stimulus is accompanied by an irrelevant auditory 
stimulus. My main interest in chapters 5-8 is to investigate the neural process 
underlying this perceptual change. In particular, whether this crossmodal change in 
visual perception is represented in primary visual cortical areas.  
 
1.6 Summary of thesis 
 
The experiments presented in this thesis all attempt to characterize the behavioural 
and perceptual consequences of a task-irrelevant distractor.  The studies can be 
grouped according to whether they examine the behavioural (attentional) effect of a 
task irrelevant distractor singleton (chapters 3 & 4) or how the presence of a task 
irrelevant auditory stimulus affects visual perception and cortical visual processing 
(chapters 5, 6, 7 & 8).  
 
Chapter 3 presents a study that investigates for the first time the cortical substrates of 
attentional capture in the auditory domain. The design of this study allowed me to 
differentiate between the cortical response to an auditory deviant tone (MMN) and 
attentional capture. 
 
Chapter 4 presents a study that aims to determine the cortical areas underlying visual 
attentional capture by a task irrelevant distractor singleton. The salience of the 
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distractor singleton (and therefore the size of the behavioural interference effect) was 
varied across trials. This allowed me to investigate which cortical areas may play a 
role in resisting distraction by a salient singleton. 
 
Chapter 5 presents a study examining the effects of multisensory stimulation on 
cortical activity in primary visual cortex. In particular I was interested in addressing 
the question; ‘does cortical activity in early visual areas follow multisensory 
perception, or the physically present visual stimulus?’ 
 
Chapter 6 extends the findings of the previous chapter by demonstrating that early 
visual cortical activity could be modulated in either direction by an auditory stimulus, 
and the multisensory effects could not be explained by alerting or attention. 
 
Chapter 7 presents a study that investigates whether activity in early visual cortex is 
modulated by the direction of visual and audiovisual apparent motion. No studies to 
date have identified the distinct neural correlates of perceiving leftwards versus 
rightwards directions of long-range apparent motion. In this study I use multivariate 
pattern classification to test whether the perceived direction of visual and audiovisual 
apparent motion can be reliably decoded from early visual areas. 
 
Chapter 8 presents a study that using multivariate classification in fMRI to determine 
whether crossmodal signals that do not result in a change in visual perception or 
attention are represented in primary visual areas.  
 
1.7 Conclusion 
 
The world we live in is a complex multisensory environment. In order to complete the 
task at hand we must be able to resist distraction. However, it is critical that novel 
salient, potential life threatening stimuli are able to ‘capture our attention’. The first 
two chapters in this thesis explore the cortical mechanisms underlying such attentional 
capture. 
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In the second half of this thesis we examine the effect of task-irrelevant auditory 
stimuli on visual perception and processing, particularly in early visual cortex.  
The integration of information from different sensory systems is a fundamental 
characteristic of perception and cognition – qualitatively different kinds of 
information from the various sense organs are put together in the brain to produce a 
unified, coherent representation of the outside world. Traditionally, it has been 
assumed that the integration of such disparate information at the cortical level was the 
task of specialized, higher-order association areas of the neocortex. In this thesis I 
investigate the contrasting assumption that much of the neocortex, even primary 
sensory areas, are intrinsically multisensory. 
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CHAPTER 2: GENERAL METHODS 
 
2.1 Introduction 
 
This chapter covers those methods that are common to the majority of the thesis. 
These are functional MRI (fMRI), analyses of fMRI data using statistical parametric 
mapping (SPM) and retinotopic mapping. Individual chapters include detailed 
description of specific methods, such as long range infrared eye tracking, localisation 
of visual area MT and multivariate analysis that are utilized in individual studies. 
 
2.2 Physics of magnetic resonance imaging 
 
2.2.1 Nuclear magnetic resonance 
 
Nuclear magnetic resonance was discovered in 1946 (Bloch, 1946). Nuclear magnetic 
resonance is essentially concerned with transitions between the energy levels of a 
system of nuclear spins in a magnetic field.  
 
Consider a nucleus with spin angular momentum I and magnetic moment µ. The 
magnitude of the nuclear angular momentum will be given by 
 
| I | = ħ[I(I+1)]1/2 
 
where I is the nuclear spin number and ħ = h/2π, where h is Planck’s constant. When 
an external magnetic field is applied with flux density B0 in the z direction. The z 
component of angular momentum will be given by 
 
Iz = mI ħ 
 
Where mI is the magnetic quantum number taking values  ± I, ±(I-1), …., giving 
(2l+1) possible orientations of angular momentum. 
 
For the proton, I = ½ and mI can take values of ±½ which correspond to spin up and 
spin down states. 
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The energy of these states is the same in the absence of a magnetic field. In the 
presence of a magnetic field the energy difference between the two states will be 
given by 
 
ΔE = γ ħ B0 
 
Transitions between the two states can occur under the application of a suitable 
radiofrequency (RF) field (Figure 2.1). i.e. one whose photons have an energy exactly 
equal to the energy difference between the states. 
 
ħω = γ ħ B0 
 
ω = γB0 
 
This is the Larmor equation, it is fundamental to NMR and relates the frequency of 
the RF signals that can be absorbed or admitted by the protons. 
 
 
       
 
 
Figure 2.1 Spin distribution 
The distribution of spin ½ nuclei (protons) between the two energy states; the rest state and 
the excited state (after a 180° RF pulse). 
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In the human brain there are many millions of protons; after all, we are about 80% 
water. Therefore, although an individual proton’s behaviour can be predicted using 
quantum mechanics, the average behaviour is better explained using simple classical 
mechanics. 
 
Consider a large number of N non-interacting protons.  At equilibrium the distribution 
between the higher and lower energy states will be described by the Boltzmann 
distribution. 
 
nh /nl  = exp ΔE/KT 
 
Where nh is the number of protons in the higher energy state (spin down), nl is the 
number of protons in the lower energy state (spin up), k represents Boltzmann’s 
constant and T is temperature. 
 
There is a small excess of spins in the low energy state and this small excess of 
spinning hydrogen atoms gives rise to a net magnetisation vector M. 
 
When sufficient numbers of spins are considered it is valid to treat this net 
magnetisation vector classically. Consider a group of nuclear spins with a net angular 
momentum A and a net magnetisation moment M. M and A are related by the 
gyromagnetic ratio (M = γA).  The magnetic field B0 will exert a torque on the vector 
M given by 
 
T = M^ B0 
 
This torque will be equal to the rate of change of angular momentum of the spin 
system. Therefore the equation of motion is given by 
 
dM/dt  = γ(M ^ B0) 
 
This equation describes the precession of the net magnetisation vector M around the  
magnetic field B0 with angular velocity ω = γB0. If a magnetic field B1 orientated in 
the xy plane and rotating at the Larmor frequency is applied, M will experience a 
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torque that will rotate it into the xy plane. The angle that M moves through will 
depend on the magnitude and duration of B1. As soon as there is an angle between M 
and the z axis, M will start to precess.  
 
Thus far we have only dealt with perturbations to the net magnetisation vector. M will 
relax back to equilibrium after the RF pulse as the energy absorbed is either 
readmitted or lost to the lattice.  
 
2.2.2 Relaxation processes 
 
To understand the relaxation processes it helps to consider the longitudinal and 
transverse processes separately. The longitudinal process involves the return of Mz to 
its equilibrium value, the transverse relaxation describes the decay of the 
magnetisation in the xy plane. 
 
2.2.2.1 T1 longitudinal relaxation 
 
Longitudinal relaxation involves spins changing state. When a 90 degree RF pulse is 
applied to a system of spins, energy is absorbed, causing the number of protons in 
each state to become equal (Mz = 0). The spin distribution will return to equilibrium 
in a time characterised by T1. T1 is affected by the composition of the environment 
and thus is different in different tissues, which can be used to provide contrast 
between tissues. 
 
2.2.2.2 T2 relaxation  
 
Transverse relaxation describes the loss of magnetisation in the xy plane. This process 
does not involve any changes to the spins population of the energy levels and is 
reversible. Consider a volume of spins excited by an RF pulse. Now consider this 
population divided up into small volumes. Due to local variations in the magnetic 
field caused by different chemical environments, M will precess at slightly different 
speeds. In a characteristic time T2 this will tend to lead to a loss of phase coherence 
and hence loss of magnetisation in the xy plane. T2 can never be longer that T1. 
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T2 imaging usually employs a spin echo technique, in which spins are refocused to 
compensate for field inhomogeneities. T2* imaging (used in fMRI) is performed 
without refocusing and sacrifices image fidelity in order to provide additional 
sensitivity for T2 relaxation processes. 
 
2.2.3 MRI images 
 
To create an image with MRI, protons have to be distinguishable on the basis of 
spatial location. In an MRI scanner the signal is spatially encoded by using a 
combination of magnetic field gradients imposed on the static magnetic field. 
 
Initially a magnetic field gradient is applied across the subject in the z direction. This 
slice-select gradient causes the proton spins at different locations to resonant at 
different frequencies. This means an RF pulse of a certain bandwidth will only excite 
spins within a certain slice, and the resulting recorded signal can only contain 
information from this slice. To localise the frequency in the x direction a magnetic 
field gradient is applied during the acquisition of the data, causing spins in a lower 
magnetic field to readmit their absorbed energy at a lower frequency than those in a 
higher field. The signal amplitude at each frequency can be extracted using a Fourier 
transform, with the final dimension localised using a phase encoded gradient in the y 
direction. Discrete increases in the phase encoding gradients divide each slice into 
small cubes called voxels (volume elements). The protons in a single voxel experience 
the same frequency and phase encoding and the signal from a voxel is the sum of the 
signal for all the protons in that voxel. 
 
2.2.4 Echo-planar imaging 
 
Echo planar imaging (EPI) allows rapid acquisition of whole brain images. EPI 
sequences acquire data from a complete slice after a single RF pulse. This means it is 
possible to acquire an image of a complete slice in less than 100ms. All the functional 
MRI (fMRI) experiments in this thesis used EPI sequences. 
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2.2.5 BOLD signal 
 
 
fMRI measures neural activity indirectly by detecting changes in regional blood flow 
as indicated by blood oxygenation levels. The MRI signal can be made sensitive to the 
oxygenation properties of blood (so called Blood Oxygenation Level Dependent 
contrast), because of the paramagnetic properties of haemoglobin. When haemoglobin 
has no oxygen bound to it, it has a net magnetic moment. When oxygen binds to the 
haemoglobin, this magnetic moment disappears. Therefore the ‘magnetic state’ of the 
blood reflects its level of deoxygenation (Pauling and Coryell, 1936). It is this 
difference in paramagnetism that allows the oxygenated state of the blood to be 
detected with fMRI. The paramagnetic state of deoxyhamaglobin reduces the 
homogeneity of the local magnetic field and therefore reduces the T2* time constant. 
Thus deoxyhaemaglobin produces a smaller MRI signal than oxyhaemoglobin.  
 
This reduction in MRI signal is what underlies the BOLD effect, as blood with more 
deoxyhaemoglobin will produce a reduced signal relative to highly oxygenated blood. 
This was first demonstrated in mice (Ogawa et al., 1990b) and subsequently 
demonstrated in the human visual cortex by Kwong and colleagues (Kwong et al., 
1992) and Ogawa and colleagues (Ogawa et al., 1990a). 
 
Local increases in neural activity lead to an increase in glucose metabolism in the 
neurons and thus an increase in oxygen consumption (Hyder et al., 1997). This causes 
a relative deoxygenation of the blood in the surrounding blood vessels about 100ms 
after the onset of neuronal activity (Vanzetta and Grinvald, 1999) followed by 
vasodilation and an increase in blood flow to the area 500 -1000ms after the onset of 
neuronal activity (Villringer and Dirnagl, 1995). This increase in blood flow swiftly 
reverses the deoxygenation, resulting in an overall increase in the blood oxygenation 
level that lasts for several seconds. This overcompensation increases the ratio of oxy 
to deoxy haemoglobin and therefore the increase in the BOLD signal. Thus the rise in 
the BOLD signal during activation indicates a decrease in the concentration of 
deoxyhaemoglobin in the area relative to rest. The increase in BOLD contrast is 
delayed with respect to the underlying neuronal activity. Typically the BOLD signal 
peaks 4-6 seconds after the onset of the neuronal activity. The rise and subsequent 
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return to baseline of the BOLD signal is known as the Haemodynamic Response 
function.  
 
2.2.6 Neuronal basis of the BOLD signal 
 
The specific mechanisms underlying the BOLD signal have not yet been conclusively 
determined.  Many researchers believe that the changes in cerebral blood flow 
measured by fMRI corresponds to activity in the pre-synaptic axon terminal of 
neurons (Jueptner and Weiller, 1995). Several studies indicate that glucose 
consumption by neurons mainly reflects presynaptic activity at the axon terminal.  
 
However the relationship between glucose consumption and neural activity may not 
be so straightforward. There is evidence for a role of astrocytes in coupling the 
presynaptic activity to energy consumption via the release of glutamate from the axon 
terminal and its uptake by the surrounding astrocytes (Magistretti and Pellerin, 1999).  
This uptake of glutamate requires energy and stimulates glucose uptake by the 
astrocytes, resulting in glycolysis and the release of lactate. This lactate may 
subsequently be oxidised by the adjacent neurons to meet their energy needs. Recent 
research has shed doubt on the view that the BOLD signal is driven by energy use in 
the pre-synaptic terminals. Attwell and colleagues concluded, on the basis of the 
measured properties of individual ion channels , that most of the energy used during 
neuronal activity is expended on reversing the ion movement that generate excitatory 
post synaptic potentials with a smaller proportion being used to reverse the ion 
movements that underlie action potentials (Attwell and Laughlin, 2001). 
 
A recent highly influential study has examined how the BOLD signal relates to 
multiunit activity (MUA) and local field potentials (LFPs) simultaneously recorded 
from electrodes in monkey primary visual cortex (Logothetis et al., 2001). MUA 
represents the action potentials i.e. the spiking activity of multiple neurons near 
(100µm) the electrode tip, while LFPs are thought to be a weightless sum of the 
membrane potentials of the neurons surrounding the electrode tip. Such changes in 
membrane potential mainly reflect synaptic activity in the dendrites and soma of 
neurons, so LFP is thought to represent sub threshold integrative processes.  
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In that study, the BOLD response was found to correlate with both MUA and the 
LFPs. The LFPs were a slightly better predictor of the BOLD signal and therefore the 
authors concluded that the BOLD signal reflects the input of and processing of a 
given cortical area rather than its spiking output. However this may be an 
overstatement because although LFPs reflect mainly membrane potentials, action 
potentials may also contribute. 
 
Recent research has suggested that the increase in cerebral blood flow associated with 
neuronal activity may not be directly related to the energy requirements of the brain 
but mediated via neurotransmitters (Attwell and Iadecola, 2002). It appears that the 
haemodynamic response may be driven by glutamate mediated signalling, leading to 
an influx of Ca2+ in postsynaptic neurons. This leads to the production of nitrous 
oxide, adenosine, and arachidonic acid metabolites, which in turn bring about 
vasodilation. According to this theory the BOLD signal represents neuronal signalling 
rather than energy usage. 
 
2.3 fMRI analysis 
 
All fMRI data acquired in this thesis were analysed using Statistical Parametric 
Mapping software, SPM2, developed at the Wellcome Department of Imaging 
Neuroscience (http://www.fil.ion.ucl.ac.uk/spm/). SPM is a set of MATLAB 
subroutines that allow the preprocessing and statistical analysis of fMRI data.  
 
2.3.1 Preprocessing 
 
 
2.3.1.1 Spatial realignment 
 
 
Head motion during a scan will cause changes in the fMRI signal, due to movement 
of the head through the magnetic field. This can be a significant confound. 
Realignment involves applying an affine rigid-body transformation to align each scan 
with a reference scan (usually the first scan or the mean of all scans) and resampling 
the data using spline interpolation. The six parameters of the rigid body 
transformation, representing adjustments to pitch, yaw, roll and X, Y, Z position are 
estimated interactively to minimise the sum of squares. However, even after 
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realignment some movement related signal will persist. This is due to the non-linear 
effects of movement which cannot be corrected with an affine transformation. These 
non-linear movement related effects can be estimated and subtracted from the original 
data by adding movement parameters from the realignment procedure to the design 
matrix as regressors of no interest during the model estimation stage of the analysis 
(Friston et al., 1996). Despite these measures if a subject moves their head by >5mm 
during a single scan the data quality is generally too low to be used. 
 
 
2.3.1.2 Spatial normalisation 
 
In order to make statistical inferences across a group of subjects, their functional data 
needs to be in the same space. This is achievable using spatial normalization. After 
realignment the mean functional image is used estimate the warping parameters that 
map this mean image onto a standard anatomical template image. The parameters are 
estimated iteratively, using a Bayesian framework, to maximise the posterior 
probability of the parameters being correct. The estimated warp is then applied to all 
images. The template used for normalization is that of the Montreal Neurological 
Institute. The location of the voxels is expressed using an XYZ coordinate system, 
where the origin is the anterior commissure. The x-axis indicates the distance left 
(negative) and right (positive) of the sagittal plane, the y axis indicates distance 
posterior and anterior to the vertical plane and the z-axis indicates the distance above 
and below the inter-commissural line. 
 
2.3.1.3 Coregistration to T1 structural image 
 
In some studies, particularly chapters 5, 6 & 7, the data was not normalised to a 
standard template. Instead each subject’s data was realigned to that subject’s 
structural scan. 
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2.3.1.3 Spatial smoothing 
 
Normalised images are spatially smoothed with a three-dimensional isotropic 
Gaussian kernel of 5 – 10mm FWHM. Smoothing the data is necessary to fit the 
assumptions of the Gaussian random field statistical model. In addition smoothing 
compensates for any small variations in anatomy between subjects that still exist after 
normalization.  
 
2.3.2 Statistical parametric mapping 
 
2.3.2.1 Basic approach 
 
The approach used by SPM to make statistical inferences about fMRI data is based on 
the conjoint use of the General Linear Model (GLM) and Gaussian random field 
theory. The GLM is used to estimate parameters for the experimental variables that 
could explain the BOLD signal time series recorded in each voxel. The resulting 
statistical parameters are assembled into three dimensional images - the Statistical 
Parametric Maps. The voxel values of the SPM are considered to be distributed 
according to the probabilistic behaviour of Gaussian fields and unlikely excursions of 
the SPM are interpreted as regionally specific effects, caused by the experimentally 
manipulated variables.  
 
 
2.3.2.2 General linear model 
 
For each voxel the general linear model explains the variations in the BOLD signal 
time series (Y) in terms of a linear number of experimental variables (x) plus an error 
term (e). The GLM can be expressed in matrix formation as: 
 
Y = Xβ + ε 
  
Where Y is a vector of signal measurements (one per image volume) at a particular 
voxel and β is a vector of the parameters estimates. X is the design matrix containing 
the variables (or regressors) that are thought to explain the data. The beta parameters 
reflect the independent contribution of each independent explanatory variable x (also 
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referred to as regressors) to the value of the dependent variable. The errors are 
assumed to be identically and normally distributed. 
 
The regressors, which form the columns of the design matrix X are created by placing 
delta functions at the time points of interest and convolving this vector with the 
haemodynamic response function (HRF). 
 
The HRF is modeled on the typical BOLD response to an event. The response peaks 
approximately 5 seconds after stimulation and is followed by an undershoot that lasts 
for approximately 30 seconds. 
 
Movement parameters, calculated during realignment, can be included in the model as 
regressors of no interest to account for movement artifacts which have not been 
corrected during realignment. Temporal confounds must also be eliminated from the 
data. This is achieved by applying a high pass filter to the data prior to modeling, to 
eliminate drifts in the magnetic field and the effects of movement. A low pass filter is 
also applied to attempt to eliminate the effects of respiration and heart rate.  
 
2.3.2.2 Statistics 
 
Inferences about the relative contribution of each explanatory variable can be made by 
conducting T or F tests on the parameter estimates. The null hypothesis that the 
parameter estimates are zero can be tested by an F statistic, resulting in an SPM(F). 
To compare the relative contribution of one explanatory variable to another, one can 
contrast or subtract the parameter estimates from one another and test whether the 
result is zero using a t-statistic, resulting in an SPM(T). 
 
 
2.4 Retinotopic mapping 
 
 
The response properties in early visual cortex differ significantly from those in higher 
visual areas. There is also wide intersubject anatomical variability of early visual 
areas which precludes the assignment of the borders of visual areas based on 
sterotactically normalized conditions (Dougherty et al., 2003) (Figure 2.2). 
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Fortunately early visual cortical areas are retinotopically organized. This consistent 
organization can be used to accurately determine the boundaries between these areas 
(Engel et al., 1994;Sereno et al., 1995). 
 
                        
 
Figure 2.2 Anatomical variability of early retinotopic visual areas across subjects.   
The position and size of V1, V2 and V3 in three subjects. V1 is indicated by magenta, V2 by 
cyan and V3 by red. Adapted from Dougherty et al, 2003. 
 
In order to understand the basis of retinotopic mapping, it is useful to review the 
anatomy of the occipital lobe. Within each hemisphere, human area V1 occupies a 
roughly 4cm by 8cm area located at the posterior pole of the brain in the occipital 
lobe. A large fraction of area V1 falls in the calcarine sulcus. From posterior to 
anterior cortex, the visual field representation shifts from the centre (fovea) to the 
periphery. The midline of V1 represents the horizontal meridian, while the boundary 
of V1 and V2 represents the vertical meridian. The local representation of the visual 
field on the cortical surface changes its orientation at the boundaries between V1 and 
V2 (and V2 and V3). Therefore, the spatial extent of activations elicited by visual 
stimuli representing the horizontal and vertical meridians can be used to functionally 
define these borders (Figure 2.3). This technique is called meridian mapping, and is a 
rapid method of retinotopic mapping. However, it provides poor information about 
eccentricity encoding within visual areas, and is not able to accurately define V4. To 
overcome these limitations usually requires the use of phase encoded retinotopic 
mapping methods (using a rotating wedge and expanding ring stimulus to generate a 
spatiotemporal pattern of stimulation of the visual field). In this thesis, meridian 
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mapping was used in all studies that required retinotopic mapping as the relevant 
experimental questions did not require accurate eccentricity information.  
 
                   
 
 
 
Figure 2.3. Meridian mapping to identify cortical visual areas in human occipital cortex. 
The patterns of activation elicited by horizontal (HM – shown in red) and vertical (VM – 
shown in green) meridian stimuli in a single subject are overlaid onto a 3D reconstruction of 
that subject’s occipital lobe. The horizontal stimulus activates the midpoint of the calcarine 
sulcus (CS) and the vertical stimulus the gyri on either side of the CS. This alternating pattern 
of activation by horizontal and vertical meridian stimulation can be used to map the 
boundaries of early visual areas.  
 
2.4.1 Meridan mapping 
 
The aim of retinotopic mapping is to accurately define the boundaries of early cortical 
visual areas. Initially a high resolution T1 structural scan and functional retinotopic 
mapping data (in response to stimuli comprising the horizontal and vertical meridians) 
is collected from each subject. This procedure is described in detail in the Methods 
section of the relevant experimental chapters of the thesis. The variation in BOLD 
response to these meridian stimuli is encoded in 3D Cartesian space that can be 
projected onto the 3D reconstruction of the anatomical image.  
 46 
However, the retinotopic map is best described in terms of two-dimensional 
coordinates on the cortical surface, an idealized, two-dimensional representation of 
the cortical sheet (rather than three-dimensional Cartesian coordinates). There are two 
main reasons for this. First, for a given point on the cortical surface, receptive fields 
of neurons from different cortical layers are centered on the same point in the visual 
field. Second, adjacent points on the cortical surface represent adjacent points in the 
visual field. Therefore, retinotopic mapping first requires flattening of the cortical 
surface. In this thesis I used MrGray software originally developed at Stanford (Teo et 
al., 1997;Wandell et al., 2000) together with custom Matlab scripts developed ‘in 
house’.  
 
The grey and white matter in the structural scan is segmented manually (Figure 2.4).  
The white/grey matter that is generated during segmentation is then used to 
reconstruct the surface anatomy of the occipital lobe which can be represented as a 
mesh that nodes of grey matter can be mapped onto.  
 
 
 
Figure 2.4. Segmenting white and grey matter in MrGray.  
All panels show the same high resolution T1 sagittal image from a single subject. The middle 
panel has the white matter (shown in purple) in the occipital lobe segmented from the grey 
matter. The right panel has 4 layers of grey matter (shown in green) “grown” onto the white 
matter surface.  
 
This can then be used to make a flattened representation of the segmented cortical 
surface. The functional activations elicited by horizontal and vertical meridian 
stimulation (as estimated in SPM) are then superimposed onto the flattened 
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representation of the occipital cortex using local software code. As the local 
representation of the visual field on the cortical surface changes its orientation at the 
boundary between visual areas, the boundaries can be easily localised (Figure 2.5) and 
the voxels contained within each visual area exported as a mask image (to be used in 
later retinotopically specific analyses).  
 
 
 
Figure 2.5. Functional data from meridian mapping projected onto a flatmap of a single 
subject’s left occipital lobe  
The left panel shows functional data from meridian mapping projected onto a flatmap of a 
single subject’s left occipital lobe with boundaries between visual areas added (red represents 
horizontal – vertical, green represents vertical – horizontal). The right panel shows a 3D 
reconstruction of the same subject’s left occipital lobe with the masks defined in the right 
panel projected onto its surface.  
 
2.5 Conclusion  
 
This chapter has described fMRI and retinotopic mapping, the methods that were used 
in all of the experiments presented in this thesis. I have presented a summary of the 
physics and physiology underlying fMRI and the statistical basis of SPM which was 
used to analyse fMRI data. In addition, I have discussed the physiological basis of 
retinotopic mapping and how this technique was practically implemented. For 
practical reasons, the precise use of these methods varied across experiments and each 
experiment utilised additional methods. Therefore each experimental chapter in this 
thesis has a methods section describing these points in more detail.
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CHAPTER 3: BRAIN MECHANISMS MEDIATING AUDITORY 
ATTENTIONAL CAPTURE IN HUMANS. 
 
3.1 Introduction 
 
In everyday life, people are often bombarded with different sensory signals, yet can 
usually focus on stimuli relevant for the task at hand.  This can be achieved by using 
knowledge and expectations to focus attention on task relevant signals rather than 
competing irrelevant stimuli. Despite this top-down control, a unique stimulus can 
‘capture attention’, even when task-irrelevant. Despite distracting subjects from their 
current task, such attentional capture may have a survival advantage, as a unique 
stimulus may often convey important information about the environment. In the visual 
modality, the effects of attentional capture have been studied using visual search tasks 
(Theeuwes, 1992;Theeuwes, 1994;Yantis, 1993). When a target in a search display 
contains an item that is unique on some feature (e.g. a red circle among green circles), 
this salient feature appears to ‘pop out’ of the display, making search efficient. If, 
however, a non-target stimulus has a unique singleton feature, it will typically disrupt 
search performance. Such interruption of goal-driven attention can be found even 
when the object is a singleton on a dimension that is never relevant to the task, 
suggesting that attention was captured by the singleton. This chapter is concerned 
with investigating brain activity and behavioural effects related to auditory attentional 
capture. 
 
3.1.1 Auditory attentional capture  
 
In the auditory domain, many previous studies concerning the neural response to 
deviant auditory stimuli have concentrated on the pre-attentive process of detection of 
such auditory deviants. Specifically, generation of the electrophysiological potential 
known as the mismatch negativity (MMN) is associated with the pre-attentive 
detection of deviant auditory stimuli (Jaaskelainen et al., 2004;Liebenthal et al., 
2003;Opitz et al., 1999b;Opitz et al., 1999a;Opitz et al., 2002;Schroger, 1994;Wolff 
and Schroger, 2001). Most previous studies of the MMN required subjects to 
passively listen to a stream of auditory stimuli with no measure of the behavioural 
response to the presence of a deviant auditory stimulus. Without a concurrent 
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behavioural measure of any distraction, such studies cannot distinguish neural 
responses associated with acoustic variability per se from those specific to attentional 
capture. Recent studies have measured the electrophysiological potentials associated 
with a deviant auditory stimulus and related them to a reaction time measure of 
behavioural distraction (Berti et al., 2004;Escera et al., 1998;Escera et al., 2001;Rinne 
et al., 2006;Roeber et al., 2003;Schroger et al., 2000;Schroger and Wolff, 1998). 
These revealed that the presence of a rare deviant auditory stimulus elicited MMN, 
N1 and P3a ERP components and slowed reaction times in a subsequent auditory 
(Alho et al., 1997;Berti and Schroger, 2004;Rinne et al., 2006;Roeber et al., 
2003;Schroger et al., 2000;Schroger and Wolff, 1998) or visual task (Escera et al., 
1998;Escera et al., 2001). However, the presence of behavioural interference was 
always associated with increased auditory variability in the stimulus. Thus, such 
studies cannot distinguish neural responses associated with acoustic variability in the 
stimulus from those specific to attentional capture.  
 
3.1.2 Separating Auditory Attentional Capture from the Mismatch Negativity 
 
This chapter is concerned with the neural mechanisms associated with behaviourally 
measured auditory attentional capture using functional MRI in humans. These results 
were obtained using the behavioural paradigm that established the phenomenon of 
attentional capture in an auditory search task (Dalton and Lavie, 2004). Subjects 
searched a sequence of five rapidly presented tones for a target tone that differed in 
duration from the surrounding non-target tones.  Irrelevant variation in the frequency 
or intensity of one of the non-target tones (“distractor singleton”) increased reaction 
times and error rates suggesting that the irrelevant feature singleton captured 
attention. However, when the same irrelevant feature singleton was present in the 
target tone it had no effect on reaction times or error rates (as expected since the target 
was already a duration singleton). This made it possible to separate cortical responses 
that were related to increased auditory variation in the stimulus (i.e. the presence of an 
irrelevant feature singleton regardless of whether it captures attention) from cortical 
responses that were specific to auditory attentional capture (i.e. those related to 
presence of a non-target feature singleton that causes behaviourally defined 
attentional capture).  
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3.2 Methods 
 
3.2.1 Subjects 
 
Twelve young adults (seven females, 18-30 years old, right handed) with normal 
hearing gave informed consent to participate in the study, which was approved by the 
joint ethics committee of the Institute of Neurology and National Hospital for 
Neurology & Neurosurgery. 
 
3.2.2 Stimuli 
 
On each trial, five tones were presented sequentially with an inter-tone interval of 185 
ms. Each tone comprised a sine wave of frequency 480 Hz and intensity 90 dB, with a 
ramp time of 5 ms at each end of the sound wave envelope. The reference for intensity 
was SPL, measured using a sound meter (Radio Shack 33-2055). One tone was either 
shorter or longer than the rest and represented the target. The target tone was either 50 
ms or 150 ms long while non-target tones were always 100 ms long. The target was 
always the third or fourth tone in the sequence to enable subjects to hear at least two 
standard length tones before the target. On two thirds of the trials, additional auditory 
variation was present on an irrelevant dimension, defined by either frequency or 
intensity. This variation could be present in either a non-target tone, or a target tone. If 
present, the frequency singleton had the same duration and intensity as the other 
tones, but at a frequency of either 440 Hz or 520 Hz. If present, the intensity singleton 
had identical duration and frequency as the other tones, but intensity was either 70 dB 
or 100 dB. On distractor singleton trials, the singleton was positioned either directly 
before or after the target tone.  There were thus five types of search trial: singleton 
absent, distractor singleton present (either frequency or intensity) or target singleton 
present (either frequency or intensity) (Figure 3.1).  
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Figure 3.1 Behavioural conditions  
A. Target only condition. The target was defined on the basis of duration and there was no 
singleton present.  B. Distractor singleton condition. The target was defined on the basis of 
duration and a distractor singleton was presented with a standard length but a lower 
frequency. C. Target singleton condition. The target was defined by length and was also 
presented at a different frequency. 
 
3.2.3 Experimental paradigm 
 
Stimuli were presented binaurally using electrostatic headphones (KOSS, Milwaukee, 
USA. Model: ESP 950 Medical) custom adapted for use in the scanner. Subjects kept 
their eyes open and fixated a small cross projected centrally onto a screen mounted 
approximately 30cm from their eyes and viewed by a mirror mounted on the head 
coil. Each experimental trial consisted of presentation of the five tones for 925 ms, 
followed by a 2500 ms response interval. Subjects were required to make a speeded 
response to the length (short or long) of the acoustic target, by pressing one of two 
response keys on a keypad held in their right hand. Reaction times (RTs) were 
measured from the end of the target tone. One quarter of all trials were null trials, on 
which no sounds were presented. Each participant completed 4 blocks of 128 trials, 
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divided equally between target singleton, distractor singleton, singleton absent and 
null trial types. Within separate scanning runs the singleton dimension (intensity or 
frequency) was kept constant. Trials were pseudo-randomly distributed to optimize 
the efficiency of estimating the fMRI response. Each participant performed a half-
hour practice session prior to entering the scanner in order to ensure they understood 
and were able to perform the task. 
 
3.2.4 Eye position monitoring 
 
During scanning, eye position was continually sampled at 60Hz using long-range 
infrared video-oculography (ASL 504LRO Eye Tracking System, Mass). The 
measures recorded were x and y coordinates of gaze direction (later combined to 
calculate the distance of eye position from the fixation point), and pupil diameter. 
Blinks and periods of signal loss were removed from the data, which were 
subsequently detrended to compensate for eye-tracker drift. The mean position of the 
eye was computed for each trial and then averaged across trial types within 
participant. 
 
3.2.5 Preprocessing and imaging 
 
A 3T Siemens Allegra system was used to acquire both T1 weighted anatomical 
images and T2*-weighted echoplanar (EPI) images with Blood Oxygenation Level 
Dependent contrast (BOLD). Each EPI image volume comprised of forty 3mm axial 
slices with an in-plane resolution of 3x3mm positioned to cover the whole brain. Data 
was acquired in four runs, each consisting of 205 volumes. The first five volumes of 
each run were discarded to allow for T1 equilibration effects. Volumes were acquired 
continuously with a TR of 2.6s per volume.  
 
Functional imaging data were analyzed using Statistical Parametric Mapping software 
(SPM2, Wellcome Department of Imaging Neuroscience, University College 
London). All image volumes were realigned spatially to the first, and temporally 
corrected for slice acquisition time (using the middle slice as a reference). Resulting 
volumes were spatially normalized to a standard EPI template volume based on the 
MNI reference brain in the space of Talairach and Tournoux (Talairach Tournoux, 
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1988) and resampled to 2mm isotropic voxels. The normalized image volumes were 
then smoothed with an isotropic 9mm FWHM Gaussian kernel. These data were 
analyzed using an event-related random-effects model. Voxels that were activated in 
the experimental conditions were identified using a statistical model containing 
regressors that represented the transient responses evoked by the individual trials in 
each condition. The event-related changes in evoked activity were modeled by 
convolving an empirically derived hemodynamic impulse response function with 
trains of unitary events that were aligned on the trial onsets. A trial consisted of a five 
tone sequence and a response interval. Each component of the model served as a 
regressor in a multiple regression analysis that included the three experimental 
conditions and the motion correction parameters (as effects of no interest). The data 
were high-pass filtered (cut-off frequency 0.0083 Hz) to remove low-frequency signal 
drifts, and global changes in activity were removed by proportional scaling. The 
resulting parameter estimates for each regressor at each voxel were then entered into a 
second level analysis where each participant served as a random effect in a within-
subjects ANOVA. Appropriate corrections were made for non-sphericity (Friston et 
al., 2002) and correlated repeated measures. The main effects and interactions 
between conditions were then specified by appropriately weighted linear contrasts and 
determined using the t-statistic on a voxel-by-voxel basis.   An initial two factor 
ANOVA looking at the factors of singleton dimension (frequency or intensity) and 
singleton type (target singleton or distractor singleton) showed no significant 
interaction between singleton type and singleton dimension (p<0.001uncorrected).  In 
view of this result I subsequently collapsed across the factor of singleton dimension 
and constructed a one factor ANOVA with three levels of singleton type (target 
singleton, distractor singleton and singleton absent). A t test was used to identify 
cortical areas that showed a significant response to auditory attentional capture 
(distractor singleton > target singleton). Cortical responses to the presence of 
additional auditory variability were determined by inclusively masking the statistical 
contrast of distractor singleton versus singleton absent with the statistical contrast of 
target singleton versus singleton absent (p<0.0001 uncorrected). This method was 
used to isolate cortical areas that were common to both comparisons.  
A statistical threshold of p<0.05FDR (Genovese et al., 2002) corrected for multiple 
comparisons across the entire brain volume was used except for regions that were 
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hypothesized a priori, where a threshold of p<0.001, uncorrected for multiple 
comparisons was used. 
 
3.3 Results 
 
3.3.1 Behaviour 
 
A two way within subjects ANOVA was initially conducted on the reaction time data. 
The factors were singleton dimension (frequency or intensity) and singleton type 
(target singleton, distractor singleton and singleton absent). A significant main effect 
of singleton type was found [F(1,11) =15.6, p =0.0004] since reaction times for 
distractor singleton trials [M RT = 869 ms] were significantly longer than both target 
singleton trials [M RT = 772 ms; t(11) = 4.1; p = 0.002] and singleton absent trials [M 
RT = 749 ms, t(11) = 4.3, p = 0.001]. There was no difference in reaction times 
between target singleton and singleton absent trials [t(11) = 1.5, p =0.2]. The main 
effect of singleton dimension was not significant [F(1,11) =0.38, p =0.55]. There was 
no significant interaction between singleton type and singleton dimension [F(2,22) = 
2.416, p = 0.113].  
 
Error rates were also examined using a similar two way within subjects ANOVA. 
There was a significant main effect of singleton type [F(1,11) = 28.5, p =0.00001] 
since error rates for non target singleton trials [M ER = 18%] were significantly 
higher than both target singleton trials [M ER = 9%, t(11) = 5.8, p = 0.0001]  and 
singleton absent trials [M RT = 8%, t(11) = 7.5, p = 0.00001]. There was no 
difference in error rates between target singleton and singleton absent trials [t(11) = 
2.0, p =0.07]. The main effect of singleton dimension was not significant [F(1,11) 
=0.6, p =0.5]. There was no significant interaction between singleton type and 
singleton dimension [F(2,22) = 1.6, p = 0.2]. In addition, behavioural data were 
analysed to include separate trial types for distractor singleton present before or after 
the target. There was no significant difference found in reaction times between a 
singleton presented before the target compared to after the target in both frequency (M 
RTb  = 900 ms, M RTa =868 ms, t(11) = 1.8, p =0.1) and intensity (M RTb  = 873 ms, 
M RTa =836 ms, t(11) = 1.1,p =0.3) dimensions.  There was also no difference found 
in error rates when a singleton was presented before the target compared to after the 
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target in intensity singletons (M RTb  = 22%, M RTa =14%, t(11) = 1.8, p =0.06). In 
the frequency dimension error rates were greater when a singleton is presented before 
the target rather than after the target (M ERb  = 23%, M ERa =13 %; t(11) = 2.89, p 
=0.02) (Figure 3.2). 
 
        
 
Figure 3.2 Behavioural results.  
Subjects responded with a button press on each trial to indicate whether the target tone was 
longer or shorter than the surrounding tones. Mean reaction times averaged across all subjects 
(n=12) are shown for the three different singleton types: distractor singleton, target singleton 
and singleton absent for frequency and intensity singletons. The error bars represent the 
standard error of the mean.  
 
During scanning, eye position was monitored continually with long-range infrared 
video-oculography in six subjects (see Methods for details). A repeated-measures 
ANOVA showed no significant differences in mean eye position comparing the 
different trial types across all subjects (F(2,10) = 0.631, p = 0.463). 
 
 
 
 
 56 
3.3.2 Functional MRI 
 
Preliminary analysis of the functional imaging data confirmed, in agreement with the 
behavioural findings, that there were no significant (p < 0.01, uncorrected) differences 
between the effects of frequency and intensity singletons on brain activity (see 
Methods for further details). Therefore for the subsequent analyses I collapsed across 
frequency and intensity singleton dimension.  
 
3.3.2.1 Singleton presence versus absence  
 
To identify cortical areas that showed a significant response to singleton presence 
(irrespective of whether the singleton was present in a target or non-target tone) all 
singleton present conditions were compared to a singleton absent baseline, using a 
masking procedure (see Methods). The areas identified by this procedure responded to 
the presence (versus absence) of a singleton regardless of its type and its behavioural 
significance, and comprised left inferior frontal gyrus and bilateral superior temporal 
gyri (Figure 3.3). The stereotactic locations and statistical values for these activated 
loci are shown in Table 3.1.  
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Figure 3.3 Cortical areas responding to auditory variability.  
Shown in the figure are cortical loci where event-related activity was significantly greater in 
both distractor singleton trials compared to singleton absent trials, and target singleton trials 
compared to singleton absent trials (p<0.05FDRcorrected). Activated areas are shown projected 
onto the mean T1-weighted structural scan of the eleven individual subjects. (A) Activated 
cortical loci in the left inferior frontal gyrus (see Table 1 for stereotactic loci and t values) (B) 
Percentage BOLD signal in each condition relative to singleton absent base line, averaged 
across subjects, measured in the left inferior frontal gyrus (C) Activated loci in the right 
superior temporal gyrus are shown. (D) Percentage BOLD signal change in each condition 
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relative to a singleton absent base line, averaged across subjects, measured at the right 
superior temporal gyrus. The error bars in both plots represent the standard error of the mean. 
 
 
Anatomy Coordinates 
[x y z] 
Number of  
voxels in cluster 
t value 
L inf frontal gyrus -44 18 24 7 6.58 
L inf frontal gyrus -50 26 20 28 6.47 
L sup temporal gyrus -54, -4, -4 15 5.86 
L sup temporal gyrus -58 4 -12 2 4.44 
R sup temporal gyrus 68, -26, 4 80 6.41 
 
 
Table 3.1 Coordinates and t values for event-related activation associated with acoustic 
variability.  
Shown in the table are loci where event-related activity was significantly greater for the 
comparison of singleton trials (either non-target or target) compared with no singleton trials. 
Only the most significant peaks within each area of activation are reported in the table 
(P<0.05FDRcorrected). 
 
3.3.2.2 Distractor singleton versus target singleton 
 
The presence of a distractor singleton (compared to target singleton) was associated 
with activity in a restricted set of parietal and frontal loci: right superior parietal gyrus 
and intraparietal sulcus and left precentral gyrus (Figure 3.4).  The stereotactic loci 
and corresponding statistical values for each activated locus are shown in Table 3.2.  
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Figure 3.4.Cortical areas specific for auditory attentional capture.  
Shown in the figure are cortical loci where event-related activity was significantly greater 
during distractor singleton trials compared with target singleton trials (P<0.05corrected). 
Activated areas are shown projected onto the mean T1-weighted structural scan of the eleven 
individual subjects. (A) Activated cortical loci in the right superior parietal gyrus and right 
intraparietal sulcus (see Table 2 for stereotactic coordinates and t values) (B) Percentage 
BOLD signal in each condition relative to the singleton absent condition, averaged across 
subjects, measured in the right superior parietal gyrus. (C) Activated cortical loci in the left 
precentral gyrus (see Table 2 for stereotactic coordinates and t values) projected onto an 
average T1-weighted structural scan.(D)  Percentage BOLD signal in each condition relative 
to the singleton absent baseline, averaged across subjects, measured at voxel in the left 
precentral gyrus. 
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Location Coordinates 
[x y z] 
Number of  
voxels in cluster 
t value 
R sup parietal  gyrus 
 
10, -68, 56 63 6.58 
R intraparietal sulcus 
 
46, -46, 52 15 5.64 
R intraparietal sulcus 
 
32,-70,52 2 5.35 
L precentral gyrus 
 
-40 0 32 30 3.93 
 
Table 3.2 Coordinates and t values for event-related activation associated with auditory 
attentional capture.  
Shown in the table are cortical loci where event-related activity was significantly greater 
during distractor singleton trials compared with target singleton trials (P<0.05FDRcorrected ). 
Only the most significant peaks within each area of activation are reported in the table. 
 
There was no overlap between the cortical areas that showed activity related to 
singleton presence (versus absence) compared to those whose activity was specifically 
related to distractor singleton (versus target) at the corrected threshold. A direct 
comparison of both contrasts at a liberal uncorrected threshold (p<0.001 uncorrected) 
revealed a small area of overlap in the left inferior frontal gyrus.  
Areas that responded specifically to the presence of a distractor singleton were located 
dorsally while those areas that responded to any stimulus variability were located 
more ventrally. There were no significant differences in brain activity between non 
target singletons presented before or after the target (Tmax =4.19 p>0.6).   
 
3.4 Discussion 
 
This study demonstrates that irrelevant variation in the frequency or intensity of the 
non-target tones (“distractor singleton”) increased reaction times and error rates 
suggesting that the irrelevant feature singleton captured attention. However, when the 
same irrelevant feature singleton was present in the target tone it had no significant 
effect on reaction times or error rates (as expected since the target was already a 
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duration singleton). This finding is consistent with previous behavioural results in 
auditory attentional capture (Dalton and Lavie, 2006).  
 
The present findings reveal the neural correlates of behaviourally determined auditory 
attentional capture by an irrelevant feature singleton in an auditory search task. 
Importantly, the design of this study allowed me to distinguish between the cortical 
areas that responded to auditory attentional capture from cortical areas that responded 
simply to an increase in the variability of the auditory sequence.  
 
3.4.1 Auditory odd ball 
 
Increased auditory variability was associated with enhanced activity in  bilateral 
superior temporal gyri, and left inferior frontal gyrus (Table 3.1 and Figure 3.3), in 
line with previous findings of neural activity related to auditory change or “odd ball” 
detection (Doeller et al., 2003;Giard et al., 1990;Molholm et al., 2005;Opitz et al., 
1999a;Opitz et al., 2002).  
 
3.4.2 Auditory attentional capture 
 
In contrast, activity specifically related to auditory attentional capture by a  distractor 
singleton  (vs. target singleton) comprised a restricted set of cortical areas 
encompassing right superior parietal gyrus, right intraparietal sulcus and left 
precentral gyrus (Table 3.2 and Figure 3.4). This activation of fronto-parietal cortex 
cannot represent a response to stimulus variability per se, as the two singleton 
conditions (target singleton and distractor singleton) were identical with respect to 
their acoustic variability. Rather, it is the precise attentional significance (whether the 
feature singleton was associated with the search target or with a non-target) that 
determined both whether behavioural interference occurred and whether associated 
fronto-parietal activation was observed.  
 
3.4.3 A crossmodal attentional network 
 
Voluntary allocation of auditory attention, typically in dichotic listening tasks, is 
associated in humans with activation in a network of superior frontal and parietal 
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cortical areas (Benedict et al., 1998;Lipschutz et al., 2002;Pugh et al., 1996;Tzourio et 
al., 1997;Zatorre et al., 1999).  One relevant recent study demonstrates that non-
spatial voluntary shifts of attention between auditory and visual streams are associated 
with activation of right superior parietal lobule, left inferior parietal lobule and right 
frontal cortex (Shomstein and Yantis, 2004). The present study goes beyond these 
earlier findings by establishing the cortical areas activated by involuntary shifts of 
auditory attention associated with capture of attention by an irrelevant feature 
singleton. The parietal and prefrontal network associated with the voluntary (or here, 
involuntary) deployment of auditory attention, and with nonspatial shifts of attention 
between vision and audition (Shomstein and Yantis, 2004) is anatomically very 
similar to the network of areas proposed to fulfil a similar role in visual attention (for 
a review see Corbetta and Shulman, 2002). These findings suggest that the 
frontoparietal network may function as a supramodal attentional system.  Consistent 
with such a hypothesis, our findings in auditory attentional capture resemble those 
found in associated with stimulus driven visual attentional shifts.  In a conceptually 
similar task, De Fockert and colleagues (2004) found that capture of attention by an 
irrelevant visual feature singleton (characterized by an odd colour) during 
performance of a search task based on the stimulus shapes (see Theeuwes, 1992) was 
associated with activation in left prefrontal and bilateral superior parietal cortices. 
These loci are very close to those activated in the present study, consistent with a 
common supramodal network for stimulus driven shifts of attention (Downar et al., 
2002).  
   
3.4.4 Cortical responses to auditory variability  
 
In addition to establishing the neural substrates of auditory attentional capture, these 
results also shed light on how the brain responds to auditory stimulus variability, 
irrespective of its attentional role. Increased auditory stimulus variability (with the 
presence of singleton sounds) was associated with activity in left inferior frontal and 
bilateral superior temporal cortices (Figure 3.3). These areas are similar to the 
network of areas that are proposed to mediate the generation of the MMN (Deacon et 
al., 1998;Doeller et al., 2003;Escera et al., 2003;Friedman et al., 2001;Giard et al., 
1990;Korzyukov et al., 2003;Molholm et al., 2005;Opitz et al., 1999b;Opitz et al., 
1999a;Opitz et al., 2002). Generation of the MMN has been consistently shown to 
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involve bilateral superior temporal gyri (Deacon et al., 1998;Giard et al., 1990;Opitz 
et al., 1999b). However the role of the frontal cortex in MMN is less well understood 
with some studies finding no frontal activation (Opitz et al., 1999a) and others 
suggesting involvement of the right inferior frontal gyrus (Opitz et al., 2002) or 
bilateral inferior frontal gyrui (Doeller et al., 2003;Molholm et al., 2005). There is 
some debate about whether the cranial generators of the MMN vary as a function of 
the acoustic feature that changes. Several previous studies have suggested that the 
MMN network may differ slightly depending on the acoustical dimension studied 
(Molholm et al., 2005;Paavilainen et al., 1991). In contrast some studies find no 
difference (Sams et al., 1991;Schairer et al., 2001). In this study there was no 
significant difference in cortical activity between frequency and intensity singleton 
dimensions. Note, however, that the present experimental paradigm is rather different 
from those typically used to elicit the MMN. Typically, the MMN is evoked by rare 
deviant stimuli embedded in very long runs of auditory stimuli.  In contrast, the 
present paradigm involved repeated auditory search in a short run of tones that 
frequently contained a deviant (either target or distractor singletons). However, the 
same standard tone throughout out the experimental session therefore allowing 
subjects to build up a reliable trace of a standard tone against which a deviant tone 
could be detected. I did not measure electrophysiological brain responses in the 
present experiment, so cannot know whether MMN occurred to the singletons in the 
present data. Indeed, some authors (Alho et al., 1997;Liebenthal et al., 2003;Naatanen 
et al., 1993;Opitz et al., 1999b) have proposed that the MMN is abolished if the 
deviants are frequent and the runs are short (though see Jaaskelainen and others 2004 
for a contrary view). Nevertheless, the striking similarity of the loci activated by 
singleton presence (versus absence) in the present study with the putative MMN 
generators is consistent with the notion that this network represents a common cortical 
mechanism for the detection of acoustic variability (or salience).  
 
 3.5 Conclusion 
 
Taken together, these new findings suggest that a ventral network, involving bilateral 
superior temporal gyri and left inferior frontal gyri, responds to auditory variability 
regardless of its relevance to the behavioural task. In contrast, activation of a more 
dorsal network comprising of left precentral gyrus, right superior parietal gyrus and 
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right intraparietal sulcus responds specifically to capture of attention by a feature 
singleton. The ventral network is anatomically very similar to that previously 
described for automatic auditory change detection. In contrast, the more dorsal 
network is closely related to structures activated both in previous studies of visual 
attentional capture and during voluntary auditory shifts of attention.  
 
In the next chapter I investigate the neural correlates of attentional capture in the 
visual domain. In particular, I examine behaviour and cortical responses to increasing 
the salience of the distractor singleton. 
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CHAPTER 4: VISUAL ATTENTIONAL CAPTURE  
 
In the previous chapter I examined the cortical networks associated with auditory 
attentional capture by a task irrelevant distractor (Watkins et al., 2007).  In this 
chapter I now examine the process of attentional capture in the visual domain. 
 
4.1 Introduction 
 
A typical visual scene contains far too much information for the human brain to 
process simultaneously. In order to use visual information to effectively guide 
behaviour, some kind of selective mechanism is required. Attention is the name given 
to the process of selecting out the ‘important’ aspects of a visual scene for further 
processing, while relegating the rest to limited analysis. The control of visual attention 
reflects both cognitive (’top down’) factors such as knowledge and current goals and 
stimulus-driven (’bottom up’) factors that reflect the salience of sensory information. 
Typically, these two factors dynamically interact to control where and to what we pay 
attention (Corbetta and Shulman, 2002). 
 
4.1.1 Attentional capture 
 
In vision, the behavioural effects of attentional capture have been extensively studied, 
using visual search tasks (Theeuwes, 1992;Theeuwes, 1994;Yantis, 1993). When a 
target in a search display contains an item that is unique on some feature (e.g. a red 
circle among green circles), this salient feature appears to ‘pop out’ of the display, 
making search efficient. If however a non-target stimulus has a unique singleton 
feature, it will typically disrupt search performance. Such interruption of goal-driven 
attention can be found even when the object is a singleton on a dimension that is 
never relevant to the task, suggesting that attention was captured by the singleton. 
 
Theeuwes has argued that attention is automatically deployed to items in terms of 
their salience, irrespective of whether these items have features relevant to the task at 
hand. Subsequently, other researchers have proposed that singleton capture is 
dependent on the adoption of an attentional set (Folk et al., 1992) or singleton 
detection mode (Bacon and Egeth, 1994;Yantis and Egeth, 1999), although see 
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(Theeuwes, 2010;Theeuwes and Burger, 1998) for counter arguments. Whichever is 
the case, the behavioural data indicate that attention may be captured by a salient 
stimulus, under the appropriate conditions, even when the event is irrelevant to the 
current task.  
 
The neural substrates of singleton capture in search have previously been investigated 
by de Fockert and colleagues (de Fockert et al., 2004). Neural activity was measured 
via fMRI as subjects viewed similar search displays to Theeuwes (Theeuwes, 1991). 
Subjects searched for a circle among diamonds, and on 25% of the trials the target 
was a colour singleton, whereas on another 25% of the trials one of the distractors was 
a colour singleton. Although there was no measured neural activity specifically 
related to the colour singleton target, the presence of a colour singleton distractor led 
to bilateral activation within the dorsal parietal cortex and left frontal cortex relative 
to when no colour singleton was present. The parietal activity was construed to reflect 
shifts of attention to the distractor item (Corbetta and Shulman, 2002) and the left 
prefrontal activity related to top down control processes.  
 
Consistent with a shift of attention to the distractor singleton, Hickey, McDonald and 
Theeuwes (2006) showed that the presence of a salient distractor modulates the N2pc 
ERP waveform, which is held to reflect the spatial orienting of attention (Luck and 
Hillyard, 1994). These data suggest that attention is shifted to a salient distractor 
before being shifted toward a less salient target. 
 
Although the data of de Fockert et al. (2004) indicate that there is bilateral parietal 
activity related to the appearance of a singleton distractor, other studies have pointed 
to a difference between the roles of left and right posterior parietal cortices (PPC) in 
responding to salient events. In the previous chapter I demonstrated that only the right 
parietal cortex was activated by auditory attentional capture.  There have also been a 
number of previous TMS studies (utilizing a wide variety of spatial attention tasks) 
that have shown disruption of spatial attention processes following TMS to the right 
PPC but not the left (Rushworth and Taylor, 2006). In visual search, Ellison et al. 
(2003) showed that TMS impaired conjunction search following right parietal TMS. 
Consistent with the idea that the left and right parietal lobes sub serve different 
functions is the body of research based on unilateral neglect (Parton et al., 2004). The 
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syndrome of hemispatial neglect, ipsilateral to the side of the lesion, is more 
commonly found following right parietal as opposed to left parietal lesions.  
 
Recently, Hodsoll and colleagues have demonstrated that TMS over the right parietal 
cortex eliminates or reduced the interference effect of the distractor singleton 
compared to no TMS or TMS over the left parietal cortex. They concluded that the 
right parietal cortex plays a critical role in attentional capture by a distractor singleton 
(Hodsoll et al., 2009).  
 
De Fockert proposed that the prefrontal cortex was not involved in the initial transfer 
of attention to the distractor singleton but instead needed to resolve the competition 
for selection between the target and the distractor. Supporting this hypothesis they 
demonstrated a significant negative correlation between the activity measured in the 
left frontal cortex and the subject’s reaction time to find the target.  
 
To investigate these issues further I used fMRI to investigate the cortical mechanisms 
underlying visual attentional capture by a task irrelevant distractor singleton. I 
hypothesized that increasing the salience of the distractor singleton would result in 
increasing behavioural interference with visual search (i.e. longer reaction times to 
find the target).  I also hypothesised that cortical areas responsible for top down 
modulation of attentional capture would be affected by the salience of the distractor 
singleton. As the salience of the distractor increased, greater top down control would 
be required to overcome the distractor and complete the task. However, areas that are 
critical to salience driven attentional capture should be active as long as the distractor 
is salient enough to capture attention (i.e the distractor singleton is more salient than 
the target).   
 
4.2 Methods 
 
4.2.1 Subjects 
 
Twelve young adults (four females, 18-30 years old, right handed) with normal vision 
and normal colour vision gave informed consent to participate in the study, which was 
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approved by the joint ethics committee of the Institute of Neurology and National 
Hospital for Neurology & Neurosurgery. 
 
4.2.2 Stimuli 
 
The visual search display consisted of five shapes that were equally spaced in a 
circular arrangement with a radius of 3.1° from a central fixation point. On each trial, 
four of the shapes were non target diamonds (size 1.5° diagonally). The target shape 
was always a circle (diameter 1.5°). In the centre of each shape was a line segment 
(length 0.5°) randomly chosen to have either a horizontal or vertical orientation. 
These line segments were always presented in white and the stimuli were presented on 
a grey background.  On two thirds of the trials, one of the shapes was a colour 
singleton. This colour singleton could be present in either a non-target diamond 
(distractor singleton), or a target circle (target singleton). There were thus three types 
of search trial: singleton absent, distractor singleton present or target singleton 
present. The salience of the colour singleton feature was varied by changing its colour 
relative to the background non target stimuli.  The colour of the singleton varied from 
bright red to dark green on an isoluminant line through colour space.   
 
4.2.3 Procedure 
 
Stimuli were projected onto a screen approximately 300mm from the participant’s 
eyes and viewed by a mirror mounted on the head coil. Each experimental trial 
consisted of presentation of the visual search display for 400ms, followed by a 
1700ms response interval. Subjects were required to make a speeded response to the 
orientation (horizontal or vertical) of the line segment in the target circle by pressing 
one of two response keys on a keypad held in their right hand. One quarter of all trials 
were null events on which only the fixation point was presented for the duration of the 
trial. Eleven of the subjects completed eight blocks and one participant completed six 
blocks of 140 trials. Each participant performed a half-hour practice session prior to 
entering the scanner in order to ensure they understood and were able to perform the 
task. 
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4.2.4 Eye position monitoring 
 
During scanning, eye position was continually sampled at 60Hz using long-range 
infrared video-oculography (ASL 504LRO Eye Tracking System, Mass). The 
measures recorded were x and y coordinates of gaze direction (later combined to 
calculate the distance of eye position from the fixation point), and pupil diameter. 
Blinks and periods of signal loss were removed from the data, which were 
subsequently detrended to compensate for eye-tracker drift. The mean eye position 
was then computed for each trial and an ANOVA used to establish whether any 
statistically significant differences in eye position occurred in the different 
experimental conditions. 
 
4.2.5 fMRI scanning  
 
A 3T Siemens Allegra system was used to acquire both T1 weighted anatomical 
images and T2*-weighted echoplanar (EPI) images with Blood Oxygenation Level 
Dependent contrast (BOLD). Each EPI image volume comprised of forty 3mm axial 
slices with an in-plane resolution of 3x3mm positioned to cover the whole brain. Data 
was acquired in six to eight runs, each consisting of 120 volumes. The first five 
volumes of each run were discarded to allow for T1 equilibration effects. Volumes 
were acquired continuously with a TR of 2.6s per volume.  
 
4.2.6 Data analysis 
 
Functional imaging data were analyzed using Statistical Parametric Mapping software 
(SPM2, Wellcome Department of Imaging Neuroscience, University College 
London). All image volumes were realigned spatially to the first, and temporally 
corrected for slice acquisition time (using the middle slice as a reference). Resulting 
volumes were spatially normalized to a standard EPI template volume based on the 
MNI reference brain in the space of Talairach and Tournoux and resampled to 2mm 
isotropic voxels. The normalized image volumes were then smoothed with an 
isotropic 9mm FWHM Gaussian kernel. These data were analyzed using an event-
related random-effects model. Voxels that were activated in the experimental 
conditions were identified using a statistical model containing regressors that 
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represented the transient responses evoked by the individual trials in each condition. 
The event-related changes in evoked activity were modelled by convolving an 
empirically derived hemodynamic impulse response function with trains of unitary 
events that were aligned on the trial onsets and lasted for the duration of the trial. 
Each component of the model served as a regressor in a multiple regression analysis 
that included the three experimental conditions and the motion correction parameters 
(as effects of no interest). The data were high-pass filtered (cut-off frequency 0.0078 
Hz) to remove low-frequency signal drifts, and global changes in activity were 
removed by proportional scaling. The resulting parameter estimates for each regressor 
at each voxel were then entered into a second level analysis where each participant 
served as a random effect in a within-subjects ANOVA. Appropriate corrections were 
made for non-sphericity (Friston et al., 2002) and correlated repeated measures.  A 
normalised measure of the mean RT across the group was created in the distractor and 
target singleton conditions (across the four values of salience). This regressor was 
used to find cortical areas whose activation significantly followed the subject’s 
reaction time. A t test was used to identify cortical areas that showed a significant 
response to visual attentional capture (distractor singleton > target singleton). Cortical 
responses to the level of distractor salience were determined by inclusively masking 
the statistical contrast of distractor singleton versus target absent with the statistical 
contrast of the subject’s reaction time (p<0.0001 uncorrected).  A statistical threshold 
of p<0.05FDR (Genovese et al., 2002) corrected for multiple comparisons across the 
entire brain volume was used. 
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Figure 4.1 Experimental stimuli.  
Subjects were required to make a speeded key-press response to the orientation of the line 
segment in the target circle. On singleton present trials, one of the display items (the circle on 
target singleton trials, and one of the diamonds on distractor singleton trials) was presented in 
a different colour. The colour of the singleton varied from red (high salience) to dark green 
(low salience). Note the luminance of the singleton was kept constant. 
 
4.3 Results 
 
4.3.1 Behaviour 
 
I initially conducted a one-way within-subjects ANOVA on the reaction time data. 
The factor was singleton position (target singleton, distractor singleton and singleton 
absent), collapsed across salience level. A significant main effect of singleton type 
was found [F(2,34) = 38.5, p<0.0001] since reaction times for distractor singleton 
trials [M RT = 759 ms]  were significantly longer than both target singleton trials [M 
RT = 683 ms, t(11) = 8.2, p < 0.001]  and singleton absent trials [M RT = 703 ms, 
t(11) = 6.2, p < 0.001]. Target singleton trials [M RT = 683 ms] were significantly 
shorter than singleton absent trials [M RT = 772 ms, t(11) = -4.6, p = 0.001]. 
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There was a main effect of singleton level when the singleton was present in the non 
target (distractor singleton) [F(3,33) = 6.5 , p=0.001] but not in the target singleton 
[F(3,33) = 0.5, p=0.63].   
 
The error rates were also examined using a similar one way within subjects ANOVA. 
There was a significant main effect of singleton type [F(2,34) = 7.9,p =0.003] since 
error rates for distractor singleton trials [M ER = 9.45%] were significantly higher 
than both target singleton trials [M ER = 6.70%, t(11) = 3.2;p = 0.008]  and singleton 
absent trials [M RT = 6.68%, t(11) = 3.6, p = 0.004]. There was no difference in error 
rates between target singleton and singleton absent trials [t(11) = 0.43, p =0.97]. 
 
There were no statistically significant main effects of singleton salience level on error 
rates when the singleton was present in the target singleton [F(3,33) = 1.4, p=0.22] or 
in the distractor singleton [F(3,33) = 3.04, p=0.05].  
                                                                             
 
 
Figure 4.2 Behavioural results I).  
Mean reaction times averaged across all subjects (n=12) are shown for the three different 
singleton types: distractor singleton, target singleton and singleton absent averaged across the 
levels of salience of the singleton. The error bars represent the standard error of the mean. 
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Figure 4.3 Behavioural results II) 
Mean reaction times averaged across all subjects (n=12) are shown for the four levels of 
salience (level 4 is the highest salience) in the a) distractor singleton condition and b) target 
singleton condition. The error bars represent the standard error of the mean. The * represents 
statistical significance p<0.05. 
 
During scanning, eye position was monitored continually with long-range infrared 
oculography in six subjects (see Methods for details). A repeated-measures ANOVA 
showed no significant differences in mean eye position comparing the different trial 
types across all subjects (F (2,22) = 1.38,p = 0.28).  
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4.3.2 Functional MRI 
 
4.3.2.1 Distractor singleton versus target singleton 
 
The presence of a distractor singleton (compared to target singleton) was associated 
with activity in bilateral superior parietal and frontal areas (Figure 4.4).  The 
stereotactic loci and corresponding statistical values for each activated locus are 
shown in Table 4.1.  
 
 
 
                      
 
Figure 4.4. Cortical areas specific for visual attentional capture.  
Shown in the figure are cortical loci where event-related activity was significantly greater 
during distractor singleton trials compared with target singleton trials (P<0.05 FDRcorrected). 
Activated areas are shown projected onto an average T1-weighted structural scan. (a) 
Activated cortical loci in bilateral superior parietal cortex, (b) Activated cortical loci in the 
bilateral dorsal frontal cortex and (c) Activated cortical loci in bilateral medial frontal cortex. 
(see Table 4.1 for stereotactic coordinates and t values) 
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Anatomy Coordinates 
[x y z] 
Number of  
voxels in cluster 
t value 
L Superior parietal lobule -21 -69 48 507 5.57 
R Superior parietal lobule 24 -69 48 477 5.54 
L Lateral precentral gyrus -51 6 36 48 4.45 
R Lateral precentral gyrus 51 9 39 28 3.77 
L Superior frontal gyrus -27 -3 60 10 3.7 
Bilateral mesial frontal lobe 6 21 42 44 3.5 
Rt Superior frontal gyrus 30 0 60 10 3.5 
 
Table 4.1 Coordinates and t values for event-related activation associated with visual 
attentional capture.  
Shown in the table are cortical loci where event-related activity was significantly greater 
during distractor singleton trials compared with target singleton trials (P<0.05FDRcorrected ). 
Only the most significant peaks within each area of activation are reported in the table. 
 
4.3.2.2 Salience 
 
A relatively restricted set of cortical areas demonstrated a response to the level of 
salience of the distractor singleton (Figure 4.5). The stereotactic loci and 
corresponding statistical values for each activated locus are shown in Table 4.2. 
                          
 
 76 
Figure 4.5 Cortical areas responding to distractor salience.  
Shown in the figure are cortical loci where event-related activity was significantly correlated 
with the level of distractor salience (P<0.05FDRcorrected). Activated areas are shown projected 
onto the mean T1-weighted structural scan. (a) Activated cortical loci in the left lateral 
precentral gyrus (see Table 4.2 for stereotactic loci and t values). 
 
Anatomy Coordinates 
[x y z] 
Number of  
voxels in cluster 
t value 
L Superior parietal cortex -30 -57 51 3 4.58 
L Lateral precentral gyrus -42 3 33 6 3.58 
R Lateral precentral gyrus 48 6 42 1 3.31 
R Superior frontal cortex 30 -3 60 2 3.3 
 
Table 4.2 Coordinates and t values for event-related activation associated with increasing 
distractor salience.  
Shown in the table are cortical loci where event-related activity was significantly greater 
during distractor singleton trials compared with target singleton trials (P<0.05FDRcorrected ). 
Only the most significant peaks within each area of activation are reported in the table. 
 
4.3.2.3 Singleton presence versus absence  
There were no cortical areas that demonstrated a response to singleton presence 
versus absence. 
 
4.4 Discussion 
 
This study demonstrated that activation of a bilateral parietal and frontal network was 
associated with behaviourally defined attentional capture by an irrelevant feature 
singleton. Importantly, I also demonstrated that activation of bilateral frontal and left 
parietal areas correlated with the salience of the singleton. 
 
4.4.1 Attentional capture. 
 
The cortical areas associated with attentional capture in this study include a network 
of bilateral superior parietal cortex, bilateral prefrontal cortex and mesial frontal 
cortex. They are similar but more extensive to the areas demonstrated previously (de 
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Fockert 2004). The current experiment has considerable more trials (1120 per subject 
compared to 480) and subjects (12 versus 10) than that earlier study which provides 
substantially greater power and may therefore account for our findings of a more 
extensive cortical network. 
 
4.4.2 The role of the dorsal frontoparietal network in attentional capture.  
 
A dorsal frontoparietal network whose core regions include the dorsal parietal cortex, 
particularly the intraparietal sulcus / superior parietal lobule and the dorsal frontal 
cortex along the precentral sulcus, has long been thought to be involved in the top 
down control of attention. This dorsal system is also thought to generate and maintain 
endogenous signals based on current goals and sends top-down signals that bias the 
processing of appropriate stimulus features and locations in sensory cortex. A second 
ventral network which is strongly lateralized to the right hemisphere, is thought to 
detect behaviourally relevant stimuli and works as an alerting mechanism or ‘circuit 
breaker’ to the first system (Corbetta and Shulman, 2002). 
 
This ventral network was initially considered a good candidate for mediating 
orientation to salient but unimportant stimuli. However, recent visual studies have 
shown that activation of the right lateralised ventral network critically depends on the 
behavioural relevance of the particular object that captures attention (specifically, 
sharing a feature with the target of the search) (Kincade et al., 2005) This study 
supports this earlier work by demonstrating that a uninformative but salient distractor 
activates the dorsal rather than the ventral attentional network. 
 
This study is also consistent with the previous fMRI study on attentional capture 
confirming bilateral parietal involvement. 
 
I also demonstrated activation in the mesial frontal lobe associated with visual 
attentional capture. This cortical area has previously been shown to be involved in 
response error, decision uncertainty and pre response conflict (Ridderinkhof et al., 
2004). In the case of this study there were significantly higher error rate in the 
distractor singleton condition compared to the target singleton condition. Therefore it 
is possible that the activity shown is related to increased response error. 
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4.4.3 The control of distraction. 
 
The present theory behind attentional capture suggests that during the first sweep of 
information through the brain (<150ms) visual selection is completely stimulus 
driven. Later in time, top down modulation is thought to have an effect in order to 
resolve response competition and shift attention back to the target (Theeuwes, 2010). 
Such an account predicts that as the salience of the distractor increases cortical areas 
responsible for top down control would also increase their activity. 
 
Consistent with such an account, in the current study the bilateral frontal cortices and 
the left parietal cortex demonstrated increased activity when the salience of the 
distractor increased. I cannot comment on the time course of this activity because the 
temporal resolution of fMRI is not fine enough to provide this detail. However my 
observation of salience-associated activation of these cortical structures is consistent 
with these areas having a role in the top down modulation of attentional capture.  
 
4.4.4. The right superior parietal cortex - a critical area for attentional capture?  
 
In a recent TMS study by Hodsoll and colleagues (2009), observers performed an 
attentional capture task while the parietal cortex was stimulated using rTMS. Overall 
they found a large interference effect when a distractor was present; observers were 
137ms slower to find the target than when it was absent. However, the size of the 
interference effect was reduced to 97ms when rTMS was applied to the right superior 
parietal lobule (placing the TMS coil according to the stereotactic coordinates from 
the study of deFockert (2004)) but not when rTMS was applied to the left parietal 
cortex or when no TMS was applied. In a second experiment the colour singleton was 
always the distractor (i.e. no target singleton condition). This design reduced the size 
of the interference effect to ~90ms. Once again rTMS stimulation to the left parietal 
cortex had no effect on behavioural interference while stimulation of the right parietal 
cortex caused the interference effect to completely disappear.  
 
In other words when the right parietal cortex is disabled by TMS, a stimulus driven 
shift of attention to the distractor singleton will not occur. In context of the theory 
discussed above the right parietal cortex would be postulated to be involved in the 
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initial shift of attention to a salient stimulus. These findings are generally consistent 
with previous work suggesting that rTMS over the right PPC disrupts the early phase 
of the N2pc ERP waveform, which is believed to correspond to attention orientating 
to a target location in congruent search. This is the same ERP component that was 
modulated in the presence of a salient distractor in the study of Hickery et al 2006.  
In the current study we demonstrated strong right PPC activation in response to a 
distractor singleton versus a target singleton (Figure 4.4). This activity did not 
significantly increase with distractor salience. This would suggest that the activity in 
the right PPC may be related to the initial bottom up attentional capture rather than the 
later top down modulation. (i.e. it  always occurs when a singleton is the most salient 
item in the visual field and attention is captured by it)  
 
 
4.5 Conclusion 
 
I have demonstrated that a bilateral dorsal parietal and prefrontal network of cortical 
areas were activated by the capture of attention by an irrelevant singleton distractor. 
Bilateral prefrontal and left parietal cortical activity was correlated with the salience 
of the singleton suggesting that these areas may be involved in the top-down 
suppression of the distractor and reorientating attention to the target. The right parietal 
activity did not increase with the salience of the distractor possibly suggesting in the 
context of previous work that this cortical area is related to the stimulus driven 
capture of attention by the distractor.  
 
In the next few chapters I examine the effect of a task irrelevant auditory stimulus on 
visual perception and cortical processing.   
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CHAPTER 5: SOUND ALTERS ACTIVITY IN HUMAN V1 IN 
ASSOCIATION WITH ILLUSORY VISUAL PERCEPTION. 
 
5.1 Introduction 
 
So far in this thesis I have examined the effects of irrelevant distractors on behaviour 
and studied the cortical mechanisms associated with attentional capture by a task 
irrelevant distractor. In the next few chapters I will examine the effect of task 
irrelevant information on perception. In this chapter I have investigated the effect of a 
task irrelevant auditory distractor on visual perception. In addition, I have examined 
the extent to which an auditory induced change in visual perception is represented in 
primary visual cortex.  
 
5.1.1 Audiovisual integration 
 
The integration of information from multiple senses is fundamental to our perception 
of the world. Traditionally, it has been assumed that multisensory integration occurs 
after sensory signals have undergone extensive processing in unisensory cortical 
regions. However, recent studies in monkey and humans show multisensory 
convergence at low-level stages of cortical sensory processing previously thought to 
be exclusively unisensory (for a review see Foxe and Schroeder, 2005). For example, 
both touch and eye position can influence responses in monkey auditory association 
cortex and primary auditory cortex, respectively (Fu et al., 2003;Fu et al., 
2004;Schroeder et al., 2001). Similarly, primate auditory cortex demonstrates 
integrated responses to facial and vocal signals of conspecifics (Ghazanfar et al., 
2005). These single unit studies are complemented by human event-related potential 
work demonstrating interactions between auditory and visual (Fort et al., 2002;Giard 
and Peronnet, 1999;Molholm et al., 2002;Molholm et al., 2004) or somatosensory 
(Foxe et al., 2002;Murray et al., 2005) stimuli at very short-latency (46 -150ms).  One 
recent fMRI study has shown evidence of audiovisual integration in BA 17 (Calvert et 
al., 2001) suggesting that primary visual cortex may respond to non-visual inputs. 
These demonstrations of early modulation of unisensory cortices by multisensory 
signals challenge hierarchical approaches to sensory processing (Felleman and Van 
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Essen, 1991;Schroeder and Foxe, 2005) but the function of such multisensory 
convergence at the anatomically lowest stage of cortical processing remains unclear. 
 
5.1.2 Early visual cortex and perception 
 
An important but unresolved issue that may provide insight into the function of 
multisensory convergence concerns how such neural interactions might be reflected in 
conscious perception. If activity in early sensory cortices corresponds to a particular 
conscious experience, then modification of that activity by converging multisensory 
input should be related to changes in conscious experience. Behaviourally, the 
combination of information from different senses can function to reduce perceptual 
ambiguity (Sumby and Pollack, 1954) and enhance stimulus detection (Bolognini et 
al., 2005;Frassinetti et al., 2002;Stein et al., 1996). Critically, multisensory 
convergence can also influence the consciously perceived properties of stimuli 
(McGurk and MacDonald, 1976;Mottonen et al., 2002;Murray et al., 2004;Murray et 
al., 2005;Shams et al., 2000;Stein et al., 1996). However, there has been relatively 
little study of how changes in conscious perception associated with multisensory 
interactions might be reflected in changes in brain activity.  
 
5.1.3 Audiovisual illusion 
 
In this chapter I have sought to address this issue by measuring brain activity with 
high field fMRI in human volunteers experiencing an established audio-visual 
illusion, in which the presence of irrelevant sounds can modify the perception of a 
simple visual stimulus (Shams et al., 2000). Crucially, this illusion occurs on only a 
proportion of trials, with veridical perception of the visual stimulus being reported on 
the non-illusion trials. This means it is possible to compare trials with identical 
auditory and visual stimulation that nevertheless had very different perceptual 
outcomes. 
 
Visual evoked potentials and fields are modified at short latency in association with 
the illusion (Bhattacharya et al., 2002;Shams et al., 2001;Shams et al., 2005), raising 
the possibility that audio-visual interactions responsible for illusory perception might 
occur in retinotopic visual cortices. Such a possibility would be consistent with 
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observations of multisensory interactions in human occipital cortex (Calvert et al., 
2001)  plus increasing evidence for an association between human V1 activity and 
unisensory conscious visual experience (Tong, 2003). Therefore I employed 
retinotopic mapping (Sereno et al., 1995) and specifically focused on activity in 
retinotopically-defined V1, in order to better study the localisation of any 
multisensory interactions associated with changes in conscious experience.   
 
5.2 Methods 
 
5.2.1 Subjects 
 
Seventeen young adults (8 females, 18-30 years old, right handed) with normal 
hearing and normal or corrected to normal vision gave written informed consent to 
participate in the study, which was approved by the local ethics committee. Prior to 
scanning all subjects took part in a behavioural pilot experiment, following which 
three subjects were excluded because they did not report the multisensory illusion. 
Following scanning, two subjects were rejected on the basis of excessive head 
movement (>5mm) and one subject was rejected because technical problems with the 
electrostatic headphones. Eleven subjects (8 females, 18-30 years old, right handed) 
were therefore included in the analysis reported here.   
 
5.2.2 Stimuli 
 
Visual stimuli were projected from an LCD projector (NEC LT158, refresh rate 60 
Hz) onto a circular projection screen at the rear of the scanner. The subjects viewed 
the screen via a mirror positioned within the head coil. The auditory stimuli were 
presented binaurally using electrostatic headphones (KOSS, Milwaukee, USA. Model: 
ESP 950 Medical) custom adapted for use in the scanner. All stimuli were presented 
using MATLAB (Mathworks Inc.) and COGENT 2000 toolbox 
(www.vislab.ucl.ac.uk/cogent/index.html). Visual stimuli consisted of an annulus with 
luminance 420cd/m2 and eccentricity 8.5 -10 degrees of visual angle presented for 
17ms. The background was a uniform gray screen of luminance 30cd/m2. Luminance 
calibration was achieved via a viewing aperture in the MRI control room using a 
Minolta LS-100 spot photometer. An annulus displayed in the peripheral visual field 
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in association with auditory stimulation was used to maximise illusory perception, 
which is stronger for stimuli displayed in the periphery (Shams et al., 2002). In 
addition, the cortical representation of such a peripheral annulus avoids the foveal 
confluence at the occipital pole (Sereno et al., 1995), where it is extremely difficult to 
distinguish activity from different early retinotopic visual cortical areas. Our stimulus 
geometry therefore permitted us to clearly distinguish activity in V1, V2 and V3 from 
other cortical areas. The auditory stimuli consisted of a sine wave with frequency 
3.5kHz, duration 10ms (with a ramp time of 1ms at each end of the sound wave 
envelope) and volume 95dB. The sound intensity (SPL) produced by the headphones 
was measured while the headphones were a suitable distance away from the scanner 
using a sound meter (Radioshack 33-2055).   
 
5.2.3 Procedure 
 
On each experimental trial, subjects were presented with one or two briefly and 
successively flashed visual stimuli, either alone or accompanied by one or two 
successively presented auditory bleeps. These comprised six different trial types that 
represented all the possible combinations of flashes and bleeps. For clarity, these trial 
types will subsequently be referred to by consistent abbreviations. For example, 
‘F2B1’ refers to trials on which there were two flashes and one bleep while ‘F2’ refers 
to a trial on which only two flashes were presented with no auditory stimulation (see 
Figure 5.1). The interval between flashes in the two flash conditions (F2, F2B1 and 
F2B2) was 56ms. Pilot behavioural work confirmed that whether bleeps and flashes 
were presented simultaneously or with slight temporal offset (Shams et al., 2002) 
made little difference to behavioural reports of illusory perception. On trials with two 
flashes and one bleep (F2B1), the auditory bleep was presented simultaneously with 
the first flash. Participants maintained central fixation throughout and indicated 
whether they perceived one or two flashes, by pressing one of two response keys on a 
keypad held in their right hand. Each trial lasted 90ms followed by a 1800ms response 
interval. Eye position data was collected on eight participants during the trials to 
ensure participants maintained fixation. One eighth of all trials were null trials, during 
which no visual or auditory stimuli were presented. There were thus seven physically 
different types of trial. The responses of participants were further used to post hoc 
divide the F1B2 trials into those on which the illusion was perceived (“F1B2-
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Illusion”), and those on which it was not (“F1B2-no Illusion”). Each participant 
completed between 4 and 8 runs of 128 trials divided equally between the different 
trial types. Trials were pseudo-randomly distributed within a run.      
 
        
 
Figure 5.1 Stimulus configuration.  
Visual stimuli consisted of an annulus presented in the peripheral visual field. The auditory 
stimuli consisted of a sine wave with frequency 3.5kHz, duration 10ms and volume 95dB. 
Subjects were presented with one or two briefly and successively flashed visual stimuli, either 
alone or accompanied by one or two successively presented auditory bleeps. (A) A single 
visual flash presented with two auditory bleeps (F1B2). (B) Two visual flashes presented with 
two auditory bleeps (F2B2). On trials with two flashes and two bleeps (F2B2), the bleeps 
were presented simultaneously with the flashes. 
 
 
5.2.4 fMRI scanning  
 
A 3T Siemens Allegra system was used to acquire both T2*-weighted echoplanar 
(EPI) images with Blood Oxygenation Level Dependent contrast (BOLD) and T1 
weighted anatomical images. Each EPI image comprised of thirty two 3mm axial 
slices with an in-plane resolution of 3x3mm positioned to cover the whole brain. Data 
were acquired in five runs for the first seven subjects, each run consisting of 214 
volumes and between six and eight runs, for the last four subjects, each run consisting 
of 137 volumes.  The first five volumes of each run were discarded to allow for T1 
equilibration effects. Volumes were acquired continuously with a TR of 2.08s per 
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volume. During scanning, eye position and pupil diameter were continually sampled 
at 60Hz using long-range infrared video-oculography (ASL 504LRO Eye Tracking 
System, Mass). Eye movements were monitored on-line via a video screen for all 
subjects. Subjects completed a short pilot in the scanner to ensure they could maintain 
fixation. The eye tracker was calibrated at the start of each experimental run.  Eye 
position was not recorded in three of the subjects for technical reasons. 
 
5.2.5 Data analysis  
 
Eye tracking data were analysed with MATLAB (Mathworks Inc., Sherborn MA). 
Blinks and periods of signal loss were removed from the data.  Mean eye position, 
expressed as a distance from fixation, was then computed for each trial type and every 
participant from whom data were available. A repeated-measures ANOVA was used 
to establish whether mean eye position deviated significantly from fixation, or 
between conditions. 
 
5.2.5.1 fMRI preprocessing 
 
Functional imaging data were analyzed using Statistical Parametric Mapping software 
(SPM2, Wellcome Department of Imaging Neuroscience, University College 
London). All image volumes were realigned spatially to the first, and temporally 
corrected for slice acquisition time (using the middle slice as a reference). Resulting 
image volumes were coregistered to each subject’s structural scan. The fMRI data 
were analyzed using an event-related model.  Activated voxels in each experimental 
condition for each subject were identified using a statistical model containing boxcar 
waveforms representing each of the experimental conditions, convolved with a 
canonical hemodynamic response function and mean corrected. Motion parameters 
defined by the realignment procedure were added to the model as six separate 
regressors of no interest. Multiple linear regression was then used to generate 
parameter estimates for each regressor at every voxel for every subject. Data were 
scaled to the global mean of the time series and high pass filtered (cut-off: 0.0083 Hz) 
to remove low-frequency signal drifts.   
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5.2.5.2 Retinotopic analyses 
 
To identify the boundaries of primary visual cortex, standard retinotopic mapping 
procedures were used (Sereno et al., 1995;Teo et al., 1997;Wandell et al., 2000). 
Flashing checkerboard patterns covering either the horizontal or vertical meridian 
were alternated with rest periods for 16 epochs of 26 s over a scanning run lasting 165 
volumes (see Figure 5.2A for details). SPM2 was used to generate activation maps for 
the horizontal and vertical meridians. Mask volumes for each region of interest (left 
and right V1, V2d, V2v, V3d, V3v) were obtained by delineating the borders between 
visual areas using activation patterns from the meridian localisers (see Figure 5.2B for 
representative meridian maps). The standard definitions of V1 were followed together 
with segmentation and cortical flattening in MrGray (Teo et al., 1997;Wandell et al., 
2000). 
 
Using the mask volumes for left and right V1, V2 and V3, I identified voxels that 
showed significant activation (p<.05 uncorrected) for the comparison of all trials on 
which visual stimulation was present (i.e. all experimental conditions) compared to 
null events, employing the regression analysis described above. This comparison 
identifies voxels activated by the annular visual stimulus in each of the retinotopic 
areas determined by the independent meridian mapping procedure.  
 
Informal examination of these activations superimposed on flattened representations 
of occipital cortex confirmed our expectation that they represented voxels activated by 
our annular visual stimulus (see Figure 5.2B for two representative participants). 
Having thus independently identified the stimulus representation in V1-V3 the final 
analytic step was to extract and average regression parameters resulting from the 
analysis of the main experimental time-series (described above).  
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Figure 5.2 Stimulus representation in visual cortex.  
(A) i) Visual stimuli used to map the horizontal and vertical meridians (see Methods) ii) The 
outline of individual visual areas V1, V2v, V2d, V3v and V3d and the fovea (determined by 
meridian mapping, see Methods) are demonstrated for two representative subjects. (B) i) 
Visual stimulus used in the main experiment ii) The spatial distribution of stimulus-evoked 
activity (contrast of all visual events (F1B1, F1B2, F2B1, F2B2, F1 and F2) versus null 
events thresholded at p<.05 uncorrected) is shown projected onto a flattened representation of 
visual cortex for two representative subjects (see Methods).  
 
This procedure reliably yielded estimates of percentage signal change for each 
condition averaged across voxels in V1, V2 and V3 that responded to the visual 
stimulus for every participant. The percentage signal change was divided by the 
average cortical response to visual stimulation (i.e. ([F1 +F2]/2) in each subject to 
produce a normalised percentage signal change for each condition. The statistical 
significance of any differences in activation between audiovisual and visual trial types 
was subsequently assessed by entering the normalised percentage signal change for 
each participant in each of the conditions (F1, F2, F1B1, F2B1, F1B2 no-Illusion, 
F2B2) into a two-way within subjects ANOVA using a conventional significance 
level of p<.05 (two-tailed). The factors were flash number (1 or 2) and bleep number 
(0, 1 or 2). The statistical significance of any differences in activation between the 
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F1B2 Illusion condition and the  F1B2-no-Illusion condition was assessed by entering 
the normalised percentage signal change for each subject in each condition into a two 
tailed t test using a significance level of p<.05 (two-tailed).  
 
Finally, an image of the voxels in V1 that did not show a significant response to the 
visual stimulus was calculated. This image was then used to repeat the above 
procedure to examine the response to each condition in the non stimulus responsive 
area of V1. Corrections for multiple comparisons were made for brain regions where 
there was no a priori hypotheses. In retinotopic visual cortex I made no correction, as 
I independently defined the anatomical borders and specific anatomical location 
activated by the stimuli using orthogonal contrasts; and had specific 
hypotheses regarding the level of activation in different conditions based on prior 
work with this paradigm. 
 
5.2.5.3 Whole brain analysis 
 
To complement the retinotopic analyses, an unbiased examination of regions outside 
retinotopic cortex was also conducted using a random-effects whole-brain analysis. I 
did not further examine regions within occipital cortex for this analysis, as it is well 
established that there is very significant variability in retinotopic areas across 
individuals (Dougherty et al., 2003). This variability is independent of gyral and 
sulcal anatomy, it is not taken into account by the spatial normalisation required for 
this group analysis. The realigned and slice time corrected images from each 
participant were spatially normalized to a standard EPI template volume based on the 
MNI reference brain in the space of Talairach and Tournoux (Talairach Tournoux, 
1988). The normalized image volumes were then smoothed with an isotropic 9mm 
FWHM Gaussian kernel. These data were analyzed using an event-related random-
effects model, the first stage of which was identical to the regression model described 
above for the retinotopic analyses, except now applied to spatially normalised images. 
Activated voxels in each experimental condition for each participant were identified 
using a statistical model containing boxcar waveforms representing each of the eight 
experimental conditions, convolved with a canonical hemodynamic response function 
and mean corrected. Motion parameters defined by the realignment procedure were 
added to the model as six separate regressors of no interest. Multiple linear regression 
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was then used to generate parameter estimates for each regressor at every voxel for 
every participant. Data were scaled to the global mean of the time series and high pass 
filtered (cut-off: 0.0083 Hz) to remove low-frequency signal drifts.  The resulting 
parameter estimates for each regressor at each voxel were then entered into a second 
level analysis where each participant served as a random effect in a repeated-measures 
ANOVA. Appropriate corrections were made for non-sphericity and correlated 
repeated measures (Friston et al., 2002). The main effects and interactions between 
conditions were then specified by appropriately weighted linear contrasts and 
determined on a voxel-by-voxel basis. For these whole brain analyses, a statistical 
threshold of p<.05 for multiple comparisons was used, except for the superior 
colliculus where a sphere of diameter 4mm centered on the anatomical location of the 
superior colliculus (as defined by previous studies; (Calvert et al., 2001) was used to 
apply a small volume correction (p<.05, corrected).   
 
5.3 Results  
 
5.3.1 Behavioural 
 
Analysis of behavioural responses during scanning confirmed (see Figure 5.3) for a 
full description of behavioural responses in every condition) that participants were 
able to accurately report the number of flashes when there was no associated auditory 
stimulus (i.e. F1 and F2 trial types), when the number of flashes and bleeps were 
identical (i.e. F1B1 and F2B2 trial types; accuracy 93%, SE across participants 3%) or 
when two flashes were presented with one bleep (F2B1 accuracy 88% SE across 
participants 4%). However, on a large proportion of trials when one flash was 
accompanied by two bleeps (F1B2 trials), participants reported an illusory perception 
of two flashes (“F1B2-Illusion”; 32% of all F1B2 trials, SE across participants 5%). 
On the remainder of F1B2 trials, participants reported veridical perception of one 
flash (“F1B2-no Illusion”).  
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Figure 5.3 Behavioural results.  
Participants responded with a button press on each trial to indicate whether they saw one or 
two flashes. Percentage correct responses averaged across all the participants (n=11) are 
shown for the six different conditions: F1B1 (one flash with one bleep), F1B2 (one flash with 
two bleeps), F2B1 (two flashes and one bleep), F2B2 (two flashes and two bleeps), F1 (one 
flash presented alone with no auditory stimulation), and F2 (two flashes presented alone with 
no auditory stimulation), The error bars represent standard errors of the mean. Note, the low 
probability of correct responses in the F1B2 condition indicates that on the remaining trials 
(35%) the participants reported the illusionary perception of two flashes. 
 
Signal detection theory analysis indicated a change in sensitivity (d') between visual 
stimuli presented alone and visual stimuli presented with concurrent auditory stimuli. 
Sensitivity d' was defined as d' = z(hits) - z(false alarms), where z is the inverse 
cumulative normal. For this analysis, double flashes were treated as the target and a 
correct identification of that stimulus was counted as a ‘hit’, while the correct 
identification of a single flash was counted as a ‘correct rejection’. ‘False alarm’, 
therefore, corresponded to single flash trials on which participants reported seeing two 
flashes. On average, the presence of two bleeps (d' = 2.67, SD =.47) decreased 
sensitivity by 15% compared with the visual-alone conditions (d' = 2.28, SD =.60; 
t(10) = 2.74, p =.02).  The presence of concurrent auditory bleeps was not associated 
with any significant change in absolute criterion bias (|β| =1.46, SD = 2.2) compared 
to the visual alone condition (|β| =.27, SD = .2; t(10) = 1.71, p =.12). Had the illusion 
been the result of a change in criterion bias, the sensitivity should stay constant; yet I 
identified significant changes in d' due to the introduction of concurrent auditory 
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stimuli, suggesting changes in the perceptual processing of the stimulus. This 
replicates previous findings with this multisensory illusion (Shams et al., 2002) and 
confirms that illusory multisensory perception can be robustly demonstrated even in 
the noisy environment of the fMRI scanner. 
 
5.3.2 Eye position data 
 
Participants were requested to maintain fixation at the centre of the display. During 
scanning eye position was monitored on-line in all participants to ensure participants 
successfully maintained fixation throughout the experiment sessions.  For technical 
reasons eye data was only recorded in eight participants. A repeated-measures 
ANOVA showed no statistical difference in mean eye position from fixation, or 
between conditions for the eight participants in whom eye tracking data were 
available (F(7,49) = .485, p = .841).  
 
5.3.3 Functional MRI 
 
5.3.3.1 Retinotopic analyses 
 
Initially a two-way within subjects ANOVA on the data with correct responses from 
each visual area was conducted. As our stimulus was circularly symmetric and 
auditory stimuli presented binaurally measurements were combined across 
hemispheres to produce a single averaged measure for V1, V2 and V3. The factors 
were flash number (1 or 2) and bleep number (0, 1 or 2, hereafter referred to as ‘B0’, 
‘B1’ or ‘B2’ respectively). I found a significant main effect of flash number 
(V1:[F(1,10)=11.8, p=.006] ; V2:[F(1,10)=9.4, p=.01]; V3:[F(1,10)=26, p=.0004] ) 
since responses were larger following two flashes than one. The main effect of bleep 
number was also significant (V1:[F(2,20)=10.7,p=.006]; V2:[F(2,20)=6.9,p=.008]; 
V3:[F(2,20)=6.7,p=.01]). This was due to an increased response in retinotopic cortex 
when a visual event is accompanied by a sound compared to a visual event alone 
regardless of the number of bleeps (Figure 5.4A and Table 5.11), (B1–B0,[t(10) = 
3.2;p =.009], B2-B1,[t(10) = 1.25;p=.2] and B2-B0,[t(10) = 5.1;p = .001). 
Importantly, there was no interaction of flash number with bleep number 
(V1:[F(2,20)=.04, p=.9]; V2:[F(2,20)=.64, p=.5]; V3:[F(2,20)=.1, p=.8]). Thus, early 
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retinotopic visual areas generally showed enhanced activation when a visual stimulus 
was accompanied by sound, consistent with previous work implicating these 
structures in multisensory processing (Calvert et al., 2001).  
 
    
Figure 5.4 Cortical areas activated by visual stimuli accompanied by auditory stimuli 
compared to visual stimuli alone.  
(A) Signal change in V1 for visual stimuli alone (B0:( F1 + F2)/2) compared with visual 
stimuli accompanied by sounds (B1:(F1B1 + F2B1)/2 and B2: (F1B2-no Illusion + F2B2)/2) 
collapsed across the number of visual flashes. Data shown are averaged across the eleven 
subjects (See Methods for further details) with error bars representing the standard error of the 
mean, and the symbol ‘*’ indicating statistical significance (p<.05). (B)  Shown in the figure 
are some of the cortical loci where event-related activity was significantly greater during 
audiovisual trials compared to visual trials alone (main effect of auditory stimulation; p<.05, 
corrected for multiple comparisons; see also Results). The left hemisphere is presented on the 
left. The colour of the activation represents the f value, as indicated by the scale bar. 
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Location Coordinates 
[x y z] 
Number 
of voxels 
in cluster 
f value p value 
Rt primary and 
secondary auditory 
cortex extending to 
superior temporal 
sulcus 
63 -30 9 846 38.40 .0001 
Lt  primary and 
secondary auditory 
cortex extending to 
superior temporal 
sulcus 
-57 -24 3 645 30.50 .0001 
Lt middle frontal gyrus -36 -3 36 6 10.56 .010 
Rt insular  45 9 9 1 9.24 .021 
Lt Cerebellum -24 -69 -24 4 8.32 .035 
Lt insular  -36 -15 6 1 8.27 .036 
Anterior cingulate -15 30 30 3 8.02 .042 
Rt occipital cortex 6 -84 30 1 7.80 .048 
 
Table 5.1 Coordinates and f values for event-related activation associated with the main effect 
of auditory stimulation (p<.05FDRcorrected). Only the most significant peaks within each area of 
activation are reported in the table. 
 
These findings provide some preliminary evidence regarding multisensory auditory-
visual interactions in retinotopic visual cortex.  However, our primary goal was to 
identify correlates of changes in conscious perception associated with multisensory 
interactions. On F1B2 trials, a significant proportion evoked the illusion of two 
flashes (F1B2-Illusion), while on the remainder only one flash was perceived (F1B2-
no Illusion). Next I compared activity in retinotopic visual areas that was evoked on 
F1B2-Illusion trials with F1B2-no Illusion trials. Note that because I compared 
physically identical trials with exactly the same visual and auditory stimulation, any 
differences in brain activity associated with this comparison cannot reflect differences 
in visual or auditory stimulation. I found that activity in V1 was significantly higher 
for F1B2-Illusion trials on which the illusion was perceived compared to F1B2-no 
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Illusion when the illusion was not perceived ([t(10) = 2.25, p =.047], two-tailed)  (see 
Figure 5.4 for full details). 
 
 
 
Figure 5.5. Cortical areas activated by multisensory illusory perception.  
(A) Signal change in primary visual cortex associated with illusory multisensory perception. 
The mean percentage signal change in retinotopically defined V1 (see Methods) is shown for 
the condition F1B2-no Illusion (one flash with two bleeps when subjects reported correctly 
the perception of one flash), F1B2-Illusion (one flash with two bleeps when subjects reported 
the illusory perception of two flashes), F1B1 and F2B2.  Data shown are averaged across the 
eleven subjects (see Methods for further details) with error bars representing the standard 
error of the mean, and the symbol ‘*’ indicating statistical significance (p<.05). (B) Shown in 
the figure are cortical loci outside retinotopic cortex where event-related activity was also 
significantly greater during F1B2-Illusion trials compared to F1B2-no Illusion trials (p<.05, 
corrected for multiple comparisons; see also Results).  Activated cortical loci in the right 
superior temporal sulcus (ascending posterior segment) projected onto a sagittal and coronal 
slice of a canonical T1 template image in the stereotactic space of Talairach & Tournoux 
(1988). (C) Activated cortical loci in the superior colliculus projected onto a sagittal and 
coronal slice of the canonical T1 template image. The left hemisphere is presented on the left. 
The colour of the activation represents the t value, as indicated by the scale bar. 
 
The activity in V1 in the F1B2-Illusion condition was not significantly different to the 
F2B2 condition [t(10) =.209; p =0.84]. This enhanced cortical response to the illusory 
perception was specific to the retinotopic locations of V1 responding to the visual 
annulus, as there was no significant effect of the illusion in the regions of V1 that did 
not respond to the visual annulus [t(10) = .54,p =.61]. Thus, illusory visual perception 
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induced by sound is associated with significantly greater activation of stimulus-
responsive retinotopic regions of the first visual cortical area, V1.  The effect of the 
auditory-visual illusion on V1 activity was highly consistent across participants, with 
ten of our eleven participants showing an increase in activity for F1B2-Illusion versus 
F1B2-no Illusion trials (Figure 5.5b).  To visually assess the time course of the event 
related activations I plotted peristimulus time histograms for the two principal 
comparisons of interest (F1B2-Illusion and F1B2-no Illusion) averaged across 
subjects (Figure 5.5a). There was no correlation between the magnitude of the cortical 
response on F1B2-Illusion trials and the proportion of trials on which each participant 
experienced the illusion (correlation coefficient = -.148; r squared = .022, p> .1).  
       
 
 
Figure 5.6. Time courses for V1 cortical responses. 
 a) Time courses for the V1 cortical responses in the F1B2-Illusion (black line) and F1B2-no 
Illusion (grey line) condition. Percentage signal change in V1 is plotted against time from 
stimulus onset (units of TR = 2.08 seconds) for both conditions averaged across subjects. The 
time courses were calculated for each of the subjects by using a statistical model containing a 
boxcar waveform representing each of the experimental conditions, convolved with a series of 
FIR (finite impulse response) functions. Motion parameters defined by the realignment 
procedure were added to the model as six separate regressors of no interest. Multiple linear 
regression was then used to generate parameter estimates for each regressor at each time point 
for every subject. The data used in this model was extracted from the area of V1 that 
responded to the visual stimulus. This was calculated by masking V1 (determined by 
retinotopic mapping (see Methods)) with the cortical area that showed a significant response 
(p<.05 uncorrected) to of the contrast of all visual events (F1B1, F1B2, F2B1, F2B2, F1 and 
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F2) >null. b) Signal change in V1 for the conditions F1B2-Illusion and F1B2-no Illusion for 
every subject.  
 
5.3.3.2 Whole brain analyses 
 
To complement the retinotopic analyses, a whole-brain analysis of activity for each of 
the main comparisons outlined above was also performed (see Methods).  A two 
factor ANOVA was initially conducted. The factors were flash number (1 or 2) and 
bleep number (0, 1 or 2). As expected, there was a significant main effect of flash 
number in the left and right occipital cortex (though as this is group data there is no 
information on which retinotopic area or areas this might represent). The main effect 
of bleep number was also significant (see Table 1 for a complete listing of these loci 
and their stereotactic locations, plus Figure 5.3B). This was due to an increased 
cortical response when a visual event is accompanied by a sound compared to a visual 
event alone regardless of the number of bleeps [B1–B0,tmax = 7.41;p <.0001, B2-
B1,tmax = 4.83;p=.1 and B2-B0,tmax = 8.68;p < .0001]. There was no significant 
interaction between the number of flashes and the number of bleeps (t<3.86, p > 0.7). 
Activation of similar loci have been associated with audiovisual integration (Calvert 
et al., 2001).  
 
Finally, unrestricted whole-brain analysis of illusory multisensory perception (i.e. 
F1B2-Illusion vs F1B2-no Illusion) additionally revealed significant activation in the 
right superior temporal sulcus (ascending posterior segment of the STS, abutting the 
supramarginal gyrus; co-ordinates [54 -54 30] t=6.83; p = .02 corrected, number of 
voxels in the cluster = 88) and the superior colliculus (coordinates [2 -30 0], t=3.12 p 
=.03 corrected for anatomically specified small volume examined; see Methods). 
These activated loci are shown in Figure 5.4B & 5.4C. There were no cortical areas 
that showed a significant response to F1B2-no Illusion >F1B2 Illusion.  
 
In summary, the presence of auditory stimuli enhanced visual responses in V1, V2 
and V3 (Figure 5.3 and Table 5.1). In contrast, the more restricted comparison of 
those multisensory F1B2 trials that either evoked the illusion (“F1B2-Illusion”) or did 
not (“F1B2-no Illusion”) revealed enhanced activity in primary visual cortex, the 
superior temporal sulcus and superior colliculus (Figure 5.5).  
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5.4 Discussion 
 
Irrespective of perception, the concurrent auditory stimulation enhanced activity in 
human V1, V2 and V3. These findings are broadly consistent with previous 
observations that behavioural or physiological responses to visual stimulation can be 
modified by sound (Bermant and Welch, 1976;Kitagawa and Ichihara, 2002;Morrell, 
1972;Reisberg, 1978;Sekuler et al., 1997). In humans, several functional imaging 
studies have demonstrated that multisensory interactions can occur in extrastriate 
regions of visual cortex previously held to be unisensory (Amedi et al., 2001;Calvert 
et al., 1997;Calvert and Thesen, 2004;Lloyd et al., 2003;Macaluso et al., 2000) and 
even in Brodmann area 17 of occipital cortex (Calvert et al., 2001). None of these 
earlier human studies used retinotopic mapping to functionally identify early 
retinotopic visual cortex. My study therefore extends this important earlier work by 
explicitly quantifying multisensory effects in retinotopically defined early visual 
cortex, and confirms that multisensory convergence can occur at the first cortical 
stages of human visual processing.  
 
Importantly, I further examined how neural interactions associated with multisensory 
processing might be reflected in conscious perception. Participants were asked to 
report their perception of the visual stimulus on a trial-by-trial basis, which allowed us 
to confirm illusory perception of two flashes on a proportion of the F1B2 trials 
(F1B2-Illusion), as previously reported (Shams et al., 2000). Critically, the brain 
activity evoked in human V1 on illusion trials (F1B2-Illusion) was significantly 
greater than on physically identical trials where no illusion was reported (F1B2-no 
Illusion). Indeed, the cortical activity evoked on F1B2-Illusion trials was not reliably 
different from F2B2 trials (see Figure 5.4). This effect was robust across participants 
(Figure 5.5b) and also associated with enhanced activity in the superior colliculus and 
superior temporal gyrus (Figure 5.4). This enhancement of activity in association with 
illusory perception did not reflect differences in eye position or eye movements on 
different trials. Nor did it reflect a general alerting effect caused by changes in 
auditory stimulation, as both visual and auditory stimulation were identical on illusion 
and no-illusion trials. Nor was it explained by any bias for our participants to respond 
incorrectly to the number of bleeps (signal detection analysis revealed a significant 
change in sensitivity when visual events were accompanied by two bleeps with no 
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significant change in absolute criterion bias). Instead, the activity in primary visual 
cortex corresponded better to participants’ subjective reports of their visual 
experience on F1B2 trials, rather than with the physical stimulation (which remained 
unchanged). That V1 activity can be more closely related to conscious visual 
experience rather than physical stimulation is increasingly recognised in unisensory 
studies. For example, activity evoked in human V1 by a visual stimulus briefly 
presented at the contrast detection threshold is higher on trials when participants 
successfully detect it than when they fail to do so(Ress and Heeger, 2003). Moreover, 
when participants falsely perceive the presence of a low-contrast stimulus on trials 
when the stimulus was physically absent (false alarms), V1 activity is similar to that 
on trials where participants correctly report the physical presence of a stimulus(Ress 
and Heeger, 2003). This suggests that for visual stimulation alone, V1 activity can 
more closely correspond to the contents of consciousness than to visual stimulation. 
The present findings show that such an association of V1 activity with conscious 
perception extends to suprathreshold visual stimuli under normal viewing conditions, 
and to changes in visual perception brought about by multisensory stimulation.  
 
The temporal resolution of fMRI is relatively low, so this study does not provide 
useful information about the timing of the multisensory effects on visual perception. 
Rather, it provides precise localisation of these effects to the anatomically lowest 
stage of cortical processing. Such findings are consistent with the work reviewed 
earlier suggesting that for sensory modalities such as audition, multisensory 
influences also extend to the earliest stages of cortical processing (see Introduction 
and Schroeder & Foxe 2005). Event-related potential recordings in human show that 
multisensory integration can occur very early in visual processing. For example, a 
change in a simple visual stimulus that is accompanied by a change in pitch of a 
concurrent tone can lead to modification of the ERP at very short latencies (Giard and 
Peronnet, 1999), and auditory clicks can modify the evoked potential to pattern 
stimulation in visual cortex (Arden et al., 2003). Similarly, a surprisingly early right 
parieto-occipital interaction between auditory and visual stimulation is seen in the 
ERP waveform during a simple reaction time task (Molholm et al., 2002). For the 
particular multisensory illusion reported here, visual evoked potentials and fields 
associated with the illusory perception are modified at a short latency (Bhattacharya et 
al., 2002;Shams et al., 2001;Shams et al., 2005) consistent with generators in early 
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visual cortex. My new findings extend this earlier work by demonstrating that non-
visual stimuli can affect early visual processing in human primary visual cortex. 
 
These physiological data do not precisely define how these effects arise, particularly 
regarding the association of V1 activation with illusory visual perception in the 
illusion studied here. Primary visual cortex receives projections from at least twelve 
areas described as belonging to the visual cortex (Felleman and Van Essen, 1991). 
Recently slightly weaker more distant projections have been described from areas in 
the ventral (Distler et al., 1993a) and dorsal visual pathways and from the lateral 
intraparietal area (Boussaoud et al., 1990;Rockland and Van Hoesen, 1994).  Several 
recent papers have used retrograde tracer injections to demonstrate projections from 
primary auditory cortex, auditory association areas and the superior temporal 
polysensory area (STP) to the area of primary visual cortex representing the 
peripheral visual field (Clavagnier et al., 2004;Falchier et al., 2002;Rockland and 
Ojima, 2003).   These connections have a laminar signature and a termination pattern 
consistent with feedback or lateral type connection(Rockland and Ojima, 2003). The 
function of these projections to V1 has been the subject of much debate but they may 
serve to enhance perceptual capabilities; for example the addition of an auditory 
signal to a visual signal leads to improved detection compared to a visual signal alone 
(Bolognini et al., 2005;Frassinetti et al., 2002;Gondan et al., 2005;Miller, 
1982;Molholm et al., 2002;Schroger and Widmann, 1998c) .  Thus, it is possible that 
these connections mediate the increased activity in V1. Intriguingly, there was a 
greater cortical response for F1B2 Illusion> F1B2 no-Illusion only in the stimulus 
responsive area of primary visual cortex. This implies that an auditory stimulus is 
only effective at exciting primary visual cortex when preceded by a visual stimulus. 
This finding is consistent with the temporal properties of the illusion (Shams et al, 
2000).     
 
When participants experienced illusory visual perception, enhanced activity was not 
only identified in V1 but also in the superior colliculus and the right superior temporal 
sulcus (STS), which may also play a role. In particular, the STS may be the human 
homologue of macaque area STP, and has been consistently associated with 
integration between visual and auditory stimulation (Beauchamp et al., 
2004;Beauchamp, 2005;Calvert et al., 2000;Olson et al., 2002), particularly in speech 
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recognition (Pekkola et al., 2005;Raij et al., 2000;Saito et al., 2005;Sekiyama et al., 
2003;von Kriegstein et al., 2005). A recent study also showed that the STS is involved 
in crossmodal associative learning (Tanabe et al, 2005). Similarly the superior 
colliculus is known to play an important role in multisensory integration. Many 
studies in animals demonstrate the presence of multisensory neurons in the superior 
colliculus(Meredith et al., 1987;Meredith and Stein, 1983;Stein et al., 1975;Wallace et 
al., 1998;Wallace and Stein, 1996). Consistent with this, in humans there is an 
enhanced superior colliculus response to a multisensory signal compared to a 
unisensory signal (Calvert et al., 2001). Future studies should therefore attempt to 
elucidate the possible functional role of each structure in the illusion studied here.  
 
 
5.5 Conclusion 
 
Taken together, the response of retinotopic visual areas V1-V3 to visual stimulation 
are significantly enhanced by concurrent auditory stimulation. Specifically, when this 
auditory stimulation gave rise to an illusory change in perceptual experience, this was 
associated with specific enhancement of in primary visual cortex, superior colliculus 
and right superior temporal sulcus.
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CHAPTER 6: ACTIVITY IN HUMAN V1 FOLLOWS MULTISENSORY 
PERCEPTION. 
 
 
In the previous chapter I demonstrated that when a single brief visual flash is 
accompanied by two auditory bleeps, it is frequently perceived incorrectly as two 
flashes. Such illusory multisensory perception is associated with increased activation 
of retinotopic human primary visual cortex (V1) suggesting that such activity reflects 
subjective perception (Watkins et al., 2006). However, an alternate possibility is that 
increased V1 activity reflects either fluctuating attention or auditory-visual perceptual 
matching on illusion trials. In order to rule out these possibilities I now study the 
complementary illusion, where a double flash is accompanied by a single bleep and 
perceived incorrectly as a single flash. In this chapter I replicate findings of increased 
activity in retinotopic V1 when a single flash is perceived incorrectly as two flashes, 
and now show that activity is decreased in retinotopic V1 when a double flash is 
perceived incorrectly as a single flash. These findings provide strong support for the 
notion that human V1 activity reflects subjective perception in these multisensory 
illusions.  
 
6.1 Introduction 
 
In everyday life our perception of the world is dominated by multi-sensory 
information. Multi-sensory convergence can influence not only cortical sensory 
processing (for a review see Foxe and Schroeder, 2005) but also the consciously 
perceived properties of stimuli (McGurk and MacDonald, 1976;Mottonen et al., 
2002;Murray et al., 2004;Murray et al., 2005;Shams et al., 2000;Stein et al., 1996). 
However, there has been relatively little study of how changes in conscious perception 
associated with multi-sensory interactions might be reflected in changes in brain 
activity. In the previous chapter, I used high field fMRI to study brain activity 
associated with an established audiovisual illusion. When a single brief visual flash is 
accompanied by two auditory bleeps, it is frequently perceived incorrectly as two 
flashes (Shams et al., 2000). The perception of this ‘fission’ illusion is associated with 
increased activity in retinotopic areas of human primary visual cortex representing the 
visual stimulus (Watkins et al., 2006).  
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Such an association of V1 activity with illusory cross-modal perception is consistent 
with earlier findings that visual-evoked potentials and fields are modified at short 
latency in association with the illusion (Bhattacharya et al., 2002, Shams et al., 2001 
and Shams et al., 2005). Moreover, it may suggest that activity in V1 reflects 
subjective perception rather than the visual stimulus that was physically presented. 
However, an alternate possibility is that enhanced V1 activity for the cross-modal 
‘fission’ illusion might represent the effects of either fluctuating attention, or a non-
specific response to a perceptual matching between sensory modalities, rather than a 
response that truly varied with perception.  
 
Here, I sought to rule out this possibility by replicating my earlier findings and now 
comparing them with a complementary illusion (Andersen et al., 2004). In contrast to 
the previous chapter, which focused on situations where one physical flash was 
incorrectly perceived as two flashes (‘fission’), here I focused on situations where two 
physical flashes are incorrectly perceived as one flash (‘fusion’). If V1 activity reflects 
subjective perception, then it should be enhanced for the ‘fission’ but reduced for the 
‘fusion’ illusion, reflecting the illusory perception of two (when one was physically 
present) or one (when two were physically present) flashes respectively. However, an 
account of the illusion that postulates V1 responses reflecting the modulatory 
influences of attention or auditory-visual matching predicts that V1 activity should be 
enhanced both for ‘fission’ and ‘fusion’ illusions.  
 
6.2 Methods 
 
6.2.1 Subjects 
 
Fourteen young adults (6 females, 18-30 years old, right handed) with normal hearing 
and normal or corrected to normal vision gave written informed consent to participate 
in the study, which was approved by the local ethics committee. Prior to scanning all 
subjects took part in a behavioural pilot experiment (see Procedure, below, for full 
details), following which two subjects were excluded because they did not report the 
multisensory illusion. Following scanning, two subjects were rejected on the basis of 
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excessive head movement (>5mm).  Ten subjects (6 females, 18-30 years old, right 
handed) were therefore included in the analyses reported here.   
 
6.2.2 Stimuli 
 
Visual stimuli were projected from an LCD projector (NEC LT158, refresh rate 60 
Hz) onto a circular projection screen at the rear of the scanner. The subjects viewed 
the screen via a mirror positioned within the head coil. The auditory stimuli were 
presented binaurally using electrostatic headphones (KOSS, Milwaukee, USA. Model: 
ESP 950 Medical) custom adapted for use in the scanner. All stimuli were presented 
using MATLAB (Mathworks Inc.) and COGENT 2000 toolbox 
(www.vislab.ucl.ac.uk/cogent/index.html). Visual stimuli consisted of an annulus with 
luminance 420cd/m2 and eccentricity 8.5 -10 degrees of visual angle presented for 
17ms. When two flashes were presented, the interval between them was 46ms.The 
background was a uniform gray screen of luminance 30cd/m2. Luminance calibration 
was achieved via a viewing aperture in the MRI control room using a Minolta LS-100 
spot photometer. I used an annulus displayed in the peripheral visual field in 
association with auditory stimulation to maximise illusory perception, which is 
stronger for stimuli displayed in the periphery (Shams et al., 2002). In addition, the 
cortical representation of such a peripheral annulus avoids the foveal confluence at the 
occipital pole (Sereno et al., 1995), where it is extremely difficult to distinguish 
activity from different early retinotopic visual cortical areas. This stimulus geometry 
enabled me to clearly distinguish activity in V1, V2 and V3 from other cortical areas. 
The auditory stimuli consisted of a sine wave with frequency 3.5kHz, duration 10ms 
(with a ramp time of 1ms at each end of the sound wave envelope) and volume 95dB. 
The sound intensity (SPL) produced by the headphones was measured while the 
headphones were a suitable distance away from the scanner using a sound meter 
(Radioshack 33-2055). When two bleeps were presented, the interval between them 
(ISI) was 46ms. On trials with two flashes and one bleep, the auditory bleep was 
presented simultaneously with the first flash. Similarly, on trials with two bleeps and 
one flash the flash was presented simultaneously with the first bleep. Pilot behavioural 
work confirmed previous observations that whether bleeps and flashes are presented 
simultaneously or with slight temporal offset (Shams et al., 2002) makes little 
difference to behavioural reports of illusory perception.   
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6.2.3 Procedure 
 
Subjects initially took part in a behavioural pilot study. Subjects were presented with 
one or two briefly and successively flashed visual stimuli, either alone or 
accompanied by one or two successively presented auditory bleeps. For clarity, these 
trial types will be referred to by abbreviations. For example, ‘F2B1’ refers to trials on 
which there were two flashes and one bleep while ‘F2B2’ refers to a trial on which 
two flashes and two bleeps were presented. Subjects were instructed to report by 
button press whether they perceived one or two flashes and ignore the bleeps. Each 
participant completed 1 run of 128 trials divided between the different trial types 
(F1B1, F1B2, F2B1, F2B2, F1 & F2) while in the scanner. This pilot study ensured 
that the subjects experienced the multisensory illusion and could clearly distinguish 
one and two flashes with no auditory stimulation (all subjects were able to achieve 
>95 % correct on visual alone trials before starting the main experiment). The two 
subjects who were excluded showed no difference in error rates in the F1B1 and F2B2 
conditions (5% & 4% error rates for each excluded subject, compared to 6 % (SD 1 
%) for the group who went forward to the experiment. 
 
During the fMRI experiment, on each trial subjects were presented with one or two 
briefly and successively flashed visual stimuli accompanied by one or two 
successively presented auditory bleeps. These comprised four different trial types that 
represented all the possible combinations of flashes and bleeps. Subjects maintained 
central fixation throughout and indicated whether they perceived one or two flashes, 
by pressing one of two response keys on a keypad held in their right hand. Each trial 
lasted 90ms followed by a 1800ms response interval. Eye position data was collected 
from all subjects during the trials to ensure subjects maintained fixation. One seventh 
of all trials were null trials, during which no visual or auditory stimuli were presented. 
There were thus five physically different types of trial. The responses of subjects were 
further used to post hoc divide the F2B1 and the F1B2 trials into those on which the 
illusion was perceived (“ F2B1- Fusion Illusion” and “F1B2 - Fission Illusion”), and 
those on which it was not (“F2B1 - no Illusion” and  “F1B2 - no Illusion”). Each 
subject completed between 4 and 6 runs of 112 trials divided equally between the 
different trial types. Trials were pseudo-randomly distributed within a run.   
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6.2.4 fMRI scanning  
 
A 3T Siemens Allegra system was used to acquire both T2*-weighted echoplanar 
(EPI) images with Blood Oxygenation Level Dependent contrast (BOLD) and T1 
weighted anatomical images. Each EPI image comprised of thirty-two 3mm axial 
slices with an in-plane resolution of 3x3mm positioned to cover the whole brain. Data 
were acquired in four to six runs, each run consisting of 162 volumes. The first five 
volumes of each run were discarded to allow for T1 equilibration effects. Volumes 
were acquired continuously with a TR of 2.08s per volume. During scanning, eye 
position and pupil diameter were continually sampled at 60Hz using long-range 
infrared video-oculography (ASL 504LRO Eye Tracking System, Mass). Eye 
movements were monitored on-line via a video screen for all subjects. Subjects 
completed a short pilot in the scanner to ensure they could maintain fixation.  
 
6.3 Data analysis  
 
6.3.1 Eye tracking 
 
Eye tracking data were analysed with MATLAB (Mathworks Inc.). Blinks and 
periods of signal loss were removed from the eye movement data.  Mean eye position, 
expressed as a distance from fixation, was then computed for each trial type and every 
subject from whom data were available. A repeated-measures ANOVA was used to 
establish whether mean eye position deviated significantly from fixation, or between 
conditions. 
 
6.3.2 fMRI preprocessing 
 
6.3.2.1 Spike artefacts 
 
The EPI magnitude images undergoing statistical analysis were reconstructed from 
the complex k-space raw data using a generalized reconstruction method based on the 
measured EPI k-space trajectory to minimize ghosting (Josephs O et al., 2000). Prior 
to reconstruction the k-space raw data were assessed for spike artefacts as indicated 
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by high background noise (two-fold oversampling in the readout direction always 
allowed for estimating the background noise from areas outside the head) (Weiskopf 
N et al., 2006). If k-space phase-encoding lines were affected by spikes they were 
replaced by the corresponding k-space lines from adjacent uncorrupted time points of 
the EPI time series. A correction for linear phase variations across k-space (due to 
inter-scan motion) was applied prior to replacing the data. Replacing single k-space 
lines instead of complete slices or volumes ensured that a minimal amount of data 
were interpolated. Less than 0.03% of all k-space lines required correction, thus 
minimally affecting the experimental degrees of freedom. The spike detection and 
correction were implemented in MATLAB (Mathworks Inc.). 
 
6.3.2.2 Preprocessing 
 
The resulting functional imaging data were analyzed using Statistical Parametric 
Mapping software (SPM2, Wellcome Department of Imaging Neuroscience, 
University College London). All image volumes were realigned spatially to the first, 
and temporally corrected for slice acquisition time (using the middle slice as a 
reference). Resulting image volumes were coregistered to each subject’s structural 
scan. The fMRI data were analyzed using an event-related model.  Activated voxels in 
each experimental condition for each subject were identified using a statistical model 
containing boxcar waveforms representing each of the experimental conditions, 
convolved with a canonical hemodynamic response function and mean corrected. 
Motion parameters defined by the realignment procedure were added to the model as 
six separate regressors of no interest. Multiple linear regression was then used to 
generate parameter estimates for each regressor at every voxel for every run. The 
resulting parameter estimates were averaged across runs to give a final parameter 
estimate for each of the experimental conditions for every subject. In order to get an 
accurate parameter estimate for each condition, any run with less than 4 events in a 
given illusion condition was excluded from the analysis. Data were scaled to the 
global mean of the time series and high pass filtered (cut-off: 0.0083 Hz) to remove 
low-frequency signal drifts.   
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6.3.3 Retinotopic analyses 
 
To identify the boundaries of primary visual cortex, standard retinotopic mapping 
procedures were employed (Sereno et al., 1995;Teo et al., 1997;Wandell et al., 2000). 
Only seven of the ten subjects participated in the retinotopic mapping procedures and 
so data from these seven are reported here, while the non-retinotopic analyses 
reported below used all ten subjects. There were no behavioural or demographic 
differences between the two groups. Flashing checkerboard patterns covering either 
the horizontal or vertical meridian were alternated with rest periods for 16 epochs of 
26 s over a scanning run lasting 165 volumes.  SPM2 was used to generate activation 
maps for the horizontal and vertical meridians. Mask volumes for each region of 
interest (left and right V1, V2, and V3) were obtained by delineating the borders 
between visual areas using activation patterns from the meridian localisers. Standard 
definitions of V1 were followed together with segmentation and cortical flattening in 
MrGray (Teo et al., 1997;Wandell et al., 2000). Using the mask volumes for left and 
right V1, V2 and V3, I identified voxels that showed significant activation (p<.05 
uncorrected) for the comparison of all trials on which visual stimulation was present 
(i.e. all experimental conditions) compared to null events, employing the regression 
analysis described above. This comparison identifies voxels activated by the annular 
visual stimulus in each of the retinotopic areas. Informal examination of these 
activations superimposed on flattened representations of occipital cortex confirmed 
our expectation that they represented voxels activated by the annular visual stimulus 
(Figure 6.1).   
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Figure 6.1 Spatial distribution of stimulus-evoked activity in retinotopic visual cortex.  
The statistical contrast of all visual events (F1B1, F1B2, F2B1, F2B2) versus null events 
thresholded at p<.05 uncorrected) is shown projected onto a flattened representation of visual 
cortex for a representative subject (the letter ‘F’ represents the location of the fovea, 
corresponding to the occipital pole; and the colourscale represents the t value at each location 
for the statistical contrast above, where red represents highest t values and blue the lowest; see 
Methods for full details).  
 
Having thus independently identified the stimulus representation in V1-V3, I then 
extracted and averaged the regression parameters from the analysis of the main 
experimental time-series (described above). This procedure yielded estimates of 
percentage signal change for each condition averaged across voxels in V1, V2 and V3 
that responded to the visual stimulus. The percentage signal change was divided by 
the average cortical response to visual stimulation (i.e. ([F1 +F2]/2) in each subject to 
produce a normalised percentage signal change for each condition.   The statistical 
significance of any differences in activation between the Illusion condition and the 
No-Illusion conditions was assessed by entering the normalised percentage signal 
change for each subject in each condition into a two tailed t test using a significance 
level of p<.05.  Finally, a mask representing the voxels in V1 that did not show a 
significant response to the visual stimulus was calculated. I then used this image to 
repeat the above procedure to examine the response to each condition in the non 
stimulus responsive area of V1. 
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6.3.4 Whole brain analysis 
 
To complement the retinotopic analyses, I also conducted an unbiased examination of 
regions outside retinotopic cortex using a random-effects whole-brain analysis of all 
ten subjects. The realigned and slice time corrected images from each subject were 
spatially normalized to a standard EPI template volume based on the MNI reference 
brain in the space of Talairach and Tournoux (Talairach Tournoux, 1988). The 
normalized image volumes were then smoothed with an isotropic 9mm FWHM 
Gaussian kernel. These data were analyzed using an event-related random-effects 
model, the first stage of which was identical to the regression model described above 
for the retinotopic analyses, except now applied to spatially normalised images. The 
parameter estimates for different conditions were then entered into a second level 
analysis using planned comparisons with paired t-tests. For these whole brain 
analyses, a statistical threshold of p<.05 corrected for multiple comparisons was used 
except for areas previously associated with the fission illusion where a small volume 
correction (sphere of diameter 3mm centered on coordinates [54 -54 30]) was applied 
(Watkins et al., 2006).  
 
 
6.4 Results  
 
6.4.1 Behavioural  
 
Analysis of behavioural responses during scanning confirmed that subjects were able 
to accurately report the number of flashes when the number of flashes and bleeps 
were identical (i.e. F1B1 and F2B2 trial types; accuracy 94%, SE across subjects 1%). 
On a large proportion of trials when two flashes were accompanied by one bleep 
(F2B1 trials), subjects reported an illusory perception of one flash (“F2B1- Fusion 
Illusion”; 42% of all F2B1 trials, SE across subjects 6%). On the remainder of F2B1 
trials, subjects reported veridical perception of one flash (“F2B1-no Illusion”).  When 
one flash was accompanied by two bleeps (F1B2) subjects reported an illusory 
perception of two flashes (F1B2 – Fission illusion) on 34% of the trials (SE across 
subjects 7%). The frequency of occurrence of the fusion illusion was not significantly 
different from the Fission illusion (42 % versus 44% t(9) = 1.24, p =0.25). 
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6.4.2 Eye position data 
 
Subjects were requested to maintain fixation at the centre of the display. During 
scanning eye position was monitored on-line in all subjects to ensure subjects 
successfully maintained fixation throughout the experiment sessions. A repeated-
measures ANOVA showed no statistical difference in mean eye position from 
fixation, or between conditions for the eight subjects in whom eye data were available 
(F(6,42) = .957, p = .466). Eye data was monitored but not recorded in two subjects. 
 
6.4.3 Functional MRI 
 
6.4.3.1 Retinotopic analyses 
 
Many F2B1 trials (42%) evoked the illusion of one flash (F2B1- Fusion Illusion), 
while on the remainder two flashes were perceived (F2B1-no Illusion). I therefore 
compared activity in retinotopic visual areas that was evoked on F2B1- Fusion 
Illusion trials with F2B1-no Illusion trials and on F1B2- Fission Illusion trials with 
F1B2-no Illusion trials in the seven subjects where retinotopic maps were obtained. 
Stimulus-evoked activity in V1 was significantly lower for F2B1-Fusion Illusion trials 
on which the illusion was perceived, compared to F2B1-no Illusion when the illusion 
was not perceived ( [t(6) = 2.93, p =.026], two-tailed)  (see Figure 6.2 for full details, 
including time courses). Note that I compared physically identical F2B1 trials with 
exactly the same visual and auditory stimulation that resulted either in the fission 
illusion or no illusion. Thus, any differences in brain activity associated with this 
comparison cannot reflect differences in visual or auditory stimulation. Stimulus-
evoked activity in V1 in the F2B1- Fusion Illusion condition (where one flash was 
perceived) was not significantly different from the F1B1 condition (where one flash 
was physically present) [t(6) =.79; p =.45] (see Figure 6.2 for full details, including 
time courses). 
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Figure 6.2 Signal change in primary visual cortex associated with illusory multisensory 
perception.  
 a) The mean percentage signal change in retinotopically defined V1 (see Methods) is shown 
for the condition F2B1-no Illusion (two flashes with one bleep when subjects reported 
correctly the perception of two flashes), F2B1-Fusion Illusion (two flashes with one bleep 
when subjects reported the illusory perception of one flash), F1B1 and F2B2.  b) The mean 
percentage signal change in retinotopically defined V1 is shown for the condition F1B2-no 
Illusion (one flash with two bleeps when subjects reported correctly the perception of one 
flash), F1B2- Fission Illusion (one flash with two bleeps when subjects reported the illusory 
perception of two flashes), F1B1 and F2B2. Data shown are averaged across the seven 
subjects (see Methods for further details) with error bars representing the standard error of the 
mean, and the symbol ‘*’ indicating statistical significance (p<.05). c)  Time courses for the 
V1 cortical responses in the F2B1- Fusion Illusion (grey line) and F2B1-no Illusion (black 
line) condition. d)  Time courses for the V1 cortical responses in the F2B1-Fission Illusion 
(grey line) and F2B1-no Illusion (black line) condition. Percentage signal change in V1 is 
plotted against time from stimulus onset (units of TR = 2.08 seconds) for both conditions 
averaged across subjects. The time courses were calculated for each of the subjects by using a 
statistical model containing a boxcar waveform representing each of the experimental 
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conditions, convolved with a series of FIR (finite impulse response) functions (using the SPM 
toolbox MarsBaR; http://marsbar.sourceforge.net/). Motion parameters defined by the 
realignment procedure were added to the model as six separate regressors of no interest. 
Multiple linear regression was then used to generate parameter estimates for each regressor at 
each time point for every subject. The data used in this model were extracted from the area of 
V1 that responded to the visual stimulus. This was determined by masking the entire V1 
region of interest (see Methods) with the cortical area that showed significant responses 
(p<.05 uncorrected) to the contrast of all visual events (F1B1, F1B2, F2B1 & F2B2) versus 
null events.  
 
Similarly, many F1B2 trials (34%) led to the illusion of two flashes (F1B2- Fission 
Illusion), while on the remainder only one flash was perceived (F1B2-no Illusion). 
The stimulus-evoked activity in V1 was significantly higher for F1B2-Fission Illusion 
trials on which the illusion was perceived compared to F1B2-no Illusion when the 
illusion was not perceived ([t(6) = 2.70, p =.035], two-tailed)  (see Figure 6.2). The 
activity in V1 in the F1B2-Illusion condition (where two flashes where perceived) 
was not significantly different from the F2B2 condition (where two flashes where 
physically present) [t(6) =.32; p =.75]. This replicates my previous findings (Watkins 
et al 2006). Again, because physically identical trials are compared these differences 
cannot be attributed to differences in sensory stimulation. The activity in stimulus-
driven regions of V2 and V3 showed a similar pattern of activation to V1 but did not 
reach conventional levels of statistically significance (Figure 6.3)  
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Figure 6.3 Signal change in V2 & V3 associated with illusory multisensory perception.  
a) The mean percentage signal change in retinotopically defined V2 (see Methods) is shown 
for the condition F2B1-no Illusion (two flashes with one bleep when subjects reported 
correctly the perception of two flashes), F2B1- Fusion Illusion (two flashes with one bleep 
when subjects reported the illusory perception of one flash), F1B2-no Illusion (one flash with 
two bleeps when subjects reported correctly the perception of one flash), F1B2- Fission 
Illusion (one flash with two bleeps when subjects reported the illusory perception of two 
flashes), F1B1 and F2B2.  b) The mean percentage signal change in retinotopically defined 
V3 (see Methods) is shown for the condition F2B1-no Illusion, F2B1- Fusion Illusion, 
F1B2-no Illusion, F1B2- Fission Illusion, F1B1 and F2B2.  Data shown are averaged across 
the seven subjects (see Methods for further details) with error bars representing the standard 
error of the mean. 
 
These differential cortical responses to the fission and fusion illusory perception were 
specific to the retinotopic locations of V1 responding to the visual annulus, as there 
was no significant effect of the illusions in the regions of V1 that did not respond to 
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the visual annulus [Fission: t(6) = .80,p =.46 Fusion: t(6) = .83,p =.45 ]. Similarly, 
there was no evidence for a general effect of either judgment or number of flashes 
outside regions of V1 responsive to the visual annulus. Specifically, there was no 
significant difference between activity evoked in locations of V1 that did not 
correspond to the visual annulus for the judgment of 1 flash (i.e. conditions F1B1, 
F1B2 - no Illusion and F2B1 - Fusion Illusion) versus 2 flashes (i.e. conditions F2B2, 
F2B1 - no Illusion & F1B2 – Fission Illusion) or the actual presence of  1 flash 
(F1B1& F1B2) versus 2 flashes (F2B1 & F2B2) [t(6) = .21,p =.91, t(6) = 2.1,p = .08] 
Finally, there were no significant differences between the F1B1 and F2B2 conditions 
in the non-stimulus responsive area of V1 [t(6) = 1.48, p =.19]. 
 
6.4.3.2 Whole brain analyses 
 
To complement the retinotopic analyses, whole-brain analyses of activity for each of 
the main comparisons outlined above was also performed.  Unrestricted whole-brain 
analysis of illusory multisensory fusion perception (i.e. F2B1-Fusion Illusion vs 
F1B2-no Illusion) revealed significant activation in the right superior temporal sulcus 
([58 -32 20]; t=7.30; p = .01 corrected at cluster level, number of voxels in the cluster 
= 96). These activated loci are shown in Figure 6.3. There were no cortical areas that 
showed a significant response to F1B2-no Fusion Illusion >F1B2 Fusion Illusion.  
Unrestricted whole-brain analysis of illusory multisensory fission illusion (i.e. F1B2 – 
Fission Illusion vs F1B2-no Illusion) revealed no significant cortical activation 
outside early visual areas at a corrected threshold. An examination of cortical areas 
previously associated with this illusion revealed significant activation in the right 
superior temporal sulcus ([52 -54 28]; t =2.9; p =0.04, corrected for small volume 
examined).   
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Figure 6.4 Cortical areas activated by multisensory illusory perception outside 
retinotopic cortex.  
Shown in the figure are cortical loci outside retinotopic cortex where event-related activity 
was significantly greater during F1B2-Fusion Illusion trials compared to F1B2-no Illusion 
trials (p<.05, corrected for multiple comparisons; see also Results).  Activated cortical loci in 
the right superior temporal sulcus projected onto a T1 template image in the stereotactic space 
of Talairach & Tournoux (1988). 
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6.5 Discussion 
 
These behavioural findings demonstrated that subjects perceived an illusory 
perception of one flash (‘fusion’) rather than the veridical perception of two flashes on 
many F2B1 trials.  We found that brain activity evoked in human V1 on these fusion 
illusion trials (F2B1-Fusion Illusion) was significantly lower than on physically 
identical trials where no illusion was reported (F1B2-no Illusion).  In agreement with 
previous findings (Bhattacharya et al., 2002;Watkins et al., 2006) I also demonstrated 
that activity on fission illusion trials (F1B2-Fission Illusion) was significantly higher 
than on physically identical trials where no illusion was seen (F2B1- no Illusion). This 
modulation of activity in association with illusory perception did not reflect 
differences in eye position or eye movements on different trials. Thus, perception of 
either the fission or fusion illusion caused opposite effects on activity in primary 
visual cortex. When two flashes were presented but one perceived, activity was 
decreased; but when one presented and two perceived, activity was increased. The 
level of cortical activity in V1 was therefore associated with conscious visual 
perception rather than the physically present stimulus. The modulation of activity by 
illusory multisensory perception was only found in the stimulus responsive area of 
primary visual cortex. This demonstrates that an auditory effect in primary visual 
cortex is specific to the area representing the visual stimulus, and reflects a 
modulatory influence on visual stimulation.      
 
Critically, these divergent effects on V1 activity that follow perception cannot be 
explained by a general attentional effect, nor a response of early visual areas to a 
match between physically present stimuli and perception.  For the fission 
multisensory illusion reported here, visual evoked potentials and fields associated 
with the illusory perception are modified at a short latency (Bhattacharya et al., 
2002;Shams et al., 2001;Shams et al., 2005) consistent with generators in early visual 
cortex (although note that temporally early effects reported from earlier studies do not 
necessarily translate into anatomically early effects such as generators in the early 
visual cortex).  In addition the previous chapter has demonstrated increased cortical 
activity in V1 in association with illusory perception of an additional visual flash 
(Watkins et al, 2006). These new findings extend this earlier work by demonstrating 
conclusively that activity in V1 follows multisensory perception.   
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The general finding that V1 activity can be more closely related to conscious visual 
experience rather than physical stimulation is recognised in unisensory studies. For 
example, activity evoked in human V1 by a visual stimulus briefly presented at the 
contrast detection threshold is higher on trials when subjects successfully detect it 
than when they fail to do so. Moreover, when subjects falsely perceive the presence of 
a low-contrast stimulus on trials when the stimulus was physically absent (false 
alarms), V1 activity is similar to that on trials where subjects correctly report the 
physical presence of a stimulus (Ress and Heeger, 2003). The present findings show 
that such an association of V1 activity with conscious perception extends to 
suprathreshold visual stimuli and to changes in visual perception brought about by 
multisensory stimulation.  
 
These data do not precisely define how the association of V1 activation with illusory 
visual perception occurs, nor whether the modulation of V1 activity we observed 
plays a causal role in the generation of the illusion. Primary visual cortex receives 
projections from at least twelve areas belonging to the visual cortex (Felleman and 
Van Essen, 1991). Recently more distant projections have been described from areas 
in the ventral (Distler et al., 1993b) and dorsal visual pathways and from the lateral 
intraparietal area (Boussaoud et al., 1990;Rockland and Van Hoesen, 1994).  Several 
recent papers have used tracer injections to demonstrate projections from primary 
auditory cortex, auditory association areas and the superior temporal polysensory area 
(STP) to the area of primary visual cortex representing the peripheral visual field 
(Clavagnier et al., 2004;Falchier et al., 2002;Rockland and Van Hoesen, 1994). The 
function of these projections to V1 has been the subject of much debate they may 
serve to enhance perceptual capabilities; for example the addition of an auditory 
signal to a visual signal leads to improved detection compared to a visual signal alone 
(Bolognini et al., 2005;Frassinetti et al., 2002;Gondan et al., 2005;Miller, 
1982;Molholm et al., 2002;Schroger and Widmann, 1998b).  Thus, it is possible that 
these direct connections mediate the changes in V1 activity that I observed. This is 
consistent with previous findings showing that multisensory influences also extend to 
the earliest stages of cortical processing (Ghazanfar and Schroeder, 2006). 
Interestingly, recent studies examining somatosensory-auditory multisensory 
integration in primary auditory cortex show that auditory input to A1 occurs via 
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feedforward projections from the thalamus and it is possible that similar low level 
thalamic connections may extend to auditory-visual multisensory integration (Lakatos 
et al., 2007).     
 
When subjects experienced the fusion illusion, activity was increased in the right 
superior temporal sulcus (STS) and decreased in primary visual cortex. I have thus 
now found evidence that the right STS is involved in both the fission and fusion 
illusions. The area of the right STS activated in the fission illusion is posterior to the 
cortical area involved in the fusion illusion. However, the size of the clusters and 
spatial smoothness of our data mean that it is not at present clear whether these 
activations reflect two distinct cortical loci. However, as regions of the right STS 
show a similar response for two illusions that are both perceptually very different and 
exhibit very different activation patterns in V1, these data suggests that the right STS 
may not be playing a causal role in generating the illusory perception. The low 
temporal resolution of fMRI signals mean that we cannot determine whether the STS 
activation we observed was casually related to the changes in V1 activity, or a later 
effect. However, we speculate that the STS response may occur later and represent a 
response to the matching of auditory and visual perception (i.e. the perception of 
F1B2 Fission illusion would be effectively F2B2 compared to the non illusion 
perception of F1B2).  Such a speculation would be consistent with both the divergent 
effects of the fusion and fission illusions on activity in primary visual cortex, and 
previous studies demonstrating early audiovisual integration(Bhattacharya et al., 
2002;Giard and Peronnet, 1999;Shams et al., 2001). The STS  has been consistently 
associated with integration between visual and auditory stimulation (Barraclough et 
al., 2005;Beauchamp et al., 2004;Beauchamp, 2005;Calvert et al., 2000;Ghazanfar et 
al., 2005;Olson et al., 2002;Schroeder and Foxe, 2002) Interestingly, a recent study 
has shown that the STS is involved in multisensory associative learning (Tanabe et al, 
2005). Further research will be needed to elucidate the precise role of the STS in these 
multisensory illusions. 
 
6.6 Conclusion 
 
In this chapter I have demonstrated that fMRI signals from stimulus-responsive 
regions of human primary visual cortex closely corresponded to multisensory 
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perception for both ‘fission’ and ‘fusion’ illusions. Moreover, when auditory 
stimulation gave rise to an illusory change in perceptual experience this was 
associated with increased activity in the right superior temporal sulcus.  
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CHAPTER 7: SOUND MOVES LIGHT: PSYCHOPHYSICAL AND FMRI 
EVIDENCE OF AUDITORY-DRIVEN VISUAL APPARENT MOTION.  
 
7.1 Introduction 
 
In the previous two chapters I have demonstrated that the activity in primary visual 
cortex closely follows multisensory perception in the flash-bleep illusion. In this 
chapter I examine a different type of multisensory illusion called ‘temporal 
ventriloquism’. 
 
In the ‘temporal ventriloquism’ effect, an auditory event that either leads or lags a 
visual event can appear to shift the visual onset backwards or forwards in time 
respectively (Gebhard et al., 1959;Morein-Zamir et al., 2003;Vroomen et al., 2004). 
Recent work (Freeman and Driver, 2008)  has demonstrated that pure auditory timing 
can influence visual processing of spatio-temporal patterns, namely motion. A long-
debated issue concerns whether such phenomena reflect feedforward convergence of 
multimodal timing information in higher cortical areas, or alternatively crossmodal 
interactions between sensory processing in early sensory cortices (Ghazanfar and 
Schroeder, 2006). In this chapter I used functional MRI with multivariate pattern 
classification to demonstrate that the direction of visual apparent motion can be 
predicted from patterns of activation in motion-responsive visual areas (V3 and 
MT+). Remarkably, such patterns in V3 and MT+ can also be used to predict the 
perceived direction of ambiguous visual apparent motion whose perceived direction is 
biased solely on auditory information.  
 
In classical visual apparent motion bars flashed alternately on the left and right of a 
visual display appear to sweep rapidly back and forth across the screen (von Grunau, 
1986). A recently described crossmodal illusion has demonstrated that the timing of 
an auditory stimulus that accompanies the visual stimulus can bias the perceived 
direction of visual apparent motion (Freeman and Driver, 2008). This behavioural 
effect provides further support to the hypothesis that visual processing is subject to 
modulatory influences from other sensory modalities (Ghazanfar and Schroeder, 
2006) similar to other reported cases of auditory influences on visual processing 
(Andersen et al., 2004;Berger et al., 2003;Bhattacharya et al., 2002;Ghazanfar et al., 
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2005;McGurk and MacDonald, 1976;Muckli et al., 2005;Shams et al., 2000;Shams et 
al., 2002;Watkins S et al., 2007;Watkins et al., 2006). To test this hypothesis further, I 
examined cortical responses to auditory-driven visual apparent motion, using 
functional magnetic resonance imaging (fMRI).  
 
In this study, I manipulated the asynchrony of a bleep accompanying visual bars 
which alternated regularly between left and right positions on the screen (see Fig 7.1a 
and 7.1b). Rightwards motion typically dominates when one bleep lags the left flash 
and another leads the right flash, so that the interval between bleeps paired to right 
and left flashes was shorter than for the left to right flashes (with leftwards motion 
dominating for the bleeps leading the left and lagging the right flashes). Note that the 
regularly flashing visual stimulus provides no directional motion cues, and thus the 
direction of perceived motion is driven purely by the timing of the auditory stimulus 
(Freeman and Driver, 2008). I compared this with the more typical form of visually-
driven apparent motion where the perception of motion is induced in silence by the 
stimulus onset asynchrony between the left and the right visual stimulus (von Grunau, 
1986) (e.g. rightwards motion perceived when the interval between left-to-right 
flashes is shorter than for right-to-left flashes, Fig 1). In the previous study auditory 
and visual timing were both equally effective at determining the direction of apparent 
motion, and both also induced  a robust visual motion after-effect.  
 
In fMRI studies of visual apparent motion, activation has been observed in MT+ 
when motion is perceived compared to flicker and also in primary visual cortex along 
the path of apparent motion (Muckli et al., 2005;Sterzer et al., 2006). However the 
methods used in those studies do not provide a measure of the selectivity or 
specificity of activations for particular motion directions. Such directional selectivity 
has been measured in fMRI, but for continuous or ‘short-range’ visual motion, where 
‘repetition suppression’ was observed when the same direction of motion was 
repeatedly shown on successive trials (Huk and Heeger, 2002;Seiffert et al., 2003). 
However, recent pattern classification methods offer a more direct measure of motion 
direction selectivity  For attended smoothly-moving random dot kinematograms 
(Kamitani and Tong, 2006), activity patterns in human visual cortex (both early 
retinotopic areas V1-V3 and motion area MT+) have been found to contain robust 
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direction-selective information, from which it is possible to decode the direction of 
motion that is seen.  
 
No studies to date have identified the distinct neural correlates of perceiving leftwards 
versus rightwards directions of long-range apparent motion. In this study I use 
multivariate pattern classification (see methods for further information) to test 
whether the perceived direction of visual apparent motion can be reliably decoded 
from early visual areas. 
 
In the case of auditory-driven apparent motion, traditionally ‘unimodal’ visual areas 
might not be expected to respond differently to different directions of auditory-driven 
apparent motion. After all, the local visual stimulus contains no visual spatio-temporal 
information that could bias perception consistently towards leftwards or rightwards 
motion.  
 
7.2 Methods 
 
7.2.1 Subjects 
 
Eight healthy young adults (4 females, 18-35 years old, one left-handed) with normal 
hearing and normal or corrected-to-normal vision gave written informed consent to 
participate in the study. Procedures were approved by the local ethics committee.  
 
7.2.2 Stimuli 
 
Visual stimuli were back-projected from an LCD projector (NEC LT158, refresh rate 
60 Hz) onto a circular projection screen at the rear of the magnet bore. The subjects 
lay supine in the scanner and viewed the screen via a mirror positioned within the 
head coil from a distance of 62cm. The auditory stimuli were presented binaurally 
using electrostatic headphones (ESP 950 Medical, KOSS, Milwaukee, USA) custom 
adapted for use in the scanner. On-line eye-tracking (60 Hz) was provided by a long-
range infra-red video camera (ASL 504LRO, Applied Science Laboratories, 
Massachusetts, USA ) trained on the left eye. All stimuli were presented using 
MATLAB (Mathworks Inc.) and COGENT 2000 toolbox 
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(www.vislab.ucl.ac.uk/cogent/index.html). Subjects made responses via key-presses 
on a custom-built MRI compatible button-box. 
 
Visual stimuli comprised peripherally viewed vertical red (CIE chromaticity 
coordinates x=.629, y=.348) bars with luminance of 30 cdm-2 presented in alternation 
on the left or right of the vertical midline on a black background. A white fixation 
point (diameter 0.4 deg, luminance 120 cdm-2) was displayed 13 degrees below the 
centre of the display before and during each trial (see Figure 7.1a). The auditory 
signal was a 60ms rectangular-windowed 480Hz sine-wave, sampled at 22kHz with 8-
bit quantization. The volume of this auditory stimulus was adjusted for each subject 
so that signals were clearly audible above the scanner noise. 
 
At the start of each trial, both bars were presented simultaneously in silence for 
500ms. All subsequent visual and auditory events were programmed relative to a 
regular 1Hz event-cycle, which commenced with the offset of one randomly selected 
bar. Commencing the alternating sequence with a random offset helped to balance any 
bias towards perceiving motion in a direction initially away from the first onset. 
Each 1000ms event-cycle consisted of an L and R bar each appearing in alternation 
for 200ms (Fig. 7.1a). In the Visual Timing  sequence, the SOA between L and R bars 
(vSOALR) was set to either 500-166ms for the appearance of unidirectional rightwards 
apparent motion, or to 500+166ms for leftwards apparent motion (see Figs. 7.1b-c; 
note that SOA between R and L was always reciprocal, such that vSOARL + vSOALR 
= 1000ms). For the Auditory Timing sequence, vSOA was set to 500ms (Fig. 7.1d) 
and auditory signals of 60ms were each paired asynchronously with left and right 
flashes. When aSOALR (the interval between sounds paired to left and right flashes) 
was equal to 500ms-166ms (Fig. 7.1e), one bleep lagged the onset of the left bar by 
83ms, while another bleep preceded onset of the right bar by the same interval. This 
could induce rightwards visual apparent motion. The opposite relationship was the 
case for aSOALR = 500-166ms (Fig. 7.1f), inducing leftwards motion. Therefore there 
were four conditions: Visual Timing Right (Fig. 7.1b), Visual Timing Left (Fig. 7.1c), 
Auditory Timing Right (Fig. 7.1d) and Auditory Timing Left (Fig. 7.1e). 
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Figure 7.1 Visual and auditory stimuli 
(a) Visual stimuli were peripherally viewed vertical red bars presented in alternation on the 
left (L) or right (R) side of the vertical midline on a black background. (b-f) Schematic 
representation of the Visual Timing condition. Space is represented horizontally and time 
vertically, with red bars representing visual events, and yellow bars auditory events. (b) 
Visual Timing sequence with Stimulus Onset Asynchrony (SOA) between R and L bars 
longer than for the return L-to-R direction (i.e. vSOARL > vSOALR), typically inducing 
unidirectional rightwards apparent motion (see red arrow); (c) the complementary case of 
vSOARL < vSOALR for leftwards apparent motion. (d) Unbiased visual sequence with equal 
intervals between L-to-R and R-to-L flashes. (e) Auditory Timing  sequence, with same equal 
visual intervals as in (d) but now with two auditory signals (see white bars), one lagging the 
onset of the left bar by 83ms, the other sound preceding onset of the right bar by the same 
interval. The shift in apparent visual onset via temporal ventriloquism is illustrated 
schematically by transparent orange bars. Red arrows indicate the rightwards direction of 
apparent motion resulting from these illusory temporal shifts. (f) The opposite timing 
relationship designed to induce leftwards apparent motion. Adapted from Freeman and 
Driver, 2008. 
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7.2.3 Procedure 
 
As part of the familiarization procedure outside the scanner, all subjects were shown 
silent sequences with an initially gross SOA asymmetry, and told that these displays 
could sometimes appear to have either leftwards or rightwards motion. Examples 
were then given of the Audio Timing condition. Without further prompting, all 
subjects could then readily discriminate between SOAs consistent with either L-R or 
R-L apparent motion. Training quickly progressed to smaller SOA differences, with 
minimal post-trial feedback. Further familiarization was conducted for approximately 
five minutes within the scanner, during which a range of five visual and auditory 
SOAs was presented in randomly-ordered blocks of 30 seconds.  
 
In the main experiment, scanning sessions commenced with a blank fixation display 
for 13 seconds. There then followed eight consecutive blocks of 30 seconds duration, 
with an intervening rest period of 7 seconds (see Fig. 7.1 for description of these 
conditions). Visual or Auditory timing conditions were presented in pseudo-random 
order, with the initial direction counterbalanced over scanning runs and subjects. In 
each run there were 2 presentations of the 4 conditions (Visual Timing Left, Visual 
Timing Right, Auditory Timing Left and Auditory Timing Right). There were eight 
scanning runs for the first seven subjects and seven runs for the final subject, with 
time allowed for subjects to rest between runs.  
 
7.2.4 Instructions to subjects 
 
Subjects were instructed to maintain constant fixation throughout the duration of a 
block, and to indicate the direction of motion that they perceived by pressing one of 
two keys on the button-box as soon as they had decided, using their preferred hand. If 
their percept changed then subjects were to switch response keys accordingly. No 
feedback was given during the main experiment.  
 
7.2.5 fMRI data acquisition  
 
A 3T Siemens Allegra system was used to acquire both T1 weighted anatomical 
images and T2*-weighted echoplanar (EPI) images with Blood Oxygenation Level 
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Dependent contrast (BOLD). Each EPI image volume comprised of forty 3mm axial 
slices with an in-plane resolution of 3x3mm positioned to cover the whole brain. Data 
was acquired in four runs, each consisting of 205 volumes. The first five volumes of 
each run were discarded to allow for T1 equilibration effects. Volumes were acquired 
continuously with a TR of 2.6s per volume.  
 
7.3 Data analysis  
 
7.3.1 fMRI preprocessing 
 
Functional imaging data were analyzed using Statistical Parametric Mapping software 
(SPM2, Wellcome Department of Imaging Neuroscience, University College 
London). All image volumes were realigned spatially to the first. Resulting image 
volumes were coregistered to each subject’s structural scan. Activated voxels in each 
experimental condition for each subject were identified using a statistical model 
containing boxcar waveforms representing each of the experimental conditions, 
convolved with a canonical hemodynamic response function and mean corrected. 
Multiple linear regression was then used to generate parameter estimates for each 
regressor at every voxel for every subject. Data were scaled to the global mean of the 
time series and high pass filtered (cut-off: 0.0083 Hz) to remove low-frequency signal 
drifts.   
 
7.3.2 Retinotopic analyses 
 
To identify the boundaries of primary visual cortex, standard retinotopic mapping 
procedures were used (Sereno et al., 1995;Teo et al., 1997;Wandell et al., 2000). 
Flashing checkerboard patterns covering either the horizontal or vertical meridian 
were alternated with rest periods for 16 epochs of 26 s over a scanning run lasting 165 
volumes. SPM2 was used to generate activation maps for the horizontal and vertical 
meridians. Mask volumes for each region of interest (left and right V1, V2d, V2v, 
V3d, V3v) were obtained by delineating the borders between visual areas using 
activation patterns from the meridian localisers. We followed standard definitions of 
V1 together with segmentation and cortical flattening in MrGray (Morein-Zamir et 
al., 2003;Teo et al., 1997;Tootell et al., 1995;Vroomen and de Gelder, 2004;Wandell 
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et al., 2000). A separate motion localizer was used to functionally define MT+. A 
concentrically expanding and contracting radial dot field was alternated with a static 
dot field for 10 epochs of 22s over a scanning run lasting 105 volumes  
 
7.3.3 Functional masks 
 
To identify visually responsive voxels to be used in the pattern classification, in 
appropriate retinotopic regions for the stimuli, functional masks were obtained.  Using 
the mask volumes for left and right V1, V2, V3 and MT+ I identified 100 voxels (50 
for MT+) that showed the most reliable activation in a t test comparing all trials on 
which a localizer stimulus was present compared to absent. This comparison identifies 
voxels activated by the stimuli in each of the retinotopic areas, independently of any 
differences due to perceived direction of motion. 
 
7.3.4 Overview of multivariate analysis 
 
Prior to describing the details of how multivariate analysis was implemented in this 
study, I will briefly review how multivariate analyses work in the context of fMRI 
data. Consider the example shown in Figure 7.2. Two visual stimuli (images 1 and 2) 
evoke overlapping response patterns in visual cortex. These response patterns are 
sampled at low spatial resolution using fMRI to give a set of voxels that exhibit two 
sets of responses (one for each visual stimulus – figure 7.2a). The basis of 
multivariate analysis methods involves testing whether the response patterns evoked 
by the two stimuli are the same or different. If the response patterns to the two stimuli 
are different then the brain area under study can be said to encode the stimulus feature 
that varies between the two stimuli, whereas if the converse is true, this cannot be said 
to be the case. In univariate analyses each voxel is considered separately, therefore if 
differential neuronal responses to image 1 and 2 are distributed over a wide area, the 
difference in the response to each image at each voxel will be small. The advantage of 
multivariate analyses is that information is accumulated from all voxels enabling any 
differences in the pattern of activity evoked by image 1 and 2 to be compared. 
Multivariate analysis therefore allows assessment of whether the pattern of activity 
evoked by each stimulus can be accurately differentiated.  
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Figure 7.2 Analysis of spatial patterns using a multivariate pattern recognition 
approach.  
A. FMRI measures brain activity repeatedly every few seconds in a large number of voxels 
(left). The joint activity in a subset (N) of these voxels constitutes a spatial pattern that can be 
expressed as a pattern vector (right). Different pattern vectors reflect different mental states; 
for example, those associated with different images viewed by the subject.  
B-D. Each pattern vector can be interpreted as a point in an N-dimensional space (shown here 
in panels b–d for only the first two dimensions, red and blue indicating the two conditions). 
Each measurement of brain activity corresponds to a single point. A successful classifier will 
learn to distinguish between pattern vectors measured under different mental states. In panel 
b, the classifier can operate on single voxels because the response distributions (red and blue 
Gaussians) are separable within individual voxels. In panel c, the two categories cannot be 
separated in individual voxels because the distributions are largely overlapping. However, the 
response distributions can be separated by taking into account the combination of responses in 
both voxels. A linear decision boundary can be used to separate these two-dimensional 
response distributions. In panel d, to test the predictive power of a classifier, data are 
separated into training and test data sets. Training data (red and blue symbols) are used to 
train a classifier, which is then applied to a new and independent test data set. The proportion 
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of these independent data that are classified either correctly (open circle, 'correct') or 
incorrectly (filled circle, 'error') gives a measure of classification performance. This figure is 
adapted from (Haynes and Rees, 2006).  
 
Practically this is achieved by training a pattern classification algorithm with the 
pattern of activity evoked by each image type. The classifier then attempts to blindly 
classify subsequently acquired test measurements to the category that evoked the most 
similar response pattern during the training phase (figure 6.5c). Accuracy is assessed 
by the comparing the classifier output with known labels (figure 6.5d). The steps 
required in this multivariate analysis are schematically represented in Figure 7.3. 
 
 
 
Figure 7.3 Schematic representation of the steps in multivariate analysis 
All voxels activated by the audiovisual stimulus (irrespective of direction of motion) are 
identified (see methods for details). B) The raw fMRI signal over the whole experiment is 
extracted from each voxel in the stimulus representation to create a pattern vector of n voxels 
and their timecourses. The pattern vectors are split into two subsets, one for responses during 
leftwards motion and the other for rightwards motion. These vectors are then used as training 
sets for a pattern classification algorithm. The classifier then attempts to classify test 
measurements to the category that evoked the most similar response pattern during the 
training phase. The accuracy of this allocation of test measurements gives a measure of 
whether the pattern of activity evoked by each experimental condition can be accurately 
determined. 
 
7.3.5 Pattern classification 
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Based on the protocols for multivariate analysis outlined previously (Haynes and 
Rees, 2005), I extracted, for each participant, the raw BOLD signal from the voxels in 
each of V1, V2, V3  and V5/MT+ that were activated by the visual or audiovisual 
stimulus. The voxels were selected using the functional masks described above, so 
that they came from appropriate retinotopic regions responsive to the stimulus.  
 
A total of 64 blocks of data were acquired for each subject, divided equally between 
the Auditory Timing (16 leftwards, 16 rightwards) and Visual Timing (16 leftwards, 
16 rightwards) conditions. Visual and audiovisual apparent motion were analysed 
separately. 
 
Each block contained 11 scans. The first 5 volumes from each block were discarded 
to allow the delayed BOLD signal to approach stability. The remaining 6 scans from 
each of the 15 blocks for each direction of apparent motion were assigned to a 
training data set, while the remaining images (the images from the remaining block) 
were assigned to be the test data set. Classification performance was then assessed 
using linear discriminant analysis with m-fold cross validation (Duda et al., 2001). 
Note that training and test datasets were from independent blocks, and that I used the 
raw unsmoothed fMRI signal in the realigned images (the statistical model was used 
only for identifying the voxels to be included in the analysis, as described above). 
This cycle was repeated 16 times using different blocks for training and test, and 
mean accuracy calculated over all 16 cycles. On each cycle, all voxels representing 
the stimulus were first rank ordered according to their T-value for the difference 
between the two directions of apparent motion. Then the n voxels with the highest T 
values were entered into the classification algorithm; this was repeated for a range of 
n (see below), with discrimination accuracy recorded for each n. Discrimination 
accuracy is expected to rise as more voxels are included reaching a maximum when 
all voxels carrying a discriminable signal are used. After this point, adding voxels will 
decrease discrimination accuracy because these voxels just add noise (e.g. the voxels 
corresponding to the foveal region which our stimuli did not stimulate except with a 
fixation cross). However, there is no a priori way of knowing how many voxels in a 
given region of interest (ROI) of a given participant will carry discriminable signal 
(Figure 7.4). In this experiment, in common with previous studies, I have used the 
value of prediction reached at 100 voxels across the conditions and visual areas.  
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Figure 7.4. Discrimination accuracy 
Discrimination accuracy (%) is shown as a function of the number of voxels included in the 
multivariate analysis for a single subject in each visual area (see Methods). Black lines 
represent the mean and standard error of the 16 allocations of training and test data. Red lines 
show a 3rd order polynomial fit. There is no a priori prediction for the number of useful 
voxels, which will depend on the functional architecture in each participant. Thus the curves 
of discrimination accuracy vs number of voxels are expected to rise and then fall again when 
voxels carrying higher signal-to-noise ratio are added (the fall may occur early or beyond 100 
voxels).  
 
7.4 Results 
 
7.4.1 Behavioural 
 
The responses of two subjects indicated no consistent effect of auditory timing on 
visual motion during the scanning sessions, so these subjects were not included in the 
analysis of the auditory timing conditions. On-line behavioural data were summarized 
according to the average proportion of ‘rightwards’ responses made while viewing 
each condition. Results are shown in Figure 7.5, with Auditory Timing and Visual 
Timing conditions shown in left and right pairs of data points respectively (N=8, 
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visual; N =6, auditory), and within each pair of data points for conditions predicted to 
result in dominant leftwards versus rightwards apparent motion. 
                 
 
 
 
 
Figure 7.5.  Behavioural results.   
Results are summarized as means across 8 subjects with errorbars indicating one unit of 
standard error of the means. The graph plots the proportion of ‘rightwards’ responses, as a 
function of auditory or visual SOARL (left and right pairs of data points respectively).  
 
 
In the visual trials subjects reported ‘rightwards’ motion more than ‘leftwards’ in 
visual timing sequences with stimulus onset asynchrony (SOA) between R and L bars 
longer than for the return L-to-R direction, with ‘leftwards’ reports dominating for the 
 133 
opposite case. The difference in responses between these SOA conditions was shown 
to be statistically significant [vSOArl  Rightwards Response (RR) 89% SE 2%, 
vSOAlr RR 10% SE 1 %, paired t test t(7) = 30.3, p = <0.0001]. In the Auditory 
Timing trials the visual signal itself was ambiguous because the stimulus onset 
asynchrony was identical for the L-R and the R-L direction. However, in these trials 
the subjects reported significantly more ‘rightwards’ motion than ‘leftwards’ in trials 
where the auditory stimulus lagged the R visual bar and preceded the L visual bar 
[aSOArl  Rightwards Response (RR) 84% SE 3%, aSOAlr RR 8% SE 4 %, paired t 
test t(5) = 14, p = <0.0001] The effects of auditory versus visual timing were 
remarkably similar [There is no statistical difference between vSOArl  RR = 89% SE  
= 2% and aSOArl RR =  84%, SE = 3%, t(5) = 1.7, p = 0.14 or between vSOAlr  RR 
= 10% SE  = 1% and aSOAlr RR =  14%, SE = 3%, t(5) = 2.0, p = 0.10 
 
7.4.2 fMRI 
 
The discrimination accuracy for direction of visual apparent motion was statistically 
above 50 % chance in visual areas V3 (mean 58%, SE 1 % t(7) = 8.9, p <.01) and 
MT+ (mean 58%, SE  2%,t(7) = 4.9, p <.01). The discrimination accuracy for 
direction of visual apparent motion did not reach statistical significance in V1 (mean 
55%, SE 3%, t(7) =1.5, p = .17) and V2 (mean 54%, SE 2% t(7) = 2.1, p = .08)(Figure 
7.6). Remarkably, discrimination accuracy for audiovisual apparent motion was also 
above chance in V3 (mean 57%, SE 1% t(5) = 4.5, p =0.01) and MT+ (mean 58%, SE 
2% t(5) = 4.8, p<.01).  It is important to note that in audiovisual apparent motion the 
visual stimulus was ambiguous. The discrimination accuracy for audiovisual apparent 
motion did not reach statistical significance in V1 (mean = 55%, SE 2% t(5) = 2.3, p 
= .07) or V2 (mean = 56%, SE 2%, t(5) = 2.5, p = .05) (Figure 7.6). 
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Figure 7.6. Classification results  
A.  Discrimination results for the direction of visual apparent motion based on patterns of 
fMRI signal across 100 voxels in each of V1, V2,V3 and MT+. The solid bar shows mean 
discrimination accuracy across subjects. The cross symbols represent mean accuracy for 
individual subjects. B. Discrimination results for the Audio timing condition, based on 
patterns of fMRI signal across 100 voxels in each of V1, V2, V3 and MT+ (symbols as for 
A).  
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7.5 Discussion 
 
Recent fMRI studies have used multivariate pattern classification methods to 
demonstrate that it is possible to decode the direction of visual motion that is 
perceived from the activity in early visual areas and V5/MT+ (Kamitani and Tong, 
2006). This decoding depends on the assumption that that each voxel may have a 
weak but true bias in direction selectivity, and therefore an ensemble of many such 
voxels might provide distinct patterns of activity for different perceived motion 
directions, which may then be discriminated using a pattern-classification algorithm 
(Kamitani and Tong, 2006). The present study demonstrates this for the first time with 
unimodal long-range apparent motion, finding reliable accuracy for leftwards and 
rightwards apparent motion (as determined by the timing of the visual stimuli), in 
cortical areas V3 and MT+. Though a new finding in itself, the involvement of such 
areas is perhaps not surprising given that they are also activated in univariate 
comparisons of motion versus static (Tootell et al., 1995;Zeki et al., 1991), and show 
direction-specific adaptation (Huk and Heeger, 2002;Seiffert et al., 2003). More 
surprising is that I also demonstrate comparable discrimination accuracy in the same 
areas when motion direction is determined purely by the timing of accompanying 
auditory stimuli, rather than by the timing of the visual events as in the traditional 
unimodal case above. These physiological results substantiate the claim, from earlier 
behavioural studies, that auditory timing signals can modulate traditionally unimodal 
visual motion processing, and just as effectively as purely visual timing signals 
(Freeman and Driver, 2008). 
 
Traditionally, it has been assumed that multisensory integration occurs after sensory 
signals have undergone extensive processing in unisensory cortical regions. However, 
recent studies in monkeys and humans show multisensory convergence at low-level 
stages of cortical sensory processing previously thought to be exclusively unisensory, 
for a review see Foxe and Schroeder (2005). These results for audio-visual apparent 
motion provide additional support for such convergence, showing that auditory timing 
signals can influence activity in visual motion areas, though for the first time 
generalizing to long-range apparent motion and the influence of auditory timing. 
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The present findings compliment the results in previous chapters in which I 
demonstrated that responses in early human visual cortex can be altered by sound, and 
that they reflect subjective perception rather than the physically present visual 
stimulus. However the actual phenomenon of auditory-driven apparent motion (see 
also (Freeman and Driver, 2008) contrasts with the previous chapters (Watkins S et 
al., 2007;Watkins et al., 2006) and its antecedents (Shams et al., 2000): here subtle 
differences in auditory timing cause a switch between opposite directions of perceived 
visual motion; conversely in the past studies the illusory presence of an additional 
visual flash depends on the gross presence or absence of an additional sound. The 
fMRI findings from the present and past studies also differ markedly. In the earlier 
study, a correlate of illusory flashes was found in V1, while responses in V2 and V3 
though similar did not reach statistical significance (Watkins S et al., 2007;Watkins et 
al., 2006). Here, we find differences in activity evoked by leftwards versus rightwards 
motion that were significant in V3 and MT+, but not in V1 and V2, despite a similar 
weak trend. It is interesting to consider whether the difference in the effect of auditory 
stimulation on V3 versus V1 between studies may be related to the above described 
phenomenological differences, where the sound can induce either a switch in 
perceived motion (as here) or a gross visual hallucination, as in previous studies 
(Watkins S et al., 2007;Watkins et al., 2006).  
 
These results do not define how these auditory influences on visual processing may 
arise. However they are consistent with recent anatomical research where retrograde 
tracer injections were used to identify projections from primary auditory cortex, 
auditory association areas and the superior temporal polysensory area (STP) to the 
areas of V1, V2 and V3  representing the peripheral visual field (Clavagnier et al., 
2004;Falchier et al., 2002;Rockland and Ojima, 2003). These connections have a 
laminar signature and a termination pattern consistent with feedback or lateral type 
connections(Rockland and Ojima, 2003). These connections are much more numerous 
in V2 and V3 than in V1 and may mediate the transfer of auditory information to the 
visual system.  
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7.6 Conclusion 
 
The present results indicate that auditory timing can alter the perceived direction of 
visual apparent motion. I also demonstrate, for the first time, that the direction of long 
range visual apparent motion can be predicted from cortical activity in V3 and MT+. 
Remarkable the cortical activity in V3 and MT+ can still be used to predict the 
direction of audiovisual apparent motion. 
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Chapter 8: Multimodal signals in primary visual cortex 
 
8.1 Introduction 
 
The integration of information gathered from different senses is vital to a coherent 
perception of the world. In the past it has often been assumed that such integration 
occurs in ‘higher cortical areas ‘after sensory signals have undergone extensive 
processing in unisensory cortices.  However, recent studies in monkey and humans 
have suggested multisensory convergence at low-level stages of cortical sensory 
processing previously thought to be exclusively unisensory (for a review see Foxe and 
Schroeder, 2005). This increasing evidence for multisensory integration has led to the 
proposal of several different explanatory accounts of these effects. 
 
8.1.1 The multisensory neocortex. 
 
This account postulates that most (or perhaps all) of the neocortex is essentially 
multisensory (or at least contains some multisensory neurons). Recent studies have 
demonstrated direct cortico-cortical routes between sensory areas including 
monosynaptic connections between primary auditory cortex and primary visual cortex 
in macaque (Clavagnier et al., 2004;Falchier et al., 2002) and ferret (Bizley et al., 
2007).  
These connections may link primary sensory cortices without the involvement of 
higher order multisensory areas. However, the data thus far suggest that these 
connections are relatively sparse and their function unclear. It is also possible that 
they are involved in relatively non specific modulations (i.e. arousal or alerting). 
Human event-related potential work has demonstrated interactions between auditory 
and visual (Fort et al., 2002;Giard and Peronnet, 1999;Molholm et al., 2002) or 
somatosensory (Foxe et al., 2002;Murray et al., 2005) stimuli at very short-latency 
(~46ms).  These demonstrations of temporally early modulation of unisensory cortices 
by multisensory stimulation might conceivably reflect such direct connections 
(Felleman and Van Essen, 1991;Schroeder and Foxe, 2005).  
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8.1.2 Feedback from higher cortical areas 
 
A further possible account for multisensory influences in sensory specific cortices is 
that they reflect feedback influences from higher multisensory convergence zones. 
This perspective would retain the basic description of sensory specific cortices 
defined on the basis of their feedforward inputs. Several studies in macques have 
reported a relatively late modulation of A1 activity due to visual costimulation (Bizley 
et al., 2007;Ghazanfar et al., 2005). A more recent fMRI study in humans (Noesselt et 
al, 2007) revealed that correspondence between temporal patterning of auditory and 
visual streams may induce feedback from STS onto primary visual and auditory 
cortex.   
 
These accounts have often been considered as rival views but it is important to state 
that they are not mutually exclusive. They may well coexist and different processes 
may be more important for different multisensory effects. 
 
8.1.3 Multisensory influences on primary visual cortex 
 
Previous research on audiovisual interaction has tended to concentrate on two main 
areas. The first of which is a comparison between an audiovisual stimulus and the sum 
of an auditory and visual stimulus presented alone.  These types of studies are 
vulnerable to alerting and attentional confounds. When a visual stimulus is 
accompanied by an auditory stimulus any change in visual processing (comparing the 
audiovisual stimulus to the visual stimulus alone) could conceivable be explained by 
the subjects paying more attention to the visual stimulus (visual attention is well know 
to increase cortical activity). The second type of study typically examines a 
multisensory ‘illusion’ where a change in visual perception is caused by a concurrent 
auditory stimulus.  In these studies there is certainly an influence of the auditory 
stimulus on processing in primary visual cortex. However this change in activity 
could represent feedback from higher cortical areas. It is well know that mental 
imagery and perceptual decisions can affect processing in V1 (Ress and Heeger, 
2003). 
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In chapters 5, 6 and 7 I demonstrated that activity in early visual cortex follows 
multisensory perception rather than the physically present visual stimulus. As I have 
previously discussed there is evidence that visual evoked potentials and fields are 
modified at short latency in association with the illusion (Bhattacharya et al., 
2002;Shams et al., 2001;Shams et al., 2005), raising the possibility that audio-visual 
interactions responsible for illusory perception might occur in retinotopic visual 
cortices. However, it remains possible that these effects result from feedback from 
higher cortical areas rather than direct crossmodal processing in primary visual areas.  
 
In this chapter I seek to explore these issues further. I present work investigating 
whether local spatial patterns of cortical activity in early visual cortex could 
distinguish between two audiovisual objects. Subjects were presented with a visual 
stimulus that could be accompanied by one of two different auditory stimuli. The 
auditory stimuli had no behavioural relevance or effect on visual perception. However 
on the basis of their multisensory properties they would potentially combine with the 
visual stimulus represent different multisensory objects. 
 
If there is an early, low-level, anatomical connection between the auditory and visual 
cortices one might predict that a different auditory stimulus accompanying a visual 
stimulus would subtly alter visual processing. However, if this process required a 
change in audiovisual perception and a post perceptual feedback loop there should be 
no change in the activity in visual cortex.     
 
I used high field BOLD fMRI to investigate whether human retinotopic areas V1-V3 
contained multisensory information. Given that visual perception was postulated to be 
unchanged by the subtle change in the auditory stimulus I predicted that the fMRI 
signals analysed in a univariate (conventional, voxel-by-voxel) fashion effect would 
not be affected by the addition of an auditory signal to a visual stimulus. Therefore in 
this study I utilized recently developed multivariate pattern recognition techniques to 
examine the pattern of activity over V1-V3. 
 
8.2 Methods 
 
8.2.1 Subjects 
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Eight young adults (2 females, 18-35 years old, right handed) with normal hearing and 
normal or corrected to normal vision gave written informed consent to participate in 
the study, which was approved by the local ethics committee.  
 
8.2.2 Stimuli 
 
Visual stimuli were projected from an LCD projector (NEC LT158, refresh rate 60 
Hz) onto a circular projection screen at the rear of the scanner. The subjects viewed 
the screen via a mirror positioned within the head coil. The auditory stimuli were 
presented binaurally using electrostatic headphones (KOSS, Milwaukee, USA. Model: 
ESP 950 Medical) custom adapted for use in the scanner. All stimuli were presented 
using MATLAB (Mathworks Inc.) and COGENT 2000 toolbox 
(www.vislab.ucl.ac.uk/cogent/index.html). Visual stimuli were tilted gratings (spatial 
frequency 0.8cpd and Michelson contrast 90%) presented within a smoothed annular 
window that subtended from 4°  to 8° eccentricity.  Visual stimuli were presented in 
16 second blocks during which grating with one of two possible orientations (either -
45°(VL) or +45°( VR)) were presented and continuously contrast reversed with a 
frequency of 4 hz. The auditory stimuli consisted of two sine waves with frequencies 
of 400Hz (A1) and 450Hz (A2), duration 16s (with a ramp time of 0.5s at each end of 
the sound wave envelope) and volume 95dB. The sound intensity (SPL) produced by 
the headphones was measured while the headphones were a suitable distance away 
from the scanner using a sound meter (Radioshack 33-2055).   
 
8.2.3 Procedure 
 
On each experimental trial, participants were presented with a visual stimulus either 
alone or accompanied by an auditory stimulus. Participants viewed the visual stimulus 
(grating) passively while monitoring a change in the central fixation spot. There were 
two control conditions where either no stimulus was presented or just an auditory 
stimulus and a fixation spot were presented. In total there were nine different trial 
types (VL A0, VL A1, VL A2, VR A0, VR A1, VR A2, A1, A2  & null).  Each run 
consisted of 18 trials of 13 seconds. The interval between trials was 3 seconds. 
Participants maintained central fixation throughout. Eye position data was collected 
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during the trials to ensure participants maintained fixation. Each participant completed 
5 runs of 18 trials making a total of 90 trials divided equally between the different 
trial types. Trials were pseudo-randomly distributed within a run.      
 
8.2.4 fMRI data acquisition  
 
A 3T Siemens Allegra system was used to acquire both T1 weighted anatomical 
images and T2*-weighted echoplanar (EPI) images with Blood Oxygenation Level 
Dependent contrast (BOLD). Each EPI image volume comprised of forty 3mm axial 
slices with an in-plane resolution of 3x3mm positioned to cover the whole brain. Data 
was acquired in five runs, each consisting of 120 volumes. The first five volumes of 
each run were discarded to allow for T1 equilibration effects. Volumes were acquired 
continuously with a TR of 2.6s per volume. During scanning, eye position and pupil 
diameter were continually sampled at 60Hz using long-range infrared video-
oculography (ASL 504LRO Eye Tracking System, Mass). Eye movements were 
monitored on-line via a video screen for all subjects. 
 
8.2.5 Data analysis  
 
Eye tracking data were analysed with MATLAB (Mathworks Inc., Sherborn MA). 
Blinks and periods of signal loss were removed from the data.  Mean eye position, 
expressed as a distance from fixation, was then computed for each trial type and every 
participant from whom data were available. A repeated-measures ANOVA was used 
to establish whether mean eye position deviated significantly from fixation, or 
between conditions. 
 
8.2.5.1 fMRI preprocessing 
 
Functional imaging data were analyzed using Statistical Parametric Mapping software 
(SPM2, Wellcome Department of Imaging Neuroscience, University College 
London). All image volumes were realigned spatially to the first image. Resulting 
image volumes were coregistered to each subject’s structural scan. Activated voxels 
in each experimental condition for each subject were identified using a statistical 
model containing boxcar waveforms representing each of the experimental conditions, 
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convolved with a canonical hemodynamic response function and mean corrected. 
Multiple linear regression was then used to generate parameter estimates for each 
regressor at every voxel for every subject. Data were scaled to the global mean of the 
time series and high pass filtered (cut-off: 0.0083 Hz) to remove low-frequency signal 
drifts.   
 
8.2.5.2 Retinotopic analyses 
 
To identify the boundaries of primary visual cortex, standard retinotopic mapping 
procedures were used (Sereno et al., 1995;Teo et al., 1997;Wandell et al., 2000). 
Flashing checkerboard patterns covering either the horizontal or vertical meridian 
were alternated with rest periods for 16 epochs of 26 s over a scanning run lasting 165 
volumes.  SPM2 was used to generate activation maps for the horizontal and vertical 
meridians. Mask volumes for each region of interest (left and right V1, V2d, V2v, 
V3d, V3v) were obtained by delineating the borders between visual areas using 
activation patterns from the meridian localisers. We followed standard definitions of 
V1 together with segmentation and cortical flattening in MrGray (Teo et al., 
1997;Wandell et al., 2000). 
 
8.2.5.3 Functional masks 
 
To identify visually responsive voxels to be used in the pattern classification, in 
appropriate retinotopic regions for our annulus stimuli, functional masks were 
obtained for each kind of stimulus.  Using the mask volumes for left and right V1, V2 
and V3, we identified a 100 voxels that showed the strongest activation for the 
comparison of all trials on which visual stimulation was present compared to null 
events, employing the regression analysis described above. This comparison identified 
voxels activated by the annular visual stimulus in each of the retinotopic areas 
determined by the independent meridian mapping procedure. 
 
Having thus independently identified the stimulus representation in V1-V3 the first 
analytic step was to extract and average regression parameters resulting from the 
analysis of the main experimental time-series (described above). This procedure 
reliably yielded estimates of percentage signal change for each condition averaged 
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across voxels in V1, V2 and V3 that responded to the visual stimulus for every 
participant (Figure 8.2.).  
 
8.2.5.4 Pattern classification 
 
Based on the protocols for multivariate analysis outlined previously (Haynes and 
Rees, 2005) and in chapter 7, I extracted, for each participant, the raw BOLD signal 
from 100 voxels in each of V1, V2 and V3 representing the visual stimulus (Figure 
8.1). The voxels were selected using the functional masks described above, so that 
they came from appropriate retinotopic regions responsive to the annular stimulus. 
One part of the data was used to train a multivariate pattern classifier to distinguish 
between the activity patterns for each orientation. Based on this training, the classifier 
then attempted to blindly classify the orientations represented in the other, 
independent, part of the data (the “test”). This was repeated for different allocations of 
the data to training and test, and mean classification accuracy was obtained for that 
stimulus for that area (V1, V2 or V3) for that participant. 
 
 
 
Figure 8.1 Orientation selectivity of fMRI responses. 
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a) The visual stimuli used for this experiment were contrast–reversing grating with orthogonal 
orientation. b) All voxels activated by the visual stimulus regardless of the accompanying 
auditory stimulus. The signal from each individual voxel is not sufficient to reliably 
discriminate between the orientations of the gratings because the response distributions are 
largely overlapping. However the response distributions can be separated by taking into 
account the combination of responses in two or more voxels (adapted from Haynes and Rees, 
2006). 
 
A total of 90 blocks of data were acquired for each subject, divided equally between 
the nine conditions. Each block of data made up one trial and contained 5 scans.  
 
8.2.5.4.1 Orientation discrimination 
 
Multivariate pattern classification was used to predict orientation for each type of 
stimulus from distributed response patterns in the V1-V3 ROIs, following the method 
outlined previously (Haynes and Rees, 2005). i.e. Comparing V-left trials (VL A0, VL 
A1 and VL A2) to V-right trials (VR A0, VR A1 and VR A2) The 5 images from 29 of the 
blocks for each orientation were assigned to a training data set (a total of 290 
volumes), while the remaining 5 images in the 30th block were assigned to be the test 
data set. Classification performance was assessed using linear discriminant analysis 
with m-fold cross validation (Duda et al., 2001). Note that training and test datasets 
were from independent blocks, and that I used the raw fMRI signal in the coregistered 
images (the general linear model was used only for identifying the voxels to be 
included, as described above). This cycle was repeated 30 times using different blocks 
for training and test, and mean accuracy taken over these 30 cycles. 
 
8.2.5.4.2 Crossmodal classification 
 
To discriminate the presence versus absence of an auditory stimulus, I compared the 
trials with visual stimuli alone (VL A0 and VR A0) to the audiovisual trials (VL A1 and 
VRA1). To discriminate the frequency of the auditory stimulus accompanying the 
visual stimulus I compared (VL A1 and VR A1) with (VL A2 and VR A2). In both cases 
5 images from 19 of the blocks for each condition were assigned to the training set 
and the remaining 5 images of the 20th block to the test data set. As above the 
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classification performance was assessed using linear discriminant analysis with m-
fold cross validation. This cycle was repeated 20 times using different blocks for 
training and test, and mean accuracy taken over these 20 cycles. 
 
On each cycle, all voxels representing the stimulus were first rank ordered according 
to their t-value for the difference between the relevant contrast. Then the n voxels 
with the highest t values were entered into the classification algorithm; this was 
repeated for a range of n (see below), with discrimination accuracy recorded for each 
n. Discrimination accuracy is expected to rise as more voxels are included reaching a 
maximum when all voxels carrying a discriminable signal are used. After this point, 
adding voxels will decrease discrimination accuracy because these voxels just add 
noise (e.g. the voxels corresponding to the foveal region which our stimuli did not 
stimulate except with a fixation cross). However, there is no a priori way of knowing 
how many voxels in a given region of interest (ROI) of a given participant will carry 
discriminable signal. It is clearly not appropriate to pick the number of voxels with the 
maximum prediction because this would introduce a type 1 error into the results. In 
this experiment, in common with previous studies, I have used the value of prediction 
reached at 100 voxels across the conditions and visual areas.  
 
8.3 Results 
 
8.3.1 Eye position data 
 
Participants were requested to maintain fixation at the centre of the display. During 
scanning eye position was monitored on-line in all participants to ensure participants 
successfully maintained fixation throughout the experiment sessions. A repeated-
measures ANOVA showed no statistical difference in mean eye position from 
fixation, or between conditions for the eight participants (F(7,49) = .89, p = .24).  
 
8.3.2 Functional MRI 
 
8.3.2.1 Univariate analyses 
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Initially a two-way within subjects ANOVA on the data from each visual area was 
conducted. As the stimulus was circularly symmetric and auditory stimuli presented 
binaurally measurements were combined across hemispheres to produce a single 
averaged measure for V1, V2 and V3. The factors were visual stimulus (null, left 
tilted grating (VL), right tilted grating (VR)) and auditory stimulus (absent (A0), low 
frequency tone (A1), and high frequency tone (A2)).  As expected there was a strongly 
significant main effect of  visual stimulus (V1:[F(2,16)=331, p<.0001] ; 
V2:[F(2,16)=146, p<.0001]; V3:[F(2,16)=414, p<.0001] since responses were 
obviously greater when a visual stimulus was present rather than absent. There were 
no statistically significant differences in the mean activity evoked comparing a 
leftward and rightward visual grating in any retinotopic visual area (V1:[t(7)=1.33, 
p<.0.9] ; V2:[t(7)=1.07, p = 0.9]; V3:[t(7)=0.7, p=0.5]. There was no main effect of 
the auditory stimulus on the mean activity in any retinotopic visual area 
(V1:[F(2,14)=1.1, p=0.37] ; V2:[F(2,14)=0.285, p<.75]; V3:[F(2,14)=2.6, p<.11]  (see 
Figure 8.2). 
 
 
 
Figure 8.2 Univariate effects in primary visual cortex. 
a) The mean percentage signal change in retinotopically defined V1 (see Methods) is shown 
for the conditions VL (visual grating orientated 450 to the left) and VR (visual grating 
orientated 450 to the right) accompanied by A0 (no auditory stimulus), A1 (high frequency 
tone) or A2 (low frequency tone). Data shown are averaged across the eight subjects (see 
Methods for further details) with error bars representing the standard error of the mean, 
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8.3.2.2 Multivariate analyses  
 
Discrimination accuracies for the orientation of the grating (left or right tilted) were 
significantly greater than chance (50%) in visual areas V1 (mean 58%, t(7) = 8.9, p 
<.01), V2 (mean 58%, t(7) = 8.9, p <.01),  and V3 (mean 58%,  t(7) = 8.9, p <.01) (see 
Figure 8.3) 
 
.  
 
Figure 8.3. Accuracy of prediction of orientation from visually active voxels in V1-V3. 
 
Discrimination results for the orientations of the visual grating based on patterns of fMRI 
signal across 100 voxels in each of V1, V2 and V3. The solid bar shows mean discrimination 
accuracy across participants. The cross symbols represent mean accuracy for individual 
participants.  
 
The discrimination accuracy for presence versus absence of auditory stimuli was 
statistical significant in V1 (mean 55%, t(7) =2.5, p = .04) and V3 (mean 61%, t(7) = 
4.9, p = .002) but was not significant in V2 (mean 54%, t(7) =1.5, p = .12)  (Figure 
8.4).  
Discrimination accuracy for the frequency of the sound accompanying a visual 
stimulus was not above chance in V1 (mean 53%, t(7) =1.1, p = .29), V2 (mean 50%, 
t(7) =0.5, p = .96)  or V3 (mean 55%, t(7) =0.37, p = .97) (see Figure 8.4). 
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Figure 8.4. Prediction accuracy of audiovisual stimulus from visually active voxels in 
V1-V3. 
 
a) Discrimination results for the presence versus absence of auditory stimulus based on 
patterns of fMRI signal across 100 voxels in each of V1, V2, & V3. The solid bar shows 
mean discrimination accuracy across participants. The cross symbols represent mean accuracy 
for individual participants. b) Discrimination results for the different audiovisual stimulus, 
based on patterns of fMRI signal across 100 voxels in each of V1, V2 & V3.  
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8.4 Discussion 
 
In this chapter I confirmed that the orientation of a visual grating can reliably be 
predicted from cortical activity in early visual areas (Haynes and Rees, 2006). 
 
In addition, the cortical processing in V1 & V3 was altered by the presence versus 
absence of an auditory stimulus. This is consistent with my previous work in chapters 
5 & 6 in which the addition of a sound to a visual stimulus caused a change in visual 
processing compared to the visual stimulus presented alone (Chapter 5, Figure 5.4). 
These findings are also consistent with previous observations that behavioural or 
physiological responses to visual stimulation can be modified by sound (Bermant and 
Welch, 1976;Kitagawa and Ichihara, 2002;Morrell, 1972;Reisberg, 1978;Sekuler et 
al., 1997). 
 
I did not any find evidence that the early visual cortical areas encode the frequency of 
an accompanying auditory stimulus. This experiment examines an unusual situation in 
that the auditory stimulus conveys no useful behavioural information. It could be 
argued that in most real world examples crossmodal perception may offer a 
behavioural benefit.  However, these results suggest that the early visual cortex, as the 
name suggests, is primary devoted to encoding information about vision and does not 
represent auditory information unless it changes visual perception or visual attention.  
 
Recently Lemus and colleagues (2010) examined a similar question in the auditory 
and somatosensory cortex of monkeys. In their study the authors employed the flutter 
discrimination task(Lemus et al., 2010). Monkeys were trained to discriminate 
vibrating stimuli that were either presented as a tactile sensation or an acoustic pulse 
train. During each trial, two stimuli of differing frequency were presented, interspaced 
with a short interval, and the animal had to decide which stimuli was higher 
frequency. Their results indicated that the neurons in S1 encode the tactile frequency. 
However, although a small percentage responded during the auditory flutter, 
importantly their responses did not vary with the flutter frequency. Similarly neurons 
in A1 encoded the acoustic, but not tactile frequency. They concluded that although 
neurons in both S1 and A1 responded to crossmodal stimuli, there was no encoding of 
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information contained in the alternative modality stimulus in the primary sensory 
area. In summary they suggested that multimodal encoding occurs outside of primary 
sensory cortices (Lemus et al, 2010). 
 
There remains a significant body of evidence from previous studies that suggests 
multisensory processing can occur in primary sensory cortices (See Ghazanfar & 
Schroeder, 2006 and chapter 5, 6 & 7 for a review). In these previous studies the 
multisensory input was usually of behaviour or perceptual relevance. For example in 
chapters 5 & 6 the additional auditory stimulus caused a clear change in visual 
perception (one flash was perceived as two flashes when accompanied by two bleeps). 
In this study evidence was found that primary visual cortex can respond to auditory 
input. It was possible to predict whether an auditory stimulus is present or absent from 
the cortical activity in primary visual cortex. However, the activity in primary visual 
cortex did not contain enough information to predict what type of auditory stimulus 
accompanied the visual stimulus.  
 
It is possible that multiple mechanisms of cross modal integration are utilized in the 
human brain and in different behavioural circumstances there would be a greater 
degree of crossmodal integration in primary sensory cortices. However in this study I 
demonstrated that in the situation where the auditory stimulus has no behavioural or 
perceptual relevance to a visual stimulus there is no processing of the feature 
attributes of the auditory stimulus in the visual cortex. Therefore, in this experiment I 
would suggest that crossmodal processing in primary sensory cortices is not automatic 
but depends on the ‘relevance’ of the crossmodal stimulus. 
 
8.5 Conclusion 
 
In summary, I have demonstrated that primary visual cortex can respond to auditory 
stimuli. This is consistent with many previous studies and my work in chapters 5,6 
&7. However in the situation where an auditory stimulus has no behaviour or 
perceptual relevance to visual processing early visual areas do not encode information 
about the auditory stimulus. These results suggest that the primary role of the visual 
cortex is to encode visual information and stimuli from other modalities will only be 
processed when they influence visual processing. 
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CHAPTER 9: GENERAL DISCUSSION 
 
9.1 Introduction 
 
The experiments outlined in this thesis demonstrate that the presence of a task 
irrelevant stimulus can exert a significant behavioural and perceptual effect. This 
general discussion will review these findings and the implications they have for our 
understanding of cortical perceptual processing. In addition, I will explore the extent 
to which these findings can shed light on other brain processes and indeed abnormal 
perception or behaviour following damage to the brain. Finally, I will discuss further 
experimental studies that would test hypotheses generated from the experimental data 
presented in this thesis.  The experimental studies can be grouped according to 
whether they examine the effects of a task irrelevant stimulus on behaviour (chapters 
3 & 4) or perception (chapters 5, 6, 7 & 8). 
 
 9.2 Attentional capture - the effect of a task irrelevant distractor on behaviour and 
cortical processing 
 
Complex scenes are often cluttered with many different stimuli. At any given time 
only a small fraction of the information received can be selected for further 
processing.  In real life, people are usually able to focus on stimuli relevant for the 
task at hand.  This can be achieved by using knowledge and expectations to focus 
attention on task relevant signals rather than competing irrelevant stimuli. Despite this 
top-down control, a unique stimulus can ‘capture’ attention, even when task-
irrelevant. Although distracting subjects from their current task, such attentional 
capture may have a survival advantage, as a unique stimulus may often convey 
important information about the environment.   
 
9.2.1 Auditory attentional capture 
 
In chapter 3 I utilized a behavioural paradigm that allowed me to distinguish cortical 
responses that were related to increased auditory variation in the stimulus (i.e. the 
presence of an irrelevant feature singleton regardless of whether it captures attention) 
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to be distinguished from cortical responses that were specific to auditory attentional 
capture (i.e. those related to presence of a distractor feature singleton that caused 
behaviourally defined attentional capture). The findings suggested that a ventral 
network, involving bilateral superior temporal gyri and the left inferior frontal gyrus, 
responds to auditory variability regardless of its behavioural consequence. In contrast, 
activation of a more dorsal network comprising of left precentral gyrus, right superior 
parietal gyrus and right intraparietal sulcus responds specifically to capture of 
attention by an auditory feature singleton.  
 
The cortical response to auditory variability demonstrated in this study is similar to 
the network of areas that are proposed to mediate the mismatched negativity (MMN). 
The MMN is a cortical response to an auditory oddball or deviant stimulus in a stream 
of repeated or familiar events. Previous studies have demonstrated that generation of 
the MMN has consistently been shown to involve bilateral superior temporal gyri 
(Deacon et al., 1998;Giard et al., 1990;Opitz et al., 1999b). However the role of the 
frontal cortex in MMN is less clear with some studies finding no frontal activation 
(Opitz et al., 1999a) and others suggesting involvement of the right inferior frontal 
gyrus (Opitz et al., 2002) or bilateral inferior frontal gyrui (Doeller et al., 
2003;Molholm et al., 2005). 
 
The dorsal frontoparietal network associated with auditory attentional capture is 
similar to that associate with visual attentional capture. Thus supporting the 
hypothesis that vision and audition share a common cortical attentional network.  
These findings are the first demonstration of the cortical network mediating 
attentional capture in audition.  
 
9.2.2 Visual attentional capture 
 
The neural substrates of singleton capture in search have previously been investigated 
(de Fockert et al, 2004). In that earlier study, neural activity was measured via 
functional magnetic resonance imaging (fMRI) as subjects viewed similar search 
displays to Theeuwes (1991). Subjects searched for a circle among diamonds, and on 
25% of the trials the target was a colour singleton, whereas on another 25% of the 
trials one of the distractors was a colour singleton. Although there was no measured 
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neural activity specifically related to the colour singleton target, the presence of a 
colour singleton distractor led to bilateral activation within the dorsal parietal cortex 
and left frontal cortex relative to when no colour singleton was present. The parietal 
activity was construed to reflect shifts of attention to the distractor item (e.g., Corbetta 
and Shulman, 2002) and frontal activity to reflect the resolution of subsequent 
competition between the salient distractor and the target.  
 
An unresolved question in these attentional capture studies was the behavioural and 
cortical response to varying the level of salience of the distractor singleton. Previous 
studies suggest that if a distractor singleton is more salient than the target it will 
capture attention. However, the response to parametrically changing the level of 
salience of the distractor has not been investigated. It thus remains an open question 
as to whether attentional capture might reflect either an all-or-none response to the 
presence of a distractor, regardless of salience; or whether varying distractor salience 
might be associated with parametrically varying levels of attentional capture. In 
chapter 4 I investigated this important question. Initially, I demonstrated that a 
bilateral network of dorsal parietal (principally IPS and SPL) and prefrontal cortex 
were associated with visual attentional capture. This replicates and extends the 
previous study on attentional capture by de Fockert (de Fockert et al, 2004). 
 
More importantly, I demonstrated a positive correlation between the level of salience 
of the distractor singleton and behavioural interference (See Chapter 4, Figures 4.2 & 
4.3). Even the lowest level of distractor salience caused a significant disruption to 
behaviour. When the singleton feature was present in the target (‘target singleton’) I 
observed a small but significant facilitation effect. The facilitation effect did not 
increase as the salience of the target singleton increased (Chapter 4, Figure 4.3). There 
are two possible explanations for these effects. Firstly, that attentional capture only 
occurred on a subset of the trials and this number increased as the salience of the 
distractor increased. This explanation implies I should also see the facilitation effect 
increase as the salience of the target singleton increases. In contrast, in this study I did 
not demonstrate a significant change in the facilitation effect across the levels of 
salience. An alternative explanation is that the level of salience does not affect the 
initial stimulus driven transfer of attention to the distractor singleton but effects the 
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speeds with which attention can be disengaged from the distractor and transferred 
back to the target (see Theeuwes, 2010).  
 
The response of a relatively restricted set of cortical areas was correlated to increased 
distractor salience. These included areas in bilateral frontal cortex and left parietal 
cortex but not right parietal cortex. I would suggest that these areas are involved in 
resisting distractor and reorientating attention back to the target. Atttenional capture 
produced strong activity in the right parietal cortex which did not change with 
distractor salience. This may imply that right parietal activity is involved in the initial 
bottom up shift of attention rather than top down control of attentional capture. The 
suggestion that left and right parietal cortex have different roles in attentional capture 
is generally consistent with previous TMS studies (utilizing a wide variety of spatial 
attention tasks)  that have shown disruption of spatial attention processes following 
TMS to the right PPC but not the left (cf. Rushworth and Taylor 2006 for a review). 
In visual search, for example, Ellison et al. (2003) showed that TMS impaired 
conjunction search following right parietal TMS. Also consistent with this idea that 
the left and right parietal lobes subserve different critical functions is a substantial 
body of data based on unilateral neglect (e.g.,Heilman and Valenstein 1979). This 
syndrome, associated with poor attentional orienting to the affected side, is more 
commonly found following right parietal as opposed to left lesions. 
 
There are a number of related areas that further research could address. Firstly, a 
study including visual and auditory attentional capture in the same experiment could 
further address the important question of whether the attenional network is truly 
crossmodal. Such a study would permit a direct comparison of visual and auditory 
attentional capture, rather than the qualitative comparison between Chapters 3 & 4 
presented here. Secondarily, it would be interesting to further investigate the different 
functions of the fronoparietal network activated by attentional capture. For example 
utilizing the new multivariate analysis techniques it would be possible to test whether 
the pre trail activity in the pre central gyrus predicted whether a stimulus would 
capture attention. This would provide stronger support that this cortical area has a role 
in resisting distraction.  But perhaps the most intriguing questions for future work 
relate to the dynamic interplay between the cortical regions in the attentional network. 
It would be important to know the timing of activation of various parts of the 
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described attentional network and the degree to which each area is critical to 
attentional capture. 
The recent combing of fMRI and TMS and of fMRI and EEG is starting to provide 
valuable insights into these issues.  
 
Finally further study of disorders of attention in humans such as neglect and attention 
deficit disorders may lead to greater understanding of these disabling conditions. 
 
In the next four chapters I have turned my attention to the affect of an irrelevant 
auditory stimulus on visual perception and cortical visual processing.  
 
9.3 Audiovisual integration  
 
The integration of information from multiple senses is fundamental to our perception 
of the world. Traditionally, it has been assumed that multisensory integration is 
deferred until after sensory signals have undergone extensive processing in unisensory 
cortical regions. However, recent work has demonstrated that purportedly primary 
sensory cortices can respond to stimuli from a different modality (Foxe and 
Schroeder, 2005). 
 
 An important but unresolved issue that may provide insight into the function of 
multisensory convergence concerns how such neural interactions might be reflected in 
conscious perception. If activity in early sensory cortices corresponds to a particular 
conscious experience, then modification of that activity by converging multisensory 
input should be related to changes in conscious experience.  
 
In chapters 5 & 6 I sought to address this issue by measuring brain activity in human 
volunteers experiencing an established audio-visual illusion, in which the presence of 
irrelevant sounds can modify the perception of a simple visual stimulus (Shams et al., 
2000). Crucially, this illusion occurs on only a proportion of trials, with veridical 
perception of the visual stimulus being reported on the non-illusion trials. This means 
it is possible to compare trials with identical auditory and visual stimulation that 
nevertheless had very different perceptual outcomes. The principle results 
demonstrated that the activity in primary visual cortex followed audiovisual 
 157 
perception rather than the physically present visual stimulus. This is consistent with 
increasing evidence from unisenory studies that V1 activity can be more closely 
related to conscious visual experience rather than physical present visual stimulus 
(Ress and Heeger, 2003).The present findings show that such an association of V1 
activity with conscious perception extends to changes in visual perception brought 
about by multisensory stimulation. 
 
In chapter 7 I utilized fMRI and multivariate pattern classification to investigate 
another effect of a task irrelevant auditory stimulus on visual perception. In the 
‘temporal ventriloquism’ effect, an auditory event that either leads or lags a visual 
event can seem to shift the visual onset backwards or forwards in time respectively 
(Gebhard et al., 1959;Morein-Zamir et al., 2003;Vroomen et al., 2004). Recent work 
(Freeman and Driver, 2008) has demonstrated that pure auditory timing can influence 
visual processing of spatio-temporal patterns, namely motion. A long-debated issue 
concerns whether such phenomena reflect feedforward convergence of multimodal 
timing information in higher cortical areas, or alternatively crossmodal interactions 
between sensory processing in early sensory cortices (Ghazanfar and Schroeder, 
2006). In chapter 7 I demonstrated for the first time using multivariate analysis that 
the direction of visual apparent motion can be predicted from patterns of activation in 
motion-responsive visual areas (V3 and MT+). Remarkably, such patterns in V3 and 
MT+ can also be used to predict the perceived direction of ambiguous visual apparent 
motion whose perceived direction is biased solely on auditory information.  
 
From the methodological viewpoint, the use of multivariate rather than mass 
univariate analysis requires further validation. The multivariate technique is a very 
sensitive method for finding differences between sets of data, but the physiological 
basis and functional significance of these differences is not yet clear. Further work to 
clarify the underlying basis for this relatively new form of fMRI analysis is needed. 
 
In summary in these experiments subjects were unable to ignore a task irrelevant 
auditory stimuli. These results suggest, at least in this experiment setup, that 
audiovisual integration may occur automatically. Multisensory integration has often 
been described as occurring automatically. Early studies investigating the response 
properties of single neurons in anaesthestised animals demonstrated multisensory 
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integration provided there was spatial and temporal concordance between the stimuli 
(Stein et al., 2004;Stein and Arigbede, 1972;Wallace et al., 1998). Behavioural work 
in humans has demonstrated that crossmodal model integration can occur 
preattentively (Driver, 1996;Van der Burg et al., 2008). Chapter 5 was the first study 
to demonstrate multisensory integration in retinotopically defined V1. These data do 
not precisely define how the association of visual cortex activation with illusory 
visual perception occurs, nor whether the modulation of visual cortex activity I 
observed plays a causal role in the generation of these effects. Primary visual cortex 
receives projections from at least twelve areas belonging to the visual cortex 
(Felleman and Van Essen, 1991). Recently more distant projections have been 
described from areas in the ventral (Distler et al., 1993b) and dorsal visual pathways 
and from the lateral intraparietal area (Boussaoud et al., 1990;Rockland and Van 
Hoesen, 1994).  Several recent papers have used tracer injections to demonstrate 
projections from primary auditory cortex, auditory association areas and the superior 
temporal polysensory area (STP) to the area of primary visual cortex representing the 
peripheral visual field (Clavagnier et al., 2004;Falchier et al., 2002;Rockland and Van 
Hoesen, 1994). These connections are present in V1 but more numerus in V2 and V3. 
The function of these projections to early visual cortex has been the subject of much 
debate, they may serve to enhance perceptual capabilities; for example the addition of 
an auditory signal to a visual signal leads to improved detection compared to a visual 
signal alone (Bolognini et al., 2005;Frassinetti et al., 2002;Gondan et al., 2005;Miller, 
1982;Molholm et al., 2002;Schroger and Widmann, 1998a).  Thus, it is possible that 
these direct connections mediate the changes in visual cortical activity that I observed 
in chapters 5, 6 & 7.  
 
An alternative account would be that the change in activity in early visual areas is the 
result of feedback form higher cortical areas after the perceptual decision has been 
made. In the current studies fMRI does not have the temporal resolution to distinguish 
between these two options. However, previous research using event-related potential 
recordings in human show that multisensory integration can occur very early in visual 
processing. For example, a change in a simple visual stimulus that is accompanied by 
a change in pitch of a concurrent tone can lead to modification of the ERP at very 
short latencies(Giard and Peronnet, 1999), and auditory clicks can modify the evoked 
potential to pattern stimulation in visual cortex (Arden et al., 2003). For the flash-
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bleep illusion studied in chapters 5 & 6, visual evoked potentials and fields associated 
with the illusory perception are modified at a short latency (Bhattacharya et al., 
2002;Shams et al., 2001;Shams et al., 2005) consistent with generators in early visual 
cortex. 
 
In the final chapter (chapter 8) I explored the extent to which auditory information is 
present in primary visual cortex. In chapters 5, 6 & 7 an auditory stimulus that 
accompanies a visual stimulus causes a clear change in visual perception. I have 
clearly demonstrated that this change in perception is represented in primary visual 
cortex for the flash bleep illusion and V3 and MT for audiovisual apparent motion.  In 
chapter 8 I examine the response of visual cortex to two audiovisual objects that differ 
by only a small change in the frequency of the auditory stimulus. This is an entirely 
irrelevant change in the auditory stimulus that would not be expected to induce a 
change in visual perception. I did not find any evidence that early visual cortical areas 
encode the frequency of the accompanying auditory stimulus. This experiment 
examines an unusual situation in that the auditory stimulus conveys no useful 
behavioural information. It could be argued that in most real world examples 
crossmodal perception may offer a behavioural benefit.  However, these results 
suggest that the early visual cortex, as the name suggests, is primary devoted to 
encoding information about vision (or at least visual perception) and does not 
represent auditory information unless it changes visual perception or visual attention.  
 
Taken together, these findings suggest that when an irrelevant auditory stimulus 
causes a change in visual perception this change can be detected experimentally in the 
anatomically earliest areas of visual processing, including primary visual cortex. In 
addition they suggest that crossmodal stimuli are not automatically processed in 
primary sensory areas but processing may critically depend on whether there is a 
change in sensory perception. I have discussed a number of different accounts and 
architectures that have been proposed for these newly uncovered crossmodal 
phenomena (chapter 8), ranging from the idea that all areas may be inherently 
multisensory (or perhaps less extremely, may all have at least some multisensory 
interneurons (Allman and Meredith, 2007) distributed among them, in differing 
proportions), to thalamic influences and/or direct connections between primary 
cortices, to the possibility that some multisensory effects may reflect feedback 
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influences from higher-level multisensory convergence-zones, back to otherwise 
sensory-specific regions. 
 
There are a number of related questions that further research could address. Firstly, an 
intriguing question is the temporal and spatial limits of multisensory integration. 
Secondarily further investigation into the underlying cortical architecture that 
mediates the multisensory effect I have described. 
 
9.4 Conclusion 
 
In summary, my findings provide evidence that task irrelevant distractors can have 
significant effects on behaviour and brain activity. I have demonstrated the cortical 
areas responsible for attentional capture in audition and vision and how these areas 
respond when the salience of the distractor changes. In the second group of 
experiments I have demonstrated that irrelevant auditory stimuli can influence visual 
perception and processing at the anatomical earliest stages of visual processing.     
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