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Abstract
We investigate the classical phase space structure of N SU(n+1) non-Abelian
Chern-Simons (NACS) particles by first constructing the product space of
associated SU(n+1) bundle with CPn as the fiber. We calculate the Poisson
bracket using the symplectic structure on the associated bundle and find that
the minimal substitution in the presence of external gauge fields is equivalent
to the modification of symplectic structure by the addition of field strength
two form. Then, we take a direct product of the associated bundle by the
space of all connections and choose a specific connection by the condition of
vanishing momentum map corresponding to the gauge transformation, thus
recovering the quantum mechanical model of NACS particles in Ref. [1].
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I. INTRODUCTION
Exotic statistics [2] in two spatial dimensions has attracted much attention recently
[3,4]. It has relevance to various areas of physics and in particular could be realized in
condensed matter physics [5]. Particles exhibiting exotic statistics and carrying anomalous
spin, called anyons, can be described as particles carrying both charge and magnetic flux and
a simple model for them can be constructed by coupling their charges minimally with the
Abelian Chern-Simons gauge field. The notion of anyon can be generalized by introducing a
non-Abelian gauge group, i.e., particles which carry non-Abelian charges and interact with
each other through the non-Abelian Chern-Simons theory [6,7]. One can also construct the
classical action for these non-Abelian Chern-Simons(NACS) particles by introducing isospin
degree of freedom and coupling isospin charge with the non-Abelian Chern-Simons gauge
fields [1,8]. The resulting quantum mechanical model of SU(2) NACS particles [1,9] indicates
that they also carry anomalous spins and satisfy the non-Abelian braid statistics [10]. In
Ref. [11], a model of SU(n + 1) NACS particles with arbitrary n ≥ 1 has been achieved by
considering the isospin degree of freedom defined on CPn manifold. It can be generalized
to arbitrary group with invariant nonsingular metric [12]. Also, equivalent second-quantized
description of NACS particles has been formulated [12,13].
In this paper we investigate the model of Ref. [1,11] from a more geometrical point of view
and explore the symplectic structure of the phase space of the NACS particles. In order to
do this, we first identify the phase space of isospin particles in the presence of external gauge
fields. Naively, one could try to construct the phase space by introducing the tangent bundle
T ∗G of group manifold G = SU(n + 1) for the isospin degree of freedom and taking direct
product of this by the canonical phase space. Then, to account for the external gauge field,
one could consider associated bundle with T ∗G as the fiber [14]. Although this procedure
works eventually, one has to go through some extra reduction procedure to achieve the goal.
More economical way has been known for some time [15] and it is to use associated bundle
with coadjoint orbit [16] as the fiber. It can be shown that the symplectic structure defined
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on this associated bundle with a given connection is automatically gauge invariant and can
be used to write down the equations of motions of a classical particle in the presence of
gauge fields. The resulting equations of motion are the well-known Wong’s equations [17].
To make a connection with the quantum mechanical model of NACS particles, we have
to work with a specific connection. This connection, for example, was determined as a
solution of the Gauss constraints in the holomorphic gauge in Ref. [1,11]. In this more
geometrical approach, this can be achieved by introducing the space of all connections and
take a direct product of this by the associated bundle constructed previously. Then, gauge
transformation can be defined on the product space and the corresponding momentum map
can be constructed. The condition of vanishing of this momentum map yields the Gauss
law constraints which can be solved as before.
In this paper, we elaborate on the above procedure using the associated bundle with
CPn as the fiber. In Sec. 2, we start with a brief review on symplectic geometry and
momentum map which are essential ingredients of phase space structure. In Sec. 3, we
prove that the associated bundle is isomorphic to direct product of canonical tangent bundle
by CPn manifold and evaluate the Poisson bracket between the dynamical variables using
the symplectic structure . We show that the minimal substitution is equivalent to the
modification of symplectic structure by the addition of field strength two form. In. Sec. 4,
we construct the momentum map corresponding to the gauge transformation and use the
solution of Gauss constraints in holomorphic gauge to recover the model of Ref. [1,11].
II. MOMENTUM MAP FOR CP
N
We start with a brief summary of symplectic geometry [18]. Consider a phase space O
with symplectic structure ΩAB. Using the symplectic structure, we define Poisson bracket
[19,20]:
{F,H} = ΩAB∂AF∂BH (2.1)
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where F,H ∈ C∞(O) and ΩAB is the inverse matrix of ΩAB. We define for a given F , the
corresponding vector field ζF by
ζF ⌋Ω + dF = 0. (2.2)
The vector field ζF preserves the symplectic structure LζFΩ = 0 and ζF defines one-
parameter family of canonical transformation of O. ζF are called Hamiltonian vector field
generated by F and the set of all Hamiltonian vector fields on O is denoted by HV (O).
One can show that the Poisson bracket defines a Lie algebra homomorphism of C∞(O) onto
HV (O):
[ζF , ζH ] = ζ{F,H} (2.3)
Let us assume that O is a Hamiltonian G-space. This means that O is a symplectic
manifold and the G group action Lg : O → O defined by f
g = gf(g ∈ G, f ∈ O) is a
symplectomorphism:
L∗gΩ = Ω. (2.4)
The case in which O is the coadjoint orbit [16] of group G is most interesting. The mapping
σ : G → HV (O) given by σ(ζ)f = d/dt|t=0(exp tζ) ◦ f where ζ ∈ G is a Lie algebra
homomorphism: σ([ζ1, ζ2]) = [σ(ζ1), σ(ζ2)]. We assume that there is a lifting σ˜ : G →
C∞(O) such that the Lie algebra structure is given by the Poisson bracket on O:σ˜([ζ1, ζ2]) =
{σ˜(ζ1), σ˜(ζ2)}. Thus, to each ζ ∈ G, we get a function σ˜(ζ) ≡ Fζ and a Hamiltonian vector
fields ζF of O so that
ζF ⌋Ω + dFζ = 0. (2.5)
We define the momentum mapping Q : O → G∗ where
〈ζ, Q(f)〉 = Fζ(f), f ∈ O. (2.6)
Here G∗ denotes the dual algebra of G and 〈, 〉 denotes the pairing between G∗ and G.
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The momentum map for SU(n + 1) action on CPn [21] can be calculated according to
the above definition. Let u0, u1, · · · , un be coordinates on C
n+1 and consider the SU(n+ 1)
group action on Cn+1 given by
ug = gu, g = exp(−iθaT a) ∈ SU(n + 1) (2.7)
where uT = (u0, · · · , un) and the T
a’s are the generators of the Lie algebra su(n+ 1):
[T a, T b] = ifabcT c (2.8)
We use the normalization Tr(T aT b) = (1/2)δab. Now we introduce the coordinates
ξp = up/u0(p, q = 1, · · · , n) on the open set U0 = (u0 6= 0) in CP
n.
To calculate the vector field generated by the generator T a on CPn, we note that
ζp =
d
dt
∣∣∣
t=0
(exp{−itT a})psus
(exp{−itT a})osus
(s, t = 0, 1, · · · , n) (2.9)
= −i [(T a)po + (T
a)pqξq − (T
a)00ξp − (T
a)0qξqξp] .
Hence the vector field generated by T a is given by
ζa = −i [(T
a)po + (T
a)pqξq − (T
a)00ξp − (T
a)0qξqξp]
∂
∂ξp
+ (c.c). (2.10)
The above vector field is in fact a Hamiltonian vector field since the unitary group SU(n+1)
acts transitively on CPn and leaves the following symplectic two form Ω on CPn invariant:
Ω = 2iJ
[
dξ¯ ∧ dξ
1+ | ξ |2
−
(ξdξ¯) ∧ (ξ¯dξ)
(1+ | ξ |2)2
]
, | ξ |2=
∑
p
| ξp |
2 . (2.11)
Thus the momentum map function Qa ≡ FTa on CP
n associated with the Hamiltonian
vector field ζa defined by Eq.(2.5) satisfy the following:
dQa = 2J(dξ ·
∂
∂ξ
+ dξ¯ ·
∂
∂ξ¯
)
[
(T a)00 + (T
a)0qξq + ξ¯p(T
a)po + ξ¯p(T
a)pqξq
1+ | ξ |2
]
. (2.12)
One can show that Qa can be written compactly as follows(up to a constant which we
neglect):
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Qa = 2J
N∑
s,t=0
u¯s(T
a)stut
∣∣∣
u0=
1√
1+|ξ|2
,up=u0ξp
. (2.13)
For example, for SU(2) group with Pauli matrices T a = σa/2, we have
Q1 =
J(ξ + ξ¯)
1+ | ξ |2
, Q2 = i
J(ξ¯ − ξ)
1+ | ξ |2
, Q3 =
J(1− | ξ |2)
1+ | ξ |2
(2.14)
In terms of stereographical projection ξ = tan(θ/2)eiφ, they are just the ordinary angular
momentum :
Q1 = J sin θ cosφ, Q2 = J sin θ sinφ, Q3 = J cos θ (2.15)
To calculate the Poisson brackets for the momentum map functionQa defined by Eq.(2.1),
we must use the symplectic structure on CPn. To do that, we introduce the notation
ξA = (ξ¯p, ξq) and write the symplectic two form as Ω =
1
2
ΩABdξ
A ∧ dξB. The Poisson
bracket defined by Eq.(2.1) with the use of Eq.(2.11) have the following expression:
{F,H} = −i
∑
p,q
gpq
(
∂F
∂ξ¯p
∂H
∂ξq
−
∂F
∂ξq
∂H
∂ξ¯p
)
, (2.16)
where gpq is the inverse of the Fubini-Study metric given by
gpq =
1
2J
(1+ | ξ |2)(δpq + ξ¯pξq). (2.17)
A simple calculation yields the fundamental commutators as follows
{ξ¯p, ξq} = −
i
2J
(1+ | ξ |2)(δpq + ξ¯pξq), (2.18)
{ξp, ξq} = {ξ¯p, ξ¯q} = 0,
and shows that the momentum map functions Qa satisfy su(n+ 1) algebra
{Qa, Qb} = −fabcQc. (2.19)
6
III. ASSOCIATED BUNDLE AND SYMPLECTIC STRUCTURE
Consider two dimensional configuration space M which could be in general arbitrary
Riemann surfaces. For simplicity, we assume that M is a plane. (We present one particle
case and later extend to N particles in a straightforward manner.) Let P¯ → M be a principal
G bundle over M . Let X = T ∗M and P be the pull-back of the bundle P¯ by the projection
π′ : T ∗M → M . Then P is a principal G bundle over X . Because P is a principal G bundle
and G acts on O, we can form the associated bundle P ≡ P ×G O. P is the phase space of
an isospin particle under the influence of external gauge field. Sternberg showed [15] that
given a connection Θ on P , there exists a unique symplectic structure defined on P. We
will explicitly calculate this symplectic structure for O = CPn.
We present the essence of Sternberg’s results. Let ζP denote vector field on P gener-
ated by the one parameter group consisting of right multiplication by exp(−tζ) : ζP (p) =
d/dt|t=0p ◦ exp(−tζ), p ∈ P . Let Rg denote the right multiplication Rg(p) = pg
−1. The
connection Θ on P is defined as a G-valued differential one form which satisfies the following
two conditions:
R∗gΘ = AdgΘ, Θ(ζP ) = ζ (3.1)
for all ζ ∈ G. The infinitesimal version of first condition is LζPΘ = adζΘ. Let Ug denote the
action of g ∈ G on P ×O by Ug(p, f) = (pg
−1, gf).
By definition, the associated bundle P is the quotient space of P ×O under the action of
Ug. Now define the real valued differential one form 〈Θ, Q〉 on P ×O. Then one can easily
show that 〈Θ, Q〉 is invariant under the action of Ug : U
∗
g 〈Θ, Q〉 = 〈Θ, Q〉. However, this
does not imply that 〈Θ, Q〉 is well defined on the quotient space P. One can show this by
proving that d〈Θ, Q〉 is not defined on P. A simple calculation using LζPΘ = adζΘ indeed
shows that
ζU⌋d〈Θ, Q〉 = −π
∗(ζO⌋Ω). (3.2)
Here ζU denotes the vector field on P ×O corresponding to the action U on P ×O so that
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ζU = ζP + ζO and π is the projection map π : P ×O → O. The above equation implies that
d〈Θ, Q〉 is not naturally defined on the quotient space P because it does not vanish when
evaluated on vectors, one of which is along the direction of projection P ×O → P.
To have expression for two form which descends on P, consider d〈Θ, Q〉 + π∗Ω. Then,
we have
ζU⌋(d〈Θ, Q〉+ π
∗Ω) = 0. (3.3)
by using Eq.(3.2). One can also easily check that d〈Θ, Q〉 + π∗Ω is invariat under the Ug
action. These suggest that there exist a unique form ΩΘ on P such that
d〈Θ, Q〉+ π∗Ω = π¯∗ΩΘ (3.4)
where π¯ is the projection map π¯ : P × O → P. Since π¯∗ is one-to-one and d〈Θ, Q〉 + π∗Ω
is closed, the two form ΩΘ is closed:dΩΘ = 0. Also, ΩΘis nondegenerate in the case when
X = T ∗M and P is the pull-back of the bundle P¯ and the connection is the pull-back of
a connection defined on P¯ [15]. Denoting ω˜ for the pull-back of ω which is the canonical
symplectic structure defined on X to P via projection onto X , we have symplectic structure
on P as
ΩT = ω˜ + ΩΘ (3.5)
When M is a plane, T ∗M is contractible and every associated bundle is trivial. So we
have
P = P ×G O = T
∗M ×O (3.6)
In fact, the above holds for arbitrary Riemann surfaces M . This can be seen from the
following simple homotopy arguement. It is well known that the set of equivalence classes
of principal G-bundles KG(T
∗M) is isomorphic to [T ∗M,BG] where [T ∗M,BG] is the set
of homotopy classes of maps from T ∗M to the classifying space BG of G. Consider the
homotopy exact sequence of universal principal G-bundle
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πi(G)→ πi(EG)→ πi(BG)→ πi−1(G)→ πi−1(EG). (3.7)
Since EG is contractible, πi(EG) = πi−1(EG) = 0 and we have πi(BG) = πi−1(G). By the
fact [22] that
πk(SU(n + 1)) =


0 {k ≤ 2}
Z {k = 3},
(3.8)
we have
πk(BG) =


0 {k ≤ 3}
Z {k = 4}
. (3.9)
Consider the reduced singular cohomology group H˜k(T ∗M,πk(BG)). Since T ∗M is homo-
topy equivalent to M , H˜k(T ∗M,πk(BG)) = H˜k(M,πk(BG)). Since M is a real two dimen-
sional manifold, H˜k(M,πk(BG)) = 0 for k ≥ 3. If k = 1, π1(BG) = 0 and H˜
1(M,π1(BG)) =
0. Thus there exists a surjective map [23] from H˜2(T ∗M,π2(BG)) = H˜2(M,π2(BG)) to
[T ∗M,BG]. Since for k = 2, π2(BG) = 0 and H˜2(M,π2(BG)) = 0, this implies that every
principal fiber bundle over M ia trivial and we have P = P ×G O = T
∗M × O. Hence we
have ω˜ = ω and
ΩT = ω + σ
∗(d〈Θ, Q〉+ π∗Ω)
= ω + d(AaQa) + Ω (3.10)
where σ is the cross section :P ×G O → P × O and we used σ
∗Θ = A, the gauge field
one form on M . Notice that ω + Ω is not gauge invariant. We must have Sternberg’s two
form d〈Θ, Q〉 to achieve the gauge invariance. Physically, this term describes the interaction
between isospin cahrge and the external gauge fields. Now, we calculate the symplectic
structure on P ×G O. We start from the two form on P ×G O = T
∗M ×O given by
ΩT = dpi ∧ dq
i + d(AaiQ
adqi) + Ω (3.11)
where the Ω is given by the expression Eq.(2.11). To achieve the notational simplifications,
we introduce ηI = (pi, q
j) and xM = (ξA, ηI). Then we can write ΩT =
1
2
ΩMNdx
M ∧ dxN
where the matrix ΩMN can be expressed as
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ΩMN =

 ΩAB A
a
J(∂Q
a/∂ξA)
−AaI (∂Q
a/∂ξB) ωIJ

 . (3.12)
Here, AaI = (0, A
a
i ) and ωIJ is given by
ωIJ =

 0 I
−I Aa[j,i]Q
a

 . (3.13)
A short calculation gives the following inverse matrix ΩMN :
ΩMN =

 Ω
AB −FKJΩACAaK(∂Q
a/∂ξC)
FKIΩBDAaK(∂Q
a/∂ξD) F IJ

 (3.14)
where F IJ is the inverse matrix of FIJ ≡ ωIJ − f
abcAaIA
b
JQ
c. Using Eq.(3.13), we find the
matrix F IJ :
F IJ =

 F
a
ijQ
a −I
I 0

 . (3.15)
where F aij ≡ ∂jA
a
i − ∂iA
a
j − f
abcAbiA
c
j is the Yang-Mills field strength.
The Poisson bracket on P ×G O is defined by the use of inverse matrix Ω
MN as before
{F,H} = ΩMN
∂F
∂xM
∂H
∂xN
. (3.16)
The calculation is greatly simplified by the use of Eq.(2.19) and we find the following Poisson
bracket among the dynamical variables
{Qa, pi} = −f
abcAbiQ
c, {Qa, qi} = 0 (3.17)
{pi, pj} = F
a
ijQ
a, {pi, q
j} = −δji , {q
i, qj} = 0.
The above relations are in accordance with the minimal substituion
pi → Pi = pi −A
a
iQ
a. (3.18)
In terms of canonical momentum Pi, we have, among others,
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{Qa, Pi} = 0 {Pi, Pj} = 0. {Pi, q
j} = −δji . (3.19)
Thus, one can work in (pi, q
i, Qa) coordinates using the symplectic structure given by
Eqs.(3.14) and (3.15) or with (Pi, q
i, Qa) using the canonical symplectic structure with-
out mixing between Pi and Q
a. The two procedures are equivalent [15]. Consider, for
example, the free Hamiltonian H = (1/2m)p2 with symplectic structure given by Eqs.(3.14)
and (3.15). The Hamiltonian equations of motion
x˙M = ΩMN
∂H
∂xN
(3.20)
reproduces the well known Wong’s equations
mq¨i = F
a
ijQ
aq˙j Q˙a = −fabcAbi q˙
iQc, (3.21)
which describes the dynamics of a isospin particle in external gauge fields Aai . Minimal
substitution implies that alternatively, we can work with
H =
1
2m
(Pi − A
a
iQ
a)2 , (3.22)
with canonical symplectic structure Eq.(3.19). Obviously, we get the same equations of
motions. The above procedures can be generalized to a system of N particles in a obvious
manner. We will consider from now on a system of N particles and denote the particle index
by α, β, · · · = 1, · · · , N .
IV. REDUCED PHASE SPACE AND CONNECTION
The analysis we have done so far holds for most part in describing isospin particles under
the influence of arbitrary external gauge fields. In this section, we attempt to determine a
specific connection which is essential in describing the quantum mechanics of fractional spin
and braid statistics. To do that, we first consider phase space PT ≡
∏
α P
α×A =
∏
α T
∗Mα×
Oα×A where A is the space of all connections. We define the gauge transformation of f ∈ O
and A ≡ AaiT
adqi ∈ A by
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f gα = gfα, A
g = g−1Ag + ig−1dg (4.1)
for g ∈ G = SU(n + 1). The momentum map for G action on
∏
αO
α =
∏
αCP
αn is
Q =
∑
αQ
a
αT
aδ(x − qα)dx
1 ∧ dx2 with Qa given by Eq.(2.13). To describe the momentum
map for G action on A, consider the symplectic two form on A:
ΩA(a, b) = κ
∫
M
Tr(a ∧ b) (4.2)
where a, b ∈ G are tangent vectors at A ∈ A and one form on M . κ is the coefficient of the
Chern-Simons gauge theory. The above form is invariant under the G action (4.1) and the
corresponding momentum map is given by the curvature two form κF , F = dA+ iA∧A ≡
(1/2)F aijT
adxi ∧ dxj [24]. To see this first define the momentum map function µζ on A by
µζ(A) ≡ 〈ζ, µA〉 =
∫
M
Tr(µA ∧ ζ) (4.3)
where ζ ∈ G are zero forms on M . The above definition suggests that the momentum map
is two form on M . The vector field generated by ζ is given by the gauge transformations
dAζ and from the definition of momentum map Eq.(2.5), we have for arbitrary a
〈a, dµζ(A)〉 = dAζ⌋ΩA(a) = κ
∫
M
Tr(dAζ ∧ a) = −κ
∫
M
Tr(ζ ∧ dAa) (4.4)
where we integrated by parts in the last step. We see that the last term is the gauge
transformation of Fζ along the direction of a and can be written as κ〈a, dFζ(A)〉 [24]. So we
have µA = κF . Hence the total momentum map is given by Φ = Q + µA = Q + κF . We
can form the quotient space Φ−1(0)/G which is the Marsden-Weinstein reduction [18] and
this moduli space is the reduced phase space of the NACS particles. Note that the Φ = 0
can be written as
Φa =
κ
2
ǫijF aij(x) +
∑
α
Qaαδ(x− qα) = 0, (4.5)
which is the Gauss constraints in Chern-Simon theory coupled with point sources.
Rather than probing the geometry of the reduced phase space, we attempt to determine
a specific connection as the solution of the above Gauss constraints which can be solved
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explicitly in two gauge conditions. The first one is the axial gauge [25] in which, for example,
we set Aa1 = 0. The remaining A
a
2 field becomes highly singular with strings attached to each
source and we do not adopt this solution. The less singular solutions can be obtained by
performing the analytic continuation of the gauge fields. Introducing complex coordinates,
z = x+ iy, z¯ = x− iy, zα = q
1
α + iq
2
α, z¯α = q
1
α − iq
2
α, A
a
z =
1
2
(Aa1 − iA
a
2), A
a
z¯ =
1
2
(Aa1 + iA
a
2),
analytic continuation means that Aaz and A
a
z¯ are treated as independent variables. We
recall [26] that choosing a gauge condition corresponds to reduction to the space Φ−1(0)/G
by the choice of representatives in Φ−1(0) of all orbits. In the analytic continuation, the
representatives are fixed in the complexified guage orbit space and this is consistent with
the coherent state quantization method [27]. We choose Aaz¯ = 0 as a gauge fixing condition
in this space which was called holomorphic gauge in ref [1]. The solution of the Gauss
constraints
Φa(z) = −κ∂z¯A
a
z +
∑
α
Qaαδ(z − zα) = 0, (4.6)
in holomorphic gauge turns out to be [1]
Aaz(z, z¯) =
i
2πκ
∑
α
Qaα
1
z − zα
+ P (z), (4.7)
where P (z) is an arbitrary holomorphic polynomial in z. The further choice of P (z) = 0
resulted in the quantum mechanical model which provides a unified framework for fractional
spin, braid statistics and Knizhnik-Zamolodchikov equation [28]. In other words, essential
ingredients in the quantum mechanical model of Ref. [1] consist of classical phase which
is
∏
α T
∗Mα × Oα and a specific connectionin of Eq.(4.7) with P (z) = 0. This connection
known as Knizhnik-Zamolodchikov (KZ) connection in the literature plays an important
role in establishing the relation of Chern-Simons theory with conformal field theory and
quantum group [29,30]. Substituting the above connection into the N particle Hamiltonian
where Hamiltonian of each particle is given by Eq.(3.22), we obtain(replacing Pi → pi)
H =
∑
α
2
mα
pzα

pz¯α − i2πκ
∑
β
QaαQ
a
β
zα − zβ

 (4.8)
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Quantum mechanically, the dynamics of the NACS particles are governed by the operator
version Hˆ of the Hamiltonian Eq.(4.8)
Hˆ = −
∑
α
1
mα
(∇z¯α∇zα +∇zα∇z¯α)
∇zα =
∂
∂zα
+
1
2πκ

∑
β 6=α
QˆaαQˆ
a
β
1
zα − zβ
+ Qˆ2αaz(zα)

 (4.9)
∇z¯α =
∂
∂z¯α
where az(zα) = limz→zα 1/(z − zα) and the isospin operators Qˆ
a’s satisfy the SU(N + 1)
algebra, [Qˆaα, Qˆ
b
β] = if
abcQˆcαδαβ upon quantizing the classical algebra Eq.(2.19). The second
term and the third term in ∇zα are reponsible for the non-Abelian statistics and the the
anomalous spins of the NACS particles respectively. The detailed analysis of the above
quantum mechanical model has been performed in Ref. [1,31].
V. CONCLUSION
In this paper, we have investigated the phase space structure of N NACS particles from
a geometrical point of view. We first considered the product space of N associated SU(n+
1) bundle with CPn as the fiber. The momentum map which is the essential ingredient
necessary to probe the phase space structure and to construct the gauge invariant symplectic
two form was obtained forCPn. An interesting consequence of a simple homotopy arguement
was that the associated bundle is equivalent to the direct product of canonical cotangent
bundle by the CPn manifold for arbitrary two-dimensional Riemann surfaces. The explicit
evaluation of the symplectic structure showed that the minimal substitution of canonical
momentum in the external non-Abelian gauge fields is equivalent to the modification of
canonical symplectic structure with the addition of field strength two form as in the Abelian
case. Then, we introduced the space of all Chern-Simons connections and adopted the
procedure of symplectic reduction in order to obtain the reduced phase space of NACS
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particles. A specific connection was determined by the condition of vanishing momentum
map with the holomorphic gauge choice and this produced the well-known KZ connection.
This connection endows NACS particles with the non-Abelian magnetic flux and introduces
topological interaction between them. The canonical quantization for two particle system
using this connection was performed [31] in detail. The geometric quantization of such a
model is another interesting possibility and will be reported elsewhere.
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