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Abstract 
Image/Video Quality Assessment (IQA/VQA) plays a significant role in image and video processing, as it can directly predict the
impact of distortions on the video in the quality of experience (QoE) of the user. For this propose, in this paper, it is presented a 
new method for objective video quality assessment using an artificial neural network to predict the subjective evaluation of the
video as if it were observed by a human user. The network was trained using degradation indicators extracted from the VQEG 
Phase I video database, which describe the level of distortion suffered by the original video under spatial and temporal scopes.
The proposed method obtained an excellent correlation with the subjective scores over this same database. 
Keywords: Video quality assessment; neural networks; quality of experience; 
1. Introduction 
Video quality assessment (VQA) is crucial for the optimization of several video processing applications, such as 
restoration, reproduction, enhancement, compression and acquisition. Considering the increasing growth in 
consumption of multimedia content and the relevance of QoE for video platform services (like Youtube or Netflix - 
as it can decide the success or fail of these platforms), the scientific community has devoted particular attention to 
this area, developing objective metrics that automatically evaluate the quality of the video, trying to model the 
subjective analysis of humans. 
Basically, the evaluation of video quality is divided into two classes: subjective methods, where human viewers 
measure the quality of the video and rate them on a subjective scale; or objective methods, that can predict the 
subjective evaluation by using algorithms to simulate the human visual system behavior. Subjective methods are 
more precise since it directly expresses the feeling of the user about the quality of the delivered content, but it is 
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time and resource-consuming, making them not suitable for practical applications. On the other hand, objective 
methods are applied without human participation, allowing real-time applications. For objective metrics, three 
approaches are considered1: Full-Reference (FR) approach, where the distorted sequence is compared to the 
reference sequence; Reduced-Reference (RR), where a limited feature of the reference sequence is used to measure 
video quality and No-Reference (NR), which can predict subjective video quality without the reference sequence. 
In the past few years, researchers developed several objective metrics that simulates human visual system (HVS) 
considering characteristics that are more correlated with the human vision perception. With this proposal, the 
Structural Similarity Index (SSIM) was introduced by Wang et al.2, considering the high capability of HVS to 
extract structural information from the frames of the video. It is considered one of the best recent objective metrics 
and it is widely used in practice due to its good performance and low complexity. It is evaluated as: 
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where x and y are the two signals to be compared, μx and μy are the mean of signal x and signal y, while Vx2 and Vy2
are the variance of both signals. Vxy is the covariance between x and y. C1 and C2 are constants to be adjusted 
according to the signals. Video SSIM is applied to the frames converted into YCbCr with the final score evaluated 
as:
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where Wi are weights and SSIMi are the SSIM applied to each component, with i ׫ {Y, Cb, Cr}.
Several other metrics were derived from SSIM (both for image and video versions), such as space-temporal 
SSIM (stSSIM)3, Multi-Scale SSIM (MSSSIM)4, 3-SSIM5 and GSSIM6, improving the performance and repairing 
some critical issues. On GSSIM, for example, the edge information was considered the most important information 
on the image. It is suggested as an improvement on SSIM, especially in measuring badly blurred images. 
The Video Quality Metric (VQM)7, developed by The National Telecommunications and Information 
Administration (NTIA), is a free VQA metric that estimates the overall impressions of video quality by using low-
bandwidth features that are extracted from the source and destination video streams. VQM calculation involves 
extracting perception-based features, computing video quality parameters, and combining parameters to construct 
the general model. It also includes a calibration step that processes a spatial alignment, valid region estimation, gain 
and level offset calculation, and temporal alignment. VQM remains in the top rank of the Video Quality Expert 
Group (VQEG) Phase II8 experiments and because of its good performance, it was chosen by ANSI as a standard 
VQA metric, being included by ITU (International Telecommunication Union) as a normative method in two draft 
recommendations9, 10.
The Perceptual Evaluation Video Quality (PEVQ)11 is a robust full-reference proprietary algorithm, developed 
by OPTICOM, designed to predict the effects of transmission impairments on the video quality as perceived by a 
human subject. It works through a fast and reliable spatio-temporal alignment with detailed analysis of degradations 
in videos, quantifying them into KPIs (Key Performance Indicators). It was benchmarked in VQEG multimedia 
Phase I tests, archiving top performance and it has become part of ITU Recommendation J.247. 
The rest of this paper is organized as follows: our proposal is presented in the next Section. Section 3 presents 
the results of its application to VQEG Phase I database in comparison to several other methods, while Section 4 
concludes the paper. 
2. Proposed Method 
In this paper, it is introduced a new objective metric VQA using an artificial neural network (ANN)12 trained 
with the extracted features of degraded video when compared to the reference video. The extraction of the features 
of each video is done using PEXQ, a software developed by OPTICOM. PEXQ provides, among other quality 
assessment algorithms, the use of the PEVQ algorithm under its license, for evaluation of video quality. PEVQ 
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algorithm identifies degradation through six indicators. These are the chosen features used in our artificial neural 
network: Jerkiness, Blur, Blockiness, Luminance Distortions, Chrominance Distortions and Temporal Distortions. 
All indicators range from 0 to 10, where 0 indicates no distortion and 10 is the condition with high distortion. The 
evaluation of these metrics is described in the ITU J.24711. A radar chart helps to show the level of degradation of 
video using the six indicators as it is shown in Fig. 1. A dot in the middle of the chart represents no degradation and 
a fully filled hexagon represents the worst case scenario. It is important to understand the meaning of each one of 
these features: 
x Jerkiness: is related to the flow of frames over time in the video. The occurrence of this degradation affects 
the smoothness of the video, and it is caused by delays, dropped and freezing frames, due to data 
transmission over a lossy network. 
x Blur: This degradation is caused by reducing the sharpness of edges, contours and spatial details. 
x Blockiness: are discontinuities found on block boundaries, caused by lossy compression techniques on the 
process of block quantization that are considered independently.  
x Luminance Distortion: reveals the distortion level in the luminance channel of video frames. 
x Chrominance Distortions: shows the distortion level in the chrominance channel of video frames. 
x Temporal Distortions: reveals the level of temporal distortion of the video, based on temporal degradations 
such as delay and jerkiness, considering the motion in the video. 
Fig. 1. Radar chart with the six PEVQ indicators of degradation.
2.1.  The Neural Network 
The use of artificial neural networks for video quality estimation is not new. Another method based in neural 
network with two hidden layers to estimate video quality can also be found in literature13. Their method was 
compared just to SSIM and PEVQ in a set of 7 videos (with 6 different bitrates and 4 different frame rates). One 
major difference for our work is that their proposal has as features just quantitative values as bits per frame, 
percentage of inter blocks, and so. Our hypothesis is that a better prediction can be done with perceptual features as 
the ones used in PEVQ. 
The ANN used in our proposal is a fully connected Multi-Layer Perceptron with one hidden layer. It was trained 
with Levenberg-Marquardt algorithm (which is considered very fast) to minimize the objective function. A gradient 
descent with momentum weight and bias is used as adaption learning function to update each weight and bias 
according to the learning function after each epoch. A hyperbolic tangent sigmoid is used as transfer function for 
hidden layer and a linear transfer function for the output layer. Although we have different transfer functions, we 
have kept a linear function of the output layer as it is reported in literature. 
For the network input we have used the same features of the video as PEVQ and as output we have the score that 
predicts the quality of the video perceived by a human user. 
To find the configuration of the network that achieved the best performance, several tests were executed, varying 
the following parameters: number of neurons in the hidden layer and the proposed features. For each configuration 
of these parameters, the training and test sets (70% of the entire database is used as training set while the other 30% 
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is for the test set) have varied 30 times, the set {weights, bias} also have varied randomly, 30 times each, which 
gives 900 different neural networks. 
The parameters have varied as follows: the amount of neurons in the hidden layer has varied from 5 to 13 
neurons. For a better balance between the number of samples in the training and test sets, we have chosen to use 
70% and 30% of the videos in the database. The features used have varied from {1 2 3 4 5 6}, {1 2 3}, {1 2}, {2 3}, 
{1 3}, {4 5 6}, {4 5}, {5 6} and {4 6}, where the numbers 1, 2, 3, 4, 5 and 6 correspond to jerkiness, blur, 
blockiness, luminance distortions, chrominance distortions and temporal distortions, respectively. These variations 
were chosen considering the nature of each parameter and their values used in different applications. As the network 
with 13 neurons did not achieve satisfactory results, they are not reported in the experiments section. 
To define the best configuration that generates the best network and to measure the performance of the proposed 
method, we have used two widely used metrics of correlation between objective and subjective video quality scores: 
Spearman Rank Order Correlation Coefficient (SROCC), related to the monotonicity of the VQA algorithm 
prediction against subjective scores, considering only the rank of the data points and ignoring the relative distance 
between them,  and the Pearson Linear Correlation Coefficient (PLCC) which measures prediction accuracy. A non-
linear regression is performed on the objective VQA algorithm scores before calculating the PLCC, to map them to 
subjective scores (DMOS) using a monotonic five-parameters logistic function14. Also, we have provided the Root 
Mean Square Error (RMSE) that express prediction accuracy, such as PLCC. 
The Spearman correlation was used to choose the best network for each parameters configuration, since it does 
not require regression of the test data; it also does not require a large amount of examples. So, for each parameter 
configuration (number of hidden neurons and features), the examples used to train and test the net and the initial 
weights and bias was randomly changed several times, and the network with the higher Spearman correlation 
between the output of the network using the test set as input test set and subjective DMOS was chosen as the best 
network for that configuration. The table presented in Fig. 2 shows the best Spearman correlation for each feature 
set and different networks (changing the number of hidden neurons). 
It can be seen in Table1 that the best network’s Spearman correlation is found in the network trained using all 
the features. The best setting for the number of hidden neurons is 12. As it was said before, we have also trained 
networks with 13 neurons in the hidden layer with worse results. 
The network with the best correlation between the test set data and their respective DMOS obtained Pearson = 
0.9308, Spearman = 0.9299 and RMSE = 6.1345. This same network obtained Pearson = 0.9368, Spearman = 
0.9202, RMSE = 5.3806, considering the correlation between the data of the entire VQEG Phase I database and its 
DMOS score. Fig. 2 presents the linear correlation of the objective scores, converted into predicted DMOS scores 
after regression, and subjective DMOS scores, for test set and all database. Marked in crosses, we can find the real 
DMOS values. The continuous line presents the curve that was found that best fits to this data. Thus, through this 
figure, it is possible to see how this curve is close to the data. An illustration of the final network can be seen in Fig. 
3. 
Table 1. Best SROCC for each configuration for the test set. The feature sets stands for: feature set 1 = all features; feature
set 2 =  {1 2 3}; feature set 3 =  {1 2}; feature set 4 =  {2 3}; feature set 5 =  {1 3}; feature set 6 =  {4 5 6}; feature set 7 =  
{4 5}; feature set 8 =  {5 6}; feature set 9 =  {4 6}, where 1, 2, 3, 4, 5 and 6 are related to jerkiness, blur, blockiness, 
luminance distortions, chrominance distortions and temporal distortions, respectively. 
 Feature set 
Hidden neurons 1 2 3 4 5 6 7 8 9 
6 0.9129 0.8802 0.8174 0.8605 0.6163 0.8979 0.8816 0.7901 0.8628 
7 0.9143 0.8642 0.8312 0.8883 0.6539 0.8743 0.8740 0.8320 0.8586 
8 0.9183 0.8672 0.8161 0.8698 0.6194 0.8664 0.8690 0.8120 0.8586 
9 0.9189 0.8634 0.8318 0.8708 0.6468 0.8720 0.8808 0.8023 0.8420 
10 0.9193 0.8717 0.8198 0.8775 0.5969 0.8691 0.8679 0.8061 0.8531 
11 0.9251 0.8606 0.8208 0.8826 0.6492 0.8667 0.8622 0.8133 0.8366 
12 0.9299 0.8814 0.8342 0.8756 0.6164 0.8618 0.8618 0.8028 0.8525 
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Fig. 2. Scatter plots of the objective and subjective scores: (a) for entire database; (b) for the test set
Fig. 3. Best architecture for artificial neural network for video quality estimation (w stands for weights, while b stands for bias).
The final weights and biases of the best network, after training, are shown in Table 2 which presents the values 
for the input layer. Each column labeled as features x (x  {1, 2, 3, 4, 5, 6}) stands for one of the extracted features 
used in the training, where, as before, 1, 2, 3, 4, 5 and 6 are related to jerkiness, blur, blockiness, luminance 
distortions, chrominance distortions and temporal distortions, respectively. Table 3 shows the values of weights and 
bias for the hidden layer. 
3. Experiments and Analysis 
3.1. Databases 
The network was trained using videos from VQEG Phase I8. This video database is composed of 20 reference 
videos (10 videos with 25 FPS and 10 videos with 30 FPS) that are applied to 16 Hypothetical Reference Circuits 
(HRC) divided into LOW and HIGH quality (accordingly to the bitrate), totalizing 320 degraded videos. This 
database was created by the Video Quality Expert Group (VQEG) to conduct a series of experiments and validate a 
set of objective VQA methods. Subjective data (DMOS), collected from human viewers in labs, were also included 
in the final report to compare to the scores of the objective VQA methods. Although the experiments performed in 
VQEG Phase I database has not been standardized by the ITU, this database has been widely used in many other 
experiments, making it easier for comparison with other methods. 
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Table 2. Final weights and bias for input layer of the best neural network found (as before, 1, 2, 3, 4, 5 and 6 stand for 
jerkiness, blur, blockiness, luminance distortions, chrominance distortions and temporal distortions, respectively). 
Weights 
bias
1 2 3 4 5 6 
-0.9716 -0.7164 1.4128 0.4629 -0.2047 -1.2898 0.0296 
-0.9603 1.9966 -1.9129 0.7077 -0.5186 -0.3896 -0.0040 
-0.1025 0.5164 -1.0205 1.0612 -2.0688 0.0025 -0.1666 
0.6751 -0.1366 -0.2003 -0.3052 1.6925 -0.9532 0.1227 
-1.5213 0.4342 0.1657 -1.5061 -0.1258 -0.3592 -1.1814 
-0.1105 0.1919 -0.2607 -1.3545 -0.5292 0.5666 -0.0387 
1.9711 0.5293 -2.4695 1.2830 -1.2397 -0.8678 0.8282 
-0.2631 -0.2838 -0.7936 0.3816 1.3503 -0.8704 -0.1670 
0.5969 0.4051 0.2587 1.7813 -0.5893 -1.7137 0.7632 
-0.0759 -0.2257 -0.3560 0.5036 0.9375 0.5096 -1.0047 
1.0469 -0.8306 -0.2298 0.0059 0.6644 -0.2764 -0.2401 
-0.0489 -0.0452 0.0358 -0.0961 0.0496 -0.1142 0.0638 
Table 3. Final weights and bias for hidden layer. 
Weights bias 
-1.5146 1.8689 1.5964 1.7870 -1.3491 0.9635 -2.3664 -1.1316 1.5183 -1.7221 1.2080 0.1791 0.0642 
A second database that we have used for test is the LIVE VQA15,16,17. This database was created by the 
Laboratory for Image & Video Engineering (LIVE) and it explores a more widely variety of content as reference 
videos and a more representative of present generation encoders and communication systems than VQEG Phase I, 
presenting 150 degraded videos (15 for each reference video) using four different distortion types: MPEG-2 
compression, H.264 compression, IP network (simulated transmission of H.264 compressed bitstreams through 
error-prone IP network) and Wireless network (through error-prone wireless network). The distortions are applied 
with different levels. 38 human subjects analyzed the videos assigning a score to each one of them which provides 
the final mean opinion score. 
3.2. Results and Discussion 
We have compared the proposed method with eleven FR VQA metrics: SSIM, SSIM fast*, SSIM precise*, 
MSSSIM fast*, MSSSIM precise*, 3-SSIM*, stSSIM*, VQM*, VQM NTIA, GSSIM and PEVQ. The asterisks 
mark metrics that were computed using the MSU Video Quality Tool18. Fig. 6 reports the performance of these 
metrics including the proposed method. The columns labeled as Pearson and Spearman present the correlation of 
each algorithm to the real data (the DMOS – i.e., the subjective evaluation of human observers). What is expected is 
that a perfect algorithm would make a perfect match with the human subjective evaluation. This is not so simple. 
For these columns, the best values must be as close as possible to 1 (the perfect match). As it can be seen, our 
proposal achieved the higher Pearson and Spearman correlations, for both test and entire VQEG Phase I dataset, 
performing even better than PEVQ metric itself. On the other hand, the RMSE, which is related to the error, must be 
small and, again, we achieved the smallest value. All of this analysis for Pearson, Spearman and RMSE is valid for 
both just the test set (shown in Table 4) and the complete set (shown in Table 5). We are presenting the analysis for 
the complete set as it is possible to compare to results presented in literature for this dataset.  
In order to put the method on trial, we have applied it to another dataset with no change in the network. The 
second dataset tried is the LIVE VQA. The results are shown in Tables 7 and 8. In the tables, Wireless stands for 
simulated transmission of H.264 compressed bitstreams through wireless networks, IP stands for simulated 
transmission of H.264 compressed bitstreams through error-prone IP networks, H.264 stands for H.264 
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compression, MPEG-2 stands for MPEG-2 compression, while All represents the complete database with all the four 
type of distortions. It is important to note that this experiment ran with the network defined in Section 2. Although, 
in the overall, the results were not so good, it is better than well-established methods as SSIM. The same analysis 
made for the previous experiment is valid here, i.e., it is expected values for correlation that are close to 1. In these 
cases, PEVQ achieved the best correlation considering the distortions Wireless, H.264, MPEG2 and All (which 
means the complete set) both for Spearman and Pearson, while MSSSIM achieved the best values for IP distortion. 
Outr method is better than SSIM, SSIM precise (from MSU tool) and GSSIM for both Pearson and Spearman. It can 
also be considered equivalent to SSIM fast (also from MSU tool). 
Even more, a network trained with just two features (blur and blockiness) achieved Pearson = 0.5522 and 
Spearman = 0.5641 in LIVE VQA database which is equivalent to the results of SSIM. It is worth to mention that 
LIVE VQA database has distortions that are not present in VQEG Phase I database as temporal distortions. 
Table 4. Correlation coefficients indicating proposed method performance compared to other VQA metrics, considering just 
the test dataset. 
 Pearson Spearman RMSE 
PEVQ 0.7910 0.7307 10.2599 
VQM NTIA 0.8872 0.8304 7.7373 
VQM MSU 0.3626 0.2843 15.6298 
SSIM 0.8816 0.8090 7.9163 
SSIM fast MSU 0.8586 0.8014 8.5990 
SSIM precise MSU 0.8625 0.8115 8.4860 
GSSIM 0.7982 0.7326 10.1032 
3SSIM MSU 0.8623 0.7584 9.4470 
MSSSIM fast MSU 0.7677 0.7041 10.7480 
MSSSIM precise MSU 0.3705 0.3042 15.5778 
stSSIM MSU 0.6342 0.6069 12.9671 
Proposed Method 0.9308 0.9299 6.1345 
Table 5. Correlation coefficients indicating proposed method performance compared to other VQA metrics, considering all 
VQEG Phase I database (for). 
 Pearson Spearman RMSE 
PEVQ 0.7997 0.7904 9.2344 
VQM NTIA 0.8645 0.8301 7.7312 
VQM MSU 0.3275 0.2124 14.5310 
SSIM 0.8164 0.7835 8.8814 
SSIM fast MSU 0.8034 0.7591 9.1581 
SSIM precise MSU 0.8087 0.7668 9.0459 
GSSIM 0.7139 0.6668 10.7690 
3SSIM MSU 0.7682 0.7141 9.8465 
MSSSIM fast MSU 0.7342 0.6622 10.4412 
MSSSIM precise MSU 0.3771 0.3110 14.2436 
stSSIM MSU 0.6651 0.8102 12.8657 
Proposed Method 0.9368 0.9202 5.3806 
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Table 6. Correlation coefficients for LIVE VQA database disposed according to the distortion or considering all the dataset 
Pearson.
 Wireless IP H.264 MPEG-2 All 
PEVQ 0.8295 0.7037 0.8048 0.7676 0.7766 
VQM NTIA 0.7412 0.6729 0.6153 0.7730 0.7195 
VQM MSU 0.6211 0.5569 0.6473 0.5087 0.6231 
SSIM 0.5233 0.5000 0.6066 0.5627 0.4776 
SSIM fast MSU 0.6146 0.6748 0.7275 0.6414 0.5614 
SSIM precise MSU 0.5454 0.5970 0.6957 0.5785 0.4994 
GSSIM 0.6001 0.5347 0.7076 0.7328 0.4915 
3SSIM MSU 0.6644 0.6745 0.7199 0.6787 0.6366 
MSSSIM fast MSU 0.7022 0.7570 0.6182 0.6606 0.7542 
MSSSIM precise MSU 0.6979 0.6725 0.6024 0.6573 0.6876 
stSSIM MSU 0.7450 0.7129 0.7355 0.7055 0.7361 
Proposed Method 0.5492 0.4877 0.5731 0.6000 0.5561 
Table 7. Correlation coefficients for LIVE VQA database disposed according to the distortion or considering all the dataset 
Spearman. 
 Wireless IP H.264 MPEG-2 All 
PEVQ 0.7880 0.6392 0.7895 0.7482 0.7556 
VQM NTIA 0.7236 0.6387 0.6385 0.7525 0.6875 
VQM MSU 0.6250 0.5226 0.4522 0.3924 0.5872 
SSIM 0.4619 0.3424 0.5553 0.5063 0.4507 
SSIM fast MSU 0.5910 0.5230 0.7066 0.5982 0.5998 
SSIM precise MSU 0.5133 0.4523 0.6531 0.5527 0.5220 
GSSIM 0.5266 0.4727 0.6827 0.7159 0.4902 
3SSIM MSU 0.6741 0.5858 0.7107 0.6298 0.6232 
MSSSIM fast MSU 0.7377 0.6436 0.7537 0.6256 0.7358 
MSSSIM precise MSU 0.7392 0.6263 0.7366 0.6347 0.7299 
stSSIM MSU 0.7407 0.6267 0.7148 0.6772 0.7129 
Proposed Method 0.5518 0.4247 0.5392 0.5919 0.5359 
4. Conclusions 
We have presented a new objective method to evaluate video quality with an artificial neural network that uses 
PEVQ degradation indicators as input data. This method has been trained and tested in VQEG Phase I database, 
producing excellent estimates of video quality. The best neural network founded was compared with other known 
VQA metrics, archiving the best Pearson and Spearman correlations, for both test and entire VQEG Phase I dataset.  
As we related previously, the networks generated using all the features are those with the best Spearman 
correlation. However, the configurations using others feature settings, except {1 3} feature setting, also have 
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generated networks with good correlations. For example, the configuration with seven neurons, 70%/30% 
training/test sets proportion and considering just blur and blockiness features has created a network that achieved 
Spearman = 0.8883. This shows that we can also create networks with good performance using a reduced set of 
extracted features. The feature set of jerkiness and blockiness has created the worst networks, probably because the 
missing blur degradation information has significant importance on measuring video quality of VQEG Phase I 
database, impacting the performance of this configuration. 
Further research in this work can reveal other characteristics of the videos that can be used as features in the 
neural network. Future works involves the use of different distortions to train the network as the temporal distortions 
of LIVE VQA database.  
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