Abstract: An extension of the multinomial model of counts is presented to account for overdispersion and different correlation structure. Such models are needed in biological applications such as the analysis of length measurements from surveys of heterogeneous populations used for assessments of marine resources. One of the goals of such a survey is to estimate the length distribution of each species within a particular area. Using data on Atlantic cod (Gadus morhua) in Icelandic waters, it is demonstrated that the assumptions used in practice for categorical length data are seriously violated. The length data on cod exhibit variances that are larger than those of the standard multinomial model and correlation coefficients that are greater than those of the Dirichlet-multinomial model. To alleviate these problems, a hierarchical model based on the multinomial distribution and the logistically transformed multivariate Gaussian distribution is proposed. It is illustrated that this model captures the complex covariance structure of the data. The parameters in the models are estimated using a Bayesian estimation procedure based on Markov chain Monte Carlo.
Introduction
A major focus of marine research programmes is to obtain information on the current state and historical development of fish populations. To facilitate such research, enormous efforts are undertaken to sample the fish populations in various ways. The two most fundamental data sets obtained from sampling of fish populations are the length measurements of individual fish and biomass measurements (e.g., average catch per tow), each of which can be obtained from marine surveys or commercial fisheries. Other data sets can be highly important in individual situations, but at least one of these two types is always a part of the analysis of fish population dynamics.
The statistical aspects of abundance indices have been extensively documented (e.g., Pennington 1983; Jacobson et al. 1996; Stefánsson 1996) . Length measurements of individual fish are done on discrete scales (e.g., 1-cm or 1-mm groupings) and are therefore commonly analyzed as count data. Although fundamental to stock assessment, the proper ties of these data have not been extensively studied, and the data sets have generally been analyzed using simple techniques. This paper demonstrates that assumptions underlying these techniques are seriously violated and methods are provided to alleviate these problems.
Within models of fish population dynamics, it is common practice to use either lognormal errors or a multinomial distribution when investigating numbers that by their nature are counts or estimated counts. Examples include models for catches in numbers at age (e.g., Gavaris 1980; Gudmundsson 1994) and models for the frequency of fish in a given length group (e.g., MacDonald and Pitcher 1979; Methot 2000) . In-terestingly, the multinomial distribution is frequently referred to as a more plausible alternative to the assumption of lognormal errors (e.g., MacDonald and Pitcher 1979) .
Taking a basis in multinomial models, the first violation of common assumptions is of an overdispersion type. From a biological viewpoint, it must be recalled that fish do not behave as independent individuals, but (in the case of most species) they have some form of common behavior that leads to aggregations in feeding and spawning areas. This common behavior results in the observed total counts (or abundance) exhibiting a distribution with a heavy right tail and a spike at zero (e.g., Pennington 1983) . If samples are taken proportionally to the size of the catch, then it is to be expected that the counts in a given length cell should behave in a similar overdispersed fashion. In addition, fish of similar sizes tend to aggregate together, and hence, even for a fixed sample size, more variation should be expected than predicted by a multinomial model. This effect is termed the intrahaul correlation (Pennington and Volstad 1994) . The overdispersion issue in the multinomial distribution is well studied and alternative model frameworks are known, such as using a beta-binomial or a general overdispersed multinomial (see McCullagh and Nelder 1989) .
A more subtle, but no less serious violation, is due to correlation between the counts in the length cells. For adjacent cells, this is not the slightly negative correlation owing to the nature of multinomial counts but rather a strong positive correlation between the counts. Since fish of similar size will tend to behave in a fashion more similar than fish of very different sizes, a positive correlation is to be expected. The biological reason for this can be food preference, where the size of the predator enforces restrictions on the preferred size of prey, leading to similarly sized fish tending to appear grouped in similar locations (which may vary temporally). On the other hand, for a piscivorous and cannibalistic species, it is also reasonable to expect a strong negative correlation between the counts in very different length groups because evolution can plausibly lead to juveniles tending to be in nursery areas different from feeding areas of adult fish and also because a high mortality resulting from cannibalism would lead to reduced observed counts of small fish, even if the small fish had ventured into the area of adults. Thus, biological concerns indicate that counts should have a correlation structure very different from that observed in a simple multinomial counting experiment. This is commonly referred to as "heterogeneity" and refers to probability distributions not being constant spatially.
Classical methods of analysis start with some summaries of the data sets, usually aggregating through simple summaries such as averages or sums. Naturally, the actual uncertainty associated with these summaries may be very different from that estimated or assumed when using the simple models. This becomes a major issue when combining different data sources, where it has been noticed that the choice of weighting factors given to different data sets in a loglikelihood function can give very different results . Recent models of fish population dynamics tend to be highly complex, combining several such data sets in a nonlinear model and therefore requiring some form of weighting attached to each data set (Stefánsson and Pálsson 1998) . For this reason, there is considerable incentive to obtain a better description of the statistical properties of the various measurements to be used for defining appropriate log-likelihood components with a weighting of unity.
This article is organized as follows. Length data on Atlantic cod (Gadus morhua) are described in the next section and it is illustrated how serious the deviations in these data are from common assumptions. In the following section, the Dirichlet-multinomial model is viewed and a hierarchical model based on the multinomial distribution and the multivariate Gaussian distribution is introduced. In the Results section, the length data on cod are analyzed using the two models and their fit to the data is assessed. Finally, there is the Discussion section.
The data
The data set used for the present study is chosen to be typical of length sampling of fish in marine surveys. The data consist of measurements of cod from the main groundfish survey in Icelandic waters (Pálsson et al. 1989 ). The survey is designed with cod as a target species, and thus, cod are sampled and measured from each trawl haul or station where they occur. If manageable, the entire haul is measured, but for large hauls, a sample is measured.
The survey encompasses the ocean shelf off Iceland, down to 500 m depth, with an average of over 500 stations per year for 17 years. This includes a highly variable ecosystem, and hence, a subset of 143 stations from March 1999 is used. The selected stations in question correspond to a single important area for cod. The number of length-measured cod at each station ranges from 7 to 418 with a median of 72 and a total of 15 403 fish measured. The original length measurements are recorded in 1-cm intervals (e.g., 9.5-10.5 cm). These are grouped into 5-cm intervals for the present analysis, except for the first and last intervals, which contain cod of length 4.5-10.5 and over 95.5 cm, respectively, giving a total of 19 categories for most of the ensuing analyses.
In the simplest binomial model, the variance is difficult to disentangle from sample size, and therefore, the effect of overdispersion can best be illustrated by taking a fixed number (50) of fish (by random subsampling) at each of the 98 stations containing at least 50 length measurements. Under the assumption of independent and identically distributed samples, the counts obtained in a particular length group should follow the same binomial distribution at each station. Having further fixed the total number sampled at each station, all of the counts might be expected to come from the same binomial distribution. To test the null hypothesis that the counts in a particular length group come from a binomial distribution, the counts of fish of length less than 26.5 cm are collected for each of the 98 stations. The proposed binomial distribution has parameters n = 50 and π = 0.514 where π is estimated from the data. A simple χ 2 goodness-of-fit test rejects this null hypothesis very strongly with a p value of zero. This is not surprising, since the counts are much more dispersed than a binomial model would dictate. The tails of this binomial distribution have almost zero probability, but a fair number of counts fall into the tails. The conclusion is, therefore, that the counts do not correspond to counts from identical binomial distributions and some form of overdispersion is needed to explain the data. This is not taken into account in any of the methods of analysis described above. Certain methods have been developed to "adjust the sample size" in the multinomial model (Crone and Sampson 1998) , and this can be used to take into account the overdispersion in some likelihood-based assessment models (e.g., Methot 2000) .
Again, by subsampling with a fixed sample size at each station, it is possible to obtain vectors with the counts in each of the 19 categories. A natural first model for these counts would be a multinomial distribution, but given the preceding paragraph, it should be at least modified to account for overdispersion. The multinomial model dictates a certain correlation structure, which is based on the slightly negative covariance, -n π π i j , between any pair of cells, where n is the sample size and π i and π j are the probabilities of being in cell i and j, respectively. An overdispersed multinomial model would dictate the same correlation (but not the same covariance) as a multinomial model would. Again, this can easily be verified using the data, since a pair of length cells is sampled at each station and the entire set of pairs can be used to compute correlation coefficients. These correlation coefficients are plotted against the lag between length categories ( Fig. 1) as one point for each correlation coefficient at each lag. Again, this structure is very different from that obtained from an overdispersed multinomial model (a simple test being the number of positive correlation coefficients at lag 1, where all of the observed correlation coefficients are positive but the model predicts a negative expected correlation). These simple analyses indicate that if length distributions are to be modeled appropriately, a complex correlation structure is needed.
It should be noted that there appears to be a pattern in Fig. 1 , that is, for the first three lags, the correlation coefficients are mainly positive, while for lags between 4 and 10, the correlation coefficients range from being weak and positive to being moderate and negative. For higher lags, the correlation coefficients are mainly weak and negative. This is in perfect accordance with the biological issues raised earlier.
The exact values of these correlations will vary depending on the chosen bin widths. Choosing smaller bin widths, as required for some predation models (Stefánsson and Pálsson 1998) , will increase the positive correlation between adjacent cells, and increasing the bin width will therefore reduce them. On the other hand, the large negative correlation between cells further apart cannot be avoided. It follows that likelihood-based assessment models need to take such correlations into account if uncertainty of parameters (or risk associated with population trends) is to be estimated.
See Supplementary data 2 for data that are analyzed in this article.
Two categorical models
In this section, a new model for categorical data is introduced, a model that will be referred to as the the Gaussianmultinomial model. The Dirichlet-multinomial model will also be considered and it is illustrated how one would estimate the parameters in these two models using Bayesian estimation methods based on Markov chain Monte Carlo (MCMC) (e.g., Carlin and Louis 2000) . We assume that the data are such that each observation is a vector of categorical counts. The sum over each vector is not necessarily fixed; however, our analysis is conditioned on the sum over each vector.
The multinomial model describes the experiment when a fixed (and known) number of individuals are randomly selected from a population where the probability of each individual being from a certain group does not change. At each station, this is the underlying process in the three models. The difference arises when many stations (or multiple draws form the distributions) are considered. In the multinomial model, the probability vector is the same for all stations, while in the other two models, the probability vector is allowed to have a distribution. The difference between the Dirichlet-multinomial model and the Gaussian-multinomial model lies in the difference between the distributions of the probability vectors, each giving rise to a different type of hierarchical model.
The Dirichlet-multinomial model (e.g., Mosimann 1962 ) is a hierarchical model where each vector of observed categorical counts has (conditionally) a multinomial distribution with a particular probability vector, while the probability vectors have a standard Dirichlet distribution (e.g., Johnson and Kotz 1972) . The use of this distribution adds one parameter to the multinomial, this being an overdispersion parameter, thus maintaining the original correlation structure. On the other hand, although the Gaussian-multinomial model is Fig. 1 . Correlation between the categorical counts as a function of lag between categories. Based on data from 98 stations at which 50 or more Atlantic cod were length measured and then exactly 50 cod randomly selected at each station to calculate the correlation. similar to the Dirichlet-multinomial model, the difference lies in the probability vectors having the distribution of logistically transformed multivariate Gaussian random variables (see Aitchison (1985) on statistical models for random variables on the simplex). This model therefore has a more flexible covariance structure than the Dirichlet-multinomial model, with a much larger number of parameters. For more references on Bayesian hierarchical models see, for example, Waller et al. (1997) and Diggle et al. (1998) .
The prime interest is in the mean frequency vector, denoted by , where in both models
where X q denotes the qth categorical count vector, m q is the number of objects that are categorized, and Q is the number of count vectors. In these two models, the probability vector corresponding to the qth count vector, denoted by p q , is thought of as a random variable where
The covariance matrix of p q is of interest as well. Let X qj denote the count in the jth category of the qth count vector and let p qj be the corresponding probability, and then write X q = (X q1 , ..., X qJ )
T and p q = (p q1 , ..., p qJ )
T
. The sum of the elements of X q is m q , that is,
. Observed values of X q and X are denoted by x q and x, respectively.
Dirichlet-multinomial model
The Dirichlet-multinomial model can be written as
where Mult J (n, s) denotes a J-dimensional multinomial distribution with n trials and a probability vector s and Dir J (␤) denotes a Dirichlet distribution on a (J -1)-dimensional simplex with parameter ␤. The mean and the covariance of the p q s (given ␣) are
where ⌿ = ⌿() = diag() -T and diag(z) denotes a diagonal matrix with the vector z on the diagonal and (e.g., Johnson and Kotz 1972) . The correlation between p qi and p qj is
The mean and the covariance of X q given m q are E(X q |m q ) = m q , and
In the Bayesian estimation method used here, it is assumed a priori that the elements of ␣ are independent. The prior distribution for ␣ is denoted by π(␣) and the prior distribution for α j is denoted by π(α j ), j = 1, ..., J, so
An exponential distribution with mean γ j is proposed as a prior for α j . The posterior distribution of ␣ and p given m and X = x is
where π(p q |␣) denotes the Dirichlet distribution for p q given ␣ and f (x q |m q , p q ) denotes the multinomial probability mass function with parameters m q and p q . To generate samples from the above posterior distribution, a Gibbs sampler is used (e.g., Carlin and Louis 2000), and one iterates from the following distributions:
where p -q denotes a vector containing all elements of p except for the elements of p q , and ␣ − j denotes a vector containing all elements of ␣ except for α j . To simulate from the conditional distribution of α j , a Metropolis-Hastings step is needed (e.g., Carlin and Louis 2000) . Once samples of ␣ have been simulated, then samples of and τ can be obtained from eq. 2.
Gaussian-multinomial model
The Gaussian-multinomial model can be written as where ψ J = 0, and the expectation in eq. 5 is over the (J -1) vector and ~Gau (, W -1 ). In this model, the covariance matrix of the p q s is denoted by ⍀, that is, Var(p q ) = ⍀, q = 1, ..., Q, where the (i, j)th element of ⍀ is given by
The jth diagonal element of ⍀ can be written as Ω jj = τ θ j j (1 -θ j ), j = 1, ..., J, where τ j is the overdispersion parameter for the jth category. The mean and the covariance of X q given m q in terms of , ⌿, and ⍀ are 
., Q)
The formulas in eq. 7 are found using expectations for twostage hierarchical models (e.g., Casella and Berger 1990) .
The Bayesian estimation method for the Gaussianmultinomial model is as follows. Denote the prior for and W by π(,W). We assume a priori that and W are independent so that π(, W) = π()π(W), where π() and π(W) denote the prior distributions of and W, respectively. The posterior distribution of , W, and given m and X = x is
where π( q |,W) is a Gaussian distribution with mean and covariance matrix W -1 , π() is a Gaussian distribution with mean ␥ and covariance matrix W −1 , and π(W) is an improper Wishart distribution (e.g., Mardia et al. 1979 ), π(W) ∝ |W| -J/2 exp{-tr(P 0 W)/2} = Wis J-1 (P 0 −1 ,0), where Wis r (⌺, n) denotes an (r × r)-dimensional Wishart distribution with parameters ⌺ and n.
For generation of samples from the above posterior distribution, one iterates from the following distributions:
where −q denotes a vector containing all of the elements of except for the elements of q . The conditional distribution for W is proper provided that Q ≥ (J -1). To simulate from the conditional distribution of q , a Metropolis-Hastings step is needed.
To get posterior samples of and ⍀, a stochastic integration is used for each sampled pair of and W. That is, for the ith observation of and W in the MCMC sample, denoted by ( (i) , W (i) ), one draws 100 000 times from a multivariate Gaussian distribution with mean (i) and precision matrix W (i) . Each of these 100 000 vectors are transformed with the logistic function as in eq. 4 and a corresponding p vector is obtained. Then, a sample mean and a sample covariance matrix based on these 100 000 p vectors are computed. The sample mean is an approximation of
, where is defined as in eq. 5, while the sample covariance matrix is an approximation of
, where ⍀ is defined as in eq. 6.
Results
In this section, the data described in the data section are analyzed, that is, the data with unequal sample sizes at 143 stations. The two models and the estimation methods from the previous section are used. For the Dirichlet-multinomial model, the inference is based on four chains each of length 2500 after the burn-in period, which was found using a visual assessment. For the Gaussian-multinomial model, the inference is based on four chains each of length 500 000 after burn-in where every 25th iteration is stored. For both models, convergence of the chains is judged to be adequate based on the Gelman and Rubin (1992) convergence statistic for the parameters in the models and on a visual assessment. In the analysis, vague priors are selected for ␣ in the Dirichlet-multinomial model (γ j = 100, j = 1, ..., J) and for and W in the Gaussian-multinomial model (␥ = 0 and W = δI J-1 , where δ = 10 -5 and I J-1 is a (J -1)-dimensional identity matrix and P 0 = ⑀I J-1 where ⑀ = 0.01).
The length distribution was estimated assuming the Dirichlet-multinomial model and the Gaussian-multinomial model (Figs. 2 and 3 ). In these two figures, the point estimate shown is based on the posterior mean, and the error bars show the marginal 90% credible sets for each category. Actual probabilities correspond to the height times the width of the corresponding bar in the figures. It is clear from these two figures that the point estimates that the two models provide are quite different. For example, the point estimate of the fifth category height is below 0.020 under the Dirichletmultinomial model, while it is above 0.025 under the Gaussian-multinomial model (Fig. 3) , and the two 90% credible sets do not overlap. Note that using the data subset introduced in the data section (that is, the data from 98 stations at which 50 observations were randomly selected) and estimating with an optimal linear estimator based on equal weights produces point estimates closer to those in Fig. 3 than those in Fig. 2 , in particular for length groups 2 and 5. This is in favor of the Gaussian-multinomial model, since the Bayesian estimators are expected to have good properties.
The correlation coefficients between the elements of the probability vectors under the Gaussian-multinomial model are estimated using the posterior median of (Fig. 4) . When the values of Fig. 4 are compared with the values of Fig. 1 , it appears as if the Gaussianmultinomial model is flexible enough to capture the correlation in the data. In the case of the sample correlation coefficients within the counts (Fig. 1) , the underlying variance of the counts is m⌿ + m(m -1)⍀ (m = 50), so they are slighty biased estimates of the correlation coefficients based on ⍀. The values of the posterior median of the correlation coefficients between the elements of the probability vectors under the Dirichlet-multinomial model, computed from eq. 3, are in the range of -0.15 to 0.0; recall that according to eq. 3, these correlation coefficients will always be negative. Comparison of these values with the sample correlation coefficients plotted in Fig. 1 does not suggest that the sample correlation coefficients were produced by data from a Dirichlet-multinomial distribution with parameters equal to the point estimates observed.
To test if the data come from a Dirichlet-multinomial model, the following is done. Values from the posterior of ␣ are used to generate data under the Dirichlet-multinomial model of the same size as the data subset described in the data section, that is, data from 98 stations with 50 observations at each station. Then, for each data set generated, the average squared distance from zero to the sample correlation coefficients is computed, resulting in an empirical distribution. The average squared distance is computed for the original data subset and compared with the empirical distribution. This comparison gives a p value of zero. The conclusion is that the Dirichlet-multinomial model does not have a flexible enough covariance structure to describe the data.
In the case of the Dirichlet-multinomial model, the overdispersion parameter is the same for all categories. The posterior median of τ is 0.0750 and its marginal 90% credible set is (0.0708, 0.0793). We estimate the overdispersion para- Fig. 2 . Estimate of the length distribution with a marginal 90% credible set for each length category when the Dirichletmultinomial model is assumed. Fig. 3 . Estimate of the length distribution with a marginal 90% credible set for each length category when the Gaussianmultinomial model is assumed. meters τ j , j = 1, ..., J, in the Gaussian-multinomial model using the posterior median and find their marginal 90% credible sets (Fig. 5) . As can be seen (Fig. 5) , the overdispersion parameters are not equal and it would not be reasonable to assume that they were equal. If all of the above facts of the analysis are put together, then everything points to the fact that the Dirichlet-multinomial model is not flexible enough for modeling the covariance structure of the data and a flexible model like the Gaussian-multinomial is needed to model the data.
The correlation coefficients in Fig. 4 reflect what has previously been believed about data of this type, that is, consecutive length groups are positively correlated. Investigation of categorical length and age data on other fish species reveals this fact on positive correlation between consecutive groups and that the correlation structure is complex in general.
Discussion
In this paper, a model that is referred to as the Gaussianmultinomial model has been presented. This model appears to capture the complex covariance structure of categorized length data obtained from sampling of fish populations. This type of categorical data has larger variances than the standard multinomial distribution would dictate and stronger correlation than data from the Dirichlet-multinomial model. It is seen that the credibility sets given herein are much wider than corresponding confidence sets based on what a multinomial assumption would dictate (a factor of 4.8 in the extreme case). There is a considerable room for further development, however. The current approach is quite computer intensive and future work should include comparisons with simple estimators for such as linear combinations of the counts.
One of the objectives of this paper was to estimate the covariance structure in the underlying model for the data and understanding its structure. The structure of ⍀ suggested by the data was obtained by putting no restrictions on the parameters of ⍀ such as parameterizing it with a few parameters (via and W) and by selecting vague priors for and W. The matrix ⍀ is parameterized with J(J -1)/2 parameters and one could argue that using this many parameters will lead to overfitting. However, it has been shown here that simplifying the covariance structure too much by using a model like the Dirichlet-multinomial model leads to overriding facts about the true covariance structure. A plausible model that avoids both overfitting and oversimplifying is a model that can capture the covariance structure of the data using a few parameters.
A Bayesian estimation procedure was selected because it allows for relatively straightforward estimation of all parameters, including ⍀. It is not obvious how one should estimate ⍀, particularly when the sample sizes at the stations are unequal. Future work could focus on moment estimators for ⍀, on parameterization of ⍀ (or and W) using fewer parameters, for example, by using autoregressive models, and on selecting priors for and W in the Bayesian setting. Maximum likelihood estimation could be considered as well; however, because of the large number of unknown parameters (, W, and ) that approach will also be computer intensive.
Once estimates of the parameters have been found by using MCMC, the posterior samples of can be used to construct an approximate log-likelihood component for as part of a larger model. The vector could be parameterized in the larger model as = f() where f is some function and is a vector of parameters. An approximate log-likelihood component could be a term of the form , x] , enters the likelihood function as data. In a likelihood-based population model with unknown parameters, such as recruitment, in , the component h[ f()] is the model-predicted mean, transformed along with the "data" to obtain approximate normality. This would allow direct use of the MCMC-based parameter estimates in the population model.
When the marginal posterior distributions of and h() under the Gaussian-multinomial model are investigated, it is apparent that the strong correlation suggested by the data is inherited in the posterior, while the same posterior distribution under the Dirichlet-multinomial model has a weak correlation. Also, the centers of the posterior distributions based on these two models are not the same. Although some differences in point estimates from different methods are to be expected because of variability in the data, the problem occurs when drawing inference based on an incorrect covariance structure. Thus, the Dirichlet-multinomial model with asso- ciated point estimates and credibility sets implies that some frequencies are very different from those obtained under the Gaussian-multinomial model. So, when the above approach is used to construct log-likelihood components assuming the Dirichlet-multinomial model, one could obtain a poor approximation, which could easily lead to a biased inference.
