This note extends [1] by characterizing a universal Kripke frame for the variable-free fragment of the reflection calculus with conservativity operators RC ∇ . The frame here is obtained from the set of all filters on the Ignatiev RC ∇ -algebra which is an isomorphic presentation of the Lindenbaum-Tarski algebra of the variable-free fragment of RC ∇ . We give a constructive 'coordinatewise' characterization of the set of filters and of the frame relations corresponding to the modalities of the algebra.
1. If x B y and x ∈ F then y ∈ F ; 2. If x, y ∈ F then x ∧ B y ∈ F .
The set of filters of B will be denoted F (B). On F (B) one can define binary relations {R a : a ∈ Σ} as follows: For all F, G ∈ F (B),
Let B * denote the Kripke frame (F (B), {R a : a ∈ Σ}) together with the canonical valuation v : B → P(F (B)), where v(x) := {F ∈ F (B) : x ∈ F }. It is then easy to see that, for all x ∈ B and a ∈ Σ, R −1 a (v(x)) = v(a B (x)). Hence, we obtain the following corollaries. Corollary 2 I * is complete for the variable-free fragment of RC ∇ . Now our task is to give a more explicit description of the Kripke frame I * . To this end we analyse the structure of filters of I. Given a subset F ⊆ I let F i := {α i : α ∈ F } denote the i-th projection of F .
Lemma 3 If F is a filter in I, then the following conditions hold:
Proof. Claims (i) and (ii) are easy, we prove claim (iii). Let α, β ∈ F such that α i = α and β i+1 = β. Then γ = α ∧ I β ∈ F is the supremum in I of the cone generated by the sequence (max(
, by item (ii) we obtain the claim. ✷ Lemma 4 Let (F i ) i∈ω be a sequence of subsets of ε 0 satisfying the conditions of Lemma 3. Then the set F := { α ∈ I : ∀i α i ∈ F i } is a filter in I.
Proof. We consider two cases. If F i = {0} for infinitely many i < ω, then by Condition (ii) each F i is unbounded below ε 0 , hence F i = ε 0 , for each i. In this case F is the improper filter.
So, we may assume that there is an n ∈ ω such that F i = {0} for all i > n and F n = {0}. The set F is obviously upwards closed under I . We show that α, β ∈ F implies α ∧ I β ∈ F . Let γ ∈ E be such that γ i = max(α i , β i ). Notice that γ i ∈ F i , for each i ∈ ω. Recall from Lemma ?? that δ := α ∧ I β is defined by the formula
Using downward induction on i n and Condition (ii) we see that each δ i ∈ F i . ✷
With each filter F in I we associate a sequence α F ∈ E by letting α i := sup{β i + 1 : β ∈ F }, for each i ∈ ω. (For obvious reasons, α i > 0.) Lemma 5 For each filter F , the sequence α = α F satisfies the following condition: For all i ∈ ω, either α i is a limit ordinal and
Now suppose α i is a limit ordinal. Then F i = [0, α i ) and we need to prove that F i+1 ⊆ [0, ℓ(α i )). Assume γ > ℓ(α i ) and γ ∈ F i+1 . The ordinal α i can be represented as α i = β + ω ℓ(αi) , for some β < α i . Then β + 1 < α i and by Lemma 3 (ii),
A sequence α ∈ E satisfying the condition of Lemma 5 will be called suitable.
Lemma 6 Suppose an α ∈ E is suitable. Then F α is a filter in I.
Proof. Using Lemma 4, it is sufficient to prove for each i ∈ ω that, if α < α i , β < α i+1 and ℓ(α) < β then α + ω β < α i . (The other condition is clearly satisfied.) We consider two cases.
If
Since we assume ℓ(α) < β, we must have α = α ′ i and hence α < α
∇ denote the set of all suitable sequences.
Lemma 7 The maps F → α F and α → F α are mutually inverse bijections between F (I) and I ∇ .
Proof. To prove F αF = F we must show that F = { β ∈ I : ∀i β i < α i } where α = α F . The inclusion (⊆) is obvious. For the opposite inclusion consider any β such that ∀i β i < α i and β ∈ I. Let β 0 , . . . , β n be all the nonzero coordinates of β.
, for all i n. Then δ ∈ F and δ I β, hence β ∈ F . To show that α F α = α we must prove that, for all α ∈ I ∇ , ∀i ∈ ω sup{β i + 1 :
The inequality ( ) is obvious. For the opposite inequality consider any γ < α i . Let γ := (ω i (γ), . . . , ω γ , γ, 0, . . . ) ∈ I. By downward induction on j n we show that γ j < α j (for j > n this is obvious since α j > 0). We assume the claim holds for a j n such that j > 0 and prove it for j − 1. Notice that by Lemmas 6 and 3, if α < α j−1 , β < α j and ℓ(α) < β then α + ω β < α j−1 . Take 0 for α and γ j for β and conclude γ j−1 = ω γj < α j−1 which proves the induction step. Since γ i = γ, γ ∈ I and ∀j ∈ ω γ j < α j , we obtain γ < sup{β i + 1 : β ∈ I, ∀j α j > β j }. Since γ < α i was arbitrary, this yields the claim (1). ✷ Thus, we have effectively characterized the domain of the universal Kripke frame F (I). The next task is to characterize the relations R n and S n on F (I) corresponding to ✸ n and ∇ n , for all n ∈ ω, respectively. We have, for all filters F, G ∈ F (I),
Let α := α G and β := α F . Recall that ∇ n γ is the truncation of γ at position n (followed by zeros). Let G ↾ n denote the set of all such truncated sequences, for all γ ∈ G. We obviously have:
A characterization of R n is more complicated. We begin with an auxiliary notion. Given a filter G in I let ✸ I n G denote the upwards closed subset of I generated by {✸ I n α : α ∈ G}. Since G is a filter and
Lemma 8 Let H = ✸ I n G and G i , H i denote the i-th projections of G and H, respectively. Then H n+1 = {0} and, for all i n, H i is the initial segment generated by
Proof. The claim H n+1 = {0} is obvious. We denote the set {γ + ω δ : γ ∈ G i , δ ∈ H i+1 } by H ′ i and show that H i is the initial segment generated by H ′ i , for all i n. First, we prove H ′ i ⊆ H i . Assume i n, γ ∈ G i and δ ∈ H i+1 . Then there are α ∈ G and β ∈ H such that α i = γ and β i+1 = δ. We have that
is contained in the initial segment generated by H ′ i . ✷ Let α := α G and let ν := α H denote the sequence corresponding to the filter ✸ I n G. From Lemma 8 we conclude that ν i = 1, for all i > n, and otherwise
We are going to give an explicit formula for calculating
where α ′ n+1 = 1 and recursively, for all i = n, n − 1, . . . , 0,
Proof. We are going to show that, for each i n + 1,
In each case, α ′ n = sup{γ + 1 + 1 : γ < α n } = ν n and the claim holds.
Consider the case i < n. By the induction hypothesis α ′ i+1 = ν i+1 . We show
where the second equality holds by the induction hypothesis.
It follows that ν i α i = α ′ i . The opposite inequality α i ν i is obvious.
. We consider two subcases. • If ℓ(α i ) < δ then α i = γ + ω ε , for some γ < α i and some ε < δ. Hence, ν i γ + ω δ + 1 = γ + ω ε + ω δ + 1 = α 
✷
Now we obtain the desired characterization of relations R n on I ∇ . Let α := α G and β := α F .
Corollary 10 For each n ∈ ω, F R n G iff β I σ n ( α) iff ∀i n α ′ i β i .
