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COMPLETE CLASSIFICATION OF H-TYPE ALGEBRAS: I
KENRO FURUTANI, IRINA MARKINA
Abstract. Let N be a 2-step nilpotent Lie algebra endowed with non-degenerate scalar
product 〈. , .〉 and let N = V ⊕⊥ Z, where Z is the centre of the Lie algebra and V its
orthogonal complement with respect to the scalar product. We study the classification of
the Lie algebras for which the space V arises as a representation space of a Clifford algebra
Cl(Rr,s) and the representation map J : Cl(Rr,s) → End(V ) is related to the Lie algebra
structure by 〈Jzv, w〉 = 〈z, [v, w]〉 for all z ∈ R
r,s and v, w ∈ V . The classification is based on
the range of parameters r and s and is completed for the Clifford modules V , having minimal
possible dimension, that are not necessary irreducible. We find the necessary condition for
the existence of a Lie algebra isomorphism according to the range of integer parameters
0 ≤ r, s <∞. We present the constructive proof for the isomorphism map for isomorphic Lie
algebras and defined the class of non-isomorphic Lie algebras.
1. Introduction
We are studying one special type of 2-step nilpotent Lie algebras. In the work [32] Me´tivier
introduced 2-step real nilpotent Lie algebras n = V ⊕Z with the center Z such that the adjoint
map adx : n → Z is surjective for any x ∈ V , where V is the prescribed complement to the
center. Equivalently, the bracket defines a vector valued anti-symmetric form [. , .] : V × V →
Z, such that anti-symmetric real valued bilinear form B(x, y) = ω([x, y]) is non-degenerate
on V for all ω ∈ Z∗, ω 6= 0. Particularly, it immediately implies that the space V is even
dimensional and [V, V ] = Z since Z = adx(n) ⊆ [n, n] for x ∈ V . These Lie algebras were
introduced in order to study the analytic hypoellipticity and were called Lie algebras satisfying
hypothesis H. The Lie algebras were also studied in [15, Definition 1.3] under the name non-
singular, in [30, 33] as Lie algebras of Me´tivier group or in [27] as fat algebras since they are
source of fat distributions.
Let us observe that if a 2-step nilpotent Lie algebra n carries a positive definite product
〈. , .〉 on it, and the map Jz : V → V is defined by
〈Jzx, y 〉 = 〈 z, [x, y] 〉 = 〈 z, adx(y) 〉, (1)
then Jz is a non-singular linear map for any non-zero z ∈ Z if and only if the Lie algebra n
is non-singular. The presence of a positive definite product is not restrictive at all, because
Eberlein showed in [14] that any 2-step nilpotent Lie algebra is isomorphic to a standard
metric form (N , 〈 . , . 〉N ), where N = R
n ⊕ W , with W ⊂ so(n) and the positive definite
product defined by 〈 . , . 〉N = 〈 . , . 〉Rn + 〈 . , . 〉so(n). Thus any 2-step nilpotent Lie algebra can
be considered as a metric Lie algebra with the scalar product defined as above.
We are interested in those non-singular 2-step nilpotent Lie algebras, for which the map
J : Z → End(V ) is a representation of a Clifford algebra Cl(Rr,s). The map J and the Lie
brackets are related by (1) by making use a sign indefinite non-degenerate scalar product. The
corresponding Lie algebras, which we denote by Nr,s(V ), received the name pseudo H-type
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Lie algebras. For the Clifford algebras Cl(Rr,0), generated by the Euclidean space Rr, the
H-type algebras Nr,0(V ) were introduced by Kaplan [24] and attracted a lot of attention [6,
10, 13, 25, 26, 34, 35]. The Lie algebras Nr,0(V ) is a typical example of a standard metric
form. For the Clifford algebras Cl(Rr,s), generated by a sign indefinite non-degenerate scalar
product space Rr,s, the pseudo H-type Lie algebras Nr,s(V ) were introduced in [11], and
studied in [12, 16, 18, 20, 21].
We study the isomorphism properties between the Lie algebras Nr,s(V ). We show that the
Lie algebras Nr,s(V ) can not be isomorphic to Nu,t(V ) unless r = t and s = u or r = u and
s = t. The present paper is the first part of the complete classification, where we concentrate
on the classification of the Lie algebras based on the Clifford modules of minimal possible
dimensions (which are not necessarily irreducible), admitting a scalar product making the
representation map Jz skew symmetric. Then, by making use the Atiyah-Bott periodicity for
underlying Clifford algebras we extend the study to an arbitrary dimension pseudo H-type
algebras. We also show that the Lie algebras based on the non-equivalent irreducible Clifford
modules are isomorphic. We stress, that the isomorphic relation between the Clifford algebras
and the associated pseudo H-type Lie algebras is not functorial. In some cases the isomorphic
Clifford algebras lead to isomorphic Lie algebras, in other cases not.
Apart from being motivated by itself interesting mathematical question of the classification
of Lie algebras, we want to mention here possible applications in other areas of mathematics. It
was shown [10, 16] that the pseudo H-type Lie algebras admit the integer structure constants
that in its turn, according to the Malc´ev theorem [31], guarantees the existence of lattices on
the corresponding Lie groups. The factorization of pseudo H-type Lie groups by lattices gives
a vast of new examples of nilmanifolds, which type strongly depend on the classification of
pseudoH-type algebras [7, 8, 12, 21]. Nilmanifolds are related to the Grushin type differential
operators descending from elliptic and sub-elliptic type operators on the corresponding pseudo
H-type Lie groups. This kind of nilmanifolds allows precise construction of the spectral zeta
function for the Grusin operator, [3, 4] and gives new examples of iso-spectral but non-
diffeomorphic nilmanifolds ([5]).
Recently it was noticed that Tanaka prolongations of some pseudo H-type Lie algebras
coincide with Tanaka prolongations of simple Lie algebras, factorized by parabolic subalgebras.
It shows a close relation between the classification of pseudoH-type algebras and the theory of
simple Lie algebras. The fact that Clifford algebras are pretty much useful in the orthogonal
design, signal processing, space-time block coding, or computer vision, is well known [9, 19,
23, 36]. The structure of pseudo H-type algebras allows a new construction of orthogonal
designs and possible wireless communications, as was shown in [18].
The article is organized in the following way. After the introduction we give necessary
definitions and notations in Section 2, including the notion of admissible module and relation
between Clifford algebras and pseudo H-type Lie algebras. We also describe the scheme of
classification, that includes 4 steps. In the rest of sections we realise 3 steps of the classification.
2. Clifford algebras, modules, and pseudo H-type Lie algebras
2.1. Clifford algebras and representations. We use the notation Rr,s for the space Rr+s
equipped with the non-degenerate symmetric bilinear form
〈x, y 〉r,s =
r∑
i=1
xiyi −
s∑
j=1
xr+jyr+j, x, y ∈ R
r,s.
An orthonormal basis we denote by {z1, . . . , zr+s}. Thus
〈 zi, zj 〉r,s = ǫi(r, s)δi,j , ǫi(r, s) =
{
1, if i = 1, . . . , r,
−1, if i = r + 1, . . . , r + s,
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where δi,j is the Kronecker symbol. By Clr,s we denote the Clifford algebra generated by R
r,s,
that is, the quotient algebra of the tensor algebra
T (Rr+s) = R⊕
(
R
r+s
)
⊕
(
2
⊗ Rr+s
)
⊕
(
3
⊗ Rr+s
)
⊕ · · · ,
divided by the two-sided ideal Ir,s generated by the elements of the form x ⊗ x + 〈 x, x 〉r,s,
x ∈ Rr+s. The explicit determination of the Clifford algebras is given in [1] and they are
isomorphic to matrix algebras presented [29]. We mention in (2) useful isomorphisms of
Clifford algebras, related to 8-periodicity, established in [1] and (4 − 4)-periodicity, see [29].
To denote isomorphic objects we use the symbol “∼=”.
Clr,s⊗Cl0,8 ∼= Clr,s+8 ∼= Clr,s⊗R(16),
Clr,s⊗Cl8,0 ∼= Clr+8,s ∼= Clr,s⊗R(16),
Clr,s⊗Cl4,4 ∼= Clr+4,s+4 ∼= Clr,s⊗R(16).
(2)
An algebra homomorphism Ĵ : Clr,s → End(U) is called representation map and the vector
space U is said to be the representation space. The representation space U becomes Clifford
Clr,s-module, where the multiplication is defined by φu = Ĵφu, u ∈ U , φ ∈ Clr,s. It is enough
to define a linear map J : Rr,s → End(U), satisfying J2z = −〈 z, z 〉r,s IdU for an arbitrary
z ∈ Rr,s. Then J can be uniquely extended to the representation Ĵ by the universal property,
see, for instance [22, 28, 29].
2.2. Admissible modules. Let U be a Clifford Clr,s-module. We call the module U ad-
missible, if there is a non-degenerate symmetric bilinear form 〈 . , . 〉U on U such that the
representation map J satisfies the following condition:
〈Jzx, y 〉U + 〈x, Jzy 〉U = 0 for all z ∈ R
r,s, x, y ∈ U. (3)
We say that the map Jz is skew symmetric with respect to the bilinear symmetric form 〈 . , . 〉U
and write U = (U, 〈 . , . 〉U ) for an admissible module. If (U, 〈 . , . 〉U ) is an admissible module
with a non-degenerate scalar product, then it decomposes into the orthogonal sum of mini-
mal dimensional admissible modules [16], since the orthogonal complement to an admissible
submodule is an admissible module.
If U is a Clr,0-module, then there always exists a positive definite scalar product 〈 . , . 〉U such
that U becomes an admissible module. Particularly, any irreducible module is an admissible
with respect to some positive definite scalar product. It allowed to Kaplan to introduce
H-type Lie algebras in [24].
If s > 0, and (U, 〈 . , . 〉U ) is an admissible Clr,s-module, then the scalar product space
(U, 〈 . , . 〉U ) has to be a neutral space [11], that is an even dimensional space, where the
bilinear symmetric form has equal number of positive and negative eigenvalues. In this case
an irreducible module need not be admissible.
Recall that the Clifford algebras Clr,s with r − s 6= 3(mod 4) admit only one irreducible
module up to equivalence. Some of irreducible modules V can be supplied with a scalar
product with the property (3) and becomes an admissible module. In other cases the direct
sum V ⊕ V must be taken in order to define the scalar product, see [11]. In both cases
we call the obtained admissible module minimal admissible module. Thus, for the Clifford
algebras Clr,s with r − s 6= 3(mod 4) the minimal admissible module is either (V, 〈. , .〉V ) or
(V ⊕ V, 〈. , .〉V ⊕V ), where V is an irreducible module. We will denote a minimal admissible
module of the Clifford algebra Clr,s by V
r,s.
We clarify now the structure of minimal admissible modules for Clr,s with r−s = 3(mod 4).
In this case, there are two non-equivalent irreducible modules. Let {z1, . . . , zr+s} be an
orthonormal basis of Rr,s and {Jz1 , . . . , Jzr+s} the corresponding representation maps. The
product Ωr,s =
∏r+s
j=1 Jzj is called the volume form. In the case of r−s = 3(mod 4), it belongs
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to the center of the Clifford algebra Clr,s and (Ω
r,s)2 = Id. Two non-equivalent irreducible
modules are distinguished by the action of Ωr,s. We denote by V+ the irreducible module,
where the volume form acts as the identity operator and by V− the non-equivalent irreducible
Clr,s-module, where the volume form Ω
r,s acts as the minus identity operator. If non of
irreducible modules is admissible, then the minimal admissible module is one of the following
forms V+ ⊕ V+, V− ⊕ V− or V+ ⊕ V−. A choice of a possible form depends on the value of
index s and it is explained in Proposition 1. The summary of possible structures of minimal
admissible modules for all the cases is given in Table 1.
Table 1. Structure of possible minimal admissible modules V r,s
r + s 6= 3(mod 4) r + s = 3(mod 4)
V or V ⊕ V
s is even s is even s is odd
V+ or V− V+ ⊕ V+ or V− ⊕ V− V+ ⊕ V−
Proposition 1. Let Clr,s be a Clifford algebra with r − s = 3(mod 4). The following cases
are possible.
1. If s is odd, then an irreducible module can not be admissible. The minimal admissible
module is unique, up to an isomorphism, and has the form V r,s = V+ ⊕ V−;
2. If s is even and if the irreducible module V+ is admissible, then V− is also admissible
and vice versa;
3. If s is even and if one of irreducible modules is not admissible, then the other one is
neither admissible. The minimal admissible module takes one of the forms: V r,s =
V+ ⊕ V+ or V
r,s = V− ⊕ V−.
Proof. To show the first claim we assume that (V+, 〈. , .〉V+) is admissible. Then
〈x, x〉V+ = 〈Ω
r,s(x),Ωr,s(x)〉V+ =
r+s∏
i=1
〈zi, zi〉r,s〈x, x〉V+ = (−1)
s〈x, x〉V+ (4)
for any x ∈ V+. This shows that all the vectors x ∈ V+ are null vectors and the scalar
product 〈. , .〉V+ is degenerate. Thus the irreducible module V+ can not be supplied with non-
degenerate bilinear symmetric form, such that the maps Jz satisfies (3). Similar arguments
are valid for V−. Thus if (V
r,s, 〈. , .〉V r,s) is a minimal admissible module, then V
r,s has to
contain both of V±.
The second statement is obvious. Before starting to prove the last statement, we note that
if r−s = 3(mod 4), then r+s = 2s+3(mod 4) is always odd and r+s−12 = s+1(mod 2) is also
odd in the case when s is even. We assume now that non of two non-equivalent irreducible
modules is admissible and we consider a minimal admissible module (V r,s, 〈. , .〉V r,s). Then
the volume form is an isometry by (4) and a symmetric operator because of
〈Ωr,s(x), y〉V r,s = (−1)
r+s〈x, Jzr+s . . . Jz1y〉V r,s = (−1)
r+s(−1)
r+s−1
2 〈x,Ωr,s(y)〉V r,s .
Thus, if V r,s contains two eigenspaces V+ and V− of Ω
r,s, then V+ and V− have to be or-
thogonal non-degenerate subspaces of (V r,s, 〈. , .〉V r,s) and therefore admissible modules. This
contradicts to the assumption that non of irreducible modules is admissible. 
In Table 2 we give the dimensions of minimal admissible modules V r,s, r, s ≤ 8. By the
black colour we denote the dimensions of minimal admissible modules, that are also irreducible
Clifford modules. The red colour is used for the minimal admissible modules which are direct
product of two irreducible Clifford modules. The notation N×2 means that there are two
minimal admissible modules.
We need a couple of more properties of the admissible modules, see [16].
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Table 2. Dimensions of minimal admissible modules
8 16 32 64 64×2 128 128 128 128×2 256
7 16 32 64 64 128 128 128 128 256
6 16 16×2 32 32 64 64×2 128 128 256
5 16 16 16 16 32 64 128 128 256
4 8 8 8 8×2 16 32 64 64×2 128
3 8 8 8 8 16 32 64 64 128
2 4 4×2 8 8 16 16×2 32 32 64
1 2 4 8 8 16 16 16 16 32
0 1 2 4 4×2 8 8 8 8×2 16
s/r 0 1 2 3 4 5 6 7 8
Lemma 1. [16] Let (V, 〈. , .〉V ) be an admissible module and J1, . . . , Jl symmetric or anti-
symmetric linear operators on V such that
1) J2k = − Id, k = 1, . . . , l;
2) JkJj = −JjJk for all k, j = 1, . . . , l.
Then for any v ∈ V with 〈v, v〉V = 1 there is a vector v˜ satisfying:
〈v˜, Jkv˜〉V = 0, and 〈v˜, v˜〉V = 1, k = 1, . . . , l.
If P is a linear operator on V such that P 2 = Id, PJk = JkP , k = 1, . . . , l, and v ∈ V with
〈v, v〉V = 1, satisfies Pv = v, then the vector v˜ is also eigenvector of P : P v˜ = v˜.
Remark 1. Let (V, 〈 . , . 〉V ) be an admissible module of a Clifford algebra Clr,s. Then it can
be easily seen form the definition of an admissible module, that the same module with the
scalar product of the opposite sign (V,−〈 . , . 〉V ) is also an admissible module.
2.3. Pseudo H-type algebras. We give the definition of pseudo H-type algebras that is
convenient for us to work. The equivalent definitions and their relations to Clifford algebras
can be found in [2, 10, 11, 13, 16, 20, 24, 25, 26].
Definition 1. Let (U, 〈 . , . 〉U ) be an admissible module of a Clifford algebra Clr,s and a map
J : Clr,s → End(U) a representation. A 2-step nilpotent Lie algebra U ⊕ R
r,s with the center
Rr,s and the Lie bracket defined via the relation
〈 Jzx, y 〉U = 〈 z, [x, y] 〉r,s, z ∈ R
r,s, x, y ∈ U, (5)
is called a pseudo H-type Lie algebra and is denoted by Nr,s(U). If U = V
r,s is minimal
admissible, then we write Nr,s
In Section 5 we prove the uniqueness of the algebra Nr,s. One of the particular conse-
quences of Definition 1 is 〈Jzx, Jz′x 〉U = 〈 z, z
′ 〉r,s 〈x, x 〉r,s. Thus for an orthonormal basis
{z1, . . . , zr+s} the maps Jzj : U → U are isometries for j = 1, . . . , r and anti-isometries for
j = r + 1, . . . , r + s.
Theorem 1 ([10, 14, 16]). We fix an orthonormal basis {zk}
r+s
k=1 for R
r,s and assume that
(V r,s, 〈 . , . 〉V r,s , ) is a minimal admissible module of Clr,s of dimension 2N . Then there exists
an orthonormal basis {xi}
2N
i=1 for V
r,s such that
1. 〈 xi, xj 〉V r,s = ǫi(N,N)δi,j ;
2. For each k, the operator Jzk maps xi to some xj or −xj with j 6= i;
3. There is a vector v ∈ V r,s, 〈 v, v 〉V r,s 6= 0, such that all the basis {xi} is obtained from
v by action of Jzj , j = 1, . . . , r + s or their product.
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We call the basis {xi, zj} for Nr,s satisfying the properties of Theorem 1 an integral basis.
Let (W, 〈 . , . 〉W ) be a vector space with a non-degenerate scalar product. We say that a vector
w ∈W is positive if 〈w,w 〉W > 0, negative if 〈w,w 〉W < 0, and a null-vector if 〈w,w 〉W = 0.
We formulate some consequences of Theorem 1.
Corollary 1. If there exists an index i ∈ {1, . . . , 2N} such that Jzkxi = ±Jzlxi, then k = l.
Hence any basis vector xi is mapped to xj or −xj by at most one Jzk .
Proof. If k ≤ r then Jzk preserves positive and negative elements. If k > r, then Jzk inter-
change the positive and negative elements. Therefore, under the assumption of the corollary
only the cases k, l ≤ r or k, l > r are possible. Assume k 6= l. Then, from one hand
±xi = JzkJzlxi, but from the other hand
(JzkJzl)
2 = −J2zkJ
2
zl
= −〈 zk, zk 〉r,s 〈 zl, zl 〉r,s Id = − Id,
which contradicts to the existence of the eigenvalue 1 or −1 of the operator JzkJzl . 
Corollary 2. Let Nr,s be a pseudo H-type algebra and {xi, zj} an integral basis. Set [xi, xj ] =∑
ckijzk, then for fixed i and j the coefficients c
k
ij vanish for all but one k and in the later case
ckij = ±1.
Proof. The proof follows from 〈 Jzkxi, xj 〉V r,s = 〈 zl, [xi, xj ] 〉r,s =
{
ckij if k ≤ r
−ckij if k > r
. 
Corollary 3. Let Nr,s be a pseudo H-type algebra, {xi, zj} an integral basis, and [xi, xj ] =
±zk. Then
1. if either 1 ≤ i, j ≤ N or N < i, j ≤ 2N then zk is positive, that is k ≤ r,
2. if 1 ≤ i ≤ N < j ≤ 2N then zk is negative, i.e., k > r.
Proof. We prove only the first statement, since the second one can be shown similarly. If we
assume, by contrary, that k > r, then Jzk should be an anti-isometry and
0 = 〈 Jzkxi, xj 〉V r,s = 〈 zk, [xi, xj ] 〉r,s = ±1,
which is a contradiction. 
2.4. Scheme for 4 step classification. Step 1. We study the isomorphic and non isomor-
phic cases of Lie algebras Nr,s and Ns,r, r, s ≤ 8, r 6= s of equal dimensions, see Section 3. We
also construct an automorphism of Nr,r, r = 1, 2, 4 having a special property and show that
there is no such an automorphism of N3,3, see Theorem 6 and Corollary 6. Then the period-
icity property (2) will be applied to extend these results to higher dimensional Lie algebras,
see Theorems 7 and 8.
Step 2. If dim(V r,s) = 2dim(V s,r), then the Lie algebras Nr,s and Ns,r are not isomorphic
simply because they have different dimension. We call these algebras trivially non-isomorphic.
In this case we prove the isomorphism or non-isomorphism of the Lie algebras Nr,s(V
r,s) and
Ns,r(V
s,r ⊕ V s,r), see Section 4.
Step 3. Let V r,s = V+ or V
r,s = V−, where V+, V− are non-equivalent irreducible modules.
We show that the Lie algebras Nr,s(V+) and Nr,s(V−) are isomorphic. An analogous question
is considered when V r,s = V+ ⊕ V+ or V
r,s = V− ⊕ V−. The isomorphism of Lie algebras par-
ticularly shows the uniqueness of the pseudo H-type algebra corresponding to two minimal
admissible modules, see Section 5.
COMPLETE CLASSIFICATION OF H-TYPE ALGEBRAS: I 7
Step 4. The last step is devoted to the classification of Lie algebras, constructed from the
multiple sum of minimal admissible modules. The admissible modules can differ either by
the choice of the scalar product on it or they can be defined by non-equivalent representations.
In this paper we present 3 steps, finishing the classification of the Lie algebras whose com-
plement to the centre is a minimal admissible module. We summarise the classification of
the Step 1 among the basic pairs in Table 3. Here “d” stands for “double”, meaning that
Table 3. Classification result after the first step
8 ∼=
7 d d d 6∼=
6 d ∼= ∼= h
5 d ∼= ∼= h
4 ∼= h h h 
3 d 6∼= 6∼= 6 d d d 6∼= d
2 ∼= h  6∼= d ∼= ∼= h ∼=
1 ∼=  d 6∼= d ∼= ∼= h ∼=
0 ∼= ∼= h ∼= h h h ∼=
s/r 0 1 2 3 4 5 6 7 8
dimV r,s = 2dimV s,r, and “h” (half) means that dimV r,s = 12 dimV
s,r. The correspond-
ing pairs are trivially non-isomorphic due to the different dimension of minimal admissible
modules. The symbol ∼= denotes the Lie algebra having isomorphic pair, 6∼= shows that the
pair is non-isomorphic, the symbol  denotes the Lie algebra admitting a special type of
automorphisms, and 6 denotes the Lie algebra not having this type of automorphism.
2.5. Remarks on Step 4 and further development. In the forthcoming paper [17] we
will deal with Step 4, where we plan to consider the multiple sum U = ⊕iVi of several
minimal admissible modules Vi = (V, 〈 . , . 〉V ). Here different minimal admissible modules
Vi can have a common vector space V but allows the scalar products of opposite sign. The
minimal admissible modules can differ also by the choice of the irreducible modules for their
construction: V = V+ or V = V−. Finally the minimal admissible modules can be both based
on non-equivalent Clifford modules and admit the scalar products of opposite signs. Different
combinations can give non-isomorphic Lie algebras Nr,s(⊕iVi).
We also aim to study the automorphism groups of the algebras Nr,s. They are determined
by solving the equations arising during the construction of the map A : V r,s → V r,s. The
present paper indicates that it is reduced to the exact sequence
{0} → K → Aut(Nr,s)→ O(r, s)→ {0},
that defines the map Φ→ C, see (6) for the form of Φ. The last map is distinguished by the
properties of C. In some cases CτC = Id, as, for instance, in the case N3,3, meanwhile for
Nr,r, r = 1, 2, 4 one has C
τC = ± Id. The map C determines the map A and the freedom in
the construction of the map A gives the kernel K. It can be seen from the present paper that
it could be K = ± Id or K = SO(2). In the forthcoming papers we aim to describe all the
cases not only for the Lie algebras based on the minimal admissible modules, but also for the
admissible modules of the type U = ⊕iVi.
3. Step 1: Lie algebras of minimal dimensions
3.1. Necessary condition of existence of an isomorphism. Let A : U → U˜ be a linear
map. We denote by Aτ the adjoint map with respect to the scalar products on (U, 〈 . , . 〉U )
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and (U˜ , 〈 . , . 〉
U˜
):
〈A(x), y 〉U˜ = 〈 x,A
τ (y) 〉U , x ∈ U, y ∈ U˜ .
Theorem 2. Let {U, 〈 . , . 〉U ; J} and {U˜ , 〈 . , . 〉U˜ ); J˜} be admissible modules and representa-
tion maps of the Clifford algebras Clr,s and Clr˜,s˜, respectively. Assume that dimU = dim U˜ ,
r + s = r˜ + s˜, and that there is a Lie algebra isomorphism
Φ: Nr,s(U)→ Nr˜,s˜(U˜ )
between the corresponding pseudo H-type algebras. Then, necessarily, one of the cases (r, s) =
(r˜, s˜) or (r, s) = (s˜, r˜) holds. Moreover, Φ has to be of the form
Φ =
(
A 0
B C
)
:
U
⊕⊥
Rr,s
−→
U˜
⊕⊥
Rr˜,s˜
, (6)
where A : U → U˜ and C : Rr,s → Rr˜,s˜ are linear bijective maps satisfying the relation
Aτ J˜z A = JCτ (z) for any z ∈ R
r˜,s˜. (7)
There is no condition on B : U → Rr˜,s˜ and we may set B = 0. Multiplying A by a suitable
constant, we may assume that |det (AAτ ) | = 1 and CCτ = ± Id.
Proof. If a Lie algebra isomorphism Φ: Nr,s(U) → Nr˜,s˜(U˜) exists, then it must be of the
form (6), since it maps the center to the center. The relation (7) follows from the definition
of Lie brackets
〈Aτ J˜z A(x), y 〉U = 〈 J˜z A(x), A(y) 〉U˜ = 〈 z, [A(x), A(y)] 〉r˜,s˜ = 〈 z, C([x, y]) 〉r˜,s˜
= 〈Cτ (z), [x, y] 〉r,s = 〈JCτ (z)x, y 〉U , (8)
for all x, y ∈ U and z ∈ Rr˜,s˜ which shows (7). Conversely, if (7) holds, then from (8) we obtain
[A(x), A(y)] = C([x, y]) and therefore the map Φ = A⊕C is a Lie algebra isomorphism. Note
that (7) implies that JCτ (z) is singular, if and only if J˜z is singular.
Let z+ and z− be a positive and a negative vector in R
r,s, respectively. We set at =
(1− t)z+ + tz−, 0 ≤ t ≤ 1. Then
〈 a0, a0 〉r,s = 〈 z+, z+ 〉r,s > 0 and 〈 a1, a1 〉r,s = 〈 z−, z− 〉r,s < 0.
There is t0 ∈ (0, 1) with 〈 at0 , at0 〉r,s = 0 and therefore Jat0 is singular. On the other hand, if
z1 and z2 are orthonormal and both positive (negative) vectors in R
r,s and bt = (1− t)z1+ tz2,
0 ≤ t ≤ 1, then 〈 bt, bt 〉r,s = (1 − t)
2 + t2 > 0, for all t ∈ [0, 1]. This implies that Jbt is
non-singular for all t ∈ [0, 1]. Hence, the operator Cτ either preserves or reverses the sign of
elements in Rr,s. These observations imply that only the cases (r, s) = (r˜, s˜) or (r, s) = (s˜, r˜)
are possible, if r 6= s.
For the remaining part of the proof we assume that r 6= s and Φ: Nr,s(U) → Ns,r(U˜) is
a Lie algebra isomorphism. Then (Aτ J˜z A)
2 = J2Cτ (z) = −〈C
τ (z), Cτ (z) 〉r,s IdU by (7) and
therefore
det
(
(Aτ J˜z A)
2
)
= (detAAτ )2 〈 z, z 〉2Ns,r = 〈C
τ (z), Cτ (z) 〉2Nr,s ,
where 2N = dimU = dim U˜ . Since the operator Cτ : Rs,r → Rr,s reverses the sign of vectors
we obtain
| (detAAτ ) |1/N · 〈 z, z 〉s,r = −〈C
τ (z), Cτ (z) 〉r,s = −〈 z, CC
τ (z) 〉s,r .
Multiplying A by a suitable constant we assume that |detAAτ | = 1 and CCτ = − Id. 
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Corollary 4. Let r 6= s and Φ: Nr,s(U)→ Nr,s(U˜ ) is a Lie algebra isomorphism, written in
form (6). Then CCτ = Id. If r = s both cases CCτ = ± Id are possible, see Theorem 6 and
Corollary 6.
Lemma 2. Let {U, 〈 . , . 〉U ; J} and {U˜ , 〈 . , . 〉U˜ ; J˜} be admissible modules and representation
maps of the Clifford algebras Clr,s and Cls,r, respectively. Assume that r 6= s. If
Ψ =
(
A 0
0 C
)
: Nr,s(U)→ Nr,s(U˜ ) and Φ =
(
A 0
0 C
)
: Nr,s(U)→ Ns,r(U˜),
are Lie algebra isomorphisms, then the maps defined by
Ψτ =
(
Aτ 0
0 Cτ
)
: Nr,s(U˜ )→ Nr,s(U) and Φ
τ =
(
Aτ 0
0 Cτ
)
: Ns,r(U˜ )→ Nr,s(U),
respectively, are Lie algebra isomorphisms as well.
Proof. First we show that Ψτ defines a Lie algebra automorphism. According to (7) and
Corollary 4 we have
(Aτ J˜z A)
2 = −〈Cτ (z), Cτ (z) 〉r,s Id = −〈 z, z 〉r,s Id, (9)
which implies AAτ J˜z AA
τ J˜z AA
τ = −〈 z, z 〉r,sAA
τ . Multiplying by (AAτ )−1 from the right
hand side we obtain
AAτ J˜z AA
τ J˜z = −〈 z, z 〉r,s Id = J˜
2
z =⇒ AA
τ J˜z AA
τ = J˜z .
Replacing Aτ J˜z A by JCτ (z), we get AA
τ J˜z AA
τ = AJCτ (z)A
τ = J˜z = J˜CCτ (z). Hence the
map Ψτ is a Lie algebra automorphism.
Next we show that Φτ defines a Lie algebra isomorphism. From CτC = CCτ = − Id we
obtain
(Aτ J˜z A)
2 = J2Cτ (z) = −〈C
τ (z), Cτ (z) 〉r,s Id = 〈 z, z 〉s,r Id = − J˜
2
z
instead of (9). It leads to − J˜z = AA
τ J˜z AA
τ = AJCτ (z)A
τ by the same argument as above.
Replacing z by C(z), we obtain AJzA
τ = J˜C(z), which proves the assertion. 
The structure of a Lie algebra isomorphism inherits somehow Z2-grading of the underlying
Clifford algebras as shows the following lemma.
Lemma 3. Let {zi}
r+s
i=1 be an orthonormal basis of R
r,s and the maps A and C as in Lemma 2.
Then the following relations hold
1. If p = 2m, m ∈ N, then
A
p∏
j=1
Jzj = (−1)
m
p∏
j=1
J˜C(zj)A, A
τ
p∏
j=1
J˜zj = (−1)
m
p∏
j=1
JCτ (zj)A
τ . (10)
AτA
p∏
j=1
Jzj =
p∏
j=1
JzjA
τA, AAτ
p∏
j=1
J˜C(zj) =
p∏
j=1
J˜C(zj)AA
τ . (11)
2. If p = 2m+ 1, m ∈ N ∪ {0}, then
A
p∏
j=1
JzjA
τ = (−1)m
p∏
j=1
J˜C(zj) A
τ
p∏
j=1
J˜zj A = (−1)
m
p∏
j=1
JCτ (zj). (12)
AτA
p∏
j=1
JzjA
τA = −
p∏
j=1
Jzj , AA
τ
p∏
j=1
J˜zj AA
τ = −
p∏
j=1
J˜zj (13)
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Proof. We only show the second parts of equalities, since the first parts can be obtained from
them by transpositions. We assume that CτC = − Id and apply the induction arguments.
If m = 0 (p = 1) then (12) is reduced to (7). Assume now that (12) holds for p = 2m + 1.
Choose z∗ from the orthonormal basis {zi}
r+s
i=1 and calculate(
Aτ
p∏
j=1
J˜zj
)
J˜z∗ = A
τ
p∏
j=1
J˜zj AA
−1 J˜z∗ = (−1)
m
p∏
j=1
JCτ (zj)A
−1 J˜z∗(A
τ )−1Aτ
= (−1)m+1
( p∏
j=1
JCτ (zj)
)
JCτ (z∗)A
τ .
Thus, we proved (10) for p = 2(m+ 1). In the last equality we argued as follows. Since
Aτ J˜
−1
z∗ A = A
τ
(
−
1
〈 z∗, z∗ 〉s,r
J˜z∗
)
A = −
1
〈 z∗, z∗ 〉s,r
JCτ (z∗),
and 〈Cτ (z∗), Cτ (z∗) 〉r,s = −〈 z
∗, z∗ 〉s,r we obtain
A−1 J˜z∗(A
τ )−1 =
(
Aτ J˜
−1
z∗ A
)−1
=
(
−
1
〈 z∗, z∗ 〉s,r
JCτ (z∗)
)−1
= −JCτ (z∗).
Thus in the previous step we, particularly showed that (10) is true for m = 1 (p = 2).
Assume now that (10) holds for p = 2m, m = 0, 1, . . ., then
Aτ
( p∏
j=1
J˜zj
)
J˜z∗ A = (−1)
m
p∏
j=1
JCτ (zj)A
τ J˜z∗ A = (−1)
m
( p∏
j=1
JCτ (zj)
)
JCτ (Z∗).
Thus the assertion (12) holds for p = 2m+ 1.
It is sufficient to show (11) for p = 2. We have by (10)
AτAJz1Jz2 = −A
τ J˜C(z1) J˜C(z2)A = JCτC(z1)JCτC(z2)A
τA = Jz1Jz2A
τA.
Identity (13) can be deduced from (12). We obtain
AτA
p∏
j=1
JzjA
τA = (−1)mAτ
p∏
j=1
J˜C(zj)A = (−1)
2m
p∏
j=1
JCτC(zj) = (−1)
p
p∏
j=1
Jzj .
and since p is odd the equality (13) follows. 
Remark 2. It is clear that the result of Lemma 3 does not depend on the permutation of
the basis elements. We emphasise that the existence of a Lie algebra isomorphism Φ = A ⊕
C : Nr,s(U)→ Ns,r(U˜) is equivalent to the requirement that relation (7) holds. Moreover, (7)
implies all the equalities listed in Lemma 3.
3.2. Observations on general structure of a possible isomorphism. We set up the
notations. We denote by {z1, . . . , zr+s} an orthonormal basis for R
r+s, where 〈 zi, zj 〉r,s =
ǫi(r, s)δi,j . A linear map P : V
r,s → V r,s such that P 2 = Id is called an involution. The
eigenspaces of an involution P we denote by EkP , where k ∈ {1,−1} according to the eigen-
value. In order to denote the intersection of eigenspaces of several mutually commuting
involutions Pj , j = 1, . . . , N , we use multi-index I = (k1, . . . , kN ) and write E
I = ∩Nj=1E
kj
Pj
.
The basis for Rs,r we denote by {ws+r, . . . , wr+1, wr, . . . , w1} with first “s” elements be-
ing positive and the last “r” vectors being negative. Therefore, the representation maps
J : Cls,r → End(V
s,r) satisfies
J˜
2
wj = − IdV s,r , j = s+ r, . . . , r + 1, J˜
2
wj = IdV s,r , j = r, . . . , 1.
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In general, operators and other objects related to the Clifford algebra Clr,s will be denoted
by letters P,E,R, . . ., meanwhile the operators, associated to the Clifford algebra Cls,r will
carry the tilde on the top: P˜, E˜, R˜, . . .. At the end we formulate an immediate corollary of
Lemma 3 that will be used frequently in the paper.
Corollary 5. Let r 6= s and assume that there is a Lie algebra isomorphism Φ = A ⊕
C : N r,s → N s,r with A : V r,s → V s,r, C : Rr,s → Rs,r, where we set C(zj) = wj and C
τ (wj) =
−zj. Let Pj , j = 1, . . . , N be mutually commuting isometric involutions on V
r,s obtained by
product of some Jzk . Let P˜j be mutually commuting isometric involutions on V
s,r obtained
from Pj by changing Jzk to J˜wk and such that APj = P˜j A, j = 1, . . . , N . We denote by E
I
and E˜
I
the common eigenspaces of Pj and P˜j , respectively. Then
1. the map A can be written as A = ⊕AI , where AI : E
I → E˜
I
for any choice of I =
(k1, . . . , kN );
2. if
p∏
j=1
Jzj : E
I → EI for some I, then
p∏
j=1
J˜wj : E˜
I
→ E˜
I
, and
AI
p∏
j=1
Jzj =

(−1)m
p∏
j=1
J˜wj(A
τ
I )
−1(xI), if p = 2m+ 1,
(−1)m
p∏
j=1
J˜wj AI(xI), if p = 2m,
xI ∈ EI ,
AτI
p∏
j=1
J˜wj =

(−1)m+1
p∏
j=1
Jzj(AI)
−1(yI), if p = 2m,+1
(−1)m
p∏
j=1
JzjA
τ
I (yI), if p = 2m,
yI ∈ E˜I .
Corollary 5 gives an idea of a possible construction of an isomorphism Φ = A⊕C : N r,s →
N s,r. Choosing the bases {zj}
r+s
j=1 for R
r,s and {wj}
s+r
j=1 for R
s,r we define the map C : Rr,s →
Rs,r, by setting C(zj) = wj and C
τ (wj) = −zj . Further, if we find mutually commuting
isometric involutions Pj and P˜j , j = 1, . . . , N , acting on V
r,s and V s,r, respectively, we
can reduce the construction of the map A : V r,s → V s,r to the construction of the maps
AI : EI → E˜
I
. Finally, we set A = ⊕AI . Theorem 3 states that, under some conditions, the
construction of all maps AI can be obtained from the only one map A1 : E
1 → E˜
1
, where we
denote E1 =
⋂N
j=1E
1
Pj
.
Theorem 3. We set C(zj) = wj and C
τ (wj) = −zj for orthonormal bases {zj}
r+s
j=1 for R
r,s
and {wj}
s+r
j=1 for R
s,r. Let Pj , j = 1, . . . , N be mutually commuting isometric involutions on
V r,s obtained by product of some Jzk and P˜j be mutually commuting isometric involutions
on V s,r obtained from Pj by changing Jzk to J˜wk = J˜C(zk). We denote by E
I and E˜
I
the
common eigenspaces of Pj and P˜j, respectively, and set E
1 =
⋂N
j=1E
1
Pj
and E˜
1
=
⋂N
j=1 E˜
1
P˜j .
We assume also that
(a) there are maps GI : E
1 → EI for all multi-indices I, written in the form of product
GI =
∏
Jzi , and
(b) there exists a map A1 : E
1 → E˜
1
such that
A1
p∏
j=1
Jzj =

(−1)m
p∏
j=1
J˜C(zj)(A
τ
1)
−1, if p = 2m+ 1,
(−1)m
p∏
j=1
J˜C(zj)A1, if p = 2m,
(14)
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for any choice of the product
∏p
j=1 Jzj that leaves invariant the space E
1.
Then there is a map A : V r,s → V s,r such that Φ = A ⊕ C : N r,s → N s,r is the Lie algebra
isomorphism.
Proof. We define the maps AI : E
I → E˜
I
by the following
AI =

(−1)m G˜I(A
−1
1 )
τG−1I , if GI =
p=2m+1∏
j=1
Jzj , G˜I =
p=2m+1∏
j=1
J˜wj ,
(−1)m G˜I A1G
−1
I , if GI =
p=2m∏
j=1
Jzj , G˜I =
p=2m∏
j=1
J˜wj .
(15)
Here and further J˜wk = J˜C(zk). For the convenience we also write the adjoint maps.
AτI =

(−1)m+1GIA
−1
1 G˜
−1
I , if GI =
p=2m+1∏
j=1
Jzj , G˜I =
p=2m+1∏
j=1
J˜wj ,
(−1)mGIA
τ
1 G˜
−1
I , if GI =
p=2m∏
j=1
Jzj , G˜I =
p=2m∏
j=1
J˜wj .
(16)
Then we set A = ⊕AI . We only need to check the condition AJzjA
τ = J˜C(zj) for any zj from
the orthonormal basis for Rr,s.
Observe the following facts. The spaces EI are mutually orthogonal because if Pj(x) = x,
and Pj(y) = −y for some isometry Pj , then
〈x,−y 〉V r,s = 〈Pj(x), Pj(y) 〉V r,s = 〈 x, y 〉V r,s =⇒ 〈x, y 〉V r,s = 0. (17)
Thus V r,s = ⊕EI , and V s,r = ⊕ E˜
I
, where the direct sums are orthogonal. The maps GI and
G˜I are invertible and
G−1I = (
p∏
j=1
Jzj )
−1 = (−1)p
p∏
j=1
〈 zj , zj 〉
−1
r,s
p−1∏
k=0
Jzp−k . (18)
Lemma 3 implies that
(A−11 )
τ
p∏
j=1
JzjA
−1
1 = (−1)
m+1
p∏
j=1
J˜C(zj), A1
p∏
j=1
JzjA
τ
1 = (−1)
m
p∏
j=1
J˜C(zj), (19)
if p = 2m+ 1, m = 0, 1, . . ., and
(A−11 )
τ
p∏
j=1
JzjA
τ
1 = (−1)
m
p∏
j=1
J˜C(zj), A1
p∏
j=1
JzjA
−1
1 = (−1)
m
p∏
j=1
J˜C(zj), (20)
if p = 2m, m = 1, . . ..
We choose Jzj0 and y ∈ V
s,r = ⊕ E˜
I
. Then we write y = ⊕yI with yI ∈ E˜
I
. Thus we
distinguish the cases when the map GI is the product of odd or even number of representation
maps Jzi . Moreover, for the multi-index I we find a multi-index K such that G
−1
K Jzj0GI leaves
invariant the space E1. Since GK can also be product of even or odd number of Jzk , we differ
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the following cases:
AJzj0A
τyI = AKJzj0A
τ
IyI =
=

(−1)k+m+1 G˜K(A
−1
1 )
τG−1K Jzj0GIA
−1
1 G˜
−1
I yI if GI =
2m+1∏
i=1
Jzi , GK =
2k+1∏
l=1
Jzl ,
(−1)k+m+1 G˜K A1G
−1
K Jzj0GIA
−1
1 G˜
−1
I yI if GI =
2m+1∏
i=1
Jzi , GK =
2k∏
l=1
Jzl ,
(−1)k+m G˜K(A
−1
1 )
τG−1K Jzj0GIA
τ
1 G˜
−1
I yI if GI =
2m∏
i=1
Jzi , GK =
2k+1∏
l=1
Jzl ,
(−1)k+m G˜K A1G
−1
K Jzj0GIA
τ
1 G˜
−1
I yI if GI =
2m∏
i=1
Jzi , GK =
2k∏
l=1
Jzl ,
by definitions (15) and (16) of AI and A
τ
I . Now we observe that
q∏
l=1
1
〈 zl, zl 〉r,s
q−1∏
n=0
J˜C(zq−n) =
q∏
l=1
−1
〈C(zl), C(zl) 〉s,r
q−1∏
n=0
J˜C(zq−n)
=
q−1∏
n=0
J˜
−1
C(zq−n) = G˜
−1
K . (21)
Counting the number of elements in the product G−1K Jzj0GI and using (18) for GK , we apply
corresponding formulas from (19) or (20), and then use (21). We obtain
AJzj0A
τyI =
=

(−1)4k+2m+4 G˜K G˜
−1
K J˜C(zj0 ) G˜I G˜
−1
I yI if GI =
2m+1∏
i=1
Jzi , GK =
2k+1∏
l=1
Jzl ,
(−1)4k+2m+2 G˜K G˜
−1
K J˜C(zj0 ) G˜I G˜
−1
I yI if GI =
2m+1∏
i=1
Jzi , GK =
2k∏
l=1
Jzl ,
(−1)4k+2m+2 G˜K G˜
−1
K J˜C(zj0 ) G˜I G˜
−1
I yI if GI =
2m∏
i=1
Jzi , GK =
2k+1∏
l=1
Jzl ,
(−1)4k+2m G˜K G˜
−1
K J˜C(zj0 ) G˜I G˜
−1
I yI if GI =
2m∏
i=1
Jzi , GK =
2k∏
l=1
Jzl .
Thus AJzj0A
τyI = J˜C(zj0 ) yI and we finish the proof. 
3.3. Isomorphic Lie algebras. We start from the construction of the isomorphism of Lie
algebras Nr,s and Ns,r in 8 basic cases. We also show the existence of Lie algebra automor-
phisms Ψ: Nr,r → Nr,r, r = 1, 2, 4 such that Ψ = A ⊕ C, CC
τ = − Id. This allows to apply
the periodicity arguments in Theorems 7 and 8 for the classification of higher dimensional Lie
algebras.
In the forthcoming theorems in order to build a Lie algebra isomorphism we start from
the construction of a convenient basis for the space E1 = ∩Nj=1E
1
Pj
, where Pj , j = 1, . . . , N
are some mutually commuting isometric involutions. To construct the basis we need to find
a vector v ∈ E1 with 〈 v, v 〉V r,s = 1. Therefore, one has to be sure that the restriction
of 〈 . , . 〉V r,s to E
1 is positive definite or neutral. The following lemmas describe sufficient
conditions for that. In the case when E1 is one dimensional we change the sign of the scalar
product on the module space if it needs, see Remark 1.
Lemma 4. Let (V, 〈. , .〉V ) be a neutral scalar product space and P : V → V an isometric
involution. Then we have the following cases.
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1) If a linear map R : V → V is an isometry such that PR = −RP , then each of
eigenspaces E1 and E−1 of P is a neutral scalar product space with respect to the
restriction of the scalar product 〈. , .〉V on E
1 and E−1.
2) If a linear map R : V → V is an anti-isometry such that PR = −RP , then the
restriction of 〈. , .〉V on each of E
1, E−1 is non-degenerate neutral or sign definite,
3) If a linear map R : V → V is an anti-isometry such that PR = RP , then the restriction
of 〈. , .〉V on each of E
1, E−1 is non-degenerate neutral.
Proof. To show the first statement we observe that the isometry R acts as an isometry from E1
to E−1. Since the eigenspaces E1 and E−1 are orthogonal, see (17), the scalar product 〈. , .〉V
restricted to each E1, E−1 is non-degenerate. If the scalar product restricted to E1 would
be positive definite, then the scalar product restricted to E−1 would be also positive definite,
since the map R is an isometry which contradicts the assumption that space (V, 〈. , .〉V ) is
neutral. The same arguments show that the restriction to E1 could not be negative definite.
So the scalar product restricted to E1 and therefore to E−1 should be neutral.
In order to prove the second statement, we note that since R : E1 → E−1 is an anti-isometry,
the restriction of 〈. , .〉V to E
1 can be sign definite and the restriction of 〈. , .〉V to E
−1 will
have opposite sign due to neutral nature of (V, 〈. , .〉V ).
In the third case since the eigenspaces E1 and E−1 are invariant under R but contains posi-
tive and negative vectors, then each of them is decomposed into subspaces of equal dimension
and the restriction of 〈. , .〉V on these subspaces is sign definite but of opposite signs. Thus
E1 and E−1 are neutral spaces. 
Lemma 5. Let (V, 〈. , .〉V ) be a neutral scalar product space. Let P1, . . . , PN be isometric mutu-
ally commuting involutions defined on (V, 〈. , .〉V ) and R1, . . . , RN , RN+1 linear anti-isometric
operators on V such that
P1R1 = −R1P1, P1R2 = R2P1, . . . P1RN = RNP1, P1RN+1 = RN+1P1,
P2R2 = −R2P2, . . . P2RN = RNP2, P2RN+1 = RN+1P2,
...
PNRN = −RNPN , PNRN+1 = RN+1PN .
Then each common eigenspace EI of P1, . . . , PN is a non-trivial and neutral scalar product
space.
Proof. Let us assume that P1 and R1, R2 satisfies the conditions: P1R1 = −R1P1 and P1R2 =
R2P1. The non-degeneracy of the restriction can be shown as in Lemma 4. The presence of
the operator R1 ensures that the restriction of 〈. , .〉V to E
1
P1
or E−1P1 is neutral or sign definite
and the spaces E1P1 and E
−1
P1
have equal dimention. Since R2 preserves E
1
P1
and it is an
anti-isometry, the space E1P1 contains both positive and negative vectors forming subspaces
of equal dimension. The same arguments, applied to E−1P1 . Thus, spaces E
1
P1
and E−1P1 are,
actually, neutral spaces.
Now we repeat the arguments applying them to the neutral spaces E1P1 and E
−1
P1
and the
operators P2 and R2, R3. After N steps we finish the proof. 
We call the anti-isometric operators R1, . . . , RN , RN+1, described in Lemma 5 complemen-
tary operators to the family P1, . . . , PN . In some of situations the operator RN+1 can be
omitted, but we still call the system of operators R1, . . . , RN complementary.
We say that three operators i, j,k : V r,s → V r,s form a quaternion structure if they satisfy
the relation
i2 = j2 = k2 = − IdV r,s , ij = k = −ji, jk = i = −k j, k i = j = − i k . (22)
Theorem 4. The Lie algebras Nr,0 and N0,r are isomorphic for r = 1, 2, 4, 8.
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Proof. Case r = 1. The Clifford algebra Cl1,0 has 2-dimensional minimal admissible module
V 1,0 with positive definite scalar product. The 2-dimensional minimal admissible module V 0,1
is isometric to R1,1. We choose the vectors v ∈ V 1,0 and u ∈ V 0,1, such that 〈 v, v 〉V 1,0 =
〈u, u 〉V 0,1 = 1. Then we construct the orthonormal bases:
{v, Jzv, z} for N1,0, and {u, Jwu, w} for N0,1.
The isomorphism map Φ: N1,0 → N0,1 is given by
v 7→ u Jzv 7→ Jwu, z 7→ w,
and the non-vanising commutators are [v, Jzv] = z, and [u, Jwu] = w. Here A
τu = v,
AτJwu = −Jzv, C
τ (w) = −z. We see from the commutation relations that the Lie algebras
N1,0 and N0,1 are isomorphic to the Heisenberg algebra.
Case r = 2. The minimal admissible module V 2,0 is isometric to R4,0 and V 0,2 is isometric
to R2,2. We choose v ∈ V 2,0 and u ∈ V 0,2, with 〈 v, v 〉V 2,0 = 〈 u, u 〉V 0,2 = 1 and construct the
orthonormal bases:
{x1 = v, x2 = Jz1v, x3 = Jz2v, x4 = Jz1Jz2v, z1, z2} for N2,0,
{y1 = u, y2 = Jw1u, y3 = Jw2u, y4 = Jw2Jw1u, w1, w2} for N0,2.
The isomorphism Φ is given by xj 7→ yj, j = 1, . . . , 4 and zk 7→ wk, k = 1, 2 and then it is
extended by linearity. The non-vanishing commutation relations on N2,0 are
[x1, x2] = z1, [x1, x3] = z2, [x2, x4] = −z2, [x3, x4] = z1,
and, correspondingly, for the basis of N0,2.
Case r = 4. The minimal admissible module V 4,0 is isometric to R8,0. We choose an
isometric involution P = Jz1Jz2Jz3Jz4 on V
4,0 and write V 4,0 = E1P ⊕ E
−1
P . The operators
i = Jz1Jz2 , j = Jz1Jz3 , k = Jz2Jz3 , define a quaternion structure on E
1
P , commute with P
and therefore leave invariant the space E1P . Let v ∈ V
4,0 be such that 〈 v, v 〉V 4,0 = 1 and
P (v) = v. Then
{x1 = v, x2 = i(v), x3 = j(v), x4 = k(v)} is an orthonormal basis for E
1
P .
The minimal admissible module V 0,4 is isometric to R4,4. Let P˜ = J˜w1 J˜w2 J˜w3 J˜w4 and we write
V 0,4 = E˜
1
P˜⊕ E˜
−1
P˜ . The complementary operators are R˜1 = J˜w3 and R˜2 = J˜w1 J˜w3 . Choose
u ∈ E˜
1
P˜ such that 〈u, u 〉V 0,4 = 1. Then the operators i˜ = J˜w1 J˜w2 , j˜ = J˜w1 J˜w3 , k˜ = − J˜w2 J˜w3
are used to define the orthonormal basis {y1 = u, y2 = i˜(u), y3 = j˜(u), y4 = k˜(u)} for E˜
1
P˜.
Now we construct the map Φ = A ⊕ C by setting C(zk) = wk, C
τ (wk) = −zk and A =
A1 ⊕ A−1 according to Corollary 5. To construct A1 : E
1
P → E˜
1
P˜, we write A1(v) = (a1 +
a2i˜ + a3j˜ + a4k˜)u. Moreover, A1 has to satisfy the relations A1 i = − i˜A1, A1 j = − j˜A1,
A1 k = k˜A1. Thus we obtain
A1(x2) = − i˜A1(v), A1(x3) = − j˜A1(v), A1(x4) = k˜A1(v).
We conclude that the matrix for the map A1 is given by
A1 =

a1 a2 a3 −a4
a2 −a1 −a4 −a3
a3 a4 −a1 a2
a4 −a3 a2 a1
 .
Notice that detA1 = 0 if and only if a1 = a2 = a3 = a4 = 0. Any choice of aj , j = 1, 2, 3, 4,
such that detA1 6= 0, defines the map A1.
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The map Jz1 : E
1
P → E
−1
P is used to define A−1 : E
−1
P → E˜
−1
P˜ by A−1 = J˜w1(A
−1
1 )
τJ−1z1 .
The proof of this case is finished by applying Theorem 3.
Case r = 8. Recall that the minimal admissible module V 8,0 is isometric to R16,0. We fix
the mutually commuting isometric involutions acting on V 8,0:
P1 = Jz1Jz2Jz3Jz4 , P2 = Jz1Jz2Jz5Jz6 , P3 = Jz1Jz2Jz7Jz8 , P4 = Jz1Jz3Jz5Jz7 .
The common iegenspaces EI are one dimensional. We construct an orthonormal basis for
V 8,0 starting from a vector v ∈ E1 = ∩4j=1E
1
Pj
such that 〈 v, v 〉V 8,0 = 1:
x1 = v, x2 = Jz1Jz2v, x3 = Jz1Jz3v, x4 = Jz1Jz4v,
x5 = Jz1Jz5v, x6 = Jz1Jz6v, x7 = Jz1Jz7v, x8 = Jz1Jz8v,
x9 = Jz1v, x10 = Jz2v, x11 = Jz3v, x12 = Jz4v,
x13 = Jz5v, x14 = Jz6v, x15 = Jz7v, x16 = Jz8v.
(23)
Analogously, the isometric involutions P˜j, obtained by changing Jzj to J˜wj in Pj , j = 1, 2, 3, 4,
are used to construct an orthonormal basis for V 0,8 by changing xk =
∏
l Jzjlv to yk =∏
l J˜wjl u, where u ∈ E˜
1
with 〈 u, u 〉V 0,8 = 1. The complementary anti-isometric operators
R˜1 = J˜w1 J˜w5 , R˜2 = J˜w6 , and R˜3 = J˜w7 guarantee that the space E˜ = ∩
3
j=1 E˜
1
P˜j is two
dimensional neutral. If the restriction of 〈 . , . 〉V 0,8 to the space E˜
1
P˜4 ∩ E˜ is not positive definite,
then we change the sign of the scalar product by Remark 1.
We claim that the map Φ = A⊕ C : N8,0 → N0,8 such that
A(v) = u, A(xj) = −yj, j = 2, . . . , 8, A(xj) = yj, j = 9, . . . , 16,
and C(zk) = wk, C
τ (wk) = −zk, k = 1, . . . , 8 is the Lie algebra isomorphism. We show it by
checking the commutators. First observe, that the structure of involutions implies that for
any 1 < i < j ≤ 8 there is 1 < k ≤ 8 such that
JziJzj = ±Jz1Jzk and simultaneously J˜wi J˜wj = ± J˜w1 J˜wk . (24)
The second observation is that [xi, xj ] = [yi, yj ] = 0 if either 1 ≤ i, j ≤ 8 or 9 ≤ i, j ≤ 16.
Indeed, for instance, for any 1 ≤ i ≤ 8 and 1 < j ≤ 8, we calculate
〈[x1, xi], zj 〉8,0 = 〈[v, Jz1Jziv], zj 〉8,0 = 〈 Jzjv, Jz1Jziv 〉V 8,0 = 〈 JziJzjv, Jz1v 〉V 8,0
= ±〈Jz1Jzkv, Jz1v 〉V 8,0 = ±〈Jzkv, v 〉V 8,0 = 0,
for any 1 < k ≤ 8. Analogously, the rest of the cases is proved by using (24).
To show that Φ = A ⊕ C is a Lie algebra isomorphism, we need to check C[xi, xj ] =
[A(xi), A(xj)] for any choice of i = 1, . . . 8 and j = 9, . . . 16, since all other commutators
vanish. We calculate for any k = 1, . . . , 8, i = 1, and j = 9, . . . 16
〈C[x1, xj ], wk 〉0,8 = −〈[x1, xj ], zk 〉8,0 = −〈Jzkv, Jzlv 〉V 8,0 = −〈 zk, zl 〉8,0 δk,l,
〈[A(x1), A(xj)], wk 〉0,8 = 〈[y1, yj], wk 〉0,8 = 〈 J˜wk u, J˜wl u 〉V 0,8 = 〈wk, wl 〉0,8 δk,l.
Since −〈 zk, zl 〉8,0 δk,l = 〈wk, wl 〉0,8 δk,l, we obtain that C[x1, xj ] = [A(x1), A(xj)]. We con-
tinue and calculate for any k = 1, . . . , 8, i = 2, . . . 8, and j = 9, . . . 16
〈C[xi, xj ], wk 〉0,8 = 〈[xi, xj ], C
τ (wk) 〉8,0 = −〈[xi, xj], zk 〉8,0 (25)
= −〈JzkJz1Jzmv, Jzlv 〉V 8,0 = −ε 〈Jz1Jzmv, Jz1Jznv 〉V 8,0
= −ε 〈 z1, z1 〉8,0 〈 zm, zn 〉8,0 δm,n,
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where ε = ±1 and depends on number of permutations and sign in (24). Analogously
〈[A(xi), A(xj)], wk 〉0,8 = 〈[−yi, yj ], wk 〉0,8
= −〈 J˜wk J˜w1 J˜wm u, J˜wl u 〉V 0,8 = −ε 〈 J˜w1 J˜wm u, J˜w1 J˜wn u 〉V 0,8
= −ε 〈w1, w1 〉0,8 〈wm, wn 〉0,8 δm,n,
where the value of ε is the same as in (25), due to the same number of permutations and the
equalities in (24). Since
−ε 〈 z1, z1 〉8,0 〈 zm, zn 〉8,0 δm,n = −ε 〈w1, w1 〉0,8 〈wm, wn 〉0,8 δm,n
we obtain that C[xi, xj ] = [A(xi), A(xj)] and finish the proof. Note that the map A
τ is given
by
Aτ (u) = v, Aτ (yj) = −xj, j = 2, . . . , 8, A
τ (yj) = −xj, j = 9, . . . , 16.
Remark that we can also construct the isomorphism Φ = A⊕C with the same C declaring
A(v) = cu with any c ∈ R \ {0}. 
We need a technical lemma.
Theorem 5. The Lie algebras Nr,s and Ns,r are isomorphic for the values of indices (r, s) ∈
{(5, 2), (5, 1)} and {(6, 2), (6, 1)}.
Proof. Case (r, s) = (5, 2). The minimal admissible module V 5,2 is isometric to R8,8. We fix
two mutually commuting isometric involutions and complementary anti-isometric operators
P1 = Jz1Jz2Jz3Jz4 , P2 = Jz1Jz2Jz6Jz7 , R1 = Jz4Jz6 , R2 = Jz5Jz6 .
We also define a quaternion structure
i = Jz1Jz2 , j = Jz1Jz3Jz5Jz7 , k = Jz2Jz3Jz5Jz7 . (26)
Table 4 shows that all the spaces EI =
2⋂
j=1
E
kj
Pj
, with multi indices I = (k1, k2), kj ∈ {1,−1},
Table 4. Commutation relations of operators on V 5,2
Jz1 Jz2 Jz3 Jz4 Jz5 Jz6 Jz7 R1 R2 i j k
P1 -1 -1 -1 -1 1 1 1 -1 1 1 1 1
P2 -1 -1 1 1 1 -1 -1 -1 1 1 1
are neutral 4-dimensional spaces invariant under the action of quaternion structure (26), which
allows to find a convenient basis of V 5,2. Let E1 = E1,1 and v ∈ E1 with 〈 v, v 〉V 5,2 = 1.
Then the basis {x1 = v, x2 = i(v), x3 = j(v), x4 = k(v)} for E
1 is orthonormal by Lemma 1,
where we set J = j. Analogous calculations we make for the Lie algebra N2,5. The mutually
commuting isometric involutions and the anti-isometric complementary operators are
P˜1 = J˜w1 J˜w2 J˜w3 J˜w4 , P˜2 = J˜w1 J˜w2 J˜w6 J˜w7 , R˜1 = J˜w1 , R˜2 = J˜w5 J˜w6 .
We also fix the quaternion structure on V 2,5 i˜ = J˜w1 J˜w2 , j˜ = J˜w1 J˜w3 J˜w5 J˜w7 , and k˜ =
− J˜w2 J˜w3 J˜w5 J˜w7 . The orthonormal basis of V
2,5 is produced from a vector u ∈ E˜
1,1
with
〈u, u 〉V 2,5 = 1 by action of this quaternion structure.
Let us assume that there is an isomorphism Φ: N5,2 → N2,5, Φ = A⊕ C, A : V
5,2 → V 2,5,
where we define C by C(zj) = wj , C
τ (wj) = −zj, j = 1, . . . , 7. Then according to Lemma 3
the map A : V 5,2 → V 2,5 has to satisfy the relations
APj = P˜j A, A i = − i˜A, A j = j˜A, Ak = − k˜A.
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Thus, we apply Corollary 5 and set A = ⊕AI . To construct A1 : E
1 → E˜
1
we write A1(v) =
(a1 + a2 i˜+a3 j˜+a4 k˜)u, aj ∈ R. Since
A1(x2) = − i˜A1(v), A1(x3) = j˜A1(v), A1(x4) = − k˜A1(v),
we obtain the matrices for the map A1 and A
τ
1 :
A1 =

a1 a2 −a3 a4
a2 −a1 a4 a3
a3 a4 a1 −a2
a4 −a3 −a2 −a1
 , Aτ1 =

a1 a2 −a3 −a4
a2 −a1 −a4 a3
a3 −a4 a1 −a2
−a4 −a3 −a2 −a1
 . (27)
To find relations between aj , we observe that Jz5 preserves E
1 and J˜w5 preserves E˜
1
and
therefore they have to satisfy the relation Aτ1 J˜w5 A1 = −Jz5 . In order to calculate the matrices
for Jz5 and J˜w5 we observe that the isometric involution T = Jz1Jz2Jz5 commuts with P1 and
P2 and E
1 ∩ E1T = E
1. Therefore Tv = v and we obtain Jz5v = − i v. To find the matrix
J˜w5 we note that the isometric involution T˜ = J˜w1 J˜w3 J˜w7 commutes with P˜j , j = 1, 2 and
E˜
1
= E1
T˜
⊕ E−1
T˜
, where the eigenspaces E1
T˜
and E−1
T˜
of T˜ are neutral. Thus, we can assume
that T˜ u = u, which leads to J˜w5 u = j˜u. Then
Aτ1 J˜w5 A1 = A
τ
1

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
A1 = −

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 = −Jz5 . (28)
Thus, equation (28) leads to three relations
−2a2a3 + 2a1a4 = −1, a1a2 + a3a4 = 0, a
2
1 − a
2
2 + a
2
3 − a
2
4 = 0,
giving the solution
a2 = a3, a1 = −a4, a
2
1 + a
2
3 =
1
2
. (29)
The operator T = Jz1Jz2Jz5 leaves invariant subspace E
1 and therefore we have to check the
equality A1Jz1Jz2Jz5A
τ
1 = − J˜w1 J˜w2 J˜w5 . We calculate
A1Jz1Jz2Jz5A
τ
1 = − J˜w1 J˜w2 A1Jz5A
τ
1 = − J˜w1 J˜w2 J˜w5 ,
where we used the relations A1 i = − i˜A1 and A1Jz5A
τ
1 = J˜w5 .
To construct the remaining parts AI of the map A, we use Theorem 3 and the maps
G1,−1 = Jz6 : E
1 → E1,−1, G−1,1 = Jz3 : E
1 → E−1,1, G−1,−1 = Jz1 : E
1 → E−1,−1.
Observe that the solution (29) shows that A1v is a null vector.
Case (r, s) = (5, 1). In this case we change the arguments and use the isomorphism
between N5,2 and N2,5. Assume that the map Φ = A ⊕ C : N5,2 → N2,5, and C(zk) = wk is
a Lie algebra isomorphism. Recall that minimal admissible modules V 5,2, V 2,5 and V 5,1, V 1,5
are irreducible and isometric to R8,8. The natural inclusions R5,1 ⊂ R5,2 and R1,5 ⊂ R2,5
define the Clifford action of Cl5,1 and Cl1,5 on V
5,1 and V 1,5, respectively by restrictions of
the Clifford action of Cl5,2 and Cl2,5.
Let π− : R
5,2 → R5,1 be the projection map defined by
z1 7→ z1, . . . , z6 7→ z6, z7 7→ 0,
and let π+ : R
2,5 → R1,5 be the projection defined by
w1 7→ w1, . . . , w6 7→ w6, w7 7→ 0.
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Then the map
Id⊕π− : N5,2 = V
5,2 ⊕ R5,2 → N5,1 = V
5,1 ⊕ R5,1
is a Lie algebra homomorphism with kernel K− = span{z7}. Also Id⊕π+ is a Lie algebra
homomorphism from N2,5 to N1,5 with kernel K+ = span{w7}. Then the isomorphism Φ
induces an isomorphism Φ between N5,1 and N1,5 by
{0} −−−−→ K− −−−−→ N5,2
Id⊕π−
−−−−−→ N5,1 −−−−→ {0}yC Φy yΦ
{0} −−−−→ K+ −−−−→ N2,5
Id⊕π+
−−−−−→ N1,5 −−−−→ {0}.
Hence the Lie algebras N5,1 and N1,5 are isomorphic.
The Lie algebra isomorphism Φ¯: N5,1 → N1,5 can be also induced by the isomorphism
Φ: N6,1 → N1,6, which we will construct later in this theorem.
Case (r, s) = (6, 2). The minimal admissible modules, that are also irreducible, of Cl6,2
and Cl2,6 are isometric to R
16,16. We fix mutually commuting isometric involutions
P1 = Jz1Jz2Jz3Jz4 , P2 = Jz1Jz2Jz5Jz6 , P3 = Jz1Jz2Jz7Jz8 ,
on V 6,2 and the complementary anti-isometric operators R1 = Jz3Jz7 , R2 = Jz5Jz7 , R3 = Jz7 .
Define the quaternion structure i = Jz1Jz2 , j = Jz1Jz3Jz5Jz7 , k = Jz2Jz3Jz5Jz7 . Each of the
space EI =
3⋂
j=1
E
kj
Pj
is isometric to R2,2 according to Table 5. Denote E1 = ∩3j=1E
1
Pj
and fix
Table 5. Commutation relations of operators on V 6,2
Jz1 Jz2 Jz3 Jz4 Jz5 Jz6 Jz7 Jz8 R1 R2 R3 i j k
P1 -1 -1 -1 -1 1 1 1 1 -1 1 1 1 1 1
P2 -1 -1 1 1 -1 -1 1 1 -1 1 1 1 1
P3 -1 -1 1 1 1 1 -1 -1 -1 1 1 1
a vector v ∈ E1 such that 〈 v, v 〉V 6,2 = 1. Likewise we choose
P˜1 = J˜w1 J˜w2 J˜w3 J˜w4 , P˜2 = J˜w1 J˜w2 J˜w5 J˜w6 , P˜3 = J˜w1 J˜w2 J˜w7 J˜w8 involutions,
R˜1 = J˜w1 , R˜2 = J˜w5 , R˜3 = J˜w1 J˜w3 J˜w5 complementary operators,
i˜ = J˜w1 J˜w2 , j˜ = J˜w1 J˜w3 J˜w5 J˜w7 , k˜ = − J˜w2 J˜w3 J˜w5 J˜w7 quaternion structure.
The table of commutations is preserved if we change Jzk to J˜wk .
Assume that there is a Lie algebra isomorphism
Φ = A⊕C : N6,2 → N2,6, C(zk) = wk, C
τ (wk) = −zk.
Since APj = P˜j A we have A = ⊕AI , AI : E
I → E˜
I
, and
AI i = − i˜AI , AI j = j˜AI , AI k = − k˜AI for any I = (k1, k2, k3) (30)
by Corollary 5. The map A1 : E
1 → E˜
1
is defined by the relation A1v = (a1+a2 i˜+a3 j˜+a4 k˜)u
and (30) for I = (1, 1, 1). All other operators leaving the space E1 invariant are linear
combination of quaternion structure.
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The maps AI for other multi-indices I are constructed by Theorem 3 by making use of the
following maps
G1,1,−1 = Jz7 : E
1 → E1,1,−1, G1,−1,1 = Jz5 : E
1 → E1,−1,1,
G1,−1,−1 = Jz1Jz3 : E
1 → E1,−1,−1, G−1,1,1 = Jz3 : E
1 → E−1,1,1,
G−1,1,−1 = Jz1Jz5 : E
1 → E−1,1,−1, G−1,−1,1 = Jz1Jz7 : E
1 → E−1,−1,1,
G−1,−1,−1 = Jz1 : E
1 → E−1,−1,−1.
Case (r, s) = (6, 1). The minimal admissible module V 6,1 is isometric to R8,8. The
isometric involutions and the complementary anti-isometric operators are
P1 = Jz1Jz2Jz3Jz4 , P2 = Jz1Jz2Jz5Jz6 , R1 = Jz1Jz7 , R2 = Jz5Jz7 , R3 = Jz7 .
The quaternion structure is i = Jz1Jz2 , j = Jz1Jz3Jz5Jz7 , and k = Jz2Jz3Jz5Jz7 . Let v ∈ E
1 =
Table 6. Commutation relations of operators on V 6,1
Jz1 Jz2 Jz3 Jz4 Jz5 Jz6 Jz7 R1 R2 R3 i j k
P1 -1 -1 -1 -1 1 1 1 -1 1 1 1 1 1
P2 -1 -1 1 1 -1 -1 1 -1 1 1 1 1
T 1 -1 1 -1 1 -1 -1 -1 -1 -1 1
∩2j=1E
1
Pj
be such that 〈 v, v 〉V 6,1 = 1. Then {v, i(v), j(v), k(v)} is an orthonormal basis for
E1. To show that the basis is orthogonal we argue as following. The operator T = Jz1Jz3Jz5
is an isometry, commutes with Pj , j = 1, 2, and therefore it decomposes the space E
1 on two
orthogonal subspaces: E1 = span{v,k(v)} ⊕ span{i(v), j(v)}, see (17). If it is necessary we
change v to v˜ by Lemma 1, where we set J = k.
Analogously, we fix the involutions and the anti-isometric complementary operators
P˜1 = J˜w1 J˜w2 J˜w3 J˜w4 , P˜2 = J˜w1 J˜w2 J˜w5 J˜w6 , R˜1 = J˜w1 , R˜2 = J˜w5
acting on V 1,6. Set the quaternion structure i˜ = J˜w1 J˜w2 , j˜ = J˜w1 J˜w3 J˜w5 J˜w7 , and k˜ =
− J˜w2 J˜w3 J˜w5 J˜w7 . Choose a vector u ∈ E˜
1
such that 〈 u, u 〉V 1,6 = 1. By making use the
quaternion structure we form an orthonormal basis on space E˜
1
.
Is Φ = A ⊕ C : N6,1 → N1,6 is an isomorphism, then it has to satisfy Lemma 3. We
construct the map A : V 6,1 → V 1,6, A = ⊕AI , by blocks AI : E
I → E˜
I
. Put A1(v) =
(a1 + a2 i˜+a3 j˜+a4 k˜)u 6= 0. Then by the action of quaternion structure
A1 i(v) = − i˜A1(v), A1 j(v) = j˜A1(v), A1 k(v) = − k˜A1(v),
we find all the coefficients of A1. The map A1 must satisfies the condition A
τ
1 J˜w7 A1 = −Jz7 .
Arguing as in the case of the construction of the isomorphism N5,2 ∼= N2,5, we fined that
Jz7v = − j(v) and J˜w7 u = − i˜(v) and the matrices A and A
τ are given by (27). thus we
obtain the solution a2 = −a3, a1 = a4, a
2
1 + a
2
3 =
1
2 . We finish the proof by applying
Theorem 3 and using the maps
G1,−1 = Jz5 : E
1 → E1,−1, G−1,1 = Jz3 : E
1 → E−1,1, G−1,−1 = Jz1 : E
1 → E−1,−1.

Theorem 6. The Lie algebras Nr,r, admit a Lie algebra automorphism Ψ = A⊕ C : Nr,r =
V r,r ⊕Rr,r → Nr,r = V
r,r ⊕ Rr,r with CCτ = − Id, if r = 1, 2, 4.
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Proof. Case N1,1. The minimal admissible module V
1,1 is isometric to R2,2. We choose the
basis {v, Jz1v, Jz2v, Jz1Jz2v, z1, z2} forN1,1. Set C(z1) = z2, C(z2) = z1, and C
τ (z1) = −z2,
Cτ (z2) = −z1. In order to satisfy Lemma 3 we define
A =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 and Aτ =

1 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 1
 .
Case N2,2. The minimal admissible module V
2,2 is isometric to R4,4. We fix the isometric
involution P = Jz1Jz2Jz3Jz4 and choose the basis{
x1 = v, x2 = Jz1v, x3 = Jz2v, x4 = Jz1Jz2v,
x5 = Jz3v, x6 = Jz4v, x7 = Jz1Jz3v, x8 = Jz1Jz4v
}
for V 2,2,
where the vector v is such that Pv = v and 〈 v, v, 〉V 2,2, = 1. We first listed the positive
vectors of the basis and then negative vectors and therefore the matrix for the metric is the
standard one: the diagonal matrix I4,4 with first four diagonal entries 1 and the last four
diagonal entries (-1). Satisfying the conditions of Lemma 3 we set
C =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 and A =

1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

.
Case N4,4. The minimal admissible module V
4,4 is isometric to R8,8. We fix the isometric
involutions
P1 = Jz1Jz2Jz3Jz4 , P2 = Jz1Jz2Jz5Jz6 , P3 = Jz1Jz2Jz7Jz8 , P4 = Jz1Jz3Jz5Jz7 .
We choose v such that Pj(v) = v, j = 1, 2, 3, 4, and 〈 v, v 〉V 2,2, = 1 and construct the basis
for V 4,4, where we place first the positive vectors and then the negative ones.
x1 = v, x2 = Jz1v, x3 = Jz2v, x4 = Jz3v,
x5 = Jz4v, x6 = Jz1Jz2v, x7 = Jz1Jz3v, x8 = Jz1Jz4v,
x9 = Jz5v, x10 = Jz6v, x11 = Jz7v, x12 = Jz8v,
x13 = Jz1Jz5v, x14 = Jz1Jz6v, x15 = Jz1Jz7v, x16 = Jz1Jz8v.
 (31)
Now we define C as before by C(zj) = z9−j and C
τ (zj) = −z9−j , j = 1, . . . , 8. The map A is
also similar to the previous cases. Namely, we set
A(v) = v, A(Jzjv) = JC(zj)v, and A
τ (v) = v, Aτ (Jzjv) = −JCτ (zj)v.
Then also
A(JzjJzkv) =
{
−JC(zj)JC(zk)v, if JzjJzkv is positive,
JC(zj)JC(zk)v, if JzjJzkv is negative,
and analogously for Aτ . All conditions of Lemma 3 are satisfied. 
Theorem 7. If the Lie algebra Nr,s is isomorphic to the Lie algebra Ns,r, then
1. the Lie algebras Nr,s+8k and Ns+8k,r are isomorphic;
2. the Lie algebras Nr+8k,s and Ns,r+8k are isomorphic;
3. the Lie algebras Nr+4k,s+4k and Ns+4k,r+4k are isomorphic.
for any k = 1, 2, . . ..
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Proof. Recall that if (V r,s, 〈 . , . 〉V r,s) is a minimal admissible module, then the products
V r,s ⊗ V 0,8, V r,s ⊗ V 8,0, V r,s ⊗ V 4,4
are minimal admissible if V 0,8, V 8,0, and V 4,4 are minimal admissible modules, see [16]. The
scalar product on V r,s+8 is given by the product of bilinear symmetric forms on V r,s and
V 0,8. Analogously, for the tensor products with V 8,0 and V 4,4. The representations are
constructed as follows. Let {ζ1, . . . , ζ8} be an orthonormal bases for R
0,8, R8,0, or R4,4, and
J¯ζα , α = 1, . . . , 8 be the respective representations. Let Jzj , j = 1, . . . , r+s be representations
of an orthonormal basis for Rr,s. We denote by Ω0,8 =
∏8
α=1 J¯ζα the volume form for Cl0,8
and analogously for others Clifford algebras. Set
Jˆzj = Jzj ⊗ Ω
0,8 for j = 1, . . . , r + s,
Jˆζα = IdV r,s ⊗ J¯ζα for α = 1, . . . , 8.
Then the maps Jˆzj and Jˆζα are representations of an orthonormal basis for R
r,s+8 as it was
shown in [16]. If we substitute the volume form Ω0,8 by Ω8,0 or Ω4,4, then we obtain the
representations for the basis vectors of Rr+8,s and Rr+4,s+4, respectively.
We start from the proof of the first case, since the rest can be proven similarly. Let
Φ = A⊕C : Nr,s → Ns,r and Φ¯ = A¯⊕ C¯ : N0,8 → N8,0 be the Lie algebra isomorphisms, with
A : V r,s → V s,r and A¯ : V 0,8 → V 8,0. Let Pj , j = 1, . . . , p and Qk, k = 1, 2, 3, 4, be mutually
commuting isometric involutions on V r,s and V 0,8, respectively. Then Pˆj = Pj ⊗ Id and
Qˆk = Id⊗Qk are mutually commuting isometric involutions on V
r,s⊗V 0,8. Let E1 = ∩pj=1E
1
Pj
,
F 1 = ∩4k=1E
1
Qj
and
v ∈ E1, 〈 v, v 〉V r,s = 1, u ∈ F
1, 〈u, u 〉V 0,8 = 1.
We have Pˆj(v⊗u) = Pj(v)⊗ Id(u) = v⊗u, and Qˆk(v⊗u) = Id(v)⊗Qk(u) = v⊗u. Therefore
v ⊗ u ∈ E1 ⊗ F 1 and 〈 v ⊗ u, v ⊗ u 〉V r,s+8 = 1. The linear map Aˆ : V
r,s+8 → V s+8,r of a Lie
algebra isomorphism Φˆ = Aˆ ⊕ Cˆ : Nr,s+8 → Ns+8,r should satisfy Lemma 3. Thus we could
apply Corollary 5 and start the construction of Aˆ from the map Aˆ1,1 : E
1⊗F 1 → E˜
1
⊗ F˜
1
and
then extend it to an arbitrary AˆIJ : E
I⊗F J → E˜
I
⊗ F˜
J
. Observe that if
∏
Jzk leaves invariant
the space E1, then the product
∏
Jˆzj leaves the space E
1 ⊗ F 1 invariant and, analogously,
if
∏
Jζα leaves invariant the space F
1, then
∏
Jˆζα leaves the space E
1 ⊗ F 1 invariant. As
a consequence, we also obtain that the space E1 ⊗ F 1 will be invariant under the action of∏
Jˆzj
∏
Jˆζα .
We denote by {z1, . . . , rr+s, ζ1, . . . , ζ8} an orthonormal basis for R
r,s+8 with
{z1, . . . , zr} positive and {zr+1, . . . , zr+s, ζ1, . . . , ζ8} negative elements.
Then, let {wr+s, . . . , w1, ω8, . . . , ω1} be an orthonormal basis for R
s+8,r with
{wr+s, . . . , wr+1, ω8, . . . ω1} positive vectors and {wr, . . . , w1} negative vectors.
We let the map Cˆ : Rr,s+8 → Rs+8,r act on the basis by the following
Cˆ(zj) = wj, Cˆ
τ (wj) = −zj , j = 1, . . . , r + s, Cˆ(ζα) = ωα, Cˆ
τ (ωα) = −ζα, α = 1, . . . , 8.
We define the map Aˆ1,1 : E
1 ⊗ F 1 → E˜
1
⊗ F˜
1
by its action on different type of products of
Jˆzj and Jˆζα . Recall that
∏p
j=1 Jˆzj
∏q
α=1 Jˆζα =
∏p
j=1 Jzj ⊗ (Ω
0,8)p
∏q
α=1 Jζα . Then we define
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Aˆ1,1
∏p
j=1 Jˆzj
∏q
α=1 Jˆζα =
A1
p∏
j=1
Jzj ⊗ A¯1(Ω
0,8)p
q∏
α=1
Jζα = (−1)
m+k
p∏
j=1
J˜Cˆ(zj)(A
τ
1)
−1 ⊗ Ω8,0
q∏
α=1
J˜Cˆ(ζα)(A¯
τ
1)
−1,
if p = 2m+ 1, q = 2k + 1,
A1
p∏
j=1
Jzj ⊗ A¯1(Ω
0,8)p
q∏
α=1
Jζα = (−1)
m+k
p∏
j=1
J˜Cˆ(zj)(A
τ
1)
−1 ⊗ Ω8,0
q∏
α=1
J˜Cˆ(ζα) A¯1,
if p = 2m+ 1, q = 2k,
A1
p∏
j=1
Jzj ⊗ A¯1
q∏
α=1
Jζα = (−1)
m+k
p∏
j=1
J˜Cˆ(zj)A1 ⊗
q∏
α=1
J˜Cˆ(ζα)(A¯
τ
1)
−1,
if p = 2m, q = 2k + 1,
A1
p∏
j=1
Jzj ⊗ A¯1
q∏
α=1
Jζα = (−1)
m+k
p∏
j=1
J˜Cˆ(zj)A1 ⊗
q∏
α=1
J˜Cˆ(ζα) A¯1,
if p = 2m, q = 2k.
(32)
We also can write the transposed map Aˆτ1,1 by Aˆ
τ
1,1
∏p
j=1 JˆCˆ(zj)
∏q
α=1 JˆCˆ(ζα) =
Aτ1
p∏
j=1
J˜Cˆ(zj)⊗A¯
τ
1(Ω
8,0)p
q∏
α=1
J˜Cˆ(ζα) = (−1)
m+k
p∏
j=1
JzjA
−1
1 ⊗ Ω
0,8
q∏
α=1
JζαA¯
−1
1 ,
if p = 2m+ 1, q = 2k + 1,
Aτ1
p∏
j=1
J˜Cˆ(zj)⊗A¯
τ
1(Ω
8,0)p
q∏
α=1
J˜Cˆ(ζα) = (−1)
m+k+1
p∏
j=1
JzjA
−1
1 ⊗ Ω
0,8
q∏
α=1
JζαA¯
τ
1 ,
if p = 2m+ 1, q = 2k,
Aτ1
p∏
j=1
J˜Cˆ(zj)⊗A¯
τ
1
q∏
α=1
J˜Cˆ(ζα) = (−1)
m+k+1
p∏
j=1
JzjA
τ
1 ⊗
q∏
α=1
JζαA¯
−1
1 ,
if p = 2m, q = 2k + 1,
Aτ1
p∏
j=1
J˜Cˆ(zj)⊗A¯
τ
1
q∏
α=1
J˜Cˆ(ζα) = (−1)
m+k
p∏
j=1
JzjA
τ
1 ⊗
q∏
α=1
JζαA¯
τ
1 ,
if p = 2m, q = 2k.
Then the maps GIJ = GI ⊗ G¯J : E
1 ⊗F 1 → EI ⊗F J will be used to define AˆIJ : E
I ⊗F J →
E˜
I
⊗ F˜
J
. Namely
AˆIJ =
{
(−1)mG˜IJ (Aˆ
−1
1,1)
τG−1IJ if p = 2m+ 1,
(−1)mG˜IJ Aˆ1,1G
−1
IJ if p = 2m,
(33)
and
AˆτIJ =
{
(−1)m+1GIJ Aˆ
−1
1,1G˜
−1
IJ if p = 2m+ 1,
(−1)mGIJ Aˆ
τ
1,1G˜
−1
IJ if p = 2m.
Thus, we obtain that the map Φˆ = Aˆ ⊕ Cˆ, with Aˆ = ⊕IJAˆIJ , is a Lie algebra isomorphism
from Nr,s+8 to Ns+8,r, according to Corollary 5. We recall that we can choose the following
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map A¯: A¯1v = u and since the spaces F
J are one dimensional, the corresponding maps
GJ : F
1 → F J are given by the basis (23).
The third statement is proved analogously, where we change the map A¯ : V 0,8 → V 8,0 to
the map A¯ : V 4,4 → V 4,4 constructed in Theorem 6. Then we use the definitions (32) and (33)
to construct the isomorphism Φˆ = Aˆ⊕ Cˆ : Nr+4,s+4 → Ns+4,r+4 by tensor product, where we
change the volume forms Ω0,8 and Ω8,0 to Ω4,4. The maps GJ : F
1 → F J are given by the
basis (31). 
Remark 3. The reader can recognise in the construction of Aˆ the Z2-graded tensor product.
Indeed we write A = A0 ⊕A1 and A¯ = A¯0 ⊕ A¯1, where A0 and A¯0 act on the even product of
generators Jzj and A
1 and A¯1 act on the odd product of generators. Then formula (32) can
be written as follows
Aˆ1 = A1⊗ˆA¯1 = (A1⊗ A¯1)
0⊕ (A1⊗ A¯1)
1 =
(
(A01⊗ A¯
0
1)⊕ (A
1
1⊗ A¯
1
1)
)
⊗
(
(A01⊗ A¯
1
1)⊕ (A
1
1⊗ A¯
0
1)
)
.
This is not surprising, according to the Z2-graded structure of Clifford algebra and the iso-
morphism Cl(Rr,s ⊕ Rp,q) ∼= Cl(Rr,s)⊗ˆCl(Rp,q), based on the Z2-graded tensor product ⊗ˆ.
Theorem 8. The following is true:
1. the Lie algebras Nr,r+8k and Nr+8k,r are isomorphic for r = 1, 2, 4;
2. the Lie algebras Nr+4k,r+4k, r = 1, 2, 4 admit an automorphism Ψ = A ⊕ C with
CCτ = − Id.
Proof. The proof is literary the same as the proof of Theorem 7, where we need to change the
existence of an isomorphism Φ = A⊕C : Nr,s → Ns,r to an automorphism Ψ = A⊕C : Nr,r →
Nr,r. 
3.4. Non-isomorphic Lie algebras. We start from a small technical observation.
Lemma 6. Let (V, 〈 . , . 〉V ) be a neutral space and T a linear map on V with the properties:
T 2 = Id and the scalar product (x, y) := 〈 x, Ty 〉V is positive definite. Then there is no
linear map S on V , such that S = Sτ , where Sτ is transposed with respect to 〈 . , . 〉V , and
STS = −T .
Proof. Let us assume that a linear map S : V → V such that S = Sτ and STS = −T exists.
Then tST = TS, where tS is the transposition with respect to the positive definite scalar
product (. , .) and therefore
−T = STS = T (tS)TTS = T (tS)S =⇒ tSS = − Id,
which is a contradiction. 
Theorem 9. The Lie algebras Nr,s and Ns,r for (r, s) ∈ {(3, 1), (3, 2), (3, 7), (3, 11)} are not
isomorphic.
Proof. Case (r, s) = (3, 1). The minimal admissible module V 3,1 is isometric to R4,4. We
define the isometric involution T = Jz1Jz2Jz3 and the orthonormal basis for V
3,1, starting
from v ∈ V 3,1, 〈 v, v 〉V 3,1 = 1, and Tv = v:
x1 = v, x2 = Jz1v, x3 = Jz2v, x4 = Jz3v,
x5 = Jz4v, x6 = Jz4Jz1v, x7 = Jz4Jz2v, x8 = Jz4Jz3v,
(34)
with 〈 xk, xk 〉V 3,1 = −〈xk+4, xk+4 〉V 3,1 = 1, k = 1, . . . , 4. Moreover T (xi) = xi, i = 1, 2, 3, 4
and T (xi) = −xi, i = 5, 6, 7, 8. Assume that there is an isomorphism Φ: N3,1 → N1,3,
Φ = A ⊕ C such that A : V 3,1 → V 1,3 and C(zj) = wj. Then the map Φ
τΦ = AτA ⊕
− IdR3,2 : N3,2 → N3,2 is an automorphism by Lemma 2. Denote S = A
τA and obtain a
contradiction as in Lemma 6 with V = V 3,1 and T = Jz1Jz2Jz3 .
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Case (r, s) = (3, 2). We consider mutually commuting isometric involutions and the com-
plementary anti-isometric operators
P = Jz1Jz2Jz4Jz5 , T = Jz1Jz2Jz3 R1 = Jz5 , R2 = Jz1Jz4
acting on V 3,2. In Table 7 we show commutation relations of the involutions, complementary
Table 7.
Jz1 Jz2 Jz3 Jz4 Jz5 R1 R2
P -1 -1 1 -1 -1 -1 1
T 1 1 1 -1 -1 -1
operators, and the representation maps Jzj . We conclude that the spaces E
1
P and E
−1
P are
neutral. We pick up a vector v ∈ E1P , 〈 v, v 〉V 3,2 = 1 and construct an orthonormal basis for
E1P
x1 = v, x2 = Jz1Jz2v, x3 = Jz1Jz4v, x4 = Jz2Jz4v
with 〈xi, xi 〉V 3,2 = −〈 xi+2, xi+2 〉V 3,2 = 1, i = 1, 2. Table 7 also shows that
Tx1 = x1, Tx2 = x2, Tx3 = −x3, Tx4 = −x4.
Assuming now that there is an isomorphism Φ: N3,2 → N2,3, Φ = A ⊕ C such that
A : V 3,2 → V 2,3 and C(zj) = wj, we obtain a contradiction by Lemma 6 with V = E
1
P ,
S = Aτ1A1, and T = Jz1Jz2Jz3 .
Case (r, s) = (3, 7). We define the mutually commuting involutions
P1 = Jz1Jz2Jz5Jz6 , P2 = Jz1Jz2Jz7Jz8 , P3 = Jz1Jz2Jz9Jz10 , T = Jz1Jz2Jz3 ,
and the complementary anti-isometric operators
R1 = Jz5 , R2 = Jz7 , R3 = Jz9 , R4 = Jz4 ,
acting on V 3,7.
Table 8. Commutation relations of operators on V 3,7
Jz1 Jz2 Jz3 Jz4 Jz5 Jz6 Jz7 Jz8 Jz9 Jz10 R1 R2 R3 R4 Q
P1 -1 -1 1 1 -1 -1 1 1 1 1 -1 1 1 1 -1
P2 -1 -1 1 1 1 1 -1 -1 1 1 -1 1 1 -1
P3 -1 -1 1 1 1 1 1 1 -1 -1 -1 1 -1
T 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1
Since the dimension of the minimal admissible module V 3,7, which is also irreducible, is 64,
the common eigenspace E1 = ∩3j=1E
1
Pj
is 8-dimensional and neutral. We choose the following
basis for E1, starting from v ∈ E1, 〈 v, v 〉V 3,7 = 1 and making use the anti-isometric operator
Q = Jz5Jz7Jz9 ,
x1 = v, x2 = Jz1Jz2v, x3 = Jz4Jz1Qv, x4 = Jz4Jz2Qv,
x5 = Jz4v, x6 = Jz4Jz1Jz2v, x7 = Jz1Qv, x8 = Jz2Qv.
The basis is orthonormal by Lemma 1, satisfies 〈xj, xj 〉V 3,7 = −〈x4+j , x4+j 〉V 3,7 = 1 and
T (xi) = xi, i = 1, 2, 3, 4 and T (xi) = −xi, i = 5, 6, 7, 8,
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due to the choice of the operators R4 and Q. Thus we can apply Lemma 6 to the neutral
space V = E1 with operators S = Aτ1A1 and T . It finishes the proof.
Case (r, s) = (3, 11). The minimal admissible modules V 11,3 and V 3,11 are isometric to
R64,64. We choose a set of mutually commuting isometric involutions:
Pj = Jz1Jz2Jz3+2jJz4+2J , j = 1, . . . , 5, T = Jz1Jz2Jz3 ,
acting on V 3,11. The complementary operators are Rk = Jz3+2k , k = 1, . . . , 5, and R6 = Jz4 .
The space E1 =
5⋂
j=1
E1Pj is 4-dimensional neutral space. We choose the orthonormal basis
Table 9. Commutation relations of operators on V 3,11
R1 R2 R3 R4 R5 R6
P1 -1 1 1 1 1 1
P2 -1 1 1 1 1
P3 -1 1 1 1
P4 -1 1 1
P5 -1 1
T -1
{x1 = v, x2 = Jz1Jz2v, x3 = Jz4v, x4 = Jz4Jz1Jz2v} for E
1 with v ∈ E1, 〈 v, v 〉V 3,11 = 1. It
is easy to see that
T (xj) = xj , T (x2+j) = −x2+j, j = 1, 2.
Thus, if we assume that there is an isomorphism Φ = A⊕C : N3,11 → N11,3, then the operator
S = Aτ1A1 will act on E
1. Applying Lemma 6 to the neutral space E1, operators S and T ,
we obtain a contradiction. This finishes the proof. 
Corollary 6. There are no automorphism Φ = A⊕C of N3,3 with the condition C
τC = −Id.
Proof. If we assume that such an automorphism Ψ exists, then it must induce an isomorphism
between N3,2 and N2,3, which contradicts to Theorem 9. The constructive proof can be
performed as follows. Let us assume the existence of an automorphism Ψ = A ⊕ C with
CτC = − Id. We fix mutually commuting isometric involutions and the complementary
operators
P1 = Jz1Jz2Jz4Jz5 , P2 = Jz1Jz3Jz5Jz6 , T = Jz1Jz2Jz3 , R1 = Jz4 , R2 = Jz6 , R3 = Jz3Jz6 ,
acting on V 3,3. Denote by {w6, . . . , w1} another orthonormal basis of R
3,3, where w6, w5, w4
are positive vectors and w3, w2, w1 are negative. Put C(zi) = wi. The common eigenspace
E1 = ∩2j=1E
1
Pj
is spanned by {x1 = v, x2 = Jz1Jz5v}, where v = P1(v) = P2(v) = T (v) and
〈 v, v 〉V 3,3 = 1. Observe that T (x2) = −x2. Thus we obtain a contradiction as in Lemma 6
by setting S = AτA for the neutral space E1. 
We can not apply directly the arguments of Theorem 7 to non-isomorphic pairs. Neverthe-
less, by a direct construction we obtain that the non-isomorphic properties are also respect
the same periodicity.
Theorem 10. If (r, s) ∈ {(3, 1), (3, 2), (3, 7), (3, 11)}, then
1. the Lie algebra Nr+4k,s+4k is not isomorphic to Ns+4k,r+4k for any k = 0, 1, 2, . . .,
2. the Lie algebra Nr,s+8k is not isomorphic to Ns+8k,r for any k = 0, 1, 2, . . .,
3. the Lie algebra Nr+8k,s is not isomorphic to Ns,r+8k for any k = 0, 1, 2, . . ..
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Proof. Observe that if the Lie algebra Nr,s has a system of p mutually commuting isometric
involutions, then the Lie algebra Nr+4k,s+4k has p + 4k mutually commuting isometric in-
volutions. The dimensions of minimal admissible modules are related by dim(V r+4k,s+4k) =
16dim(V r,s). Therefore, the dimension of the common eigenspace E1, corresponding to eigen-
values 1 of all the involutions, does not change and equal for Nr,s and Nr+4k,s+4k for any k.
The same argument valid for the Lie algebras Nr,s+8k and Ns+8k,r. During the proof we show
that for each value of (r, s) in the statement of the theorem, we can apply Lemma 6 and
deduce that Nr+4k,s+4k 6∼= Ns+4k,r+4k and Nr,s+8k 6∼= Ns+8k,r for any k.
We slightly change the notations. Denote by {z1, . . . , zr, ζ1, . . . , ζs} the orthonormal basis
of Rr,s with 〈 zk, zk 〉r,s = 1, k = 1, . . . , r, and 〈 ζj, ζj 〉r,s = −1, j = 1, . . . , s.
Case (r, s) = (3, 1). The minimal admissible module V 3,1 has the isometric involution T =
Jz1Jz2Jz3 . The minimal admissible module V
3+4k,1+4k has the following mutually commuting
isometric involutions
P1 = Jz1Jz2Jz4Jz5 , P2 = Jz1Jz2Jz6Jz7 , . . . , P2k = Jz1Jz2Jz2+4kJz3+4k ,
P2k+1 = Jz1Jz2Jζ2Jζ3 , . . . , P4k = Jz1Jz2Jζ4kJζ1+4k , T = Jz1Jz2Jz3 .
The complementary operators are
Rl = Jz2l+3Jζ1 , l = 1, . . . , 2k, Rl = Jζ2(l−2k)+1 , l = 2k + 1, . . . , 4k, R4k+1 = Jζ1 .
We choose the basis of E1 =
⋂4k
j E
1
Pj
, starting from v ∈ E1, 〈 v, v 〉V 3+4k,1+4k = 1. We also
need an isometric operator Q =
∏4k
j=1Rj . Thus we have
QPj = −PjQ, QT = TQ, Jζ1Pj = PjJζ1 , Jζ1T = −TJζ1 , Q
2 = Id . (35)
If it is necessary, we can apply Lemma 1 and find the following orthonormal basis
x1 = v, x2 = Jz1Jz2v, x3 = Jz1Qv, x4 = Jz2Qv,
x5 = Jζ1v, x6 = Jζ1Jz1Jz2v, x7 = Jζ1Jz1Qv, x8 = Jζ1Jz2Qv,
(36)
with 〈xk, xk 〉V 3+4k,1+4k = −〈 xk+4, xk+4 〉V 3+4k,1+4k = 1, k = 1, . . . , 4 and
T (xj) = xj , and T (x4+j) = −x4+j, j = 5, 6, 7, 8.
due to the choice of the corresponding operators. Thus assuming that there is a Lie algebra iso-
morphism Φ = A⊕C : N3+4k,1+4k → N1+4k,3+4k, we define the map S = A
τA : V 3+4k,1+4k →
V 1+4k,3+4k and obtain a contradiction by Lemma 6.
The minimal admissible module V 3,1+8k has the following mutually commuting isometric
involutions
P1 = Jz1Jz2Jζ2Jζ3 , P2 = Jz1Jz2Jζ4Jζ5 , . . . , P4k = Jz1Jz2Jζ8kJζ1+8k , T = Jz1Jz2Jz3 .
The complementary operators are Rl = Jζ2l+3 , l = 1, . . . , 4k, and R4k+1 = Jζ1 . We also need
the isometric operator Q =
∏4k
j=1Rj . Choose the basis (36) and finish the proof by applying
Lemma 6.
For the minimal admissible module V 3+8k,1 we choose the mutually commuting isometric
involutions
P1 = Jz1Jz2Jz4Jz5 , P2 = Jz1Jz2Jz6Jz7 , . . . , P4k = Jz1Jz2Jz2+8kJz3+8k , T = Jz1Jz2Jz3 .
The complementary operators are Rl = Jz2l+3Jζ1 , l = 1, . . . , 4k, and R4k+1 = Jζ1 and
Q =
∏4k
j=1Rj . We choose the basis (36) and finish the proof by applying Lemma 6.
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Case (r, s) = (3, 7). This case is similar to the previous. Recall that for V 3,7 the mutually
commuting involutions are
Pj = Jz1Jz2Jζ2jJζ1+2j , j = 1, 2, 3, T = Jz1Jz2Jz3 .
The complementary anti-isometric operators are
Rl = Jζ1+2l , l = 1, 2, 3, R4 = Jζ1 , Q =
3∏
l=1
Jζ1+2l .
For the minimal admissible module V 3+4k,7+4k we choose the following involutions
Pm = Jz1Jz2Jz2+2jJz3+2j , m = 1, . . . , 2k, Pj = Jz1Jz2Jζ2jJζ1+2j , j = 1, . . . , 3 + 2k,
and T = Jz1Jz2Jz3 . The complementary operators are
Rp = Jz3+2pJζ1 , p = 1, . . . 2k, Rl = Jζ1+2l , l = 1, . . . , 3 + 2k, R4+4k = Jζ1 ,
and the isometry Q =
∏4k+4
l=1 Rj. Since all the chosen operators satisfy (35), then we can take
the basis (36) and finish the proof, applying Lemma 6.
For the minimal admissible module V 3,7+8k we write
Pj = Jz1Jz2Jζ2jJζ1+2j , j = 1, . . . , 3 + 4k, T = Jz1Jz2Jz3 ,
Rl = Jζ1+2l , l = 1, . . . , 3 + 4k, R4+4k = Jζ1 , Q =
4k+4∏
l=1
Rj .
For the minimal admissible module V 3+8k,7 we define
Pm = Jz1Jz2Jz2+2jJz3+2j , m = 1, . . . , 4k, Pj = Jz1Jz2Jζ2jJζ1+2j , j = 1, 2, 3,
T = Jz1Jz2Jz3 , Q =
4k+4∏
l=1
Rj , where
Rl = Jz3+2lJζ1 , l = 1, . . . 4k, Rl+4k = Jζ1+2l , l = 1, 2, 3, R4+4k = Jζ1 .
Case (r, s) = (3, 11). We recall that the set of mutually commuting isometric involutions
acting on V 3,11 is:
Pj = Jz1Jz2Jζ2jJζ1+2j , j = 1, . . . , 5, T = Jz1Jz2Jz3 .
The complementary operators are Rj = Jζ1+2j , j = 1, . . . , 5, and R6 = Jζ1 . For the minimal
admissible module V 3+4k,11+4k we make the following modifications
Pm = Jz1Jz2Jz2+2jJz3+2j , m = 1, . . . , 2k, Pj = Jz1Jz2Jζ2jJζ1+2j , j = 1, . . . , 5 + 2k,
and T = Jz1Jz2Jz3 . The complementary operators are
Rp = Jz3+2pJζ1 , p = 1, . . . 2k, Rl = Jζ1+2l , l = 1, . . . , 5 + 2k, R4+4k = Jζ1 ,
The space E1 =
5+4k⋂
j=1
E1Pj is 4-dimensional neutral space. We choose the orthonormal basis:
x1 = v, x2 = Jz1Jz2v, x3 = Jζ1v, x4 = Jζ1Jz1Jz2v
with v ∈ E1, 〈 v, v 〉V 3+4k,11+4k = 1. Since T1(xj) = xj , T1(x2+j) = −x2+j, j = 1, 2, we can
finish the proof by applying Lemma 6.
It is clear what changing have to be done for the rest of the proof.
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Case (r, s) = (3, 2). The minimal admissible module V 3,2 allows two mutually commuting
isometric involutions P = Jz1Jz2Jζ1Jζ2 and T = Jz1Jz2Jz3 . For the minimal admissible module
V 3+4k,2+4k we choose the following involutions
P1 = Jz1Jz2Jz4Jz5 , P2 = Jz1Jz2Jz6Jz7 , . . . , P2k = Jz1Jz2Jz2+4kJz3+4k ,
P2k+1 = Jz1Jz2Jζ1Jζ2 , P2k+2 = Jz1Jz2Jζ3Jζ4 , . . . P4k+1 = Jz1Jz2Jζ1+4kJζ2+4k ,
and T = Jz1Jz2Jz3 . The complementary anti-isometric operators are
Rj = Jz3+2jJζ1 , j = 1, . . . , 2k, R2k+m = Jζ2m−1 , m = 1, . . . 2k + 1,
and R4k+2 = Jz1
∏4k+1
j=1 Rj . It is easy to see that R4k+2 commutes with all Pj and anti-
commute with T . The space E1 =
⋂4k+1
j=1 E
1
Pj
is neutral 4-dimensional. We construct an
orthonormal basis, starting from v ∈ E1, 〈 v, v 〉V 3+4k,2+4k = 1:
x1 = v, x2 = Jz1Jz2v, x3 = R4k+2(x1), x4 = R4k+2(x2)
with 〈xi, xi 〉3+4k,2+4k = −〈 xi+2, xi+2 〉3+4k,2+4k = 1, i = 1, 2. We see that
Tx1 = x1, Tx2 = x2, Tx3 = −x3, Tx4 = −x4.
We can apply now Lemma 6.
For the minimal admissible module V 3,2+8k we choose the involutions
P1 = Jz1Jz2Jζ1Jζ2 , P2 = Jz1Jz2Jζ3Jζ4 , . . . P4k+1 = Jz1Jz2Jζ1+8kJζ2+8k ,
and T = Jz1Jz2Jz3 . The complementary anti-isometric operators are
Rj = Jζ2j−1 , j = 1, . . . 2k + 1, R4k+2 = Jz1
4k+1∏
j=1
Rj .
Then we finish the proof as in the previous case.
For the minimal admissible module V 3+8k,2 we choose the involutions
P1 = Jz1Jz2Jz4Jz5 , . . . , P4k = Jz1Jz2Jz2+8kJz3+8k , P4k+1 = Jz1Jz2Jζ1Jζ2 ,
and T = Jz1Jz2Jz3 . The complementary anti-isometric operators are
Rj = Jz3+2jJζ1 , j = 1, . . . , 4k, R4k+1 = Jζ1 , and R4k+2 = Jz1
4k+1∏
j=1
Rj .
It is easy to see that R4k+2 commutes with all Pj and anti-commute with T and we can finish
the proof by applying Lemma 6. 
Corollary 7. There are no automorphisms of the algebra N3+4k,3+4k, k = 0, 1, . . ., of the
form Ψ = A⊕C with CτC = −Id.
Proof. If such an automorphism would exist, then it could induce an isomorphism between
N3+4k,2+4k and N2+4k,3+4k, which is a contradiction. The proof can be also obtained by
method of Theorem 10 as in Corollary 6. 
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4. Step 2: trivially non-isomorphic Lie algebras
In this section we study the isomorphism between the Lie algebras Nr,s and Ns,r, where
one of the Lie algebras is constructed from minimal admissible Clifford module and another
one is constructed by using the direct sum of two minimal admissible Clifford modules. We
formulate one theorem, where we state all the cases that could be used for further applications
of periodicity (2). We continue to use the notation V r,s for minimal admissible modules and
we write U s,r to denote a non-minimal admissible module. In the case when there are two
minimal admissible modules, we write V r,s+
∼= V+ and V
r,s
−
∼= V−. We use the notation N
2
r,s
for the Lie algebra constructed by using the direct sum of two minimal admissible modules.
Below in Theorem 11 we write N 2r,s
∼= Nr,s(V
r,s ⊕ V r,s) for the case of r − s 6= 3(mod 4). In
the cases r− s = 3(mod 4) the Clifford algebra Clr,s has two minimal admissible module and
in this case we write N 2r,s
∼= Nr,s(V
r,s
+ ⊕ V
r,s
− ).
Theorem 11. The following pairs of the Lie algebras are isomorphic
N 23,0
∼= N0,3, N
2
5,0
∼= N0,5, N
2
6,0
∼= N0,6, N
2
7,0
∼= N0,7,
N2,1 ∼= N
2
1,2, N
2
4,1
∼= N1,4, N
2
7,1
∼= N1,7,
N4,2 ∼= N
2
2,4, N
2
7,2
∼= N2,7,
N4,3 ∼= N
2
3,4, N5,3
∼= N 23,5, N6,3
∼= N 23,6.
Proof. The scheme of the proof is the following: for each pair of Lie algebras N 2r,s and Ns,r we
find another pair Nl,m, Nm,l of isomorphic algebras such that V
l,m is isometric to V s,r and
U r,s. Then representations of the Clifford algebras Cll,m and Clm,l will induce actions on V
s,r
and U r,s that allow to induce the isomorphism Φ: Ns,r → N
2
r,s from the existing isomorphism
between Φ: Nl,m → Nm,l, as it is shown on the diagram:
{0} −−−−→ K− −−−−→ Nl,m
I⊕π−
−−−−→ Ns,r −−−−→ {0}yC Φy yΦ
{0} −−−−→ K+ −−−−→ Nm,l
I⊕π+
−−−−→ N 2r,s −−−−→ {0}.
(37)
We consider case by case finding suitable isomorphic pairs of Lie algebras that will induce the
isomorphism for the pairs listed in the statement of the theorem.
Case N 23,0
∼= N0,3. Let V
4,0 be the minimal admissible module of the Clifford algebra
Cl4,0, then the natural inclusion R
3,0 ⊂ R4,0 defines an admissible module U3,0 of Cl3,0. Then
it must be U3,0 = V 3,0+ ⊕ V
3,0
− , since the operator Jz4 anti-commutes with the volume form
Ω3,0 = Jz1Jz2Jz3 . Thus U
3,0 includes both eigenspaces of Ω3,0 and U3,0 is isometric to V 4,0.
The orthogonal projection π+ : R
4,0 → R3,0 with kernel K+ = span{z1} and the isometry
map I : V 4,0 → U3,0 define a surjective Lie algebra homomorphism ρ = I ⊕ π+ : N4,0 → N
2
3,0.
Analogously, the orthogonal projection π− : R
0,4 → R0,3 with the kernel K− = span{ζ1}
and the isometry map I : V 0,4 → V 0,3 induce a surjective Lie algebra homomorphism ρ =
I ⊕ π− : N0,4 → N0,3. Then the isomorphism Φ: N0,4 → N4,0 induces an isomorphism
Φ: N0,3 → N
2
3,0 by (37), since Φ(ζ1) = C(ζ1) = z1.
Cases N 25,0
∼= N0,5, N
2
6,0
∼= N0,6, N
2
7,0
∼= N0,7. From now on we will only indicate the
structure of U r,s and the isomorphic Lie algebras that induce the necessary isomorphism.
We have U5,0 = V 5,0⊕V 5,0, U6,0 = V 6,0⊕V 6,0, and U7,0 = V 7,0+ ⊕V
7,0
− . The isomorphisms
Φ are induced from Φ: N8,0 → N0,8.
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Cases N2,1 ∼= N
2
1,2, N4,1
∼= N 21,4, N
2
7,1
∼= N1,7. Let Ψ = A ⊕ C : N2,2 → N2,2, be a Lie
algebra automorphism, such that
C(z1) = z4, C(z2) = z3, C(z3) = z2, C(z4) = z1, and CC
τ = − Id .
We have U1,2 = V 1,2⊕ V 1,2 and the isomorphism Φ: N2,1 → N
2
1,2 is induced by the automor-
phism Ψ.
We have U1,4 = V 1,4⊕V 1,4 and the isomorphism Φ: N4,1 → N
2
1,4 is induced from Φ: N5,1 →
N1,5. Analogously, U
7,1 = V 7,1 ⊕ V 7,1 and the isomorphism Φ: N 27,1 → N1,7 is induced from
Φ: N8,1 → N1,8.
Cases N4,2 ∼= N
2
2,4, N
2
7,2
∼= N2,7. We have U
2,4 = V 2,4 ⊕ V 2,4 and the isomorphism
Φ: N4,2 → N
2
2,4 is induced from Φ: N5,2 → N2,5. One has U
7,2 = V 7,2⊕ V 7,2 and the isomor-
phism Φ: N 27,2 → N2,7 is induced from Φ: N8,2 → N2,8.
Cases N4,3 ∼= N
2
3,4, N5,3
∼= N 23,5, N6,3
∼= N 23,6. We have U
3,4 = V 3,4+ ⊕ V
3,4
− , and the
isomorphism Φ: N4,3 → N
2
3,4 is induced from the automorphism Ψ of N4,4.
One has the following modules U3,k = V 3,k ⊕ V 3,k and the isomorphism Φ: Nk,3 → N
2
3,k is
induced from Φ: Nk+1,4 → N4,k+1 for k = 5, 6. 
The last theorem is an application of the construction made in Theorem 7 to show the
isomorphism of Lie algebras of high dimention.
Theorem 12. If the Lie algebra N 2r,s is isomorphic to the Lie algebra Ns,r, then
1. the Lie algebras N 2r,s+8k and Ns+8k,r are isomorphic;
2. the Lie algebras N 2r+8k,s and Ns,r+8k are isomorphic;
3. the Lie algebras N 2r+4k,s+4k and Ns+4k,r+4k are isomorphic.
for any k = 1, 2, . . ..
5. Step 3: uniqueness of minimal dimensional Lie algebras
Recall that we are classifying the resulting Lie algebras, constructed as H-type Lie algebras
by making use of (probably) different admissible scalar products on the same representation
space. In the present section we discuss the uniqueness of Lie algebras first with the same
representation space but different scalar products and then the Lie algebras constructed from
non-equivalent representation spaces.
Proposition 2. Let (V, 〈 . , . 〉V ) be an admissible module (not necessarily minimal) and denote
by V1 = (V,−〈 . , . 〉V ) an admissible module with the scalar product of the opposite sign, see
Remark 1. Then the Lie algebras Nr,s(V ) and Nr,s(V1) are isomorphic under the map
Nr,s(V ) = V ⊕ R
r,s −→ Nr,s(V1) = V ⊕ R
r,s
(x, z) 7→ (x,−z).
Proposition 3. Let V be a representation space of a Clifford algebra Clr,s. We denote by
V1 = (V, 〈 . , . 〉
(1)
V ) and V2 = (V, 〈 . , . 〉
(2)
V ) twominimal admissible modules with different scalar
products. Then the Lie algebras Nr,s(V1) and Nr,s(V2) are isomorphic.
Proof. Any minimal admissible module is cyclic in the following sense. There is a vector,
generating an orthonormal basis of the module by successive actions of the maps Jzj on this
generating vector, see Theorem 1, item 3. We can find the generating vector in the space
E1 = ∩E1Pi , where {Pi} is a set of the maximal number of mutually commuting isometric
involutions. We choose two vectors u, v ∈ E1 such that 〈 v, v 〉
(1)
V = 1, and 〈 u, u 〉
(2)
V = 1,
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where, if it is necessary, we can change the sign of the scalar products to be opposite according
to Remark 1 and Proposition 2. Then these vectors generate the Clifford module, in the sense
that V is the span of all {Jzi1Jzi2 · · · Jzik v} and it is also the span of all {Jzi1Jzi2 · · · Jziku}.
Moreover
〈Jzi1Jzi2 · · · Jzik v, Jzj1Jzj2 · · · Jzjk′
v 〉
(1)
V = 〈 Jzi1Jzi2 · · · Jziku, Jzj1Jzj2 · · · Jzjk′
u 〉
(2)
V ,
for any choice of the basis vectors. Let us denote by [. , .](k), k = 1, 2 the brackets defined by
scalar products 〈 . , . 〉
(k)
V . Then
〈 zℓ, [Jzi1 · · · Jzik v, Jzj1 · · · Jzjk′
v](1) 〉r,s = 〈 JzℓJzi1 · · · Jzikv, Jzj1 · · · Jzjk′
v 〉
(1)
V
= 〈 JzℓJzi1 · · · Jziku, Jzj1 · · · Jzjk′
u 〉
(2)
V = 〈 zℓ, [Jzi1 · · · Jziku, Jzj1 · · · Jzjk′
u](2) 〉r,s
for any l = 1, . . . , r + s. The map (Jzi1Jzi2 · · · Jzikv, z) 7→ (Jzi1Jzi2 · · · Jziku, z) is well defined
and gives an isomorphism between the Lie algebras Nr,s(V1) and Nr,s(V2). 
As it was mentioned in Section 2.2, some of the Clifford algebras Clr,s have two minimal ad-
missible modules, that correspond to two non-equivalent irreducible modules supplied with a
neutral or a positive definite scalar product, making the representation maps skew-symmetric.
We denote these modules by V r,s+ and V
r,s
− and the corresponding Lie algebras by Nr,s(V
r,s
+ )
and Nr,s(V
r,s
− ).
Theorem 13. If there are two minimal admissible Clr,s-modules V
r,s
+ and V
r,s
− , then the Lie
algebras Nr,s(V
r,s
+ ) and Nr,s(V
r,s
− ) are isomorphic.
The proof of Theorem 13 is contained in four lemmas. Lemma 7 is a reformulation of
Lemma 3, Lemma 8 states general properties of Lie algebra isomorphism, Lemma 9 shows
the isomorphism for lower dimensional cases and the last Lemma 10 is an application of the
periodicity (2).
Lemma 7. Let {zi}
r+s
i=1 be an orthonormal basis of R
r,s and Φ = A ⊕ C : Nr,s(V
r,s
+ ) →
Nr,s(V
r,s
− ) a Lie algebra isomorphism. Then the following relations hold
A
p∏
j=1
Jzj =

p∏
j=1
J˜C(zj)A, if p = 2m,
p∏
j=1
J˜C(zj)(A
τ )−1, if p = 2m+ 1,
Aτ
p∏
j=1
J˜wj =

p∏
j=1
JCτ (wj)A
τ if p = 2m,
p∏
j=1
JCτ (wj)A
−1 if p = 2m+ 1.
for any m ∈ N.
Proof. Recall, that a Lie algebra isomorphism Φ = A ⊕ C : Nr,s(V
r,s
+ ) → Nr,s(V
r,s
− ) satisfies
CCτ = Id by Corollary 4. Then the proof follows literally the proof of Lemma 3, where one
has to change the condition CCτ = − Id to CCτ = Id. 
Lemma 8. Let r−s = 3(mod 4) and the Clifford algebra Clr,s admits two minimal admissible
modules V r,s± . Assume that Φ = A⊕C : Nr,s(V
r,s
+ )→ Nr,s(V
r,s
− ) is a Lie algebra isomorphism.
Then AAτ = − detC Id and detC = −1 if s = 0.
Proof. Let z1, . . . zr+s be orthonormal generators of the algebra Clr,s and V
r,s
± two non-
equivalent minimal admissible modules of the algebra Clr,s with the module actions, which
COMPLETE CLASSIFICATION OF H-TYPE ALGEBRAS: I 33
are denoted by J and J˜, respectively. Both of admissible modules are irreducible and are
distinguished by the actions of the volume forms Ωr,s =
∏r+s
j=1 Jzj and Ω˜
r,s =
∏r+s
j=1 J˜zj , that is
Ωr,s ≡ Id on V r,s+ , and Ω˜
r,s ≡ − Id on V r,s− .
Let us assume that there is an isomorphism Φ = A ⊕ C : Nr,s(V
r,s
+ ) → Nr,s(V
r,s
− ), where
A : V r,s+ → V
r,s
− and C : R
r,s → Rr,s with CCτ = Id by Corollary 4. We set C(zj) =∑r+s
i=1 cjizi = wj, j = 1, . . . , r + s. Then we have to satisfy the following
AAτ = AΩr,sAτ =
r+s∏
j=1
J˜C(zj) = detC
r+s∏
j=1
J˜zj = detC Ω˜
r,s = − detC Id (38)
by Lemma 7 and the definition of the map C.
In the case s = 0 the scalar product on V r,0± is positive definite and the matrix AA
τ is
positive. Therefore,
AAτ = − detC Id =⇒ detC = −1, =⇒ AAτ = Id .

We present general ideas for the construction of a possible map A : V r,s+ → V
r,s
− in this case.
Observe that
Jzix =

(−1)i
∏
j 6=i
Jzjx, if i = 1, . . . , r,
(−1)i−1
∏
j 6=i
Jzjx, if i = r + 1, . . . , r + s,
for any x ∈ V r,s+ . (39)
Since the map A has to commute with the product of any even number of representations,
we obtain for i ∈ {1, . . . , r}
AJziA
τ = (−1)i
∏
j 6=i
J˜C(zj)AA
τ = J˜C(zi) detC Ω˜
r,s(− detC) Id = (detC)2 J˜C(zj) = J˜C(zj),
and analogously for i ∈ {r+1, . . . , r+s}. Since A−1 = − detCAτ , in order to satisfy Lemma 7
we must define the map A : V r,s+ → V
r,s
− by
AJzi = − detC J˜C(zi)A, AJziJzj = J˜C(zi) J˜C(zj)A, . . . . (40)
We also obtain that
〈A(x), A(x) 〉V r,s
−
= 〈x,AτA(x) 〉V r,s+
= − detC 〈 x, x 〉V r,s+
for any x ∈ V r,s+ . Thus we see that if detC = 1, then the map A became anti-isometry and
in the case detC = −1 the map A is an isometry. In the following lemma we give the precise
construction of the isomorphism for the basic cases.
Lemma 9. The Lie algebras Nr,s(V
r,s
+ ) and Nr,s(V
r,s
− ) are isomorphic for the set of indices
(r, s) ∈ {(3, 0), (7, 0), (1, 2), (3, 4), (5, 2) (1, 6)}.
Proof. Case (r, s) = (3, 0). Making use of the notations of Lemma 8, we are interested in the
construction of an isomorphism Φ = A⊕ C : N3,0(V
3,0
+ )→ N3,0(V
3,0
− ), where A : V
3,0
+ → V
3,0
−
and C : R3,0 → R3,0 with CCτ = Id, detC = −1. The spaces V 3,0+ and V
3,0
− are spanned by
orthonormal bases
x1 = v, x2 = Jz1v, x3 = Jz2v, x4 = Jz1Jz2v, and
y1 = u, y2 = J˜w1 u, y3 = J˜w2 u, y4 = J˜w1 J˜w2 u,
(41)
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respectively, for some 〈 v, v 〉V 3,0+
= 〈 u, u 〉V 3,0
−
= 1. In order to construct the map A we assume
A(v) =
4∑
i=1
aiyi,
4∑
i=1
ai
2 = 〈A(v), A(v) 〉V 3,0
−
= 〈 v,AτA(v) 〉V 3,0+
= 1.
Then
A(x2) = AJz1v = J˜w1 A(v) = −a2y1 + a1y2 − a4y3 + a3y4,
A(x3) = AJz2v = J˜w2 A(v) = −a3y1 + a4y2 + a1y3 − a2y4, (42)
A(x4) = AJz1Jz2 = J˜w1 J˜w2 A(v) = −a4y1 − a3y2 + a2y3 + a1y4.
Thus, for any orthogonal transformation C ∈ O(3), with detC = −1 we can find a map
A : V 3,0+ → V
3,0
− such that Φ = A⊕ C : N3,0(V
3,0
+ )→ N3,0(V
3,0
− ) is an isomorphism.
Case (r, s) = (1, 2). Notice that in this case V 1,2+ = V+ ⊕ V+ and V
1,2
− = V− ⊕ V−,
where V± are non-equivalent irreducible modules. We choose basis (41) and look for the map
A : V 1,2+ → V
1,2
− satisfying
A(v) =
4∑
i=1
aiyi,
2∑
i=1
ai
2 −
4∑
i=3
ai
2 = 〈A(v), A(v) 〉
V 1,2
−
= 〈 v,AτA(v) 〉
V 1,2+
= − detC.
We denote detC = ǫ. Making calculations similar to (42), we find
A =

a1 ǫa2 −ǫa3 −ǫa4
a2 −ǫa1 ǫa4 −ǫa3
a3 ǫa4 −ǫa1 −ǫa2
a4 −ǫa3 ǫa2 −ǫa1
 , Aτ =

a1 −ǫa2 ǫa3 ǫa4
−a2 −ǫa1 −ǫa4 ǫa3
−a3 −ǫa4 −ǫa1 ǫa2
−a4 ǫa3 −ǫa2 −ǫa1
 (43)
By direct calculations we obtain AτA = − detC Id. We conclude that for any transformation
C ∈ O(1, 2) we can find a map A : V 1,2+ → V
1,2
− such that Φ = A⊕C : N1,2(V
1,2
+ )→ N1,2(V
1,2
− )
is an isomorphism.
Case (r, s) = (7, 0). We choose the involutions
P1 = Jz1Jz2Jz3Jz4 , P2 = Jz1Jz2Jz5Jz6 , P3 = Jz1Jz3Jz5Jz7 ,
acting on the module V 7,0+ . For the module V
7,0
− we fix the involutions P˜i, i = 1, 2, 3 changing
the basis vectors zj by wj = C(zj), j = 1, . . . , 7. We take vectors v ∈ V
7,0
+ and u ∈ V
7,0
− such
that
Pj(v) = v, P˜j(u) = u for j = 1, 2, 3, and 〈 v, v 〉V 7,0+
= 〈 u, u 〉
V 7,0
−
= 1.
The 8 common eigenspaces of Pj are one dimensional and are spanned by the vectors v and
Jziv. Analogously, one dimensional eigenspaces of P˜j are spanned by u and J˜wi u. We set
A(v) = λu, AJziv = λ J˜wi u, j = 1, . . . , 7, λ = ±1.
Thus, for each C ∈ O(7) with detC = −1 and λ = ±1 there is a Lie algebra isomorphism
between N7,0(V
7,0
+ ) and N7,0(V
7,0
− ).
Case (r, s) = (3, 4). By using the notations as in the previous case, we choose the mutually
commuting isometric involutions
P1 = Jz1Jz2Jz4Jz5 , P2 = Jz1Jz2Jz6Jz7 , P3 = Jz1Jz3Jz5Jz7 ,
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acting on V 3,4+ and a vector v ∈ V
3,4
+ such that Pi(v) = v, i = 1, 2, 3, 〈 v, v 〉V 3,4+
= 1. The 8
one dimensional common eigenspaces of involutions Pj , j = 1, 2, 3 are spanned by the vectors
v and Jziv (i = 1, . . . , 7), respectively. For the module V
3,4
− we also choose the involutions
P˜j, j = 1, 2, 3 with the same combinations of the generators and take a positive unit vector
u ∈ V 3,4− (if necessary, by changing the sign of the scalar product, see Remark 1) such that
P˜i(u) = u for i = 1, 2, 3.
The one dimensional common eigenspaces of the involutions P˜i are spanned by u and J˜wi ,
i = 1, . . . , 7. We may set A(v) = λu. Then we have Aτ (u) = λv, according to the choice
〈u, u 〉V 3,4
−
= 1. So that
− detC · Aτ A(v) = − detC · λ2 · v = v =⇒ detC = −1,
since λ2 = 1.
Thus, there is a Lie algebra isomorphism A ⊕ C between N3,4(V
3,4
+ ) and N3,4(V
3,4
− ) with
C ∈ O(3, 4) and we can always assume that detC = −1.
Case (r, s) ∈ {(5, 2), (1, 6)}. First we present arguments of existence of an isomorphism
and then we give the constructive proof. In Theorem 5 it was shown that N5,2 is isomorphic
to N2,5, where we implicitly assumed that Ω
5,2(v) = −v, which was used in the condition
Jz5v = − i(v). Thus we actually showed the isomorphism N5,2(V
5,2
− )
∼= N2,5. The assumption
Ω5,2(v) = v leads to Jz5v = i(v), and thus N5,2(V
5,2
+ )
∼= N2,5. We conclude N5,2(V
5,2
− )
∼=
N5,2(V
5,2
+ ). The same arguments shows N1,6(V
1,6
− )
∼= N1,6(V
1,6
+ ).
We propose the constructive proof now. Let (r, s) = (5, 2). The mutually commuting
isometric involutions and the complementary operators acting on V 5,2+
P1 = Jz1Jz2Jz3Jz4 , P2 = Jz1Jz2Jz6Jz7 , R1 = Jz4Jz6 , R2 = Jz5Jz6
show that common eigenspaces are 4-dimensional and neutral. It is enough to construct the
isomorphism by defining map A1 : E
1 → E˜
1
, since it can be extended to the map A : V 5,2+ →
V 5,2− in a similar way as in Theorem 3. By making use of the quaternion structure
i = Jz1Jz2 , j = Jz1Jz3Jz5Jz7 , k = Jz2Jz3Jz5Jz7 , (44)
we fix the orthonormal basis for E1 as follows
x1 = v, x2 = i(v), x3 = j(v), x4 = k(v),
where v ∈ E1 = ∩
2
i=1E
1
P1
and 〈 v, v 〉
V 5,2+
= 1. The existence of such a vector v and the
orthogonality of the basis is justified by Lemma 1. Analogously, we choose the involutions P˜i,
i = 1, 2, and quaternion structure, acting on V 5,2− by changing Jzj to J˜C(zj). It allows to get
the orthonormal basis
y1 = u, y2 = i˜(u), y3 = j˜(u), y4 = k˜(u),
for some u ∈ E˜1 = ∩
2
i=1 E˜
1
P˜1 with 〈 u, u 〉V 5,2
−
= 1. We are looking for the map A1 : V
5,2
+ → V
5,2
−
satisfying A1(v) =
∑4
i=1 aiyi and
a21 + a
2
2 − a
2
3 − a
2
4 = 〈A1(v), A1(v) 〉V 5,2
−
= 〈 v,Aτ1A1(v) 〉V 5,2+
= − detC.
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We use the property A1 i = i˜A1 (and the same for j,k) according to (40), and calculate the
matrix for A1 and A
τ
1A1:
A1 =

a1 −a2 −a3 −a4
a2 a1 a4 −a3
a3 −a4 a1 a2
a4 a3 −a2 a1
 , Aτ1 =

a1 a2 −a3 −a4
−a2 a1 a4 −a3
a3 −a4 a1 −a2
a4 a3 a2 a1
 (45)
and
Aτ1A1 =

a21 + a
2
2 − a
2
3 − a
2
4 0 −2a1a3 + 2a2a4 −2a2a3 − 2a1a4
0 a21 + a
2
2 − a
2
3 − a
2
4 2a2a3 + 2a1a4 −2a1a3 + 2a2a4
2a1a3 − 2a2a4 −2a2a3 − 2a1a4 a
2
1 + a
2
2 − a
2
3 − a
2
4 0
2a2a3 + 2a1a4 2a1a3 − 2a2a4 0 a
2
1 + a
2
2 − a
2
3 − a
2
4

In order to satisfy the condition Aτ1A1 = − detC Id we need to solve the equations
−2a1a3 + 2a2a4 = 0, −2a2a3 − 2a1a4 = 0.
Thus, if detC = −1, then we have to choose a3 = a4 = 0 and if detC = 1, then a1 = a2 = 0.
We conclude that for each C ∈ O(5, 2) there is a Lie algebra isomorphism between N5,2(V
5,2
+ )
and N5,2(V
5,2
− ).
Let now (r, s) = (1, 6). The arguments are essentially the same as in the previous case.
The mutually commuting isometric involutions acting on V 1,6+ are P1 = Jz2Jz3Jz4Jz5 , P2 =
Jz2Jz3Jz6Jz7 . The quaternion structure is i = Jz2Jz3 , j = Jz1Jz3Jz5Jz7 , k = Jz1Jz3Jz5Jz7 . We
fix orthonormal bases for E1 and E˜
1
as in the previous case and construct the map A1 as
in (45). We come to the same conclusion that for each C ∈ O(1, 6) there is a Lie algebra
isomorphism between N1,6(V
1,6
+ ) and N1,6(V
1,6
− ). 
Corollary 8. If Φ = A⊕ C : Nr,s(V
r,s
+ ) → Nr,s(V
r,s
− ) is a Lie algebra isomorphism, then we
always can assume that detC = −1.
Proof. The cases of the indices (r, s) = {(3, 0), (7, 0), (1, 6)} contains in the proof of Lemma 9.
For the rest of the cases in Lemma 9 if detC = 1, then we compose the isomorphism Φ1 =
A ⊕ C with the isomorphism Φ− = Id⊕ − Id that gives the isomorphism between Nr,s(V1)
with V1 = (V
r,s
− , 〈 . , . 〉V r,s
−
) and the Lie algebra Nr,s(V2) with V2 = (V
r,s
− ,−〈 . , . 〉V r,s
−
) by
Proposition 2. The composition map Φ = Φ1 ◦ Φ− = A ⊕ (−C) will have the properties
detC = −1 since r + s is odd and AAτ = Id due to the change of the sign of the scalar
product. 
Lemma 10. If the Lie algebra Nr,s(V
r,s
+ ) is isomorphic to the Lie algebra Nr,s(V
r,s
− ), then
1. the Lie algebras Nr,s+8k(V
r,s+8k
+ ) and Nr,s+8k(V
r,s+8k
− ) are isomorphic;
2. the Lie algebras Nr+8k,s(V
r+8k,s
+ ) and Nr+8k,s(V
r+8k,s
− ) are isomorphic;
3. the Lie algebras Nr+4k,s+4k(V
r+4k,s+4k
+ ) and Nr+4k,s+4k(V
r+4k,s+4k
− ) are isomorphic.
for any k = 1, 2, . . ..
Proof. The proof is similar to the proof of Theorem 7 and we only show the first statement,
since the others can be obtained analogously. If Ψ¯ = A¯ ⊕ C¯ : N0,8 → N0,8, with C¯C¯
τ = Id
and Φ = A ⊕ C : Nr,s(V
r,s
+ ) → Nr,s(V
r,s
− ) with CC
τ = Id, then the map Φˆ = Aˆ ⊕ Cˆ with
Cˆ = C⊕C¯ and Aˆ = A⊗ˆA¯ given by (46) is a Lie algebra isomorphism between Nr,s+8k(V
r,s+8k
+ )
and Nr,s+8k(V
r,s+8k
− ).
First of all we observe that an automorphism Ψ¯ = A¯ ⊕ C¯ : N0,8 → N0,8, with C¯C¯
τ = Id
always exists, where we can simply set C¯ = Id and A¯ : V 0,8 → V 0,8 can be any map A ∈ GL(8)
satisfying AJzjA
τ = Jzj , where {z1, . . . , z8} is an orthonormal basis for R
0,8.
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We only need to define the map Aˆ : V r,s+8k+ → V
r,s+8k
− . By making use the notations of
Theorem 7, we set
Aˆ
∏p
j=1 Jˆzj
∏q
α=1 Jˆζα =
=

A
p∏
j=1
Jzj ⊗ A¯(Ω
0,8)p
q∏
α=1
Jζα =
p∏
j=1
J˜Cˆ(zj)(A
τ )−1 ⊗ Ω8,0
q∏
α=1
J˜Cˆ(ζα)(A¯
τ )−1,
if p = 2m+ 1, q = 2k + 1,
A
p∏
j=1
Jzj ⊗ A¯(Ω
0,8)p
q∏
α=1
Jζα =
p∏
j=1
J˜Cˆ(zj)(A
τ )−1 ⊗ Ω8,0
q∏
α=1
J˜Cˆ(ζα) A¯,
if p = 2m+ 1, q = 2k,
A
p∏
j=1
Jzj ⊗ A¯
q∏
α=1
Jζα =
p∏
j=1
J˜Cˆ(zj)A⊗
q∏
α=1
J˜Cˆ(ζα)(A¯
τ )−1,
if p = 2m, q = 2k + 1,
A
p∏
j=1
Jzj ⊗ A¯
q∏
α=1
Jζα =
p∏
j=1
J˜Cˆ(zj)A⊗
q∏
α=1
J˜Cˆ(ζα) A¯,
if p = 2m, q = 2k.
(46)

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