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INFINITE-DIMENSIONAL
SYMPLECTIC NON-SQUEEZING
USING NON-STANDARD ANALYSIS
OLIVER FABERT
Abstract. We prove a non-squeezing result for infinite-
dimensional Hamiltonian flows using non-standard model theory.
For this we prove the existence of a corresponding family of pseu-
doholomorphic spheres and characterize the maximal time in terms
of a limiting behaviour for these curves. While our proof is based
on the finite-dimensional results from Gromov’s original proof, we
do not ask for any prior knowledge of non-standard model theory.
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1. Introduction and summary
It is known that many evolutionary partial differential equations,
such as the Kortweg-de Vries equation, the nonlinear Schro¨dinger
equation, and the nonlinear wave equation, belong to the class of
so-called Hamiltonian partial differential equations, where we refer
to [8] for definitions, statements and further references. This means
that they can be written in the form ∂tu = X
H
t (u), where the
Hamiltonian vector field XH = XHt is determined by the choice
of a (time-dependent) Hamiltonian function H = Ht and a linear
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symplectic form ω via ω(XHt , ·) = dHt.
Here a bilinear form ω : H×H → R on a real Hilbert space H is
called symplectic if it is anti-symmetric and nondegenerate in the sense
that the induced linear mapping iω : H → H∗ is an isomorphism. As
in the finite-dimensional case it can be shown that for any symplectic
form ω there exists a complex structure J0 on H such that ω, J0 and
the inner product 〈·, ·〉 on H are related via 〈·, ·〉 = ω(·, J0·).
As an example consider the nonlinear Schro¨dinger equation on the
circle
i∂tu + ∆u − V (|u|2, x, t)u = 0,
where t ∈ R is the time coordinate, x ∈ S1 = R /2πZ is the space
coordinate with Laplace operator ∆ = ∂2x, u = u(t, x) ∈ C and V is a
smooth real-valued potential. Here it is easy to compute that it can be
written as
ut = X
H
t (u),
where XHt is the symplectic gradient of the (time-dependent) Hamil-
tonian function
Ht(u) :=
1
2
∫ 2π
0
|∂xu|2 + f(|u|2, x, t) dx
with respect to the symplectic form ω = 〈i·, ·〉 using the real inner
product 〈·, ·〉 on the Hilbert space H = L2(S1,C) of square-integrable
complex-valued functions on the circle, when V is given by the
derivative of f with respect to the first coordinate.
As the example of the nonlinear Schro¨dinger equation illustrates, it is
a typical feature of Hamiltonian PDEs that the underlying Hamiltonian
function is only defined on the dense subspace H0 of H, H = Ht : H0 →
R. Since, in general, the Hamiltonian function will not be defined
on the same function space where the bilinear from ω is symplectic,
following [8] one instead consider a nested sequence of separable Hilbert
spaces
H ⊃ H0 ⊃ H1 ⊃ . . . ⊃ Hk ⊃ . . . ,
called a Hilbert scale, where one requires that each inclusion is dense
and compact and we assume that k ∈ N is related to the number of
weak derivatives.
Since a Hamiltonian PDE can hence not be viewed as an ordinary
differential equation on some Hilbert space, the Hamiltonian vector
field XHt typically does not possess a well-defined flow φt = φ
H
t on the
full symplectic Hilbert space H. While in general it is a very difficult
task to prove the existence of such a flow, in this paper we want to
focus on the case where Ht : H → R is a Hamiltonian function which
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is defined and smooth on the full Hilbert space H. Furthermore we
want to assume that the Hamiltonian vector field is complete so that
the flow is globally defined.
It is the goal of this paper to prove a non-squeezing result for infinite-
dimensional Hamiltonian flows. Fix R > 0 and denote by C = R2 an
arbitrary but fixed (J0-)complex subspace of H of real dimension 2.
Then BH(R) = {x ∈ H : |x| < R}, ZH(R) = B2(R) × H /C denote
the Hilbert ball and the Hilbert cylinder of radius R > 0 (centered
at 0 ∈ H), respectively. Using methods from non-standard analysis
together with Gromov’s original proof ([6]) using pseudoholomorphic
curves in finite dimensions, we prove the following
Theorem 1.1. For every smooth (time-dependent) Hamiltonian func-
tion H : R×H → R on a separable symplectic Hilbert space there
exists some positive time T (characterized in terms of pseudoholo-
morphic curves) such that for all t < T the flow map φt = φ
H
t
satisfies the natural analogue of Gromov’s non-squeezing theorem: If
φt(v +B
H(r)) ⊂ ZH(R) for some r > 0, v ∈ H, then r ≤ R.
We emphasize that the time T > 0 depends on the Hamiltonian H
as well as on the chosen complex subspace and on the radius of the
zylinder. While it can be shown using an elementary proof that the
Hamiltonian vector field XHt of Ht = H(t, ·) cannot be non-vanishing
and pointing inward at every point on the boundary of the two-disk
B2(R) × {0}, the latter is not sufficent to prove our statement. Most
importantly, we actually give a geometrical characterization of the
maximal time T in terms of pseudoholomorphic spheres.
We start by outlining the natural infinite-dimensional generalization
of the geometrical setup that Gromov used in his non-squeezing
proof. First, note that for every R > 0 and every ǫ > 0 there exists
σ > 0 such that there exist a symplectic embedding of B2(R) ⊂ C
into the two-sphere S2 = S2(σ) of radius σ with area R2π + ǫ.
Let JHt := (φ
H
t )∗J0 denote the family of compatible almost complex
structures on H obtained as pushforward of the complex structure J0
on H under the infinite-dimensional Hamiltonian flow φHt = φt on H.
Using this homotopy together with a cut-off function to interpolate
smoothly between JHt on ∂B
2(R) and J0 = J
H
0 , the push-forward
compatible almost complex structure JHt on B
2(R) × H /C ⊂ H
can be extended to a compatible almost complex structure J˜Ht on
S2(σ)×H /C.
In order to follow the strategy of Gromov’s proof, the next step
would be to prove, for every t, the existence of a J˜Ht -holomorphic
sphere u = ut in S
2 × H /C, that is, a map u : S2 → S2 × H /C
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with ∂¯J˜ (u) = Tu + J˜(u) · Tu · i = 0 for J˜ = J˜Ht , which furthermore
passes through p = pt = φ
H
t (0) ⊂ S2 × H /C and is homotopic
to S2 × {0} ⊂ S2 × H /C. Due to the lack of compactness in the
infinite-dimensional case, we cannot expect that Gromov’s result
continues to hold in this form. In this paper, we are nonetheless able
to prove the following
Theorem 1.2. There exists T > 0 and a C0-continuous family t 7→ ut,
t ∈ [0, T ) of smooth J˜Ht -holomorphic spheres, where for t = 0 the J˜H0 -
holomorphic curve is given by the inclusion S2 → S2×{0} ⊂ S2×H /C.
Furthermore, the maximal time T is characterized by the following two
alternatives: Either there exists a non-regular J˜HT -holomorphic sphere
u∞ and a sequence un = utn, n ∈ N of J˜Htn-holomorphic spheres with
tn → T as n→∞ which converge in the C0-sense to u∞. Alternatively,
there exists a sequence un = utn, n ∈ N of J˜Htn-holomorphic spheres with
tn → T as n→∞ which has no C0-convergent subsequence.
Here a J˜-holomorphic sphere u is called non-regular if the lineariza-
tion of the Cauchy-Riemann operator ∂¯J˜ at u has no bounded inverse.
We remark that also in the finite-dimensional case one can only expect
the analogous family of pseudoholomorphic spheres to exists for some
maximal time which is now only characterized by the first alternative.
Indeed, while it follows from Gromov compactness that there exists a
compact one-dimensional moduli space when t ranges between 0 and 1,
the projection to the time interval [0, 1] has singular values, in general.
On the other hand, as in finite dimensions every sequence of pseudo-
holomorphic spheres has a C0-convergent subsequence, it follows that
the second alternative does not apply.
Remark 1.3. We want to emphasize that, in order to prove the ex-
istence of the limiting non-regular pseudoholomorphic sphere, one al-
ready must exclude bubbling-off, that is, use Gromov compactness. In
essence our result proves that the lack of C0-compactness is the only ob-
struction towards the generalization from finite to infinite dimensions.
Furthermore, we claim that with some extra work one could prove
that the family is not just continuous but indeed smooth.
Non-squeezing in infinite dimensions
Before discussing the idea and details of the proof, let us first
review some known results about the validity of non-squeezing in
infinite dimensions: In the special case of semilinear Hamiltonian
PDE where the flow is a smooth compact perturbation of the linear
flow of A, non-squeezing was already proven by Kuksin, see [8]. This
requires that the nonlinear part is not just smooth, but actually has a
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higher regularity, like e.g. a smoothing operator. Another result with
regularity assumptions was established by Sukhov and Tumanov in
[14]. Although most of the famous Hamiltonian PDE are not covered
by the result in [8], non-squeezing was proven, for example, for the
nonlinear Schro¨dinger equation and for the Korteweg-de Vries equation
by Bourgain in [3] and by Colliander, Keel, Staffilani, Takaoka and
Tao in [4], respectively. Both results rely on the fact that the corre-
sponding infinite-dimensional flows can be uniformly approximated
by finite-dimensional flows. Finally, in [1], Abbondandolo and Majer
proved non-squeezing for general infinite-dimensional symplectic flows
under the assumption that the image of the unit ball stays convex,
by defining an infinite-dimensional symplectic capacity. As main
application they use their result to show that non-squeezing holds
for symplectic flows for short times, under the assumption that there
exist uniform bounds for the derivatives of φt on the Hilbert ball. Our
result shows that the request for the uniform bounds in [1] can be
dropped after restricting to the the case that the cylinder has a fixed
radius and is centered at the origin.
A non-standard approach
Apart from the fact that the non-squeezing problem in infinite
dimensions has already received some attention over the recent years,
the field of infinite-dimensional symplectic geometry is much less
explored than its finite-dimensional counterpart. The main reason is
that Gromov’s theory of pseudoholomorphic curves does not generalize
in an immediate way from finite-dimensional to infinite-dimensional
symplectic manifolds. On the other hand, it is well-known that non-
standard model theory, introduced by A. Robinson in his seminal book
[13], provides a very efficient way to translate results from the finite
to the infinite context, see e.g. the paper [12] on infinite-dimensional
Brownian motion. We hope that this paper as well as our second
paper [5] on Floer homology will serve as a starting point of a general
program to generalize results from finite-dimensional symplectic
geometry to infinite dimensions using this tool. While a standard
approach would require to prove appropriate infinite-dimensional
generalizations of every technical result, starting from the existence
of Banach space bundles over Banach manifolds all the way to
bubbling-off and elliptic bootstrapping, our non-standard proofs only
build on the well-established finite-dimensional results. In the case of
non-squeezing, note that this includes the monotonicity theorem for
minimal surfaces.
Indeed it is well-known, see e.g. [9], [10] and [7], that there exist
so-called non-standard models of mathematics in which there exists
6 O. Fabert
an extension of the notion of finiteness: There exist new so-called
unlimited *-real (and *-natural) numbers which are greater than all
standard real (and natural) numbers; in an analogous way there exist
infinitesimal numbers, whose moduli are smaller than any positive
standard real number. These *-real numbers can be introduced, using
the axiom of choice, as equivalence classes of sequences of real num-
bers, where the standard numbers are included as constant sequences,
while sequences converging to ±∞ or 0 are examples of unlimited
and infinitesimal numbers, respectively. In this paper we will use the
resulting surprising fact that there exists a *-finite-dimensional sym-
plectic space F, i.e., a finite-dimensional symplectic space in the sense
of the non-standard model, which contains the infinite-dimensional
Hilbert space H as a subspace. Furthermore, on H ⊂ F, the smooth
infinite-dimensional Hamiltonian flow φt = φ
H
t can be represented by
a *-finite-dimensional Hamiltonian flow φFt , that is, they agree up to
an error which is smaller than any (standard) positive real number.
While the existence of ideal elements such as F (and of the flow φFt on
it) is established using the so-called saturation principle, the existence
of pseudoholomorphic curves in H (more precisely, in S2 × H /C) is
then deduced from the classical finite-dimensional theory by employing
the second fundamental principle of non-standard model theory, the
so-called transfer principle. This principles states that every statement
that holds in finite dimensions and can be formulated in first-order
logic has an analogue in the *-finite-dimensional setting. While this
immediately allows us to deduce the existence of pseudoholomorphic
curves in F (more precisely, in ∗S2×F /∗C, which contains S2×H /C
as a subset) for the almost complex structure J˜Ft defined using the
*-finite-dimensional Hamiltonian flow φFt , we essentially use the min-
imal surface property of pseudoholomorphic curves and bubbling-off
analysis (in finite dimensions) to prove that these non-standard
J˜F-holomorphic spheres actually give pseudoholomorphic spheres
(in the standard meaning) for the almost complex structure J˜H on
S2 ×H /C defined using the infinite-dimensional flow φHt .
This paper is organized as follows: While in section two we first
describe what we mean by the standard model of mathematics, using
that all appearing mathematical entities are obtained by successively
taking sets of sets starting from the real numbers, in section three
we introduce all necessary concepts, definitions and theorems from
non-standard model theory that are needed to follow the proof of
our non-squeezing theorem. In section four we prove the existence
of the *-finite-dimensional symplectic space F containing H and the
fact that the infinite-dimensional flow φHt on H can be represented
with all derivatives by the *-finite-dimensional flow φFt which, together
with the first two sections, are written in order to serve as foundation
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for future papers on infinite-dimensional Hamiltonian dynamics using
non-standard methods. In section five we outline how non-squeezing
in infinite dimensions can be proven using this *-finite-dimensional
representation. While the monotonicity theorem holds directly by the
transfer principle, the key ingredient is the proof of theorem 1.2, where
an outline of the proof as well as the key lemmas are given in section
six. In section seven and eight we finally give detailed proofs of these
key lemmas and complete the proof in section eight. We would like
to emphasize that this paper is written in such a way that it does not
require any previous knowledge about non-standard model theory.
The idea for this project came up after listing to Alberto Abbondan-
dolo’s talk on his joint work [1] at VU Amsterdam in December 2014.
Further I am deeply grateful to Horst Osswald from LMU Munich for
introducing me to the fascinating world of non-standard analysis during
my time as undergraduate student.
2. The standard model
In this section we provide an outline of all the background and
relevant definitions and statements about nonstandard analysis that
the reader needs to know in order to follow the rest of the paper.
Here we describe the original model-theoretic approach of Robinson
([13]), outlined in the excellent expositions [9], [10] as well as in [7], to
which we refer and which shall also be consulted for more details and
background.
Believing in the axiom of choice it is well-known, see e.g. ([10],
theorem 2.9.10), that there exist non-standard models of mathematics
in which, on one side, one can do the same mathematics as before
(transfer principle) but, on the other side, all sets behave like compact
sets (saturation principle). The idea is to successively introduce new
ideal objects such as infinitely small and large numbers. The proof
of existence of the resulting polysatured model is then performed in
complete analogy to the proof of the statement that every field has an
algebraic closure, by employing the axiom of choice.
A model of mathematics V of a family of sets which is rich enough
in order to do all the mathematics that one has in mind. Since for
existence proof of non-standard models it is crucial that V is still a
set in the sense of set theory, there are (abstract) sets which are not
in V . Below we show how to define such a set V which contains all
mathematical entities that we need for our proof. For most of the
upcoming definitions and theorems on the general background on model
theory we refer the reader to [10] as well as [7]. The first definition is
taken from the appendix in ([10], section 2.9).
8 O. Fabert
Definition 2.1. A sequence V = (Vn)n∈N of hierarchically ordered sets
Vn, n ∈ N is called a model if the elements in Vn are sets formed from
the elements in V0, . . . , Vn−1, i.e., Vn ⊂ P(V0∪. . .∪Vn−1) and V0, called
the set of urelements, does not contains elements from higher sets, i.e.,
V0 ∩
⋃
n≥1 Vn = ∅.
By choosing the model V = (Vn)n∈N large enough, one can ensure
that the models contains all mathematical entities that one wants to
work with. Apart from assuming that every subset formed from ele-
ments in V0, . . . , Vn−1 is in Vn, below we show explicitly that for our
proof it turns out to be sufficient to take the real numbers as urele-
ments, i.e., V0 = R.
Definition 2.2. We call V = (Vn)n∈N the standard model if the urele-
ments are the real numbers, V0 = R, and the model is full in the sense
that Vn = P(V0 ∪ . . . ∪ Vn−1).
In what follows, let V = (Vn)n∈N denote the standard model. As
discussed in ([10], 2.9), it follows that
V (R) =
∞⋃
n=0
Vn(R) with Vn(R) = R∪Vn for all n ∈ N
is the superstructure over the real numbers in the sense of ([10],
definition 2.1.1) and ([7], definition 15.4). Note that, for n > 1, we
have for every full model that Vn−1 ⊂ Vn.
Since in analysis one considers sets of functions which themselves can
be viewed as sets built from the real numbers, the superstructure over
the real numbers contains all mathematical entities that one needs to
do analysis, see ([7], section 15B). In particular we claim
Proposition 2.3. The standard model V = (Vn)n∈N contains (iso-
morphic copies of) all mathematical entities that we need in order to
formulate and prove our non-squeezing theorem.
Proof. Instead of trying to give a proof listing all mathematical entities
that will ever occur, we rather give the recipe and discuss the most
important examples. This said, the proof of our proposition mostly
relies on the following observation:
If a and b are sets in Vn, then every function f : a → b is an ele-
ment of Vn+2 and every set of functions f : a→ b is an element of Vn+3.
For this it suffices to observe that, in set theory, a function f : a→ b
is identified with the subset {(x, f(x)) : x ∈ a} of a × b and for each
x ∈ a, y ∈ b the tuple (x, y) is defined as the set {x, {x, y}}.
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In order to see that all mathematical entities that we need are in the
standard model, let us give the most relevant examples.
• First, since V0 = R, it follows that R as well as all its subsets
like N, Z are elements in V1.
• Since tuples (r1, . . . , rn) of real numbers can be written as sets
of tuples {(r1, 1), . . . , (rn, n)}, we see that they are elements in
V3 and hence R
2n ∼= Cn belongs to V4. The same holds true for
the subsets B2n(r) and Z2n(R) and all other subsets.
• By identifying each separable real Hilbert space H with the
space ℓ2 = ℓ2(R) of square-summable series of real numbers
(using a choice of a countable complete basis) and using that
every series of real numbers is given by a function f : N → R,
it follows that all elements in H are elements in V3 and H as
well as all its subsets like H1 are elements in V4.
• Every Hamiltonian function H and its symplectic gradient XH
as well as every linear complex structure belong to V6.
• Since the dual spaces of the linear spaces living in V4 consists
of functions, they hence belong to V7.
• A linear symplectic form is an element in V9. For this it does
not matter whether we view it as a linear map from the linear
space to its dual space (ω : H→ H∗) or as a bilinear map on the
linear space (ω : R2n×R2n → R, using that R2n×R2n ∈ V7).
• An almost complex structure J , i.e., a complex structure on
the tangent bundle, is a function from the space to the set of
linear complex structures. Since the latter is an element of V7,
it follows that J is again an element of V9.
• Since the space of almost complex structures belongs to V10, it
follows that every one-parameter family J˜ : t 7→ Jt of almost
complex structures is an element of V12.
• Every J-holomorphic map u is a map between sets belonging to
V4 and hence belongs to V6. Note that, although the defining
almost complex structure only appears in Vn for n ≥ 9, the
moduli space is a subset of the set of all maps and hence, by
fullness of the model, is also an element in V7.

In order to show that Gromov’s existence result of J-holomorphic
curves indeed continues to hold in infinite dimensions, we will use
that, by abstract model theory, his statement also holds in the
non-standard model which we are going to discuss below. To make
the underlying transfer principle precise, we quickly recall all the
necessary background from first-order predicate logic that is needed.
The idea is that, just like all mathematical entities that we need
are contained in the standard model V = (Vn)n∈N, all statements that
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we will transfer can be formalized in first-order logic, that is, they are
sentences in the language LV for our standard model V . In the same
way as the details in the precise definition of models are not ultimatively
important in order to understand the strategy of our proof, we continue
to recall all needed foundations from logic for the sake of completeness
of the exposition. For the following definitions we continue to refer to
the appendix in ([10], section 2.9) as well as ([7], section 15B).
Definition 2.4. The alphabet of the language LV of the model V =
(Vn)n∈N consists of the logical symbols ∨, ¬, ∃, =, ∈, a countable num-
ber of variables, the elements in V<∞ :=
⋃
n∈N Vn as parameters, and
auxiliary symbols like parentheses.
Definition 2.5. A sentence in the language LV of the model V =
(Vn)n∈N is build inductively from the following rules:
i) If a, b ∈ V<∞, then a ∈ b and a = b are sentences in LV .
ii) If A and B are sentences in LV , then A ∨ B and ¬A are sen-
tences in LV .
iii) Let A be a sentence in LV and a, b ∈ V<∞ are parameters in
LV . If x is a variable not occurring in A, then ∃x ∈ aAb(x) is
a sentence in LV , where Ab(x) is obtained from A by replacing
each occurrence of the parameter b in A by the variable x.
Every A(x) = Ab(x) as in part iii) with a free variable x is called a
formula in LV . Furthermore, for every parameter a ∈ V<∞, by A(x)(a)
we denote the new sentence in LV obtained by replacing the variable x
by the parameter a.
Whether a sentence A holds true in the model V , written V |= A, is
decided using the usual interpretation for sentences in set theory, see
([10], 2.9), ([7], 15B).
3. The non-standard model
Using the axiom of choice one can prove that there exists a so-called
non-standard model in which the same mathematics hold true but in
which every set from V can be viewed as a precompact set. More pre-
cisely, after reformulating ([10], theorem 2.9.10), we have the following
Theorem 3.1. Given the standard model V = (Vn)n∈N there exists
a corresponding non-standard model W = (Wn)n∈N, together with an
embedding ∗ : V<∞ →W<∞ respecting the filtration, i.e. ∗n : Vn → Wn,
satisfying the following two important principles.
• Transfer principle: If a sentence A holds in the language LV
of the model V , V |= A, then the corresponding sentence ∗A,
obtained by replacing the parameters from V by their images in
W under ∗, holds in the language LW of the modelW , W |= ∗A.
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• Saturation principle: If (ai)i∈I is a collection of sets in W ,
indexed by a set I in V , and satisfying ai1 ∩ . . . ∩ ain 6= ∅ for
all i1, · · · , in ∈ b, n ∈ N (finite intersection property), then
also the common intersection of all ai, i ∈ I is non-empty,⋂
i∈I ai 6= ∅.
Proof. Since in the references the theorem is not precisely stated in
the above form, let us quickly describe how it can be deduced from
[10]. In ([10], theorem 2.9.10) it is claimed that there exists a so-
called monomorphism from the superstructure V (R) over R into the
superstructure V (∗R) over the set ∗R of non-standard real numbers.
The latter are defined explicitly as equivalence classes of sequences of
real numbers using the axiom of choice in ([10], definition 1.2.3). Note
that by ([10], definition 2.4.3 and remark 2.4.4) the property of the
map ∗ : V (R) → V (∗R) being a monomorphism is equivalent to the
transfer principle, in particular, the latter indeed implies that ∗ respects
the filtration. On the other hand, the fact that the formulation of the
saturation principle given here is equivalent to the definition in ([10],
definition 2.9.1) is proven in ([10], theorem 2.9.4), noticing that, by
the definition of the cardinal number κ+ appearing in ([10], theorem
2.9.10), every set in V is κ+-small. Since the saturation property is
only assumed when all sets ai, i ∈ V are internal in the sense of
([10], definition 2.8.1), that is, when they are elements in the ∗-image
∗Vn(R) ⊂ Vn(∗R) of the set Vn(R) ∈ Vn+1(R), we follow the strategy in
the appendix of ([10], section 2.9) and define the non-standard model
W = (Wn)n∈N by setting Wn :=
∗Vn for all n ∈ N. In particular, every
set in the non-standard model W = (Wn)n∈N is internal. 
In what follows we follow the usual conventions and write ∗a := ∗(a)
for every set a ∈ V<∞\V0 and identify a := ∗(a) for every urelement
a ∈ V0 = R.
Definition 3.2. A set a is called
i) internal if a ∈ W<∞,
ii) standard if a = ∗b := ∗(b) ∈ W<∞ for some b ∈ V<∞.
iii) external if a is not internal.
We start with some immediate consequences of the transfer principle,
see ([10], proposition 2.4.6).
Proposition 3.3. Let a, b be sets in V<∞. Then we have
i) a = b if and only if ∗a = ∗b,
ii) a ∈ b if and only if ∗a ∈ ∗b,
iii) a ⊂ b if and only if ∗a ⊂ ∗b,
iv) f : a→ b if and only if ∗f : ∗a→ ∗b.
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These in turn lead to the following
Corollary 3.4. It follows
i) ∗ : V<∞ →W<∞ is an embedding.
ii) For every set b ∈ V<∞ we have that ∗[b] := {∗a : a ∈ b} ⊂ ∗b.
iii) For every function f : a → b we have that ∗f : ∗a → ∗b is an
extension of f in the sense that for all c ∈ a we have ∗(f(c)) =
(∗f)(∗c) ∈ ∗b.
Examples:
i) Since + is a function from R×R to R, it follows that ∗+ is a
function from ∗R×∗R to ∗R with ∗r∗ + ∗s = ∗(r + s) for all
a, b ∈ R.
ii) Since the symplectic form ω on H is a map from H×H to R,
its ∗-image ∗ω is a map from ∗H× ∗H to ∗R which agrees with
ω on H×H ⊂ ∗H × ∗H. Analogous statements hold true for
the inner product 〈·, ·〉 and the complex structure J0 on H.
iii) Since, for all n ∈ N and all k ∈ N, we know that ∑ki=1 is
a function from (Rn)k to Rn, it follows that, now even for all
n ∈ ∗N and all k ∈ ∗N, ∗∑ki=1 is a function from (∗Rn)k to
∗ Rn with ∗
∑k
i=1
∗ri =
∗
∑k−1
i=1 ri + rk for all k ∈ ∗N.
iv) Since every sequence s = (sn)n∈N of natural numbers is a
function from N to R, it follows that its ∗-image ∗s is a
function from ∗N to ∗R with ∗sn =
∗(sn) for all n ∈ N.
We make the following
Convention: If no confusion is likely to arise, we make the conven-
tion to identify each standard set b ∈ V<∞ with ∗[b] ⊂ ∗b ∈ W<∞. In
particular, we have R ⊂ ∗R and N ⊂ ∗N.
Indeed it is true that the saturation principle implies that the non-
standard model W = (Wn)n∈N is (much) larger than the standard
model V = (Vn)n∈N. For the next statement we refer to ([10], proposi-
tion 2.4.6) and ([10], proposition 2.9.7).
Proposition 3.5. We have the following dichotomy:
i) If b ∈ V<∞ has finitely many elements, then its ∗-image ∗b ∈
W<∞ consists of the ∗-images of its elements,
∗{a1, . . . , an} = {∗a1, . . . ,∗ an}.
ii) If b ∈ V<∞ has infinitely many elements, then its ∗-image ∗b ∈
W<∞ contains b as a proper subset,
∗[b] = {∗a : a ∈ b} ( ∗b.
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In particular, it follows from ii) that ∗ : V<∞ → W<∞ is a proper
embedding.
Proof. While the part i) follows from the transfer principle after observ-
ing that the equality b = {a1, . . . , an} can be incoded into the sentence
a ∈ b⇔ a = a1 ∨ . . .∨ a = an in LV , for part ii) consider the collection
of sets (ai)i∈b given by ai :=
∗b\{i} for i ∈ b. While it easy to see
that they have the finite intersection property, ai1 ∩ . . . ∩ ain 6= ∅ for
all i1, · · · , in ∈ b, n ∈ N, every element in
⋂
i∈b ai 6= ∅ is an element of
∗b\b. Note that, while in part i) the finite intersection property fails, in
part ii) the transfer principle cannot be applied as the corresponding
sentence would have infinite length, which is forbidden. 
In particular, one can show that ∗R, the set of *-real (or hyperreal or
non-standard real) numbers, contains infinitesimals as well as numbers
which are greater than any real number.
Proposition 3.6. The saturation principle implies the existence of the
following ideal objects.
i) There exist r ∈ ∗R \{0} such that |r| < 1/n for every standard
natural number n ∈ N. Any such r ∈ ∗R (including r = 0) is
called infinitesimal and we write r ≈ 0.
ii) There exist r ∈ ∗R such that |r| > n for every standard natural
number n ∈ N. Any such r ∈ ∗R is called unlimited. Any
r ∈ ∗R which is not unlimited is called limited.
iii) A number r ∈ ∗R is limited if and only if it is near-standard
in the sense that there exists a standard real number s ∈ R with
r − s ≈ 0. For every near-standard r ∈ ∗R we call ◦r := s ∈ R
the standard part of r.
iv) Any limited n ∈ ∗N is standard.
Proof. For the definitions we refer to ([10], definitions 1.2.7 and 1.6.9).
Since the existence of infinitesimal and unlimited numbers is the key
reason why to care about non-standard analysis, let us give the short
proof: Define for every n ∈ N the sets an := {r ∈ ∗R : 0 < |r| < 1/n}
and bn := {r ∈ ∗R : |r| > n}. Since the corresponding collections
of sets obviously have the finite intersection property, we find that⋂
n∈N an and
⋂
n∈N bn are non-empty and any element in these sets has
the desired properties. For the third part we refer to ([10], proposition
1.6.11). Part iv) follows from the observation that there are only finitely
many natural numbers smaller than a given one, so the ∗-image of the
corresponding set does not contain any new elements. 
Remark 3.7. Along the same lines we have:
i) Similar statements clearly hold when ∗R is replaced by ∗Rn for
some standard n ∈ N. In particular, for every limited r > 0
every point on ∗Sn−1(r) ⊂ ∗Rn is near-standard, i.e., ∗Sn−1(r)
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is obtained from Sn−1(r) by adding points which are infinitesi-
mally close.
ii) In the same way as ∗R contains much more elements than R
itself, the non-standard extension ∗H of H is a much larger
space than H itself.
In ([10], theorems 1.6.8 and 1.6.15) it is shown that limited and infini-
tesimal numbers furthermore have the following nice closure properties.
Proposition 3.8. We have
i) Finite sums, differences and products of limited numbers are
limited.
ii) Finite sums, differences and products of infinitesimal numbers
are infinitesimal.
iii) The product of an infinitesimal number with a limited number
is still infinitesimal.
iv) The standard part of a sum, difference or product of two lim-
ited numbers is the sum, difference or product of their standard
parts.
Remark 3.9. In an analogous way we will prove below that every
infinite-dimensional (separable) Hilbert space H is contained in a *-
finite-dimensional Euclidean vector space F of some unlimited but *-
finite dimension N ∈ ∗N \N. The infinite-dimensional Hilbert space H
is not a *-finite-dimensional Euclidean vector space itself, but is only
contained in some space which behaves as if it were finite-dimensional.
Apart from showing that the non-standard model contains infinitely-
large numbers, the saturation principle immediately leads to the fol-
lowing, even more surprising fact, see ([10], theorem 2.9.2).
Proposition 3.10. For every standard set b ∈ V<∞ there exists a
non-standard set c ∈ W<∞, which contains all elements of a, i.e., a ∈ b
implies ∗a ∈ c, and which is *-finite in the sense that there is a bijection
from c to an internal set {n ∈ ∗N : n ≤ N} for some N ∈ ∗N.
Since a subset of a finite set in the standard model V = (Vn)n∈N is
again a finite set, this seems to lead to an obvious logical contradic-
tion. However, since the transfer principle only applies to subsets of
*-finite sets which belong to the non-standard model, i.e., are internal
themselves, the logical paradoxon is resolved in the following
Proposition 3.11. For every infinite set b ∈ V<∞, the corresponding
proper subset b = ∗[b] = {∗a : a ∈ b} of ∗b is external. For example, R
and N are external. In particular, the non-standard model is not full,
Wn ( P(W0 ∪ . . . ∪Wn−1).
For the short proof we refer to ([10], proposition 2.9.6). While these
results are satisfactory from the theoretical point of view, for practical
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purposes it is rather important to know which subsets of an internal
set in the non-standard model are still internal themselves, so that
statements can be proven for them by applying the transfer principle.
Since in applications one is almost exclusively interested in subsets
which can be defined by requiring that their elements have a specific
property, the following positive result originally due to Keisler, ([7],
theorem 15.14), see also ([10], theorem 2.8.4), is sufficient for all our
purposes.
Proposition 3.12. (Internal Definition Principle) Every definable set
belongs to the non-standard model W = (Wn)n∈N , that is, for every
formula A(x) in LW the set {a ∈ W<∞ : W |= A(x)(a)} is internal.
In particular, every finite subset of an internal set is internal.
The fact that every internal set containing an infinite standard set
as a subset must be strictly larger leads to the so-called spillover prin-
ciples, see ([10], theorem 2.8.12).
Proposition 3.13. Let b denote an internal subset of ∗N. Then it
holds:
i) If for every m ∈ N there exists some n ≥ m with n ∈ b, then b
must contain an unlimited *-natural number.
ii) If for every unlimited *-natural number N there exists a *-
natural number n ≤ N with n ∈ b, then b must also contain
a standard natural number.
Proof. To prove i) define for every m ∈ N the internal subset bm = {n ∈
b : n ≥ m} of b. Since bm1 ∩ . . . ∩ bmk 6= ∅ for every finite collection
m1, . . . , mk ∈ N, it follows by the saturation principle that
⋂
m∈N bm
must contain an element which is an element of b and greater than
every standard natural number. In order to prove ii) observe that, by
transfer, b must have a minimal element n. If n was unlimited, then
there must exist m ∈ b with m ≤ n − 1, contradicting the minimality
of n. 
Finally, one of the main benefits of non-standard analysis is that the
clumpsy ǫ-formalism can be avoided by introducing infinitesimals and
unlimited *-natural numbers. For the following proposition we refer to
([10], theorem 1.7.1).
Proposition 3.14. A sequence (sn)n∈N of real numbers converges to
zero, sn → 0, as n→∞ if and only if sN := ∗sN ≈ 0 for all unlimited
N ∈ ∗N \N.
Proof. First assume that sn → 0 as n→∞. By definition we know that
for all ǫ > 0 there exists n0 ∈ N such that ∀n ∈ N : n ≥ n0 ⇒ |sn| < ǫ.
By transfer, it follows that ∀n ∈ ∗N : n ≥ n0 ⇒ |∗sn| < ǫ. Since
every unlimited N ∈ ∗N \N is greater than every standard n0 ∈ N, it
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follows that |∗sN | < ǫ for all standard ǫ > 0, that is, |∗sN | ≈ 0. In the
opposite direction, assume that |∗sN | ≈ 0 for all unlimited N ∈ ∗N \N,
in particular, for every standard ǫ > 0 and all unlimited N there exists
some m ≤ N such that ∀n ∈ ∗N : n ≥ m⇒ |∗sn| < ǫ. By the spillover
principle it follows that there must exist some standard m ∈ N such
that ∀n ∈ N : n ≥ m⇒ |sn| < ǫ, that is, sn → 0 as n→∞. 
Since convergence in metric spaces is defined by requiring that the
distance between points converges to zero, the above result immediately
generalizes to all metric spaces.
4. *-Finite-dimensional representations of
infinite-dimensional flows
As in the introduction, let H = (H, ω) be an infinite-dimensional
separable symplectic Hilbert space and let J0 denote the complex struc-
ture on H which relates the symplectic form ω with the Hilbert space
inner product via 〈·, ·〉 = ω(·, J0·). Furthermore let H : R×H → R,
Ht := H(t, ·) be a smooth time-dependent Hamiltonian on the full
Hilbert space H; in order to keep notation simple, we will ignore the
t-dependence below. Just like the last two sections, also this section
is of foundational nature and is intended to serve a reference for
future work about the generalization of results in finite-dimensional
Hamiltonian dynamics to the infinite-dimensional case using our
non-standard approach.
The starting point of our proof is the observation that, using
the saturation principle, every such Hamiltonian flow φHt = φt can
be represented by a *-finite-dimensional Hamiltonian flow φFt . The
underlying *-finite-dimensional space F is characterized by the prop-
erty that it is a complex subspace of ∗H which is large enough to
contain the infinite-dimensional separable symplectic Hilbert space
H as a subspace. Recall that a complete orthonormal basis (ei)i∈N
for the symplectic Hilbert space H is called unitary if, in addition,
J0e2i+1 = e2i+2 for all i ∈ N∪{0}.
Let E(H) denote the set of finite-dimensional (J0-)complex subspaces
of H. Then every element in the *-image ∗ E(H) of E(H) is called a *-
finite-dimensional (∗J0-)complex subspace of
∗H. Note that, since E(H)
is a set in the standard model V , it has a *-image in the non-standard
model. Since every F ∈ E(H) is a a subset of H and a symplectic vector
space over R with respect to the restriction of ω, every F ∈ ∗ E(H) is
a subset of ∗H and a symplectic vector space over ∗R with respect
to the restriction of the *-extension ∗ω : ∗H × ∗H → ∗R of ω by
transfer. Note that ∗R is indeed a field by transfer, where addition and
multiplication extend the corresponding operations on R in the sense of
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corollary 3.4. The real dimension defines a function dim : E(H)→ N in
the standard model. By corollary 3.4 it follows that its *-image ∗ dim
assigns to every *-finite-dimensional complex subspace F a *-natural
number dim(F ) := ∗ dim(F ) ∈ ∗N.
Proposition 4.1. There exists a *-finite-dimensional complex subspace
F of ∗H which contains the infinite-dimensional space H as a complex
subspace,
H ⊂ F ⊂ ∗H.
Furthermore, every complete unitary basis (ei)i∈N can be extended to a
unitary basis (e˜i)
dimF
i=1 of F in the sense that e˜i = ei for all i ∈ N, where
the unlimited natural number dimF ∈ ∗ N\N denotes the dimension of
F in the non-standard model, F = ∗RdimF.
Proof. For a similar result we refer to ([12], proposition 2.1). The proof
of this surprising fact is, like the proof of the existence of infinitely
large numbers, just an immediate consequence of the saturation prin-
ciple for non-standard models: Concerning the existence of F, for every
element u ∈ H let Au denote the set of *-finite-dimensional complex
subspaces F of ∗H such that u ∈ F . Since for every finite collection
u1, . . . , un ∈ H there exists a finite-dimensional complex subspace con-
taining ui, i = 1, . . . , n, by saturation it follows that there must exist a
*-finite-dimensional complex subspace, denoted by F, in the common
intersection of all Au, u ∈ H. For the extension of the complete uni-
tary basis, we again employ the saturation principle: Since every finite
collection e1, . . . , en of basis vectors can be extended to a unitary basis
(e˜i)
dim F
i=1 of F by the transfer principle, it follows from saturation that
there exists a unitary basis (e˜i)
dim F
i=1 of F with e˜i = ei for all i ∈ N. 
For the rest of this exposition let us fix a complete unitary basis for
the symplectic Hilbert space H which we assume to be extended to a
unitary basis of F, denoted by (ei)
dimF
i=1 . In particular, note that every
v ∈ F can be written as a *-finite sum,
v =
dimF∑
i=1
〈v, ei〉 · ei ∈ F .
Recall from proposition 3.6 that every limited *-real number r ∈ ∗R
is near-standard in the sense that there exists a standard real number
s ∈ R with r ≈ s, called the standard part ◦r := s of r. Replacing the
inclusion R ⊂ ∗ R of standard elements in a non-standard set by the
inclusion H ⊂ F, we are lead to the following
Definition 4.2. An element u ∈ F is called
i) limited if its norm |u| ∈ ∗R is limited in the sense of proposition
3.6,
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ii) near-standard if there exists v ∈ H with u ≈ v and we call v
the standard part of u and write ◦u := v.
Here we say that u ≈ v for two elements u, v ∈ F if their metric
distance given by the *-Euclidean norm | · | = | · |F is infinitesimal, i.e.,
|v − u| ≈ 0.
Remark 4.3. Note that the *-extensions on ∗H of the symplectic form,
the inner product and the complex structure on H restrict to a symplec-
tic form, inner product and complex structure on F which extend the
corresponding structures on H ⊂ F by corollary 3.4. In particular, we
have |v|F ≈ |◦v|H for all near-standard v ∈ F and we do not need to
distinguish between the structures on H and their *-finite-dimensional
counterparts on F in what follows. Furthermore, by transfer, the square
of Euclidean norm | · | = | · |F on the *-finite-dimensional space F is
given by the *-finite sum
∑dimF
i=1 〈v, ei〉2.
Of course, it is important to have a non-standard characterization of
all near-standard points in F.
Proposition 4.4. A limited element v ∈ F is near-standard if and only
if for all unlimited N ∈ ∗N\N we have
dimF∑
i=2N+1
〈v, ei〉2 ≈ 0.
Proof. Assume that v is near-standard, that is, there exists u ∈ H ⊂ F
with v ≈ u. First, observe that by |v| ≈ |u| < ∞, we know that v is
indeed limited. On the other hand, since
2n∑
i=1
〈u, ei〉2 → |u|2(∈ R+) as n→∞
in the standard sense, it follows together with |u|2 =∑dimFi=1 〈u, ei〉2 that
for every standard ǫ > 0 there exists some standard n ∈ N such that
dimF∑
i=2n+1
〈u, ei〉2 =
dim F∑
i=1
〈u, ei〉2 −
2n∑
i=1
〈u, ei〉2 < ǫ.
But from this it follows that for every unlimited N ∈ ∗N\N we have
that
∑dim F
i=2N+1〈u, ei〉2 < ǫ for all standard ǫ > 0, that is,
dim F∑
i=2N+1
〈v, ei〉2 ≈
dimF∑
i=2N+1
〈u, ei〉2 ≈ 0.
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In the opposite direction, we first observe that by the limitedness
of |v|2 =∑dim Fi=1 〈v, ei〉2 we know that 〈v, ei〉 is limited and hence near-
standard for all i ∈ N, and we want to show that
v ≈ u :=
∞∑
i=1
◦〈v, ei〉ei ∈ H .
To this end fix again some standard ǫ > 0. Since
dim F∑
i=2N+1
〈v, ei〉2 ≈ 0 and hence
dim F∑
i=2N+1
〈v, ei〉2 < ǫ
for all unlimited N ∈ ∗N\N, it follows from proposition 3.13 that there
must exist some standard n ∈ N with
dimF∑
i=2n+1
〈v, ei〉2 < ǫ, in particular,
2m∑
i=2n+1
◦〈v, ei〉2 < ǫ
for all standard m ≥ n. Note that from this it follows that the limit
u =
∑∞
i=1
◦〈v, ei〉ei ∈ H exists and it remains to be shown that v ≈ u.
But since for every standard ǫ > 0 there exists n ∈ N with
∣∣∣v −
2n∑
i=1
〈v, ei〉ei
∣∣∣ < ǫ and
∣∣∣u−
2n∑
i=1
〈u, ei〉ei
∣∣∣ < ǫ,
it follows from
∑2n
i=1〈v, ei〉ei ≈
∑2n
i=1〈u, ei〉ei that |v − u| < 2ǫ for all
standard ǫ > 0, that is, v ≈ u. 
It still remains to introduce the *-finite-dimensional Hamiltonian
flow φFt on F which represents the infinite-dimensional Hamiltonian
flow φHt = φt on H ⊂ F. For this it however suffices to observe that the
Hamiltonian function H : R×H → R defining φHt has a non-standard
extension ∗H : ∗R × ∗H → ∗R. Apart from the fact that for every
t ∈ R we have that ∗Ht is an extension of Ht, as already mentioned
above we will from now on suppress the time-dependence of the
Hamiltonian for notational simplicity.
It follows from the transfer principle that the restriction of ∗H to the
*-finite-dimensional subspace F defines a *-finite-dimensional Hamil-
tonian flow φFt on F. Note that, again by transfer, the corresponding
Hamiltonian vector field XF is obtained by projecting to F (along its
symplectic complement) the *-image ∗XH = X
∗ H : ∗H → ∗H of the
Hamiltonian vector field XH defining φHt .
Remark 4.5. We quickly need to review the notion of differentiability
in the non-standard sense: It follows from the transfer principle that
the map φF : ∗R × F → F is differentiable with respect to t ∈ ∗R in
the non-standard sense and ∂tφ
F
t = X
F
t ◦φFt . This means that for every
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(t, u) ∈ ∗R× F and every ǫ ∈ ∗R+ there exists δ ∈ ∗R+ such that for
all t′ ∈ ∗R with |t′ − t| < δ we have
|φFt′(u)− φFt (u)−XFt (φFt (u)) · (t′ − t)|
|t′ − t| < ǫ.
Note that the symplectic gradient XF is itself defined using the non-
standard differential of the restriction of ∗H to F.
Using classical arguments of non-standard model theory, see [12], it
is now not very hard to show that, after employing the standard part
map, the restriction of the *-finite-dimensional Hamiltonian flow φFt to
H ⊂ F indeed agrees with the infinite-dimensional Hamiltonian flow
φHt .
Proposition 4.6. For every near-standard v ∈ F and every t ∈ [0, 1]
we have that φFt (v) ∈ F is near-standard and it holds
◦φFt (v) = φ
H
t (
◦v).
Proof. First it follows from proposition 3.4 that for every u ∈ H ⊂ ∗H
we have X
∗ H(u) = XH(u), which immediately implies that XF ≈ XH
on H ⊂ F: For this observe that, since
2n∑
i=1
〈XH(u), ei〉2 ≤
dim F∑
i=1
〈X∗ H(u), ei〉2 = |XF(u)|2
for all n ∈ N, it follows that |XH(u)| ≤◦ |XF(u)|, where | · | denotes
the non-standard extension of the Hilbert space norm and ◦ denotes
the standard part map defined in proposition 3.6. On the other hand,
since F is a subspace of ∗H and X
∗H(u) = XH(u) ∈ ∗H, we obtain
|XF(u)| ≤ |XH(u)| and hence
|XH(u)−XF(u)| ≈ 0, that is, XF(u) ≈ XH(u).
On the other hand, since XH : H → H is continuous at all u ∈ H,
it follows from the non-standard characterization of convergence and
continuity from proposition 3.14 that X
∗H(v) ≈ X∗ H(u) = XH(u) for
all v ∈ ∗H with v ≈ u ∈ H. Note that for this it is crucial that u ∈ H.
Since XF is obtained by projecting X
∗H to F, we further get for all
v ∈ F that
v ≈ u ∈ H implies XF(v) ≈ XF(u) ≈ XH(u).
In other words, if v ∈ F is near-standard, we proved that XF(v) ∈ F
is near-standard with ◦XF(v) = XH(◦v). But this in turn immediately
implies that, if v ≈ u ∈ H, then the resulting Hamiltonian flows satisfy
φFt (v) ≈ φHt (u) for all t ∈ R. 
Remark 4.7. If we would know that φHt can indeed be uniformly ap-
proximated by finite-dimensional flows φnt , then by the same arguments
we would get that φFt ≈ φ∗Ht does not only hold on H ⊂ F, but on
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all of F (indeed it holds on all of ∗H). The reason is that in our ar-
guments above we would not need to fix the point u ∈ H. Note that
in this case it is an easy exercise to show that the non-squeezing the-
orem for the *-finite-dimensional flow φFt , which simply holds by the
transfer principle, immediately implies that non-squeezing holds for φ
∗ H
t
and hence, using the transfer principle backwards, also for the original
infinite-dimensional flow φHt . On the other hand, it can indeed al-
ready be shown easily, see [3], [4], that the uniform approximatibility
by finite-dimensional flows implies non-squeezing for the approximated
infinite-dimensional flow.
Along the same lines, one can show that an analogous results holds
true for all derivatives φFt and φ
H
t . Note that, by the transfer principle,
for every standard k ∈ N and every standard u ∈ H the k.th derivative
T kφ
∗ H
t (u) of the non-standard extension φ
∗ H
t =
∗φHt of the Hamiltonian
flow is given by the non-standard extension ∗(T kφHt (u)) of the k.th
derivative T kφHt (u). Since no confusion is likely to arise, in what follows
we will make no distinction between T kφHt (u) and its non-standard
extension.
Proposition 4.8. For every k ∈ N and every near-standard v ∈ F the
k.th derivative T kφFt (v) of the *-finite-dimensional flow φ
F
t at v ∈ F
agrees, up to an infinitesimal error, with (the restriction to F ⊂ ∗H
of the non-standard extension of) the k.th derivative T kφHt (
◦v) of the
infinite-dimensional flow φHt at its standard part
◦v ∈ H ⊂ F. In
particular, for every limited w1, . . . , wk ∈ F it holds that
T kφFt (v) · (w1 ⊗ . . .⊗ wk) ≈ T kφHt (◦v) · (w1 ⊗ . . .⊗ wk),
and if w1, . . . , wk ∈ F are even near-standard, we have
◦(T kφFt (v) · (w1 ⊗ . . .⊗ wk)) = T kφHt (◦v) · (◦w1 ⊗ . . .⊗ ◦wk).
Proof. The proof relies on the fact that, for every k ∈ N and at every
standard u ∈ H ⊂ F, the k.th derivative of XF agrees, up to an infin-
itesimal error, with the k.th derivative of the non-standard extension
X
∗H of the Hamiltonian vector field, i.e.,
T kXF(u) · (w1 ⊗ . . .⊗ wk) ≈ T kX∗ H(u) · (w1 ⊗ . . .⊗ wk)
for all limited w1, . . . , wk ∈ F. While the case for k = 0 was proven
above, for the general case let us restrict to the case k = 1 in order to
keep the notation simpler.
First, in analogy to above, we use that
2n∑
i=1
〈TXH(u), ei ⊗ e∗j〉2 ≤
dimF∑
i=1
〈TX∗H(u), ei ⊗ e∗j〉2
for all n ∈ N and all 1 ≤ j ≤ dimF, where (e∗i ) denotes the *-finite-
dimensional dual basis to the orthonormal basis (ei) of F. On the other
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hand, since the H∗⊗H∗-norm of T 2H(u) is finite, it follows directly
that the limit
∞∑
i,j=1
〈TXH(u), ei ⊗ e∗j〉2 = |TXH(u)|2 <∞
exists. Since the latter agrees with |TX∗H(u)|2 which is greater than
or equal to |TXF(u)|2 given by
|TXF(u)|2 =
dimF∑
i,j=1
〈TX∗H(u), ei ⊗ e∗j〉2
as XF is obtained by projecting X
∗H to F ⊂ ∗H, we get that
dim F∑
j=1
〈TX∗H(u), e∗j〉 · e∗j ≈
dim F∑
j=1
〈TXF(u), e∗j〉 · e∗j
and hence TX
∗H(u) · w ≈ TXF(u) · w for all limited v ∈ F using
proposition 3.8.
In order to finish the proof, we again need to observe that the state-
ment holds at near-standard points. Since XH is continuously differen-
tiable, it follows from proposition 3.14 that
TX
∗H(v) · w ≈ TX∗H(u) · w for all v ≈ u ∈ H ⊂ F .
On the other hand, since TXF is obtained by projecting TX
∗H to
F ⊂ ∗H, we also have TXF(v) ·w ≈ TXF(u) ·w for all v ≈ u ∈ H ⊂ F,
which together gives TX
∗H(v) · w ≈ TXF(v) · w for all near-standard
v ∈ F and limited w ∈ F. Since
TφF0(v) · w = w = Tφ
∗ H
0 (v) · w
as well as
∂tTφ
∗ H
t (v) · w = TX
∗H(v) · w and ∂tTφFt (v) · w = TXF(v) · w,
it follows that we indeed have
Tφ
∗ H
t (v) · w ≈ TφFt (v) · w
for all near-standard v ∈ F and limited w ∈ F.
The last statement in the proposition follows by simply observing
that Tφ
∗H
t (u) ·v = TφHt (u) ·v for all standard u, v ∈ H ⊂ F by corollary
3.4. 
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5. Non-squeezing in infinite dimensions using non-standard
models
Instead of studying in how far Gromov’s theory of pseudoholo-
morphic curves generalizes from finite to infinite dimensions, in this
paper we show how non-standard model theory provides an alternative
and effective way to generalize Gromov’s result from finite to infinite
dimensions. Here the crucial idea is that, using the transfer principle,
it follows that all statements that Gromov used in his non-squeezing
proof have analogues in the *-finite-dimensional setup. Apart from the
monotonicity theorem for minimal surfaces, this in particular applies
to Gromov’s result about the existence of pseudoholomorphic spheres.
While this immediately proves that non-squeezing holds true for the
time-one map φF1 of the *-finite-dimensional flow, in this section we
show that, in order to prove non-squeezing for the infinite-dimensional
flow map φH1 , it just remains to be shown that the corresponding
J-holomorphic sphere used in Gromov’s proof is near-standard.
In strict analogy to the construction above, let JFt := (φ
F
t )∗J0 de-
note the family of compatible almost complex structures on F ob-
tained as pushforward of the complex structure J0 on F under the
*-finite-dimensional Hamiltonian flow φFt on F, where we again ab-
breviate JF = JFt . Using this homotopy together with the same
cut-off function as above to interpolate between JF on ∂B2(R) and
J0 = J
F
0 , the push-forward compatible almost complex structure J
F on
∗B2(R)× F /∗C ⊂ F can be extended to a compatible almost complex
structure J˜F on ∗S2(σ)×F /∗C, where we identify ∗S2(σ) with ∗S2. The
following proposition is an immediate consequence of Gromov’s exis-
tence result for pseudoholomorphic spheres after applying the transfer
principle.
Proposition 5.1. There exists a *-differentiable family t 7→ ut of JFt -
holomorphic spheres, t ∈ [0, T F] where for t = 0 the J0-holomorphic
curve is given by the inclusion ∗S2 → ∗S2 × {0} ⊂ ∗S2 × F /∗C.
We remark that in the well-known standard finite-dimensional case
one can indeed only expect the analogous family of pseudoholomorphic
spheres to exists for some maximal T > 0. Indeed, while it follows
from Gromov compactness that there exists a compact one-dimensional
moduli space if t ranges from 0 to 1, the projection to the time interval
[0, 1] has singular values, in general. By applying the transfer principle
for non-standard models, we now in particular know that, up to some
maximal time, there exists a J˜Ft -holomorphic sphere
u : ∗S2 → ∗S2 × F /∗C, Tu+ J˜Ft (u) · Tu · i = 0
which is homotopic to the embedding ∗S2 → ∗S2×{0} ⊂ ∗S2×F /∗C.
For the uniqueness of the J˜Ft -holomorphic sphere we first make the
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convention that this holds true up to reparametrization and we always
assume that it goes through the fixed point pt = φ
H
t (0), where we use
that, without loss of generality, φHt (0) ∈ ZH(R). The remainder of
this paper is devoted to giving a proof of the following theorem which
implies our second main theorem 1.2.
Theorem 5.2. There exists some standard T = TH ∈ (0, 1] such
that for every 0 ≤ t < T the unique J˜Ft -holomorphic sphere ut :
∗S2 → ∗S2 × F /∗C is near-standard in the sense that for every
z ∈ ∗S2 the image point u(z) is near-standard. Moreover, after ap-
plying the standard part map, one obtains a smooth J˜Ht -holomorphic
sphere ◦ut : S
2 → S2 × H /C in the standard sense and the maximal
time TH can be characterized as in theorem 1.2.
Note that here near-standardness is defined with respect to the
metric on ∗S2 inherited from the ambient Euclidean space. Using the
fact, see the remark after proposition 3.6, that every point on ∗S2(σ)
is near-standard, the characterization of near-standardness for points
in F from proposition 4.4 generalizes naturally from F = ∗RdimF to
∗S2 × F /∗C after identifying F /∗C with ∗Rdim F−2. We emphasize
that for the proof of non-squeezing theorem 1.1 we only need the
near-standardness and do not need the second half of the statement of
theorem 5.2 about the (standard) smoothness of ◦ut as we finish the
proof of theorem 1.1 in the non-standard setup.
Before we turn to the proof of this theorem, let us show how this
result is used to prove our main theorem 1.1 on non-squeezing. As
we continue to work in the *-finite-dimensional set-up, note our proof
only needs the finite-dimensional version of the monotonicity theorem
for minimal surfaces.
As in Gromov’s original proof it follows from the definition of J˜F
that Σ := (φF)−1(u(∗S2)∩ZF(R)) is a minimal surface for the Euclidean
metric on F. Knowing that ∗u(S2) sits in an infinitesimal neighborhood
of S2(σ)×H /C in ∗S2(σ)×F /∗C by theorem 5.2, that is, every point
in φF(Σ) is infinitesimally close to ZH(R) ⊂ ZF(R), it follows from
φH(BH(r)) ⊂ ZH(R) and φF ≈ φH on BH(r) ⊂ BF(r) that, up to an
infinitesimal error, the area of Σ ∩ BF(r) must be greater or equal to
r2π. Note that here we further use that, up to an infinitesimal error,
Σ passes through the origin 0 ∈ BH(r) ⊂ BF(r) and that the area
estimate for minimal surfaces through the origin of BF(r) continues to
hold by the transfer principle. On the other hand, since the area of
u(∗S2) is equal to the area of ∗S2(σ), it follows that r2π ≤ R2π + ǫ,
which still implies r ≤ R as ǫ > 0 can be chosen arbitrarily small.
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Remark 5.3. While non-squeezing for R2n implies non-squeezing for
R2m for all m ≤ n as B2n(r) ⊂ B2m(r) × R2n−2m and Z2n(R) =
Z2m(R)×R2n−2m, in contrast we emphasize that non-squeezing for F (in
the non-standard sense) does not automatically imply non-squeezing for
H. In essence, this follows from the fact that, since H is not an internal
set in the non-standard model, there is no complementary (internal)
subspace of H in F.
In order to prove theorem 5.2, the crucial ingredient is the relation
between the family of non-standard almost complex structures J˜F on
∗S2 × F /∗C and the almost complex structure J˜H on S2 × H /C. As
both are directly defined using the first derivatives TφFt and Tφ
H
t of the
flows φF and φH on F and H, respectively, the following lemma is an
immediate corollary to proposition 4.8.
Lemma 5.4. For every near-standard v ∈ ∗S2 × F /∗C we have that
J˜F(v) agrees with (the restriction of the non-standard extension of)
J˜H(◦v) up to an infinitesimal error; an analogous result holds true for
the k.th derivatives of J˜F and J˜H at near-standard points v ∈ F for all
k ∈ N. In particular, for all limited w ∈ Tv(∗S2 × F /∗C) ∼= F we have
J˜F(v) · w ≈ ∗J˜H(◦v) · w,
and for every near-standard w ∈ Tv(∗S2(σ)× F /∗C) ∼= F we have that
J˜F(v) · w ∈ Tv(∗S2(σ)× F /∗C) ∼= F is near-standard with
◦(J˜F(v) · w) = J˜H(◦v) · ◦w.
The proof of theorem 5.2 relies on the following observations:
First, since the compatible almost complex structure J˜F0 agrees
with the standard product complex structure J0 on
∗S2 × F /∗C,
we know that for t = 0 the unique J0-holomorphic curve is given
by the inclusion ∗S2 → ∗S2 × {0} ⊂ ∗S2 × F /∗C and hence is
infinitesimally close to S2 × {0} ⊂ S2 × H /C. In order to ensure
that near-standardness is preserved as t is increased, the crucial
ingredient is to show that the derivative ξ = ξt = ∂ut/∂t of the path
is near-standard as long as the underlying holomorphic sphere ut
is already known to be near-standard. Since ξ = ξt solves a linear
Cauchy-Riemann-type equation ∂¯ξ + Stξ = ηt, we in particular need
to ensure that the linearized Cauchy-Riemann operator Dt = ∂¯ + St
has an inverse with limited norm, so that, in particular, the solution
is unique. While we show that this holds true up to some maximal
time T , we emphasize that the near-standardness of u = ut is also
needed to show that the first derivatives of u are limited numbers,
that is, not unlimited in the above sense. We exclude unlimitedness
of the first derivatives by slightly modifying Gromov’s bubbling-off
argument, building on the finiteness of energy (in the standard sense)
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and that the mean-value inequality holds with non-infinitesimal
constants. After establishing the limitedness of the first derivative, we
use elliptic regularity (building again on the near-standardness of u)
and the Sobolev embedding theorem to show that we actually obtain
a smooth J˜H-holomorphic sphere in the standard sense, where we
further explore the relation between derivatives in the standard and
in the non-standard sense. We emphasize that the existence of the
underlying Banach manifold of maps B1,p = H1,p(∗S2, ∗S2 × F /∗C)
is ensured, as usual, by the transfer principle and the well-known
result in finite dimensions. However, we emphasize that now weak
derivatives and the finiteness of their Lebesgue norms are clearly to
be understood in the non-standard sense. While we will only need to
employ that every result (like the Sobolev embedding theorem) has an
analogue in the non-standard model by transfer, we need to deal with
the fact that all arising norms will a priori be unlimited in the sense
of proposition 3.6.
Summarizing, the proof of the theorem relies on the following two
lemmas.
Lemma 5.5. Assume that the J˜Ft -holomorphic sphere ut :
∗S2 →
∗S2 × F /∗C is near-standard. Then ut has limited first derivatives,
i.e., the supremum norm ‖Tut‖∞ (induced by the Riemannian metric
gFt = ω(·, J˜Ft ·) on ∗S2×F /∗C) is a limited *-real number. After apply-
ing the standard part map, the resulting map ◦ut : S
2 → S2 × H /C is
indeed smooth in the standard sense and satisfies
T ◦ut + J˜
H
t (
◦u) · T ◦ut · i = 0.
Lemma 5.6. There exists some standard T > 0 with the following
property: For 0 ≤ t < T assume that the J˜Ft -holomorphic sphere ut :
∗S2 → ∗S2 × F /∗C is near-standard. Then the derivative ξt = ∂ut/∂t
of the path t 7→ ut is near-standard.
The near-standardness of all the tangent vectors ξt = ∂ut/∂t, to-
gether with a Lipschitz-type estimate which we will give in the last
section, indeed shows that the J˜Ft -holomorphic spheres in
∗S2 × F /∗C
stay infinitesimally close to S2 × H /C as t runs from 0 to T . Finally
we show that the nearstandardness of ξt implies that the path t 7→ ut
is indeed C0-continuous and we prove the characterization of the max-
imal time T using pseudoholomorphic spheres as outlined in theorem
1.2.
6. Nearstandard J-holomorphic spheres are smooth
In this section we give a proof of lemma 5.5. Since here the
t-parameter is fixed, we will from now on drop the subindex t for
notational simplicity. For the proof we use a non-standard version of
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the classical bubbling-off argument from ([11], section 4.2) together
with elliptic regularity from ([11], section B.4). We emphasize that
it will turn out to be crucial that the J˜F-holomorphic sphere u is
near-standard in order to ensure that all appearing constants are
limited and non-infinitesimal using corollary 5.4. Furthermore we
use here that the almost complex structure J˜H and the induced
Riemannian metric gH on S2×H /C are smooth in the standard sense.
Step 1: Limitedness of Tu using bubbling-off
Note that, while it follows from the transfer principle that the
J˜F-holomorphic sphere u is smooth, in particular, the supremum norm
of its first derivative is finite, this statement clearly only holds in the
non-standard sense. In particular, we in general need to expect that
this supremum norm is an unlimited *-real number. In this section
we first show that the supremum norm of Tu indeed is limited. The
crucial ingredient is that we know a priori that the energy E(u) of u is
limited, as it equals R2π+ ǫ. We then prove the limitedness of the first
derivative by contraction, replacing in the usual bubbling-off proof con-
vergence to infinity by unlimitedness. On the other hand, in order to
be able to use the mean-value inequality ([11], lemma 4.3.1) in the main
step, we need to ensure that the derivatives of the induced Riemannian
metric gF = ∗ω(·, J˜F·) are limited and/or not infinitesimal, respectively.
Assume that ‖Tu‖∞ = max{|Tu(z)| : z ∈ ∗S2} = C is an un-
limited *-real number and choose z0 ∈ ∗S2 such that |Tu(z0)| = C,
where we assume without loss of generality that z0 = 0. As in the
classical bubbling-off proof we define v : ∗B2(
√
C) → ∗S2 × F /∗C
by v(z) := u(z/C), such that |Tv(0)| = 1 and |Tv(z)| ≤ 1 for all
z ∈ ∗B2(√C). Because C ∈ ∗R+ was assumed to be unlimited, note
that ∗B2(
√
C) ⊂ ∗C is a disk of unlimited radius; in particular, it con-
tains the full complex plane C as a subset. For each r ∈ [0,√C] ⊂ ∗R+
define γr :
∗S1 → ∗S2 × F /∗C by γr(t) := v(re2πt).
Assume that there exists some standard R ∈ R+ ⊂ ∗ R+ such
that the length ℓ(γr) (measured again using the Riemannian metric
gF induced by J˜F) satisfies ℓ(γr) ≥ δ for all r ≥ R for some non-
infinitesimal δ > 0. Then, analogous to Gromov’s original proof of
bubbling-off replacing infinite by unlimited, the energy E(v) =
∫
v∗ω
of v is unlimited by conformality. Hence we know that for all
non-infinitesimal δ > 0 and all standard R > 0 there exists some
r ≥ R such that ℓ(γr) < δ. But now, using proposition 3.13, there
must exist some unbounded 0 < R ≤ √C such that the length of the
corresponding loop is infinitesimal, ℓ(γR) ≈ 0. On the other hand,
28 O. Fabert
since the pullback of the symplectic form under the restriction vR of
v to ∗B2(R) ⊂ ∗B2(√C) is exact, it follows from Stokes’ theorem for
the energy of vR that E(vR) =
∫
v∗Rω ≈ 0.
In order to get the required contradiction, it remains to use the
mean-value inequality as in Gromov’s original proof. As mentioned
above, this is point where it becomes important that the image of u is
near-standard, since this implies, by corollary 5.4, that on the image
of u the derivatives of gF agree with the derivatives of gH = ω(·, J˜H·)
up to infinitesimal error. Since gH is smooth in the standard sense, we
get that the derivatives of gF on the image of u have limited supremum
norm, which in turn proves that the local energy bound in ([11], lemma
4.3.1) is non-infinitesimal. More precisely, we get that there exists some
non-infinitesimal δ > 0 such that
∫
∗B2(R)
|Tv|2 < δ ⇒ |Tv(0)| ≤ 8
r2
·
∫
∗B2(R)
|Tv|2.
In particular, from E(vR) ≈ 0, it hence immediately follows that
|Tv(0)| ≈ 0, in contradiction to |Tv(0)| = 1.
Step 2: Smoothness of ◦u using elliptic regularity
After applying the transfer principle to the elliptic estimates used to
prove regularity of pseudoholomorphic curves in the finite-dimensional
setting, we can even prove that ◦u is smooth in the standard sense.
For this we again will crucially use that u is near-standard so that
corollary 5.4 applies, together with the smoothness of J˜H in the
standard sense.
To this end, fix z ∈ ∗S2. Denoting by ϕz : ∗C → ∗S2 the
canonical coordinate chart mapping 0 ∈ ∗C to z ∈ ∗S2, let us define
uz := diag(ϕ
−1
u(z), 1) ◦ u ◦ϕz. Fix a direction θ ∈ S1 and define the map
f = fz,θ :
∗[0, r) → F by f(x) = uz(x · eiθ). Since u is near-standard
and *-smooth, the same holds true for f , furthermore the limitedness
of the Cℓ-norm of u obviously implies the corresponding result for f .
As the first step we prove that ◦f is Lipschitz continuous. After
applying the transfer principle to the intermediate value theorem and
using that f is differentiable in the non-standard sense, note that we
have for every x < y ∈ ∗[0, r) that
f(y)− f(x)
y − x = f
′(w) for some w ∈ ∗[x, y],
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which implies that |f(y)− f(x)|F ≤ ∗‖f‖C1 · |y − x|. By applying the
standard part map, it follows that ◦f is Lipschitz continuous,
|◦f(y)− ◦f(x)|H ≤ c1 · |y − x|,
where the positive real number c1 ≥ 0 is the standard part of the
limited number ∗‖f‖C1 ∈ ∗R+ ∪ {0}.
Since the supremum norm of Tu as well as the area of ∗S2 are
limited, it follows by transfer that the (1, p)-norm of u is a limited
number. Note that here and below all norms are understood in the
non-standard sense; the only thing that we need in our proof is that
every result about them which hold in the standard finite-dimensional
case also hold in the non-standard model by the transfer principle. As
in the proof of ([11], theorem B.4.1) get from the elliptic estimates
that also the (k, p)-norm of u is limited for every standard natural
number k. For the induction step observe that the composition J˜F ◦ u
has a limited (k − 1, p)-norm if this holds for u and for every standard
ℓ the ℓ.th derivative of J˜F has a limited supremum norm on the image
of u. In order to ensure the latter, it simply suffices to use corollary
5.4, together with the fact the supremum norm of the ℓ.th derivative
of J˜H on the image of u is finite in the standard and hence limited in
the non-standard sense. Here we use that we already know that ◦u
is continuous and hence the image of ◦u is compact (in the standard
sense).
Finally, after transferring the Sobolev embedding theorem, we get
that the supremum norm of the ℓ.th derivative of u is limited for every
standard natural number ℓ. In the same way as the limitedness of the
C1-norm could be used to prove the continuity of ◦u, we can show that
the limitedness of the Cℓ-norms in the non-standard sense for all stan-
dard ℓ ∈ N can be used to prove that ◦u is smooth in the standard sense.
Since we have already shown that ◦f is continuous in the standard
sense, as the next step we now prove that it is differentiable. For this we
observe that, by the same arguments as used for f , its first derivative
f ′ : [0, r) → F is Lipschitz with limited Lipschitz constant given by
∗‖f‖C2. For the difference quotient used to establish the Lipschitz
continuity, this can be used to prove that
∣∣∣f(y)− f(x)
y − x − f
′(x)
∣∣∣
F
= |f ′(w)− f ′(x)|F ≤ ∗‖f‖C2 · |y − x|
using that w ∈ ∗[x, y]. It follows that for every standard ǫ > 0 there
exists a standard δ = ǫ/c2 > 0 with c2 = max{◦(∗‖f‖C2), 1} with the
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property that
|y − x| < δ implies
∣∣∣f(y)− f(x)
y − x − f
′(x)
∣∣∣
F
< ǫ.
Now using that the near-standardness of f implies that the above dif-
ference quotient is near-standard with standard part given by
◦
(f(y)− f(x)
y − x
)
=
◦f(y)− ◦f(x)
y − x ,
it follows that
|y − x| < δ implies
∣∣∣◦f(y)− ◦f(x)
y − x − f
′(x)
∣∣∣
∗ H
< ǫ.
But this proves that ◦f is differentiable at x ∈ [0, r) in the standard
sense with derivative given by the standard part of f ′(x); in particular,
we see a posteriori that f ′ has to be near-standard itself.
On the other hand, after replacing f by f ′ and employing the
limitedness of ∗‖f ′‖C2 ≤ ∗‖f‖C3, one can successively prove that ◦f is
infinitely often differentiable, that is, smooth in the standard sense.
Furthermore observe that the latter also proves that the standard
derivatives are obtained from the non-standard derivatives by simply
taking their standard part.
Finally, in order to see that the J˜F-holomorphicity of u implies that
◦u : S2 → S2 ×H /C satisfies
T ◦u+ J˜Ht (
◦u) · T ◦u · i = 0,
it just suffices to use corollary 5.4, i.e., the fact that on S2 × H /C ⊂
∗S2×F /∗C the *-finite-dimensional almost complex structure J˜F agrees
with the infinite-dimensional almost complex structure J˜H. Indeed the
latter holds up to an infinitesimal error, but this however becomes
invisible after taking the standard part map.
Remark 6.1. Let us emphasize and clarify the relevance of near-
standardness of u in our arguments. In order to get limitedness of
the appearing derivatives of J˜F (gF) we use that, by corollary 5.4, at
near-standard u, the norm of the ℓ.th derivative of J˜F agrees with the
norm of the non-standard extension of the ℓ.th derivative of J˜H at its
standard part ◦u for every ℓ ∈ N. Since the latter agrees, by the transfer
principle, with the norm of the ℓ.th derivative of J˜H at ◦u in the stan-
dard sense, we can use the smoothness of J˜H (in the standard sense) to
get limitedness of the derivatives of J˜F (and hence of gF). The assump-
tion of near-standardness could only be dropped in case that J˜F ≈ J˜∗ H
at all points in ∗S2 × F /∗C and the norm of the ℓ.th derivative of J˜H
could be uniformly bounded at all points. Note that both assumptions
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would hold true when the flow φHt could be uniformly approximated by
finite-dimensional flows.
7. J-holomorphic spheres stay near-standard
In this section we give the proof of the lemma 5.6 that makes
precise the claim that the J˜Ft -holomorphic sphere continues to stay
infinitesimally close to S2 × H /C ⊂ ∗S2 × F /∗C. Recall that in
section 6 we claim that this follows, very informally speaking, from the
minimal surface property of J˜Ft -holomorphic curves together with the
fact that the induced Riemannian metric is of split-form gFt ≈ gHt ⊕〈·, ·〉
along S2×H /C ⊂ ∗S2×F /∗C. In this section we make this argument
precise using a non-standard version of Liouville’s theorem.
We prove this crucial result in the following four steps.
Step 1: ξ = ξt solves (∂¯ + S
F)ξ = ηF.
In order to apply Liouville’s theorem, we need to bring the Cauchy-
Riemann equation into play. Since in the standard finite-dimensional
situation the corresponding result is well-known, see e.g. [11], as al-
ready mentioned in the section on non-standard models we can sim-
ply again employ the transfer principle to obtain that tangent vec-
tor ξ = ξt = ∂ut/∂t of the path t 7→ ut of J˜Ft -holomorphic spheres
ut :
∗S2 → ∗S2 × F /∗C at a given fixed t satisfies the linear Cauchy
Riemann equation
∇Fξ + J˜F(u) · ∇Fξ · i+∇Fξ J˜F(u) · Tu · i = ∇Ft J˜F(u) · Tu · i
with u := ut, J˜
F := J˜Ft and ∇F denotes the Levi-Civita connection with
respect to the Riemannian metric gF = ∗ω(·, J˜F·) on ∗S2 × F /∗C. In
order to keep the arguments simpler, we will actually use that, using
a unitary trivialization ΦF = ΦFt,u : F → u∗T (∗S2 × F /∗C) satisfying
J˜F(u) · ΦF = ΦF · J0, this linear Cauchy-Riemann equation can be
rewritten in the form
(∂¯ + SF)ξ = ηF
with
SF = (ΦF)−1(∇FΦF + J˜F(u) · ∇FΦF · i+∇FΦF J˜F(u) · Tu · i),
ηF = (ΦF)−1(∇Ft J˜F(u) · Tu · i).
Step 2: There exists T > 0 such that SFξt and η
F
t are near-standard
for t < T .
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Define for every n ∈ ∗N the sequence of *-real numbers
tn := min{t ∈ ∗[0, 1] : ‖ξt‖1,p ≥ n};
note that the minimum actually exists by transfer as the underlying set
is again a set in the non-standard model by proposition 3.12. Because
of the compactness of [0, 1] (in the standard sense), it follows that the
monotone sequence of standard parts ◦tn, n ∈ N converges to some
standard t∞ ∈ [0, 1]. Then it directly follows from the definition that
‖ξt‖1,p and hence also ‖ξt‖∞ is limited for t < t∞ and we set T := t∞.
Using proposition 3.8 we want to show that the limitedness of ξ = ξt
(together with the limitedness of the derivative of u) implies that SFξ
and ηF are not only limited, but even near-standard in the sense that
(SFξ)(z) ∈ F, ηF(z) ∈ F are near-standard for all z ∈ ∗S2. For this
let us again denote by (ei)
dimF
i=1 an orthonormal basis of F extending
a chosen complete orthonormal basis of H; further let us denote by
(e∗i )
dimF
i=1 denote the corresponding dual basis of F
∗. After introducing
this notation, by proposition 4.4 it is the goal to show that
dimF∑
i=2N+1
〈SFξ, ei〉2 ≈ 0 and
dimF∑
i=2N+1
〈ηF, ei〉2 ≈ 0
for all unlimited dimF > N ∈ ∗N\N.
First, it follows from the smoothness of H : H→ R that
∞∑
i1,...,ik+1=1
〈T k+1H(◦u), e∗i1 ⊗ . . .⊗ e∗ik+1〉2 <∞
and hence, equivalently,
∞∑
i1,...,ik,j=1
〈T kXH(◦u), e∗i1 ⊗ . . .⊗ e∗ik ⊗ ej〉2 <∞.
Since T kφH0 = 0 for all k ≥ 2, this immediately gives
∞∑
i1,...,ik,j=1
〈T kφHt (◦u), e∗i1 ⊗ . . .⊗ e∗ik ⊗ ej〉2 <∞
for all k ≥ 2. Using that the almost complex structure J˜H as well as
the canonical unitary trivialization ΦH are defined using φHt , it follows
that we in particular get
∞∑
i,j=1
〈∇HΦH(◦u), e∗i ⊗ ej〉2 <∞ and
∞∑
i1,i2,j=1
〈∇HΦH J˜H(◦u), e∗i1 ⊗ e∗i2 ⊗ ej〉 <∞.
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Combining proposition 4.4 with the fact that ∇FΦF ≈ ∇HΦH and
∇FΦF J˜F(u) ≈ ∇HΦH J˜H(◦u), it follows that
dimF∑
j=2N+1
dimF∑
i=1
〈∇FΦF(u), e∗i ⊗ ej〉2 ≈ 0 and
dimF∑
j=2N+1
dimF∑
i1,i2=1
〈∇FΦF J˜F(u), e∗i1 ⊗ e∗i2 ⊗ ej〉 ≈ 0
for all unlimited dimF > N ∈ ∗N\N.
But with this it follows with the Cauchy-Schwarz inequality and
proposition 3.8 that
dim F∑
j=2N+1
〈∇FΦF · ξ, ej〉2
≤
( dimF∑
j=2N+1
dimF∑
i=1
〈∇FΦF, e∗i ⊗ ej〉2
)
·
( dimF∑
i=1
〈ξ, ei〉2
)
≈ 0,
dimF∑
j=2N+1
〈∇FΦFξJ˜F(u) · Tu · i, ej〉2
≤
( dimF∑
j=2N+1
dimF∑
i1,i2=1
〈∇FΦF J˜F(u), e∗i1 ⊗ e∗i2 ⊗ ej〉2
)
· ‖ξ‖2 · ‖Tu‖2 ≈ 0
for all unlimited dimF > N ∈ ∗N\N, proving that ∇FΦF · ξ and
∇FΦFξJ˜F(u) · Tu · i are indeed near-standard by proposition 4.4.
Note that by the same arguments we find that ∇Ft J˜F(u) · Tu · i is
near-standard. Finally employing that J˜F(u) ≈ J˜H(◦u) and ΦF ≈ ΦH
map near-standard elements to near-standard elements, it follows that
SFξ and ηF are near-standard as desired.
Step 3: ξt is near-standard for t < T .
From the fact that SFξ and ηF are near-standard, it immediately
follows from (∂¯ + SF) · ξ = ηF that ∂¯ξ must be near-standard itself.
We now complete the proof of the lemma by showing that the
near-standardness of ∂¯ξ implies the near-standardness of ξ.
To this end, consider some unlimited dimF > N ∈ ∗ N\N. Defining
ξ⊥N(z) :=
∑dimF
i=2N+1〈ξ(z), ei〉 · ei, it immediately follows from J0e2n+1 =
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e2n+2 that
|∂¯ξ⊥N(z)|2 =
dimF∑
i=1
〈∂¯ξ⊥N(z), ei〉2 =
dimF∑
i=2N0+1
〈∂¯ξ(z), ei〉2 ≈ 0,
where the last identity follows from the characterization of near-
standardness in proposition 4.4.
Denoting by ‖ · ‖p, ‖ · ‖∞ the *-extensions of the Lp- and
the supremum norm, respectively, it follows from transfer that
‖∂¯ξ⊥N‖p ≤ (4π)1/p · ‖∂¯ξ⊥N‖∞ ≈ 0. On the other hand, it follows, after
applying the transfer principle to the classical regularity estimate for
the standard Cauchy-Riemann operator ∂¯, that ‖ξ⊥N‖1,p ≈ 0, where
‖ · ‖1,p denotes the *-extension of the Sobolev (1, p)-norm. Note that
here we additionally have to use the fact that ξ(z0) = ∂φ
H
t (0)/∂t ∈ H
and hence ξ⊥N(z0) ≈ 0. Finally, after applying the transfer principle
to the appropriate Sobolev embedding theorem, we indeed obtain
‖ξ⊥N‖∞ ≈ 0, that is, ξ⊥N(z) ≈ 0 for all z ∈ ∗S2, meaning that ξ is
near-standard.
Moreover, we see that our proof shows that ξt and hence also the
holomorphic spheres ut are not only near-standard in the sense of the-
orem 5.2 but even in a stronger Sobolev H1,p-sense: Instead of just
requiring that ξ⊥N(z), u
⊥
N(z) ≈ 0 for all z ∈ ∗S2, that is, ξ⊥N , u⊥N ≈ 0 in
the supremum norm, we actually get that ξ⊥N , u
⊥
N ≈ 0 in the *-extension
of the H1,p-norm for all unlimited dimF > N ∈ ∗N\N. This completes
the proof of lemma 5.6.
8. Completing the proof
It remains to be shown that there exists some standard T > 0 such
that ξt(z) ∈ F is limited for all z ∈ ∗S2. Furthermore we have to insure
that the near-standardness of the derivative ξt = ∂ut/∂t of the path
t 7→ ut indeed proves the near-standardness of the path, that is, of ut
for all t < T . Finally we show that the path t 7→ ◦ut is continuous
in the C0-sense and we prove the geometrical characterization of the
maximal time T in terms of pseudoholomorphic spheres as mentioned
in theorem 1.2.
Step 1: A Lipschitz-type inequality
The proof that the maximal time T is a positive real number in
the standard sense and the latter result about the nearstandardness
property follow after having established an Lipschitz inequality for the
map (t, u) → ξt,u = (DFt,u)−1 · ηFt,u of the following form: There exist
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standard δ > 0 and c1, c2 > 0 such that
‖ξt,u − ξs,v‖1,p ≤ c1 ‖u− v‖1,p + c2 |t− s|
whenever ‖u − u0‖1,p, ‖v − u0‖1,p, |t|, |s| < δ with the unique
J˜0-holomorphic sphere u0 : S
2 → S2 × {0}.
In order to establish this result, it clearly suffices to prove the
corresponding Lipschitz inequality for the maps (t, u) 7→ ηFt,u and
(t, u) 7→ SFt,u, that is, there exist further standard constants c3, c4,
c5, c6 > 0 such that
‖ηFt,u − ηFs,v‖p ≤ c3 ‖u− v‖1,p + c4 |t− s|
and
‖SFt,u − SFs,v‖ ≤ c5 ‖u− v‖1,p + c6 |t− s|
whenever ‖u− u0‖1,p, ‖v − u0‖1,p, |t|, |s| < δ.
In order to prove the first of the latter two inequalities, note that
‖ηFt,u − ηFs,v‖p ≤ ‖∇Ft J˜Ft (u) · Tu−∇Ft J˜Fs (v) · Tv‖p
≤ ‖∇Ft J˜Ft (u)‖∞‖Tu− Tv‖p + ‖∇Ft J˜Ft (u)−∇Ft J˜Fs (v)‖∞‖Tv‖p.
Assuming that ‖u−u0‖1,p, ‖v−u0‖1,p < δ for some limited δ > 0, it first
follows that from ‖Tu‖p ≤ ‖Tu0‖p + ‖u− u0‖1,p that ‖Tu‖ and ‖Tv‖p
is limited as ‖Tu0‖p = (4π)1/p. Together with ∇Ft J˜Ft (u) ≈ ∇Ht J˜Ht (◦u)
and ∇Ft J˜Fs (v) ≈ ∇Ht J˜Hs (◦v), it follows from proposition 3.8 that the sum
agrees, up to an infinitesimal error, with
‖∇Ht J˜Ht (◦u)‖∞‖Tu− Tv‖p + ‖∇Ht J˜Ht (◦u)−∇Ht J˜Hs (◦v)‖∞‖Tv‖p
Since the map (t, p) 7→ ∇Ht J˜Ht (p) is smooth in the standard sense, there
exist some standard δ > 0 such that
‖∇Ht J˜Ht (◦u)−∇Ht J˜Hs (◦v)‖∞
≤ 2‖∇H∇Ht J˜H0 (u0)‖∞ · ‖◦u− ◦v‖∞ + 2‖∇Ht ∇Ht J˜H0 (u0)‖∞ · |t− s|
whenever ‖◦u − u0‖∞, ‖◦v − u0‖∞, |t|, |s| < δ. Note the constants
‖∇H∇Ht J˜H0 (u0)‖∞ and ‖∇Ht ∇Ht J˜H0 (u0)‖∞ only depend on the Hamilton-
ian H and its derivatives near the compact set B2(R)×{0} ⊂ ZH(R) ⊂
H; in particular they are finite and hence limited. Together with
‖◦u− u0‖∞ ≈ ‖u− u0‖∞ ≤ c‖u− u0‖1,p
it follows that
‖∇Ht J˜Ht (◦u)‖∞‖Tu− Tv‖p + ‖∇Ht J˜Ht (◦u)−∇Ht J˜Hs (◦v)‖∞‖Tv‖p
≤ 2‖∇Ht J˜H0 (u0)‖∞ · ‖u− v‖1,p
+2‖∇H∇Ht J˜H(u0)‖∞ · c · ‖u− v‖1,p · 2‖Tu0‖p
+2‖∇Ht ∇Ht J˜H(u0)‖∞ · |t− s| · 2‖Tu0‖
≤ c3 · ‖u− v‖1,p + c4 · |t− s|
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whenever ‖u − u0‖1,p, ‖v − u0‖1,p, |t|, |s| < δ, possibly after making
δ > 0 smaller but still standard, where the constant c3, c4 > 0 are
defined as
c3 := 2‖∇Ht J˜H0 (u0)‖∞ + 2‖∇H∇Ht J˜H0 (u0)‖∞ · c · 2 · (4π)1/p,
c4 := 2‖∇Ht ∇Ht J˜H(u0)‖∞ · 2 · (4π)1/p.
In a similar fashion, one can prove that the constants c5, c6 > 0 are
given by
c5 := 2‖∇H∇HΦH0 ‖∞ · c+ 2‖∇HJ˜H0 (u0)‖∞ + 2‖∇H∇HJ˜H0 (u0)‖∞ · c · 2 · (4π)1/p,
c6 := 2‖∇Ht ∇HΦH0 ‖∞ + 2‖∇Ht ∇HJ˜H0 (u0)‖∞ · 2 · (4π)1/p.
In particular, since also the constants ‖∇H∇HJ˜H(u0)‖∞ and
‖∇Ht ∇HJ˜H(u0)‖∞ as well as ‖∇H∇HΦH0 ‖∞ and ‖∇Ht ∇HΦH0 ‖∞ only
depend on the Hamiltonian H and its derivatives near the compact set
B2(R) × {0} ⊂ ZH(R) ⊂ H, the finiteness of all constants c3, c4, c5, c6
and hence also c1, c2 does not require extra uniform bounds on the
derivatives of H .
Step 2: C0-continuity and geometrical characterization of the maximal
time T
After we have established the existence of a one-dimensional family
t 7→ ◦ut of J˜Ht -holomorphic spheres, t ∈ [0, T ), it first remains to prove
that the family is indeed continous in the standard sense. As in step
2 in section 6 we observe that the map t 7→ ut is differentiable in the
non-standard sense with limited derivative ξt = ∂ut/∂t. More precisely,
it follows that ‖ut′ − ut‖1,p ≤ n|t′ − t| as long as t′, t ∈ [0, tn] for all
n ∈ N. After applying the transfer principle to the Sobolev embedding
theorem, it follows that for every n ∈ N there exists some standard
constant dn > 0 such that for the *-extension of the supremum norm
we get ‖ut′ − ut‖∞ ≤ dn|t′ − t| and hence ‖◦ut′ − ◦ut‖∞ ≤ dn|t′ − t|,
that is, the family t 7→ ut is continuous in the C0-sense.
It remains to prove the geometrical characterization of the maximal
time T given in theorem 1.2. For this consider the sequence tn,
n ∈ ∗N defined in step 2 of the last section and denote by un = utn ,
n ∈ ∗N the corresponding sequence of J˜Ftn-holomorphic spheres in
∗S2 × F /∗C. Following the given two alternatives in theorem 1.2, we
may assume that the corresponding standard sequence ◦un, n ∈ N of
J˜H◦tn-holomorphic spheres has a C
0-convergent subsequence converging
to a map u∞ : S
2 → S2 ×H /C.
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By saturation it follows that there must exist some unlimited N ∈
∗N\N such that tN ≈ t∞ = T and uN ≈ u∞: Indeed, define
Aǫ = {n ∈ ∗N : ‖un − u∞‖∞, |tn − t∞| < ǫ}.
Since for any finite collection ǫ1, . . . , ǫk ∈ R+ we know that Aǫ1 ∩ . . . ∩
Aǫk 6= ∅, it follows by the saturation principle that there exists N ∈⋂
ǫAǫ 6= ∅. Since uN is a J˜FtN -holomorphic sphere and near-standard,
it follows from lemma 5.5 that u∞ =
◦uN is a J
H
T -holomorphic sphere
in the standard sense. In particular, it follows from our non-standard
bubbling-off argument that the C0-limit u∞ is indeed smooth in the
standard sense. Furthermore, by step 2 in the last section we have
that ηFtN is nearstandard and hence limited. On the other hand, since‖ξtN‖1,p = N is unlimited, it follows that the operator norm of the
inverse operator (DFtN )
−1 of the linearized Cauchy-Riemann operator
DF = DFtN at uN must be unlimited. SinceD
F = ∂¯+SF ≈ ∂¯+SHt∞ = DH
with
SF = (ΦF)−1(∇FΦF + J˜F(uN) · ∇FΦF · i+∇FΦF J˜F(uN) · TuN · i),
SH = (ΦH)−1(∇HΦH + J˜H(u∞) · ∇HΦH · i+∇HΦH J˜H(u∞) · Tu∞ · i),
it follows that the linearization of the Cauchy-Riemann operator at u∞
cannot have a bounded inverse.
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