Abstract Consider semiparametric bivariate copula models in which the family of copula functions is parametrized by a Euclidean parameter θ of interest and in which the two unknown marginal distributions are the (infinite dimensional) nuisance parameters. The efficient score for θ can be characterized in terms of the solutions of two coupled Sturm-Liouville equations. In case the family of copula functions corresponds to the normal distributions with mean 0, variance 1, and correlation θ, the solution of these equations is given, and we thereby show that the normal scores rank correlation coefficient is asymptotically efficient. We also show that the bivariate normal model with equal variances constitutes the least favorable parametric submodel.
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Finally, we discuss the interpretation of |θ| in the normal copula model as the maximum (monotone) correlation coefficient. Theorem 1.1. (Sklar, 1959) See Sklar (1959) and Schweizer (1991) for some history. It seems that Hoeffding (1940) also had the basic idea of summarizing the dependence properties of a multivariate distribution by its corresponding copula, but he chose to define the corresponding function on [−1/2, 1/2] m rather than on [0, 1] m . In particular, see the translation of the Hoeffding (1940) paper in the Collected Works of W. Hoeffding (1994) .
Our goal in this paper is to investigate efficient estimation for semiparametric copula models P defined as follows: suppose that
is a parametric family of copula functions on is a semiparametric copula model. Natural submodels of P are those with F replaced by F c , the collection of all continuous distribution functions F on R, or by F ac , the collection of all absolutely continuous distribution functions.
One simple example, which is our main focus in this paper, is provided by the family of copulas resulting from multivariate normal distributions on R m . Suppose that 
in this case. Note that the resulting semiparametric copula model P given by (1.4) and (1.5)
contains the family of normal distributions: if
For other copula families of considerable interest, see Kimeldorf and Sampson (1975a,b) , Clayton (1978) , Genest and McKay (1986a,b) , Genest (1987) , Joe (1993) , and Genest, Ghoudi, and Rivest (1995) . Copula models are also strongly connected with frailty models, typically via a reparametrization to obtain uniform marginals (Sklar's theorem):
for interesting frailty models, see e.g. Marshall and Olkin (1988) . For work on related transformation models, see Clayton and Cuzick (1985) , (1986) and Klaassen (1988) .
For ease of exposition, we will discuss first the bivariate case with m = 2 in detail.
As we will see in section 5.1 by a direct argument, our results will hold for the general m−dimensional case too.
We will formulate our estimation problem as follows. Suppose that m = 2 and the parametric family of copula functions on [0, 1] 2 is given by (1.6): thus
Then we suppose that we observe a sample from the distribution
for some θ and distribution functions G and H on R.
Note that θ is one-dimensional here, and equals the correlation coefficient of Y and Z when X is normally distributed. In fact, in this normal copula model, |θ| equals the maximum correlation coefficient of Y and Z. We will discuss this together with related concepts and their history in more detail in section 2. We observe n i.i.d. copies X 1 , . . . , X n of X and we want to estimate the unknown parameter θ asymptotically efficiently in the presence of the unknown, arbitrary nuisance parameters G and H.
Our main result is that the normal scores rank correlation coefficient is an efficient estimator of θ with asymptotic variance (1 − θ 2 ) 2 , just the same as the asymptotic variance of the usual sample correlation coefficient in the case of normal marginal distributions. The normal scores rank correlation coefficient is also called the Van der Waerden rank correlation coefficient; see section III.6.1 of Hájek andŠidák (1967) . A precise formulation of our main result is given in section 3 together with a proof. The asymptotic performance of this locally regular estimator follows directly from Ruymgaart (1974) . To show that this performance is optimal, we need a bound stating that this performance cannot be improved. We will obtain such a bound by a simple study of a most difficult (least favorable) parametric submodel of our normal copula model. Such a model happens to be the model with X bivariate normal with mean 0 and unknown covariance matrix with equal variances. This extremal property of the multivariate normal distribution will be discussed in section 2 together with other extremal properties of the normal distribution.
Viewing G and H as unknown monotone transformations, we see that the normal copula model is a transformation model in the following sense: for all distribution functions G and
Here we might choose the class of bivariate normal distributions with mean 0, variances 1, and correlation coefficient θ as the core model. In this sense all copula models are transformation models, the discussion of which has been initiated in sections 4.7 and 6.7 of Bickel, Klaassen, Ritov, and Wellner (1993) (hereafter referred to as BKRW (1993)). In particular, formula (4.7.33), page 162, of BKRW (1993) shows that the semiparametric paradigm of projection of the score function for θ on the nuisance parameter tangent space leads to Sturm -Liouville differential equations. For copula models with both marginal distributions unknown, this becomes a pair of coupled Sturm -Liouville equations. This approach will be discussed in section 4, and yields another proof of the efficiency of the normal scores rank correlation coefficient. In fact, the simple proof given in section 3 was discovered only after doing the information calculations as in section 4, and for copula models other than Gaussian it seems unlikely that simple proofs or computations will be possible: the Gaussian case is the only example in which we have been able to compute the efficient scores and information explicitly, even though we know that the efficient scores and information exist in a large subclass of such models.
Since |θ| equals the maximum correlation coefficient in the normal copula model, one wonders if the maximum correlation coefficient can be estimated by a locally regular estimator in the nonparametric model of all bivariate distributions (or even some appropriate subset thereof). This is not the case. The maximum correlation coefficient cannot even be estimated locally consistently, since it is not a continuous parameter on any appropriately large class of bivariate distributions as will be shown in section 5.2. 
Correlation and Extremal
We will give a short proof of this equality and discuss its history in section 6.
Within the normal copula model (1.7), it is straightforward to check that (Y, Z) and
and that (Φ −1 (G(Y )), Φ −1 (H(Z))) has the standard normal distribution with correlation coefficient θ. Together with (2.11) this yields
and in the normal copula model the maximum correlation coefficient of Y and Z equals |θ|,
Since the copula model is a transformation model with monotone transformations, it is natural to restrict a and b in (2.10) to monotone functions. This leads to the (maximum) monotone correlation coefficient ρ m (Y, Z) as defined in section 4 of Kimeldorf and Sampson (1978) . Again by (2.12), we see
Note that (2.13) and (2.14) imply that we are essentially estimating the maximum correlation coefficient and the maximum monotone correlation coefficient in our normal copula model.
However, the parameter θ itself is the correlation coefficient proper of the normal core model,
i.e. after transformation of the marginals to normal distributions. Therefore we will call θ the normal correlation coefficient. As indicated above we will show in sections 3 and 4 that a least favorable parametric submodel of our copula model in estimating the normal correlation coefficient is the symmetric normal scale model. As a matter of fact, this shows that the information I(P 0 |θ, P) (cf. BKRW (1993), (3.1.2) and (3.3.24), pages 46 and 63) about θ at any distribution P 0 = P θ 0 ,G 0 ,H 0 within our normal copula model
(2.16)
We formulate this more precisely as follows: 17) or equivalently,
Thus the regular parametric submodel P s ⊂ P is least -favorable. This is a surprising extremal property of the bivariate normal distribution which is similar in nature to the well known fact that information for location, given the variance, is minimal at the normal distribution; cf. section 4.5, page 83, of Huber (1981) , and section 2, page 337, of Barron (1986) . An extension of this extremal property runs as follows. Fix the natural number n.
Let T n be a translation equivariant estimator of the location parameter ν of n i.i.d random variables with symmetric density f (· − ν) and Fisher information for location I(f ). Then Theorem 2.3.2, page 25, of Klaassen (1981) , presents a sharpening of the Fréchet -Cramér
and proves that equality can hold here if and only if f is a normal density. The inequality (2.19) itself has been given by Fréchet (1943) , page 191, without explicit mention of regularity conditions. Note that for n = 1 this reduces to the earlier result.
A related extremal property of the normal density is that it maximizes the Shannon entropy − f log f for a given variance; again cf. Barron (1986) , page 337. Finally, we mention another extremal property of the normal density. Let, for the moment, X be a random variable with density f . For f normal and g an absolutely continuous function with
This inequality has been generalized by Klaassen (1985) to general f . Borovkov and Utev (1983) defined
and they showed
with equality if and only if f is normal.
Approach 1: Estimation by Rank Correlation. Let X = (Y, Z) and suppose
there exist known transformations σ and τ so that
For example, we might have σ(x) = τ (x) = log(x) and hence X lognormal. Suppose that
. By applying σ and τ to the Y 's and Z's respectively we arrive at the well-known situation of data with bivariate normal distribution with unknown covariance matrix and mean zero -see e.g. BKRW (1993), example 2.4.6, pages 36 -38. The parameter of interest is θ, which can be estimated efficiently in the presence of the nuisance parameters η 1 , η 2 by
attaining the information lower bound (1 − θ 2 ) 2 ; cf BKRW (1993), page 38. In fact, this estimator is asymptotically linear with efficient influence function (at η 1 = η 2 = 1)
Furthermore, this information lower bound for θ is valid also in the submodel of (3.22) with the one-dimensional nuisance parameter η 2 = η 2 1 = η 2 2 . In the case of the normal copula model with known marginal distributions G and H, the estimator (3.23) becomes 
the normal scores rank correlation coefficientρ n iŝ
where . . . , n; see Hájek andŠidák (1967) , page 113.
In our present context, however, we need to consider the large sample behavior ofρ n not only under the usual (independence) null hypothesis, but also under the normal copula model as specified above with θ = 0. Fortunately, a very general study of the large sample theory of rank correlation statistics under fixed alternatives has already been made by Ruymgaart, Shorack, and Van Zwet (1972) and Ruymgaart (1974) . In particular we will use Theorem 2.2 of Ruymgaart (1974) which treats the case of local sequences converging to a fixed alternative. When specialized to our normal copula model andρ n we obtain the following theorem.
Theorem 3.1. (Asymptotic linearity and efficiency of the normal scores rank correlation 
Before proving the theorem, we note that the normal scores rank correlation coefficient ρ n is, in fact the efficient score equation estimator of θ with G, H estimated by
Proof. We first give a heuristic development showing why the result is true, followed by a formal proof based on Ruymgaart's (1974) theorem.
Heuristics: First note that
the bivariate normal distribution with mean 0, variances 1, and correlation θ. Since
where the o p (1) comes from replacement of
Now we rewrite the second term, using (d/du)Φ −1 (u) = 1/φ(Φ −1 (u)) and Taylor expansion:
here the third equality comes from computing conditionally on Y = y and noting (3.32). An analogous development for the third term at the right side of (3.33) shows that it can be rewritten as
Combining (3.33), (3.34) and (3.35) yields the conclusion -with the understanding that the arguments for the o p (1) terms have been only heuristic.
We proceed with the formal proof by verifying Assumptions 2.1 -2.3 and 2.5 of Ruymgaart (1974) Assumption 2.1 holds easily since B *
Assumption 2.3: The first supremum over H is finite since for all θ 37) and, by Hölder's inequality the second supremum is finite because As noted immediately following the theorem,ρ n is the efficient score estimator of θ. It is interesting to note that it is also asymptotically equivalent to the "pseudo -maximum likelihood" estimator obtained by estimating the unknown marginal distribution G and H by the marginal empiricals G * n and H * n and then maximizing the resulting "pseudo-likelihood" as a function of θ, or by solving the (ordinary) score equation with G and H estimated away by the marginal empiricals G * n and H * n : from the score for θ (see e.g. BKRW (1993), pages 36 -37) we find that this estimatorθ pml n is the solution θ of
In view of √ n{n
2 − 1} = o(1) the above equation may be rewritten as
which shows that
Hence even the pseudo-maximum likelihood estimatorθ pml n is asymptotically efficient in our present normal copula model. The pseudo-maximum likelihood method has been studied more generally in the context of copula models by Genest, Ghoudi, and Rivest (1995) who prove asymptotic normality ofθ pml n . When specialized to the normal copula model, their asymptotic variance formula yields (1 − θ 2 ) 2 in agreement with the preceding argument as has been shown by Hu (1995) . We will follow the development in section 4.7 of BKRW (1993), especially Propositions 4 -7 on pages 166 -169 together with Proposition A.4.1, page 439. For copula models with two unknown marginal distributions, the equations determining the projection of the score function for θ onto the nuisance parameter tangent space given in general by (A.4.11)
Approach 2: Information
-(A.4.13) can be written asl
where
T g is the projection operator ontoṖ g , the tangent space of score functions for g, and Π h =l h (l
. Actually, we only know that the nuisance tangent space containsṖ g +Ṗ h and thatṖ
Consequently in (4.41) and (4.42), Π g , and Π h describe projections on possibly proper subspaces of the nuisance tangent spacesṖ g andṖ h respectively. However this may be, the resulting projection on a subspace of the nuisance tangent space will yield a valid information bound for our semiparametric model, and in fact, it will yield the efficient information bound and corresponding efficient score function (4.69) (cf. (3.29) ); see the discussion in BKRW (1993), pages 76 -77. Define two functions α, β by
Note that by Proposition 4.7.6 of BKRW (1993), page 168, the sum space
and
Operating across (4.41) byl
with α as defined in (4.47) and
So differentiation across (4.49) yields, with A = a, A = a , 
Differentiation of (4.53) with respect to u yields
By symmetry we obtain u, v) ; then the coupled equations (4.41) and (4.42) become:
with β as defined in (4.47) and
To this point, our development has involved rewriting the equations determining the projection ofl θ onto the sum space R(l g ) + R(l h ) for a general bivariate copula model. Now we specialize to the case of the normal copula family given by (1.7). In this case the corresponding density c θ is (with φ θ denoting the density of Φ θ )
Then we obtain by straightforward calculation that (also see (4.7.92) and (4.7.93) in BKRW (1993), page 174) Calculations will become simpler and more transparent in this present case if we transform back to y and z corresponding to normal marginal distributions, so we defineÃ andB bỹ 64) and
Using these in (4.56) and letting y = Φ −1 (u), we obtain a differential equation forÃ with a coupling term involvingB:
By symmetry, the equation (4.57) becomes
To solve the equations (4.66) and (4.67), we simply "guess" the answer up to a constant c, and then solve for c:
is easily checked thatÃ,B satisfy (4.66) and (4.67) for c = 2 −1 θ/(1 − θ 2 ). This yields the efficient score function l * θ for θ:
again it is a little bit easier to continue calculation on the y, z scales, and indeed we find,
Hence, with (Y, Z) ∼ Φ θ , the efficient information for θ in the bivariate normal copula model (1.7) is given by
(4.70)
As already shown in section 3, this means that the normal scale submodel of the bivariate normal copula is least favorable for estimation of θ.
It should be emphasized that the short proof given in section 3 was found only after we had performed the calculations presented in this section. Furthermore, we do not know solutions of the projection equations (4.56) and (4.57) for any other copula model. For example, it would be of interest to know more about the solution of (4.56) and (4.57) for the Clayton -Oakes and Frank models with with kernel K appearing in (4.56) and (4.57). In the normal copula model considered here,
and hence Mehler's (1866) formula (6.88), which we will discuss in section 6, yields an eigenexpansion of K (composed on Φ in each argument) and of the integral operators in (4.56) and (4.57). 
Miscellanea.

Extension from
Discontinuity of ρ M and ρ m .
One issue which appeared in section 2 is that of identifying useful extensions of the parameter ν(P θ,G,H ) = θ beyond the normal copula model P. As noted in section 2 (and discussed further in section 6), the maximum correlation coefficient equals |θ| on the normal copula model, so the maximum correlation coefficient ρ M (P ) gives an extension of |ν(P )| beyond the normal copula model P. Similarly the maximum monotone correlation coefficient ρ m (P ) extends |ν(P )| too.
Let the model P e ⊃ P be an extension of P. For the maximum correlation coefficient ρ M (P ) to be consistently estimable (uniformly on compact subsets of P e in the variational distance), it is necessary that ρ M (P ) be continuous on P e ; see e.g. Proposition 2.2.1.A, page 20, of BKRW (1993) . If P e is a sufficiently large extension of P this is not the case, as we will show in this subsection. In fact, we will prove the stronger result that both ρ M (P )
and ρ m (P ) are discontinuous on appropriate extensions P e of the core model of P, i.e. the normal model. Indeed, let P e be the class of all distributions on R 2 with smooth density with respect to Lebesgue measure. Many definitions of smoothness will do for our proof of (weakly) discontinuous functionals on P e at any P 0 ∈ P e with ρ M (P 0 ) < 1 and ρ m (P 0 ) < 1 respectively.
Furthermore, ρ M (P ) and ρ m (P ) are lower semicontinuous on P e and hence continuous at those P 0 with ρ M (P 0 ) = 1 and ρ m (P 0 ) = 1 respectively.
Remark 5.1. Discontinuity of ρ M at any bivariate distribution with independent marginals was proved by Kimeldorf and Sampson (1978) : their Theorem 1, page 897, exhibits a sequence of distributions P n on the unit square in R 2 (which are now known as "shuffles of min" distributions) which satisfy:
• ρ M (P n ) = 1 for all n = 1, 2, . . ..
Since ρ M (Unif orm ([0, 1] 2 )) = 0, this proves that ρ M is discontinuous at "independence".
This was strengthened by Mikusiński, Sherwood, and Taylor (1991) , who show that and hence also at every bivariate distribution P .
Now we turn to ρ m . Preservation of ρ m (P ) = 1 under weak convergence was proved by Kimeldorf and Sampson (1978) : their Theorem 3, page 899, can be rephrased as follows: If
[This is not the same as continuity of ρ m at 1, which would assert that if
Proof. First consider ρ m (P ). Fix P 0 and δ > 0 so that ρ m (P 0 )+δ < 1. Let a, b be monotone functions satisfying here k is e.g. the logistic density. If > 0 is sufficiently small, then (a 2 − a 1 ) 2 dF is small. Note that a 2 is continuous and strictly increasing unless a = 0. Furthermore, define For > 0 we define the sets A and B by
We choose P 1 ∈ P e such that
This may be done in such a way that both a(Y ) and b(Z) have mean 0 under P 1 . Note that
Now we define P ∈ P e by P = (1 
is not weakly continuous at P 0 .
The same arguments without the monotonicity restrictions yield a proof for the discontinuity of ρ M (P ) at P 0 .
Again, fix P 0 and δ > 0. Choose bounded continuous monotone functions a and b such that
For any sequence {P n } converging weakly to P 0 we have
as n → ∞. Since δ is arbitrary, the second part of the theorem follows from (5.80) and (5.81). Subsequently, the continuity property is implied by ρ m (P ) ≤ 1. 2 In his discussion of the maximum correlation ρ M , Rényi attributes the verification of the hypothesis G in the case of ρ M to Gebelein (1941) . This seems to be one thread in what we shall call the "continental European" history of the maximum correlation and its properties, which seems to have begun with Gebelein (1941) and continued with Richter (1949), Sarmanov (1958) , Rényi (1959), and Bell (1962) .
Efficient Estimation of G and
On the other hand, there was a strong development of maximum correlation (or canonical correlation) in England, especially for discrete variables. The introduction of correlation seems to have begun with Galton (1888) and Pearson (1896) ; see Stigler (1986) , pages 297 -299 and 342. Study of maximum correlation took off with Hirschfeld (1935 ), Fisher (1940 ), and Maung (1942 . Lancaster (1957) renewed the investigation, and independently proved Gebelein's result in Lancaster (1958) (where he references Mehler (1866) ). Lancaster (1963) and Eagleson (1964) contain related results, and by Lancaster (1969) the "continental" and English developments have united: Lancaster (1969) references Rényi (1959) .
To the best of our knowledge, the only textbook containing a proof of the theorem noted by Rényi (1959) is Kendall and Stuart (1973, Volume II, 3rd Edition) -where the theorem is attributed to Lancaster (1957) .
It seems fairly clear that one major reason for the lack of contact between the two literatures ("continental Europe" and "English") was the Second World War. That it took until 1969 for this contact or bridging to occur attests to the depth of the division. Because the proof in Kendall and Stuart is quite brief and apparently not well-known, we include a proof here of the theorem due to Gebelein (1941) and Lancaster (1957) . 
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