To simplify the study of visual face processing, we introduce a novel class of synthetic face stimuli based upon 37 measurements (head shape, feature locations, etc.) extracted from individual face photographs in both frontal and 20°side views. Synthetic faces are bandpass filtered optimally for face perception and include both line and edge information. Pilot experiments establish that subjects are extremely accurate in matching a synthetic face with the original grayscale photograph, even across views. To determine the perceptual metric of face space, we introduce face cubes in which the geometric differences between any faces in a fourdimensional face subspace can be precisely determined. Experiments on face discrimination using face cubes establish the metric of synthetic face space as locally Euclidean, with discrimination thresholds representing 4-6% total geometric variation (as a percent of mean head radius) between faces. Discrimination thresholds are lowest for face cubes constructed around the average face, thus indicating that the mean face for each gender represents a natural origin for face space. Finally, synthetic faces exhibit a pronounced inversion effect for 20°side views and a characteristic ''Thatcher effect'' for inverted front views. Synthetic faces and face cubes thus provide a useful new quantitative approach to the study of face perception and face space.
Introduction
Human faces are extremely complex stimuli that vary in many dimensions, including head shape, relative feature placement, hair and skin texture, color, location of prominent wrinkles, etc. Despite this complexity, faces are an extremely important class of visual stimuli for which primate and human brains have evolved specialized processing areas: inferior temporal cortex and superior temporal sulcus in monkeys (Desimone, 1991; Gross, 1992; Gross, Rocha-Miranda, & Bender, 1972) and the fusiform face area (FFA) in humans (Allison, Puce, Spencer, & McCarthy, 1999; Kanwisher, McDermott, & Chun, 1997; Sergent & Signoret, 1992) . (Note that this observation does not depend on resolution of the debate over the FFA as a face area versus an expertise area, see Kanwisher, 2000; Tarr & Gauthier, 2000 .) Most studies of face perception to date have employed photographs (often from news media), computer averages of several photographs, or reconstructions from laser scanned faces (see Bruce & Young, 1998) . The complexity of these stimuli, however, has made it difficult to relate perception to the responses of underlying neural mechanisms.
When confronted with extremely complex problems, scientific progress has usually been achieved by studying simplified systems. In this spirit, we present here a novel class of face stimuli that capture major geometric aspects of face shape by extracting 37 measurements directly from both front and 20°side views of individual human face photographs. This approach omits such face cues as hair and skin texture, skin color, wrinkles, etc. A rationale for this may be derived from the following considerations. Multiple studies have examined the spatial frequency band that is most important for face discrimination (Costen, Parker, & Craw, 1996; Fiorentini, Maffei, & Sandini, 1983; Gold, Bennett, & Sekuler, 1999; Hayes, Morrone, & Burr, 1986 ; N€ a as€ a anen, 1999), and the results of all these studies converge on a bandwidth of about 2.0 octaves at half amplitude centered on a spatial frequency of about 10 cycles per face width (range 8-13). A face filtered in this manner will retain information about head shape and relative feature placement but will lose much of the fine detailed texture of hair and skin. Furthermore, we can infer from this spatial frequency band that faces can be recognized down to widths of about 0.5°, i.e. 10 cycles per face width at 20 cycles per degree (cpd), which we have calculated to occur at a viewing distance of approximately 20 m for average size faces. At this distance, simple observation shows that details of facial texture are no longer visible. Consistent with these observations, the synthetic faces introduced here are bandpass filtered with a 2.0 octave bandwidth filter centered at 10.0 cycles per face width, and all spatial texture is ignored. Thus, synthetic faces capture salient geometric aspects of face shape as a framework for later integration of additional geometric plus textural information. Brunswik and Reiter (1937) were the first to employ simplified face stimuli in a psychological study, and a recent neurophysiological study of inferotemporal neurons in macaques employed Brunswik faces to study categorization (Sigala & Logothetis, 2002) . However, Brunswik faces are extreme face schematics (single horizontal line for mouth, single vertical line for nose within an ellipse, etc.) and are far too abstract to capture significant information about individual faces. As will be shown, our synthetic faces combine simplicity and lowdimensional description with sufficient realism to permit individual identification.
Experiments reported below indicate that observers are extremely accurate at matching synthetic faces with original photographs, even across views. Thus, synthetic faces are sufficiently complex to capture salient geometric aspects of individual faces. A crucial question when introducing a new class of face-like stimuli is: are these faces to the brain? This question has been answered definitively using fMRI and line drawings of faces, which have some similarity to synthetic faces. Studies have shown that line drawings of faces and objects produce the same activation in both the FFA and adjacent object areas (lateral occipital complex) as do gray scale photographs (Ishai, Ungerleiter, Martin, Schouten, & Haxby, 1999; Kourtzi & Kanwisher, 2000) . Furthermore, we have shown in unpublished pilot experiments that synthetic faces selectively activate the FFA defined by responses to face photographs minus houses. Clearly, therefore, the brain treats these stimuli as examples of faces.
After describing the derivation of synthetic faces from individual face photographs, we introduce the concept of face cubes, whereby groups of several synthetic faces can be made mutually orthogonal with respect to any desired face treated as an origin. Face cubes represent low-dimensional subspaces of the very highdimensional face space concept introduced by Valentine (1991) . Experiments with our synthetic face cubes reveal three main results: (1) thresholds for synthetic face discrimination average about 4-6% geometric variation relative to mean head radius; (2) synthetic face space is locally Euclidean; and (3) face discrimination thresholds are lowest when the face cube is centered on the mean face for either gender. The latter result supports other recent evidence suggesting that the mean face for each gender plays a major role in face representation (Blanz, OÕToole, Vetter, & Wild, 2000; Leopold, OÕToole, Vetter, & Blanz, 2001) . Finally, face inversion and ''Thatcherization'' (Thompson, 1980) effects are documented for synthetic faces.
Synthetic faces
As all of our experiments employed synthetic faces, we first describe how they are derived from digital photographs of individual faces. Each subject was first photographed at a distance of 7.0 ft (2.1 m) from both frontal and 20°side views (toward the right side of each face). The 20°angle for side views was chosen to avoid either occlusion of one eye by the nose or protrusion of the nose beyond the head contour, and also to approximate the limit of the range within which thresholds for discriminating head orientation remain constant (Wilson, Wilkinson, Lin, & Castillo, 2000) . SubjectsÕ eyes remained straight ahead within their head, and all photographs were emotionally neutral. Fig. 1a shows one such photograph. All face coordinates were digitized relative to the bridge of the nose. As shown by the radial lines in Fig. 1a , the shape of the head was represented by 16 radial measurements equally spaced at polar angles of 22.5°around the head. Similarly, the inner hair line was represented by digitizing nine additional radii on and above the horizontal meridian of this polar coordinate system. These points were then converted into sums of radial frequencies (a radial frequency is a polar coordinate closed curve in which the radius is described by a sine function of polar angle h, see Wilkinson, Wilson, & Habak, 1998) , so head shape R head for synthetic faces is represented in polar coordinates as:
ðA n cosð2pnhÞ þ B n sinð2pnhÞÞ ð1Þ
For each individual face only 14 amplitudes describe the head shape: A n and B n for n ¼ 1-7, all of which are defined relative to the mean radius R mean . The amplitude of RF8 (radial frequency of 8 cycles) was excluded from the head shape description. To eliminate absolute head size, which varies with viewing distance and with gender (in our data base R mean for males is 1.07 times greater than for females), R mean in this equation was chosen to be the average for the gender. As each experiment utilized only one gender, mean head size was therefore never a discrimination cue. Sums of radial frequencies have been shown to provide accurate descriptions of head shapes at various viewing angles in previous studies (Wilson & Wilkinson, 2002; Wilson et al., 2000) .
It should also be noted that chimpanzee skulls can be described well by the sum of seven radial frequencies (OÕHiggins, 1997) . In addition, ageing of the human face is accurately described by increases in amplitude of the RF1 component, an operation known as the cardioidal strain transformation (Mark & Todd, 1985; Pittenger & Shaw, 1975) . Inner hair line was likewise described as a sum of radial frequencies in the top half of the head, but due to digitization of nine points, only four radial frequencies (both sine and cosine) were used, along with mean hair line radius relative to R mean above. Use of polar coordinates and a radial frequency description, therefore, reduced the number of head shape and hairline measurements to 23 numbers relative to mean head radius.
Next, locations of facial features were digitized: location of the eyes (x and y coordinates), mouth (left, center, and right plus upper and lower lip thicknesses), height of the brows above the eyes, nose (tip location and width). Together, these comprise 14 additional measurements, all of which were normalized by R mean for each gender. All of the digitized points along with the polar coordinate system for head shape are represented by dots superimposed on the photograph in Fig. 1a . The 37 measurements describing each synthetic face represent an enormous information reduction over the original gray scale image, which contains approximately 67,000 pixels within the face area. Even the bandpass filtered gray scale image contains the information from approximately 2000 points (estimate based on Nyquist sampling of a high frequency cutoff of 20 cycles per face width and about 30 cycles per face height). Aside from these measurements, the features in synthetic faces were generic. That is, eyes and eyebrows were identical in all faces, although their locations were individuating; mouths and noses used generic forms that were altered in width, length, and location according to the measurements from individual faces. Measurements to further individuate facial features could obviously be added in future studies.
Line drawings of faces suffer from the lack of polarity inherent in the lines themselves. In most real faces, however, the hair is visually darker than the skin (which has superior reflectance even in blondes), the lips are darker than the skin, the sclera and iris of the eye are respectively lighter and darker than the skin, etc. These relations are evident even in the bandpass filtered face in Fig. 1b . Therefore, we produced synthetic faces in which the bandpass filtered contours maintained the appropriate polarities (Fig. 1c) . It is interesting to note that preservation of edge polarity in synthetic faces produces the illusion that the hair is darker than the skin, but this is due to the Cornsweet edges circumscribing the hair region!
The bandpass filtering alluded to above was used because of ubiquitous evidence that face discrimination is optimal within a 2.0 octave (at half amplitude) bandwidth centered upon 8-13 cycles per face width (Costen et al., 1996; Fiorentini et al., 1983; Gold et al., 1999; Hayes et al., 1986 ; N€ a as€ a anen, 1999). We therefore chose a radially symmetric filter with a peak frequency of 10.0 cycles per mean face width and a 2.0 octave bandwidth described by a difference of Gaussians (DOG): (2)) with a peak frequency averaging 10 cycles across the head at the cheeks. (c) Synthetic face derived from 37 measurements in (a) and with same spatial frequency filtering as (b). Note that the hair region appears darker because the filtered edges retain the correct polarity, thus producing Cornsweet edges. Eyes and brows are generic in synthetic faces except for their placement, but they can be altered to produce emotional expressions.
where R is radius and r was chosen so that the peak spatial frequency would be 10.0 cycles per face width on average. At the experimental viewing distance this was 8.0 cpd. Results of bandpass filtering on both a photograph and the synthetic face are shown in Fig. 1b and c. A second face is shown in bandpass filtered photograph and as a synthetic face in Fig. 2 , top row. Both front view and 20°side views are shown. Because synthetic faces are described by 37 numbers, averaging and all other forms of morphing are particularly easy. The use of generic eye, nose, and mouth templates as described above makes it possible to manipulate the geometric information describing each synthetic face without encountering artifactual blurring, such as occurs when gray scale images of eyes or mouths are averaged. Separate averaging of front and 20°side views of female and male faces (40 of each gender in each view) produced the mean female and male synthetic faces illustrated in the bottom row of Fig. 2 . All of the major gender differences are evident: females have higher brows, thicker lips, a different hairline, and a rounder chin relative to males. The mean faces in this figure were used in many of the experiments reported below.
A number of our experiments were designed to assess the metric for synthetic face space. To this end, we devised synthetic face cubes (or hyper-cubes) in which one face served as the origin of a local coordinate system, while four other faces served to define axes that were mutually orthogonal and normalized to the same total amount of geometric variation. The following steps were used to create these cubes, all operations being performed on the vectors of 37 measurements describing each synthetic face. First, the face defining the origin, which was usually one of the mean faces in Fig. 2 , was subtracted from the face vectors for each of four other faces chosen at random (which were always linearly independent) to produce face difference vectors from the origin face. The first of these difference vectors, A, was then normalized to length k using a Euclidean norm:
Next, a second difference vector B was shifted slightly to make it perpendicular to A. The procedure used was Gram-Schmidt orthogonalization, which was originally developed in quantum mechanics and is now a common technique in neural network theory (Diamantaras & Kung, 1996; Principe, Euliano, & Lefebvre, 2000) . Briefly, one first calculates the dot product, c, of vectors A and B, the usual measure of orthogonality:
If c ¼ 0, the two vectors are orthogonal; if not, the following calculation creates a new vector B 0 that is orthogonal to A: 
This equation simply subtracts the overlap between B and A from B, thereby rotating B to be orthogonal to A. B 0 is then normalized to k. Substitution of B 0 into Eq. (4) yields a result of zero, verifying that B 0 and A are now orthogonal. This process can be repeated with any desired number of additional vectors (two more in our case for a total of four), with the only limitation being the gradual build-up of numerical errors. An illustration of this orthogonalization procedure for two faces relative to the mean female front face is shown in Fig. 3 . Intuitively, Eq. (5) subtracts just enough of A from B so that B 0 now represents independent (i.e. perpendicular) variation of face geometry relative to A.
Methods
All stimuli were presented on an iMac computer with 1024 Â 768 pixel resolution, 75 Hz frame rate, and 8 bit/ pixel gray scale. At the viewing distance of 1.31 m, the screen subtended 13:4°Â 10:1°, and each pixel was 47.0 arc sec square. Mean luminance was 38.0 cd/m 2 . With the exception of one control experiment (see below), all experiments used a two alternative forced choice procedure. Following initiation of each trial by the observer, a target face was flashed for 110 ms and followed immediately by a wide field noise mask for 200 ms. The noise was bandpass filtered with the same peak spatial frequency and bandwidth as the faces using the DOG filter in Eq. (2). Target face duration of 110 ms was based upon a previous masking study by Lehky (2000) suggesting that this time is sufficient for optimal face processing. In addition, 110 ms is sufficiently brief to preclude eye movements and multiple fixations. Following the mask presentation, the screen returned to the mean luminance for 200 ms, and then two comparison faces were presented side by side. The observerÕs task was to select the one identical to the previously flashed target face by pointing to it with the mouse and clicking. No time limit was placed on the decision process, but subjects rarely took more than 2.0 s.
In each experimental run all faces were drawn from a 4D face cube described above for one gender and one view (front or 20°side). The computer selected the faces for each cube at random from our data base of 40 female and 40 male faces, orthogonalized and normalized them as described above, and then created four equal distance increments along each cube axis and along the principal diagonal. The distance D AB between any two faces, A and B, was defined by the Euclidean norm: Fig. 3 . Construction of a synthetic face cube (shown in two dimensions for clarity). Face O defines the coordinate origin and is the mean female synthetic face. Face A1 defines the first axis and has been normalized to 12% total variation (relative to mean head radius) from O. Synthetic face S2 was then normalized to 12% variation from O and made orthogonal to the first axis using the Gram-Schmidt procedure, creating axis face A2. D is a synthetic face 12% distant from O on the diagonal and containing equal weights of A1 and A2. The combination of features in D is apparent from the intermediate lip width, hair line, etc. between A1 and A2. Finally, the solid 45°line plots the negative diagonal between axes in the face cube that was used in an experiment to test the effect of angle variation on synthetic face thresholds.
As a result of random face selection before this procedure, each face cube used in each experiment was different and therefore sampled a different 4D subspace of the 37D synthetic face space. Each observer was tested with a different cube in each experiment. The distance increments were chosen in pilot experiments so that the range would permit accurate measurement of a psychometric function using the method of constant stimuli. Data were fit with a Quick (1974) or Weibull (1951) function using maximum likelihood estimation, and the 75% correct point was chosen as threshold. Means and standard errors of multiple runs (minimum of three) are reported below. The authors plus two naive subjects served as observers.
Experiment 1: synthetic faces and photographs
In order to determine whether synthetic faces capture the major geometric information that individuates faces, a control experiment was performed comparing synthetic faces with the original face photographs. In this control experiment alone a four alternative forced choice procedure was used with no limitation on viewing time. Each experiment utilized matched photographs and synthetic faces for each of 19 different individuals of the same gender. The observer initiated each trial with a button press, which caused an array of 5 faces to appear on the screen: a center target face surrounded by four candidate faces for a match. As shown in Fig. 4 , in each experiment either the targets were all photographs, while the matches were all synthetic, or vice versa. Different experiments were run with different genders and with all combinations of views: front views of both target and matching faces; side views of both target and matching faces; side view of target and front views of matches (shown in Fig. 3) ; or front view of target and side views of matches. The observer used the mouse to point to the matching face they believed was the same individual as the target and clicked the mouse button. The faces were then replaced by uniform gray at the mean luminance until the next presentation was initiated. During the course of each experiment, each target face was pre- Fig. 4 . Display used in 4AFC matching of photographs to synthetic faces. The center face was the target, and the observerÕs task was to choose the one of the four surrounding faces that was the same individual by pointing and clicking with the mouse. The example depicted required matching of side view to front views. In other experiments side-side matching and front-front matching accuracy were measured. Half the experiments utilized a photograph as target and synthetic faces as comparisons, while the other half reversed this. Matching of male and female faces was conducted in different experiments. (The correct response in this example is upper left.) sented 6 times (random order) paired with all of the remaining 18 faces in the experiment in sets of three (plus the correct match). Thus, any one of the target faces could have been confused with any one of the 18 incorrect candidate matching faces at some point during the experiment.
As shown by mean data for five subjects in Fig. 5 , this task was extremely easy. As there was no significant difference between conditions with one photographic target and four synthetic matches as opposed to one synthetic target and four photographic matches, these two conditions were averaged. Mean percent correct averaged across five subjects was 97.4% for matching front face photographs to front synthetic faces and 96.9% for matching side face photographs to side synthetic faces. Performance dropped to 90.7% correct when the match was not only from photograph to synthetic face but also across views (front to 20°side). Although the matching task was obviously more difficult when generalizing across views, performance was still excellent given that chance performance would have been 25% correct. We therefore conclude that synthetic faces incorporate sufficient geometric information to permit accurate identification of individuals. (Whether comparably good photograph to synthetic face matching would be obtained in a memory and recall paradigm remains to be tested.) Performance with synthetic faces is also greatly superior to matching of laser scanned faces to photographs, which has been found to produce only about 55% correct performance in a 4AFC paradigm (Bruce et al., 1991) .
Experiment 2: test of a Euclidean face space metric
Valentine (1991) introduced the notion of a face space centered on the mean face, which is hypothesized to function as a prototype. In this space, distance from the mean is a measure of face distinctiveness. This raises the question: what is the metric of this space? Using 4D face cubes constructed from synthetic faces, we sought to provide an answer. The logic of our approach is as follows. Construct a 4D face cube and measure thresholds along each of the four axes. These thresholds are now compared with thresholds measured along the diagonal, which combines information from all four axes in a manner determined by the perceptual metric of face space. Consider the following family of possible Minkowski metrics for 4D face subspaces:
where D is distance from the origin, and A j is distance along the jth axis. If n ¼ 2, this is a Euclidean metric; n ¼ 1 is a linear metric or ''taxicab distance'' (distance a taxi has to travel between points in a rectangular grid along orthogonal streets); and n ¼ 1 is a maximum metric. As we have measured stimulus distances along the axes with a Euclidean measure, if the threshold along the diagonal (D) equals the threshold along the axes (A), D ¼ A, this supports a Euclidean metric for face space. If, however, n ¼ 1 is a better description of the metric for face space, this predicts D ¼ A=2 (because axis information is combined in the most efficient way when n ¼ 1). Finally, if n ¼ 1 describes the perceptual metric for face space, the prediction is D ¼ 2A, because all but one axis is ignored in this case. Another way to derive these predictions is to assume that A j ¼ 1 in threshold units. If the visual system uses a Euclidean metric for diagonal patterns, then Eq. (7) predicts that axis threshold increments would be combined to yield D ¼ 2 along the diagonal. Similarly, n ¼ 1 yields D ¼ 4 (twice the Euclidean distance, equivalent to half the threshold), and n ¼ 1 yields D ¼ 1 (half of the Euclidean distance, equivalent to twice the threshold). Conceptually, this approach is analogous to the classic Graham and Nachmias (1971) experiment in which Eq. (7) was tested in two dimensions using combinations of two gratings differing in spatial frequency. By comparing axis (i.e. single spatial frequency) thresholds with diagonal thresholds, they found that n ¼ 3:5-4.0. Face cubes represent a logical generalization of this approach to four dimensions using orthogonal synthetic faces as opposed to independently processed gratings. In analogy to 4D face cubes, 4D grating cubes could be constructed in the Graham and Nachmias (1971) paradigm using frequencies of 1, 3, 9, and 27, for example.
To determine which metric best describes face space, thresholds were measured in the same experiment along the axes and major diagonal of 4D face cubes. Each Fig. 5 . Results of matching synthetic faces to original photographs averaged across five subjects. As chance performance is 25% in a 4AFC experiment, the ordinate is terminated at this value. It is apparent that all subjects were extremely accurate, with only a slight diminution of performance in the most difficult front-side matching task. experiment used a cube centered on the mean face for one gender and view (Fig. 2, bottom) , but the four additional faces defining the cube were chosen at random and orthogonalized (see Section 3) for each experiment. A target face was flashed for 110 ms followed by a 200 ms noise mask, and the subject then chose which of two synthetic faces appearing on the screen was identical to the target.
Data for three observers are plotted in Fig. 6a along with standard error bars. As there was no significant difference in thresholds either for gender or view, data have been collapsed across these conditions. It is apparent that there is no significant difference (t-test, p > 0:50) between thresholds measured along face cube axes (gray bars) and face cube diagonals (black bars). This result supports the hypothesis that the perceptual metric of synthetic face space is Euclidean with n ¼ 2 in Eq. (7). Conversely, the linear metric (n ¼ 1, diagonal predictions shown by white lines across data) can be rejected for face space (t-test, p < 0:001). Similarly, the maximum metric (n ¼ 1, predicted values above 12% which are off-scale) can be rejected (t-test, p < 0:001). As a result of this experiment, measurements along axes and diagonals were averaged in all subsequent experiments.
A further possibility here is probability summation, which typically produces an exponent n ¼ 3:5-4.0 in Eq. (7) (Graham & Nachmias, 1971 ). The predicted threshold for the diagonal relative to the axis thresholds in this case is 4 ð1=2Þ =4 ð1=3:5Þ ¼ 1:35, which is shown by a black bar above each diagonal data column. Combination of axis thresholds by probability summation to produce diagonal thresholds can be rejected statistically (t-test, p < 0:02). Thus, our data support a Euclidean metric (n ¼ 2) for face space rather than exponents of n ¼ 1 or 3.5 or higher.
Obviously, exponents much closer to n ¼ 2 cannot all be rejected, and the range for which t-tests show that p > 0:05 is 1:5 < n < 3:0. The Euclidean metric falls near the middle of this range.
A final possibility for the metric of face space is a polar coordinate representation. Indeed, ValentineÕs (1991) norm-based version of face space seems to implicitly assume a polar representation in which larger angular differences between face representations facilitate discrimination (cf. his Fig. 2 and Discussion). As all discrimination thresholds thus far have involved face increments along radii emanating from the origin, the angular change relative to the origin has always been zero (see Fig. 3 ). To determine whether polar angle is a relevant variable, we conducted a further experiment in which synthetic face increments were aligned along the negative diagonals of a face cube. As depicted in Fig. 3 , the negative diagonals intersected the axes at a point representing 8.5% variation from the mean face. In all other respects the experiment was identical to the Euclidean metric experiment above. Data for three subjects are plotted in Fig. 6b , where it is apparent that there is no statistically significant difference between thresholds measured along negative diagonals and thresholds along radii (t ¼ 1:32, p > 0:30) when measured using the Euclidean metric. The mean threshold of 5.76% along the negative diagonal corresponds to an angular change of 42.7°relative to the 0°angular change along radii, so the face space metric is uniform in Euclidean space but not in polar coordinates. . Discrimination thresholds for synthetic faces. (a) Thresholds are plotted for variation along axes (gray bars) and the major diagonal (black bars) of 4D face cubes. For all three subjects there was no statistically significant difference between axis and diagonal thresholds. As discussed in the text, this supports a Euclidean metric (n ¼ 2 in Eq. (7)) for the geometry of synthetic face space. For comparison, diagonal predictions relative to axis thresholds are shown for n ¼ 1 and 3.5 (probability summation) by labeled white and black horizontal bars respectively. (b) Comparison of thresholds for stimuli varying only along radii emanating from the face cube origin (gray bars) with those for stimuli varying along negative diagonals in the face cube (black bars). Thresholds did not differ significantly between conditions, thus indicating that angle is not a significant variable in face space.
Experiment 3: role of mean faces
In ValentineÕs (1991) face space, the mean face for each gender is hypothesized to function as a prototype acquired through learning. Several recent studies using adaptation techniques and ''anti-faces'' (faces morphed to the opposite side of the mean face) have provided some indication that the mean face may indeed function as a prototype. To provide a more direct test of the face prototype hypothesis, we reasoned that face discrimination thresholds might be smaller (i.e. discrimination better) for faces near the mean of each gender than for faces significantly displaced from the mean. Accordingly, we measured thresholds for two locations of 4D face cubes: face cubes with the mean face for each gender as origin, and face cubes in which a randomly chosen individual synthetic face of the same gender served as origin. In the latter case, termed non-mean face cubes, normalization and orthogonalization of the 4 faces defining the cube axes were performed relative to the randomly selected face of origin as described above. In each experiment with a non-mean face cube, a different face was randomly chosen to serve as origin. Thus, our non-mean cubes all had the same local 4D structure and distance metric as face cubes centered on the mean, but they sampled chunks of face space displaced from the mean. Analysis of our synthetic face data indicated that the average distance between individual faces and the means for their genders was 17%, approximately 3 times the discrimination thresholds reported above. Thus, the non-mean face cubes always contained synthetic faces that were easily discriminable from the mean. If the mean face for each gender is important in face identification, then discrimination thresholds are hypothesized to be lower for mean face cubes and higher for non-mean face cubes.
The experimental procedure was the same as described previously. Namely, a button press by the observer initiated a 110 ms presentation of the target face, which was immediately followed by a 200 ms noise mask. Following this, two comparison faces appeared on the screen, and the observer indicated which they believed to be identical to the target by pointing and clicking with the mouse. The method of constant stimuli was used, and threshold was defined as the 75% correct point based upon the psychometric function fit described in Section 3. In different experiments, each of the four possible combinations of gender and view was used to create the stimulus set. Thresholds did not differ with gender, so data were averaged across gender.
The top panel of Fig. 7 plots data for four observers from experiments using front view synthetic faces. Bars on the left are thresholds for 4D face cubes centered on the mean face for each gender, while bars on the right show data for 4D face cubes centered on randomly chosen non-mean faces. The average threshold rose from 5.1% for mean face cubes to 7.1% for non-mean face cubes in front view. An ANOVA with subject and cube origin as factors revealed that subject was not significant (p > 0:05), while cube origin was highly significant (p < 0:006), and there was no interaction (p > 0:40).
Data for mean and non-mean side view face cubes are graphed in the bottom panel of Fig. 7 . The threshold for mean cubes averaged 6.2%, and this rose to 9.4% for non-mean side face cubes. A two factor ANOVA showed that subject differences were not significant (p > 0:25), while cube origin was highly significant (p < 0:002). There was no significant interaction between factors (p > 0:60).
Final ANOVAs compared front mean with side mean and front non-mean with side non-mean face cube thresholds. For mean cubes there was no statistically significant difference (p ¼ 0:10). Similarly, for non-mean Fig. 7 . Discrimination thresholds for 4D face cubes centered on the mean face for each gender (left) or centered on a non-mean face an average distance of 17% from the mean (right). The upper panel shows data for four subjects discriminating front view faces, while the bottom panel shows data for three subjects discriminating side view faces. Statistical analysis showed that thresholds were significantly lower for mean face cubes than for non-mean cubes. This result supports a major role for the mean face of each gender in the encoding of face information.
cubes the difference fell just beyond significance (p ¼ 0:075). Although there is a trend for side view cube thresholds to be slightly higher than front for both mean (6.2% versus 5.1%) and non-mean cubes (9.4% versus 7.5%), this did not reach significance for the observers in our study. With a larger number of subjects the difference between front and side views might have reached significance, especially for the non-mean cubes.
The results in Fig. 7 thus demonstrate that thresholds for face discrimination are significantly lower in the vicinity of the mean face for each gender. Thresholds rose by an average factor of 1.45 when measured under nonmean conditions. These higher thresholds were obtained at points centered on an average distance 17% away from the mean faces, which is almost 3 times the mean threshold distance for discrimination centered on the mean face. All faces in each non-mean face cube experiment were thus highly distinctive visually, which supports ValentineÕs (1991) hypothesis. However, all of the faces in each non-mean cube appeared distinctive in a similar way, which made discrimination more difficult. A plausible explanation of this is provided in Section 8.
Experiment 4: the inversion effect
Yin (1969) was the first to report that both face photographs and line drawings of faces were harder to recognize when they were rotated into an upside down (inverted) configuration. Valentine (1988) reviewed the ensuing literature on the face inversion effect and concluded that the effect was fairly modest in size and probably was a consequence of learning faces primarily in an upright orientation. For example, recent inversion effect measurements for normal observers have reported a drop from 88% correct for upright to 77% correct for inverted face sketches (Farah, Wilson, Drain, & Tanaka, 1995) , and from 86.5% to 72.5% for recognition of photographs of famous faces (Moscovich & Moscovich, 2000) . We therefore conducted experiments to determine whether synthetic faces also exhibit an inversion effect.
In our inversion experiments only face cubes centered on the mean face for each gender were used. All experimental details were the same as in the previous two experiments, except that both the target face and the comparison faces were inverted. The observerÕs task was thus in principle one of simple pattern matching that did not require either mental rotation or a comparison with long term memory traces (as is required in recognizing inverted faces photos of famous people).
The data plotted in Fig. 8 show that thresholds for upright side view faces (bars on left) were lower for all subjects than thresholds for inverted side view faces (bars on right). The mean for the upright condition was 6.2%, while that for the inverted condition was 8.8%. A two factor ANOVA revealed no significant effect of subject (p > 0:14) but a highly significant effect of face orientation (p < 0:002). Thus, inversion of side view Fig. 8 . Face inversion effect for side view synthetic faces. Thresholds for discrimination of upright faces (left) were always lower than for discrimination of inverted faces (right). Fig. 9 . Thatcher illusion for front view synthetic faces. Although all four images look relatively normal upside down, rotation of the page by 180°immediately shows that two synthetic faces look bizarre due to inversion of the eyes and mouth relative to the head. Tests with three different synthetic faces on each of 10 subjects showed that the Thatcher effect for synthetic faces was universally perceived. synthetic faces produced a highly significant discrimination threshold increase by a factor averaging 1.42.
Inversion experiments using front view face cubes produced a small threshold elevation from 5.1% for upright faces to 5.7% for inverted faces. However, an ANOVA showed that this small inversion effect for front view faces was not statistically significant (p > 0:40). Possible reasons for the difference in inversion effect between front view and side face views will be presented below. As demonstrated by Fig. 9 , however, we found that front view synthetic faces produce a compelling Thatcher illusion (Thompson, 1980) . Three different ''Thatcherized'' synthetic faces were presented to each of 10 subjects. All subjects reported that the faces appeared relatively normal when inverted but were highly distorted when viewed upright. Thus, front view synthetic faces do produce an ''Thatcherized'' inversion effect on internal feature recognition.
Discussion
Our experiments have established that synthetic faces, defined by 37 measurements taken from individual face photographs and normalized relative to mean head radius, contain sufficient geometric information to permit extremely accurate identification of the original photographs, even when comparisons were made across views (mean 95% correct in 4AFC across all conditions). Although texture information about hair and skin would doubtless enhance discrimination at close viewing distances where texture can be seen, synthetic faces clearly are individualistic representations of face geometry. In defining synthetic faces we attempted to restrict the number of measurements to a minimum both to produce a simplified class of stimuli and to preclude the use of irrelevant photographic idiosyncracies in face matching. This is also the reason that we used generic shapes for the eyes and brows, as both change shape when expressing emotion (Ekman & Friesen, 1975) . It deserves mention that another recent study of face perception eliminated idiosyncratic texture details of hair, skin, etc. by degrading face photographs with superimposed visual noise (McKone, Martini, & Nakayama, 2001) . This is in fact another form of simplification of the face perception problem similar in spirit to our reduction of faces to 37 measurements.
It should be emphasized that synthetic faces employ both bandpass filtered lines and edges, and this is the reason that the hair region appears darker than the skin in them. Line drawings of faces have sometimes been claimed to capture edge information (e.g. Leder, 1996) , but this is not correct: edges have a polarity distinguishing the lighter and darker sides and the relative luminance difference between them whereas lines do not. The importance of both edge and line information in faces was demonstrated by Bruce, Hanna, Dench, Healey, and Burton (1992) , who showed that black and white faces constructed from both lines and solid dark areas (ipso facto defined by edges) could be recognized almost as effectively as the original gray scale photographs. Our comparisons illustrated in Fig. 4 similarly demonstrate that synthetic faces and photographs can be very accurately matched. It is also notable that gray scale images of laser scanned faces are very difficult to match to photographs of the original face, with a mean of 55% correct in a 4AFC paradigm (Bruce et al., 1991) . This is far below the 95% level for synthetic faces using the same paradigm.
As synthetic faces are described by 37 measurements all made relative to mean head radius, they can all be described in a 37-dimensional face space with a common metric along all axes. This has permitted easy calculation of the mean for each view and gender and of the distance separating any two faces in the space. For the geometric information defining synthetic faces, therefore, we have provided a common metric for ValentineÕs (1991) face space. Using this metric we have discovered two important new properties of face space. First, the appropriate distance measure for perceptual face space is Euclidean as opposed to either taxicab, maximum, or probability summation. In addition, a polar coordinate representation for synthetic face space can be rejected. Second, face discrimination is best in the neighborhood of the mean face for each gender and view and significantly poorer near distinctive faces far from the mean. This provides direct support for ValentineÕs (1991) hypothesis that the mean face functions as a prototype for anchoring recognition and discrimination. Further support for the enhanced significance of mean faces comes from other recent face adaptation and discrimination studies (Blanz et al., 2000; Leopold et al., 2001) .
Evidence that distinctive faces lie farther from the origin of face space than do typical faces has been reported previously using multi-dimensional scaling (Johnston, Milne, & Williams, 1997) . The current study adds to this by showing that distinctive faces are also harder to discriminate than typical faces.
The fact that discrimination thresholds are 1.45 times larger among faces centered away from the mean face deserves comment. Synthetic faces in our non-mean face cubes are far from the mean (averaging 17% difference or about 3 times discrimination thresholds near the mean) and appear highly distinctive, in agreement with Valentine (1991) . Yet, our data show that it is significantly harder to discriminate among these highly distinctive faces. A plausible explanation of this seeming puzzle is the following. Suppose individuals acquire the prototype mean for each gender, race, and perhaps view through visual experience. If the majority of faces we experience are fairly similar to the mean, it would be necessary to develop lower thresholds to discriminate among them. Conversely, recognition of a smaller number of highly distinctive faces that are widely separated from one another in face space (i.e. vary along different dimensions) would not require fine discrimination abilities. This hypothesis is also supported by recent evidence that individual faces are represented categorically (McKone et al., 2001) . Assuming that category boundaries are roughly halfway between adjacent faces in face space, the categories would have smaller volumes near the mean face and larger volumes for distinctive faces far from the mean.
The observation that discrimination thresholds are greater far from the mean face may also explain the other race effect (cf. Valentine, Chiroro, & Dixon, 1995) . Assuming that the mean face for an unfamiliar race lies a significant distance from the mean for a familiar race, other race faces would appear highly distinctive as a group, yet most of the other race faces would be too similar to be discriminated due to the large thresholds far from the familiar face mean. A simple calculation makes this dramatically clear. Suppose that discrimination thresholds for individuals of another race were 1.45 times larger (our measured ratio for non-mean versus mean face cubes) than for a familiar race along each of 19 dimensions (roughly half of our 37 dimensions). In consequence, the volume of unfamiliar face space within which faces would be indiscriminable would be 1:45 19 % 10 3 . So, close to the mean of an unfamiliar race there would be a 1000 times fewer discriminable faces than close to the mean of a familiar race! Golby, Gabrieli, Chiao, and Eberhardt (2001) conducted an fMRI study of the other race effect and reported that the FFA was about 1.5 times more strongly activated by faces of a more familiar race than by those of a less familiar race. Evidence indicates that increased fMRI activation is associated with both increased stimulus intensity (Boynton, Demb, Glover, & Heeger, 1999; Rees, Friston, & Koch, 2000) and with increased neuronal activity (Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001 ). Thus, increased activation of the FFA by a familiar race as opposed to an unfamiliar one presumably indicates that the neural representation of familiar race faces is more highly developed. This, in turn, would be expected to lead to finer discrimination thresholds, as is in fact the case (Golby et al., 2001) .
Synthetic faces provide an interesting new twist on the face inversion effect. Our data demonstrate a highly significant threshold elevation by a factor of 1.42 for inverted side view faces. However, front view faces showed only a small but insignificant inversion effect, although they do show a convincing Thatcher illusion (Thompson, 1980) in Fig. 9 . A number of studies of the inversion effect have employed magazine or newspaper photographs of famous people, and most of these depict partial side views simply because such views are generally more aesthetic than front ''mug shots''. For example, one recent study of face inversion showed six illustrative famous face photographs: five of these were close to 20°side views, and only one was a front view (Moscovich & Moscovich, 2000) . Thus, differing magnitudes of inversion effects among different studies may be a result of the use of partial side views in some but not all studies. Nevertheless, inversion effects have frequently been obtained using only front views (e.g. Farah et al., 1995; Leder, Candrian, Huber, & Bruce, 2001) . While data on a larger number of subjects might produce a statistically significant inversion effect for front view synthetic faces, another possibility suggests itself. Both studies just cited varied only internal configural features (e.g. interocular distance, Leder et al., 2001) while retaining head shape constant. If the inversion effect for front view faces resulted predominantly from such internal feature variation, our study using synthetic face cubes would likely have missed it due to the fact that thresholds were determined by total geometric variation measured throughout the face. This conjecture is consistent with the obvious presence of an inversion effect for the ''Thatcherized'' front view synthetic faces in Fig. 9 .
It is interesting to view the pattern of synthetic face thresholds from the perspective of facial symmetry. Studies of perceived facial beauty have shown that symmetric faces, as manifested by the front mean face for each gender, are typically regarded as more beautiful than faces lacking bilateral symmetry (Langlois & Roggman, 1990; Scheib, Gangestad, & Thornhill, 1999; Thornhill & Gangestad, 1993) , although additional components are also involved in perceived beauty (Perrett, 1998) . Similarly, it has been shown that head symmetry provides one important cue to direction of head orientation or gaze . Indeed, discrimination of head orientation becomes more difficult when the head is oriented beyond 15°from frontoparallel, thus effectively destroying bilateral symmetry as a cue . Against this background, the argument could be made that deviations from approximate bilateral facial symmetry explain the major trends in synthetic face cube thresholds. First, thresholds for front view face cubes were higher for non-mean than for mean-centered cubes. We have verified elsewhere that our mean front view faces are almost perfectly bilaterally symmetric (Wilson & Wilkinson, 2002) , and we have also found that the highly distinctive faces forming nonmean face cubes are significantly less symmetrical. Thus, reduced symmetry is correlated with a threshold increase here. Second, there is a trend in the front and side view data (Fig. 7) for side views to produce higher thresholds, although this trend did not quite reach significance. Again, this trend correlates higher discrimination thresholds with reduced or absent facial symmetry. Certainly, further exploration of the role of bilateral symmetry in face discrimination seems warranted, and some interesting results have already been reported (Troje & B€ u ulthoff, 1996) . Synthetic faces and 4D face cubes provide a useful new tool for studying aspects of high level form vision and face perception. For example, the orthogonality of face cube axes permits studies of correlated versus uncorrelated information in face learning and memory. Similarly, orthogonality of face information may provide a useful tool for elucidating statistical aspects of face learning both in adults and in infants (cf. Fiser & Aslin, 2001) . Synthetic face information can also be subdivided so that the relative role of feature placement information can be used to generate feature cubes within a common mean head shape, or head shape cubes incorporating common mean feature values. We believe that such experiments will begin to tease apart the methods by which face information is extracted utilizing lower level, global processes such as extraction of elliptical head-shape information using V4 concentric units (Gallant, Braun, & VanEssen, 1993; Gallant, Shoup, & Mazer, 2000; Wilkinson et al., 2000; Wilkinson et al., 1998; Wilson, Wilkinson, & Asaad, 1997) . The bandpass filtering inherent in synthetic faces further facilitates this process by restricting the range of V1 spatial frequency tuned mechanisms stimulated.
Synthetic face cubes are but one example of orthogonal dimensions in face space. Principal components of face covariance matrices, or ''eigenfaces'', have gained some currency as a candidate for the code used to represent face information in the brain (Atick, Griffin, & Redlich, 1996; Calder, Burton, Miller, Young, & Akamatsu, 2001; Hancock, Burton, & Bruce, 1996; OÕToole, Abdi, Deffenbacher, & Valentin, 1993; Pentland, Moghaddam, & Starner, 1994; Sirovich & Kirby, 1987; Turk & Pentland, 1991) . Eigenfaces share axis orthogonality with our face cubes, but in addition the axes incorporate correlations among facial measurements in such a way as to maximize the amount of variance explained with a relatively small number of principal components. It is possible to construct synthetic face cubes in which the four axes represent four principal components of the synthetic face population. Comparison of thresholds for such face cubes with the data presented above for synthetic face cubes based on individual faces may reveal whether eigenfaces have a privileged status in the perceptual representation of faces, and experiments are being designed to assess this.
Finally, it should be noted that synthetic face descriptions can easily be extended to incorporate more information than the 37 measurements employed here: several points could be digitized to individualize eyebrow shape, several more for nose shape; several for prominent wrinkles, etc. In the limit, addition of enough additional measurements would produce synthetic faces identical to the bandpass filtered original photographs, which incorporate the equivalent of about 2400 measurements. For the present, synthetic faces defined in a 37-dimensional face space provide a useful simplification for research on face perception, memory, and recognition based upon salient geometric information in the most significant spatial frequency band.
