The work described in this article represents two years of collaboration among 32 evaluators from 23 schools of public health involved in the Centers for Disease Control and Prevention's Centers for Public Health Preparedness program. Evaluators in public health emergency preparedness (PHEP) training were tasked with identifying what constitutes quality in PHEP training and providing guidance to practitioners in selecting training packages. The results of their deliberations included development and selection of guidelines for a highquality course, a justification of the guidelines, and a Training Selection System (TSS) to assist in analyzing extant trainings. In this article, we present the TSS (along with explanatory notes for each of its sections), preliminary feedback from practitioners, and a discussion of next steps.
Public Health Reports / 2010 Supplement 5 / Volume 125 State and local public health departments are continually searching for training that builds competency in public health emergency preparedness (PHEP) response capability. Given the scarcity of departmental resources, when possible, this training is done within the health department. However, internal training development and conduct is logically constrained by the resources and skills at hand, resulting in varying quality of courses and educational materials. The end result is that development and delivery of training is often outsourced, again with widely varying quality levels noted in trainings received, making it difficult to select training with any assurance that it will meet local needs. This was an observation made by a nationwide group of evaluators who were charged with assessing state public health preparedness centers funded by the Centers for Disease Control and Prevention (CDC). Indeed, it was a major concern in group discussions from 2005 to 2007.
Adding to the complexity of course selection for health departments is the vast number of organizations offering training materials-each difficult to differentiate from the other. For example, incident command training is offered by a variety of federal agencies (e.g., Federal Emergency Management Agency and CDC), private industry, and academic institutions, such as those within CDC's Centers for Public Health Preparedness (CPHP) program.
1 PHEP courses vary widely in modality of delivery (e.g., online, live satellite broadcast, or face-to-face), level of knowledge required, length of time required, and structure. The plethora of options can be a help and a hindrance. While it is useful for public health agencies to have a wide array of options, that array poses a challenge for training directors and others who need to quickly ascertain which courses will best help their staff members.
Thus, CDC requested the assistance of the CPHP National Collaborative Network of Public Health Evaluators (hereafter, Collaborative Group) to address the issue. Individuals in the Collaborative Group came from 23 schools of public health across the United States and included 32 evaluators with backgrounds in psychology, sociology, anthropology, education, and public health. After deliberation, the Collaborative Group decided they could best assist public health agencies by identifying the characteristics that determine quality in PHEP training courses. Understanding the characteristics would better position agencies to develop or sort through available training options. Once the Collaborative Group identified the key aspects of quality, they converted them into an instrument, or checklist, for utilization. The quality criteria, the Training Selection System (TSS), and preliminary feedback from PHEP practice partners about its perceived utility are described in this article. The ideas and concepts presented represent a consensus of ideas and practice on the part of the Collaborative Group and are drawn from the literally hundreds of years of combined experience and evaluation wisdom possessed by this group.
FOUNDATION FOR THE TSS
The Collaborative Group (with input from the Association of Schools of Public Health [ASPH] and CDC) began its examination of measures of quality through a process of facilitated discussion. First, they formulated and sorted many different criteria into three domains: (1) course design and structure, (2) training content, and (3) evaluation of learning. More detailed specification was then undertaken for each criterion within a domain. To be of practical value, the Collaborative Group limited the number of criteria in each domain to five.
SELECTION CRITERIA: FIT VS. QUALITY
There are aspects of training that are necessary for an effective training, but which do not connote quality. The depth or level of difficulty of a training is not necessarily a measure of quality. For example, all things being equal, a very high-quality training for receivers of explosion and blast injuries may not be equally appropriate for emergency department nurses, trauma surgeons, and paramedics. It is of no less quality when applied to one group vs. another; however, its appropriateness or fit can vary quite a bit. For the purposes of this guide, variables that do not directly concern quality but are essential to the effectiveness of training will be referred to as "criteria of fit." Fit is concerned with modality of delivery (e.g., online or face-to-face) and duration of training (e.g., two hours or two weeks). Such questions allow those seeking training to quickly find a match, or fit, given the demographic characteristics of the target population for training against available resources. In contrast, "quality criteria" include instructor traits (e.g., knowledge level or teaching/communication skills), content accuracy, clarity, and internal monitoring of implementation.
Ensuring an appropriate fit is important for training selection, as it matches a course to the specific needs of the group being trained. Quality-oriented criteria focus on intrinsic aspects of training: structure and design, content, and evaluation of learning. In this article, we discuss the fit and quality dimensions within these three domains. Domain I: Assessing structure and design Structure and design refer to appropriate training opportunities-intended audiences, presence of measurable learning objectives, and competencybased development. Criteria are basically descriptive in nature.
Criterion 1: Course content is appropriate for the target audience.
Assessment questions.
• Is a target audience identified in terms of experience and education? (Fit)
• Does the audience match the audience for whom the training is intended, in terms of experience and education? (Fit)
• Based on your review of the materials, does the curriculum content match the needs of the target audience? (Fit) • Does the curriculum include well-defined learning objectives? (Quality)
• Do the training goals and objectives address the learners' identified training needs? (Fit)
• Is the curriculum content directly related to the stated objectives? (Quality)
• Is it reasonable to believe that learners will be able to perform their jobs better after the training? (Quality and Fit)
Justification/rationale. Training is developed for a specific audience, so the target audience should be as similar as possible to the one for which it was ideally designed. If the two do not match, a training program is unlikely to meet its objectives. In this regard, it is essential to consider the learners' education and experience. It is also important to look closely at learning objectives, which we define as statements of the measurable achievements that result from the learning activity. Learning objectives contain course content and communicate what skills, attitudes, and/ or knowledge one should gain. Objectives facilitate a common understanding of a course.
Criterion 2: Course level is appropriate for participants.
• What course level is appropriate for the target audience? (Fit)
• Does the course match the desired skill level of the target audience? (Fit)
Justification/rationale. In 2001, the Council on Linkages Between Academia and Public Health Practice divided skill development into awareness, knowledge, and advanced levels of competency.
2 These development levels are important for ensuring the appropriate selection of training. Learners being taught at the right level should be more engaged, should better reach their potential, and will be more likely to participate in future training.
Criterion 3: Course format is appropriate for the participants. Assessment questions.
• Which type of modality provides the most effective learning for the target audience? (Fit)
• Does the course have supportive materials, manuals, handouts, and quizzes? (Quality)
• What level of interactivity does your audience require for effective learning? (Fit)
• Does this course meet the target audience's required level of interactivity? (Fit)
Justification/rationale. Course format is primarily a criterion of fit. Every individual has a preferred learning style that ties more into one delivery format than another. Relatedly, interactivity has to be considered and is dependent on the type of material that is presented and the degree of learner involvement best suited to the course 3 ( Figure 1 ). Whenever possible, training developers/selectors should identify what is most beneficial in these two regards for the audience with which they are working. The format should be appropriate, accessible, and understandable to learners.
Another relevant issue involves supportive materials. The Collaborative Group felt that the availability of supportive materials is an indicator of course quality-the more course materials available, the more thoroughly the course has been developed.
Criterion 4: Continuing education credit is provided to meet the needs of certain public health professionals.
Assessment question.
• Does the course offer continuing education units (CEUs)? (Fit)
Justification/rationale. The assignment of CEUs for course completion does not necessarily ensure high course quality. However, in practice, certain sub-disciplines in public health require CEUs for continued licensure and will favor courses that do offer them. Further, many participants ascribe more legitimacy to a course with CEUs sanctioned by their profession.
Domain II: Content of the training
Assessment of training content involves answering two questions: First, are the training topic, course level, and teaching modality (e.g., compact disc, in-person, or webcast) appropriate for those to be trained? And second, are these elements being brought together in a way that facilitates meeting student learning needs?
Criterion 5: The training was developed and will be delivered by qualified content experts and is based on current evidence and good science.
• Based on the background materials provided, are the course developers and trainers competent to design and implement the training? (Quality)
Justification/rationale. It is important to consider the organization, agency, and/or academic settings, and credentials of the planners and instructors when evaluating this criterion.
Criterion 6: The design and delivery of the course will accomplish the training goals and objectives.
• Is a schedule of training and educational activities included in the curriculum? (Quality)
• Based on the curriculum and the knowledge and skill level of the learners, is the time allotted for content areas reasonable for the learning objectives to be met? (Quality)
• Is the curriculum organized in a logical manner? (Quality)
• Are the teaching methods appropriate for meeting the learning objectives? (Quality)
• Will participants have access to curriculum materials or support after training is completed? (Quality)
Justification/rationale. Criterion 6 contains the quintessential elements of quality. For a training to be effective, the time allotted to each content area or activity is critical. If insufficient, it is illogical to assume the learning objectives can be mastered during this course. Analogously, matching teaching methods to the learning objectives and ensuring the course progresses from concrete to abstract, general to specific, and simple to complex can help learners make necessary cognitive connections. Matching design and delivery to objectives is essential for a quality course.
Domain III: Evaluation of learning
Learning is paramount to the success of any training. In practice, evaluation of learning can be approached from two different perspectives: program evaluation and assessment of impact on the learner.
Criterion 7:
The course evaluation includes a data-collection tool to gather information about the characteristics of the participants and the course.
• Does the course include methods to collect background information about participants, such as characteristics or previous experiences, prior to its start? (Quality)
Justification/rationale. To be accountable to funding agencies, training packages must have provisions to obtain demographic data describing participants and what services were provided. Obtaining demographic data (such as participant gender, ethnicity, and geographic location) ensures that the appropriate people were reached. Higher-quality course evaluations incorporate the completion of forms gathering characteristics about participants and the course into the delivery structure of the program via Web-based forms that allow the information to be automatically compiled into a reporting format available to the funding agency. Level I-Passive The learner acts as a receiver of information by reading text on the screen; viewing graphics, illustrations, and charts; and using navigational buttons to progress forward and move back through the program.
Level II-Limited interaction
The learner makes simple responses to instructional cues. The product includes Level I learning activities and multiple choice and column matching related to text and graphics.
Level III-Complex participation The learner makes a variety of responses using assorted techniques in response to cues. The responses may include those listed in Level II.
Level IV-Real-time participation The learner is directly involved in a lifelike set of complex cues and responses. • Does this course contain methods (forms, tests, or observations) to collect evaluation data/information? (Quality)
• Does the course monitor its implementation by collecting the degree of course content planned and covered? (Quality)
• Are measures of participant satisfaction collected during the course? (Quality)
• Does the course monitor implementation by collecting measures of participant perceptions of course quality? (Quality)
• Does the course monitor implementation by collecting facilitator/instructor perceptions of how well the course is progressing? (Quality)
• Are external observer perceptions of course quality collected? (Quality)
Justification/rationale. Process data are valuable to help identify problems that might be preventing a course from being delivered as designed. These data are utilized to modify and improve the course for future presentations, facilitating ongoing refinements in course delivery and examining the extent to which learning objectives are met. Course evaluations should gather data from multiple sources-participants, facilitators, and external observers where applicable-to enhance in-depth perspectives and increase the likelihood of better solutions for course-related problems. Ideally, data should be collected in real time, during and after face-to-face and online courses, keeping in mind that the longer the break between course completion and assessment, the less accurate it will be. The exception is follow-up to determine if learning is sustained over time after the course. The key is to quickly assess process data so timely feedback can be provided to improve the course the next time it is offered.
Criterion 9: The course includes assessment tools to evaluate whether the program is having its desired effect-improving participant knowledge, skills, and competencies.
• Are measures of participant learning collected during the course? (Quality)
• Does the course assess changes in learners' knowledge of course content with pretests and posttests? (Quality)
• Does the course assess learners' attainment of competencies with posttests, demonstrationof-skill checklists, exercises, or other means? (Quality)
• Are learners' attitudes about course content determined? (Quality)
Justification/rationale. Impact evaluation examines whether the program is creating its intended outcome. Information is gathered by testing participants before and after training. Comparison of pre-and post-training performance determines improvement resulting from training. Such measures might also come from onthe-job observations and/or simulations. Going even further, top-of-the-line evaluations often look at the degree to which learning is retained or, in the bestcase scenario, transferred to the job six months to a year later. But this is resource intensive. To reduce costs, participants are frequently asked to report their own perceptions of increased competency. While this request is reasonable, it is not nearly as reliable or accurate as actual measures of knowledge or skill.
Criterion 10: The course represents a best practice.
• Has the course been taught in other settings? (Quality)
• If so, have the measures and results been consistent with the original offering? (Quality)
• Has the course been taught to other audiences? (Quality)
• If so, have measures and results been consistent with the original offering? (Quality)
Justification/rationale. Although many courses claim to represent best practices, they often do not provide any data to substantiate that assertion. Indicators of best practice can come from feedback from previous participants, information regarding successful implementation/application of the course content to the workplace, and evidence that the course has been successfully utilized elsewhere by a different participant demographic (i.e., generalization).
Criterion 11: The course addresses external guidelines.
• Have the competencies in the course been identified and tied to course objectives? (Fit and Quality)
• Have Target Capabilities 4 and/or Universal Tasks 5 been tied to course objectives? (Fit and Quality) Justification/rationale. CDC views competency as a foundation for PHEP training. The goal is to tie competencies to identified jobs or roles. 6 This process is facilitated by utilizing competency-based needs assessments to identify relevant training. For example, CDC requires that CPHP map bioterrorism core competencies 7 to each course developed for state and local public health partners. If this is done, the end result should be a more competent public health workforce.
A second approach to connecting training to external guidelines involves the Department of Homeland Security (DHS) Target Capabilities List 4 and Universal Task List. 5 The Target Capabilities List consists of an evolving set of emergency response capabilities, each composed of subsets of specific tasks taken from the Universal Task List. These tasks are specific enough to be readily observed or measured. State training directors are under pressure to ensure their exercises comply with this guideline. DHS mandates that states evaluate their drills and exercises via a standardized system called the Homeland Security Exercise and Evaluation Program (HSEEP). 8 It is designed to integrate observational measures that identify strengths and weaknesses specific to Target Capabilities. Given this metric, it is important that training directors seek out courses that can fulfill the needs identified by HSEEP. Similar to the competency linkages, Target Capabilities in courses must be assessed. As with competency-based training development, if training is linked to desired Target Capabilities, it should build appropriate PHEP capabilities.
USING RESPONSES TO SELECT OR DESIGN A TRAINING
The TSS may be used in its entirety or broken into subsections according to the needs of the training designer/selector. However, the individual items of the TSS are not designed to be stand-alone indicators or predictors of quality. Applying the full instrument to design or selection involves working through each of the domains, criteria, and questions. Domain I is a broad determination of fit between a specific training activity and learners. "Yes" answers in Domain I are necessary before selecting a training activity. A course that does not develop learners' skills to the needed level will not advance the capability of an organization. To assess Domain II (Criteria 5 and 6), one would need "yes" answers to questions 16-19. Question 20 reflects the availability of curriculum and support to the extent needed. Domain III (Criteria 7-11) concerns participant demographics, the comprehensiveness of the evaluation, and changes in knowledge that have occurred; more "yes" responses are desirable. Replication in multiple settings (Criterion 10) demonstrates reliability and generalizability. Lastly, competency-based needs assessments and other external guidelines need to be addressed as appropriate.
Training directors are encouraged to rate courses with the TSS (Figure 2) . This rating will help ensure the best possible course is selected for any given need. And if an agency decides to develop its own training, the TSS provides excellent guidance for doing so.
FEEDbACk FROm THE FIELD: VETTING THE TSS
The Collaborative Group decided to seek feedback on the TSS's utility from practitioners at the 2006 Public Health Preparedness Summit. To this end, the instrument was introduced to practitioners along with a sample of materials from actual trainings that are available on the ASPH Collaborative Group website. Participants-representatives from local and state health departments-were asked to use the TSS to examine the training examples. Following the exercise, the participant group discussed the utility of the TSS.
Both the strength and weakness of the TSS was perceived to be its comprehensiveness. While there was agreement that the domains, criteria, and questions covered a vast range of fit and quality variables, this range was far more than the practitioners needed or could apply. They suggested shortening the number of items on the TSS. In response, the authors are currently examining this possibility via a weighted rating of the utility of each item.
The participant group also suggested the TSS be divided according to fit and quality questions. In this way, all courses could be scored on quality, and these ratings could be made available to those searching for courses. The fit questions would be used to filter through courses to find the best training match. Accordingly, the questions are now labeled as fit or quality indicators.
NEXT STEPS
There is additional debate as to who should be rating courses and if ratings can be carried out reliably. It would be possible for training developers to self-rate. Self-rating would be the least resource intensive, but the Collaborative Group felt such a methodology would lack in validity and show bias toward the training developers. Alternately, a neutral party could assess the quality of extant courses, but such a task would be costly and could create discomfort on the part of training Tensions arise when developers are asked to submit to external quality assessment. Who does this, and how should it be done? Until neutral external evaluation results become available, public health agencies are encouraged to take on this task to a lesser extent by applying the TSS. The Collaborative Group hopes the TSS will help agencies select or develop training products that best meet local needs.
