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Lampiran 1. Script M-File Global Ridge 
function [l, e, L, E] = globalRidge(H, Y, l) % [l, e, L, E] = globalRidge(H, Y, l, options, U) % % Calculates the best global ridge regression parameter (l) and % the corresponding predicted error (e) using one of a number of % prediction methods (UEV, FPE, GCV or BIC). Needs a design (H), % the training set outputs (Y), and an initial guess (l). % The termination criterion, maximum number of iterations, % verbose output and the use of a non-standard weight penalty % are controlled from the options string. The non-standard % metric, if used, is given in the fifth argument (U). L and E % return the evolution of the regularisation parameter and error % values from the initial to final iterations. If the input l is % a vector (more than one guess), a corresponding number of % answers will be returned, e will also be a vector and L and E % will be matrices (with each row corresponding to the iterations % resulting after each guess). % % Inputs % % H design matrix (p-by-m) % Y input trainig data (p-by-k) % l initial guess(es) at lambda (vector length q)(default 0.01) % options options (string) % U optional non-standard smoothing metric (m-by-m) % Outputs % % l final estimate(s) for lambda (1-by-q) % e final estimate(s) for model selection score (1-by-q) % L list(s) of running lambda values (n-by-q) % E list(s) of running error values (n-by-q) % % The various model selection criteria used are: % % UEV Unbiased Estimate of Variance % FPE Final Prediction Error % GCV Generalised Cross Validation % BIC Bayesian Information Criterion % % specified in options by, e.g. 'FPE'. % defaults Verbose = 0; Flops = 0; Model = 'g'; Threshold = 1000; Hard = 100; Standard = 1; % process options if nargin > 3 
  
% initialise i = 1; [arg, i] = getNextArg(options, i); % scan through arguments 
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while ~isempty(arg) if strcmp(arg, '-v') % verbose output required Verbose = 1; elseif strcmp(arg, '-V') % verbose output required with compute cost reporting Verbose = 1; Flops = 1; elseif strcmp(arg, '-U') % non-standard penalty matrix Standard = 0; elseif strcmp(arg, '-h') % hard limit to specify [arg, i] = getNextArg(options, i); hl = str2double(arg); if ~isempty(hl) if hl > 1 Hard = round(hl); else fprintf('globalRidge: hard limit should be positive\n') error('globalRidge: bad value in -h option') end else fprintf('globalRidge: value needed for hard limit\n') error('globalRidge: missing value in -h option') end elseif strcmp(arg, '-t') % termination criterion to specify [arg, i] = getNextArg(options, i); te = str2double(arg); if ~isempty(te) if te >= 1 Threshold = round(te); elseif te > 0 Threshold = te; else fprintf('globalRidge: threshold should be positive\n') error('globalRidge: bad value in -t option') end 
  
else fprintf('globalRidge: value needed for threshold\n') error('globalRidge: missing value in -t option') end elseif strcmpi(arg, 'uev') % use UEV (unbiased expected variance) Model = 'u'; elseif strcmpi(arg, 'fpe') % use FPE (final prediction error) Model = 'f'; elseif strcmpi(arg, 'gcv') % use GCV (generalised cross-validation) Model = 'g'; elseif strcmpi(arg, 'bic') % use BIC (Bayesian information criterion) Model = 'b'; 
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else fprintf('%s\n', options) for k = 1:i-length(arg)-1; fprintf(' '); end for k = 1:length(arg); fprintf('^'); end fprintf('\n') error('globalRidge: unrecognised option') end % get next argument [arg, i] = getNextArg(options, i); end end if nargin < 3 l = 0.01; % default initial guess end if ~Standard if nargin < 5 fprintf('globalRidge: specify non-standard penalty matrix\n') error('globalRidge: -U option implies fifth argument') end else U = 1; 
  
end % initialise [~, m] = size(H); [p, ~] = size(Y); [q1, q2] = size(l); if q1 == 1 q = q2; elseif q2 == 1 q = q1; else error('globalRidge: list of guesses should be vector, not matrix') end [u1, u2] = size(U); if u1 == m && u2 == m % transform the problem - equivalent to U'*U metric H = H /U; elseif u1 ~= 1 || u2 ~= 1 estr = sprintf('%d-by-%d', m, m); error(['globalRidge: U should be 1-by-1 or ' estr]) end HH = H' * H; HY = H' * Y; e = zeros(1, q); if nargout > 2 L = zeros(Hard+1, q); end if nargout > 3 E = zeros(Hard+1, q); end maxcount = 1; if Verbose fprintf('\nglobalRidge\n') 
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end if Flops flops(0) end % loop through each guess for i = 1:q if Verbose fprintf('pass ') fprintf(' lambda ') if Model == 'u' fprintf(' UEV ') elseif Model == 'f' fprintf(' FPE ') elseif Model == 'g' fprintf(' GCV ') else fprintf(' BIC ') end fprintf(' change ') 
  
if Flops fprintf(' flops\n') else fprintf('\n') end end notTooMany = 1; notDone = 1; count = 0; A = inv(HH + l(i) * eye(m)); g = m - l(i) * trace(A); PY = Y - H * ((HH+l(i)*eye(m))\ HY); YPY = trace(PY'* PY); if Model == 'u' psi = p / (p - g); elseif Model == 'f' psi = (p + g) / (p - g); elseif Model == 'g' psi = p^2 / (p - g)^2; else psi = (p + (log(p) - 1) * g) / (p - g); end e(i) = psi * YPY / p; if Verbose fprintf('%4d %9.3e %9.3e - ', count, l(i), e(i)) if Flops fprintf('%9d\n', flops) else fprintf('\n') end end if nargout > 2 L(1,i) = l(i); end if nargout > 3 E(1,i) = e(i); 
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end % re-estimate til convergence or exhaustion of iterations while notDone && notTooMany % next iteration count = count + 1; % get some needed quantities A2 = A^2; A3 = A * A2; % re-estimate lambda if Model == 'u' eta = 1 / (2 * (p - g)); elseif Model == 'f' eta = p / ((p - g) * (p + g)); elseif Model == 'g' eta = 1 / (p - g); 
  
else eta = p * log(p) / (2 * (p - g) * (p + (log(p) - 1) * g)); end nl = eta * YPY * trace(A - l(i) * A2) / trace(HY' * A3 * HY); % store result if nargout > 2 L(count+1,i) = nl; end % calculate new model selection score A = inv(HH + nl * eye(m)); g = m - nl * trace(A); PY = Y - H * ((HH+nl*eye(m))\ HY); YPY = trace(PY'* PY); if Model == 'u' psi = p / (p - g); elseif Model == 'f' psi = (p + g) / (p - g); elseif Model == 'g' psi = p^2 / (p - g)^2; else psi = (p + (log(p) - 1) * g) / (p - g); end ns = psi * YPY / p; % store result if nargout > 3 E(count+1,i) = ns; end % what's the change if Threshold >= 1 % interpret threshold as one part in many change = round(abs(e(i) / (e(i) - ns))); else % interpret threshold as absolute difference change = abs(e(i) - ns); end % time to go home? if count >= Hard notTooMany = 0; elseif Threshold >= 1 % interpret threshold as one part in many 
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if change > Threshold notDone = 0; 
  
end else % interpret threshold as absolute difference if change < Threshold notDone = 0; end end % get ready for next iteration (or end) l(i) = nl; e(i) = ns; if Verbose fprintf('%4d %9.3e %9.3e ', count, l(i), e(i)) if Threshold >=1 fprintf('%7d ', change) else fprintf('%7.1e ', change) end if Flops fprintf('%9d\n', flops) else fprintf('\n') end end end if Verbose if ~notTooMany fprintf('hard limit reached\n') else if Threshold >=1 fprintf('relative ') else fprintf('absolute ') end fprintf('threshold in ') end end end  
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Lampiran 2. Script M-File RBF Design 
function H = rbfDesign(X, C, R, options) % H = rbfDesign(X, C, R, options) % % Gets the design matrix from the input data, centre positions % and radii factors. % % Input % X Input training data (n-by-p) % C List of centres (n-by-m) % R Scale factors: scalar, n-vector, or n-by-n matrix % opt Specifying basis function type ('g' for Gaussian, % 'c' for Cauchy) and whether bias unit is rquired % (if yes then 'b'). % % Output % H Design matrix (p-by-m) % default function type % 'g' = gaussian (0) % 'c' = cauchy (1) % 'm' = multiquadric (2) % 'i' = inverse multiquadric (3) type = 0; % default bias bias = 0; % process options if nargin > 3 for option = options if option == 'g' type = 0; elseif option == 'c' type = 1; elseif option == 'm' type = 2; elseif option == 'i' type = 3; elseif option == 'b' bias = 1; else error('rbfDesign: illegal option') end end end % preliminary sizing [n, p] = size(X); [n1, m] = size(C); if n ~= n1 
  
error('rbfDesign: mismatched X, C') end [rr, rc] = size(R); % determine scaling type if rr == 1 & rc == 1 SCALING_TYPE = 1; % same radius for each centre elseif rr == 1 
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if rc == n SCALING_TYPE = 2; % same diagonal metric for each centre R = R'; elseif rc == m SCALING_TYPE = 4; % different radius for each centre R = R'; else error('rbfDesign: mismatched C and row vector R') end elseif rc == 1 if rr == n SCALING_TYPE = 2; % same diagonal metric for each centre elseif rr == m SCALING_TYPE = 4; % different radius for each centre else error('rbfDesign: mismatched C and row vector R') end elseif rr == n if rc == n SCALING_TYPE = 3; % same metric for each centre IR = inv(R); elseif rc == m SCALING_TYPE = 5; % different diagonal metric for each centre else error('rbfDesign: mismatched C and matrix R') end elseif rc == n if rr == m SCALING_TYPE = 5; % different diagonal metric for each centre R = R'; else error('rbfDesign: mismatched C and matrix R') end else error('rbfDesign: wrong sized R') end % start constructing H H = zeros(p, m); for j = 1:m % get p difference vectors for this centre D = X - dupCol(C(:,j),p); 
  
% do metric calculation if SCALING_TYPE == 1 % same radius for each centre s = diagProduct(D',D) / R^2; elseif SCALING_TYPE == 2 % same diagonal metric for each centre DR = D ./ dupCol(R, p); s = diagProduct(DR',DR); elseif SCALING_TYPE == 3 % same metric for each centre DR = IR * D; s = diagProduct(DR',DR); elseif SCALING_TYPE == 4 % different radius for each centre s = diagProduct(D',D) / R(j)^2; else% different diagonal metric for each centre DR = D ./ dupCol(R(:,j), p); 
76  
s = diagProduct(DR',DR); end % apply basis function if type == 0 % Gaussian (default) h = exp(-s); elseif type == 1 % Cauchy h = 1 ./ (s + 1); elseif type == 2 % multiquadric h = sqrt(s + 1); elseif type == 3 % inverse multiquadric h = 1 ./ sqrt(s + 1); end % insert result in H H(:, j) = h; end % add bias unit if bias H = [H ones(p, 1)]; end  
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Lampiran 3. Script M-File RBFNN 
clc; %Panggil Data %Data training n=40 D = xlsread('traininginput.xlsx'); %input training X = D; T = xlsread('trainingoutput.xlsx');%target training %Data testing n=10 D1 = xlsread('testinginput.xlsx'); %input testing X1 = D1; T1 = xlsread('testingoutput.xlsx'); %target testing data1 = xlsread('cluster.xlsx'); %cluster M = data1; sizem = size(M); data2 = xlsread('jarak.xlsx'); %spread SD = data2; disp('===================ProsesTraining==================='); %Aktivasi Fungsi Gaussian (Hidden Layer) H = rbfDesign(X', M, SD, 'b'); lamb = globalRidge(H, T, 0.05); %Mencari Bobot Optimal W = (inv((H'*H)+ lamb*eye(sizem(1,2)+1)))*H'*T; %Output output = H*W; Y = round(output); disp('Hasil Klasifikasi Training'); 
  
sizey = size(Y); %Perhitungan akurasi hitung = 0; for i = 1 : sizey(1,1) if T(i,1)==Y(i,1); hitung = hitung+1; end end jumlah_klasifikasi_training_yang_benar = sum(hitung); jumlah = jumlah_klasifikasi_training_yang_benar; Akurasi1 = (jumlah/sizey(1,1))*100; disp('Akurasi Data Training') disp(Akurasi1) disp('===================ProsesTesting==================='); %Aktivasi Fungsi Gaussian (Hidden Layer) H1 = rbfDesign(X1', M, SD, 'b'); %output output1 = H1*W; Y1 = round(output1); disp('Hasil Klasifikasi Testing'); 
  
sizey1 = size(Y1); %Perhitungan akurasi hitung1 = 0; for i = 1 : sizey1(1,1) if T1(i,1)==Y1(i,1); hitung1 = hitung1+1; 
78  
end end jumlah_klasifikasi_testing_yang_benar = sum(hitung1); jumlah1 = jumlah_klasifikasi_testing_yang_benar; Akurasi2 = (jumlah1/sizey1(1,1))*100; disp('Akurasi Data Testing') disp(Akurasi2)  
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Lampiran 4. Script M-File Col Sum 
function s = colSum(X) %  s = colSum(X) % %  Outputs a row vector whose elements are the %  sums of the columns of X. %  Designed to get round the feature of the standard %  routine (sum) of summimg row vectors to a scalar. %  If colSum is handed a row vector, the same vector %  is given back. % %  Inputs % %    X     matrix (m-by-n) % %  Output % %    s     vector (1-by-n) 
  
[m,n] = size(X); 
  
if m > 1     s = sum(X); else     s = X; end   
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Lampiran 5. Script M-File Diag Product 
function d = diagProduct(X, Y) %  d = diagProduct(X, Y) %  Outputs the diagonal of the product of X and Y. %  Faster than diag(X*Y). %  Inputs %    X    matrix (m-by-n) %    Y    matrix (n-by-m) %  Output %    d    vector (m-by-1) 
  
[m,n] = size(X); [p,q] = size(Y); 
  
if m ~= q | n ~= p   error('diagProduct: bad dimensions') end 
  
% P - a column vector of the rows of X P = X'; P = P(:); 
  
% Q - a column vector of the columns of Y Q = Y(:); 
  
% Z - an [n,m] matrix containing the components of P.*Q Z = zeros(n,m); Z(:) = P .* Q; 
  
% d - the answer is the sum of the columns of Z d = colSum(Z)';   
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Lampiran 6. Script M-File GUI Diagnosis 
function varargout = diagnosis(varargin) % DIAGNOSIS MATLAB code for diagnosis.fig %      DIAGNOSIS, by itself, creates a new DIAGNOSIS or raises the existing %      singleton*. % %      H = DIAGNOSIS returns the handle to a new DIAGNOSIS or the handle to %      the existing singleton*. % %      DIAGNOSIS('CALLBACK',hObject,eventData,handles,...) calls the local %      function named CALLBACK in DIAGNOSIS.M with the given input arguments. % %      DIAGNOSIS('Property','Value',...) creates a new DIAGNOSIS or raises the %      existing singleton*.  Starting from the left, property value pairs are %      applied to the GUI before diagnosis_OpeningFcn gets called.  An %      unrecognized property name or invalid value makes property application %      stop.  All inputs are passed to diagnosis_OpeningFcn via varargin. % %      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows only one %      instance to run (singleton)". % % See also: GUIDE, GUIDATA, GUIHANDLES 
  
% Edit the above text to modify the response to help diagnosis 
  
% Last Modified by GUIDE v2.5 20-Sep-2017 00:09:19 
  
% Begin initialization code - DO NOT EDIT gui_Singleton = 1; gui_State = struct('gui_Name',       mfilename, ...                    'gui_Singleton',  gui_Singleton, ...                    'gui_OpeningFcn', @diagnosis_OpeningFcn, ...                    'gui_OutputFcn',  @diagnosis_OutputFcn, ...                    'gui_LayoutFcn',  [] , ...                    'gui_Callback',   []); if nargin && ischar(varargin{1})     gui_State.gui_Callback = str2func(varargin{1}); end 
  
if nargout     [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); else     gui_mainfcn(gui_State, varargin{:}); end 
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% End initialization code - DO NOT EDIT 
  
  
% --- Executes just before diagnosis is made visible. function diagnosis_OpeningFcn(hObject, eventdata, handles, varargin) % This function has no output args, see OutputFcn. % hObject    handle to figure % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) % varargin   command line arguments to diagnosis (see VARARGIN) 
  
% Choose default command line output for diagnosis handles.output = hObject; 
  
% Update handles structure guidata(hObject, handles); 
  
% UIWAIT makes diagnosis wait for user response (see UIRESUME) % uiwait(handles.figure1); 
  
  
% --- Outputs from this function are returned to the command line. function varargout = diagnosis_OutputFcn(hObject, eventdata, handles)  % varargout  cell array for returning output args (see VARARGOUT); % hObject    handle to figure % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) 
  
% Get default command line output from handles structure varargout{1} = handles.output; 
  
  
  
function energy_Callback(hObject, eventdata, handles) % hObject    handle to energy (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of energy as text %        str2double(get(hObject,'String')) returns contents of energy as a double 
  
  
% --- Executes during object creation, after setting all properties. function energy_CreateFcn(hObject, eventdata, handles) % hObject    handle to energy (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB 
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% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. %       See ISPC and COMPUTER. if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor'))     set(hObject,'BackgroundColor','white'); end 
  
  
  
function max_Callback(hObject, eventdata, handles) % hObject    handle to max (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of max as text %        str2double(get(hObject,'String')) returns contents of max as a double 
  
  
% --- Executes during object creation, after setting all properties. function max_CreateFcn(hObject, eventdata, handles) % hObject    handle to max (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. %       See ISPC and COMPUTER. if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor'))     set(hObject,'BackgroundColor','white'); end 
  
  
  
function min_Callback(hObject, eventdata, handles) % hObject    handle to min (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of min as text %        str2double(get(hObject,'String')) returns contents of min as a double 
  
  
% --- Executes during object creation, after setting all properties. 
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function min_CreateFcn(hObject, eventdata, handles) % hObject    handle to min (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. %       See ISPC and COMPUTER. if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor'))     set(hObject,'BackgroundColor','white'); end 
  
  
  
function std_Callback(hObject, eventdata, handles) % hObject    handle to std (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of std as text %        str2double(get(hObject,'String')) returns contents of std as a double 
  
  
% --- Executes during object creation, after setting all properties. function std_CreateFcn(hObject, eventdata, handles) % hObject    handle to std (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. %       See ISPC and COMPUTER. if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor'))     set(hObject,'BackgroundColor','white'); end 
  
% --- Executes on button press in pilih. function pilih_Callback(hObject, eventdata, handles) % hObject    handle to pilih (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) [FileName,PathName] = uigetfile({'*.wav'},'file selector'); if isempty(FileName) return end global I; Filedata=[PathName FileName]; 
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I=wavread(Filedata); set(handles.name,'string',FileName); axes(handles.axes1); cla; [c,l]=wavedec(I,12,'haar'); [ea,ed]=wenergy(c,l); plot(I); eenr=max(ed); for i=1:12 if ed(i)>= eenr mm=i end end for i=1:12 if ed(i)== eenr ed(i)=0 end end eenr2=max(ed) for i=1:12 if ed(i)>= eenr2 mn=i end end det1=wrcoef('d',c,l,'haar',mm); det2=wrcoef('d',c,l,'haar',mn); s=det1+det2; set(handles.energy,'string',eenr); emax=max(s); set(handles.max,'string',emax); emin=min(s); set(handles.min,'string',emin); estd=std(s); set(handles.std,'string',estd); 
  
  
% --- Executes on button press in diagnos. function diagnos_Callback(hObject, eventdata, handles) % hObject    handle to diagnos (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) a1 = str2num(get(handles.energy,'string')); a2 = str2num(get(handles.min,'string')); a3 = str2num(get(handles.max,'string')); a4 = str2num(get(handles.std,'string')); 
  
inp = [a1 a2 a3 a4]; xlswrite('testinginput.xlsx',inp); rbfnn; out=Y1; if out<1 out = 'NORMAL'; else out= 'ABNORMAL'; end; set(handles.hasil,'string',out); 
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function hasil_Callback(hObject, eventdata, handles) % hObject    handle to hasil (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of hasil as text %        str2double(get(hObject,'String')) returns contents of hasil as a double 
  
  
  
  
% --- Executes during object creation, after setting all properties. function hasil_CreateFcn(hObject, eventdata, handles) % hObject    handle to hasil (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. %       See ISPC and COMPUTER. if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor'))     set(hObject,'BackgroundColor','white'); end 
  
  
% --- Executes during object creation, after setting all properties. function axes1_CreateFcn(hObject, eventdata, handles) % hObject    handle to axes1 (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    empty - handles not created until after all CreateFcns called 
  
% Hint: place code in OpeningFcn to populate axes1 
  
  
% --- Executes on button press in keluar. function keluar_Callback(hObject, eventdata, handles) % hObject    handle to keluar (see GCBO) % eventdata  reserved - to be defined in a future version of MATLAB % handles    structure with handles and user data (see GUIDATA) close;   
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Lampiran 7. Tabel data input training 
NO NAMA INPUT ENERGY MIN MAX STDEV 
1 N1 43.0175 -0.7506 0.5918 0.174 
2 N2 55.4601 -0.2595 0.2679 0.0138 
3 N3 53.2838 -0.2964 0.4599 0.036 
4 N4 64.8271 -0.3699 0.3702 0.0285 
5 N5 31.1847 -0.3874 0.3383 0.107 
6 N6 49.0091 -0.1576 0.1564 0.0362 
7 N7 41.5131 -0.5789 0.602 0.1496 
8 N8 36.2641 -0.1407 0.1365 0.0528 
9 N9 38.7404 -0.2458 0.2163 0.0758 
10 N10 44.5348 -0.1892 0.2023 0.0736 
11 N11 35.5385 -0.2869 0.2661 0.0931 
12 N12 43.4504 -0.224 0.3809 0.0534 
13 N13 49.8005 -0.2335 0.2565 0.0293 
14 N14 37.233 -0.8631 0.8872 0.095 
15 N15 40.6368 -0.2623 0.439 0.0953 
16 N16 47.3161 -0.5216 0.4513 0.1057 
17 N17 41.2926 -0.1973 0.1697 0.0677 
18 N18 32.5361 -0.0462 0.057 0.0053 
19 N19 48.8863 -0.2964 0.2786 0.0247 
20 N20 42.3952 -0.1755 0.1524 0.0165 
21 60-58-94 67.3959 -0.6602 0.585 0.1077 
22 54-32-55 40.5954 -0.3826 0.3809 0.1004 
23 67-79-95 38.4057 -0.372 0.5458 0.1011 
24 54-25-25 37.3295 -0.319 0.3108 0.0267 
25 67-55-60 61.1255 -0.2276 0.2555 0.0187 
26 62-55-34 37.8768 -0.2041 0.2878 0.0308 
27 63-70-73 25.5664 -0.167 0.2231 0.0281 
28 65-20-65 40.3944 -0.7077 0.7754 0.1182 
29 39-33-64 59.653 -0.189 0.2131 0.0202 
30 12-31-38 25.5696 -0.1757 0.1324 0.0384 
31 31-80-13 26.4691 -0.2312 0.2688 0.0371 
32 45-11-48 24.4353 -0.0655 0.0617 0.0076 
33 65-21-15 28.3666 -0.1653 0.1361 0.0317 
34 49-01-17 59.653 -0.189 0.2131 0.0202 
35 66-74-72 37.3709 -0.2883 0.2939 0.0802 
36 12-06-34 26.5174 -0.1357 0.1378 0.0188 
37 62-76-07 66.9859 -0.3462 0.3614 0.0307 
38 60-21-82 27.0091 -0.1721 0.1448 0.0451 
39 43-91-37 40.2992 -0.4599 0.389 0.1683 
40 60-33-66 41.1012 -0.5789 0.5291 0.0676  
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Lampiran 8. Tabel output data training 
NO NAMA OUTPUT PEMBULATAN DIAGNOSIS STATUS 
1 N1 0.00274 0 normal benar 2 N2 0.1218 0 normal benar 3 N3 0.12176 0 normal benar 4 N4 0.48705 0 normal benar 5 N5 0.1242 0 normal benar 6 N6 -0.0101 0 normal benar 7 N7 0.39474 0 normal benar 8 N8 0.52834 1 sakit jantung salah 9 N9 0.47181 0 normal benar 10 N10 0.12833 0 normal benar 11 N11 0.3962 0 normal benar 12 N12 -0.0593 0 normal benar 13 N13 0.08339 0 normal benar 14 N14 0.59744 1 sakit jantung salah 15 N15 0.67186 1 sakit jantung salah 16 N16 0.14387 0 normal benar 17 N17 0.46066 0 normal benar 18 N18 0.12131 0 normal benar 19 N19 -0.0203 0 normal benar 20 N20 0.0877 0 normal benar 21 60-58-94 0.68041 1 sakit jantung benar 22 54-32-55 0.67902 1 sakit jantung benar 23 67-79-95 0.53751 1 sakit jantung benar 24 54-25-25 0.66272 1 sakit jantung benar 25 67-55-60 0.57122 1 sakit jantung benar 26 62-55-34 0.62538 1 sakit jantung benar 27 63-70-73 0.98845 1 sakit jantung benar 28 65-20-65 0.50254 1 sakit jantung benar 29 39-33-64 0.9409 1 sakit jantung benar 30 12-31-38 0.9898 1 sakit jantung benar 31 31-80-13 1.07014 1 sakit jantung benar 32 45-11-48 0.62599 1 sakit jantung benar 33 65-21-15 0.54983 1 sakit jantung benar 34 49-01-17 0.9409 1 sakit jantung benar 35 66-74-72 0.66231 1 sakit jantung benar 36 12-06-34 1.0693 1 sakit jantung benar 37 62-76-07 0.82073 1 sakit jantung benar 38 60-21-82 0.98341 1 sakit jantung benar 39 43-91-37 0.5381 1 sakit jantung benar 40 60-33-66 0.641 1 sakit jantung benar  
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Lampiran 9. Tabel data input testing 
NO NAMA INPUT ENERGY MIN MAX STDEV 
1 N21 48.9338 -0.4454 0.5458 0.0427 
2 N22 45.4788 -0.3939 0.5006 0.0558 
3 N23 64.6146 -0.4136 0.4092 0.0474 
4 N24 48.1074 -0.6196 0.4912 0.0659 
5 N25 59.653 -0.189 0.2131 0.0202 
6 65-82-09 40.559 -0.6112 0.6347 0.0739 
7 67-19-72 24.6205 -0.3983 0.4812 0.1151 
8 67-32-45 26.8939 -0.0775 0.1129 0.0199 
9 59-93-06 36.2641 -0.1407 0.1365 0.0528 
10 53-94-15 37.233 -0.8631 0.8872 0.095  
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Lampiran 10. Tabel data output training  
NO NAMA OUTPUT PEMBULATAN DIAGNOSIS STATUS 
1 N21 -0.0081 0 normal benar 
2 N22 0.2261 0 normal benar 
3 N23 0.42648 0 normal benar 
4 N24 0.03801 0 normal benar 
5 N25 0.9409 1 sakit jantung salah 
6 65-82-09 0.63199 1 sakit jantung benar 
7 67-19-72 0.67235 1 sakit jantung benar 
8 67-32-45 1.00888 1 sakit jantung benar 
9 59-93-06 0.52834 1 sakit jantung benar 
10 53-94-15 0.59744 1 sakit jantung benar  
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Lampiran 11. Tabel Clustering 
Cluster ke- X1 X2 X3 X4 Jarak 
C1 43.3495 -0.3348 0.3319 0.0794 1.201 
C2 60.1438 -0.2019 0.2272 0.0197 0.982 
C3 54.3719 -0.278 0.3639 0.0249 1.093 
C4 66.403 -0.4588 0.4389 0.0556 1.58 
C5 26.2762 -0.1589 0.1578 0.0295 2.091 
C6 48.753 -0.3023 0.2857 0.049 1.464 
C7 40.8332 -0.4525 0.4693 0.1096 0.705 
C8 31.8604 -0.2168 0.1976 0.0561 0.713 
C9 37.3449 -0.34 0.368 0.0694 1.81  
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Lampiran 12. Tabel fungsi aktivasi Gaussian untuk data training 
Data Ke- c1 c2 c3 c4 c5 c6 c7 c8 c9 
1 0.779335 4.99E-133 1.06E-47 6.90E-96 1.27E-28 1.87E-07 5.45E-05 1.86E-107 5.06E-05 
2 6.85E-45 1.31E-10 0.368122 1.43E-21 2.51E-85 7.66E-10 9.56E-188 0 3.13E-44 
3 1.90E-30 5.99E-22 0.36819 1.13E-30 3.45E-73 6.83E-05 3.32E-136 0 2.09E-34 
4 1.28E-139 1.26E-10 1.81E-40 0.367818 2.35E-148 4.39E-53 0 0 7.54E-101 
5 2.77E-45 0 3.47E-196 1.66E-216 0.003961 2.86E-63 4.34E-82 0.368102 9.31E-06 
6 2.17E-10 1.45E-56 3.34E-11 2.17E-53 4.66E-52 0.952898 2.66E-59 5.85E-252 8.99E-19 
7 0.087745 3.49E-157 6.78E-61 1.65E-108 7.96E-24 2.19E-11 0.367565 1.39E-80 0.004799 
8 7.27E-16 1.51E-257 5.95E-120 8.75E-159 1.23E-10 2.43E-32 3.75E-19 2.66E-17 0.680364 
9 3.96E-07 4.84E-207 1.46E-89 7.24E-134 3.69E-16 4.83E-21 0.00012 3.64E-41 0.546523 
10 0.367736 1.87E-110 6.43E-36 6.06E-84 7.68E-34 0.000246 8.01E-13 5.83E-138 1.38E-07 
11 4.24E-19 2.16E-273 1.12E-129 1.84E-166 2.99E-09 4.13E-36 2.78E-25 2.71E-12 0.367796 
12 0.982453 3.07E-126 4.33E-44 2.19E-92 4.98E-30 1.99E-06 9.11E-07 1.64E-115 1.14E-05 
13 2.91E-13 6.57E-49 2.50E-08 1.08E-48 1.07E-55 0.597659 4.46E-71 1.11E-275 2.69E-21 
14 3.62E-12 1.61E-237 9.76E-108 8.10E-149 9.39E-13 9.37E-28 2.37E-12 3.77E-26 0.843808 
15 0.006015 4.01E-172 2.60E-69 3.13E-116 3.21E-21 4.43E-14 0.858429 1.40E-66 0.036466 
16 1.77E-05 6.62E-75 7.50E-19 4.17E-64 1.02E-44 0.367859 1.87E-37 6.19E-205 6.52E-14 
17 0.051579 8.98E-161 6.23E-63 1.92E-110 4.00E-23 5.21E-12 0.477217 9.90E-77 0.008436 
18 5.55E-36 0 4.10E-174 2.56E-200 0.000127 4.86E-54 3.50E-61 0.368129 0.000812 
19 5.85E-10 8.32E-58 1.14E-11 4.09E-54 1.65E-51 0.991431 1.88E-57 2.22E-248 2.19E-18 
20 0.509643 1.34E-142 6.83E-53 5.02E-101 1.56E-26 6.34E-09 0.005078 1.53E-95 0.000406 
21 7.06E-175 1.44E-24 1.83E-62 0.656525 1.02E-168 3.39E-71 0 0 1.84E-120 
22 0.005184 7.42E-173 9.96E-70 1.35E-116 4.20E-21 3.25E-14 0.869795 5.80E-66 0.039716  
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Data Ke- c1 c2 c3 c4 c5 c6 c7 c8 c9 
23 4.23E-08 1.32E-213 2.05E-93 4.28E-137 2.32E-15 1.95E-22 6.92E-06 1.89E-37 0.702047 
24 1.22E-11 3.81E-235 2.59E-106 8.78E-148 7.24E-13 3.61E-27 1.70E-11 2.67E-26 0.998239 
25 7.13E-96 0.367546 2.59E-17 1.38E-05 2.32E-121 9.56E-32 0 0 1.07E-75 
26 9.46E-10 5.02E-224 1.21E-99 2.62E-142 4.28E-14 1.07E-24 1.88E-08 1.17E-31 0.909906 
27 5.89E-96 0 2.21E-302 7.29E-291 0.890279 1.14E-109 1.63E-204 1.43E-34 4.00E-19 
28 0.001858 1.22E-176 6.99E-72 1.94E-118 1.36E-20 5.76E-15 0.493075 1.94E-63 0.053331 
29 9.06E-81 0.778664 7.08E-11 1.13E-08 2.22E-111 8.35E-25 2.469e-310 0 1.05E-66 
30 6.27E-96 0 2.51E-302 7.96E-291 0.89188 1.22E-109 1.81E-204 1.54E-34 4.05E-19 
31 1.58E-86 0 9.15E-284 3.60E-278 0.987541 2.39E-101 4.28E-181 1.46E-25 2.07E-16 
32 1.74E-108 0 0 3.46E-307 0.458724 1.42E-120 5.77E-236 7.31E-48 7.66E-23 
33 2.44E-68 0 1.34E-246 1.89E-252 0.368047 6.00E-85 1.06E-136 3.68E-11 2.01E-11 
34 9.06E-81 0.778664 7.08E-11 1.13E-08 2.22E-111 8.35E-25 2.469e-310 0 1.05E-66 
35 1.73E-11 2.71E-234 8.39E-106 2.29E-147 5.88E-13 5.61E-27 2.98E-11 1.11E-26 0.99727 
36 4.68E-86 0 8.29E-283 1.61E-277 0.986545 6.39E-101 5.41E-180 4.00E-25 2.79E-16 
37 6.10E-169 7.93E-22 1.43E-58 0.866028 2.38E-165 4.33E-68 0 0 3.39E-117 
38 3.86E-81 0 6.21E-273 9.84E-271 0.884276 1.55E-96 7.08E-168 7.76E-21 6.73E-15 
39 0.001551 3.91E-178 9.68E-73 2.84E-119 2.83E-20 3.23E-15 0.552257 1.18E-61 0.06914 
40 0.028076 3.83E-164 8.59E-65 4.22E-112 1.37E-22 1.28E-12 0.829115 6.98E-74 0.013138  
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Lampiran 13. Tabel fungsi aktivasi Gaussian data testing 
Data Ke- c1 c2 c3 c4 c5 c6 c7 c8 c9 
1 3.92E-10 2.15E-57 1.69E-11 8.08E-54 9.65E-52 0.945172 4.50E-58 6.69E-250 1.55E-18 
2 0.042178 1.24E-97 1.73E-29 6.78E-77 2.27E-37 0.006556 1.37E-19 2.87E-159 1.69E-09 
3 6.94E-137 9.18E-10 7.13E-39 0.277373 9.78E-147 1.03E-51 0 0 2.63E-99 
4 1.42E-07 4.40E-66 4.84E-15 5.79E-59 4.24E-48 0.770067 5.47E-47 1.93E-226 4.29E-16 
5 9.06E-81 0.778664 7.08E-11 1.13E-08 2.22E-111 8.35E-25 2.469e-310 0 1.05E-66 
6 0.004025 1.28E-173 3.73E-70 6.22E-117 4.94E-21 2.24E-14 0.771398 1.16E-65 0.040867 
7 2.38E-106 0 1.63e-322 1.94E-304 0.51392 9.61E-119 2.09E-230 1.32E-45 3.42E-22 
8 2.71E-82 0 3.02E-275 2.49E-272 0.914604 1.46E-97 9.52E-171 8.02E-22 3.18E-15 
9 7.27E-16 1.51E-257 5.95E-120 8.75E-159 1.23E-10 2.43E-32 3.75E-19 2.66E-17 0.680364 
10 3.62E-12 1.61E-237 9.76E-108 8.10E-149 9.39E-13 9.37E-28 2.37E-12 3.77E-26 0.843808  
