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Abntict. Variational inequalities connected with Signorini's problem have 
appeared as a natural generalization of the minimum potential-energy theorem 
for bodies with unilateral constraints. In this paper, we describe numerical 
experience on the use of variational inequalities and Pade approximants to 
obtain approximate solutions to a class of unilateral boundary value problems 
of elasticity, like those describing the equilibrium configuration of an 
elastic membrane stretched over an elastic obstacle. These problems have the 
peculier feature of being alternatively formulated as nonlinear boundary value 
problems without constraints for which the technique of Pade approximants can 
be successfluy employed. The variational inequality formulation is used to 
discuss the problem of uniqueness and existence of the solution. 
KegluofLd4. 'Variational inequality; unilateral problems; Signorini's problem; 
Pade approximants; Obstacle. 
INTRODUCTION 
This paper is considered with the development 
of a penalty formulation of a class of unila- 
teral problems in elasticity and with their 
use as a basis of Pade approximants method 
for the numerical solution of problems of 
this type. It has been shown by Oden and 
KikucA(1979) that the problem of equilibrium 
of linearly elastic bodied in contact with 
a rigid frictionless foundation can be char- 
acterized by a class of variational inequali- 
ties. In a variational inequality formulation 
of such problems, the location of the free 
boundary(contact area) becomes an intrinsic 
part of the solution and no special devices 
are needed to locate it. Using the idea of 
Lewy and Stampacchia(l969), we can also form- 
ulate these problems as nonlinear bounday 
value problems without constraints for which 
the technique of Pade approximants arezpplied. 
Our results indicate that our methods of order, 
2 and 4 are much better than the previous 
methods of Fisher and Usmani(1969) and Numer- 
ov, see Henrici(1961). 
For the purpose of some numerical experience, 
we consider the simple example of an elastic 
string lying over an elastic obstacle. The 
formulation and the approximation of the 
elastic string is very simple, however, it 
should be emphasized that the kind of numer- 
ical problems which occur for more complicated 
system will.be the same. Our approach to these 
problems is to consider in a general manner, 
seeming independent of the nonlinear problems 
in terms of variational inequalities and are 
later specialized. 
VARIATIONAL INEQUALITY FORMULATION 
Let H be a real Hilbert space with its dual 
H', and M, a closed convex subset of H. Let 
a(u,v) be a coercive continuous biliear form 
on H, that there exist contants G-0, g >O 
such that 
a(v,v) :oltvll for all VEH 
and 
a(u,vWllull Ilull for all u,veH. 
In Particular, it follows that a<g . If f 
is a linear continuous functional-on H, then 
it is well-known, see Oden and Kikuchi(l979), 
that there exists a unique solution u&M of 
a(u,v-u) > <f,v-u> for all VEH - 
(1) 
Moreover, if the bilinear form a(u,v) is 
symetric, then (1) is equivalent to finding 
the minimum of the functional I[v] on the 
convex subset M, where 
I[v] = a(v,v)-Z<f,v> 
Remah. The variational inequality (1) chara- 
cterizes the Signorini's problem in elastos- 
tactics. If R is an open bounded domain in 
R" with smooth boundary aa , representing 
the elastic string subjected to external 
forces; and if part of the boundary may come 
into contact with a rigid foundation, then 
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the inequality (1) is simply a statement of 
the principle of virtual work for an elastic 
string. The strain energy of the elastic str- 
ing corresponding to an admissible displace- 
ment v is a(v,v). Thus a(u,v-u) is the work 
produced by the stresses through strains 
caused by the virtual displacement v-u. The 
linear continuous functional f represents the 
work done by the external forces. 
In order to apply the Pade approximants, we 
must have equations instead of inequalities. 
Thus using the idea of Lewy and Stampacchia 
(1969), the inequality (1) can be written as 
follows: 
a(u,v) +Mu-$>(u-$),v) =<f,v > (2) 
for all VEH, where v(t) is the discontinuous 
function defined by 
1 
I 
for t>o - 
v(t) = 
0 for t<o 
is knoknas the penalty function and $<O on 
as1 is an elastic obstacle. 
NUMERICAL METHOD 
In order to solve (2) by the Pade approx- 
imants, we first consider the linear two point 
boundary value problem 
y"(X) = hZy(x) + g 
y(a)= A , y(b)= B (3) 
where AZ>0 ang g are constants. This 
equation Gill be the basis for obtaining the 
numerical solutions of (2). The system (3) 
belongs to a general class of boundary value 
problems of the type 
y"(x) = F(x)y(x)+ g(x) 
y(a)=& y(b)= B (4) 
where F(x) and g(x) are continuous functions 
with F(x)> 0 on [a,b] and a, b, A,B are 
arbitrary-real finite constants. Since the 
analytical solution of (4) cannnot be obtained 
in general for arbitrary choices of F(x) and 
g(x), hence numerical techniques are adopted 
to solve them. Various authers including 
Fox(1957), Aziz and Hubbard(l964), and Usmani 
(1973) have used the finie difference methods 
to solve this system. We, in this paper, use 
the multvariative methods, which are known to 
give high accuracy when used to solve 
problems for which higher derivatives are 
available. 
Due to space limitation, we only consider 
the system(3). It is known that the analyti- 
cal solution of (3) can be obtained in the 
following form 
y(x) = Ce AX + DesXX - g/X2 (5) 
where C and D are constants to be determined 
by the given boundary conditions in (3). 
Suppose x is incremented using a constant 
stepsize h =(b-a)/N+l, where N is a positive 
integer. The solution of (3) will be comput- 
ed at the N points x. = ih, i=l(l)N. We 
also define xn such chat xn=a+nh, n=O(l)N+l. 
It is easy to show, see Tirmizi(l983) that 
the solution y(x) of (3) satisfies the 
following recurrence relation 
wherey(x-h)ARy(x)+y(x+h)- S (6) 
R = exp(Xh)+exp(-Xh) 
and 
S = -(2-R)g/X' 
Using this relation, Pade approximants met- 
hod will determine the solution y =y(x 
n=l(l)N, the accuracy depending 0:: then 
), 
approximation to exp(+Xh) used in (6). 
Applying (m,k) Pade approximants to exp(ih) 
of the form 
exp(Xh)=R m k(Xh) 
= (;(Xh))-lPk(Xh) +O(hmtk+'), 
where Pk, Qm are polynomials of degrees k 
and m respectively. defined by the relations 
Pk($l)=l+pl k92+ . . . . . . . . . 
, 
PO(G) =l, (7) 
and 
Qm(~)=1-q1,mG+q2,m$-- --'(~l)mqmm~m~ 
Q,W=L (8) 
where 
I 
'l,k ' '2,k 
>-- ----. >pk,k’ 0 
and 
'1,m 
> q2,m >--------- -'>q,,, >O 
depending on the choosen Pade approximants. 
Thus the equation (6) reduces to the form: 
Q,GWQm(-Myn_l- [Q,(-Xh)P,(Ah)+QJXh) 
xPR(-hh) ]yn+Qm(Xh)Qm(-Xh)yn+, 
=]2Qm(hh)Q,(-Ah)- I9,(-xh)P,(Xh) 
+Q,(Xh)P,(-Ah)) 1 (=$A (9) 
From (71, (8) and (9), we develop two impli-' 
tit algorithms based on (1,2) and (2,3) Pade 
approximant respectively. We obtain their 
local truncation error by using the Taylor 
series expansion to y 
%l 
about y and 
collecting terms from 0th sides gf (9), and 
rearranging them; 
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M&hod 1: Il,t!l Pide apptmmati. 
A2h2 
-(1- 9 )yn_1 q n +(2+ zXgh2)y -(l- 
X2h2 
7).'l-&l 
I -gh2 + O(h4), n=l(l)R (10) 
Local Error = - 2 y ' 4 (iv) (x)-l~oh6y(vi)(~) 
Method II : ( 2,3 ) Pade appt.&ma& 
-(l- ~:2+&jh4)yn 1+(2+ 
3X2 2 -X4h4 
$+'h2+ $$4)y n 
-(l- 5d + 400 )yn+l 
=-gh2(1+ $$h2)+G(h6) (11) 
n=l(l)N 
Local error =3= h6 (vi)(x) + &oy(viii)(x) 
Examination of their local error expressions 
shows that methods I and II are of order 2 
and 4 respectively and are consistant in the 
sense of Henrici(l961). In the next section, 
we consider the convergence criteria of our 
methods. 
CONVERGENCE 
We now consider the convergence of Method I 
based on (1,2) Pade approximant. To do so, we 
define the discritisation error e =y -sn, 
where s is numerical approximatik to y 
and is kained by neglecting the truncatik 
error in (10). Let Y=(y,), Z-k,); C=(cn), 
T =(t ), E-(e ) be N-dimensional vectors. We 
also define "Ib# YIe I,where 11 II represe- 
nts 11 I&norm of a matri"x vector. Using these 
notations, we can rewrite the equation (10) 
inthe matrix form as follows: 
i) MY=C+T 
ii) ME-C (12) 
iii) ME = T, 
where M is a tridiagonal matrix and 
M - A + h2BD, D- diag(d ) -1: 
A=(aij), Ad=(z?ij ) with aiig2, ai,=-1. 
li-jl- 1, and B =(bij) with bii -719, b ij 
=1/9 
Ii-jl- 1. 
It is known,see Fisher and UsFfi(1969) that 
A is a monotone matrix and lb II ((b-a)/Sh2. 
Cur main purpose here is to derive a bound 
on E . For this, we need the following. 
L~JWIKX 7 (Faobehg~1969)) 
r,j B .& Mlathix o,j o)Ldti N and Iblkr, then 
[l+B]-l existi and 11 il+B,-‘11 <l/(1-1)8)1) 
Considering (12.111) and rewriting it into 
the following form, we have 
-1 E-M T- (A+h*BF)-lT =(I+h2d1BF)A-lT, 
ve have by taking norm of the both sides, 
From (lo), it follows that 
Itrll Li6h4M4, where M 4 = "," I Y(iv) (4 
It is obvious that /Blkl and D = ~Idn~D$, 
from which, we get 
lb11 s2s K = +,$~6’l-Dm@$2 1-l 
From this inequality, it follows that (10) is 
a second order convergent method. In a 
similar way, using (ll), we can show that 
the method based on (2,3) Pade approximant 
is a fourth order method. Due to space 
limitation, we leave the details to the 
reader. 
TBZ ELASTIC STRING AS AN EXAMPLE 
As an example, we apply the Pade approximant 
methods discussed earlier in solving the 
following nonlinear equation, which has been 
written after using the idea of Lewy and 
Stampacchia(l979). 
u" -V(u-Jl)(u-$) = 0, o<x<n 
(13) 
u(0) = u(v)= 0 
where $ is a given by I 
-1 
$(x) 1 
i 
for O< x< & -- 
for &r<x< -x ft (14) 
-1 
43-- 4 
for 2"' x <n 
Equation (13) describes the equilibrium conf- 
iguration of an elastic string pulled at the 
ends and lying over an elastic step of cons- 
tant height 1 and unit rigidity. 
Since the obstacle function J, is known, SO 
it is possible to find the exact solution of 
the problem coincidingwith the interval 
Lv< x < 21 Consequently from (13) and (14), 
$e-obtxii the following equations 
u” = 0 for O< xc;, 
U” -u-l for t<x< 
with the boundary conditions at 
2E <x<Tf 
4 
I 
3 
1 
Qs) 
T ii. 
x-o, x- n 
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and the conditions of continuity of u and u' 
at x=x14, x = 3x14 with analytical solution Table I. Observed lIEI 
I 
se73ws!e’ Fourth Order 
4x/(n+4coth ; for 0 <xc $ .- h 
Methods 
- Fisher's Method I Numerov Methodll 
u(x)= l- [4cosh( 5 -x)]/[xSin$ +4Cosh 21 $ 0.727~10 
-3 0.247~10-~ o.25x1o-5 0.169x1G6 
for 4 _ _4 R <x <2 1 -4 -6 
for f <xzir 
i2 .183x1o-3 .612x10 .157x10 '105x1ii7 
4(x-x)/[r+4coth 21 1 
24 
.458x10-4 .151x1o-4 .981x1O-8 .651x1$ 
and the corresponding diagram is the line 
AMNB of the following figure. 
The numerical solutions between the intervals 
O< x<7J4 and 3r/4<x<n is obtained by tak- 
ing X2 and g zero in Method I and MethodlI, 
which are then reduced to standard central 
finite difference scheme and the numerical 
solutions are exact and 11 ~11 at the mid 
points approximately takes values between 
o.9x1o-1 and 0.5x10 -1 if the stepsize is 
reduced from h to hj4. We don't include 
these results in the table. 
In the table I, we give the values for the 
problem 15(ii) and the norm lbll is calcul- 
ated at x - x/2. The results for the second 
order method, i.e., (1,2) Pade approximants 
are compared with the standard difference 
method given in Fisher and Usmani(1969). The 
results of the fourth order method, i.e., 
(2.3) Pade approximants are compared with the 
well-known Numerov's method in the unknown 
Y n=l(l)N , 
(f9&) 
of order 4 proved in Henrici 
3 given as n 
yn-l -2yn+yn+l = $[YV*n_l+loY; +Y;+ll (5) 
It is noted that the method of Aziz and 
Hubbard(1964) is identical to (16), when F(x) 
and g(x) in (4) are constants. 
We remark that Method I and Method 7I discu- 
ssed in this paper are much better than the 
methods of Fisher and Usmani(1969) and Numerov 
of order 2 and order 4 respectively. Our 
results given in Table I confirm that on 
h$ii;x ~~~r~~~:~ryh'r~~=c~~~ ;;z;rff 
l/p2, where 2p is the order of the numerical 
method. 
The numerical calculations were done on an 
IBM 3033 computer at King Saud University, 
Riyadh, using the double precision in order 
to reduce the round of error to a minimum. 
CONCLUSION 
In this paper, we studied and applied a new 
method for finding the numerical solution of 
a unilateral problem in elastostatics. Numer- 
ical results were also obtained for the 
elastic beam in the presence of a rigid bar- 
rier(obstacle). The results so for obtained 
are very promising and we hope to carry on 
our investigation for other unilateral prob- 
lems. A detailed analysis of such methods, 
both analytically and numerically, will 
constitute an immediate and interesting 
subject of future study. Pade approximant 
is new method and is an alternate way of 
tackling the unilateral problems cuopled 
with the theory of variational inequalities. 
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