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Abstract
Estimation of the location parameters of a p × 1 random vector X with a spherically symmet-
ric distribution is considered under quadratic loss. The conditions of Brandwein and Strawderman
[Ann. Statist. 19(1991) 1639–1650] under which estimators of the form X + ag(X) dominate X
are (i) ‖g‖2/2 − h − % ◦ g , where −h is superharmonic, (ii) E[R2h(V)] is nonincreasing
in R, where V has a uniform distribution in the sphere centered at  with a radius R, and (iii)
0<a1/[pE0(‖X‖−2)]. In this paper, we not only drop their condition (ii) to show the dominance
of X+ ag(X) over X, but also obtain a new bound for a which is sometimes better than that obtained
by Brandwein and Strawderman. Speciﬁcally, the new bound of a is 0<a < [1/(p2−1)][1− (p−
1)1/(p−12)]−1 with i =E0(‖X‖i ) for i=−1, 1, 2. The generalization to concave loss functions
is also considered. Additionally, we investigate estimators of the location parameters when the scale
is unknown and the observation contains a residual vector.
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1. Introduction
Stein [16] ﬁrst demonstrated the inadmissibility of the best invariant estimator X′ =
(X1, . . . , Xp) of a normal mean ′ = (1, . . . , p) under quadratic loss, and showed that
the estimators of the form
a,b(X) =
(
1 − b
a + |X|2
)
X (1)
dominate X for a sufﬁciently small and b sufﬁciently large when p3. Since then much
research has been devoted to improving upon the best invariant estimator of a location vector
 by relaxing the normality assumption, using different loss functions, or considering more
general estimators.
James and Stein [13] presented an explicit class of dominating estimators, (1−a/|X|2)X
for 0 < a < 2(p − 2) under the quadratic loss if X has a normal distribution with identity
covariance matrix Ip. They also showed that the assumption of normality is unnecessary.
Brown [7] proved that the best invariant estimator of a location vector is inadmissible for a
wide class of distributions and loss functions if the dimension is at least three. James and
Stein’s [13] result remains true if the distribution of X is spherically symmetric and p4
as shown by Brandwein [2], Brandwein and Strawderman [3,4,6], Fan and Fang [11] and
others; see the review article by Brandwein and Strawderman [5]. Under the assumption
that the components of X are independent, identically and symmetrically (iis) distributed
about their respective means, Shinozaki [15] investigated the bounds of a and b in (1) which
involve the second and the fourth moments of the component distributions. Shinozaki also
used the integration-by-parts to discuss the ranges of a and b by assuming that X has either
uniform, or t or double exponential distributions. Xu [19] investigated the bounds of a and
b in (1) when X has a sign-invariant distribution.
In the direction of more general estimators, Miceli and Strawderman [14] considered an
estimator that is more general than (1), that is, they replace b by a function br(X21, . . . , X2p).
They, however, restricted the distribution ofX to the subclass of iis distributions called inde-
pendent component variancemixtures of normals.Their loss function is nonquadratic.When
X has a spherically symmetric distribution about its mean, Brandwein and Strawderman [6]
used the divergence theorem to show the dominance of the estimators
a(X) = X + ag(X) (2)
over X. Their loss function is either quadratic, or a concave function of quadratic loss
or the general quadratic loss. The conditions of Brandwein and Strawderman [6] under
which a(X) dominatesX are (i) |g|2/2 −h −%◦g , where −h is superharmonic, (ii)
E[R2h(V)] is nonincreasing inR,whereV has a uniformdistribution in the sphere centered
at  with a radius R and (iii) 0 < a1/[pE0(|X|−2)]. Their idea to show dominance of
a(X) over X is to use the fact that if −h is superharmonic, its average over the ball
(“volume”) is greater than its average over the sphere (“surface area”). The estimators a(X)
given by (2), together with conditions (i) and (iii) extend the classical James–Stein estimator
to a broader class of estimators, while their condition (ii) is a technical condition. To our
knowledge, their result is to date the most general for spherically symmetric distributions.
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In this paper, we use the fact that the average of −h over the sphere is nonincreasing in the
radius.The newapproach allowsus to showdominance ofa(X)overX bynot only dropping
their technical condition (ii) but also obtaining a new bound 0 < a < [1/(p2−1)][1 −
(p − 1)1/(p−12)]−1 for a which is sometimes better than 1/[pE0(|X|−2)], where
i = E0(|X − | i for i = −1, 1, 2.
The paper is organized as follows: In Section 2we present themain result which states the
dominance conditions of the estimators a(X) with respect to the quadratic loss (3) below.
To illustrate the performance of the main results, examples are also studied. In Section
3 extension of the main result to other loss functions which are nondecreasing-concave
functions of quadratic loss is investigated. We also consider the estimators of the location
parameters when the scale is unknown and the observation (X′,Y′)′ contains a residual
vector Y in Section 3. Section 4 contains some concluding remarks while the last section
consists of proofs of all theorems in Sections 2 and 3.
2. Main results
In this section, we present the main result which states the dominance conditions of
estimators a(X) deﬁned by (2) under quadratic loss.
Let  = (1, . . . , p)′ be any estimator of . Consider the quadratic loss function
L(, ) = | − |2 =
p∑
i=1
(i − i )2. (3)
Let R(, ) = E[L(, )] = E| − |2 be the risk of .
Theorem 1. Suppose that X ∼ SSp(, Ip) (spherically symmetric about ) and a(X) is
deﬁned by (2). Then with respect to the quadratic loss (3), a(X) has smaller risk than
0(X) = X provided
(i) |g|2/2 − h −% ◦ g, where −h is superharmonic and
(ii) 0 < a < [1/(p2−1)][1 − (p − 1)1/(p−12)]−1, where i = E(Ri) for i =
−1, 1, 2 and R = |X − | .
Remark 1. It is expected that the bound of a given by condition (ii) is smaller than that
of Brandwein and Strawderman [6] for most distributions because of fewer assumptions.
One, however, can see from Example 3 below that the new bound is sometimes greater
than that of Brandwein and Strawderman [6]. Meanwhile, it is worth mentioning that our
bound depends on E(Ri) for i = −1, 1, 2, while Brandwein and Strawderman’s bound
depends on E(R−2). Both bounds are based on the assumption that E[m(R)] < ∞ which
can be seen from (12) in Section 5. To illustrate the performance of the new bound of
a, we consider three spherically symmetric distributions below. First of all, we denote by
anew = [1/(p2−1)][1 − (p − 1)1/(p−12)]−1, the new bound of a above, and by
abs = 1/(p−2), the bound of a in Brandwein and Strawderman’s [6] Theorem 2.1. One
can see that abs for normal and uniform distributions are better than anew while anew is better
than abs for Kotz Type distribution with p = 4, N = 0.1, and s = 1/2.
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Remark 2. The requirement of dimensionality such as p4 usually arises in the condition
(i) of Theorem 1.
Example 1. Suppose that the random vector X −  = Z has a normal distribution. Then
abs = (p − 2)/p while anew = [1/(p2−1)][1 − (p − 1)1/(p−12)]−1, where 1 =√
2((p + 1)/2)/(p/2) and −1 = ((p − 1)/2)/(
√
2(p/2)).
Example 2. Suppose that the random vector X −  = Z has a uniform distribution in a
unit sphere. Then abs = (p − 2)/p2 while anew = (p − 1)/(p2 + 3p − 2).
Example 3. Suppose that the random vector X −  = Z has a multivariate Kotz Type
distribution (see [12, pp. 76–81]). That is, the pdf of Z is deﬁned by
Cp |z|2(N−1) exp(−r |z|2s),
where r > 0, s > 0, 2N + p > 2, and
Cp = s (p/2) r
(2N+p−2)/(2s)
p/2 ((2N + p − 2)/(2s))
is a normalized constant. Thus, one has
b = E(Rb) = r−b/(2s)
((2N + p + b − 2)/(2s))
((2N + p − 2)/(2s))
provided 2N + p + b − 2 > 0. Taking p = 4, s = 1/2, r = 1, and N = 0.1 yields that
anew = 0.2296 and abs = 0.06. When p > 4, anew is smaller abs.
3. Extensions to other loss functions and the unknown scale case with scale
estimated from the residual vector
In this section, we consider two extensions. The ﬁrst one is to show that Theorem 1 in
Section 2 can be generalized to a larger class of loss functions while the second one is to
consider the problem of estimating the mean vector with unknown scale parameter.
The loss function we consider for the ﬁrst extension is
L(, ) = W(| − |2), (4)
where W(·) is a nonnegative and nondecreasing concave function. This loss function has
been studied for the spherically symmetric distributions by Bock [1] and Brandwein and
Strawderman [4,6].
Theorem 2. Let F(·) be the distribution function (df) of the random variable R = |X− |
with
0 <
∫ ∞
0
W ′(r2) dF (r) < ∞,
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where W ′(·) is the ﬁrst derivative of W(·). Suppose that X ∼ SSp(, Ip) and a(X) is
deﬁned by (2). Then with respect to the loss function (4), a(X) has smaller risk than X
provided the condition (i) of Theorem 1 holds and
(ii) 0 < a < [1/(p2−1)][1 − (p − 1)1/(p−12)]−1, where i = EG(Ri) for i =
−1, 1, 2, and G(·) is deﬁned by
G(t) =
∫ t
0
W ′(r2) dF (r)
/∫ ∞
0
W ′(r2) dF (r)
for t0. That is, G is a weighted df of F with the weight function W ′(r2).
Now we consider the problem of estimating the mean vector  = (1, . . . , p)′ when the
observation (X′,Y′)′ contains an m×1 residual vector Y such that X∗ = (1/) (X′,Y′)′ ∼
SSp+m(∗, 2 Ip+m), where  is an unknown scale, ∗ = (′, 0′m)′, 0m is an m × 1 vector
in which all elements are zero. The improved estimators will be of the form
∗a(X∗) = X + a Y′ Yg(X). (5)
Theorem 3. Suppose X is a p × 1 vector and Y is an m × 1 vector such that X∗ =
(1/) (X′,Y′)′ ∼ SSp+m(∗, 2 Ip+m). Let ∗a(X∗) be deﬁned by (5). Then with respect
to scaled quadratic loss function L(, ) = | − |2/2, ∗a(X∗) dominates X provided
condition (i) of Theorem 1 holds and
(ii) 0 < a < (p − 1)/[(2p − 1)(m + 2)].
Remark 3. It is also expected that the bound of a in Theorem 3 is smaller than that of
Brandwein and Straderman [6] because of fewer assumptions. Similar to Brandwein and
Straderman [6], the bound of a in Theorem 3 does not depend on the distribution X∗. This
type robustness phenomenon as been observed by Cellier et al. [8] for the James–Stein
estimator.
4. Concluding remarks
If −h is superharmonic, Brandwein and Straderman [6] used the fact that its average over
the ball (“volume”) is greater than its average over the sphere (“surface area”) to prove the
dominance of the estimators of the form a(X) over the estimator X. In this paper, we use
the fact that the average of −h over the sphere is nonincreasing in the radius of the sphere.
The new approach allows us not only to drop their technical condition (ii), but also to obtain
a new bound of a which is sometimes better than 1/[pE(R−2)]. We have also considered
two extensions. The ﬁrst is to extend the quadratic loss (3) to the loss function (4) while the
second is to investigate the estimators of the location parameters when the scale is unknown
and the observation is (X′,Y′)′ contains a residual vector Y. It is worth mentioning that,
although the bounds of a given by the theorems in Sections 2 and 3 are sometimes better
than those of Brandwein and Straderman [6], they are not necessarily optimal, and they
are considered as a guide post. When the distribution of R2 is known, one may be able to
get better bounds than those given here. Stein [17], for example, used the integration-by-
parts to obtain 0 < a1 under the normality. As a ﬁnal point, it would be interesting, but
J.-L. Xu, G. Izmirlian / Journal of Multivariate Analysis 97 (2006) 514–525 519
perhaps very difﬁcult, to investigate the estimatora(X) = X+ag(X) for other distributions.
Shinozaki [15] considered the estimator (1) for the class of distributions with independently
and identically distributed components; Evans and Stark [10] also considered the estimator
(1) for a more general class of distribution; and Xu [19] discussed the estimator (1) for the
sign-invariant distribution; however, their results are very limited.
5. Proofs
In this section, we prove the results in Sections 2 and 3. To shorten the proof of the main
result, we ﬁrst introduce the following notation and then prove the lemmas below.
m(t) = −EU[h(tU + )],
M∗(t) = M(t) − M(0) =
∫ t
0 m(z) dz
(6)
for t0,where −h is a superharmonic function satisfying the condition (i) of Theorem 1 in
Section 2, and U has a uniform distribution on the surface of the unit sphere. Note the facts
that m(t) is nonincreasing in t (see Du Plessis [9, p. 54]) and that M∗(t) is a nondecreasing
concave function of t.
Lemma 1. Let  = A + B, and let I1(R) = ( − )M∗(R)/R for R > 0, where
 = R2/a, 0 < B < 1, and 1 < Ap. Then E[I1(R)]0 if
a 1 − B
A
1
−1
, (7)
where M∗(·) is deﬁned by (6), and i = E(Ri) for i = −1, 1.
Proof. ApplyingTheorem2ofWijsman [18]withf1(R) = − = A−(1−B), f2(R) =
1, g1(R) = M∗(R)/R, g2(R) = 1/R, and probability measure dF(R) yields that
E[I1(R)]E
(
 − 
R
)
E
(
M∗(R)
R
){
E
(
1
R
)}−1
0
if E[( − )/R]0 which is equivalent to the condition (7). 
Lemma 2. For z ∈ [0, 1], let fs,r (z) denote the pdf of Beta distribution Beta(r, s) for any
r > 0, s > 0. For R0, let I2(R) be deﬁned by
I2(R) = (1/R)
∫ 1
0
M∗(Rz)
{
fp−1,1(z) − f−1,1(z)
}
dz, (8)
where M∗(·) is deﬁned by (6),  and  are deﬁned in Lemma 1. Then E[I2(R)]0 if
A = 12
(
−(B − 1) +√(B − 1)2 + 4(p − 1) ) ,
B > (p − 1)( − p)/(p), (9)
where  = E().
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Proof. Let Zr denote a random variable having the pdf fr,1(z) on [0, 1]. Then Zr
st.
 Zs if
r > s. That is, Zr is stochastically larger than Zs if r > s. Since M∗(Rz) is nondecreasing
in z and  − 1 = A − 1 + BA − 1, then∫ 1
0
M∗(Rz)f−1,1(z) dz
∫ 1
0
M∗(Rz)fA−1,1(z) dz.
Thus one can see from (8) that
I2(R)(1/R)
∫ 1
0
M∗(Rz)
{
fp−1,1(z) − fA−1,1(z)
}
dz. (10)
Taking the expectation with respect to R for (10) and applying Theorem 2 of Wijsman [18]
with f1(R) = M∗(Rz)/R, f2(R) = 1, g1(R) = fp−1,1(z) − fA−1,1(z), g2(R) = ,
and probability measure dF(R) yield that
E[I2(R)]−1
∫ 1
0
E
(
M∗(Rz)
R
){
fp−1,1(z) − (A + B)fA−1,1(z)
}
dz, (11)
where  = E(). A direct calculation from (9) shows that A given by (9) is the positive
solution of the quadratic equation
(p − 1) = (A + B)(A − 1),
while the condition B > (p − 1)(−p)/(p) in (9) is equivalent to A < p. Thus, one can
conclude from (11) that zp−2zA−2 for z ∈ [0, 1] which implies that E[I2(R)]0. 
Lemma 3. Under condition (9), the function (B) = (1 − B)/A is nonincreasing in B.
Furthermore, the maximum possible bound of a given by (7) which is obtained at B =
(p − 1)( − p)/(p) is
a <
1
p2−1
{
1 − (p − 1)1
p−12
}−1
.
Proof. A direct calculation from (9) shows that{
2A2
√
(B − 1)2 + 4(p − 1)
}
′(B)
= ( − 1)
(√
(B − 1)2 + 4(p − 1) − (B − 1)
)
− 4(p − 1)
< ( − 1)(2p) − 4(p − 1)
< 0.
The ﬁrst inequality follows from the facts that  > p and that A < p which is equivalent
to the second condition of (9). Therefore, the maximum bound of a given by (7) can then
be obtained by passing to the limit as B → (p − 1)( − p)/(p). 
Proof of Theorem 1. Note that X ∼ SSp(, Ip) is equivalent to
X −  = Z d= RU,
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where R d= |Z| = (Z′Z)1/2, the random vector U has a uniform distribution on the surface
of the unit sphere, and R and U are independent. One can see from the proof of Brandwein
and Strawderman’s [6] Theorem 2.1 that the difference between the risks of two estimators
a(X) and X is given by
D1 = R(a(X), ) − R(X, )
= a2EZ
{
|g(Z + )|2
}
+ 2a EZ
{
Z′g(Z + )
}
= a2EZ
{
|g(Z + )|2
}
+ 2a(1/p)E(R,V)
{
R2% ◦ g(RV + )
}
 2a2E(R,U)
{−h(RU + )}+ 2a(1/p)E(R,V) {R2 h(RV + )}
= 2a2ER
{
EU
[
−h(RU + )
∣∣∣∣R
]
+ 
p
EV
[
h(RV + )
∣∣∣∣R
]}
= 2a2ER
{
m(R) − 
p
EV
[
h(RV + )
∣∣∣∣R
]}
= 2a2ER
{
m(R) − 
p
∫ 1
0
m(Rz) fp,1(z) dz
}
 2a2ER
{∫ 1
0
m(Rz) f,1(z) dz − 
p
∫ 1
0
m(Rz) fp,1(z) dz
}
= 2a2ER
{∫ 1
0
m(Rz)
(
f,1(z) − zp−1
)
dz
}
= 2a2ER [I1(R) + I2(R)]
 0, (12)
where  and I1(R) are deﬁned in Lemma 1, while I2(R) is deﬁned by (8). Here the third
equality of (12) follows from an application of the divergence theorem; the ﬁrst inequality
of (12) is true by assumption (i); the ﬁfth equality of (12) is from the deﬁnition of m(·)
given by (6); the sixth equality of (12) is based on the deﬁnition of m(·) given by (6) and
the fact that V d= VU, where the random variable V ∼ Beta(p, 1) with a pdf fp,1(z) and U
having a uniform distribution on the surface of the unit sphere are independent; the second
inequality of (12) follows from the facts that m(t) is nonincreasing in t and that f,1(z) is
a pdf on [0, 1]; the last equality of (12) follows from the integration-by-parts; ﬁnally, the
last inequality of (12) follows from Lemmas 1, 2, and 3. 
Proof of Theorem 2. Using the same approach as in Brandwein and Strawderman [4,6]
we obtain that the difference between the risks of two estimators X and a(X) is given by
D2 = R(X,  ) − R( a(X),  ) = EW(R2) − EW(R2 − a(X)), (13)
where
a(X) = |X − |2 − |a(X) − |2.
Since W(·) is a concave function,
W(R2 − a(X)) < W(R2) + W ′(R2)[−a(X)].
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Then, one can conclude from (13) that
D2  EX [W ′(R2)a(X) ]
 ER
[
W ′(R2) EU[a(RU + ) |R]
]
 (2a2)ER
[
W ′(R2) [−I1(R) − I2(R)]
]
= (2a2)ER∗ [−I1(R∗) − I2(R∗)] × ER
[
W ′(R2)
]
,
where the df of R∗ is a weighted df of R ∼ F(·) deﬁned by
G(t) =
∫ t
0
W ′(r2) dF (r)
/∫ ∞
0
W ′(r2) dF (r)
for t0. The result follows immediately from the assumption that 0 < ER[W ′(R2)] < ∞
and the proof of Theorem 1 except for changing the df F to the df G. 
Proof of Theorem 3. Similar to Brandwein and Strawderman [6], the difference D3 be-
tween the risks of two estimators ∗a(X∗) and X is given by
D3 = R( ∗a, (X∗),  ) − R(X,  )
= 1
2
E
[
a2(Y′Y)2|g(Z + )|2 + 2 a Y′YZ′ g(Z + )
]
= (1/2) E(a2 D31 + 2 a D32), (14)
where Z = X −  d= RU, and
D31 = E
(
(Y′Y)2|g(Z + )|2
∣∣∣∣ |Z| = R, |Y| = S
)
,
D32 = E
(
Y′YZ′ g(Z + )
∣∣∣∣ |Z| = R, |Y| = S
)
.
Using the divergence theorem and condition (i), one can obtain that
D32 = E
(
Y′YZ′ g(Z + )
∣∣∣∣ |Z| = R, |Y| = S
)
= S2 REU
(
U′ g( RU +  )
∣∣∣∣ |Z| = R, |Y| = S
)
= S
2R2
p
EV
(
% ◦ g( RV +  )
∣∣∣∣ |Z| = R, |Y| = S
)
 − S
2R2
p
∫ 1
0
m(Rz) fp,1(z) dz, (15)
where m(·) is deﬁned by (6). Similarly, using the condition (i) will yield that
D31 = E
(
(Y′Y)2|g(Z + )|2
∣∣∣∣ |Z| = R, |Y| = S
)
 −2S4 E
(
h(Z +  )
∣∣∣∣ |Z| = R, |Y| = S
)
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= −2S4 E
(
h(RU + )
∣∣∣∣ |Z| = R, |Y| = S
)
= 2S4 m(R). (16)
Using the similar idea of Theorem 1 and (14)–(16) will obtain the following inequality
D3 
2a
2
E
(
aS4m(R) − S
2R2
p
∫ 1
0
m(Rz) fp,1(z) dz
)
= 2a
2
E
{(
aS4
)(
m(R) − R
2
aS2
∫ 1
0
m(Rz) zp−1 dz
)}
 2a
2
E
{(
aS4
) ∫ 1
0
(
f∗,1(z) −
R2
aS2
zp−1
)
m(Rz) dz
}
= 2a
2
E
{(
aS4
) [
I ∗1 (R, S) + I ∗2 (R, S)
]}
, (17)
where the second inequality of (17) follows from the facts that the function m(t) is nonin-
creasing in t and that f∗,1(z) is a pdf on [0, 1], the last equality of (17) follows from the
integration-by-parts, ∗, I ∗1 (R, S), and I ∗2 (R, S) are similarly deﬁned in Lemmas 1 and 2
after replacing a by aS2. That is,
∗ = A + BR2/(aS2),
I ∗1 (R, S) =
(
A − (1 − B) R
2
aS2
)
M∗(R)
R
, (18)
I ∗2 (R, S) =
1
R
∫ 1
0
M∗(Rz)
(
R2
aS2
fp−1,1(z) − ∗f∗−1,1(z)
)
dz.
Let T 2 = R2 + S2. Then K = R2/T 2 ∼ Beta(p/2,m/2) and T 2 are independent. Let
C(r, s) = (r + s)/[(r)(s)] for r > 0, s > 0 and let C∗ = C(p/2,m/2)/C((p −
1)/2, (m + 2)/2). When T is given, one has
E(aS4I ∗1 (R, S)) = T 3E{K−1/2(1 − K)[aA − (aA + 1 − B)K]M∗(T K1/2)}
= C∗T 3E{[aA − (aA + 1 − B)K1]M∗(T K1/21 )}
 C∗T 3E[aA − (aA + 1 − B)K1]E[M∗(T K1/21 )]
 0 (19)
if E[aA − (aA + 1 − B)K1]0 which is equivalent to
a 1 − B
A
p − 1
m + 2 . (20)
Here K1 ∼ Beta((p − 1)/2, (m + 2)/2) and the ﬁrst inequality of (19) follows from the
fact that aA− (aA+ 1−B)K1 is nonincreasing in K1 while M∗(T K1/21 ) is nondecreasing
in K1. On the other hand, let C∗∗ = C(p/2,m/2)/C(p/2, (m + 2)/2). Then using the
similar method of Lemma 2 yields that
E(aS4I ∗2 (R, S))
= aC∗∗T 3E
{∫ 1
0
M∗(T K1/22 z)
K
1/2
2
(
K2
a
fp−1,1(z) − (1 − K2)∗f∗−1,1(z)
)
dz
}
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aC∗∗T 3E
{∫ 1
0
M∗(T K1/22 z)
K
1/2
2
(
K2
a
fp−1,1(z) − (1 − K2)∗fA−1,1(z)
)
dz
}
aC∗∗T 3[E(K2)]−1
∫ 1
0
E{K1/22 M∗(T K1/22 z)}
×
(
E(K2)
a
fp−1,1(z) − [A − (A − B/a)E(K2)]fA−1,1(z)
)
dz
= aC∗∗T 3 1 − E(K2)
E(K2)
∫ 1
0
E{K1/22 M∗(T K1/22 z)}
× (∗fp−1,1(z) − (A + B∗)fA−1,1(z)) dz, (21)
where∗ = E(K2)/[a(1−E(K2))] = p/[a(m+2)].Here the last inequality of (21) follows
from an application of Theorem 2 of Wijsman [18] with f1(K2) = M∗(T K1/2z)/K1/22 ,
f2(K2) = 1, g1(K2) = (K2/a)fp−1,1(z)−[A−(A−B/a)K2]fA−1,1(z), g2(K2) = K2,
and probability measure fp/2,m/2+1(K2). Similar to Lemma 2, one can see from (21) that
E(aS4I ∗2 (R, S))0 if
A = 1
2
(
−(B∗ − 1) +
√
(B∗ − 1)2 + 4(p − 1)∗
)
,
B > (p − 1)(∗ − p)/(p∗).
Similar to Lemma 3, one can pass to the limit as B → (p−1)(∗ −p)/(p∗) to obtain the
maximum bound of a from (20) which is the condition (ii) of Theorem 3. Therefore, one
can see from (17) that D30 when condition (ii) of Theorem 3 holds. 
Acknowledgments
The authors wish to thank an Editor, the referees and Philip C. Prorok for many valuable
suggestions and comments, having led to substantial improvements of the paper.
References
[1] M.E. Bock,Minimax estimators that shift towards a hypersphere for location vectors of spherically symmetric
distributions, J. Multivariate Anal. 17 (1985) 127–147.
[2] A.C. Brandwein, Minimax estimation of mean of spherically symmetric distributions under general quadratic
loss, J. Multivariate Anal. 9 (1979) 579–588.
[3] A.C. Brandwein, W.E. Strawderman, Minimax estimation of location parameters for spherically symmetric
unimodal distributions under quadratic loss, Ann. Statist. 6 (1978) 377–416.
[4] A.C. Brandwein, W.E. Strawderman, Minimax estimation of location parameters for spherically symmetric
distributions with concave loss, Ann. Statist. 8 (1980) 279–284.
[5] A.C. Brandwein, W.E. Strawderman, Stein estimation, The spherically symmetric case, Statist. Sci. 5 (1990)
356–369.
[6] A.C. Brandwein, W.E. Strawderman, Generalizations of James–Stein estimators under spherical symmetry,
Ann. Statist. 19 (1991) 1639–1650.
[7] L.D. Brown, On the admissibility of invariant estimators of one or more location parameters, Ann. Math.
Statist. 37 (1966) 1087–1136.
J.-L. Xu, G. Izmirlian / Journal of Multivariate Analysis 97 (2006) 514–525 525
[8] D. Cellier, D. Fourdrinier, C. Robert, Robust shrinkage estimators of the location parameter for elliptically
symmetric distributions, J. Multivariate Anal. 29 (1988) 39–52.
[9] N. Du Plessis, An Introduction to Potential Theory, Hafner, Darien, CT, 1970.
[10] S.N. Evans, P.B. Stark, Shrinkage estimators, skorokhod’s problem and stochastic integration by parts, Ann.
Statist. 24 (1996) 809–815.
[11] J. Fan, K.-T. Fang, Inadmissibility of the usual estimator for the location parameters of spherically symmetric
distributions, in: K.T. Fang, T.W.Anderson (Eds.), Statistically Inference Elliptically Contoured and Related
Distributions, Allerton Press Inc., NewYork, 1990, pp. 291–297.
[12] K.-T. Fang, S. Kotz, K.-W. Ng, SymmetricMultivariate and Related Distributions, Chapman&Hall, London,
1990.
[13] W. James, C. Stein, Estimation with quadratic loss, Proceedings of the Fourth Berkeley Symposium on
Mathematical Statistics and Probability, vol. 1, 1961, pp. 361–379.
[14] R.J. Miceli, W.E. Strawderman, Minimax estimation for certain independent component distributions under
weighted squared error loss, Comm. Statist. Theory Methods 15 (1986) 2191–2200.
[15] N. Shinozaki, Simultaneous estimation of location parameters under quadratic loss, Ann. Statist. 12 (1984)
322–335.
[16] C. Stein, Inadmissibility of the usual estimator for the mean vector of a multivariate normal distribution,
Proceedings of the Third Berkeley Symposium Mathmatical on Statistics and Probability, vol. 1, 1956,
pp. 197–206.
[17] C. Stein, Estimation of the mean of a multivariate normal distribution, Ann. Statist. 9 (1981) 1135–1151.
[18] R.A.Wijsman,A useful inequality on ratios of integrals, with application to maximum likelihood estimation,
J. Amer. Statist. Assoc. 80 (1985) 472–475.
[19] J.-L. Xu, Simultaneous estimation of location parameters for sign-invariant distributions, Ann. Statist. 25
(1997) 2259–2272.
