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In this work we considered the one-dimensional extended isotropic XY model (s¼1/2) in a transverse
ﬁeld with uniform long-range interactions among the z components of the spins. We studied the
classical critical behaviour of the model through the behaviour of the magnetization, isothermal
susceptibility, internal energy and speciﬁc heat. We have obtained exact expressions for these functions
and evaluated the critical exponents. The phase diagrams for the classical critical behaviour were built
for three cases of the multiplicity p of the multiple spin interaction, namely p¼2, p¼3 and p-1. We
have also shown that the quantum phase transitions can also be characterized through two quantiﬁers
of entanglement, namely, the concurrence and the von Neumann entropy. We have also veriﬁed
through the von Neumann entropy how the central charge of the model is affected by the multiplicity p,
the coupling exchange J2 and the uniform long-range interaction I.
& 2012 Elsevier B.V. All rights reserved.0. Introduction
The studies on quantum phase transitions (QPT) [1] have been
occupying an important place, not only from the experimental point
of view but also from the theoretical one. In the last years, several
works [2,3] have shown that the quantum critical point, at absolute
zero, can deeply inﬂuence the properties of materials at ﬁnite
temperatures. It has also been discovered that contrarily to what
is expected for continuous transitions where there is a single-
excitation energy scale associated with the slowing down of the
order-parameter ﬂuctuations which vanishes at the critical point,
there can be additional energy scale excitations which vanish at the
QPT as shown by Gegenwart et al. [4] for the antiferromagnet
YbRh2Si2. Moreover, for magnetic materials, like YbRh2Si2, the phase
diagram presents a ‘‘V’’ form shape for the dependence of the
critical temperature as a function of the magnetic ﬁeld, and inside
this region the materials have an anomalous behaviour allowing
us to formulate speculative interpretations like the ones pre-
sented in Ref. [3].
As an attempt to tackle this problem, some authors [5,6] have
proposed different criteria in order to establish the border
between the quantum and classical regimes. The study of this
quantum-classical crossover is particularly welcome in exactly
solvable one-dimensional spin chains in view of the accuracy ofll rights reserved.
ves).the results which can be obtained, and this has been one of the
motivations for the present work. Although several factors, like
pressure, concentration, disorder variation and magnetic ﬁeld, can
induce phase transitions in quantum systems in this work we will
restrict our study to the quantum transitions which are induced
by a transverse magnetic ﬁeld.
QPT can also be studied through an impressive phenomenon,
namely the quantum entanglement [7,8], which can be quantiﬁed
in several ways. A comprehensive description of the state of
art can be found in the review paper by Amico et al. [9] and
references therein, and, in particular, the connection between the
nonanalytical behaviour of the measure of quantum entangle-
ment and QPT. In this work this connection is made through two
measures of quantifying quantum entanglement, namely, con-
currence [10,11] and von Neumann entropy [12]. For calculating
the concurrence for spin chains, we need to obtain the two-site
reduced density matrix, and we use the expression provided by
Osborne and Nilsen [13] in their study about entanglement on
transverse Ising model and the ground state of the XY model.
Taking into account the symmetries of the Hamiltonian, we have
obtained a two-site reduced density matrix, which is similar
to the one found by Zhong and Tong [14] in their work about
entanglement in the two-period XX model with long-range
interactions. As in Zhong and Tong’s work, the entries of reduced
matrix depend on the correlation functions and the magnetiza-
tion per site. The von Neumann entropy, or the block–block
entanglement, for spin chains, is also used to characterize the
QPT in the model we study here, and to analyze the universality
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model [15,16]. By using conformal ﬁeld theory, some authors
[15–17] have shown that the block–block entanglement has
a logarithmic singularity close to the critical points and that it
depends on the central charge, which carries the universal
characteristics of the model. To obtain the central charge and
determine its universal behaviour is among the objectives of
this work.
Therefore, in Section 1, we present the main results of the
model, which has already been solved by Ribeiro et al. [18] and, in
Section 2, we study its classical critical behaviour. On this section
we also obtain the internal energy, the speciﬁc heat and some
classical critical exponents, and present the phase diagrams for
three cases of the multiplicity p. In Section 3 we determine the
crossover lines by applying the criterion introduced by Gonc-alves
et al. [6] to establish the border between the quantum and
classical regimes. In Section 4, we present the entanglement in
the model and how it characterizes the QPT, and we also show
how the central charge is affected by the interaction parameters
of the model. Finally, in Section 5, we summarize the main
conclusions of the paper.1. The model and the main results
We consider the one-dimensional extended XX model (s¼1/2)
with uniform long-range interactions among the z components of
the spins, whose Hamiltonian, by assuming periodic boundary
conditions, is given by [18]
H¼J1
XN
j ¼ 1
ðSxj Sxjþ1þSyj S
y
jþ1Þh
XN
j ¼ 1
Szj
I
N
XN
j ¼ 1
XN
l ¼ 1
Szj S
z
l
J2
XN
j ¼ 1
Xp
k ¼ 2
ðSxj SxjþkþSyj S
y
jþkÞSzjþ1Szjþ2 . . . Szjþk1, ð1Þ
where the parameters J1, J2 are the exchange couplings between
nearest neighbours, I is the uniform long-range interaction among
the z components, p is the multiplicity of the multiple spin
interaction, h is the external magnetic ﬁeld and N is the number
of sites in the lattice, whose exact solution has been obtained by
Ribeiro et al. [18]. The diagonalization of the Hamiltonian consists
in using the Jordan–Wigner fermionization [19], followed by the
Gaussian transformation and the Fourier transform, such that in
the thermodynamic limit N-1 which will be taken into account
in all subsequent calculations, the functional of the Helmholtz
free energy per site, obtained from the partition function, is given
by [18]
f ¼ h
2
 kBTp
Z p
0
ln½1þexpðEqðMzÞÞ dqþ IMzð1þMzÞ, ð2Þ
where
EqðMzÞ  bTEqðMzÞ, ð3Þ
with
EqðMzÞ ¼  J1 cosðqÞþhþ2IMzþ J2
Xp
k ¼ 2
1
2
 k1
cosðkqÞ
" #
, ð4Þ
where q is the wave-vector, bT ¼ 1=kBT and T is the temperature
and the lattice parameter has been assumed to be equal to one.
Following Ref. [18], we can obtain the state equation by imposing
the stability conditions in Eq. (2), which is given by
Mz ¼ 1
2p
Z p
0
tanh
EqðMzÞ
2
 
dq, ð5Þwhich, by redeﬁning the interaction parameters in units of J1, can
be written in the form
Mz ¼ 1
2p
Z p
0
tanh
cosðqÞh2IMzJPpk ¼ 2 12 k1cosðkqÞ
2T
 !
dq, ð6Þ
where
J J2, T  kBT : ð7Þ
We emphasize that we can treat the term 2IMz in Eq. (6) as an
additional external ﬁeld, and we can deﬁne an effective ﬁeld
hef ¼ hþ2IMz which is appropriate for the study of the quantum-
classical crossover presented in Section 2. This result comes from
the fact that the long-range interaction, as pointed out by Suzuki
[20], plays a role of an effective ﬁeld in a system with short-range
interactions.2. Classical critical behaviour
For Io0 the system is totally frustrated and consequently does
not present any classical critical behaviour. On the other hand,
when I40 the system undergoes ﬁrst- and second-order transi-
tions at ﬁnite temperature. To build the phase diagram of each
case, for T40, we need to ﬁnd the triple lines, which correspond
to the interception of three surfaces of ﬁrst-order transitions, and
the critical lines corresponding to the classical second-order
transitions. The triple lines can be found by solving the system
Mz1t
1
2p
R p
0 tanh
EqðMz1tÞ
2
 
dq¼ 0,
Mz2t
1
2p
R p
0 tanh
EqðMz2tÞ
2
 
dq¼ 0,
Mz3t
1
2p
R p
0 tanh
EqðMz3tÞ
2
 
dq¼ 0,
f ðMz1tÞf ðMz2tÞ ¼ 0,
f ðMz2tÞf ðMz3tÞ ¼ 0,
8>>>>>>><>>>>>>>:
ð8Þ
where f ðMzitÞ can be obtained from Eq. (2) and Mitz ’s are the values
of magnetization at the ﬁrst-order transition.
The critical lines corresponding to second-order transitions
can be obtained by requiring that the minimum of the Helmholtz
free energy is triply degenerate. This means we need to solve the
system
Mzcr
1
2p
R p
0 tanh
EqðMzcrÞ
2
 
dq¼ 0,
2pT
a
 R p0 sech2 EqðMzcrÞ2
 
dq¼ 0,
a2
pT 2
R p
0 sech
2 EqðMzcrÞ
2
 
tanh
EqðMzcrÞ
2
 
dq¼ 0:
8>>>>><>>>>>:
ð9Þ
The above systems have been solved numerically for the cases
p¼2 with J¼2.5, p¼3 with J¼2 and p-1 with J¼3, which
present the main features of the model.
In Fig. 1 we present the phase diagram for p¼2 and J¼2.5 with
the classical and quantum ﬁrst- and second-order transitions. The
diagram also presents triple lines and the surfaces of ﬁrst-order
transitions.
We notice that the triple lines end at classical second-order
lines, such that at this point, when T ¼ 0:166 . . ., the system does
not present three values of magnetization anymore, and the
transition surface separates only two phases.
The phase diagram for the case p¼3 with J¼2 is shown in
Fig. 2 and, ﬁnally, in Fig. 3, we present the phase diagram for the
case p-1 with J¼3. The important feature of this diagram is
Fig. 3. Phase diagram for p-1 and J¼3, as a function of I and h. The red lines
correspond to second-order transitions, the blue one is a triple line where ﬁrst-order
transitions occur, and the black lines represent ﬁrst-order QPT. The gray regions are
also surfaces of classical ﬁrst-order transitions. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 1. Phase diagram for p¼2 and J¼2.5 is a function of I, h. The red lines
correspond to classical second-order transitions, for T40, and second-order QPT
for T ¼ 0. The blue ones are the triple lines corresponding to ﬁrst-order transitions,
and the black lines correspond to ﬁrst-order QPT. The gray regions are the surfaces
of ﬁrst-order transitions. (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 2. Phase diagram for p¼3 and J¼2 as a function of I, h. The red lines
correspond to second-order transitions, and the blue ones correspond to three
triple lines. (For interpretation of the references to colour in this ﬁgure legend, the
reader is referred to the web version of this article.)
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ﬁeld which is similar to the case J¼0 [6].
We now evaluate the critical exponents for points of the
critical lines in the case T40, and we will consider initially the
case p¼2 with J¼2.5.
The exponent b associated to the induced magnetization is
deﬁned by
9Mz1tMz2t9¼ cMz  9TT c9b when cMz-0, ð10Þwhere Mz1t and M
z
2t are the values of the simultaneous magnetiza-
tion on the ﬁrst-order transition surface. This deﬁnition is analogous
to the one for ﬂuids [21], which is based on the difference between
the densities of liquid and gaseous phases along the coexistence line
which vanishes when we approach the critical point. For p¼2,
I¼2.24, h¼0.156 and at critical temperature T c ¼ 0:11, from the
scaling behaviour of the magnetization shown in Fig. 4(a), we obtain
b¼ 1=2.
As expected, an identical result is obtained when we consider
different values of the parameters. We have veriﬁed this result for
I¼1.32 and h¼0:186, where T c is equal to 0.113.
The second critical exponent we evaluate is g, which is
associated to the isothermal susceptibility, and is given by
9wzz
T
ðMz1tÞwzzT ðM
z
2tÞ9 9TT c9
g
, ð11Þ
where wzz
T
ðMzitÞ is the isothermal susceptibility as a function of the
magnetization along the coexistence surface. It is obtained from
Eq. (4) and is given by
wzz
T
¼
1
4pT
R p
0 sech
2 Eq
2
 
dq
1 a
2pT
R p
0 sech
2 Eq
2
 
dq
: ð12Þ
For p¼2 and at the same critical point, we show in Fig. 4(b) the
difference between the isothermal susceptibilities versus T and in
Fig. 4(c) its scaling behaviour, which leads to g¼ 1=2.
We ﬁnd a similar behaviour at the critical point associated to
the parameters I¼1.32 and h¼0:186, which also leads to 1/2.
For p¼3, the result for b and g are identical to the previous
ones and we have veriﬁed this result for different values of I and
h. On the other hand, for p-1 and Jo0, the system presents two
critical behaviours, namely, for ha0 and h¼0. An explicit result
has been obtained for b by considering J¼3,I¼ 0:749, h¼1.30
and T c ¼ 0:036. The scaling region of the induced magnetization is
shown in Fig. 5(a), and from this we ﬁnd b¼ 1=2.
For identical values of the parameters we ﬁnd that the critical
exponent g, associated with the isothermal susceptibility whose
scaling region is shown in Fig. 5(b), is equal to 1/2.
Fig. 4. (a) Scaling behaviour of the magnetization, (b) isothermal susceptibility and (c) scaling behaviour of the isothermal susceptibility as functions of temperature for
p¼2, J¼2.5, I¼2.24 and h¼0.156, where T c ¼ 0:11.
Fig. 5. (a) Scaling behaviour of the magnetization, (b) scaling behaviour of the isothermal susceptibility as functions of temperature for p-1, J¼3, I¼0.749 and h¼1.30,
where T c ¼ 0:036. (c) Scaling behaviour of the isothermal susceptibility as a function of temperature for p-1, J¼3, I¼2.87 and h¼0, where T c ¼ 0:877.
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remains equal to 1/2, the exponent g changes its value to 1. We have
veriﬁed this result by considering I¼2.87, with T c ¼ 0:877, and the
scaling region of the difference in the isothermal susceptibilities is
presented in Fig. 5(c). This result shows that this model belongs to
two different universality classes in a similar behaviour to the model
studied by Gonc-alves et al. for J¼0 [6].
In order to further characterize the classical second-order
transitions by the nonanalytical behaviour of other relevant thermo-
dynamic functions like the speciﬁc heat, we need to obtain the
internal energy (u¼U/N), which is easily obtained from Eq. (2) and
is given by
u
J1
¼IMzðMzþ1Þ h
2
þ 1
p
Z p
0
Eqdq
1þeEqðMzÞ , ð13Þ
where EqðMzÞ and Eq are given by Eqs. (3) and (4), respectively.
From Eq. (13), we can calculate the speciﬁc heat at constant
ﬁeld deﬁned as
ch ¼
@u
@T
 
h
¼ 1
kBT
2
@u
@bT
 
h
, ð14Þ
which can be written in the form
ch ¼
1
pkBT2
Z p
0
ðEqðMzÞÞ2eEqðMzÞ
ð1þeEqðMzÞÞ2
" #
dq
(þ 2I
pkBT3
Z p
0
EqðMzÞeEqðM
zÞ
ð1þeEqðMzÞÞ2
@Mz
@bT
 
h
" #
dq
þ I
kBT
2
ð2Mzþ1Þ @M
z
@bT
 
h

, ð15Þ
with ð@Mz=@bÞh obtained from Eq. (5) and given by
@Mz
@bT
 
h
¼
1
4pbT
R p
0 ½EqðMzÞ sech
2 EqðMzÞ
2
 
dq
1 a
2Tp
R p
0 sech
2 EqðMzÞ
2
 
dq
: ð16Þ
In Fig. 6(a) and (b) we present the internal energy and the speciﬁc
heat as a function of the temperature for the case p¼2 with
J¼2.5. At the point T c ¼ 0:11, where the second-order transition
occurs for the parameters I¼2.24, h¼0.156, the critical exponent
a, deﬁned by
ch  9TT c9a, ð17Þ
is equal to 1/2, as obtained from the scaling region shown in
Fig. 6(c).
A similar result for a, a¼ 1=2, is obtained at the point
T c ¼ 0:113 for the model when the parameters are I¼1.32 and
h¼0:186: An identical one is also obtained for the case p¼3,
independently of the parameter values.
For p-1 with J¼3 the results are similar to the case J¼0
studied by Gonc-alves et al. [6] as already pointed out. In this case,
Fig. 6. (a) Internal energy, (b) speciﬁc heat and (c) scaling behaviour of the speciﬁc heat as functions of temperature for p¼2, J¼2.5, I¼2.24 and h¼0.156, where T c ¼ 0:11.
Fig. 7. (a) Internal energy and (b) speciﬁc heat as functions of the temperature for p¼1, J¼3, I¼2.87 and h¼0. There is a classical second-order transition at T c ¼ 0:877.
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namely, a¼ 1=2, independently of the values of the other para-
meters. On the other hand, for h¼0, from the behaviour of
the internal energy and speciﬁc heat, around the critical point
T c ¼ 0:877 for I¼2.87 and h¼0 shown in Fig. 7, we can conclude
immediately that a is equal to zero conﬁrming the change in the
universality class which has already been pointed out.
It should be noted that the exponents a, b and g obtained
satisfy the Rushbrook scaling relation aþ2bþg¼ 2 [21].3. Quantum-classical crossover
In this section we use the criterion proposed by Gonc-alves et al.
[6] to establish the border between quantum and classical regimes,
namely, the crossover line which corresponds to the points of
maxima of the magnetization as a function of temperature. By
obtaining all these points we can build the crossover lines and display
them as a function of the effective ﬁeld hef ¼ hþ2IMz, since the long-
range interaction plays a role of an effective ﬁeld in a system with
nearest neighbour interactions, as pointed out by Suzuki [20].A typical result is presented in Fig. 8, for p¼2 and J¼2.5 and
h¼1.60 where it is shown magnetization versus temperature for
increasing values of h. For hoht ¼ 0:723035 . . ., where ht is a
transition ﬁeld, the magnetization presents a maximum and this
suggests that the quantum ﬂuctuations dominate the thermal
ones in the low temperature regime, whereas in the high
temperature regime the thermal ﬂuctuations dominate the quan-
tum ones. For h4ht ¼ 0:723035 . . . : : the magnetization presents
a classical behaviour, since it decreases monotonically as a
function of temperature.
The critical and crossover lines as functions of the effective ﬁeld
are shown in Figs. 9 and 10, corresponding to p¼2 with J¼2.5 and
p-1 with J¼3, respectively. The black lines represent the
crossover lines, the red lines represent second-order transitions
and the blue ones represent the triple lines where ﬁrst-order
transitions take place. In the regions marked with I we have the
quantum regime, and in the regions marked with II we have the
classical regime.
For p¼2 and J¼2.5, in Fig. 9, on the axis T ¼ 0, the intervals
1:632ogefo1:283, 0:203ogefo0:406 and 2:2ogefo2:402,
correspond to ﬁrst-order QPT.
Fig. 9. Crossover lines for p¼2 and J¼2.5. The blue lines represent ﬁrst-order
transitions, the red ones represent classical second-order transitions and the black
ones indicate the crossover line. The regions I correspond to the quantum regime and
the regions II correspond to the classical regime. (For interpretation of the references
to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 10. Crossover lines for p¼1 and J¼3. The blue lines represent ﬁrst-order
transitions, the red ones represent classical second-order transitions and the black
ones indicate the crossover line. The regions I correspond to the quantum regime
and the regions II correspond to the classical regime. (For interpretation of the
references to colour in this ﬁgure legend, the reader is referred to the web version
of this article.)
Fig. 8. Magnetization as a function of temperature for I¼1.60 and different
values of h. For hoht the crossover points correspond to the maxima of the
magnetization.
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ing to 2:546ogefo2 and 2ogefo2:546, we have ﬁrst-order
QPT, similar to the results of Gonc-alves et al. [6].
As it can be seen in Figs. 9 and 10, there are two and one
crossover regions for p¼2 and p-1, respectively. It can also be
shown that for p¼3 there are three crossover regions. These
results suggest that the number of crossover regions is identical
to the number of spin liquid phases present in the model [18].4. Quantum entanglement
The reduced density matrix of a pair of spins i and j takes the
form
rij ¼ trbij ðrÞ ¼ 14 X3a,b ¼ 0 pabsai  sbj , ð18Þ
where s0i ¼ I^ i (unit matrix) and sai with a¼ 1,2,3 represent the
Pauli matrices, respectively sxi , s
y
i and s
z
i and the coefﬁcients pabare determined by the relation
pab ¼ trðsai sbj rijÞ ¼/sai s
b
j S: ð19Þ
If we know all the correlation functions we can completely build
the reduced density matrix. However, we do not need to calculate
all the 16 coefﬁcients. This number can be reduced signiﬁcantly by
exploring the symmetries of the Hamiltonian, and it can be shown
that the only non-vanishing coefﬁcients are p00, p11, p22, p33, p03,
p30 [13,22]. From these results we can show that rij has the form
rij ¼
uþ 0 0 0
0 w1 z 0
0 z w2 0
0 0 0 u
0BBB@
1CCCA, ð20Þ
where
u7 ¼ 14ð174Mzþ4/Szi SzjSÞ, z¼/Sxi SxjSþ/S
y
i S
y
jS,
w1 ¼w2 ¼ 14ð14/Szi SzjSÞ, ð21Þ
and Mz is the magnetization per site. On deriving the expression of
rij, we have used the fact that ½H,Sz ¼ 0, which implies that
/Sxi S
x
jS¼/Syi S
y
jS.
The transversal correlation function /Szi S
z
jS is given by [18]
/SzmS
z
nS¼
1
2p
Z p
0
tanh
Eq
2
 
dq
	 
2
 1
2p
Z p
0
cos½qðmnÞ tanh Eq
2
 
dq
	 
2
þ dmn
4
: ð22Þ
The longitudinal correlation function /Sxj S
x
jþ rS is given by the
Toeplitz determinant [18,19]
/Sxj S
x
jþ rS¼
1
4
/A1B2S /A1B3S /A1B4S    /A1Bjþ rþ1S
/A2B2S /A2B3S /A2B4S    /A2Bjþ rþ1S
/A3B2S /A3B3S /A3B4S    /A3Bjþ rþ1S
^ ^ ^ & ^
/AjBjþ rþ2S /AjBlþ3S /AjBlþ4S    /AjBjþ rþ1S


,
ð23Þ
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/AmBnS¼
1
p
Z p
0
cos½qðmnÞ tanh EqðM
zÞ
2
 
dq: ð24Þ
By using the above results, we obtain the concurrence between
two spins i and j which is deﬁned by [11]
Cij ¼maxfl1l2l3l4,0g, ð25Þ
where l14l24l34l4 are the square roots of the eigenvalues of
the operator
Rij ¼ rijðsy  syÞrnijðsy  syÞ, ð26ÞFig. 11. (a) Magnetization and (b) concurrence (as functions of the magnetic ﬁeld at T
order QPT and the black ones refer to ﬁrst-order QPT. For I¼2.4 the systems collapse in
ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 12. (a) Isothermal susceptibility and (b) dC=dg as functions of the magnetic ﬁeld
corresponds to second order QPT.which in terms of u7 , z, w1 and w2, the square roots of the
eigenvalues of the operator Rij are given by
l1,2 ¼ 7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
uþu
p
and l3,4 ¼ z7w1: ð27Þ
Cij ¼ 0 corresponds to an unentangled state and Cij ¼ 1 to a
completely entangled state.
The signature of the QPT is present in the concurrence nonana-
lytical behaviour which occurs at the transition points [13]. This
can be seen in Fig. 11, where we present the magnetization and the
concurrence as functions of the magnetic ﬁeld, at T¼0, and in Fig. 12,
where we present the derivative of the concurrence with respect to
the magnetic ﬁeld and the isothermal susceptibility as functions of
the magnetic ﬁeld, also at T¼0, for p¼ 2, J¼2.5 and different values
of I. It should be noted that for I¼2.4, the concurrence is zero since¼ 0, for p¼2, J¼2.5 and different values of I. The red lines correspond to second-
a single ferromagnetic phase. (For interpretation of the references to colour in this
at T ¼ 0, for p¼2, J¼2.5 and different values of I. The divergence in the ﬁgures
M.W.V. Campelo et al. / Journal of Magnetism and Magnetic Materials 327 (2013) 110–120 117the two ferromagnetic phases collapse in a single phase, which
corresponds to a degenerate ferromagnetic state.
Similar results can be obtained for p-1, which are shown in
Figs. 13 and 14 for J¼3 and different values I.
The QPT can be also characterized by means of the von
Neumann entropy or the block–block entanglement, which cor-
responds to the entanglement of a block of L contiguous spins and
the rest of the chain, and is deﬁned as [12]
SL trðrL log2 rLÞ, ð28Þ
where rL is the reduced density matrix for L contiguous spins. SL
can also be given by the expression [14]
SL ¼
XL
n ¼ 1
½ð1lnÞlog2ð1lnÞþln log2 ln, ð29ÞFig. 13. Magnetization (a) and concurrence (b) as a function of the magnetic ﬁeld at T ¼ 0
QPT and the black ones refer to ﬁrst-order QPT. (For interpretation of the references to co
Fig. 14. Isothermal susceptibility (a) and dC=dg (b) as a function of the magnetic ﬁeld
correspond to second order QPT.where ln are the eigenvalues of the matrix
GL ¼
g1,1 g1,2    g1,L
g2,1 g2,2    g2,L
^ ^ & ^
gL,1 gL,2    gL,L
0BBBB@
1CCCCA, ð30Þ
and gi,j ¼/cyi cjS can be calculated by using Wick’s [24] theorem
and, for the model studied here, is given by the expression
gi,j ¼
1
2
dijþ
1
p
Z p
0
cos½qðijÞtanh EqðM
zÞ
2
 
dq
 
: ð31Þ
The block–block entanglement as a function of h is shown in
Fig. 15(a), for p¼2 with J¼2.5 and I¼0:9, 0.5, 0, 1.42, 2 and 2.4,
where the ﬁrst- and second-order QPT can be seen., for p¼1, J¼3 and different values of I. The red lines correspond to second-order
lour in this ﬁgure legend, the reader is referred to the web version of this article.)
at T ¼ 0, for p¼1, J¼3 and different values of I. The divergences in the ﬁgures
Fig. 15. (a) Block–block entanglement and (b) dS2=dg as functions of the magnetic ﬁeld at T ¼ 0, for p¼2, J¼2.5, and different values of I. The black lines in (a) correspond
to ﬁrst-order QPT and the red ones to second-order QPT. The divergences in (b) correspond to second-order QPT. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
Fig. 16. (a) Block–block entanglement and (b) dS2=dg as functions of the magnetic ﬁeld at T ¼ 0, for p-1, J ¼3, and different values of I. The black lines in (a) correspond
to ﬁrst-order QPT and the red ones to second-order QPT. The divergences in (b) correspond to second-order QPT. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
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which occur at the second-order QPT are shown in Fig. 15(b).
The results for p-1, with J¼3, are shown in Fig. 16(a) and (b)
for block–block entanglement and for dS2=dh, respectively. They
present the main features of the quantum critical behaviour
already discussed, although in this case, the block–block entan-
glement is symmetric with respect to the axis h¼0 and dS2=dh is
antisymmetric.
The block–block entanglement, for closed spin chains where
we have periodic boundary conditions and near the critical points,
presents a scaling form on the number of sites in the lattice,which is also a signature of the critical behaviour, which has the
form [15–17,23]
SL ¼
c
3
log
L
a
 
þk, ð32Þ
where L refers to a block of L contiguous spins in the lattice, a is
the lattice spacing, c is the central charge of the conformal ﬁeld
theory and k is a non-universal constant. For I¼0, the central
charge does not depend on J and p, and is equal to one. This can be
seen in Figs. 17(a) and (b), for p¼2, and in Fig. 17(c) and (d), for
p¼3 and p-1, respectively, where we have plotted SL versus
Fig. 17. Scaling behaviour of the von Neumann entropy as a function of the size L of the block at T ¼ 0: (a) for p¼2,I¼0, h¼1.748 and J¼1.5, (b) for p¼2, I¼0, h¼0:874
and J¼0.25, (c) for p¼3, I¼0, h¼4.74 and J¼5 and (d) for p-1, I¼0, h¼0:333 and J¼2.
Fig. 18. Scaling behaviour of the von Neumann entropy as a function of the size L of the block at T ¼ 0: (a) for p¼2, I¼0:1, h¼1:444 and J¼2.5, (b) for p¼3, I¼0:2,
h¼0:567 and J¼2 and (c) for p-1, I¼1, h¼2:991 and J ¼3.
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charge is a universal constant in the model, and is identical to the
value obtained for XX model [25].For Ia0, the central charge also does not depend on J and p, and
is equal approximately to 2.1. This can be seen in Fig. 18(a) for p¼2,
in Fig. 18(b) for p¼3 and in Fig. 18(c) for p-1, where we have also
M.W.V. Campelo et al. / Journal of Magnetism and Magnetic Materials 327 (2013) 110–120120plotted SL versus log2 L for values of h near to the critical points, and
consequently we can conclude that central charge does depend
on the long-range interaction only, which conﬁrms the results of
Ribeiro et al. for the case p¼2 [18].5. Conclusions
In this work we have considered the one-dimensional XX model
with multiple spin interactions and uniform long-range interactions
among the z components of the spins, in a transverse magnetic ﬁeld.
We have used the Helmholtz free energy and the equation of
state obtained by Ribeiro et al. [18] to study the classical critical
behaviour of the model for the cases p¼2 with J¼2.5, p¼3 with
J¼2 and p-1 with J¼3. We have obtained expressions for
the induced magnetization, isothermal susceptibility, internal
energy and speciﬁc heat and determined the phase diagrams for
the mentioned cases. We have also evaluated the critical exponents
a, b and g for points along the critical lines, and it has been veriﬁed
that they satisfy the Rushbrook relation aþ2bþg¼ 2 [21]. It has
also been shown that the classical critical behaviour of the model
model belongs to two different universality classes. The crossover
lines have been found for these three cases and the presence of three
crossover regions in the case p¼3, two regions for the case p¼2 and
one for the case p-1, which suggests that the number of crossover
regions is identical to the number of spin liquid phases [18]. We
have also characterized the QPT of the model through two measure-
ments of entanglement, namely, the concurrence and the block–
block entanglement, and we have used the last one to verify which
parameters p, J and I affect the central charge of the model. Based on
our results, we have concluded that the long-range interaction I is
the only responsible for changing the central charge, and conse-
quently the universality class of the quantum critical behaviour of
the model, in accordance with Ribeiro et al. results for p¼2 [18].Acknowledgements
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