Abstract-This paper presents an alternative box-spline filter for the body-centered cubic (BCC) lattice, the seven-direction quartic box-spline M 7 that has the same approximation order as the eight-direction quintic box-spline M 8 but a lower polynomial degree, smaller support, and is computationally more efficient. When applied to reconstruction with quasi-interpolation prefilters, M 7 shows less aliasing, which is verified quantitatively by integral filter metrics and frequency error kernels. To visualize and analyze distributional aliasing characteristics, each spectrum is evaluated on the planes and lines with various orientations.
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INTRODUCTION
I N multivariate signal processing, not only reconstruction filters, but also sampling lattices play an important role in the quality of reconstruction. While computationally more beneficial, the widely used Cartesian lattice is an inefficient sampling lattice compared to other regular sampling lattices [22] .
In particular, for 3D volume data set reconstruction, the BCC lattice, the dual of the face-centered cubic (FCC) lattice, is the optimal sampling lattice; i.e., it requires the fewest number of samples to recover an isotropic band-limited signal without aliasing. Among the BCC reconstruction filters, the eight-direction quintic box-spline M 8 is the most popular due to its approximation power and computational efficiency [10] , [13] , [14] .
In this paper, we present an alternative symmetric boxspline filter M 7 on the BCC lattice that is of lower degree but has better approximation power than M 8 . Moreover, its computational cost to evaluate reconstructed splines is lower. The contributions of this paper are . in-depth investigation of M 7 including its spline structure, stencil (samples on the lattice required to evaluate a spline) and the BB (Bernstein-Bézier)-form; . an efficient evaluation algorithm of splines; and . detailed comparison and analysis of three reconstruction filters in view of integral filter metrics, frequency error kernels, and spectra visualization.
PREVIOUS WORKS
Petersen and Middleton [22] extended Shannon's theorem to the multidimensional case and showed that the optimal sampling lattice is the dual of the densest sphere packing lattice for a band-limited and isotropic input signal. In dimension three, the FCC lattice is the densest sphere packing lattice [4] ; therefore its dual, the BCC lattice, is the optimal sampling lattice. Based on this observation, many researchers have investigated volume reconstruction on the BCC lattice using various filters. One of the most efficient filters is the quintic box-spline proposed by Entezari et al. [10] . Not only does it show superior reconstruction quality compared to the comparable tensor-product B-spline filter on the Cartesian lattice, but its computational cost is small enough for realtime rendering on the Graphics Processing Unit (GPU) thanks to the (partially) factored power form [13] . Csébfalvi and Hadwiger [7] proposed the tricubic B-spline filter M 12 for reconstruction on the BCC lattice, which has the same approximation order as M 8 . While it is analytically disadvantageous due to its higher polynomial degree and larger support, it shows superb performance for real-time volume rendering on the GPU thanks to its hardware-friendly tensored structure. Generalizing the hex-splines to arbitrary lattices, Mirzargar and Entezari [19] recently proposed Voronoi splines that can be used as reconstruction filters on both the FCC and BCC lattices. While interesting, they are not practical due to the lack of an efficient evaluation algorithm. As a box-spline reconstruction filter on the FCC lattice, Kim et al. [15] proposed the symmetric cubic box-spline filter which has an approximation order of three but requires only 16 samples for evaluation. The seven-direction box-spline on the Cartesian lattice, which shares many properties with M 7 , was first proposed by Peters [21] and later revisited by Entezari and Mö ller [12] . The basic properties of the quartic box-spline M 7 were investigated by Kim and Peters [17] but were limited to the approximation order, linear independence of its shifts, and the optimal quasi-interpolant.
Entezari et al. [11] derived a discrete quasi-interpolant for M 8 that provides the maximal approximation order [8] . Csébfalvi [5] also derived various discrete quasi-interpolants for both M 12 and M 8 and evaluated their reconstruction results.
Marschner and Lobb [18] proposed numerical filter metrics for several types of aliasing, methods which are useful to measure integral characteristics of filters. Blu and Unser [1] proposed a frequency error kernel that is useful to measure a sharp L 2 error according to sampling frequency.
Csébfalvi and Domonkos [6] relied on isosurface and direct rendering of spectra to visualize and analyze distributional aliasing characteristics of 3D filters. While their approach provides useful insight, it is still challenging to visualize the detailed distribution of the spectra since they visualize either only one level set (isosurface rendering) or integral measures (direct rendering).
Condat and Van De Ville [3] derived the explicit polynomial formula of the three-direction box-spline using inverse Fourier transform followed by finite differences. Entezari et al. [13] derived the explicit polynomial formula of M 8 in the same way. Kim and Peters [16] proposed a fast and stable algorithm to evaluate box-splines in general, leveraging precomputed and tabulated rational BB-coefficients.
BACKGROUND
In this section, we first characterize the BCC lattice and review box-splines, including two box-splines on the BCC lattice. Finally, we introduce the frequency error kernel devised by Blu and Unser [1] .
The BCC Lattice
An n-dimensional lattice L n is the set of points generated by an n Â n (invertible) square generator matrix as all integer linear combinations of its column vectors
and its generator matrix is G G Àt [4] . In multidimensional signal processing, sampling a signal on a lattice L n is equivalent to replicating its spectrum on the dual lattice L Ã n in the frequency domain [9] .
The BCC lattice can be considered to be generated either [4] 1. as integer linear combinations of any three of the four vectors from the center of a regular tetrahedron to its vertices or 2. by inserting additional lattice points at the center of each Cartesian grid cell. Formally, we can define the BCC lattice with generator matrix G G bcc as
Note that det G G bcc ¼ 4. The BCC lattice is the dual of the FCC lattice, the optimal 3D sphere packing lattice, and hence is the optimal 3D sampling lattice [22] . We can group the lattice neighbors of a point into shells [4] according to their distances from that point. Let S k be the kth shell of the origin. For Z Z bcc , the Cartesian coordinates of the first three shells are as follows:
S 0 ¼ fð0; 0; 0Þg; S 1 ¼ fðAE1; AE1; AE1Þg; and ð1Þ S 2 ¼ fðAE2; 0; 0Þ; ð0; AE2; 0Þ; ð0; 0; AE2Þg; ð2Þ
with squared distances 0, 3, and 4, respectively. Considering nonparallel vectors corresponding to S 1 and S 2 , we get two sets of vectors, which are the building blocks of the three box-spline filters we consider.
Box-Splines
In this section, we review the basics of box-splines. For more details, refer to de Boor et al. [8] . In the following, a matrix also denotes a (multi)-set of column vectors allowing multiplicity, depending on the context.
Definition and Basic Properties
A box-spline is a piecewise polynomial with finite support and certain continuity and is uniquely defined by a direction matrix. Given an n Â m (n m) direction matrix Ä Ä Ä Ä, a boxspline M Ä Ä Ä Ä can be constructed by performing consecutive directional convolutions in each column direction. In other words, starting from the base case (n ¼ m),
where Ä Ä Ä Ä is invertible, and Ä Ä Ä Ä ðx xÞ is the characteristic function on the half-open parallelepiped Ä Ä Ä Ä½0; 1Þ m ( Fig. 1a) , namely 
Since the direction matrix Ä Ä Ä Ä uniquely defines the boxspline M Ä Ä Ä Ä , all the properties of box-splines can be deduced from Ä Ä Ä Ä: continuity, where ðÄ Ä Ä ÄÞ is the minimum number of (column) directions of Ä Ä Ä Ä such that, when they are removed from Ä Ä Ä Ä, the remaining columns in Ä Ä Ä Ä do not span IR n :
In most cases, the centered box-spline
is used for reconstruction to prevent splines from shifting.
Reconstruction with Box-Spline Filters
In signal processing, reconstruction is the process to recover the original signal from its discrete samples via convolution with a reconstruction filter. Given data samples
on the lattice G GZ Z n , we can reconstruct a continuous spline using box-spline filter M Ä Ä Ä Ä as follows:
To interpolate the samples, the shifts of a reconstruction filter should be linearly independent to form a Riesz basis. This can be easily verified for box-splines because the shifts of
are linearly independent and form a Riesz basis if and only if [8] j det Z Zj 2 f0; j det G Gjg; 8Z Z Ä Ä Ä Ä and Z Z is square;
since this ensures that the shifts of M Ä Ä Ä Ä "minimally overlap" one another. Let sðx xÞ be an n-variate continuous signal. When sðx xÞ is sampled on the lattice hG GZ Z n , h > 0, we can reconstruct a spline s h ðx xÞ as follows:
Then the approximation order L, the rate of decay of the error as h ! 0, is defined as follows:
While interpolation results in no error on lattice points, in general it shows inferior L 2 error. In most cases, we can obtain better reconstruction by applying a discrete quasi-interpolation prefilter q on the discrete data set before convolution:
where ? denotes the discrete convolution
Then the reconstructed spline annihilates all the lower terms of the Taylor expansion of the input signal, reducing the approximation error. The optimal approximation order of M Ä Ä Ä Ä is ðÄ Ä Ä ÄÞ (3), and such a prefilter can be found by following the procedures of de Boor et al. [8] or Blu and Unser [1] . See Table 1 for examples of discrete quasiinterpolant prefilters.
The polynomial pieces of a spline are delineated by the shifts of the knot planes spanned by the directions of Ä Ä Ä Ä (Figs. 1  and 2 ). Therefore, it is important to determine the polynomial structure in order to evaluate a spline. Since box-splines have finite support, for evaluation of a spline at x x 2 IR n , a finite number of shifts M Ä Ä Ä Ä are required. The set of such shifts is called a stencil and is unique for each shift-invariant polynomial piece (Fig. 2) . The stencil size is the same as
the (normalized) volume of the support of M Ä Ä Ä Ä . Note that a large stencil size results in slow evaluation due to required fetch operations.
Symmetric Quintic Box-Spline on the BCC Lattice
The symmetric quintic box-spline M 8 on the BCC lattice was first proposed by Entezari et al. [10] as an extension of the symmetric quartic box-spline on the hexagonal lattice. M 8 is defined by (Table 1 )
i.e., the four directions corresponding to the eight lattice points in S 1 (1), as shown in Fig. 3a . Its support is the shape of a rhombic dodecahedron (Figs. 3b and 4a ). The volume of the support of M 8 is 128, 24 times the volume of the tetrahedron composed of ð0; 0; 0Þ, ð4; 0; 0Þ, ð0; 4; 0Þ, and ð2; 2; 2Þ; therefore, the stencil size is 128=j det G G bcc j ¼ 32. The (total) polynomial degree of M 8 is 8 À 3 ¼ 5, and hence is quintic. Since any three directions in Ä Ä Ä Ä 1 span IR 3 , ðÄ Ä Ä Ä 1 Þ ¼ 2; therefore, ðÄ Ä Ä Ä 8 Þ ¼ 4 is the approximation order of the quintic spline. There are six types of shift-invariant knot planes defined by Ä Ä Ä Ä 8 , which decompose a spline into six shift-invariant tetrahedral polynomial pieces, as in Fig. 5 . This decomposition coincides with the Delaunay tetrahedralization of the BCC lattice by one type of (semiregular) tetrahedron [24] . Therefore, only one of the six shift-invariant tetrahedral polynomial pieces needs to be considered to evaluate a spline [13] , and others can be evaluated after suitable transformation. It is easy to verify that the shifts of M 8 ðx xÞ on Z Z bcc form a Riesz basis [17] . Two quasi-interpolation prefilters are shown in Table 1 , one of which, Q I 8 , was derived by Entezari et al. [11] .
Tri-Cubic B-Spline on the BCC Lattice
The tricubic B-spline M 12 on the BCC lattice [7] is defined by the 12 directions
i.e., the three directions corresponding to the lattice points in S 2 (2), each with multiplicity four. Its total polynomial degree is 12 À 3 ¼ 9, and the approximation order is four since ðÄ Ä Ä Ä 2 Þ ¼ 1; hence, ðÄ Ä Ä Ä 12 Þ ¼ 4. In addition, volðsuppM 12 Þ ¼ 8 3 ¼ 512; therefore, its stencil size is 512=j det G bcc j ¼ 128.
The shifts of M 12 do not form a Riesz basis since j det Ä Ä Ä Ä 2 j ¼ 8.
Note that tensor-product B-splines with uniform knots are special cases of box-splines.
Frequency Error Kernels
Blu and Unser [1] proposed a frequency error kernel formula that quantifies the average L 2 error of a reconstruction filter according to the sampling frequency. We review it briefly here. In the following, b fð! !Þ and f Ã ðx xÞ denote the Fourier transform and complex conjugate of fðx xÞ, respectively.
Given a shift-invariant reconstruction filter , its frequency error kernel is defined as [1] 
where a is the discrete autocorrelation function of defined as
Qðe j! ! Þ is the discrete time Fourier transform of the prefilter qðk kÞ, and E min ð! !Þ denotes the minimum error that can be obtained when the prefilter Q is the orthogonal projector. In 
SYMMETRIC QUARTIC BOX-SPLINE ON THE BCC LATTICE
In this section, we define M 7 on the BCC lattice, investigate its properties, and establish an efficient spline evaluation algorithm.
Definition and Properties
The symmetric quartic box-spline M 7 on the BCC lattice Z Z bcc is the "centered" and "scaled" version of the boxspline M Ä Ä Ä Ä7 defined by the direction matrix
corresponding to the 8 þ 6 ¼ 14 lattice points in
The support of M 7 is the shape of a truncated rhombic dodecahedron, obtained by cutting six corners of the support of M 8 (Figs. 3d and 4b) . The volume of the support is 120, since the cut-away volume is 2 3 ¼ 8; therefore, the . Six shift-invariant (semiregular) tetrahedra delineating a spline generated by M 8 . Fig. 6 . The four types of partitioned cubes delineating the polynomial pieces of M 7 . The coordinate triples denote the "lower corner" of each cube (with modulo 2). Each cube is decomposed into six tetrahedra aligned along its respective diagonal, resulting in 24 shift-invariant tetrahedral polynomial pieces.
stencil size is 120=j det G G bcc j ¼ 30, two less than that of M 8 . The degree of M 7 is 7 À 3 ¼ 4, and it has the approximation order four [17] . The shifts of M 7 ðx xÞ on Z Z bcc are linearly dependent, therefore do not form a Riesz basis since det Ä Ä Ä Ä 2 ¼ 8, while det G G bcc ¼ 4 [17] . This would cause a problem when interpolating the samples. However, interpolation usually results in poorer reconstruction quality than quasi-interpolation [1] . Two of the optimal quasiinterpolation prefilters are shown in Table 1 .
Evaluation
To evaluate a spline generated by M 7 , we need to exploit the structure induced by the shifts of the knot planes of M 7 on Z Z bcc . First, note that Ä Ä Ä Ä 7 induces nine knot planes with normals The shifts on Z Z bcc of the three axis-aligned knot planes first decompose a spline into unit cubes, which can be grouped in four types according to their lower corner indices (Fig. 6 ). Each cube is further decomposed into six tetrahedra by other knot planes, as in Fig. 6 , resulting in 24 shift-invariant tetrahedral polynomial pieces. Due to the symmetry of the structure, all 24 tetrahedra are congruent. Hence, for evaluation, we can consider only one reference tetrahedron, for which we picked that with vertices fv v j g where V : Z Z bcc 7 !IR is the volume data set sampled on the BCC lattice. To determine which of the 24 tetrahedra the input x x belongs, we first determine the cube type (Fig. 6 ) using the lower point ðbx xc modulo 2Þ and find the reflection matrix R R that maps the cube to the reference cube in Fig. 6a . Then we determine which of the six tetrahedra in Fig. 6a contains R Rðx x À bx xcÞ and determine the suitable permutation matrix P P. Now _ x x :¼ P PR Rðx x À bx xcÞ is located in the reference tetrahedron, and we can collect the 30 data samples and construct the polynomial formula. One method is to build a BB-form and use the de Casteljau algorithm for evaluation. Table 1 of the supplemental material, which is available online, shows the BB-coefficients computed by following the procedure by Kim and Peters [16] . While this method is stable and fast in general, it shows poor performance in our case due to the large number of multiplications. Therefore, we derived the explicit formula following the procedure by Entezari et al. [13] . Fig. 1 of the supplemental material, which is available online, shows the explicit symbolic polynomial formula after some simplification.
RESULTS AND DISCUSSION
In this section, we compare three reconstuction schemes with various quasi-interpolation prefilters. For rendering of the reconstructed volume, the POV-Ray ray-tracing package [20] is used. Note that POV-Ray uses the finite difference method internally to compute normal vectors for shading. In the following sections, the number of samples is denoted as N 3 Â 2 in the sense that the BCC lattice can be built by inserting additional points at the center of Cartesian grid cell. In addition, Q II Ã denotes all three discrete quasiinterpolation prefilters Q II 12 , Q II 8 , and Q II 7 (Table 1 ). Table 2 compares the evaluation times of the three boxspline filters. While splines of M 12 can be evaluated efficiently using the de Boor algorithm, it takes much more time than the others due to the at least four times greater number of fetch operations. Evaluating splines of M 7 is faster than those of M 8 thanks to the concise and partially factored spline form. Also, the smaller stencil size induced by the smaller support contributes to the performance gain. Note that, while M 12 shows the worst performance on the CPU, it shows the best performance on the GPU due to its tensored structure [14] since a convolution with eight data samples can be done using one trilinear texture fetch performed by the hardware, reducing the number of fetch operations from 128 to 16 and inducing lower computational overhead. Also note that, while the evaluation time is independent of data set size, the fetch operation overhead increases as the data set gets larger due to cache misses. Quality   Fig. 8 compares the reconstruction of the test function (Fig. 7) using the three box-spline filters with quasi-interpolation prefilters. Note that the Nyquist frequency of the test function is just below 0:05 À3 , corresponding to 41 3 samples on the Cartesian lattice, and 3=8 of each volume is clipped to clearly show the cross-section.
Evaluation Time
Reconstruction
When the sampling density is high, M 12 shows the best quality due to its low postaliasing property. However, as the density decreases, M 12 quickly loses a large amount of detail due to its high smoothing aliasing property, which can be seen more clearly in the cross-section view. Comparing M 8 and M 7 , while visually similar, more ripples appear in the M 8 reconstruction due to the postaliasing property. This aliasing is evident in the close-up views in Fig. 9 . Intuitively, more convolution directions in Ä Ä Ä Ä 7 induce fewer preferred directions in reconstruction, resulting in reduced aliasing. Fig. 10 shows reconstruction of the Carp data set. The reconstruction by M 12 loses many details, but the other two images are hardly distinguishable. The subtle improvement by M 7 will be verified in Section 5.5. Table 3 shows two filter metrics proposed by Marschner and Lobb [18] . Given a filter , the smoothing metric is defined as
Integral Filter Metrics
and the postaliasing metric is defined as
where N n is the Nyquist region, and N n is its complement. All the metrics are computed by Matlab's triplequad function. Comparing M 8 and M 7 , while M 7 shows higher smoothing and lower postaliasing, the differences are small, but the improvement of the postaliasing of M 7 is greater than that of smoothing of M 8 . On the other hand, M 12 shows much lower postaliasing and stronger smoothing properties, as verified in Section 5.2.
Spectrum Analysis
While the filter metrics are useful to show the aliasing characteristics of filters, they only convey the integral measure and are therefore not suitable to analyze the distributional aliasing characteristics. For this purpose, we evaluated and visualized the spectra of filters on the planes and lines with various orientations. Fig. 11 shows the spectra of the three filters evaluated on the planes with various orientations. In any case, j d M 12 j shows very small distribution outside the Nyquist region, which explains the low postaliasing of M 12 . Also, the distribution of M 12 inside the Nyquist region is much lower than others, corresponding to high smoothing aliasing. Comparing j c M 8 j and j c M 7 j, their overall shapes are very similar. However, j c M 8 j has a more concentrated distribution outside the Nyquist region, which is noticeable in Fig. 11d . Summing up, we can see that, while the smoothing and postaliasing of M 8 and M 7 are similar in integral measure, the postaliasing artifacts of M 8 are more concentrated along specific directions and thus induce more visual aliasing artifacts.
To see the directional aliasing characteristics in more detail, we plotted the spectra of the filters along three directions in Fig. 12 . As can be seen, M 12 shows the strongest smoothing aliasing along all directions. While M 12 shows almost no postaliasing along the directions ð1; 1; 0Þ and ð1; 1; 1Þ (Figs. 12d and 12f) , its postaliasing along ð1; 0; 0Þ is noticeable since the data are closer to the centers of the replica (Fig. 12b) . Along the direction ð1; 0; 0Þ, M 7 shows higher smoothing but lower postaliasing than M 8 (Fig. 12b) . They exactly match each other along ð1; 1; 0Þ (Fig. 12d) . Along the direction ð1; 1; 1Þ, M 8 shows noticeably higher postaliasing than M 7 , but it is still relatively far away from the centers of its closest replica (Fig. 12f) . 
Frequency Error Kernels
While integral filter metrics and distributional analysis of the spectra are helpful to compare filter performance, they do not provide a quantitative error measure of the reconstructed signal accompanied with various prefilters. To this end, we computed the frequency error kernels proposed by Blu and Unser [1] . Fig. 13 shows the frequency error kernels of various configurations in the low frequency band. While the error [18] kernels are tri-variate, we only need to consider the case ! ! ¼ ð!; !; !Þ since only uniform scaling is acceptable to keep the lattice equivalent. As can be seen, E min of M 12 is the lowest followed by those of M 8 and M 7 . When applied to reconstruction with or without quasi-interpolation prefilters, M 12 shows the worst approximation behavior. Comparing M 7 and M 8 , while the difference is small, M 7 always outperforms M 8 . We present an alternative symmetric box-spline reconstruction filter on the BCC lattice which has better approximation power than previous methods while also having lower complexity. Moreover, due to the simplified explicit polynomial formula, the computational cost of our method is lower than those of the previous methods. To show the improved reconstruction quality, we computed and analyzed integral filter metrics and frequency error kernels. In addition, each spectrum is evaluated on the planes and lines with various orientations in order to visualize and analyze the distributional aliasing characteristics of the filters in more detail.
We are currently working on implementing a real-time ray-casting module on the GPU to leverage an efficient evaluation. As our future work, we plan to analyze the gradient error of the reconstructed volume and to investigate improved quasi-interpolation prefilters. Dark red/blue/green curves denote the optimal error kernels E min ð! !Þ of the corresponding filters. The black curve denotes the error kernel of M 12 with the quasi-interpolation prefilter computed by Csé bfalvi [5] .
