In this paper, we present a robust and mathematically sound rayintersection algorithm for implicit surfaces. The algorithm is guaranteed to numerically find the nearest intersection of the surface with a ray, and is guaranteed not to miss fine features of the surface. It does not require fine tuning or human choice of interactive parameters. Instead, it requires two upper bounds: "L" that limits the net rate of change of the implicit surface function f ( x , y, z) and "G" that limits the rate of change of the gradient. We refer to an implicit surface with these rate limits as an "LG-implicit surface."
1

I n t r o d u c t i o n
The task of intersecting rays with implicit surfaces (see Figure 1) is an important part of the theory and application of ray casting and ray tracing. Implicit functions can be used to represent some useful and interesting surfaces• They also have a nice composition property in that they can be combined in geometrically useful and concise ways to generate new implicit functions• Examples of these are the algebraic surfaces introduced by Blinn [BLtI', Ir, , I 82] and extensions (Figure 16 and 20) .
The reader might be surprised to find that it is impossible to create an algorithm (based solely on the evaluation of the implicit function at points in space) which is guaranteed to correctly intersect a ray with an arbitrary implicit surface. For any algorithm that could be constructed, there exist troublesome functions f(x,y,z) for which important parts of the surfaces are missed. Figure 2 illustrates this problem. In this example, we would need information about the existence of a spike in between the sample points, which is not available from the values of the function obtained at the sample points.
Thus, to guarantee ray intersections with implicit surfaces, some sort of auxiliary information is needed. In our case, we have chosen this auxiliary information to be the L and G rate limits.
Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. • \ Figure 2 : A spike flmction demonstrates some of the difficulties of sampling without sufficient information about the function being sampled. The above surface at each of the samples has zero curvature; the samples do not indicate the presence of a spike since the spike falls between the sampling points.
1.1
A Need For "Guaranteed" Algorithms Some readers might question the utility of developing an apparently complex algorithm using the mathematical machinery of L and G bounds. They could also question the need to directly render complex modeling primitives, instead of converting into more easily renderable objects such as polygons• Finally, they might question the utility of implicit functions at all. They could believe that there would be no need for surface types beyond bicubic patches, quadric surfaces, and polygons for their modeling needs. The answer to the first question is straightforward. Given the L and. G numeric rate constants, our algorithm actually is quite simple and easy to implement. The amount of code for the algorithm is relatively small and is easily put into a standard ray tracing program.
More importantly, however, the algorithm guarantees that we will find all of the correct ray intersections in the entire image. If we were to first convert the implicit model into polygons, we would have to produce a "guaranteed" polygonal tesselation of the surface. This is &•l •• SIGGRAPH a non-trivial task for general implicit surfaces, and could depend on the camera view angles and viewing parameters of the scene. (Our technique can be adapted to produce guaranteed polygonalizations, but we feel direct rendering is easier).
Even in directly rendering a geometric primitive, rather than its polygonal tesselation, a "guaranteed" technique, which does not require any corrective interaction or fine tuning of parameters by a human being, is most vahlable. Tbis is especially attractive to people making computer animation. In fact, we frequently use computer animation as a means to verify the accuracy of our rendering algorithms. Imagine running iongscripts to make a movie and then finding that frame number 129 has pixel dropouts because the frame uses a particular camera angle and parameters for the rendering algorithm that worked for other frames but do not work for this frame. The recourse is to find the right set of parameters for this frame and restart the animation until we notice other anomalies. With a guaranteed "direct" method, one is assured of the correctness of the whole sequence, without re-rendering frames.
Even in making still-frames, much time is spent modeling a scene. With an algorithm that guarantees the correctness of the rendering, there is less to worry about, as changes are made to other object parameters of the scene.
The utility of having a wider variety of surface types can be seen in Figures 16 and 20 . The polygonal or patch representation for these objects would be more difficult to specify and would require moie data than implicit techniques.
Finally, developing a "direct" guaranteed algorithm that works every time without any searches through a parameter space was an exhilarating research experience for us.
Previous Methods
To Render Implicit Surfaces An implicit surface S is defined by a function S : f(x) = 0. The function is negative inside the surface and positive outside (Figure 1 ).
Polynomial Implicit Functions
The efforts to render implicit surfaces have been two-fold. The first approach has been to limit types of implicit functions. [HANRAHAN 83] limited the implicit functions to be polynomial functions of spatial variables. Using some results presented in [USPENSKY 48] and [COLLINS and AI<Rr'FAS] and a theorem due to Descartes, this method gurarantees the nearest intersection of a ray with a polynomially defined implicit surface. [MIDDt.EOITCH et al 85] have also used polynomially defined surfaces to generate some kinds of blend surfaces.
Polygonizing Implicit Surfaces
The second approach has tried to render more general implicit surfaces by polygonizing implicit surfaces.
There is a basic difficulty with using a naive polygonization of a surface. With a view independent polygonization algorithm, we could either end up rendering too many polygons when the object covers very small number of pixels on the screen or rendering too few polygons when the objects covers a large area on the screen. [VON HERZEN 87] has attempted to deal with view dependent potygonization. On the other hand, ray casting automatically samples an object at a level that depends on the ohjeet's coverage of the screen.
It is also more natural and easier to model some objects in one modeling domain than another. The pictures in this paper have been modeled in a sculptor's paradigm of adding a little clay here or removing a little clay there. This can be done most naturally with blended implicit functions.
However, some researchers have polygonized implicit surfaces with varying success. The schemes that try to polygonize implicit surfaces compute the value of f(x) defining the surface for points Pi on a grid. These methods consider segments at whose two endpoints f(x) has opposite signs. Then the intersection of S with this segment is approximated by various methods such as linear interpolation. These "intersections" along the edges of the rectangular boxes forming the sampling lattice are then connected according to some heuristics to form polygons. than one possibility exists. A second more important problem with the above algorithm is that they are based only on the values of the implicit function at certain points. As noted before, this means that features finer than the sampling grid will be either completely ignored (Figure 3(a) ) or the approximate intersections formed will be grossly incorrect (Figure 3(b) ). There is not enough information in the function values even to provide an estimate of the size of the sampling grid.
In section two, we describe our mathematical approach. In section 3, we describe an overview of the algorithms, while in section 4 we describe the algorithms in more detail. In sections 5 and 6, we describe our results and conclusions, and provide supplemental mathematical information in the appendices.
2
Our Approach:
Creating LG-Surfaces
We present an algorithrr~that a) Guarantees that the smallest features of the surface are sampled.
b) Obtains the nearest intersection of a ray from the origin of the ray with the implicit surface S represented by the implicit function f(x).
We do not generate polygons, but obtain guaranteed numerical intersections of rays with the implicit surface.
2.1
Mathematical Preliminaries: We first present some mathematical definitions and preliminaries: Definition of Implicit Surface:
A general implicit surface S is defined by (See Figure 1) or, in vector notation,
Ray Definition
We define a ray via:
where vector c~ is a unit vector ray direction and vector /3 is the origin of the ray corrsponding to ~ = O.
Definition of F(t)
Given a function f(x) = 0 of spatial variables x = (z, Y, z), we substi-
into f(x) to define 
Definition of g(t)
We now define a new function
Note that g(t) is the directional derivative of f(x) along the ray direction o~ ('g' relating to "gradient").
Definition Of Lipschitz Constant
A (positive) real number £ is cMled a Lipschitz constant on a function f(x) in a region T~, if given any two points xl and x2 in ~, the following condition holds:
where I1.11 is a vector norm. 
2.2
LG-surface Description
We define an LG surface to be an implicit function f(x~y,z) which has bounds on the net rate of change of the function and its directional derivative (that we call L and G). Mathematically, these bounds are the Lipschitz constants as defined above; Lipschitz constants have other useful applications in applied mathematics and numerical analysis (see
[GEAR 7I] and [LIN AND SEGELT4]).
Definition of LG-surfaces
Let L be the Lipschitz constant for the function f(x) in a threedimensional region ~ and G be the Lipschitz constant for the corresponding function g(t) in a closed interval T=[Q,t2], iv.,
IIg(to) -g(tb)ll _< c lit. -tdl.
(5)
for any ~a,~b E7¢ and any ta,tb E T. An implicit surface S represented by an implicit function f(x) = 0 is an LG-implielt surface, if the Lipschitz constants L and G as defined above exist and are computable.
How To Compute L's and G's
It can be seen from equation (3) that a Lipschitz constant is a measure of the maximum rate of change of a function in a region over which the function is defined. This can be seen by dividing equation 3 by Ilxt -x211, taking the limit ~ Xl ~ x2 and using the definition of derivative. Computing L:
Given a three dimensional rectangular region T~, we shall call the Lipsehitz constant for f(x) for 7~ to be L. L is equal to or greater than the maximum rate of change of f(
Given a one dimensional closed interval T= [q,t2], we call the Lipschitz constant for g(t) in 7-to be G. T is equal to or greater than the maximum rate of change of 9(t) in 7-. That is
The algorithm works faster for smaller values of L and G.
3
Rendering
LG-surfaces
We render LG-surfaces by casting rays and obtaining intersections of the ray with the surface using two algorithms, A and B.
Algorithm A) Space Pruning
Algorithm A is an efficiency measure. Even if algorithm A is not used, the ray intersection method in algorithm B is guaranteed to work. This algorithm prunes away large parts of space that are guaranteed not to contain any part of the LG-surface as in Figure 5 . We obtain a volume "12, composed of non-overlapping rectangular boxes, that contains the whole surface. The vertices of each of the boxes in V straddle the surface (figure 6). This initial pruning reduces the space in which we have to search for intersections of rays with the surface.
• SIGGRAPH Algorithm B) Ray" Intersection In algorithm B, the volume Y in space generated in the algorithm A is used to intersect a ray with the surface. The rectangular boxes composing Y are intersected with a ray in order of appearance along the ray. In any box, if one or more intersection exists, the nearest intersection is determined and we are done with this ray. The algorithm guarantees that if an intersection in the box exists, the intersection is found. Further, if more than one intersection exists, the nearest one is computed (nearest to the origin t = 0 of the ray vtt + 13).
We now discuss each algorithm in more detail.
3.1 Part A: Pruning Away Empty Regions Of Space The vertices of a rectangular box are said to straddle an implicit surface if at least one of the vertices lie inside the surface and at least one of the vertices lie outside. In Figure 6 , part (a) shows a straddling box. We do not consider'the box vertices in part (b) to be straddling even though the box itself contains a part of the siarface. Boxes (c) and (d) are obviously non-straddling. The sign of f(x), the inside-outside function for the surface tells if the point x is inside or outside the surface.
Algorithm A (Space Pruning) of the algorithm is shown in pseudo code in Figure 7 and in pictures in Figure 8 . In this algorithm, we start with a bounding box that surrounds the surface of interest (Figure 8 , step 1). This bounding box is subdivided ( Figure 8 , step 2) to some level n and sub-boxes guaranteed not to contain any portions of the surface are thrown away ((Figure 8, step 6 Box Bi). Only boxes that straddle the surface are kept (Figure 8 , step 4 Box B4). By keeping the boxes that only straddle the surface, each box is guaranteed to contain a part of the surface and we get a collection of boxes that lie close to the surface.
Given a sub-box B, how do we decide if it is to be accepted and not pruned away?
If B straddles the surface, it certainly contains a part of the surface and it is kept ( Figure S 
then f(x) is guaranteed to stay the same sign that it has at x 0 and never assume a value of zero in B and hence B can be thrown away (fig 7, steps 5 and 6, box B1).
If B does not satisfy condition in equation (8), it is subdivided into eight sub-boxes and each of the sub-boxes is checked again to check that it satisfies either the straddling condition or equation (8). In Figure 8 , step 7, Ba is subdivided and upon subdivision we find some sub-boxes that straddle the surface. For box Bz, none of the sub-boxes straddle the surface and the subdivision is stopped after condition (8) is satisfied. Figure 5 shows a surface and its straddling box forming P as found by our algorithm. This initial subdivision in algorithm A is not an essential requirement for the algorithm. It is guaranteed to work even if the initial subdivision level n = 0, i.e., no initial subdivision of the bounding box is performed. The level of initial subdivision does effect the performance of the ray-intersection.
Subdivision Termination
Is it guaranteed that the subdivision algorithm terminates?
If any of the vertices of a box lies exactly on the surface, condition (8) will never be satisfied. Even if we compute the smallest possible L, we can meet the condition If(xo)[ = Ld rather than the inequality. Hence, we have to stop subdivision at some level if it does not stop in the natural course of the algorithm. Since we compute the intersections numerically, stopping the intersection when the box size becomes smaller than the tolerance of the numerical method is a natural condition to use. Experimentally, in all the pictures we have computed '89, Boston, 31 July-4 August, 1989
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Step 8 Figure 8 : Algorithm A prunes away parts of space gurarazlteed not to contain any portion of an LG-surfac¢. Cross hatched boxes are added to V, lightly shaded box~ are thrown away. The pseudocode for the algoritlu'n is given in Figure 7 . The steps in this figure and in Figure 7 correspond.
so far, such a terminating condition has never taken place. The straddling condition occurred before the box reached the numerical precision limit. The problem of finding the nearest box is described later in section 4. Here we consider the following problem.
Problem Statement
Intersection of a ray with the surface in a straddling box: Given a ray and a box B whose vertices straddle the surface, either ensure that there is no intersection of the ray with the surface in B or find the nearest intersection.
Preliminaries
We wish to compute intersections along the ray cd + ~. ttenee, we are interested in the behavior of f(x) along the ray. As defined in equation 1, F(t) represents the behavior of f(x) along the ray and
An intersection is given by values of t such that
The reliability of our ray intersection algorithm depends on our ability to determine if g(t) becomes zero in an interval. The following two cases describe two important situations, one in which there is exactly one ray-surface intersection in an interval, and second in which there is none.
If F(t~)
and F(t~) are of opposite signs at two points t~ and t~ along the ray, tl < t~, there is at least one intersection between tt and t2. Further, ifg(Q = dF/d~ does not become zero between t~ and t~, there is exactly one intersection between the ray and the surface in the interval from tl to t~ (see below z ).
If F(Q)
and F(tz) have the same sign at Q and t~ along the ray, t~ < t2 and g(t) = dr~dr does not become zero between t~ and t~, there is no intersection between the ray and the surface in the interval from Q to t2.
Given that G is the Lipschitz constant for g(t) in an interval [Q, t~] and
in [/~,tz], then g(t) nevers becomes zero in the interval. (G is equal or more than the maximum rate of change of g(t) and d is the maximum distance along the ray from trn.) Gd is the maximum possible change and repeat steps 2 to 8 on each subinterval until tm--tl < e or t2--tm < Figure 9 : Algorithm to intersect a ray with art LG-surface. Given a "box B~ determine if there is no intersection in B or else compute the nearest intersection.
in g(t) from g(tm).
Ill a continuous function f(t) att~ns two consecutive
is the tolerance of the numerical method used to compute the intersection.
B) Ray Intersection Algorithm
The ray intersection algorithm is delineated in Figure 9 . We will use the above observations to design our ray intersection algorithm. We are looking for the interval [tl,tz] nearest to the origin of the ray with exactly one intersection. Given a box B, we will make decisions about closest intersections of the surface S and the segment of the ray in the box.
Let the ray intersect box B in points PI and P2 corresponding to the ray parameter values tl and tz. Let t~ be the midpoint of the segment between tl and t2,
tm-t2 + tl d = (t2 -tl)/2. 2 '
How to Find a Ray intersection 1. If F(Q) and F(tz) are of opposite signs and []g(tm)[[ > Gd, there is exactly one intersection between tl and is. The intersection is computed numerically using a newton iteration and regula falsi method.
2. If F(tl) and F(t2) have the same sign and [[g(tm) ][ > Gd, there is no intersection between tl and t2. The next box B along the ray is considered. If there are no more boxes along the ray, the ray does not hit the surface.
If equation 9 is not satisfied in it1, tz], the interval is sudivided into two sub-intervals at tm and the two subintervals [t,,lm] and [Zm,tz] tested in order.
Interval Subdivision Termination
The termination condition of the interval subdivision algorithm needs equation 9 to be satisfied. Since both G and d are positive, if g(t) becomes exactly zero along the ray, this condition is never satisfied and the algorithm will not terminate naturally. This situation occurs at the silhouette edges of the surface 2. At a point Ps on the silhouette edge, the gradient of f(x) is perpendicular to the ray and hence the directional derivative g(t) is zero. Hence at Ps condition (9) will never be satisfied.
To avoid an infinite subdivision, one has to stop when it2 -tl[ becomes less than the precision of the numerical method used to compute the intersections, typically of the order of 10 -8 . The surface will be smooth within the same error tolerance. The above considerations also imply that the algorithm spends more time near the silhouette edges. This is shown in Figure 12. 
3.3
Note about the Algorithm Note that the Space Pruning algorithm has to be done only once for each surface. The same volume 12 can be used repeatedly to make multiple pictures of that surface. Hence if we wish to make many 2A point Ps on ~ surface S : ./(X} = 0 is said to he on a silhouette cdse with respect to a view point Pu, if the ray ori~natin s from Pv and passing through P, is tangent to S. ,aQRAPH '89, Boston, 31 July-4 August, 1989 Each ellipsoid has a different "blending factor". images of the same surface as say, in a movie, we should spend a little more extra computation in the Space Pruning algorithm by using a finer initial subdivision (since finer boxes save computation in the rayintersection algorithm).
Implementation Details of the LGSurface Ray Intersection Algorithm
In this section we describe some details of our implementation of the algorithm and the kind of surfaces that we have considered so far for implementation. We are building a library of L's and G's for various functions that will be useful to implement more surfaces. 4 . 1 I m p l e m e n t i n g A N e w S u r f a c e To add a new surface to be rendered by our algorithm, the following functions have to be defined for the surface: double i n s i d e _ o u t s i d e ( x , y, z) double x, y, z; inside_outside() returns the value of the implicit inside-outside function f(x) of the surface, f(x) is negative for points inside the surface and positive for points outside.
d o u b l e l i p s e h i t z _ c o n s t a n t (box_rain, box_max) double box_rain [3] , box_max [3] ; l i p s c h i t z _ c o n s t a n t ( ) returns the value of a Lipschitz Constant for the surface in the box bounded by two vertices box_max and boz_min.
Note that the value returned need not be the best estimate of the Lipschitz Constant. In fact, even a global Lipschitz Constant may be returned everytime. However, the algorithm is computationally more efficient for tighter estimates of Lipschitz Constants. The correctness of the algorithm remains unchanged irrespective of the tightness of the estimate of the Lipschitz constant.
double g r a d _ l i p s c h i t z _ c o n s t a n t ( r a y , t l , t 2 ) ray't;ype ray; double it, 'I:;2; grad_llpschltz_constant 0 returns the value of a Lipschitz Constant G, the directional derivative of f(x) along the ray, between the ray parameters tl and t2. Again, we do not need the tightest value of G, although tight bounds will save computation.
4.2
Computing A Bounding Box To start the algorithm: a bounding box of the surface is required. How a bounding box is computed, of course, depends on the type of surface being considered. It should be, however, noted that the algorithm will work on any given bounding box. The algorithm will just render all the portions of the surface in the given box. In addition, a conservative estimate of the bounding box, too large a hounding box, penalizes mostly the first algorithm. Since a major portion of the bounding box that is guraranteed not to contain any part of the surface is pruned away in the first algorithm, the ray intersection in the second algorithm does not lose in computational efficiency much even with a large initial bounding box.
4.3
Surfaces Considered So Far Admittedly, computing L's and G's for a general function f(x) might require some mathematical prowess. We have computed L's and G's for some special surfaces to test our algorithm and have computed a series of images. As explained in the future work section, we are enlarging the library of available surfaces. This will be available in a forthcoming Caltech Technical l~eport.
The first, example is an ellipsoid for which
For a rectangular region 7Z bounded by (Zmi.,ffmi.,Zmln) and (Zma=, y . . . . z,naz) , L is given by, G for an ellipsoid is independent of where it is computed, a l o n g a ray (x, y, z) = a t +/3 and is given by He then defines a s u m function,
The function P ( z , y, z) is a "blended" version of the individual functions fi (z, V, z) . The exponentiation causes the blending to be gradual.
The parameters Ai control the smoothness and parameters Bi control the relative contribution of the participating functions fl. Note t h a t
Bi's could be negative enabling one to "carve" out material from another solid. An example with positive and negative Bi's is shown in These result, s can be used to compute any of the pictures in this paper.
4 . 4 O r g a n i z i n g S u b -b o x e s I n A n O c t r e e The boxes generated in the Space P r u n i n g algorithm a n d used in the ray intersection algorithm are arranged in an octree. Although oetrees have been used by various people such as [GLASSNER 84], our octrees differ in some respects. Each of the node in our octree corresponds to a rectangular box. T h e children of a node are sub-boxes that straddle the surface.
Our octrees are not fully populated. Since the boxes t h a t comprise the volume ' 12 generated in the first algorithm tend to be near the surface (because of the straddling condition), a large portion of the b o u n d i n g box of the surface does not contain any sub-boxes in ~. Hence, although each of the nodes in our octree may potentially contain eight sub-nodes, most nodes will have fewer.
We also adjust the box of each node to tightly b o u n d the boxes of its children nodes. Since we keep only straddling boxes oat of the eight possible boxes of a node, m a n y nodes have fewer than eight children and the box for a node shrinks in a lot of cases. See Figure 14 . In the figure the dotted boxes show the boxes before shrinking and the solid boxes after shrinking. This shrinking is p r o p a g a t e d all the way to the root of the octree. During ray-intersection, the smaller boxes result in many more trivial rejects and we do not have to uselessly examine the children of many nodes.
The oetree organization of boxes presents a convenient way to find the box newest to the origin along a ray. If the ray does not intersect the bounding box of any node N, the sub-tree rooted at N does not need to be considered. If the ray does hit the node box, the ray is intersected with each of its possible eight children, the boxes t h a t are hit are arranged in a heap sorted by the near intersection of the ray with the box, and the boxes in the heap are tried in order.
R e s u l t s
We have used the algorithm presented in this paper to compute a series of pictures shown in this paper, Figures care of the problem of missing fine features in Figure 2 . The spikes in the picture change from thick to thin and the algorithm has no problem finding the finest of t h e m without any fine tuning. The spikes in Figure 15 m a y be as fine as desired and the algorithm will find them. As advertized, we have found t h a t the algorithm produces accurate intersections for all surfaces for which we can compute L's a n d G's.
We can use the Mgorithm presented in this paper even for functions t h a t have not yet been analyzed. Since the L's and G's required need not be the smallest possible, we can use conservative global numbers and still make images of surfaces represented by these functions. We would have to spend extra computational effort because of large L's and G's. This approach, however, is an "indirect approach" and might require some fine tuning in the event that we choose too low estimates for L's and G's and thus obtain errors in the images.
6
C o n c l u s i o n s
In this paper we have presented a method to produce guaranteed intersections with a broad class of Implicit Surfaces. The most important feature of this algorithm is that it is a robust "direct" method. The method does not require any fine tuning or human choice of interactive parameters. The picture of a surface within the bounding box provided for the surface is guaranteed to be numerically correct. Further, if L and G's can be computed locally for regions rather than globally, the algorithm adapts the computational effort required over different regions of the surface automatically. Essentially, our algorithm is based on fundamental mathematicM properties of functions and is correct by construction. W i t h the algorithm presented in this paper, we have reduced the problem of ray tracing difficult implicit surfaces to the problem of finding L's and G's for the function representing the surface.
F u t u r e W o r k
Our algorithm presents an opportunity to use implicit surfaces as a useful tool for computer modeling. Our future work is directed in two directions.
First, we are working towards creating or identifying a collection of useful implicit functions and computing the Lipschitz constants L and G, for these functions. We have already had some success in computing the desired Lipschitz constants for deformations, like twists, bends and tapers (See [IBARR 84] for details of deformations).
Second, we are looking at applications of implicit surfaces where our algorithm can be used with advantage to render the surfaces. The picture in Figure 13 has inspired us to look at biological applications. We are considering modeling bones and other anatomical structures using blended surfaces as used in this paper. Another application is to use energy-based constr~nt methods ({TERZOPOULOS et all and [PLATT and BARR] ) to fit blended surfaces to digital data such as generated in tomography.
Another possible application is in adaptive anti-aliasing. Given a box, our algorithm can find if there is any surface in the box, Given that rays passing through the corners of a p~e l miss the surface, an extension of this algorithm can be used to determine if there are any portions of the surface in the interior of the pixel and to possibly cause sub division.
We have also been considering computational improvements to the algorithm. Computing a single number L for ~t rectangular box B actually gives us the radius of the circumscribing sphere S of the box as shown in Figure 4 . Since we use only the box, the region in the sphere S outside ]3 is wasted. Using three Lipschitz constants L1,Lz and Lz, one for each of the three coordinate directions in place of a single L will make the algorithm more efficient. This is in some ways similar to methods in [VON HERZEN 89] and [VON HERZEN 88] . 
We sketch out the derivation of computing L and G here. For details see the Caltech CS Technical Report [KALRA and 8ARR 89] . 
where R= ~a4x 2+b4y 2+c~z 2. Note that R~o= and r~i. occur at the maximum and minimum distances respectively of any point in ~ from the origin. Note that, if the region "R straddles any of the coordinate planes, r does NOT take its minimum value at (Zrnln, y,ni~, stain) 
G=t6T
But h(t) can have a maximum value only at the endpoints t~ or t2, or else at a stationary point of h(Q, The mathematics for L and G gets somewh~.t involved ~nd we shall sketch out the derivation steps. Please see [KALRA and BARR sg] for full expressions and details.
Method to Compute L in a region Td Differentiate f (x, y, z) with respect x, y and z respectively and maximize the partial derivatives over a rectangular region 7L bounded by (x~,~, y~i., Zmi~) and (z .... y .... z~=) to get L1, L2 and L3 respectively. [tl,t2] To compute G, substitute (x, y, z) = (~t + ~) iu f(x,y,z). Differentiate to get g(t). Differentiate again and maximize over an interval [tl, t2] . We found the use of a symbolic manipulation package such as [SMP] very useful in substituting for common sub-expressions etc. during the derivation of L's and G's.
Again, for more details see the Caltech CS Technical Report [KALRA. and BA.RR S9]. Computing G in an interval [tl,t~] Define d
g(t) = ~ff(~ + ~).
for a ray x = c~t +ft. Then G for an interva/ 7" along the ray is computed as > max dg (t) G-t6T ~
•
The detailed derivation and expressions for L and G may be found in [KALRA and BARR 89] .
