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Zusammenfassung
Es ist kein Geheimnis, dass in den letzten Jahren in der
Entwicklung und Forschung unterschiedlichster Bereiche ein
enormer Anstieg an genutzten Datenmengen zu beobachten
ist. Grund hierfu¨r sind hauptsa¨chlich neue technische Mo¨g-
lichkeiten, wie beispielsweise bessere oder gu¨nstigere Sensor-
technik. Diese unza¨hligen Datenmengen bieten den Entwick-
lern und Forschern oftmals unfassbare Mo¨glichkeiten, fu¨hren
aber auch teilweise zu neuen Problemen. So werden oftmals
Programme fu¨r Auswertungen genutzt, die nicht fu¨r enorm
große Datensa¨tze entwickelt wurden und demnach entweder
deutlich zu langsam sind oder nicht funktionsfa¨hig. Ein gu-
tes Beispiel hierfu¨r ist das open-source Programm R [14],
welches fu¨r sein umfangreiches Repertoire statistischer Me-
thoden, wie beispielsweise Machine-Learning-Algorithmen,
bekannt und beliebt ist. R’s Performance jedoch ha¨ngt maß-
geblich mit der Datengro¨ße zusammen. Steigt diese u¨ber die
Gro¨ße des Hauptspeichers, fa¨llt die Rechengeschwindigkeit
drastisch ab. Aus diesem Grund stellen wir in diesem Ar-
tikel unseren Framework fu¨r eine transparente Datenbank-
und Parallelisierungsunterstu¨tzung von R vor. Hierbei legen
wir großen Wert auf die Nutzerfreundlichkeit, d.h. in diesem
Fall, dass der Nutzer seine gewohnte Entwicklungsumgebung
(etwa sein R-Skript) nicht zu a¨ndern braucht und trotzdem
die Vorteile paralleler Berechnung, sowie die In- und Output-
Fa¨higkeiten von Datenbanksystemen ausnutzen kann.
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1. EINLEITUNG
Durch das Voranschreiten der Technik ist in den letzten
Jahren ein enormer Anstieg genutzter Datenmengen in Ent-
wicklung und Forschung zu beobachten. Dies ero¨ffnete eini-
ge Mo¨glichkeiten und Herausforderungen, die teilweise durch
konventionelle Ansa¨tze nicht mehr realisierbar sind. Dies hat
in den letzten Jahren zu einem Hype in der Entwicklung neu-
er Umgebungen oder Programmen gefu¨hrt, die gezielt auf
große Datenverarbeitung ausgelegt sind. Ein gutes Beispiel
hierfu¨r ist das MapReduce Framework [7] mit seinem wohl
popula¨rsten Stellvertreter Hadoop [2]. Der Einschlag dieser
Umgebung war enorm und fu¨hrte zu zahlreichen weiteren
Projekten, die auf ihr aufbauten. Jedoch muss auch hier an-
erkannt werden, dass nicht jedes
”
Big Data Problem“ mit
MapReduce gelo¨st werden kann, bzw. nicht jeder Entwick-
ler die Expertise hat es in MapReduce zu lo¨sen. Letzteres ist
ein Punkt den wir in diesem Artikel betonen wollen. Die ge-
wohnten Entwicklungsumgebungen, das sind beispielsweise
Programme fu¨r statistische Auswertungen, sind in den we-
nigsten Fa¨llen solche, die fu¨r große Datenverarbeitung aus-
gelegt sind. Wir beziehen uns in diesem Artikel auf die open-
source Programmiersprache R, welches fu¨r ihr umfangreiches
Repertoire statistischer Methoden bekannt ist und eine a¨u-
ßerst große und stetig wachsende Community besitzt. Das
Problem, dem viele R-Entwickler begegnen ist das Einbre-
chen der Performance bei der Behandlung von Daten, wel-
che die Hauptspeichergro¨ße u¨berschreiten. Es gibt natu¨rlich
Wege diesem Problem entgegenzutreten, wie beispielsweise
die Hardware zu verbessern, auf Performance-verbessernde
R-Erweiterungen zuru¨ckzugreifen oder ganz auf ein neues
Programm oder Tool umzusteigen. Alle diese Lo¨sungen sind,
falls sie ihr eigentliches Ziel u¨berhaupt erreichen, mit einigen
Nachteilen, wie materiellen Kosten oder erho¨htem Zeitauf-
wand durch Einarbeitung in neue Tools und Sprachen, ver-
bunden. Dies stellt den Einstiegspunkt des hier vorgestellten
Projektes dar: Ein Framework das R mit Datenbank- und
Parallelisierungstechnologie ausstattet. Hierbei wird der R-
Code analysiert und in SQL- und parallelisierbare Segmente
zerlegt. Einer der Hauptaspekte liegt hierbei auf der trans-
parenten Umsetzung, das heißt, dass der Nutzer nur sein
R-Skript beno¨tigt und keine Kenntnisse von SQL oder von
Parallelisierungtechniken haben muss.
Der Rest des Artikels ist folgendermaßen gegliedert: In
Abschnitt 2 werden Forschungsprojekte und Entwicklungen
vorgestellt die entweder R und Datenbanksysteme oder R
und paralleles Rechnen vereinigen. In Abschnitt 3 stellen wir
einige Aspekte unseres eigenen Projektes vor, wobei die Ar-
chitektur und Schlu¨sselcharakteristiken und die Wahl eines
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geeigneten Datenbanksystems diskutiert werden. Im letzten
Abschnitt beschreiben wir ku¨nftige Teilprojekte, die wir in
Angriff nehmen werden.
2. STAND DER FORSCHUNG
Das Verbinden von R mit Datenbank- oder Parallelisie-
rungstechnologie ist sicherlich keine neue Idee. Es gibt zahl-
reiche verschiedene Projekte, die genannt werden sollten.
Die R-Community selbst ist sehr lebendig und hat in den
letzten Jahren verschiedene Erweiterungen (
”
Pakete“) her-
vorgebracht. Datenbankverbindungen mittels allgemeinem
JDBC-Treiber oder fu¨r spezielle Datenbanksysteme wie My-
SQL, PostgreSQL und a¨hnliche sind alle verfu¨gbar und ein-
fach handhabbar. Allerdings ero¨ffnen diese Anbindungen oft-
mals nur eine Schnittstelle um SQL-Anfragen in R durchzu-
fu¨hren. Eine deswegen sehr interessante Erweiterung ist das
dplyr-Paket [6], welches eine automatische U¨bersetzung ei-
niger, simpler R-Methoden in SQL ermo¨glicht.
MonetDB [8] nutzt diese, um ein automatisches Prefilte-
ring mittels SQL zu ermo¨glichen, welches die Datenmenge
die R verarbeiten muss deutlich reduzieren kann. Zusa¨tz-
lich bietet MonetDB eine Mo¨glichkeit R-Methoden in seine
SQL-Anfragen einzubetten. In dieser Verbindung zwischen
dem Datenbanksystem und R wird zusa¨tzlich ein geteilter
Hauptspeicheransatz verfolgt, welcher beiden Schnittstellen
eine schnelle und gu¨nstige Kommunikation erlaubt.
Ein weiteres Datenbankprojekt das hervorzuheben ist, ist
RIOT-DB [17], welches MySQL und R verbindet. Hier wer-
den Variablen zwischen R und MySQL mittels Mapping ver-
bunden, welche mittels u¨berladener Operatoren in R bear-
beitet werden. Das Projekt konzentriert sich dabei haupt-
sa¨chlich auf die Optimierung von Matrix-Operationen.
Einen anderen Ansatz schla¨gt paradigm4’s SciDB [13] vor.
SciDB ist ein Datenbanksystem, welches im Gegensatz zu
typischen spalten- oder zeilenorientierten Datenbanksyste-
men auf einem Array-Datenmodell basiert. Dieses Modell
soll sich bei wissenschaftlichen Berechnungen a¨ußerst gu¨ns-
tig auf die Rechenzeit auswirken. SciDB unterstu¨tzt, a¨hnlich
wie RIOT-DB, eine durch Mapping realisierte Verbindung
der Schnittstellen und eine, durch u¨berladene Operatoren in
R realisierte, Verarbeitung.
Als Zwischenfazit la¨sst sich sagen, dass mehrere Projekte
fu¨r Datenbankenverbindungen mit R bereits existieren, wel-
che eine gute Basis fu¨r weitere Forschung bieten. Ein Punkt
der hierbei meist vernachla¨ssigt wird ist die U¨bersetzung
von komplexeren R-Funktionen, welche ein Schlu¨sselaspekt
unseres Framework sein wird. Zudem werden fu¨r einige die-
ser Projekte SQL-Kenntnisse des Nutzers vorausgesetzt oder
zumindest das manuelle Aufbauen von Verbindungen und
Nutzen neuer vorgefertigter Methoden.
Wie auf der Datenbankseite, existieren auch fu¨r paralleles
Rechnen zahlreiche R-Pakete die den Nutzern etwa Multi-
Core-Verarbeitung (siehe etwa das pR-Paket [9]) oder sogar
eine Schnittstelle zu Hadoop [2] ermo¨glicht.
Als eine Alternative zu R sollte IBM’s SystemML [1, 10]
genannt werden. Dieses arbeitet mit einer R-a¨hnlichen Spra-
che und fu¨hrt MapReduce-Strategien fu¨r zahlreiche Opera-
tionen ein. Besonders an SystemML ist der Fokus auf die nu-
merische Stabilita¨t von Algorithmen, welche gerade bei einer
großer Anzahl von algebraischen Operationen oftmals leidet
und so Rundungsfehlereinflu¨sse deutlich versta¨rken kann.
Weitere nennenswerte Verbindungen von R und MapRe-
duce sind RHIPE [5], Ricardo [15] und Cumulon [3]. Schließ-
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Abbildung 1: Architektur des vorgestellten Frame-
works.
lich sei der kommerzielle Vertreter Revolution Analytics’
”
Revolution R“ mit seinem ScaleR-Paket genannt. Dieses
bietet eine breite Reichweite an automatischen U¨bersetzun-
gen von R-Funktionen fu¨r parallele Plattformen, wie bei-
spielsweise Hadoop-Cluster.
Unser Projekt wird sich von diesen Entwicklungen zum
einen durch das Nutzen von Datenbank- und Parallel
Computing-Technologie und zum anderen durch den Fokus
des automatischen U¨bersetzens von bereits existierenden,
komplexen R-Methoden unterscheiden. Damit soll erreicht
werden, dass Nutzer ohne A¨nderungen ihrer R-Skripte par-
allele Verarbeitung nutzen ko¨nnen. Die einzig no¨tige Anpas-
sung sollte eine Zuordnung von Datenbank- und R-Variablen
sein.
3. ARCHITEKTUR
In diesem Abschnitt stellen wir unsere Architektur vor,
die in Abbildung 1 dargestellt ist. Das Augenmerk dieser,
ist die eigens implementierte Schnittstelle, die verschiedene
Funktionen inne hat. Sie ist mit R, der Parallelisierungs-
schnittstelle und dem Datenbanksystem verbunden und ist
demnach zur Verwaltung der Kommunikation, welche in den
na¨chsten Unterabschnitten na¨her beschrieben wird, verant-
wortlich. Es sollte außerdem hervorgehoben werden, dass zu-
dem keine der anderen vier Hauptschnittstellen mit einer an-
deren verbunden ist. Weiterhin wird hier ein Ansatz des ge-
teilten Hauptspeichers zwischen R und der Schnittstelle ver-
folgt, welcher eine gu¨nstige Kommunikation ermo¨glicht um
beispielsweise Zwischenergebnisse zu bearbeiten. Urspru¨ng-
lich war ein klassischer MapReduce-Ansatz vorgesehen, wo-
bei jedoch das Senden der Daten zur Schnittstelle und der
darauffolgenden erneuten Aufteilung zu unno¨tigen Kosten
gefu¨hrt ha¨tte. Daher werden die Knoten zur parallelen Be-
rechnung selbst mit der Datenbank verbunden um unno¨tiges
Senden von Daten zu meiden und so optimal die Vorteile al-
ler drei Welten nutzen zu ko¨nnen.
Im Folgenden werden Einblicke in den Ablaufprozess ge-
geben und Vor- und Nachteile des Ansatzes diskutiert.
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3.1 Konzeptuelle Charakteristiken
In diesem Abschnitt werden verschiedene zu implementie-
rende Charakteristiken der Zielumgebung erla¨utert.
3.1.1 Input
Eines unser Hauptbedenken gilt der Nutzerfreundlichkeit,
da ein Einarbeiten in neue Programme oder Techniken fu¨r
Nutzer sehr zeitintensiv und frustrierend sein kann. Dem-
nach sollte nur das gewohnte R-Skript u¨bergeben werden
und zusa¨tzlich eine Tabelle, die die Beziehung der Variablen
im R-Skript und der Datenbank beschreibt.
3.1.2 Wahl der Plattform
Es ist sicherlich nicht sinnvoll jede Methode direkt auf ei-
nem Cluster ausfu¨hren zu lassen. Viele verschiedene Fakto-
ren spielen bei der Wahl, ob eine Funktion auf einem Cluster,
lokal parallel oder vielleicht nur auf der Datenbank selbst
ausgefu¨hrt werden sollte, eine Rolle. Schlu¨sselfaktoren sind
etwa die Clustergro¨ße mit Hauptspeicher und Prozessorda-
ten, die Netzwerkgeschwindigkeit, die zu verarbeitende Da-
tengro¨ße, der genutzte Algorithmus und welche Teilproble-
me u¨berhaupt parallelisierbar sind. Ein hilfreicher Ansatz
ist das Aufstellen von Kostenfunktionen, die diese Aspek-
te mit einbeziehen und bei der Wahl Hilfe leisten ko¨nnen.
Da bei den meisten der geplanten Methoden keine iterati-
ven Probleme mit Abbruchbedingung enthalten sind, ist die
Herleitung in vielen Fa¨llen unkompliziert.
Der R-Code wird anfangs durchlaufen und ein Ablaufplan
erstellt, welcher einzelne Methoden einzelnen Plattformen
zuordnet. Bei der Erstellung des Plans werden komplexere
(unterstu¨tzte) R-Methoden in Kombinationen einfacher, al-
gebraischer Operationen und Aggregationsfunktionen aufge-
spaltet. Fu¨r diese grundlegenden Operationen ko¨nnen dann
einfache Parallelisierungsstrategien eingesetzt werden, wie
beispielsweise bei algebraischen oder distributiven Aggrega-
tionsfunktionen. Ist ein Ablaufplan erstellt, liegen in gu¨nsti-
gen Fa¨llen keine Datenabha¨ngigkeiten vor, sodass die Daten-
bank, der Cluster und der Hauptknoten (etwa R) gleichzei-
tig arbeiten ko¨nnen und so der Leerlauf einzelner Instanzen
minimiert wird.
3.1.3 Geschachtelte Anfragen und
lazy-SQL-Auswertung
Ein weiterer, wichtiger Ansatz den wir verfolgen ist das la-
zy Auswerten von SQL-Anweisungen, was unweigerlich zur
Verarbeitung geschachtelter SQL-Anfragen fu¨hrt. Diese Me-
thodik hat zur Folge, dass der Hauptspeicher von eventuell
unno¨tigen Daten verschont bleibt. Eines der erstaunlich ha¨u-
fig vorkommenden Beispiele aus der Praxis ist das Einlesen
von CSV-Dateien (Comma-Separated-Values), welche keine
vorgefilterten Read ermo¨glichen. Im konventionellen R-Code
wu¨rde zwangsla¨ufig die gesamte Datei eingelesen, auch Da-
ten die vielleicht niemals beno¨tigt wu¨rden.
Ein anderes Beispiel sind Sequenzen von Berechnungen
in denen nach und nach Daten gefiltert werden. Ko¨nnen
hier Anfragen an die Datenbank verzo¨gert und miteinander
verbunden werden, entstehen geschachtelte SQL-Anfragen,
deren Ergebnismenge mitunter deutlich geringer sein kann.
Dadurch wird unno¨tiges Senden von Daten und deren Auf-
nahme in den Hauptspeicher vermindert. Ferner ist davon
auszugehen, dass die Datenbankoptimierer mit solchen, ty-
pischerweise einfachen, Schachtelungen problemlos umgehen
ko¨nnen und diese intern entschachteln.
3.2 Architekturdiskussion
In diesem Abschnitt wird das Potenzial der Architektur
na¨her erla¨utert. Dazu werden einige Schlu¨sselfragen gezielt
beantwortet.
3.2.1 Warum nicht ein paralleles Datenbanksystem
benutzen?
Parallele Datenbanksysteme werden seit Jahrzehnten ent-
wickelt und gepflegt. Sie enthalten demnach viele hochent-
wickelte Techniken fu¨r paralleles Rechnen. In [12] wird ge-
zeigt, dass solche Systeme es vermo¨gen auch MapReduce-
Programme teilweise deutlich in den Schatten zu stellen. Es
wird aber auch darauf eingegangen, dass solche Systeme ty-
pischerweise sehr teuer und a¨ußerst schwierig zu installieren,
beziehungsweise optimal zu konfigurieren sind.
Einer der Hauptkritikpunkte an parallelen Datenbanksys-
teme ist die starke Abha¨ngigkeit der Performance bezu¨glich
der Aufteilung der Daten. Das Problem hierbei ist, dass ver-
schiedene Algorithmen von verschiedenen Partitionierungen
profitieren. Jedoch ist es im Vorfeld oftmals nicht absehbar
welche Methoden auf den Daten angewendet werden oder es
ist bekannt, aber es werden viele verschiedene Methoden ge-
nutzt. Dies macht eine gu¨nstige Verteilung in vielen Fa¨llen
nicht mo¨glich.
Ein weiterer Aspekt paralleler Datenbanksystemen ist, dass
diese typischerweise Inter- anstatt Intraoperatorparallelrech-
nung unterstu¨tzen, welche momentan nicht in unserem Fo-
kus liegt.
Außerdem gilt es ebenfalls zu bedenken, dass parallele
Datenbanksysteme nicht fu¨r komplexere, nicht (auf einfache
Weise) SQL-darstellbare Methoden geeignet sind.
3.2.2 Warum nicht MapReduce mit R benutzen?
Datenbanksysteme zu integrieren hat wesentliche Vortei-
le, die solch eine Umgebung bereichern ko¨nnen. Hier seien
einige genannt:
• Die Verwaltungssta¨rke eines DBMS; dies beinhaltet die
Reduktion von Redundanz, paralleles Arbeiten auf ak-
tualisierten Daten, die In- und Output-Fa¨higkeiten des
DBMS, . . .
• Die Verbesserung des Dateizugriffes der Clusterknoten
• Vorfilterung von Dateien durch Selektion oder Berech-
nung von Methoden auf der Datenbank . . .
Einer der Gru¨nde warum Datenbanken MapReduce-
Umgebungen drastisch u¨bertreffen ko¨nnen ist die Analyse
der Daten beim Einleseprozess. Eine strukturierte Daten-
anordnung, inklusive Indexstrukturen fu¨r schnellere Berech-
nungen, sind zwei der Hauptvorteile. Es gibt natu¨rlich vie-
le Wege MapReduce bezu¨glich dieser Aspekte zu optimie-
ren [7], was jedoch sehr viel Zeit in Anspruch nimmt und
fu¨r ein transparentes System nicht unbedingt vorteilhaft ist.
Ob parallele Datenbanksysteme oder MapReduce genutzt
wird; viele Probleme lassen sich durch spezifische Systeme
und spezifische Konfigurationen sehr schnell lo¨sen. Aber die
entscheidende Frage ist, inwiefern es sich lohnt fu¨r jedes
solcher Probleme die
”
optimale“ Konfiguration zu suchen,
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Abbildung 2: Beispielhafte Darstellung der An-
stiegsa¨nderung der linearen Regressionsgeraden bei
Ausreissern.
anstatt mo¨glicherweise lieber eine etwas schlechtere Perfor-
mance in Kauf zu nehmen, dafu¨r jedoch kein Expertenwissen
und viel Zeit investieren zu mu¨ssen.
Als Fazit sollte gesagt werden, dass es nicht immer sinnvoll
ist das Rad neu erfinden zu wollen, sondern durchaus auch
das Nutzen jahrzehntelanger Forschung und Expertise von
Datenbanksystemen sinnvoll ist.
3.3 Wahl des Datenbanksystems
In diesem Abschnitt wird die Suche und Auswahl eines ge-
eigneten Datenbanksystems na¨her erla¨utert. Prinzipiell ist
jedes ga¨ngige Datenbanksystem, welches SQL unterstu¨tzt,
eine mo¨gliche Wahl fu¨r solch eine Aufgabe. Jedoch sind si-
cherlich gravierende Performance-Unterschiede zwischen ein-
zelnen Systemen zu erwarten.
Zur Entscheidungshilfe wurden einige Experimente in un-
serer Forschungsgruppe durchgefu¨hrt. Zuna¨chst galt es je-
doch eine ada¨quate Methode zu finden, die (zumindest teil-
weise) auf SQL darstellbar ist, eine gewisse Komplexita¨t
aufweist und außerdem eine signifikante Bedeutung fu¨r wis-
senschaftliches Rechnen besitzt. Im Rahmen des Graduier-
tenkollegs MuSAMA (Multimodal Smart Appliance Ensem-
bles for Mobile Applications) [www.musama.de] fand diesbe-
zu¨glich ein informativer Austausch statt. Der Forschungs-
schwerpunkt des Kollegs liegt in der Untersuchung und Ent-
wicklung von Modellen und Methoden fu¨r Assistenzsysteme.
Hierfu¨r wurden beispielsweise Experimente durchgefu¨hrt, die
Bewegungsdaten mittels xsens-motion-tracking fu¨r typische
Bewegungsmuster in einer Ku¨che aufgenommen haben. Mit
diesen Daten sollen durch gezieltes Anwenden von Machine-
Learning-Algorithmen, Ru¨ckschlu¨sse auf momentane Hand-
lungen des Testsubjektes gemacht werden. Eine der Kern-
Methoden in solchen statistischen Analysen ist die lineare
Regression. Diese tritt bei der Erstellung linearer Modelle in
statistischen Rechnungen ha¨ufig auf, besitzt aber auch an-
dere wichtige Einsatzfelder. Ein weiteres Einsatzgebiet ist
beispielsweise die Bestimmung von Ausreissern in Datensa¨t-
zen. Hierbei werden Regressionsgeraden u¨ber kleinen Fens-
tern berechnet. Geht das Verschieben des Fensters um einen
Datenpunkt mit einer signifikanten A¨nderung des Anstiegs
der Regressionsgerade einher, wurde im Falle von glatten
Daten wahrscheinlich ein Ausreisser gefunden (siehe Abbil-
dung 2).
Sei nun zur formalen Beschreibung der linearen Regression
x, y ∈ Rn Sensordaten, welche voneinander in etwa linear
abha¨ngig sind, das heißt
y ≈ αx+ β
mit α, β ∈ R. Die gesuchten Koeffizienten werden dann
durch die Minimierung der Quadrate der Residuen berech-
net: (
n∑
i=1
(yi − (αxi + β))2
)
→ min
α,β∈R
Die Koeffizienten sind dann durch
α =
∑n
i=1 x
2
i
∑n
i=1 yi −
∑n
i=1 xi
∑n
i=1 xiyi
n
∑n
i=1 x
2
i −
(∑n
i=1 xi
)2
β =
n
∑n
i=1 xiyi −
∑n
i=1 xi
∑n
i=1 yi
n
∑n
i=1 x
2
i −
(∑n
i=1 xi
)2
beschrieben und ko¨nnen in SQL durch
SELECT ((COUNT(x) * SUM(x*y)) - (SUM(x)*SUM(y)))/
(COUNT(x) * SUM(x*x)-SUM(x) * SUM(x)) AS alpha,
AVG(y) - (COUNT(x) * SUM(x*y) - SUM(x)*SUM(y))/
(COUNT(x) * SUM(x*x)-SUM(x)*SUM(x)) * AVG(x) as
beta
FROM data
oder mit analytischen Funktionen durch
SELECT COVAR_POP(x,y)/COVAR_POP(x,x) as beta,
AVG(y) - COVAR_POP(x,y)/COVAR_POP(x,x) *
AVG(x) as alpha
FROM data
berechnet werden.
Die iterative Berechnung von Regressionsgeraden in klei-
nen Fenstern ist deutlich schwieriger, kann aber in SQL:1999
mittels WITH RECURSIVE oder OVER in SQL:2003 berechnet
werden. Der im Experiment genutzte Code kann im An-
hang gefunden werden. Dessen Komplexita¨t ist ein gutes
Beispiel dafu¨r, weshalb ein automatisches Parsen fu¨r Ent-
wickler deutlich attraktiver ist, als nur die Mo¨glichkeit SQL
in R zu nutzen.
Die vorgestellte Methode wurde nach dem Aufstellen des
Konzepts in SQL auf den Plattformen PostgreSQL 9.4.1,
DB2 v10.1.0.0 (BLU) und MonetDB v1.7 implementiert und
deren Performance untersucht. Hierbei wurde fu¨r jedes Sys-
tem ein virtueller Server mit jeweils 2.8 GHz Octacore CPU
und 4 GB DDR2 Arbeitsspeicher und dem Betriebssystem
CentOS 6.6 genutzt. Gearbeitet wurde auf einer Tabelle mit
4000 Tupeln und 666 Spalten, sowie einer festen Fenstergro¨-
ße von 5.
Aus Gru¨nden der Platzbeschra¨nkung kann hier keine de-
taillierte Auswertung vorgenommen werden. Eines der Ker-
nergebnisse ist jedoch in Abbildung 3 dargestellt. Hierbei
wurden die bereits erwa¨hnten Systeme und zusa¨tzlich Mo-
netDB’s Embedded R, welches das Aufrufen von R in SQL
ermo¨glicht, verglichen. Da MonetDB momentan keine Re-
kursion unterstu¨tzt, wurden in diesem Experiment einzel-
ne Tupel per Hand gruppiert. Alle Ergebnisse liegen jedoch
trotzdem weit unter R’s Performance, selbst wenn das Ein-
lesen der Daten in R nicht mit eingerechnet wird. Unter-
schieden wurde hier zudem die Berechnung mittels einfacher
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Abbildung 3: Zeitliche Auswertung der Regressionsanalyse ohne Rekursion. Verglichen wurden verschiedene
Datenbanksysteme und verschiedene SQL-Standards.
algebraischer Operatoren unter SQL-92 und der Berechnung
mittels der Funktionen regr_slope und regr_intercept in
SQL:2003. Letztere fu¨hren, wie zu erwarten war, zu einer
zusa¨tzlichen Performanceverbesserung.
Unter der zusa¨tzlichen Betrachtung unser anderen Expe-
rimente kann gesagt werden, dass MonetDB die Kontrahen-
ten PostgreSQL und DB2 (BLU) deutlich schlug. Da Post-
greSQL eine zeilenorientierte Architektur besitzt, war deren
vergleichsweise schlechte Performance im Rahmen unserer
Erwartung.
Die schwache Leistung von IBM’s DB2 BLU in ande-
ren Experimenten stieß zuna¨chst auf Verwunderung. Weitere
Untersuchungen zeigten jedoch, dass einzelne Operationen
momentan noch nicht auf die spaltenorientierte Architek-
tur angepasst worden sind und dadurch zusa¨tzliche Konver-
tierungen in die zeilenorientierte Darstellung die Rechenge-
schwindigkeit drastisch reduzierten. Aus diesem Grund ist
zu diesem Zeitpunkt ein Vergleich mit MonetDB nicht fair.
Wie bereits erwa¨hnt stellte sich heraus, dass spaltenori-
entierte Architekturen fu¨r wissenschaftliche Berechnungen
deutlich gu¨nstiger sind. Als Vertreter dieser bietet MonetDB
jedoch noch zusa¨tzlich ausgepra¨gte Techniken (siehe etwa
[11,16]) und zeigt in vielen Benchmarks beeindruckende Er-
gebnisse. Dies macht es zu unserem Datenbanksystem der
Wahl.
Abschließend sei erwa¨hnt, dass die oben beschriebene Me-
thode zur Berechnung der Regressionskoeffizienten eine nicht
stabile Variante ist und weiterhin auch nicht in dieser Form
in R genutzt wird.
Typischerweise wird eine QR-Matrixfaktorisierung der zu-
geho¨rigen Designmatrix A ∈ Rn×2 erstellt um eine stabile
Berechnung der Koeffizienten zu ermo¨glichen. Dafu¨r wird
das zugeho¨rige lineare Gleichungssystem
Rw = QT b
gelo¨st, wobei w ∈ R2 die gesuchten Koeffizienten beinhaltet
und b ∈ Rn die Sensorantworten.
Der von uns durchgefu¨hrte Ansatz kann sich jedoch fu¨r
kleine Teildatensa¨tze, wie sie bei Rolling-Window-Methoden
eingesetzt werden, als durchaus gu¨nstig erweisen. Trotzdem
ist es wichtig stabile Methoden bereitzustellen, etwa durch
Einpflegen von Matrixfaktorisierungen und andere Mo¨glich-
keiten, wie die Kahan-Summation, da gerade bei der Verar-
beitung großer Datensa¨tze Rundungsfehler verheerende Ein-
flu¨sse haben ko¨nnen.
4. AUSBLICK
Da unser Projekt noch am Anfang steht, ist noch ein Groß-
teil an Forschungspunkten offen. Der unmittelbar na¨chste
Schritt ist das gezielte Aufstellen und Auswerten von Ex-
perimenten, die verschiedenste Methoden auf R, der Daten-
bank und dem Cluster berechnen lassen. Dabei konzentrie-
ren wir uns auf komplexere Methoden wie das Aufstellen
linearer Modelle (lm). Dafu¨r mu¨ssen weiterhin Matrixfak-
torisierungen und Methoden wie die Kahan-Summation auf
SQL implementiert werden. Fu¨r solche Methoden werden
dann Teilablaufpla¨ne entwickelt und Strategien, diese mit
anderen Pla¨nen zu verbinden und optimieren. Hierfu¨r wird
das Aufstellen von Kosten- und Scha¨tzfunktion ein weiterer
wichtiger Aspekt unserer Forschung sein.
Schließlich werden die Parallelisierungsmethoden auf
Schleifen ausgeweitet um fundamentale, statistische Ansa¨t-
ze, wie beispielsweise leave-one-out Kreuzvalidierung, zu un-
terstu¨tzen. Solche Ansa¨tze sind besonders gu¨nstig fu¨r Da-
tenbankunterstu¨tzungen, da sie ha¨ufig auf dieselben Daten
zugreifen und damit fu¨r das mu¨hsame Einspeisen der Daten
entscha¨digen.
Das große Ziel unserer Forschung ist es, unsere Umge-
bung mit einer weiteren Schicht fu¨r die Datensicherheit (sie-
he [4]) zu kombinieren. Diese wird direkt vor der Datenbank
platziert um mo¨gliche Verletzungen der Datensicherheit von
SQL-Anfragen durch Vera¨nderung dieser zu meiden.
5. SCHLUSSWORT
In dem vorliegenden Artikel wurde unser Projekt, welches
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das Statistik-Programm R, Clusterparallelisierung und Da-
tenbanktechnolgie vereinigt, vorgestellt. Ein entscheidender
Aspekt ist hierbei die gezielte Abarbeitung bestimmter R-
Methoden in SQL, wobei dieser Prozess automatisch, ohne
manuelles Einwirken des Nutzers, geschehen soll. Fu¨r diese
Arbeit wurden Vor- und Nachteile diskutiert, aufkommende
Probleme beschrieben und ein Ausblick fu¨r unsere zuku¨nfti-
gen Teilprojekte gegeben.
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APPENDIX
Im Folgenden ist der SQL-Code eines Rolling-Window-
Ansatzes zur Berechnung von linearen Regressionen dar-
gestellt. Hierbei wurde das iterierende Fenster durch WITH
RECURSIVE umgesetzt. Die Fenstergro¨ße wurde im Quelltext
auf 5 gesetzt. Je nach Kompatibilita¨t kann der Anstieg mit-
tels SQL:2003-Kommandos (regr_slope(y,x)) oder wie be-
reits erkla¨rt, ausprogrammiert berechnet werden.
WITH RECURSIVE retest (n, koeff, anstieg) AS
( SELECT 0,
0::double precision,
0::double precision
UNION ALL
SELECT retest.n+1,
(
SELECT koeff
FROM
(
SELECT regr_intercept(y,x) AS koeff
FROM
(
SELECT n AS grpe, time -99999 AS x,
Segment_RightUpperLeg_Position_Z AS y
FROM test
LIMIT 5 OFFSET n
) AS sublv12a
GROUP BY grpe
) AS sublvl1a
),
( SELECT anstieg
FROM
(
SELECT regr_slope(y, x) AS anstieg
FROM
(
SELECT n AS grpe, time -99999 AS x,
Segment_RightUpperLeg_Position_Z AS y
FROM test
LIMIT 5 OFFSET n
) AS sublv12b
GROUP BY grpe
) AS sublvl1b
) FROM retest
WHERE n < (SELECT COUNT(time) FROM test)
) SELECT * FROM retest OFFSET 1;
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