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This paper presents results connected with the theory of computation over the reals,
developed recently by Blum, Shub, and Smale. The subjects of our investigation are
variations of the well known Integer Linear Programming Problem and the Linear
Diophantine Equation, where the coefficients are real numbers and we look for an integer
solution. We show some results concerning the solvability and complexity of these
problems, and we develop algorithms for their solution in the presence of additional
information. © 1997 Academic Press
1. INTRODUCTION
The classical theory of computational complexity deals with combinatorial
problems defined, e.g., over integer numbers [3]. At the same time many
problems from computational mathematics are defined over real or complex
numbers. This fact motivated a new approach to complexity with the goal of
providing theoretical foundations to scientific computing and numerical analysis.
Basic work on this subject is due to Blum et al. [1]. In our investigation
we have adopted their computational model (the BSS model) which defines the
notions of computability and complexity over an arbitrary ring . For
the model is equivalent to the classical one, and for the authors introduce
the notions of input size and complexity, and they define the basic complexity
classes. In addition, they prove an analog of Cook’s theorem. In contrast to
the “bit-level” Turing machine used in the classical theory of NP-completeness,
in this theory the size of a problem is defined as the number of reals in the
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input, and the arithmetic operations ( ) are considered as basic ones,
executable in unit time. Often it is natural and convenient to add to them the
floor operation that leads to a strengthened variant of the BSS model which we
call from now on the extended model.
The subjects of our investigation are the well known Integer Linear Program-
ming Problem (ILLP) and the Linear Diophantine Equation (LDE) with real
coefficients:
Find to maximize
where
Find such that
where
The problems we consider are natural ones, and they have the same applica-
tions as their well studied integer counterparts. The peculiarity of these problems
is that the input data are real numbers, whereas the output data are integral vec-
tors belonging to a discrete domain (a subset of ), while most of the previous
work usually considers problems for which the input data are real and the search
space is continuous.
An efficient algorithm for the homogeneous version of LDE within the
extended model was proposed by Hastad et al. [6]. Here we present some
results on the solvability and the complexity of ILPP and LDE under both
the BSS and the extended model, as well as algorithms for their solution within
the extended model.
In Section 2 we briefly review the BSS model of computation and some basic
definitions from the complexity theory over .
Section 3 presents some general facts revealing the unsolvability or intractabil-
ity of the problems. Some interesting corollaries follow from them, e.g., it is
shown that within the extended model P NP.
Section 4 contains a series of technical lemmas useful for obtaining the basic
results of the paper presented in the next two sections.
In Section 5 we construct an algorithm for the ILPP with bounded feasible
set, whose complexity for fixed is restricted by a polynomial in and log
where is a bound on the norms of all admissible integer points.
Section 6 presents an algorithm that finds a maximal affine independent system
of solutions of LDE for systems whose size is known a priori. The complexity
of the algorithm is bounded by a polynomial in and log , where bounds
the norms of a basis of the set of solutions.
In Section 7 we discuss the need for introducing new complexity classes that
we think help make the BSS theory more focused to scientific computing.
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2. BSS MODEL AND COMPLEXITY THEORY OVER
Let be an arbitrary ring and let be the countable direct sum space over
consisting of all infinite sequences of elements of with only a finite number of
nonzero elements. The length of an element
is defined as the largest for which . A polynomial (rational) map
is defined by a finite number of components and depends on a
finite number of variables: the coordinate maps are polynomials
(rational functions) such that there is an integer with for
and if and . Computations over are defined in
terms of a modified Turing machine model, which we now briefly recall.
A machine over consists of an input space , an output space , and
a state space , together with a finite connected directed graph with (typed)
nodes labeled , each one having a certain function associated to it.
If , then , , and . The types of nodes
are defined as follows:
(1) Exactly one input node, labeled 1, has no incoming edges and
one outgoing edge directed to the next node (1). A linear injective map
transforming the input space into machine state space is associated to this node.
(2) Exactly one output node, labeled , has no outgoing edges. When
is reached, the computation halts. A linear map transforming the final machine
state into the output is associated to it.
(3) Computation nodes. Any such node has a single outgoing edge
directed to the next node . To is associated a polynomial map (or a
rational map, if is a field) , such that the next machine state is
obtained from the current state ( ) as ,
where or 1, or 1, and is a polynomial (rational) map.
(4) Branch nodes. Any such node has two outgoing edges directed to
the next nodes and . A polynomial is associated to
. The next node is if and otherwise. The machine
state remains the same.
(5) Move nodes. Any such node has a single outgoing edge directed
to the next node . If ( ) is the current state, the next state will be
( ), where is obtained from by replacing its th coordinate by the
th one .
In this way the computation and branch nodes make it possible to perform
the basic algebraic operations (and /, if is a field) and compute the
relations , and the move nodes make it possible to access the
infinite memory.
Implicitly associated with is a computing endomorphism mapping the
full state space of , , into itself. According to
each node/state pair is sent to the unique next node/state pair, determined by
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the directed graph and its associated maps. Given , let . Then
a computation with initial point is the sequence of points
, produced under iterates of . The computation
halts when (if ever) the first point of the form is reached.
The complexity theory over an arbitrary ring is based on the above
computational model. For the basic definitions, e.g., of problem
size, polynomial algorithm, and the basic complexity classes, are identical to
the corresponding definitions from the classical complexity theory. The basic
differences appear when (or ), which are mainly due to the different
measure of cost used. Afterwards, the basic complexity classes are defined in
an analogous way as in the classical complexity theory. For simplicity we will
give these definitions only in the case , since all the results in this paper
are related to this case.
Let have length . The size of is
defined to be equal to the length, which coincides with the number of the entries
in the input.
If is a machine over , a standard cost function of on input
is defined to be equal to the computation time of on . It is equal to
the length of the computation path in the directed graph associated with ,
traversed from the input node to the output node, and reflects the number of
basic arithmetic operations performed during the computation. It may be finite
or infinite depending on whether halts on input or not.
Let , be a decision problem over . Here
is the set of problem instances, while is the set of instances with answer
“yes” to the question, “Given , is it true that ?”
An algorithm which solves over is a pair ( ), where is a machine
with space of admissible inputs , which answers “yes” or “no” for all ,
and the answer is “yes” if and only if . According to this definition,
the notions “machine” and “algorithm” are usually considered to be identical.
An algorithm over is a polynomial time algorithm for if there are
constants such that for every input reaches its output node
and halts in time , answering “yes” if , and
“no” otherwise.
is in class if there is a polynomial time algorithm over that solves .
is in class if there are an algorithm over and constants
such that: (i) takes pairs ( ), where is a problem instance and
is a “guess” for a solution to , and for every such input answers
“yes” or “no”; (ii) the answer is “yes” only if ; (iii) for every
there exists a guess such that the answer to the input ( ) is “yes,” and
.
The decision problem is -complete if it is in the class
NP and if for every problem NP there is a polynomial time
computable map such that, for all , if and only if
.
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As in the classical complexity theory, the basic open question in the
complexity theory over is, “Does P equal NP?”
In the extended model the computation nodes can compute the greatest integer
less than or equal to a given real number at unit cost. The complexity classes
for the extended model are defined as the complexity classes of the BSS model.
Let us mention that within the extended model there exist efficient algorithms
for some problems which are believed to be intractable in classical complexity
theory (for example, integer factoring [13] and testing the satisfiability of
propositional formulas [11]).
3. PRELIMINARY RESULTS
In this section we present some facts concerning solvability and intractability
of ILPP and LDE . For this purpose we first give some definitions and restate
some known results.
A semi-algebraic set is a finite union of basic semi-algebraic sets,
where a basic semi-algebraic set is defined as
and are polynomials, .
A set is a semi-decidable set if there exists an algorithm which
halts on every input from , and returns 1 on input if and only if .
is called a decidable set if there exists an algorithm which halts on
every input from , and returns 1 on the elements from , and 0 otherwise.
The following claims are proved in [1].
LEMMA 3.1. Every semi-decicable set is a disjoint countable union of semi-
algebraic sets.
LEMMA 3.2. A set is decidable if and only if both and its com-
plement are semi-decidable sets.
The following theorem shows the unsolvability of LDE .
THEOREM 3.3. There is no algorithm over that verifies if the LDE has
an integer solution.
Proof. Let = 2 and let us fix and such that is irrational.
The set
is countable and dense in , as follows from the well-known Kronecker’s the-
orem. Let us suppose that there exists an algorithm (with input ) verifying
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whether has an integer solution, i.e., is decidable over .
Then, from Lemma 3.2 it follows that is a semi-decidable set. But,
according to Lemma 3.1, every semi-algebraic set in is a countable union of
intervals and/or isolated points, and therefore is a countable union of inter-
vals and/or isolated points. Since is dense in , then does not contain any
interval, i.e., is a countable union of points. So we obtain that
is countable (as a union of two countable sets), which is a contradiction.
As a consequence we obtain that this result is still true within the extended
model.
COROLLARY 3.4. Within the extended model, there is no algorithm over
that verifies whether the LDE has an integer solution.
Proof. The proof follows from the fact that the floor operation can be
computed in finite time using the basic arithmetic operations (see, e.g., [1,
Example 5]).
We also have that within the extended model, the problem LDE is in NP,
because, given a solution ( ) of the equation ,
we can recognize if it is integer or not in time bounded by a polynomial in the
input size. Note that, under the BSS model, this would require time,
(see, e.g. [1, Proposition 3]), which is not polynomial in the
input size.
From LDE NP and Corollary 3.4 we obtain
COROLLARY 3.5. Within the extended model, P NP.
COROLLARY 3.6. If there exists an NP-complete problem within the extended
model, then it is algorithmically unsolvable.
Separation results P NP are known under different specializations of the
integer or real number models (see, e.g., [9, 10, 14]). In [14] Shub speculates
on the question of whether the classes P or NP over increase if the bit cost
is reduced to the number of algebraic operations.
Clearly, NP gets larger within the extended model since it contains problems
like Hilbert’s tenth, which are unsolvable under the bit cost model. In the bit
cost model the linear Diophantine equation is in P. When the linear Diophantine
equation and Hilbert’s tenth problem are set over (i.e., with real inputs and
integral outputs), they are both unsolvable, as follows from Corollary 3.4.
Let us now consider the equation LDE with positive coefficients and right-
hand side, under the assumption that we look for a non-negative integer solution.
Since the set of such solutions is finite, the problem is algorithmically solvable
(for example, by exhaustive enumeration). However, the following theorem
shows that this problem does not belong to any of the complexity classes already
defined over .
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THEOREM 3.7. There is no algorithm that verifies whether LDE has a non-
negative integer solution and whose time complexity is a function of the input
size only.
Proof. Let us suppose the existence of such an algorithm. Then it will verify
the existence of an integer solution to the equation , in constant
time (function of = 1), i.e. for an arbitrary real number the algorithm verifies
in constant time whether is integer. It is not difficult to prove (as is done, for
example, in [8, Theorem 2]) that a polynomially decidable set in is a finite
union of intervals and/or isolated points. Then we obtain that is a finite union
of intervals and/or isolated points, which is a contradiction.
The results of this section elucidate the essential features which appear when
the integer linear programming problem and the linear Diophantine equation are
set with real coefficients. From Theorem 3.3 and Corollary 3.4 it follows that
both problems are, in general, algorithmically unsolvable within both the BSS
and the extended model, and in order to solve them some additional information
or restrictions are needed. Moreover, Theorem 3.7 shows that, within the BSS
model, even for bounded domains the problems are intractable in the sense of
the complexity theory over .
4. SOME TECHNICAL LEMMAS
In this section we will present some technical results which will be
instrumental to the development of algorithms.
All algorithms of this paper which operate on real numbers for input work
under the extended model of computation discussed above. Accordingly, in this
model infinite precision real numbers can be stored and any of the four arithmetic
operations, the floor operation, and the comparison of two real numbers can be
executed at unit cost. The time complexity (cost) of an algorithm is the number
of algebraic operations—arithmetics ( ) and comparisons ( )—
performed. 1
In our constructions for ILPP and LDE we use three well known algo-
rithms—Lovász basis reduction algorithm [5], Lenstra’s integer programming
algorithm [7], and Kannan and Bachem’s Hermite normal form algorithm [4]—
whose correctness has been proven for rational/integer inputs (the case for which
we use them).
The algorithms of Lemmas 4.4 and 4.5 (as well as all algorithms presented
in the next sections) work on real inputs and their complexities are measured
as explained above. The algorithm of Lemma 4.4 first transforms the real input
data into a set of rational numbers, then uses as a subroutine the algorithm
1The same model has been used in [6], called there the Arithmetic Model of computation.
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of Lemma 4.1, which operates on these rationals. The latter algorithm finds
simultaneous Diophantine approximations of a vector of rational numbers. That
is, it works on rational inputs and produces integer outputs.
LEMMA 4.1 (see e.g. [12, Corollary 6.4c]). There exists a polynomial al-
gorithm which, given a vector and a rational number
finds an integral vector and an integer such that and
This result is a corollary from the well-known Lovász basis reduction
algorithm [5] (see also [12, Theorem 6.4]).
Remark 1. In the above lemma denotes the Euclidean norm . In
the rest of the paper, however, will denote the infinity norm . We
observe that all results hold also for and .
Remark 2. Lemma 4.1 presents a classical result stated in terms of the bit
complexity model. When the algorithm of this lemma is used as a subroutine to
the algorithm of Lemma 4.4, it is considered within the extended model. Clearly
this does not influence the correctness of the algorithm since it is applied on
rational numbers of special form. 2 An estimate for the time complexity of the
algorithm for these special rational inputs is obtained in the proof of Lemma 4.4.
Whenever we evaluate the complexity of algorithms which work with rational
numbers (Lovász basis reduction algorithm, Lenstra’s integer programming
algorithm, Kannan and Bachem’s Hermite normal form algorithm) as a portion
of algorithms working with real numbers, we count the algebraic operations,
i.e., we use the algebraic cost measure.
LEMMA 4.2. Let be an integral matrix Then there is
unimodular matrix such that the matrix is of the form
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
The proof is analogous to the known proof of the fact that, for each rational
matrix of full row rank, there is a unimodular matrix such that
is the Hermite normal form of ; see [12, Corollary 4.3b].
The following lemma gives a polynomial time algorithm which finds an affine
independent system of solutions of a system of linear Diophantine equations.
2To understand this point better, one could think that the algorithm works within the bit complexity
model, but when one evaluates its complexity, the performed algebraic operations are counted.
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The algorithm works on rational inputs devising an integer solution, and it is
polynomial in the sense of the classical bit complexity model.
LEMMA 4.3 ([2, 16]; see also [12, Corollary 5.3c]). Given a feasible system
of rational Diophantine equations, there is a polynomial time algorithm
to find a linear independent system of integral vectors such that
We will use this lemma in Section 6 to obtain a description of the structure
of the set of all solutions of LDE .
The next lemma provides an algorithm that finds simultaneous Diophantine
approximations of a real vector. This algorithm will be the basic tool used
in constructing our algorithms. It works on real inputs and produces integer
outputs. The algorithm’s time complexity is measured in a number of algebraic
operations, within the extended model.
LEMMA 4.4. Given a vector with
and there exists an time algorithm that finds
and such that and
.
Proof. For each we find the closest rational fraction with denominator
. This can be done in time in the extended model.
(We note that in the BSS model this could be done in time
.) Obviously, . Now we apply the
algorithm from Lemma 4.1 for and .
We obtain and such that and
. Then we have
In order to evaluate the algorithm’s complexity, we have to evaluate the com-
plexity of the algorithm from Lemma 4.1. As was mentioned above, this al-
gorithm is a specialization of the Lovász algorithm for lattice basis reduction.
Therefore, we will evaluate the complexity of this basis reduction algorithm,
bearing in mind the type of input data (rational numbers with denominator ),
and following the idea of an analogous evaluation of the complexity of this al-
gorithm on integer input data presented in [12, Theorem 6.4].
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First we will introduce some notations. We set
.
.
.
where is defined as above, , and let for some basis
of , ( ) be the matrix consisting of
the columns . We define the function
It is proved in Theorem 6.4 of [12] that, after each iteration of the algorithm for
reduction of lattice basis, is multiplied by a positive number not greater than
. Then the total number of iterations is , where
and are the values of at the beginning and at the end of the computa-
tion, respectively.
Initially, form the standard basis of and consequently
for , and
i.e., .
We will find a lower bound on . For this purpose first
we will evaluate , for .
From Lemma 4.2 it follows that , where is a unimodular matrix,
and is as in Lemma 4.2. We have
It is easy to check that is of the form
where are integers, and are rationals with denominator . Then
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is of the form
where are integers, are rational numbers with denominator ,
and is a rational number with denominator . It is proved in Theo-
rem 6.4 of [12] that , and then it is easy to verify that
, i.e., that
Then
and thus we obtain that the algorithm executes
iterations. Each iteration takes operations, which follows from [6].
Then the overall time complexity of the algorithm is .
In the next lemma and thereafter, denotes an equation of the form
, for some . and denote the subsets of non-negative
vectors of and , respectively. 0 denotes the -dimensional zero vector.
The algorithm of Lemma 4.5 works on real inputs and produces integer
outputs. Its time complexity is measured in a number of algebraic operations,
within the extended model.
LEMMA 4.5. Let , where and let
, . Then there exists an time algorithm that
finds a vector such that at most one hyperplane of the form cuts
the hyperplane in points from , and the bit size of ( )
is polynomial in and .
Proof. Without loss of generality let us suppose that . We
apply the algorithm of Lemma 4.4 to the reals ( ) and
. As a result we obtain and ,
such that and .
Let us consider the hyperplanes and . Their points of
intersection and , with the edges of which are parallel to the coordinate
axis , satisfy the equalities
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where indicates the edge chosen ( and are equal to
for , and equal to 0 for ). We have
Since the hyperplanes of the form cut the edges parallel to in equal
distances , it follows that not more than one hyperplane of this form cuts
the hyperplane inside (obviously, if such a hyperplane exists, then it
is or ).
From and (this is a consequence
of for ), it follows that the bit size of the coefficients
is .
5. A QUASI-POLYNOMIAL ALGORITHM FOR THE ILPP
In this section we show how the ILPP can be reduced to analogous
problems over integer data. The following two lemmas demonstrate how the
real constraints and the objective function can be substituted by integral ones,
and as a result we obtain an algorithm whose time complexity, for fixed ,
is polynomial in the real input size (the number of the input entries) and the
logarithm of the solution bound.
The algorithm of the next lemma works on real inputs and produces integer
outputs. Its time complexity is measured in a number of algebraic operations,
within the extended model.
LEMMA 5.1. Let , where ,
, . Then there exists an algorithm, whose time complexity is poly-
nomial in and , which finds a vector and a number
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such that the bit size of ( ) is polynomial in and ,
and .
Proof. Without loss of generality we will consider the case (otherwise,
the thesis is trivial). We will show how to find in time polynomial in and
a vector and a number satisfying the requirements of
the lemma.
The algorithm is divided into two stages.
Stage 1.
Iteration 1. By appropriate substitution and enumeration of the variables
we force the nonzero components of to be positive with .
The cases (i.e., ) or (i.e., ) are
trivial, so we consider the case .
According to Lemma 4.5, we find such that at most one hyperplane of
the form cuts in points of (here is the same set as in Lemma
4.5), and the bit size of every is polynomial in and . From the proof
of Lemma 4.5 we know that if such a hyperplane exists, it is
or . It can be easily checked in time polynomial in if some
of these hyperplanes cuts inside . If this is not the case, then we set
and (from , it follows that , and
then the bit size of satisfies the requirement of the lemma).
Otherwise, let be the hyperplane which cuts inside , where
or . We have
Since and is equivalent to and
, then
i.e., we obtain
where
with .
The first component of the vector is 0 and therefore the number of its
nonzero components is smaller than the number of nonzero components of .
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Iteration , . On the ( )st iteration we have the set
represented in the form
where
with
The first components of are equal to zero.
By appropriate substitution and enumeration of the variables we force the
nonzero components of to be positive with .
We apply Lemma 4.5 to and . As a result we
find (its first components are set to 0) and .
Analogously to Iteration 1, we check if some of the hyperplanes
or cuts
inside . If this is not the case, we set
. Then
and we go directly to the ( )th step of Stage 2. Otherwise, we obtain
and then
where
with .
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After every iteration we perform the reverse substitution and enumeration of
the variables.
Since the number of nonzero components of is smaller than this one of
, it is clear that, if we have not gone to the second stage earlier, after some
number of iterations the vector will have only one nonzero
component. For simplicity we suppose .
Stage 2. For let us denote
. At the first
step, we have
where only the th component of is nonzero. We can trivially obtain
e.g., by setting = 0 for , ,
if , and otherwise.
At the th step, , we have the following representation of
(obtained on the previous step):
Then we obtain
by setting , for , where
.
In this way after steps we will find an integral vector and an integer
. The algorithm’s time complexity is (no more than
applications of the algorithm of Lemma 4.5).
We will show that and satisfy the requirements of the lemma by induction
on the number of nonzero components of .
The basis of induction (one nonzero component) is trivial (see the first step
of the second stage of the algorithm).
We consider ( ) and remind the reader that the number of nonzero components
of is smaller than the number of nonzero components of .
Then, by the induction hypothesis it follows that ,
for some , , as the bit size of and is polynomial in and
. The first component of is set to 0.
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As in Stage 2, we determine the integer constraint from the setting
for , where ( ,
and denote the maximal absolute value among the ’s, ’s, and ’s,
, respectively).
In order to check that the ’s satisfy the requirements of the lemma, let us
consider the intersection points of the hyperplanes and with
the edges of , parallel to . We have
and it follows that does not cut any hyperplane of the form
other than inside . But then for every we have:
—if , then ;
—if , then ;
—if , then is equivalent to , i.e.
.
So we obtain that . Moreover, the inequality
is satisfied, and since the size of and is bounded by a polynomial in
and (as follows from Lemma 4.5 and the induction hypothesis, re-
spectively), then satisfies the same condition.
The algorithm of the following lemma works on real inputs and produces
integer outputs. It uses as a subroutine Lenstra’s integer programming algorithm
[7], applied to problems with integer data.
LEMMA 5.2. The problem max , , , where
, is an matrix with integer entries, and and are integral
vectors, can be reduced to no more than problems of the same type, but with
integer objective functions.
Proof. We apply the algorithm of Lemma 4.5 that finds a vector , such
that for a fixed hyperplane of the form , no more than one hyperplane
of the form cuts it inside . Note that does not depend on the right-
hand side of the equation . We then solve the problem with the same
feasible set and objective vector , e.g., by Lenstra’s algorithm [7]. Let be
the maximum. If this problem has no solution, its feasible set is empty, and
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then the initial problem has no solution, too. By the construction of it follows
that has maximum in the hyperplane . Since
the ILPP is reduced to the problem
The thesis now follows by induction on the number of nonzero components
of the objective vector (the case of 0 or 1 nonzero components is trivial, and if,
without loss of generality, we suppose , then the vector has
at least one nonzero component less than ).
From Lemmas 5.1 and 5.2 we obtain the main result of the paper—an
algorithm for ILPP whose time complexity for fixed , measured in a number
of algebraic operations, within the extended model, is polynomial in the number
of the linear constraints and the logarithm of the solution bound.
THEOREM 5.3. There exists a quasi-polynomial algorithm (with time com-
plexity polynomial in and for fixed , where is a restric-
tion on the integer variables) that solves ILPP with bounded admissible set.
Proof. Applying times the algorithm of Lemma 5.1, we replace all linear
constraints of ILPP by integral ones. This could be done in time polynomial in
, and , and in addition the bit size of all integer numbers appearing
in the algorithm is bounded by a polynomial in and .
For the new problem we apply Lemma 5.2, and as a result we obtain not
more than ILPPs. The coefficients of their objective functions are also bit-
size bounded by the polynomial in and . We can solve these ILPPs
by Lenstra’s algorithm [7] which is quasi-polynomial over within the bit
complexity model.
6. A POLYNOMIAL ALGORITHM FOR LDE WITH
ADDITIONAL INFORMATION
As was shown in Theorem 3.3, the problem LDE is, in general, algorith-
mically unsolvable, even in the two-dimensional case. Here we will propose an
algorithm for this problem whose running time is polynomial in and ,
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where bounds the norms of a basis of the set of solutions, provided that some
additional information is available.
First we will give a description of the structure of the set of all solutions of
LDE .
LEMMA 6.1. Let us denote . The following cases
are possible:
(i) ,
(ii) is an affine space over with . In
this case or is a translated lattice with .
Proof. Let be the maximal integer such that the equation has affine
independent rational solutions. Any of their affine combination is also a solution
and hence is an affine space over with . Then can
be expressed as the set of solutions of a system of linearly independent
equations with integer coefficients. From the algorithm for finding a basis for the
set of the integer solutions of a system of linear Diophantine equations (Lemma
4.3) it follows that such a system either does not have an integer solution or has
affine independent integer solutions. The result for then follows.
Remark 3. It is easy to check that all the cases are possible (including all
the values of between 0 and ).
According to Theorem 3.3, it cannot be checked if the dimension of is
nonzero, and therefore, in general, it cannot be found. Keeping this fact and
Lemma 6.1 in mind, we will assume that the dimension ( ) of
the set of solutions of LDE is known.
The algorithm for finding a maximal affine independent system of solutions of
LDE is based on the next lemma. It provides an algorithm that works on real
inputs producing integer outputs. The algorithm’s time complexity is measured
in the number of algebraic operations, within the extended model.
LEMMA 6.2. Let , where ,
, . Then there exists an time algorithm
which verifies if , or, if this is not the case, finds an integral
matrix and an -dimensional integral vector , such that
, and the bit size of the coefficients of and
is .
Proof. Without loss of generality we consider the case (otherwise the
thesis is trivial). By appropriate substitution and enumeration of the variables
we force the nonzero components of to be positive with .
At the first iteration we apply in an appropriate way the algorithm of Lemma
4.5 to the hyperplane and . As a result
we obtain a vector . As in the proof of Lemma 5.1, we check if some
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hyperplane of the form cuts inside . If it is not the case, then
.
Otherwise, there exists a unique hyperplane that cuts in
points of , and then
where
with .
Since , the number of nonzero components in is smaller than the
number of nonzero components of .
At the th iteration, we have a representation of the set of the form
where
with
The first components of are equal to zero.
By appropriate substitution and enumeration of the variables we force the
nonzero components of to be positive with .
We apply in an appropriate way Lemma 4.5 to and .
As a result we find (its first components are set to 0) and
. After that we check if some of the hyperplanes cut
inside . If it is not the case, then .
Otherwise, the set can be represented as
where
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with
After every iteration we perform the reverse substitution and enumeration of
the variables.
Since the number of nonzero components of is smaller than this one of
, it is clear that, after some number of iterations, the vector
will have only zero components. For simplicity we suppose , i.e.,
where for , and
.
If , then ; otherwise the last equation will be = 0. The
system will consist of the equations with integer coefficients, which
are obtained in the previous steps. Obviously, if dim , then the number
of the linearly independent equations in is .
The time complexity of the algorithm is (no more than
applications of the algorithm of Lemma 4.5).
The bound on the bit size of the coefficients of and easily follows by
induction on the number of nonzero coefficients of the equation.
Now we can obtain the basic result of this section—an algorithm that finds a
maximal affine independent system of solutions of LDE . Its time complexity,
measured in a number of algebraic operations, within the extended model, is
polynomial in the number of the variables and the logarithm of a bound on
the norms of a basis of the set of solutions. The algorithm uses as subroutine
the well-known Kannan and Bachem’s algorithm [4], applied on problems with
integer data.
THEOREM 6.3. There exists an algorithm that finds affine independent
integer solutions to LDE . Its time complexity is , where
is the minimal integer such that the set contains affine
independent solutions.
Proof. We apply the algorithm of Lemma 6.2 with for
, until we obtain a system with equations.
At each stage, the system is generated in time (no
more than applications of the algorithm from Lemma 4.4 with ).
Each system can be solved over the integers in time, where
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is the maximal subdeterminant of (in fact, this is the complexity of Kannan
and Bachem’s algorithm [4] for finding a Hermite normal form of an integral
matrix, see also [12, Theorem 5.3]). Since the size of the coefficients of is
, we obtain a time bound for solving .
Therefore, our algorithm generates no more than linear systems, where
(i.e., ), and solves over the integers
only the last system, for which , as follows from the fact that
. Then the overall complexity of the algorithm is
i.e., .
7. CONCLUDING REMARKS
Blum, Shub, and Smale [1] have proposed an approach for developing a
theory of computation over the reals. The problems considered in this paper are
defined over real data, but an integer solution is sought. We showed that there
are no polynomial time algorithms for these problems, and they are in general
algorithmically unsolvable over infinite domains. Under the assumption that the
domains are bounded, we developed algorithms for ILPP and LDE , and we
analyzed their complexity with respect to the problem size and the norms of the
solutions. These results lead us to propose the following definition.
Definition 7.1. Let be a problem with a set of admissible inputs
and a set of admissible solutions , such that for some for
every , and assume that we seek an integer solution . The algorithm
that solves is polynomial time if there exists a polynomial of two
variables such that the time complexity of is bounded by (size )
for every .
The number can be considered as a weight function of the problem input.
The weight function was introduced by Smale [15]. It is defined in dependence
on the problem specificity and is used to measure the difficulty of a problem
instance. Smale considers a numerical algorithm to be efficient only if its
complexity is bounded by a polynomial in the logarithm of the problem weight.
Similarly, we could define the notions of quasi-polynomial time algorithm,
pseudopolynomial algorithm, fully polynomial approximation scheme, etc. We
think that these definitions could be a starting point for analyzing approximate
computations over subsets of the reals.
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