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A decent linear space DLS(k) is a linear space with minimal line size at least 
three and with maximal line size exactly k. Denote by ui (resp. bk) the minimum 
number of points (resp. lines) in a DLS(k). We determine the numbers v1 and b, for 
all k and prove that each DLS(k) with bi, lines has Do points. Thus the DLS(k)‘s 
with hi lines are the minimal linear spaces. (’ 1987 Academic Press. Inc. 
1. INTRoD~JCTI~N 
A decent linear space (DLS) is a linear space (or PBD of index 1) 
without lines of size 1 or 2; see Beth, Jungnickel, and Lenz [l] for 
background and definitions. We denote the maximal line size of a DLS by 
k and write DLS(k), then; if we also want to specify the number u of 
points, we use the notation DLS(k; v). We always assume all linear spaces 
to be non-trivial, i.e., u # k. We shall be concerned with the “smallest exam- 
ples” of linear spaces with given k. Denote by uk (resp. bk) the smallest 
number of points (resp. lines) in a DLS(k). We will determine these num- 
bers for all choices of k. In particular, we shall prove that any DLS(k) with 
b, lines has uk points. (Note that this is not clear, a priori: If u is too small, 
one might be forced to use too many small lines.) This result justifies 
calling a DLS(k) a minimal linear space if it has exactly b, lines. 
We shall now recall a few auxiliary notions and results which will be 
needed. We will in fact also require linear spaces with lines of size 2; so 
these are indecent linear spaces (ILS). Let D be a resolvable ILS on u 
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points with b blocks and r parallel classes. The completion of D is obtained 
by adjoining an infinite point to each parallel class and a line at infinity 
joining the infinite points; note that this completion is decent, with v + Y 
points and b + 1 lines. All examples of minimal linear spaces will be com- 
pletions in this sense. 
The following result is well known; see [l, 1.8.4 and 1.8.71. 
LEMMA A. Let D be a DLS(k; v) with minimal line size k’. Then 
v > k(k’ - 1) + 1 with equality if and only if removal of a line of size k leaves 
a resolvable design S(2, k’ - 1; v -k) (i.e., if and only if D is the completion 
of such a design). In particular, v,+ B 2k + 1 always. 
We need another notation. Write B(k, v) for the set of all b for which a 
DLS(k; v) with exactly b lines exists. If B(k, v) is not empty, write P(k, v) = 
min B(k, v). Thus bk = min(B(k, ) v : v E t% }. The following fundamental 
inequality is due to Stanton and Kalbfleisch [7]; see also Fowler [S] for a 
proof. 
LEMMA B. P(k, v) 3 1 + k*(v - k)/(v - 1). 
We now summarize our results: 
MAIN THEOREM. Any DLS(k) with b, lines has precisely vk points and 
arises as the completion of a resolvable ILS. The values vk and b, are as 
follows: 
k 2n - 1 6n-2 6n-4 6 6n(n#l) 
vk 4n- 1 12n-2 12n-4 15 12n+4 
b, 2n2-n+ 1 18n*-7n+ 1 18n*-15n+ 1 25 18n2+9n-1 
Moreover, if k is odd or k = 4 mod 6, then each DLS(k; vk) is minimal. 
We finally mention that “small” linear spaces have been studied from 
another point of view by Erdiis, Mullin, Sos, and Stinson [4]: These 
authors are concerned with the numbers p(v) = min(B(k, v): k E N}, i.e., the 
minimum number of lines of a linear space with given number v of points. 
Contrary to our convention, these authors allow lines of size 2, so their 
function /I and our function do not coincide, in general. Note that the 
analogue of our problem for indecent linear spaces is trivial: Then one can 
always choose v = k + 1 and b = k + 1 (one line of size k, all other lines of 
size 2), which will be best possible by Lemma B. Further results on the line 
sizes of linear spaces are given by Erdiis, Fowler, Sos, and Wilson [3]. 
Determining the minimum number of lines in a DLS on v points is, of 
course, another very interesting problem. However, this problem will not 
be dealt with in the present paper. 
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2. THE CASE k ODD 
This case turns out to be rather easy. Write k = 2n - 1. Then ok >, 4n - 1 
by Lemma A and b, >n(2rz - 1) + 1 by Lemma B. We show that both 
bounds are sharp: Consider the complete graph K,, on 2n vertices. It is 
well known that Kg,* admits a l-factorization (i.e., K2,, is a resolvable ILS), 
see, e.g., Cl, I.5.71. The completion of this IL’S is a DLS (2n - 1; 4n - 1) 
with exactly n(2n - 1) + 1 lines, as desired. 
We shall now show that every minimal DLS(2n - 1) is of the type 
described. Note that 1 + k2(v - k)/(v - 1) is (for fixed k) a strictly increas- 
ing function of 1). Thus no DLS(2n - 1) on v > 4n points can be minimal. 
Now let D be any DLS(2n - 1; 4n - 1). By Lemma A, D is the completion 
of a resolvable design S(2,2; 2n - l), i.e., of a l-factorization of K,,. Thus 
we have the following result: 
THEOREM 2.1. Let k = 2n - 1. Then every minimal DLS(2n - 1) has 
exactly vk = 4n - 1 points and 6, = 2n2 -n + 1 lines. Moreover, every 
DLS(2n - 1; 4n - 1) is minimal and arises as the completion of a lI:fac- 
torization of Kr,, . 
COROLLARY 2.2. The number of non-isomorphic minimal DLS(2n - 1) 
equals the number of non-isomorphic I-factorizations of K2,,. 
For I-factorizations, we refer the reader to the interesting survey given 
by Mendelsohn and Rosa [6]. 
3. THE CASE k-4 MOD 6 
The remainder of this paper assumes that k is even. We first show that vk 
has to be larger than 2k + 1 in this case: 
LEMMA 3.1, [f k is even, then vk 3 2k -t- 2. Equality can only hold {f k z 4 
mod 6. 
Proof. By Lemma A, vk 3 2k + 1. If we had equality, then removal of a 
line of size k would leave a l-factorization of Kk+ i ; since k is even, this is 
absurd. Thus ok 3 2k + 2. Assume equality and let B be a line of size k in a 
DLS(k; 2kf 2), say D. Now any point pg B is on exactly k lines inter- 
secting B, say L, ,..., L,. Each Li carries a point pi # p, L, n B. This leaves a 
further point q of D. But pq cannot be a line of size 2, so pq is one of the 
lines Li. Hence any point p 4 B is on a unique line of size 4 and exactly 
k - 1 lines of size 3; all these lines intersect B. Since there are k -I- 2 choices 
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for p, D has to contain exactly (k + 2)/3 lines #B of size 4. Since k is even, 
this implies k = 4 mod 6. 1 
In the remainder of this section, we assume k E 4 mod 6, say k,= 6n - 2. 
We shall see that ok = 2k + 2 in this case. To motivate our construction, we 
first study the line sizes of a putative DLS(6n - 2; 12n - 2). From the above 
proof, one has the following: 
LEMMA 3.2. Let D be a DLS(6n - 2; 12n - 2). Then D contains a unique 
line B gf size k = 6n - 2, exactly 2n lines of size 4 and exactly (6n - 3) 3n 
lines of size 3; in particular, b = 18n2 - 7n + 1. All lines intersect B; so D is 
the completion of a resolvable ILS with 6n points and 6n - 2 parallel classes. 
Note that /?(6n - 2, v) > 18n2 - 7n + 1 for v B 12n - 1 by Lemma B. So 
our problem is settled for k = 6n - 2 if we can exhibit linear spaces with the 
properties of Lemma 3.2. Let E be the desired resolvable ILS the com- 
pletion of which is D. Then E contains (6n - 3) 3n lines of size 2 and 2n 
lines of size 3; moreover, each point of E is on a unique line of size 3. Thus 
the lines of size 3 form a parallel class of E and it seems natural (though by 
no means unavoidable) to use this parallel class in resolving E. Since the 
remaining lines have size 2, it is simpler to use graph-theoretic language 
again. Then the parallel class of lines of size 3 is a triangle factor (for short, 
a d-factor) of Kcrl, i.e., a 2-factor consisting of triangles only. 
LEMMA 3.3. KGn can be partitioned into one A-factor and 6n - 3 l-fac- 
tors. 
ProoJ: We choose the vertex set of KG,, as the disjoint union of A, B and 
C, where 
X= {xi: i= l,..., 2n) for X= A, B, C. 
Denote by KA,B the complete bipartite graph on A u B (containing all 
edges a,bj) and by FA,B the l-factor {ajbj: i= l,..., 2n) of KA,B. Then 
G A,B = KA,B\FA,B can be partitioned into 2n - 1 l-factors (since it is a 
regular bipartite graph; see, e.g., Bondy and Murty [2, Corollary 5.21). 
Denote by Kc the complete graph on C; then K, can also be partitioned 
into 2n - 1 l-factors. Choosing any bijection between these two sets of 
l-factors, we obtain 2n - 1 l-factors of KGn, containing all edges of the 
types aibi and tic,, (i # j). Doing the same for the two cyclic permutations 
of A, B, C gives us 6n - 3 l-factors of KGn, containing all edges except those 
of the types a,b,, a,ci and b,ci. But these edges clearly form a triangle 
factor. 1 
Alternatively, Lemma 3.3 could also be obtained from the lemma of 
Stern and Lenz [S]: A cyclic graph (on the point set Z,, say) admits a 
MINIMAL LINEAR SPACES 233 
l-factorization provided it contains an edge {0, x > for which x has even 
order (in Z,). This result will be crucial for the constructions of Section 6; 
its application to the present lemma is left to the reader. 
Lemma 3.3 shows the existence of an ILS of the type required in 
Lemma 3.2. Completing this resolvable ILS then yields the desired DLS. 
Thus we have proved: 
THEOREM 3.4. Let k = 6n -2. Then any minimal DLS(k) h@s exactly 
vk = 2k + 2 = 12n - 2 points and 6, = l&z2 - 7n + 1 lines. Moreover, av 
DLS(6n - 2; 12n - 2) is minimal and arises as the completion of a resolvable 
ILS, as described in Lemma 3.2. 
COROLLARY 3.5. /?(6n-2; 12n-2)= l&r’-7n+ 1. 
Note that this improves the bound of Lemma B by about n/2. We close 
this section with an example which shows that the minimal DLS(Gn-2)‘s 
constructed here do not cover all possibilities Let k = 10 and choose the 
point set Z,,. Then the lines 
{O, 4, S}, (2, 6, 10 ), (1,7}, {3,9) and {5,11> 
form a parallel class P; another parallel class is given by adding 1 to the 
lines of P. Let G be the graph the edges of which are the point pairs not yet 
joined. Then G is invariant under Zi2. By the result of Stern and Lenz [S], 
G has a l-factorization. This yields a resolvable ILS on 10 points which is 
not of the type given by Lemma 3.3. Completing this ILS then yields a 
different type of minimal DLS(l0). Thus the isomorphism question for 
minimal DLS(6n- 2)‘s cannot be reduced to the number of non- 
isomorphic partitions of the type described in Lemma 3.3. 
4. SOME LOWER BOUNDS 
We are left with the cases k E 0 or 2 mod 6 which turn out to be more 
involved. In this section we will only derive a few improved lower bounds 
which will motivate the constructions of the remaining two sections. 
LEMMA 4.1. If k=O or 2 mod 6 andkf6, then v,32k+4. 
Proof. By Lemma 3.1, vk 3 2k -I- 3. Assume equality and let B be a line 
of size k in a DLS(k; 2k + 3), say D. As in the proof of Lemma 3.1, each 
point p $ B is on k lines Li intersecting B and carrying a further point pi 
(i = I,..., k). Th’ 1 is eaves two further points q and r of D. Now there are 
three possibilities: 
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(i) ~4r is a line of size 3 not intersecting B; 
(ii) p is on two lines of size 4 and on k- 2 lines of size 3, all of 
which intersect B; 
(iii) p is on one line of size 5 and on k - 1 lines of size 3, all of which 
intersect B. 
The number of points p $ B for which case (i) holds is a multiple of 3, say 
3x; the number of points p for which case (iii) holds is a multiple of 4, say 
4~. This leaves k + 3 - 3x - 4y points p for which case (ii) holds. Each of 
these points is on exactly two lines of size 4; thus the number of lines of D 
with size 4 is 
z=2(k-t3-3x-4y)/3<k, 
since k > 8. On the other hand, consider any point s on B. Then s cannot 
be on lines of size 3 or 5 only, since otherwise k + 3 would be even. Thus s 
is on at least one line of size 4, and therefore z 3 k, a contradiction. m 
We remark that the case k = 6 is truly exceptional, as we shall see in 
Section 6. In the remaining cases, we shall show that we have equality in 
Lemma 4.1. But first we improve the bound of Lemma B for 
DLS(k; 2k + 4) and DLS(k; 2k + 5) by studying their line sizes. 
LEMMA 4.2. Let D be a DLS(k; 2k +4). Then D has at least 
(k* + 3k - 2)/2 lines. Let B be a line of size k. Then we have equality if and 
only if each point p $ B is on lines of size 3 and 4 only, all of which intersect 
B. Hence D is the completion of a resolvable ILS on k + 4 points with k 
parallel classes, in this case. 
Proof: We use the same setup as in the proof of Lemma 4.1. This time 
(given p and the pi) we have three further points of D, say q, r and s. We 
now have five possible cases: 
(i) pqrs is a line not intersecting B; 
(ii) pqr is a line not intersecting B and p is on one line of size 4 and 
on k - 1 lines of size 3 intersecting B; 
(iii) p is on 3 lines of size 4 and on k - 3 lines of size 3 intersecting B; 
(iv) p on one line of size 4, on one line of size 5 and on k - 2 lines of 
size 3 intersecting B; 
(v) p is on one line of size 6 and on k - 1 lines of size 3 inter- 
secting B. 
Denote the number of points p$ B for which case (i), (ii), (iv) or (v) 
holds by 4x, 3y, 42 and 5w, respectively. This leaves k + 4 -4x - 3y - 
42 - SW points p with case (iii). Then D contains one line of size k, x lines of 
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size 4 not intersecting B, y lines of size 3 not intersecting B, z lines of size 5 
meeting B, w  lines of size 6 meeting B and y+$z+ (kf4-4x- 3y- 
42 -SW) lines of size 4 meeting B. Hence there are &(4xk -I- 3y(k- 1) + 
4z(k-2) f 5w(k- 1) + (k+4-4x-3y-4z-5w)(k-3)) lines of size 3 
meeting B. Adding these numbers yields 
b=$(k2f3k-2)+3x+2y+z/3+w 
lines; this gives the desired inequaliy, and equality holds if and only if x = 
y = z = w  = 0, i.e., iff only case (iii) arises. B 
Substituting 21 = 2k + 5 in the bound of Lemma B yields /?(k, 2k + 5) > 
(k2 + 3k - 2)/2. If we want to prove that there is no minimal DLS on 2k + 5 
points, we will have to strengthen this bound. This can be done by an 
argument which is in complete analogy to that just given for the proof of 
Lemma 4.2. The details are, however, rather more tedious; for instance, 
there will be 10 cases for the lines through a point p # B, now. We will leave 
this simple but lengthy proof to the reader and just state the result: 
LEMMA 4.3. Let D be a DLS(k; 2k+ 5). Then D has at least 
(3k2 + 1 lk - 14)/6 lines. 
COROLLARY 4.4. j(k, v) > (k2 + 3k - 2)/2 for k b 5 and v 2 2k + 5. 
5. THE CASE k-2 MOD 6 
Let k=6n-4 (na2). By Lemmas 4.1 and 4.2, we have u,>,2k+4= 
12n - 4 and bk 2 l&z2 - 15n + 1. We claim that both bounds are sharp. 
Thus we have to construct a DLS(6n - 4; 12n - 4) with 18n2 - 15n -t 1 
lines. By Lemma 4.2, this DLS is the completion of a resolvable ILS on 6ra 
points with 6n - 4 parallel classes. Each point of his ILS is on exactly three 
lines of size 3 (and on 6n - 7 lines of size 2). This suggests using three 
parallel classes of lines of size 3, or, in graph-theoretic language, partition- 
ing &,, into three triangle factors and 6n - 7 l-factors. This (and a little 
more) is done in the following lemma. 
LEMMA 5.1. Let n > 2. Then K.+, can be partitioned into two &-factors 
and 6n- 5 l-factors; K,, can also be partitioned into three A-factors and 
6n - 7 1 -factors. 
Proof. We use the same notation as in the proof of Lemma 3.3. This 
time we remove from K, B both the l-factor FA,B and the l-factor FA,B= 
{aibi+,: i= l,..., 2n) (indices mod 2n). Then GA,B is a regular bipartite 
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graph and can thus be partitioned into 2n - 2 l-factors. Using 2n - 2 of the 
2n - 1 l-factors in a l-factorization of K,, we now obtain a set of 2n - 1 
l-factors of KG,,. Similarly, putting PB,== {bi+l~i+Z: i= l,..., 2n> and 
FA,,= {u~c~+~: i= l,..., 2n}, we obtain another 2(2n - 2) l-factors of Ken. 
The unique l-factors of KA, KB and K, not used in constructing the 
previous l-factors of Khn can be joined to form a (6m- 5)th l-factor. 
Finally, the missing edges form two triangle factors: FA,, u F,,, u FA c and 
f%,i3 u G,c u Fa,,. This settles the first assertion. The second assertion is 
similar (using a third set of l-factors Fi,B, F” C and Fi,,) and will be left to 
the reader. 1 
We thus know the existence of a resolvable ILS on 6n points with three 
parallel classes of lines of size 3 and 6n - 7 parallel classes of lines of size 2. 
Completing this ILS yields the desired DLS (6n - 4; 12n -4) with 
6n + (6n - 7) 3n + 1= 1%~~ - 15n + 1 lines. In view of Lemma 4.2 and 
Corollary 4.4, we now have the following: 
THEOREM 5.2. Let k = 6n -4. Then any minimal DLS(k) has exactly 
vk = 2k + 4 = 12n - 4 points and bk = 18n2 - 15n + 1 lines. Moreover, any 
minimal DLS(k) arises as the completion of a resolvable ILS on 6n points. 
Unlike the cases k = 2 mod 6 and k odd, however, not all DLS 
(6n -4; 12n -4) are minimal. Use the ILS of Lemma 5.1 with two parallel 
classes of lines of size 3 and 6n - 5 parallel classes of lines of size 2. Adjoin 
infinite points to all but one parallel class (of lines of size 3) and join these 
infinite points by a line. The result is a DLS (6n -4; 12n-4) with 4n + 
(6n - 5) 3n + 1 = 18n2 - 1 In + 1 lines (and a parallel class consisting of the 
line of size 6n - 4 and of 2n lines of size 3). We also remark that total com- 
pletion of our ILS yields a DLS (6n - 3; 12n - 3) with the same number of 
lines. 
6. THE CASE k 3 0 MOD 6 
This final case poses the most difficult problems; it seems that the use of 
graph factorizations that was sufficient in the remaining cases is impossible 
here. We first consider the exceptional case k = 6; cf. Lemma 4.1. Here 
vg 3 15 and 6,325. The following example shows that these bounds are 
sharp: 
6.1. EXAMPLE. The following incidence matrix describes a DLS (6; 15) 
with 25 lines: 
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r1000 
1000 
1000 
0100 
0010 
0001 
0100 
0010 
0001 
1111 
0000 
0000 
0000 
0000 
( 0000 
0100 
0010 
0001 
1000 
1000 
1000 
0100 
0010 
0001 
0000 
1111 
0000 
0000 
0000 
0000 
0100 
0010 
0001 
0100 
0010 
0001 
1000 
1000 
1000 
0000 
0000 
1111 
0000 
0000 
0000 
1000 
0100 
0010 
0100 
1000 
0001 
0010 
0001 
1000 
0000 
0000 
0000 
1111 
0000 
0000 
0100 
1000 
0010 
0001 
0010 
1000 
1000 
0100 
0001 
0000 
0000 
0000 
0000 
1111 
0000 
0100 o- 
0010 0 
1000 0 
1000 0 
0001 0 
0100 0 
0001 0 
1000 0 
0010 0 
0000 1 
0000 1 
0000 1 
0000 1 
0000 1 
1111 1 
As is plainly seen, this DLS is again the completion of a resolvable ILS. 
From the proof of Lemma 4.1, one easily infers that any DLS(6; 1.5) has 25 
lines and is the completion of a resolvable ILS on nine points each of 
which is on two lines of size 3 (and on four lines of size 2). Note also that 
any DLS (6; 16) has at least 26 lines by Lemma 4.2 and that any DLS(6; u) 
with u 3 17 has at least 26 lines by Lemma B. This’ proves the following: 
THEOREM 6.2. Any minimal DLS(6) has exactly vg = 15 points and 
b, = 25 lines. Moreover, any DLS (6; 15) is minimal and arises as the com- 
pletion of a resolvable ILS on nine points. 
We remark that there is a DLS (6; 16) with 26 lines which also is the 
completion of a resolvable ILS. This ILS has points x0,..., xq and yo,..., y4; 
the six parallel classes are the images under Z, (acting on indices) of the 
parallel class 
ix09 -xl, Yo), {X3> Y17 Y41, l-y*, x41, iY2, Y31 
and the parallel class {{x,, JJ{+~): iEZ,). Thus we have: 
PROPOSITION 6.3. /3(6, 15) = 25 and p(6, 16) = 26. 
Now let k = 6n with n # 1. By Lemma 4.1, uk 3 12nt4 and by Lemma 
4.2, b, > lb* + 9n + 1. We claim that both bounds are sharp, again, By 
Lemma 4.2 we have to construct a resolvable ILS on 6n + 4 points each of 
which is on three lines of size 3 and on 6n - 3 lines of size 2. Since 6n -I- 4 is 
not divisible by 3, the large lines cannot be arranged into parallel classes. 
582af44/2-5’ 
238 JUNGNICKELAND LENZ 
In other words, the use of factors of Kbnt4 will not be sufficient to con- 
struct the desired ILS. Our strategy will be as follows: We choose as point 
set the cyclic group Z6n+4 and construct a set of 3n $2 parallel classes 
invariant under Z,, + 4 such that each point is on exactly 3 lines of size 3 
from these parallel classes. We then form the cyclic graph G on Zhnt4 the 
edges of which are precisely the pairs not yet joined. We will show that G 
satisfies the hypothesis of the result of Stern and Lenz [8]; then G can be 
partitioned into 3n - 2 l-factors, which gives us the desired resolvable ILS 
and (after completion) the desired minimal DLS(6n; 12n + 4) with 
18~’ + 9n - 1 lines. Thus we will prove: 
PROPOSITION 6.4. Let n # 1. Then there exists a cyclic ILS with 6n + 4 
points and with 3n + 2 parallel classes each of which contains two lines of size 
3 and 3n - 1 lines of size 2. 
ProoJ: We have to distinguish the cases n even and n odd. First assume 
n = 2a. In ZLzut4, choose the base lines 
B,= {3a+ 1,9a+3}, B,={O, 1,6a+l}, 
B,= {2,6a}, B, = (3,6a- l} ,..., Bxo= (3a, 3a-b2) 
and the lines Bi = B, + (6a + 2) for i = l,..., 3a. Clearly all these lines form a 
parallel class P,. Applying the elements of Z,,,,, to P, gives 6a + 2 
parallel classes PO,..., P,, + 1 (note that P,, is fixed under adding 6a + 2). It is 
easily checked that these 6a + 2 parallel classes form a partial ILS; adding 
the pairs of points not yet joined as new lines of size 2 gives the desired 
cyclic ILS. (To show that the parallel classes Pi form a partial ILS, it suf- 
fices to observe that the differences of the base lines Bo,..., B3a+l are 
pairwise distinct.) This settles the case n even. 
Now let n = 2a + 1. In Hr2,+ rO, choose the base lines 
B,={0,2,6a+4),B,=(1,6a+2),B,={3,6a+3},B,={4,6a+l), 
B,= (5, 6a) ,..., B30+2= {3a+2, 3a+3} 
and the lines B; = Bit- (6a + 5) for i= I,..., 3a + 2. Again, all these lines 
form a parallel class P,, . the remainder of the argument is as before. [ 
Now consider the parallel classes PO,..., P3*+ r forming the cyclic partial 
ILS just constructed. Define a graph G on Z6n+4 the edges of which are the 
pairs of points which are not yet joined. Thus G is a cyclic graph; also, 
since the order of 3 in Z,, +4 is even (for 3(2n + 1) = - 1 ), G contains the 
edge (0, 3 } of even order if n = 2a is even; for n = 2a + 1, G contains the 
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edge (0,6a + 5) of order 2. Thus the hypothesis of Lemma 2 of Stern and 
Lenz [S] is satisfied, and we can partition 6 into 3n - 2 l-factors 
F ,,..., F,,-,. Then PO ,..., P3n+l and Fi,..., F,, ~ 2 form a resolvable ILS E. 
Completing E yields a DLS (6n; 12ut + 4) with exactly 
(3n+1)(3n+2)+(3n+2)(3n-2)+1=18n2+9n-1 
lines. In view of Lemma 4.2 and Corollary 4.4, we now have the following: 
THEOREM 6.5. Let k = 6n (n # 1). Then any minimal DLS(k) has exactly 
v,,. = 2k + 4 = 12n + 4 points and b, = 18n2 + 9n - 1 lines. Moreover, atiy 
minimal DLS(k) arises as the completion of a resolvable ILS on 6n t4 
points. 
We finally mention that once more not all DLS(k; 2k + 4) are minimal. 
For instance, consider the case k = 12~. The reader may prove that KIZn 
may be partitioned into one tetrahedral factor (i.e., a 3-factor consisting of 
subgraphs isomorphic to K,) and 12n -4 l-factors. Completing only the 
l-factors of this resolvable ILS yields then a DLS (12n; 24n + 4) with 
72n* + 27n + 2 lines, whereas the examples of Theorem 6.5 have 72n* + 
18ut - 1 lines. We also remark that once more there are other examples of 
minimal DLS(k) than those given by Theorem 6.5. For instance, let k = 12; 
then a further minimal DLS (12; 28) can be obtained by using the four 
images under Z,, of the parallel class (0, 1, 3), (4, 5, 7), (8, 9, 111, 
{12 13 IS} (2, 101, (6, 141 and then applying the result of Stern and 
Let& a6 before. 
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