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AchainofsubsetsA,cA,c...cA,r[n]={1,2,...,n}issaidtobesaturated 
if IAi+r -A,/ = 1 for all i, For c<n + 1 we give an inductive construction in n 
which determines (1) the maximum number of disjoint saturated chains of c subsets 
each in [n], and (2) the minimum number of saturated chains of size at most c 
which cover all 2” subsets in [n]. We study the construction asymptotically as 
n --t co. Let p(n, c) denote the proportion of the subsets in [n] belonging to chains 
of size c in the construction. If  c = c(n) = o(s), then p(n, c) -+ 1. I f  c u y  &, y  
constant, then we prove in two different ways that p(n, c) approaches a constant 
which is a theta function depending on y. The second proof involves a careful 
analysis of a one-dimensional random walk in which the transition probabilities 
differ only slightly, yet signiticantly, from the usual symmetric walk. CCJ 1988 
Academic Press. Inc. 
1. INTRODUCTION 
A problem posed by Z. Fiiredi [9] asks whether the collection of all sub- 
sets of [n] = { 1, . . . . n ) (denoted 2[“‘) can be partitioned into ( Ln;2J) chains 
of the same length (within one, since (L,,~z,) does not divide 2” for n > 2). A 
chain C of size c here is a totally ordered collection of subsets, say 
c= {A,, A,, . ..) A,}, where @~Ars;A~s . . . sA.~[n]. The number 
of chains in this problem is extremal in view of Sperner’s theorem [20], 
which says essentially that there exists a parition of 2r”’ into N chains if 
and only if N > ( L,,;ZJ). 
We are studying a more general question which is inspired by Fiiredi’s 
problem: Given integers c < n, what is the maximum number of disjoint 
chains of size c in 2[“‘? Also, we can ask what is the minimum number of 
chains of size at most c needed to partition (equivalently, cover) 2[“1? The 
case of interest related to Fiiredi’s problem is c = r2”/(,,;,,)]. As n -+ co, 
c-m, so the questions above would appear to be particularly 
* Research supported in part by National Science Foundation Grant DMS-8401281. 
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interesting to study asymptotically as n -+ co when c N y &, where y is a 
constant. 
To at least get some bounds for the questions above we studied a con- 
struction which appears to generate a large number of chains of size c in 
2r”l. It is a slight modification of the inductive construction of a symmetric 
chain decomposition of 2[“’ due to de Bruijn et al. [3]. We shall describe 
this construction in the next section. As P. Winkler observed [23], one 
would not expected the construction to actually solve the questions above, 
not even in any asymptotic sense, because the chains of subsets constructed 
have an additional property that is not required above: Every chain C is 
saturated (also termed consecutive, connected, or unrefinable), which 
means that for all i, (Ai+, - Ai1 = 1, so that C skips over no ranks. 
However, the construction is best-possible for the analogs of the questions 
above in which all chains are required to be saturated, as we show in Sec- 
tion 3. From this work we obtain the generalization of Sperner’s theorem 
to determine the maximum size of a family of subsets of [n] containing no 
two sets As;B such that /B--Al cc. 
Erdiis’ generalization of Sperner’s theorem can also be extended to 
families of subsets containing to A Y$ B with IB- Al < c. We recently lear- 
ned that Katona [ 151 already discovered these extensions of Sperner’s and 
Erdos’ theorems using the inductive chain construction. We still include 
these results here, although they are dual to the problems of interest here 
(partitions into saturated chains). The essential uniqueness of the extremal 
cases for these results was not previously known, however. 
We particularly wanted to learn about the asymptotic maximum number 
of disjoint saturated chains in 2[“’ of size c - y fi as n + co. Let p(n, c) 
denote the proportion of the sets in 2 Cnl which belong to chains of size c in 
our construction. Since the construction attains the maximum number of 
disjoint saturated chains of size c, this maximum is p(n, c)2”/c. So our 
asymptotic problem becomes that of studying p(n, c), where c-y & and 
n -+ co. The construction can be described nicely by a one-dimensional ran- 
dom walk with n = c states that allows the calculation of p(n, c) for large 
values of n. In Table I, Section 7, there is a table of such values which were 
obtained by computer. The data strongly suggest that for fixed y, 
Ph Y JJ;) g oes to a constant depending on y as n + co. In Section 4 we 
prove this observation from the combinatorial results in Section 3 and 
obtain two formulas for the limiting constant. Both are infinite series 
in y involving theta functions. The equality of the two formulas is a 
consequence of a fundamental identity for theta functions, as we show in 
Section 8. 
The random walk itself may be of independent interest. It has states 
1, 2, . ..) n, where 1 is reflecting and n is absorbing, and there is a slight drift 
towards n. One would like to know the absorption probability after a large 
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number of steps, on the order of n*, but not after an arbitrarily large num- 
ber. In Section 5 we make a thorough study of the random walk by obtain- 
ing the eigenvalues and eigenvectors for the transition matrix of a closely 
related Markov chain. It is then possible to study what happens after a 
number of steps on the order of .* occurs to obtain again a formula for 
lim, + m Ph Y y/h. 
This random walk analysis may provide an example of interest in itself. 
The work involved can be justified further in that it was the first big step in 
this project, following the computer tests. Only later did we discover the 
nice combinatorial properties of the construction described in Sections 3 
and 4. 
Another reason for carrying out the random walk analysis is that it leads 
to an explanation for another empirical observation: The asymptotic 
distribution of the number of chains of even sizes <c for fixed even c as 
odd n + cc is symmetric and unimodal. This is also described in Section 6. 
It is interesting to compare the random walk for the combinatorial 
problem to the usual one-dimensional symmetric random walk, which also 
has a theta function in y describing the limiting absorption probability. The 
two walks are compared in Section 7. 
2. THE CHAIN CONSTRUCTION 
A construction was discovered by de Bruijn et al. [3] that partitions 2r”’ 
into saturated chains which are also symmetric in the sense that for each C 
there exists k such that C consists of one subset of each of the sizes from k 
to n -k inclusive. In particular, each chain contains a set of size Ln/2 J, so 
that the number of chains is (Ln;2J), which is the minimum possible by 
Sperner’s Theorem [20]. The construction is inductive in n, although an 
explicit description of the chains using bracketing was later found [lo, 18, 
cf. 11, 123. 
The basis for the inductive construction can be taken to be the case 
k = 0, where 2rk1 consists of only a singleton chain, {a}. For the induction 
step, assume the partition of 2rk1 into chains C,, CZ, . . . . is given. To 
partition 2ck+ ‘I, consider one of the saturated chains Ci c 2ckl, where C, 
consists of the subsets 
AlSA,S ‘.. %A,. 
If r=l, form the chain A,~A,u{k+l} in 2rkf11. If r>l form two 
chains in 2Ck+L1, 
and 
A,u{k+l}~A,u{k+l}~ -+A,-,u(k+l}. 
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It is easy to verify that these chains partition 2[‘+” and that they are 
saturated and symmetric about middle rank. Thus an r-chain (a chain of 
size r) in 2Ek1 gives rise to an (r - 1 )-chain and an (r + 1 )-chain in 2tk + ‘I, 
unless r = 1, when it simply becomes a 2-chain. So longer and longer chains 
are constructed as n increases. 
Given c, the construction we propose to study in this paper proceeds 
exactly as above, except when r = c we “quit while we’re ahead” and form 
two c-chains from the c-chain Ci: Ci itself and the chain 
A,u(k+1}$&4*u{k+1}~ . ..sA.u{k+l). 
With this additional rule, the construction never produces a chain with 
more than c subsets. 
The chains are saturated, as before, but they are not in general sym- 
metric about middle size, n/2. The small chains in the construction, which 
are those having strictly fewer than c subsets, are the same as in the 
original construction. In particular, the small chains continue to be 
symmetric as before. 
Observe that increasing n by one, from k to k + 1, doubles the number of 
subsets in 2[“‘, while the number of chains of size c doubles at the least. 
That is, the proportion of elements of 2[“’ in long chains (chains of size c) 
is nondecreasing in n. This is in part the motivation for the construction. 
The bracketing approach cited above can be adapted naturally to 
provide an explicit description of the chains produced by this method of 
partitioning 2[“] into chains with at most c subsets each. 
3. OPTIMAL RESULTS FOR SATURATED CHAINS OF SUBSETS 
Given n, c, and k, it is convenient to denote by G(n, c, k) the number of 
subsets S G [n] such that ISI = k (mod c). Equivalently, 
G(n,c,k)=x 
THEOREM 1. If F is a collection of disjoint saturated chains of size c in 
2[“‘, then IFI < G(n, c, L(n + c)/2 J), and this bound is best possible. 
THEOREM 2. &“2[“’ is covered by a collection P of saturated chains, each 
each of size at most c, then JPI 2 G(n, c, Ln/2 _I), and this bound is best 
possible. 
Proof of Both Theorems. For any value of k a chain of size c in 2tn3 
contains precisely one set S such that ISI = k (mod c). The upper bound on 
IFI in Theorem 1 follows by taking k = L(n + c)/2J. 
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A saturated chain in 2r”’ with at most c elements contains at most one 
set S such that ISJ -k (mod c). Applying this simple observation with 
k = Ln/2 J implies the lower bound on (PI in Theorem 2. 
To complete the proofs of both theorems we show in the following 
lemma that their bounds are actually attained by the construction from the 
last section. Theorem 1 (resp., Theorem 2) follows with a taken to be c 
(resp. 0) in Lemma 3. 
LEMMA 3. If2c”1 ts partitioned by the construction into saturated chains 
of size at most c, and if 0 d a d c, the number of chains of size at least a in 
the partition is G(n, c, L(n + a)/2 J). 
Proof: Recall that short chains C in the partition are symmetric about 
the middle size, n/2. Thus if (Cl < a, C contains no sets S of size ISI = 
L(n+a)/2] (mod c), and if a< ICI cc, C must contain a set S with ISI = 
L(n + a)/2 J. The long chains C have ICI = c, so each contains a set S with 
ISI E L(n + a)/21 (mod c). Combining these observations we conclude that 
every set S with ISI = L(n + a)/21 is contained in precisely one chain C 
with ICI > a, and conversely, every such chain contains precisely one such 
set. 1 
Theorems 1 and 2 are now proved. 1 
The lemma gives a nice combinatorial interpretation to the numbers 
G(n, c, k). We see that they are nonincreasing in k for [n/21 < k < 
L(n + c)/2J from.the lemma. In fact, a closer look shows that for n B c - 2 
the construction produces chains of every size a such that 1 dad c and 
a E (n + 1) (mod 2). It follows that the G(n, c, k) are strictly increasing over 
the range above. Thus we obtain this fundamental result about the 
numbers of subsets of [n] of size k (mod c). 
THEOREM 4. The sequence G(n, c, k) = I {SC [n]: IS( -k (mod c))l, 
where k is ranging over the values centered at nJ2, r(n - c)/2] < k < 
L(n+ c)/2], is symmetric and unimodal. The unimodality (i.e., each 
inequality) is strict for n 2 c - 2. 
Note. The sequence above, though strictly unimodal, is not always log- 
concave. For instance, taking a range in values of k from 1 to 6, we find 
that 
which violates log-concavity. 
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Theorem 2 gives the minimum number of chains required to partition 
2[“] into saturated chains of size at most c. We can apply this result to 
solve the dual problem of maximizing the size of a family of subsets of [n] 
that contains no two sets ordered by inclusion which differ in size by less 
than c. For c = n + + 1 this result, including the extremal cases, is Sperner’s 
original theorem [20]. We recently learned that Katona [IS] already 
discovered this result, except for the extremal cases, by using this chain 
construction. 
THEOREM 5. Let 1 < c < n + 1 and let FE 2[“’ such that for all A, BE F, 
A $ B * I B - A I > c. Then I FI < G(n, c, Ln/2 _I). Equality holds if and only if 
n is even and 
F= (SE [n] : ISI = n/2 (mod c)>, 
or n is odd and 
F= (SC [n] : (SI = (n - 1)/2 (mod c)} 
or 
F= {SE [n] : ISI = (n+ 1)/2 (mod c)}. 
Proof: Let Fs2[“’ contain no As B such that /B-AI cc. Let P be a 
collection of disjoint saturated chains of size at most c that partition 2[“]. 
Then for all C in P, I Fn Cl < 1, Hence, 
IFI =I JFnCI <c 1= IPI.. (2) 
C C 
By taking P to be the set of chains in our construction, we obtain the 
upper bound I FI < I PI = G(n, c, Ln/2 J) by Theorem 2. 
Next suppose F also maximizes IFI. The extremal cases listed in the 
theorem attain the bound on IFI, so that IFJ = G(n, c, Ln/2 _I). We observed 
earlier that our constructed family P contains short chains of every odd 
(resp. even) size a, 0 < a < c, when n is even (resp. odd). Further, these 
short chains are symmetric with respect to middle rank, n/2. Thus, if n is 
even, P contains a singleton chain C = {S}, where JSI = n/2, and if n is 
odd, P contains a chain C = {T, U} where I TI = (n - 1)/2 and I UI = 
(n + 1)/2. Applying (2) and Ifl = IPI forces, IFn Cl = 1, so that F contains 
S, if n is even, and F contains exactly one of T and U, if n is odd. 
First consider the case that n is even. By relabeling elements of [n] it is 
clear that for S’ G [n] with ISI = n/2, there is a partition P’ attaining 
G(n, c, Ln/2J which contains the singleton chain {S’}. By (2), S’ is in F. 
Thus F contains all of the sets of size n/2. Next consider sets in F-of size 
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<n/2. Since F contains all sets of size n/2, any smaller sets in F contain at 
most (n/2)-c elements. Suppose F contains some sets of size b, 
b f n/2 (mod c), and b is minimal with this property. Replace these sets by 
the sets of size b + 1 which cover them. As Sperner showed, this strictly 
increases IFI, although we may now violate the condition of the theorem. 
However, we can continue pushing up sets of sizes &n/2 (mod c) until they 
reach sizes =n/2 (mod c). Eventually, all the sets of sizes <n/2 will get 
pushed up to sizes En/2 (mod c), so that the condition of F is again 
satisfied. However, (FI increased, which contradicts the maximality of IFI. 
Dually, by pushing down, we see that sets of sizes >n/2 must also have 
sizes n/2 (mod c). Thus Fc {SG [n]: IS( =n/2 (mod c)}, so F must in fact 
be this family. 
For odd n, the middle two ranks in 2[“’ can be partitioned into two- 
element chains (e.g., the symmetric chain partition induces this). By 
relabeling, each of these chains belongs to some P’ attaining G(n, c, Ln/2 J), 
so F contains precisely one set from each of these chains. Thus F contains 
an antichain (unordered collection) of ( Ln;2J) subsets of sizes (n - 1)/2 or 
(n + 1)/2. Sperner showed that the only possible collections have all subsets 
the same size, either (n - 1)/2 or (n + 1)/2. These cases yield the two 
extremal families, either all sets of sizes (n - 1)/2 (mod c) or all sets of sizes 
(n + 1)/2 (mod c), by the pushing argument described in the even n 
case. 1 
We next propose to find a common generalization of Theorem 5 and of 
Erdos generalization of Sperner’s theorem concerning the maximum size of 
a collection FG 2r”’ that contains no (k + 1) sets in a chain [6]. The proof 
of Theorem 5 does indeed extend quite naturally to this setting, so we omit 
the details. ErdBs’ result itself is of course the case c = n + 1. Again, this was 
done previously, except for characterizing equality, by Katona [ 151. 
THEOREM 6. Let 1 d k < c d n + 1 and let Fc 2[“] be such that for every 
saturated chain CE [n] of size c, JFn Cl <k. Then IFI is at most the sum of 
the terms G(n, c, r), where r takes on the k middle values in the interval 
r(n - c)/21< r < L(n + c)/2]. Further, IFI attains its bound if and only if k 
middle values are selected and F consists of every subset with size, mod c, one 
of the selected values. 
EXAMPLE. For n = 7, c = 4, and k = 3, the middle sizes are { 3,4, 5) or 
{2,3,4}. In the first case we have F= (Sr [7]: ISI =O, 1,3,4,5, or7). For 
the second case we have F= {SC [7]: ISI =0,2, 3,4,6, or 7). These are 
the only extremal families. In general, there are at most two extremal 
families. 
Notes. One would suspect that these “mod k” methods could be exten- 
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ded to the lattice of subsets of a multiset (lattice of divisors of an integer), 
where the inductive construction of de Bruijn et al. [3] still works. Katona 
[ 151 succeeded in doing this. Then Greene and Kleitman [ 11, p. 403 
showed how to derive slightly weaker versions of Theorems 5 and 6 using 
regular chain coverings. Their results extend naturally to arbitrary LYM 
partially ordered sets, including the lattice of subsets of a multiset. 
One might also expect there to be a two-colored analogue of Theorem 5, 
just as there is a two-colored generalization of Sperner’s theorem. Katona 
[ 151 formulated and solved this problem as well. 
PROBLEM. A more general question we have answered only partially is 
this: Determine the partitions A,> I, > .. . of the integer 2”, Cli, such that 
there exists a partition of 2[“’ into saturated chains of sizes 1,) A,, . . . . 
4. ASYMPTOTIC RESULTS 
FROM THE COMBINATORIAL INTERPRETATION 
In view of Theorem 1, the proportion of the 2” subsets of [n] which 
belong to the “long” (length c) chains in the construction is given by 
p(n, c) = c2-“G(n, c, L(n + c-)/2 J. (3) 
As n -+ co we can apply the normal approximation of the binomial 
distribution to the binomial coefficients summed in G(n, c, L(n + c)/2 J: 
Applying [8, Vol. 1, p. 1801, if n -+ cc and a varies in the range Jai < K,, , 
where K, = ~(n*‘~), it is valid that 
((ni2;+alm (2/(m))” 2” exp( -2a’/n). 
First consider the case that the chain size c is fixed and the construction 
continues inductively in n. Our sum takes every cth binomial coefficient in 
n, so in the limit as n + co, it accounts for a proportion l/c of the entire 
normal distribution, times 2”. That is, we obtain this result: 
PROPOSITION 7. For fixed chain size c, p(n, c) + 1 as the set size n -+ CO. 
The interesting question is precisely what happens to p(n, c) when 
c-y&, y a constant, as n+ 03. We abuse notation slightly, since c must 
actually be integral, by writing p(n, y ,/%). 
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THEOREM 8. For any constant y > 0, lim,, m p(n, y A) exists and is 
given by 
Y J i ,go exp( - (2 + 1 )‘Y~/V. 
Proof: We order the terms in the sum G(n, c, L(n + c)/2 J in increasing 
order, so that by (1) and (3), 
p(n~y~~~i\i;;Z~“(((n+gnl)/2j+((n-~n&)/2j 
+ (n+ 3FJ;;/2 + ( >( (n - 3;&),2 > 
+ (n+ SYnJ;2)iz + ( j ( (n - S;,/;;)jz + “’ > > ’ 
Given E > 0, we can take sufficiently many terms above such that the tail of 
the series divided by 2” is less than s/2. Suppose N= N(E) initial terms 
remain. Then approximate each of the remaining initial terms using (4) to 
within .s/(2N) for all n sufficiently large. Hence, the sum of the first N term- 
by-term limits is correct to within E for all sufficiently large n. It follows 
that p(n, y &) converges to the sum of the term-by-term limits, which can 
be simplified to the formula stated in the theorem. 1 
There is a second approach to studying p(n, y &) as n + 00 that does 
not appeal to probability theory. It is to take advantage of an identity 
about the sum of every cth binomial coefficient in n (attributed in [17] to 
C. Ramus, 1834; cf. [4, 191). In our notation it is 
G(n,c,k)=i’f’ 
J=o 
Plugging into (3) and simplifying gives us 
p(n,c)=l-2 c (-l)‘+’ ,,,t 
” + d(n,c) 
1 C j  < c/2 ( > 
(5) 
where 6(n, c) is 0 or 1 according to (n - c) mod 2. Applying (5) as n + 00 
with c fixed gives an easy proof of Proposition 7. 
Next suppose n + co and c - y 4, y constant. Applying L’Hospital’s 
rule to the jth term in the summation (5) gives 
n+6(“) 
--) exp( -jzn2/(2r2)). (6) 
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One can then show that the limit of the sum (5) is obtained from the sum 
of the limits using (6), which gives an alternate version of Theorem 8: 
THEOREM 9. For any constant y > 0, lim,, x p(n, y 4) exists and is 
given by 
1 - 2 f (-l)‘+’ exp( -j2n2/(2y’)). 
j=l 
The surprising thing is that this series for the limit is different from the 
one in Theorem 8. Both involve theta functions, and a proof that they are 
equal assuming a well-known theta function identity is given in Section 8. 
The series in Theorem 9 converges much faster than the series in 
Theorem 8. It is also clear from the series above that the limit for given y 
tends to 0 as y + 0 from above. This argument provides a strengthening of 
Proposition 7. 
COROLLARY 10. The proportion of elements belonging to long (size c) 
chains by the costruction, p(n, c) -+l asn+oo $c=o(&). 
These formulas account nicely for the data shown in Table I, Section 7. 
They agree to six places with the numbers obtained for c = 1000. In 
Section 6 we again prove Theorem 9, but by studying a random walk. We 
also investigate there the relative sizes of the short chains when c - y 4, 
asn+co. 
5. A RANDOM WALK RELATED TO THE CHAIN CONSTRUCTION 
From now on we only concern ourselves with the distribution of sizes of 
the chains produced when the construction of Section 2 is applied to 
partition 2t”l into saturated chains of size at most c. Let pi”’ denote the 
proportion of the 2” subsets of [n] which belong to a chain of size i, 
1 d i < c. So for all n, xi py) = 1. In applying the construction, going from n 
to n + 1 with fixed c, a short chain of size i< c in 2[“’ yields chains of sizes 
i- 1 and i+ 1 in 2r”+ ‘I, and a long chain (size c) becomes two long chains. 
Thus we obtain the equations below for pj”+ *’ in terms of the values pi”). 
We assume c > 2. 
(nil&l (n) 
Pl 4 p2 
pp+l)= &piT$+ j&P!“,‘, (2<i<c- 1) (7) 
272 JERROLD R. GRIGGS 
The initial distribution is the n = 0 case, where 
Pl 1 
CO)= 1 py = 0 for i>2. 
This model is a one-dimensional random walk, denoted here by R,, with 
c positions or states i, 1 < id c. State i= 1 is reflecting and state i = c is 
absorbing. It is not a pure symmetric random walk because for each i, 
1 < i < c, the probability of going from i to i + 1, (i + 1)/(2i), is slightly 
greater than the probability of going from i to i- 1, (i- 1)/(2i). 
Probabilists say there is an “upward drift.” We want to study p(n, c) = pzr’ 
when c N y &, y constant, and n -+ co. 
We have observed in Section 3 that the probabilities pi”) are nonzero for 
i < c < n + 2 precisely when i - (n + 1) mod 2. It is convenient to eliminate 
this periodicity of size 2 in the nonabsorbing states. We assume henceforth 
that c is even and n is odd, for convenience, as the asymptotic behavior of 
the solutions of the other cases can be easily deduced from this nicest case. 
The random walk after an odd number 12 of steps reduces to a random 
walk W, on s = c/2 states (which were before the odd states) after 
N = (n - 1)/Z steps. For W, let qj (.v = the probability of being in state j after 
N steps, 1 < j< s, given the initial distribution q{O) = 0 and qj”) = 0, 
2 < j < s. Thus we have that 
(N)- (ZN+l) 
4j - P2.j 3 l<jds=c/2,O<N<cc. (8) 
So W, is another finite random walk with a reflecting state, j= 1, and an 
absorbing state, j= s. One new aspect is that in W, there is a positive 
probability of going from state j to itself during a step, due to taking a step 
away and a step back in the original walk. The resulting transition 
equations for W, are as follows: 
(N+d (NJ+: (N) 
41 zql 8% 
qy+l)= -&q1”:+;q1”‘+-- qw 
4(i+ 1) I+” 
2<i<s--2 
(9) 
qy; l) = &) ql”‘, + ; qjNJ1 
qjN + l’ = h qjN’, + qy. 
Let q(N, s) denote the absorption probability qi”) in W, after N steps. 
Markov chain theory can be applied here to deduce that q(N, s) -+ 1 as 
N+ cc with s fixed [16]. Applied to our construction via (7) and (8) we 
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again conclude that p(n, c) + 1 as n -+ cc with s fixed, which we noted 
earlier as Proposition 7. To learn about q(N, s) as N+ co when s + CC 
with N, especially when s N cr J N with CJ a constant, it would be interesting 
if one could transform this into a problem about Brownian motion. 
However, to calculate lim,, a, q(N, (r fi) as a function of r~ in this way 
seems to be difficult. The problem is how to deal with the slight upward 
drift towards the absorbing state. So instead we are forced to do a very 
thorough analysis, which turns out to be quite nice despite the seemingly 
complicated equations in (9). 
The transition equations (9) can be expressed in matrix form by 
where 
and 
A,= 
9 ‘N) = (q\N’, . ..) qjy, 
1 1 
5 i 
0 0 
1 1 1 
z 5 6 
0 
31 3 
O82iz 
0 0 0 ..’ 
0 0 0 ..’ 
. . 0 
. . 0 
0 . . . 0 
s-l 1 
4(s-2) 2 
0 
0 
s 
-1 
4(s- 1) 
is the s by s transition matrix. It follows from (10) that for all N, 
9 (N) = A,Nq’o’. (11) 
Here q(O) is the initial distribution, (1, 0, 0, . . . . O)=. In order to study qCN) 
asymptotically, it is necessary to determine the eigenvalues and eigenvec- 
tors of this tridiagonal matrix, A,. For if A, has eigenvalues A,, . . . . I, with 
corresponding linearly independent eigenvectors x( 1 ), . . . . x(s), respectively, 
then [21, p. 197, for example] 
qfN) = C c,lyx( j), (12) 
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where the cj are the uniquely determined by 
q(O) = 1 c,x(j). 
It is possible to obtain the eigenvalues of A, by forming a difference 
equation which expresses the characteristic polynomial p,(n) = det(A, - U) 
in terms of ps- ,(A), p,-,(n), etc. and solving for p,(i). However, since we 
also require the eigenvectors of A,, we instead adapt the generating 
function approach employed successfully on some other random walks 
c141. 
One eigenvalue of A, is easy: Take 1, = 1 and its corresponding eigen- 
vector x( 1) = (0, 0, . . . . 0, l)=. To obtain the other s - 1 eigenvalues of A,s 
consider the infinite system of equations 
1 1 
2x,+8.x*=Ix, 
(14) 
i 1 i 
-x’-l+p’+4(i+1)+, 4(i- 1) 
=Ix, (i = 2, 3, . ..). 
A nontrivial solution of (14) with x, = 0 must have x, _ , # 0 to avoid being 
entirely zero. The values x,, . . . . x,- 1 then satisfy all but the last equation 
for an eigenvector of A,; that is, only this equation fails when I # 1: 
s 
4(s- 1) 
X,-l +x,=Axs. 
But to satisfy this equation, we simply solve for x,: 
1 s 
x”=~qyqx4(S-l- (15) 
Thus solving (14) subject to x, = 0 yields an eigenvector of A, via (15). Let 
f(z) = Cz 1 xizi, where the xi and a solve the infinite system (14) above. 
If we multiply the ith equation in (4) by zi, i = 1,2, . . . . and then add them 
all up, the right side is just If(x) while the left side is rather complicated. 
After simplifying, this equation can be put into this form: 
f(z)(z’+2(1-211)+ l)=(l -z*)J;Y+df. 
To convert this to a separable differential equation, replace f(z) by zg’(z), 
i.e., g(z) = J$(f( t)/t) dt. After integrating and simplifying, one obtains 
g(z) = 
xtz 
z 2+2(1-2;l)z+ 1’ 
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From the definitions of f(z) and g(z), 
a xj 
g(z)= c TZ’. 
r=l [ 
It follows that for all i. 
i- 1 
xi=jx, C (-l)i-l--j (2(21- 1))2j+l-i. (16) 
j=O 
It turns out that the series in (16) is a Chebyshev polynomial of the second 
kind in (2A- 1) [S, p. 3661, so that 
xi= ix, Ui& ,(U - l), (17) 
where, by definition, for all k = 0, 1, . . . . and all 0, 
U,(cos 13) = sin( (k + 1)8)/sin 8. (18) 
Now we impose the condition x, = 0. By ( 17), U,- ,(2r3 - 1) = 0, which 
implies that 21- 1 is one of the roots cos((j- 1)71/s), 2 < j< s - 1, of 
U, ~ 1(x) = 0. Solving for II above and recalling A, = 1, we now have the s 
distinct eigenvalues for A,: 
U- lb A1=cos2 y&- , 
( > 
ldjds. (19) 
Next we combine (15), (17), (18), and (19) to obtain the components xi (j) 
of the eigenvector x(j) corresponding to Aj of A,. The number x1(j) in (17) 
is arbitrary, so to simplify matters we take x,(j) = sin( (j - 1 )X/S), 2 < j < s. 
This yields 
x;(l)=O, l<ids--1; x,(l)= 1 
l<i<s-1,2<j<s (20) 
(i- 1)~ 
x,(j) = ( - 1 )j+ ’ f ctn 2s, 26j6s. 
Here ctn is the cotangent function. Form the matrix of eigenvectors, call it 
E, = [xi(j)], for 1 6 i, j < s. Let T, _ 1 be E, with the bottom row and left 
column removed, that is, 
T 
ij?L s--l= [ 1 i sin- , lQi, jds-1. s 
582a/47.‘2-9 
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Taking c = (ci, . . . . c,) ‘, Eq. (13) can be expressed in matrix notation as 
4 (O) = E c Since xi( 1) = 0 for all i < s, we have that s . 
T,- I(cz, . . . . c,)= = (q\O’, . . . . q:? ,I=, 
= (1, 0, . ..) O)T 
or 
CC *, . . . . c,)= = T,:J,( 1, 0, . . . . O)=. 
The equation from the bottom row of E, is C;=, x,(j)c, = 0, which can be 
solved for c,. Altogether then, we have that 
(C 2, . . . . c,)= = column 1 of T;Yl 
cl = -jc2 cj( - l)j+’ i ctn((j- 1) 742s)). 
(21) 
The matrix T,- i is particularly nice to work with. It simplifies matters to 
factor out the i from row i of T,+ 1, which is described by the matrix 
factorization T, ~, = D, _ i M, _, , where the diagonal matrix . 
D,-,=diag[1,2 ,..., s-l] and MsPl= siny , [ 1 s 
l<i,j<s--1. Then TS-J,=MS-J,DS-ml,, where D;-i,=diag[l,f ,..., l/(s-l)]. 
It follows that (cz, . . . . c,)= is, in fact, simply column 1 of MCI,. Therefore it 
remains to invert M,-, in order to determine c. 
LEMMA 11. Zfk, r= 1, . . . . s- 1 then 
s-1 
= j= I i 
Proof: Let a = kn/s and b = m/s. Let S= Cf: t sin ja sin jb and 
C = Cf= j cos ja cos jb. Then trigonometric identities imply 
s-1 
C+S= 1 cosj(afb). 
j=l 
Now we switch to complex numbers via eiH = cos 8 + i sin 8. 
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The geometric series on the right can be summed. After simplifying, one 
finds that if k#r, both C&S= -(1 +(-1)““)/2, so that S=O. If k=r, 
one similarly finds that C-S= - I and C+ S= s - 1, so that S= s/2 
follows, which completes the proof. [ 
In our matrix notation Lemma 11 means that MS- 1 = (s/2)1. Hence, 
M,::, = (2/s)M,-, which allows us by (21) to compute the c;s: 
c, = 1 
c,=zsin(.i, 2<j<s. 
s s 
(22) 
The computation of c, above comes from (21) by another careful treatment 
of a trigonometric sum. Next, plugging (22) into (12) we find that 
Q 
s 2 . (j- 1)R 
‘N’=x(l)+ 1 -sm- (j- 1)~ 
j=2’ 
cos - x(j), 
2s 
(23) 
s 
where x(j) is given in (20). 
A formula for the absorption probability for W, after N steps follows 
from (23), which after simplifying is 
s 
q(N,s)=qjN’= l-2 1 (-1)jcos 2N+2 (j- 1)~ 
j=2 
2s’ 
All formulas so far hold for general s and A? We can finally begin the 
asymptotic analysis of W,. 
6. ASYMPTOTIC ANALYSIS OF THE RANDOM WALK 
We now calculate what happens to the absorption probability q(N, s) 
asymptotically when the number of states, s, grows as the square root of 
the number of steps, N. By analysis similar to the proof of Theorem 9 we 
obtain this analogue for W,. 
THEOREM 12. For any constant a > 0, lim q(N, s) exists when N, s + 00 
with s - a JN, and the limit is given by 
1 - 2 f (- l)j+ ’ exp( -jzn2/(4a2)). 
j=l 
Recall that for the chain construction we have up to c = 2s sets in a chain 
and n = 2N+ 1 elements. We want c-y fi so that s N (T fi with 
a = y/$. The result for even c and odd n from Theorem 12 extends 
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naturally to all cases for c and n, yielding Theorem 9 itself. From 
Theorem 12 we also obtain this analog of Corollary 10. 
COROLLARY 13. In the random walk W,, the absorption probability 
q(N,s)-+ 1 as N+ 00 ifs=o(&. 
Proposition 7 itself, that lim, _ o3 p(n, c) = 1 as n -+ cc with fixed c, has 
another interpretation in the random walk W,: As N+ co with s fixed, the 
probability distribution q”“‘- ~,(L,)~x(l), since ,I, is the largest eigenvalue 
of A,. Since c1 = I, = 1, qcN’ -x( 1) = (0, . . . . 0, l)T, as we expected. The 
extra information we get from this approach is that qcN) -x( 1) = 
C;=, cj$“x(j), which goes to zero exponentially in N at a rate governed by 
the factor 1; = cos2”(7r/2s). 
Besides the intrinsic interest of the random walk itself, this approach 
offers an explanation of another pattern observed by chance in the com- 
puter trials. This concerns the distribution of the elements in short chains. 
We state the result for random walks and deduce the desired result for the 
chain partition of 2[“’ as a corollary. 
We consider the random walk W, with s fixed and N large. We consider 
the relative proportions of the probabilities of the nonabsorbing states i, 
1 < i < s - 1. Denote this proportion by r(N, i) = qiN’/(C;z : qj!“)). We 
noticed that as N + cc the numbers r(N, i) converge for each i, and that 
the numbers r(N, i)/i, 1 6 i < s - 1, converge to a symmetric, unimodal 
sequence. 
THEOREM 14. Consider the random walk W,. For all i, 1 Q i < s - 1, the 
proportion r(N, i) of the distribution in nonabsorbing states that belongs to 
state i after N steps converge to a limit, pi, as N--f a. Further, the sequence 
{pi/i};: i is symmetric and log-concave. 
Proof With s fixed and N + co, formula (23) shows that qcN) - x(l), 
since x(1) is the eigenvector for the dominant eigenvalue. However, 
xi( 1) = 0 for i < s so we have no information about the nonabsorbing 
states. Hence they are determined asymptotically by the subdominant 
eigenvalue term 
qiN)- cZlzrxi(2) = ; sin; (’ ’ ~)(cOszN~)(isin~). 
Hence, for all i < s, 
r(N, i) N (isinF)/(ig: jsin!), as N+ 00. 
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This is the limit, pi. We can then see that for all i<s 
Since all denominators here are the same strictly positive expression, it suf- 
fices to prove that { sin(in/s) } j: iJ is symmetric and log-concave. The sym- 
metry is immediate since sin(irr/s) = sin( (s - i)7c/s). That this sequence is 
unimodal follows from the fact that sin x is an increasing function on 
[0, n/2]. To show the stronger claim, log-concavity, we need that for all 
i, 1 <i-C-l, 
sin( irr/s) 
> 
sin( (i + 1)71/s) 
sin((i- 1)71/s) sin( ire/s) . (24) 
Thus it suffices to prove that the function sin(x + n/s)/sin x is decreasing on 
[7c/s, (s - 2)n/s]. Since 
sinfx + n/s) sin x cos(n/s) + cos x sin(n/s) 
= 
sin x sin x > 
= cos(fr/s) + sin( n/s) ctn x 
its derivative is -sin(n/s) csc’x < 0 on (0, n), and (24) follows. 1 
We obtained W, from the chain construction with c = 2s and n = 2N + 1. 
We can adapt the proof above to study the distribution of the lengths of 
the short chains. 
COROLLARY 15. Assume c is even and n is odd. The construction 
produces only chains of even size. As n (odd) -+ co with the c fixed, the 
proportions of the short chains which have sizes 2,4, . . . . c - 2 converge to a 
symmetric, log-concave sequence. 
7. COMPUTATIONAL RESULTS AND THE SYMMETRIC RANDOM WALK 
As we noted in the introduction, work on this project began by perform- 
ing the chain construction on a computer with fixed chain size c and 
increasing set sizes n. Since we were interested only in the proportion 
p(n, c) of subsets of the n-set which belong to chains of size c, it suffices to 
work with the random walk R,, which only keeps track of the proportions 
of subsets belonging to the various chain sizes. It is necessary to use this 
random walk to study large examples since the number of subsets, 2”, 
quickly becmes unmanageable. The data from these computer trials were 
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obtained by a Fortran program on a VAX 1 l-750 computer and are shown 
in Table I. Due to the limitations of the time-sharing system, the run for 
c = 1000 took nearly 8 days. In terms of the random walk R,, the propor- 
tion p(n, c) is the absorption probability after n steps. The last column of 
the table gives the limits p(n, c) as n, c + co with n - Ac2, A the constant 
given in the first column, from either Theorem 8 or Theorem 9. 
It is interesting to compare these figures to those for the symmetric ran- 
dom walk R:. in which slight “upward drift” towards the absorbing state c 
is not present. R:. has the same c states as R,, and the same initial dis- 
tribution, but the transition equations for the probabilities pi’“) analogous 
to (7) become 
‘(?I + 1) - 1 
PI - 2 p;‘“’ 
!(?I + I ) - 
P2 
_ p;‘“’ + f p;‘“’ 
p;.‘” + 1) = + p;‘“)l + + p;‘;‘, (2<i<c-1) 
py: 1) = + pI!“J2 
The data for this walk are shown in Table II below. It is evident that for a 
fixed number of states, c, the absorption probability tends to one rather 
more slowly than in R,.. It is also clear that for n/c2 -A, a fixed constant, 
that the absorption probability in RL after n steps, call it p’(n, c), converges 
more slowly as n, c -+ CC than for p(n, c) in R,.. The limiting probabilities 
were computed from this analog of Theorem 9 for the symmetric walk R:. 
PROPOSITION 16. For any constant y > 0, lim, _ ~ p’(n, y A) exists and 
is given by 
exp( - (2j - 1)2z2/(8y2)). 
TABLE I 
The Proportion p(n, c) of Subsets of { 1, . . . . n} 
Put into Chains of Size c by the Construction 
Set size 
n 10 
Chain size, c 
100 1000 
Limit as 
c-Pa0 
0.5c* 0.837365 0.830562 0.830484 0.830493 
c* 0.986767 0.985628 0.985616 0.985616 
1.52 0.998924 0.998782 0.998780 0.998780 
2c* 0.999912 0.999897 0.999897 0.999897 
2.5~~ 0.999993 0.999991 0.999991 0.999991 
3c* 0.999999 0.999999 0.999999 0.999999 
SATURATED CHAINS OF SUBSETS 281 
TABLE II 
The Probability of Absorption in the 
S~vnmetric Random Walk R:. after n Steps 
Number of 
steps, n IO 
Walk size, c 
100 1000 
Limit as 
c+m 
c2 0.723138 0.638398 0.630138 0.629223 
2cz 0.940102 0.897306 0.892555 0.892023 
3c2 0.987041 0.970835 0.968788 0.968556 
4c2 0.991796 0.991717 0.990933 0.990843 
5c’ 0.999393 0.997648 0.997366 0.997333 
This formula is obtained as follows. The walk RI. is equivalent to the true 
symmetric random walk of n steps described by S, = X, + . . . + X,, where 
the Xi are independent random variables each equal to either + 1 or - 1 
with probability 4. The absorption probability, p’(n, c), is the probability 
that max1.i.. lSil z c - 1. With this observation the proposition follows 
by properly applying the formula known in diffusion theory as Fiirth’s 
formula for first passages [S, v. 1, p. 3591. It follows more directly from a 
formula [S, v. 2, p. 3433 cited also by Erdos and Kac [7] as part of the 
“classical theory.” 
8. THETA FUNCTIONS 
The different approaches in Theorems 8 and 9 yielded two different 
formulas for lim, _ o. p(n, y 4). Thus we have a rather surprising identity, 
at least for nonexperts. 
l-2 f (-l)‘+‘exp(-j2rc2/(2y2)) 
j= 1 
- 
=Y \i z jco ev( - (3 + 1 12r2/2). 
However, both sides involve theta functions, a very important class of 
functions, so it is not surprising that (25) is equivalent to a fundamental 
identity for theta functions that has a straightforward proof [2, p. 11, (9.2); 
cf. 13,223: 
f Co2= 
j= --oo J 
4 f ,-n2j2/r. 
,= -cc 
(26) 
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We conclude the paper with a proof of (25) from (26). Let t = a2/(2y2) in 
(25). The left side is 
l-2 f (-l)j+‘exp(--tj2) 
j=l 
=l-2 f exp(-tj2)+4 f exp(-4tj2) 
j= 1 j=l 
= l- -l+ z exp(-tj2) 
( -02 > ( 
+2 -1 + f exp( -4tj2) 
-cc > 
= - f exp( - tj2) + 2 f exp( -4tj2). 
- m XI 
We now apply (26), once with t and once with 42: 
= - (J y !m exp( -7+*/t) + 2 & -t exp( - +‘l(W) 
= - J( : f exp( -dj2/(4t)) - f exp( --?j2/1)) -‘x --co 
= 2 
J( 
f f exp( - dj2/(4t)) - f exp( -x3*/t) 
1 1 > 
=2 ’ :fexp(-~~(2j+1)~/(4r)). 
J 0 
This becomes the right side of (25) by substituting for t in terms of y. For 
fixed j all series above converge absolutely, which justifies rearranging the 
terms. 
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