Genome-wide association studies are designed to discover SNPs that are associated with a complex trait. Employing strict significance thresholds when testing individual SNPs avoids false positives at the expense of increasing false negatives. Recently, we developed a method for quantitative traits that estimates the variation accounted for when fitting all SNPs simultaneously. Here we develop this method further for case-control studies. We use a linear mixed model for analysis of binary traits and transform the estimates to a liability scale by adjusting both for scale and for ascertainment of the case samples. We show by theory and simulation that the method is unbiased. We apply the method to data from the Wellcome Trust Case Control Consortium and show that a substantial proportion of variation in liability for Crohn disease, bipolar disorder, and type I diabetes is tagged by common SNPs.
Introduction
Heritability is a general and key population parameter that can help understand the genetic architecture of complex traits. It is usually defined as the proportion of total phenotypic variation that is due to additive genetic factors. 1 Methods of obtaining unbiased estimates of heritability from pedigree data are well established for continuous phenotypes, for example (restricted) maximum likelihood for linear mixed models (LMM). [2] [3] [4] [5] For binary traits, such as disease, familial resemblance is usually parameterized on an unobserved continuous liability scale so that the heritability is independent of disease prevalence. 6 With genome-wide genotype data, we can derive estimates of genetic variance tagged by the SNPs from samples of individuals who are unrelated in the conventional sense. 7 Heritability estimated from pedigree data is not the same as the proportion of phenotypic variation explained by all SNPs because the former includes the contribution of all causal variants, whereas the latter only includes the contribution of causal variants that are in linkage disequilibrium (LD) with the genotyped SNPs. 8 Genome-wide association studies (GWAS) have reported hundreds of SNPs that are robustly associated with one or more complex traits, including quantitative traits and common disease. 9 Typically, the associated SNPs in total only explain a small proportion of the genetic variation in the population, and this observation has led to the perceived problem of ''missing heritability.'' 10, 11 We have argued previously that the two most plausible explanations for these observations are that either the effect sizes at individual SNPs are so small that they do not reach genome-wide significance in GWAS or that causal variants are not in sufficient LD with SNPs on the commercial arrays to be detected by association. 7, 12 For example, insufficient LD could arise if causal variants have lower minor allele frequency (MAF) than genotyped SNPs. To test these hypotheses, we recently developed a method to estimate the proportion of variance explained by all SNPs in GWAS for a quantitative trait. 7 We showed that a substantial proportion of genetic variation for human height was associated with common SNPs. For complex diseases it would be very useful to apply the same estimation procedure to case-control GWAS data. However, there are three issues that need to be overcome to be able to estimate genetic variance for disease without bias and with computationally fast algorithms:
(1) Scale. For quantitative traits the scale of measurement is the same as the scale on which heritability is expressed. For disease traits, the phenotypes (case-control status) are measured on the 0-1 scale, but heritability is most interpretable on a scale of liability. (2) Ascertainment. In case-control studies the proportion of cases is usually (much) larger than the prevalence in the population yet estimates of genetic variation are most interpretable if they are not biased by this ascertainment. (3) Quality control (QC) of SNPs. QC is more of a concern for case-control than quantitative GWAS. For quantitative traits, experimental or genotyping artifacts are unlikely to be correlated with the trait value. However, case and control sets are often collected independently so that experimental artifacts could make cases more similar to other cases and controls more similar to other controls. These artificial case-control differences could be partitioned as ''heritability'' in methods that utilize genome-wide similarity within and differences between cases and controls.
In the present study, we overcome all three problems and by using theory, simulations, and analysis of real data show that genetic variation in liability to disease that is in LD with common SNPs can be estimated from GWAS data. The purpose of this paper is to present these methods in detail. We demonstrate their application by using three of the data sets from the Wellcome Trust Case Control Consortium (WTCCC), 13 Crohn disease, bipolar disorder, and type I diabetes. We show that a substantial proportion of variation in liability to these diseases is captured by common SNPs.
Material and Methods
We first revisit the concept of using marker data to estimate realized genetic relationships. Next we present the linear model between binary phenotype and genetic effects (this is the same model as used for continuous phenotypes) and use this model to estimate genetic variance. We then demonstrate the derivation of the classic relationship between additive genetic variance on the disease and liability scales that allows interpretation of genetic variance on the liability scale. For case-control studies, we adapt this relationship to account for ascertainment that generates a much higher proportion of cases in our analyzed sample than in the population. The new theory is general and applicable to any proportion of cases and controls in a case-control study. We apply these methods first to simulated data in which we can vary the disease prevalence and genetic variance explained by the SNPs. We then apply these methods to real GWAS data by focusing on stringent QC steps required to get meaningful results. The bivariate regression of y on x has regression coefficient
Theory on Random Variables
If y follows a standard normal distribution with a truncation point at t, with t > 0, so that the fraction of y that is larger than t is K, then the mean value of y above the truncation point is
with z the height of the normal curve at point t. 2, 3 The mean for y below the truncation point is Eðy j y < tÞ ¼ ÀiK=ð1 À KÞ:
The variance of y for values above and below the truncation point are [ 
It follows from the definition of the variance given above that
) and
Realized Relationships between Distant Individuals
We showed previously that it is possible to estimate realized relationships between unrelated (in a conventional sense) individuals from dense SNP data. 7 A simple and logical method of estimating realized additive genetic relationships ( b A ij ) between individual i and j is to use the products of genotype indicator coefficients between two individuals scaled by the heterozygosity for all L genotyped SNPs across the genome,
where x il ¼ 0, 1, or 2 according to whether individual i has genotype bb, Bb, or BB at locus l (alleles are arbitrarily called b or B), p (q) is allele frequency of B (b), and 2p is the mean of x l . As in Yang et al., 7 we use the current population as the base (reference) population when estimating relatedness from SNP data so that E(x) ¼ 2p in the current population. This implies that the average pairwise relatedness is zero and that some pairs of individuals are less related to each other than the average in the population, leading to negative estimates. Relatedness in this definition is not a probability (as in the classical definition of identity-bydescent) but a correlation of additive genetic values. 2, 14 The estimate of relatedness for an individual with him/herself (the diagonal of the matrix) has a slightly different form to the offdiagonals to minimize sampling variation,
Linear Mixed Model
In a model for analyzing disease, the observations (unaffected or affected) can be expressed as a linear function of the sum of the additive effects due to SNPs associated with causal variants and residual effects. The linear model can be written as
where y is a vector of 0, 1 observations of disease status for N individuals, m is the overall mean, 1 N is a vector of N ones, u is a vector of random additive genetic effects from aggregate SNP information, and e is a vector of residuals. The variance structure of phenotypic observations is written as V ¼ As
e , where A is the realized relationship matrix estimated from SNP data, I is an identity matrix, s 2 u is polygenic additive genetic variance explained by the SNPs, and s 2 e is error variance; these variances are on the observed 0-1 scale. Therefore, the heritability on the observed scale is h
e Þ, the ratio of total phenotypic variance on that scale that is due to additive genetic effects. The variance components are estimated via residual maximum likelihood (REML) analysis. 4, 15, 16 
Liability Threshold Model
One can model the relationship between observations on the observed risk scale and liabilities on the unobserved continuous scale by using a probit transformation to generate the classical liability threshold model 6 ( Figure 1 ). Liability of disease is assumed to be the sum of environmental and additive genetic components from independent normal distributions. The advantages of working on the scale of liability are that population parameters such as variance components and heritability are independent of prevalence and can therefore be compared across traits or populations and that statistical methods developed for quantitative traits can be applied to the trait liability. 2, 6 The model can be written as
where l is a vector of liability phenotypes that are distributed as N(0, 1), g is a vector of random additive genetic effects on the liability scale that are distributed N(0, s 2 g ), and other terms are the same as in the linear model but on the liability scale. We note that the mean of the distribution of liability is zero (m ¼ 0) when there is no ascertainment. Therefore, because the total phenotypic variance on the scale of liability is per definition equal to 1 and the heritability is defined as the genetic variance as a proportion of total variance, the heritability on the liability scale is h and, Equations 6 and 7 then give the squared mean liability as
By using Equations 2, 11, and 12, we can derive the covariance between y (unaffected/affected status) and l (liability) as
where z is the height of the standard normal probability density function at the truncation threshold t. The above derivations describe the relationship between the phenotypes on the two scales, but what we are interested in is the relationship between genetic values on those scales. Following Dempster and Lerner, 18 we determine the genetic value on the observed 0-1 risk scale for an individual (u), defined in Equation 9, as
where c is a constant. The linear regression coefficient that links the two scales is derived from the regression of the phenotype on the observed scale (y) on the additive genetic effect on the scale of liability (g), and equals the covariance of y and g divided by the variance of g (Equation 3 ),
Finally, the heritability on the observed scale is the genetic variance on the observed scale, s
, as a proportion of the total variance of 0-1 observations, which is the Bernoulli distribution variance K(1 À K) and can be written as
This can be rearranged to transform the heritability on the observed scale to that on the liability scale as
This linear transformation was derived by Alan Robertson in the Appendix of Dempster and Lerner. 18 When applied to estimates of genetic variation on the observed scale derived from family data, this transformation can give biased estimates on the liability scale because the genetic variation estimable from close relatives contains both additive and nonadditive variance. 18, 19 However, when the genetic variance is estimated from distant relatives, the nonadditive genetic component of the variance is small relative to the additive component, and so the Robertson transformation provides a good approximation. Because we are using genetic relationships between ''unrelated'' individuals, the Robertson approximation is valid in samples without ascertainment. However, in order to obtain a relationship between the estimates of heritability on the two scales, we need to account for the inflated proportion of cases in case-control designs.
Ascertainment-Corrected Transformation to the Estimated Variance in a Case-Control Study to Estimate h 2 l
We consider the same liability model when the proportions of cases and controls are not a random sample from the population ( Figure 2 ). The mean and variance for case and control disease status (y cc ), disease liability (l cc ), and genetic liability (g cc ) following quantitative genetic theory 2 are
which is the proportion of cases in the sample ðusually 1=2Þ; 
Using Equations 1, 13, and 14 then gives,
where q ¼ ilðt À ilÞ, that is, the variance of liability is greater than 1 in a case-control study because individuals from the tails of the distribution of liability have been selected. Because cases (and controls) are ascertained on the observed phenotypic scale, the mean of genetic liability depends on the mean liability phenotype of the cases and the heritability of liability,
By using Equations 1, 13, 14, and 18 with the heritability of liability, we can derive the variance for genetic liability as
The expression for s 2 gcc was previously derived in the context of estimation of the accuracy of predicting the genetic risk of disease from case-control studies. 20 As for the situation of no ascertainment, we are interested in the regression of phenotype on the observed risk scale on genetic liability in the case-control study,
The term Pð1ÀPÞ Kð1ÀKÞ
quantifies the change of the regression coefficient due to ascertainment in a regression of phenotype on the observed risk scale onto genetic factors on the scale of liability. In the absence of ascertainment (P ¼ K), this term is 1.
According to Equation 15 , the genetic value on the observed scale (u cc ) for an individual in a case-control study is
and
We note that u cc is a least-squares estimate of the genetic value on the observed scale. When residuals are normally distributed, the least-square estimate is the same as the (residual) maximumlikelihood estimate. However, normality of liability is violated in a case-control study. The previous section describes the theoretical relationships between parameters on different scales in the presence of ascertainment. In practice, we do not observe parameters directly but estimate them. We now consider the relationship between the parameters and their estimates when maximum likelihood is used to estimate the variance components.
The estimated genetic variance on the observed scale from REML analysis ( Equation 9) is based on 0-1 observations and the covariance structure among samples. Without ascertainment, the mean of estimated genetic values on the observed scale can be derived from Equations 11, 12, 15, and 16 as Eð b ujy ¼ 1Þ ¼ zis 
where the term
ð1ÀKÞ is due to the increased proportion of cases and the decreased proportion of controls, that is, in an ascertained case-control study, the mean genetic liability for cases can be transformed to that on the observed scale by 
occ is estimated heritability on the liability scale in an ascertained casecontrol study and b z 2 cc is a squared regression coefficient that transforms the estimate of genetic factors on the observed risk scale to that on the liability scale. This expression can be written as 
from Equations 21 and 22 and b s
We note that in an ascertained case-control study, the REML estimate is larger than the least-square estimator . This difference is due to the normality assumption in REML. Therefore,
Kð1 À KÞ Pð1 À PÞ :
In the absence of ascertainment (P ¼ K), this equation reduces to Equation 17, hence adjusting for ascertainment when variance components are estimated by maximum likelihood leads to a generalization of the classical Robertson transformation. Equation 23 shows the transformation that needs to be applied to the SNP-attributable variance estimated from Equation 9 to provide an estimate of the liability variance in the total population explained by the SNPs. The sampling variance of estimated heritability on the liability scale transformed from that on the observed scale can be derived with a Taylor series expansion,
With extreme ascertainment, for example, K < 0.01 and P ¼ 0.5, a high heritability on the liability scale transforms to a greater genetic than phenotypic variance on the observed scale according to Equation 23 . This is not a problem for the estimation of the genetic variance. When using REML or ML for estimation, it is possible to maximize the likelihood for the genetic variance on the observed scale even if it is larger than the observed phenotypic variance on that scale. Therefore, we can correctly estimate the heritability on the liability scale even with extreme K and high heritability on the liability scale.
In summary, in practice we can estimate the variance explained on the 0-1 risk scale in a case-control design by using a LMM and transform both the estimate and its standard error to the scale of liability while adjusting simultaneously for ascertainment.
Simulated Data
To test the estimation of genetic variance on the liability scale from ascertained case-control data, we performed a simulation study. For each simulation replicate we generated 5000 cases and 5000 controls. To achieve a low level of relatedness, we simulated individuals in independent batches of 100 with genetic values (g) drawn from a multivariate normal distribution given a 100 3 100 covariance matrix (the mvrnorm function in the R package was used 21 ). Elements of the covariance matrix were 0.05 s
an equal number of randomly selected controls contributed to the case-control sample. We continued simulating batches of individuals until the desired sample size of 5000 cases and 5000 controls was achieved. The pairwise relationships between individuals in the case-control sample were 0.05 if they both came from the same set and zero otherwise.
For the analysis of the simulated data, we used the LMM Equation 9 with the transformation that was derived in Equation 23 . Simulations were performed for K¼0.001, 0.01, 0.10, 0.20, and 0.5, and the case-control samples were generated either without ascertainment (P ¼ K) or with ascertainment (P > K), where each set of 100 individuals contributed approximately the same number of cases and controls. A range of values of heritability on the liability scale, h 2 l , were tested. One hundred simulation replicates were conducted for each scenario.
Real Data
We applied our estimation method to WTCCC GWAS data, 13 genotyped on the Affymetrix 5.0 platform. QC is important with real data because artificial allele frequency differences between cases and controls will generate a spurious ''heritability.'' As a test of the robustness of the method, we first used the two independent control samples and pretended they formed a case-control study. One of the two control groups was treated as a case group, and the other was treated as a control group in the analysis. Subsequently, we estimated genetic variance explained by all SNPs by analyzing case samples for Crohn disease, bipolar disorder, and type I diabetes along with the combined data set of the two control samples. We fit the first 20 principal components as covariates in the LMM (Equation 9) to correct for possible population structure. 22 For each data set, a standard QC procedure was performed. SNPs with MAFs <0.01 and missing rates >0.05 were excluded as were individuals with missing rates >0.01. Because small errors for each SNP can be accumulated to give incorrect estimates for genetic variance, additional QC steps were extremely stringent. We excluded SNPs whose p values were <0.05 for the Hardy-Weinberg (H-W) equilibrium test and for missingness-difference between cases and controls. We also applied a two-locus test based on the difference in the test statistic of association between single SNPs and pairs of adjacent SNPs. 23 Each QC step was designed to remove potential artifacts from contributing to the estimate of genetic variance. However, each step also reduces the number of SNPs used for estimation of the genetic variance. As the number of SNPs decreases, the LD between genotyped and causal variants also decreases, and so estimates of genetic variance are expected to decrease. To determine whether any observed reduction in estimated genetic variance was a consequence of the reduced number of SNPs rather than the QC criteria per se, we adjusted the estimate of variance to take account of imperfect LD between the genotyped SNPs. That is, we adjusted the estimate because pairwise relatedness is estimated with error. We described previously how this adjustment was made. 7 Subsequent to the adjustment for using a finite number of SNPs, we used the transformation in Equation 23 to obtain an estimate on the liability scale that takes account of ascertainment of cases in a case-control sample. In the transformation, we assumed a population prevalence of 0.1%, 0.5%, and 0.5% for Crohn disease, bipolar disorder, and type I diabetes, respectively. 13, [24] [25] [26] Hence, our procedure was as follows: (1) REML analysis of 0-1 data using relatedness estimated from SNP data, 16 (2) adjustment for the number of SNP used to construct relationships, and (3) adjustment for scale and ascertainment.
Results

Simulations
We used REML to estimate heritability on the observed scale, and we transformed estimates to the liability scale with the ascertainment correction from Equation 23 . When simulated data with K ¼ P ¼ 0.5 (no ascertainment) were used, the estimated heritabilities on the liability scale were unbiased and close to the true values, as expected (Table 1) . When ascertained case-control studies were used, the estimates were largely unbiased although a slight overestimation was observed for an extreme value of K ¼ 0.001 (Table 1) .
Estimated Genetic Variance from the WTCCC Data after Stringent QC
In preliminary analyses, we recognized the importance of imposing stringent QC on H-W equilibrium, on differential missingness between cases and controls, and on a two-locus QC test (see Figures S1-S3 , available online). Genotyping conducted on other platforms might not require this level of stringency. We conducted a range of additional tests and checks to ensure the validity of our results (see Discussion and Supplemental Data).
Control-Control Contrast Study
Estimates for genetic variance between the two control groups were not significantly different from zero, as expected ( Table 2 ). The estimate and its likelihood ratio gradually decreased when the threshold for the SNP missing rate decreased. When SNPs with an MAF > 0.01 and missing <4 genotypes/SNP were used, the estimate was 0.06 (SE ¼ 0.11). When SNPs with an MAF > 0.05 were used, the decreasing patterns of the estimates and their likelihood ratios were very similar to those of SNPs with an MAF > 0.01. The estimated values observed when SNPs with an MAF > 0.05 were used were slightly higher than those with an MAF > 0.01 although the difference was small. These results suggest that our QC procedure was stringent enough to allow robust estimates of genetic variation, that is, the likelihood ratio was already not significant for a SNP genotype missingness of up to 200.
Crohn Disease
We investigated the impact of SNP missingness on the estimates of variance explained by SNPs for Crohn disease. While the threshold for missingness becomes more stringent, the number of SNPs reduces from~322,000 tõ 196,000 when MAF > 0.01 (Table 3) . While this happens, the raw proportion of variance estimate drops from 0.56 to 0.50. Part of this decline is due to the reduced number of SNPs used rather than artifacts of genotype missingness. After we adjust for the number of SNPs, the proportion of In all examples the proportion of cases in the case-control sample was p ¼ 0.5. Sample size was 10,000 (5000 cases, 5000 controls) for all situations. The number of replicates was 100.
variance estimate drops from 0.64 to 0.61 but reaches a plateau at that value (Table 3 , Adjusted column). Therefore we conclude that there is no need to make the missing threshold more stringent than 20. On the liability scale, the heritability estimate (i.e., the variance in liability explained by the SNPs) is 0.22 (SE ¼ 0.04), which is much higher than that explained by genome-wide significant SNPs. 27 Similar results are obtained if the SNPs with MAF >0.05 are used (Table 3 ). This indicates that common SNPs (MAF > 0.05) are in substantial LD with casual variants for Crohn disease.
Bipolar Disorder
For bipolar disorder, we found that we needed a slightly more stringent threshold for SNP missingness than for Crohn disease. When we excluded SNPs with an MAF < 0.01 and missing rate >200, the heritability estimate on the liability scale was 0.4 ( (Table 5 ). For type I diabetes, some SNPs on chromosome 6 had extremely significant associations, for example, WTCCC 13 reported a p value of 5.47e-134 for rs9272346 in the region of the major histocompatibility complex (MHC). We performed an analysis without chromosome 6 or with chromosome 6 only when we used SNPs with an MAF > 0.01 (Table 6) . We observed that the estimates substantially decreased e Transformed genetic variance proportional to the total phenotypic variance on the liability scale under the assumption that the population prevalence is 0.1%, the heritability on the liability scale explained by the SNPs.
when we excluded chromosome 6 from the analysis; that is, it decreased to 0.13 (SE ¼ 0.04). On the other hand, the estimate based on SNPs on chromosome 6 was relatively high, that is, 0.19 (SE ¼ 0.01) (Table 6 ). Hence, although the known risk locus on chromosome 6 explains a substantial proportion of variation in liability to type I diabetes, common SNPs on other chromosomes explain a substantial additional proportion of variation.
Discussion
In this study, we have provided a computationally fast method of estimating the proportion of variation in disease liability that is captured in GWAS by considering all SNPs simultaneously. Compared to previous analyses on quantitative traits, we needed three improvements: (1) a suitable transformation from the 0-1 risk scale to an underlying scale of liability, (2) a proper adjustment to take account of the fact that case-control proportions are not the same as the proportion of cases and controls in the population, and (3) a calibration of SNP and sample QC to avoid spurious case-control differences in relatedness. We demonstrated by simulation that the LMM implementation gives unbiased estimates and applied the method to WTCCC data. We showed that a substantial proportion of disease liability is tagged by common SNPs for Crohn disease, bipolar disorder, and type 1 diabetes. To implement these methods, we have created a user-friendly software tool that is called Genome-wide Complex Trait Analysis (GCTA) and that is available from the our website. 28 The estimation of the variance explained by all SNPs is important because it tells us how much genetic variation is in linkage disequilibrium with SNPs on commercial arrays. It has direct impact on further experimental design, for example on the decision whether to invest in ever larger GWAS samples or whether to sequence a smaller number of samples. The difference between the proportion of disease liability variation accounted for by robustly associated SNPs, as in standard GWAS analysis, and our method is that we focus on estimation rather than on stringent hypothesis testing. Causal variants that are in LD with common SNPs but have small effect sizes are not detected by GWAS but do contribute to genetic variation in our method. Our method cannot differentiate between whether the variance detected represents LD with causal variants that are common or rare. However, it is very unlikely that the detected variation represents only rare variants, and the results provide further evidence that common variants contribute to the genetic architecture of complex genetic disease. Our results suggest that ever larger GWAS samples will continue to identify robustly associated variants that could reflect both common and rare causal variants. The robustly associated variants will continue to provide information about the underlying biology, and construction of genomic profiles from genome-wide SNPs can be useful in genetic-risk prediction. 29 With increasing sample size, the proportion of variance explained in validation samples by using genomic profiles developed from discovery samples will approach the proportion of variance that we have estimated to be tagged by all of the SNPs.
In order to estimate the proportion of variance explained by SNPs on the liability scale, we needed to derive a transformation from the variance estimated on the observed scale, accounting for the ascertainment typical of casecontrol studies. Without ascertainment, the range of heritability on the observed scale is smaller compared to that on the liability scale (see Figure 2 of Dempster and Lerner 18 ). However, because there is a much higher proportion of cases in case-control studies than in the general population, the range on the observed scale is larger than that on the liability scale. For example, when K ¼ 0.01 and P ¼ 0.5, proportions of variance estimated on the observed scale of 0.18, 0.54, and 0.91 correspond to a heritability on the liability scale of 0.1, 0.3, and 0.5. Therefore, a large change of heritability on the observed scale becomes relatively small on the liability scale, particularly for an extreme ascertainment. This is why the standard errors for values on the liability scale were small relative to those on the observed scale when the WTCCC data were used. We used a linear model for estimation of the variance attributable to SNPs (Equation 9). Nonlinear models might be considered a reasonable and appropriate alternative. However, generalized LMMs (GLMMs) that use maximum likelihood for estimation and approximations to avoid numerical integration 30 and that have been widely used for binary traits have a problem of serious bias induced by the approximations. 31 In addition, these methods do not take account of ascertainment typical of case-control studies. We explored GLMM by using Markov Chain Monte Carlo sampling methods and observed that although it gives unbiased estimates in the absence of ascertainment, estimates were biased when samples were ascertained (results not shown). In addition to the problem of bias, GLMM methods are computationally much slower than LMMs. Stringent QC is important for the analyses we have performed because artificial allele frequency differences between cases and controls will result in apparent genetic variance. We explicitly checked data quality with various tests, aiming to avoid spurious results. We applied a very stringent threshold (p value < 0.05) for the H-W equilibrium test because more SNPs showed weak departures from equilibrium than expected by chance ( Figure S1 ). There were SNPs whose missing rate was significantly different between cases and controls. These SNPs could be problematic because of artifact effects and would influence estimation of genetic variance. We excluded SNPs with p value < 0.05 for differential missingness. After excluding these SNPs, we assessed data quality by test statistics from a comparison of single and pairwise SNP analyses by using a two-locus QC test 23 ( Figure S2 ).
Although a large number of problematic SNPs and erroneous signals had gone after filtering out SNPs whose differential missingness was significant, there were still a number of potentially problematic SNPs (e.g., 963 data points deviating from expectation in Figure S2 ). We subsequently applied more stringent QC allowing only 20 or only four missing genotypes across all samples, i.e., a SNP missingness rate of <20/N (¼~0.005) and 4/N (¼~0.001), and we showed how the erroneous signals changed ( Figure S3 ), where N is the total sample size. Therefore, it is likely that only high-quality SNPs are retained for phenotype-genotype analysis. We visually checked the distributions of diagonal and off-diagonal elements from the estimated relationship matrices. We generated histograms of the distributions of the diagonal and off-diagonal (Equation 8) elements of the estimated realized additive genetic relationship matrix ( Figures S4-S9 ). The distributions of the control-control and case-case off-diagonals are centered slightly higher than the distribution of the casecontrol off-diagonals. The means and standard deviations are presented in Tables S1 and S2 . Additionally, we performed a number of analyses to make sure that there was no estimation bias due to artifacts. Heterogeneity for two independent sets of case-control studies was tested (Table  S3) . Haseman-Elston regression for the control-control contrast study was performed (Table S4 ). The original WTCCC study 13 reported that ''selected samples were normalized to 50 ng ml21 and rearrayed robotically into 96-well plates so that each plate was composed of 94 samples representing at least two different collections at a ratio of 1:1. For each collection, the selected samples were balanced first for sex and then geographical region.'' Given this statement, age (at which the participants entered a study) might be more vulnerable to be associated with systematic artifact bias due to batch or plate effects than sex or geographical region. After removing problematic SNPs, we hypothesized that individual relationships within an age group should not be more related than those across the rest of age groups. This was tested by HasemanElston regression in which a case-control study where the individuals from one age group were treated as cases and the other individuals were treated as controls. (Tables  S5-S8) . A case-case contrast study was carried out to check whether genotypes from cases with different diseases were too similar to each other (Table S9) . In bivariate analyses, we showed that the genetic correlations between the three diseases were not significantly different from zero (Table S10) . From the test results, we concluded that there were no apparent artifacts that were confounded with genetic effects. However, ultimate confirmation will come from replication analyses in other independent data sets. Our estimate of the proportion of variation in liability that is tagged by all SNPs relies on knowledge of the population prevalence (K), just as it does when one estimates total heritability of liability from pedigree or twin analyses by using binary traits. What is the effect of misspecifying this population parameter? We derived the ratio of bias in the estimate of the total variance of liability explained up to a two-fold misspecification of disease prevalence, that is, b K ¼ 0.5K, 0.75K, 1.5K, or 2K (Table S11 ). For a misspecification of b K ¼ 0.75K or 1.5K, the ratio of bias was small, at 0.91-1.14, for all values of K; a value of 1.0 indicates no bias. For b K ¼ 0.5K or 2K, the ratio of bias increased, and the range for the value K ¼ 0.1 was largest (0.81~1.24). Therefore, misspecifying the population prevalence by a factor of two results in an upward or downward bias of the estimate of the proportion of variance in liability explained by all SNPs of approximately 20%.
In conclusion, we have developed the methodology needed to estimate the proportion of variance explained on the liability scale in the population by sets of SNPs on the basis of observations in ascertained samples of cases and controls. We have tested our methodology by simulation and by application to real GWAS data for three diseases and have implemented our methodology into freely available software. 28 Stringent QC of GWAS data is necessary to prevent inflated estimates of heritability attributable to artifactual differences between case and control genotypes. Using genotypes from Affymetrix 5.0, we estimate that for Crohn disease, bipolar disorder, and type I diabetes, genotyped SNPs tag between a quarter and one half of the heritability estimated from family studies. Our estimates provide an upper limit on the variance that can be explained in genomic profiling as sample sizes increase when the same genotyping platform is used. Genotyping platforms with more SNPs are expected to tag more of the genetic variance. We show that a good proportion of the heritability is not missing. The variance explained by the SNPs is likely to tag both common and rare causal variants. We anticipate that a proportion of the heritability will always remain missing, reflecting rare causal variants of small effect.
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