Molecular Dynamics (MD) simulations of standard systems of interacting particles ("atoms") give excellent agreement with the equipartition theorem for the average energy, but we find that these simulations exhibit finite-size effects in the dynamics that cause local fluctuations in energy to deviate significantly from the analogous energy fluctuation relation (EFR). We have made a detailed analysis of Lennard-Jones atoms to track the origin of such unphysical fluctuations, which must be corrected for an appropriate description of the statistical mechanics of small systems, especially at low temperatures (T). Similar behavior is found in a model of nitromethane at higher T. The main conclusion of our study is that systems separated into nanometer-sized "blocks" inside much larger simulations exhibit excess fluctuations in potential energy (pe) that diverge inversely proportional to T in a manner that is strongly dependent on the range of Characterizing energy correlations as a function of time and distance reveals that excess pe fluctuations in a block coincide with negative pe correlations between neighboring blocks, whereas reduced pe fluctuations coincide with positive pe correlations. Indeed, anomalous pe fluctuations in small systems at low T can be quantified by using the net energy in Boltzmann's factor that includes the pe from a surrounding shell of similarly small systems, or equivalently an effective local temperature. Our analysis elucidates the source of non-Boltzmann fluctuations, and the need to include mesoscopic thermal effects from the local environment for a consistent theoretical description of the equilibrium fluctuations in MD simulations of standard models with long-range interactions.
I. Introduction
Molecular dynamics (MD) simulations provide a powerful tool for studying the behavior of atoms and molecules in many models of practical importance, but they also provide idealized systems for fundamental investigations connecting classical and statistical mechanics [1] [2] [3] [4] [5] . In fact, the first MD simulations using a digital computer tested whether point-like particles obeying classical mechanics would reach thermal equilibrium if connected by anharmonic springs. To the surprise of Enrico Fermi and his team, these simulations showed recurrent energy cycling with no indication of the stable equipartition of energy expected for classical systems in the canonical ensemble. Now it is known that chaotic motion in large systems of interacting particles ("atoms") allows them to reach thermal-equilibrium average behavior, but questions remain regarding the dynamics [6] [7] [8] [9] [10] . Here we use MD simulations of diverse models to -neighbor atoms, which is the only way we have found to obtain dynamics that fully agrees with the EFR.
Because conservation of total energy is intrinsic to MD simulations based solely on Newton's laws, fluctuations in the full simulation come only from transfer between kinetic energy (KE) and potential energy (PE). (Lower-case acronyms will be reserved for when the number of particles may change, to emphasize that for local fluctuations we utilize the energy per particle.) Theoretical expressions have been derived for the expected canonical-ensemble specific heat from KE fluctuations in microcanonical simulations [11] [12] [13] . However, using these expressions for MD simulations at low temperatures (T) yield specific heats that are much less than expected from the EFR, as reported previously [14] , which can be attributed to excess KE fluctuations from the excess pe fluctuations that we study here. Anomalously large fluctuations in energy, which increase linearly proportional to the number of particles in the system (n), are expected in the theory of small-system thermodynamics ("nanothermodynamics") [15, 16] for the fully-open nanocanonical ensemble due to the unrestricted size of the system [17] . Here we avoid this source of excess fluctuations by studying systems with fixed volume and constrained n.
To focus on local energy fluctuations we subdivide large simulations into smaller volumes called "blocks." Similar subdivisions have long been used for theoretical investigations of fluctuations [18] , and for deriving the canonical and grand-canonical ensembles [19, 20] . Early applications to MD simulations of the Lennard-Jones (L-J) model revealed anomalous size-dependent fluctuations in energy and atom density [21, 22] , but their main focus was to extrapolate to bulk behavior, whereas here we are interested in local effects. Recent studies of the L-J model using the generalized Langevin equation for a central system and its local bath agree with Maxwell-Boltzmann behavior and expected fluctuations [23] , but their main focus was on fluctuations in ke. Investigations of small systems at low T have found anomalous fluctuations in both ke and pe [24] [25] [26] , with various explanations proposed including broken ergodicity, a need to rescale T, and transient normal-modes that become quantum-like at low T. Here we avoid these issues by studying thermal-equilibrium fluctuations about the ground-state energy of small systems (n=1 to 6912 atoms) inside much larger simulations that are in the thermodynamic limit, as shown by negligible dependence on the total size of the simulation (N=55,296-442,368 atoms). A reduction in pe fluctuations close to the critical point for n<1000 has been found in Monte Carlo (MC) simulations of the Ising model for binary "spins" on a lattice [27] . Similar behavior has been attributed to a local thermal bath using nanothermodynamics [28] , with reduced fluctuations because the spins have fixed density. Adding a nonlinear correction to Boltzmann's factor increases the fluctuations, making them consistent with entropy that is extensive and additive. Furthermore, this correction significantly improves agreement between MC simulations of standard models and the measured response of many materials, including critical fluids and ferromagnets [29, 30] . Moreover, a related correction provides a common foundation for 1/f noise found at low frequencies in most substances [31] [32] [33] .
Over the past few decades, several fluctuation theorems have been derived for non-equilibrium dynamics [34] [35] [36] [37] [38] [39] [40] . Although these theorems should also apply to equilibrium fluctuations, they usually rely on Boltzmann's factor at some point in the derivation, which requires weak but immediate thermal contact to an effectively infinite heat reservoir [41] [42] [43] [44] , unlike the behavior found here for the local dynamics of MD simulations. All models we study show significant localization of energy in space, and in time, especially at low temperatures where neighboring atoms move about effectively harmonic pe minima, so that further study will be needed to decide if there is any connection to the localized modes in highly anharmonic lattices [45] [46] [47] . Energy localization is also known to occur when phonon wavelengths become comparable to scattering distances in disordered systems [48, 49] , whereas here we show that energy localization in pure crystals is maximized at lowest temperatures, where disorder is minimized.
Excess energy fluctuations in MD simulations of model crystals may seem similar to measurements of high-purity single crystals at T<1 K, where heat capacities can exceed Debye's theory by an order of magnitude or more [50, 51] , but various details indicate that there is no clear connection. One detail is that measured heat capacities increase when impurities are added, so that residual deviations from Debye's theory could come from unavoidable imperfections in even the best crystals available in the laboratory, while simulations can be done on perfect crystals. More importantly, the experiments measure heat capacity, not energy fluctuations; whereas MD simulations exhibit fundamental deviations from the EFR.
Measurements of time-dependent specific heat [52] [53] [54] and nonresonant spectral hole burning [55] [56] [57] [58] [59] have shown that energy is persistently localized on time-scales of the primary response (e.g. 100 μs to 100 s) in most types of materials, including liquids, glasses, polymers, and crystals. Other techniques [60 -65] have established that this heterogeneity occurs in correlated regions on length-scales of nanometers (e.g. 10 molecules to 390 monomer units [66] ), which are uncorrelated with neighboring regions. Although superficially similar to the energy localization we find for MD simulations, various features indicate that there is no clear connection. One feature is that energy localization in measurements persists for times that are several orders of magnitude longer than in the MD simulations, but this may be due to practical limits on the speed of the measurements and the simplicity of the simulated systems. Another feature is that energy localization is most conspicuous in disordered systems; but as in the measurements of low-T heat capacity, increasing disorder may merely increase the magnitude of the effect, with significant energy localization occurring in even the best available crystals. More importantly, various experimental techniques have shown that the localization is associated with abrupt decorrelation across sharp boundaries between neighboring regions in the measurements [67] [68] [69] , unlike the strong correlations between neighboring blocks in MD simulations. In fact, we suggest that models with interactions that facilitate this decorrelation can improve the agreement between MD simulations, theory, and measured thermal and dynamic properties of materials, as has been done for MC simulations [28] [29] [30] [31] [32] [33] .
The main conclusion of our study is that excess pe fluctuations occur for all types of small systems inside large simulations, but only if there are long-range interactions. The small systems include individual atoms, and fixed-volume blocks containing 8-6912 atoms, which fluctuate about equilibrium inside much larger simulations that are in the thermodynamic limit, using either pure Newtonian dynamics or a Nosé-Hoover thermostat. Excess pe fluctuations are correlated with atom density, and depend strongly on the interaction cutoff radius. Specifically, pe fluctuations in small systems with long-range interactions exceed the EFR by at least an order of magnitude at low temperatures, dropping abruptly to below the EFR when interactions include only 1 st -neighbor atoms. Thus, excess pe fluctuations cannot come from simple surface effects involving robustly harmonic 1 st -neighbor interactions, nor from any details in the simulations or analysis. Instead, the mechanism involves the intrinsically anharmonic interactions between 2 nd -neighbor atoms, attributable to the local energy reduction when these atoms fluctuate towards the pe minimum at the 1 st -neighbor distance. Additional evidence comes from high-frequency normal modes that are found to dominate the excess pe fluctuations, and connect quantitatively to specific zone-boundary phonons that couple primarily to 2 nd -neighbor interactions.
II. Background
Standard statistical mechanics is based on Boltzmann's factor, − / , where k is Boltzmann's constant. Boltzmann's factor yields the normalized probability that a given system has energy E, = − / / , where Z is the partition function, = ∫ − ′ / ′ ′. Here, the density of states often increases as a power-law, ∝ , with the exponent γ=nD/2-1 for an ideal gas of n atoms moving in D dimensions [19] . The average energy becomes
According to Feynman [70] : "This fundamental law is the summit of statistical mechanics…" However,
Feynman then lists some of the assumptions needed for Eq. (1). "If a system is very weakly coupled to a heat bath at a given 'temperature,' if the coupling is indefinite or not known precisely, if the coupling has been on for a long time, and if all the 'fast' things have happened and all the 'slow' things not, the system is said to be in thermal equilibrium." Thus, three assumptions that may apply to long-time average properties in MD simulations, but not to short-time dynamics, are that the transfer of energy from a local fluctuation to the large reservoir is too slow to control the fast dynamics, so that the dynamics is dominated by a small local bath that interacts strongly with the system, and is altered by the fluctuations so as not to have a unique 'temperature.'
Fluctuation relations connect the internal fluctuations of a thermal quantity to its change with respect to an external parameter [71, 72] . Early examples include Einstein's explanation for Brownian motion, which facilitated the first quantitative evidence for atoms [73] , and Nyquist's explanation for electron fluctuations that yield Johnson noise [74] . The EFR can be derived from Eq. (1) by taking the derivative:
, yielding:
Because Eq. (2) is obtained from Eq. (1) using only the product rule of calculus, this EFR is an identity that should apply to any system that exhibits canonical-ensemble dynamics.
Another advantage of the canonical ensemble is that contributions from the kinetic and potential energies are independent. Because the energies add linearly, the left side of Eq, (1) becomes: <KE+PE> = <KE> +<PE>. Again taking the derivative of these averages, assuming only the product rule of calculus, Eq. (2) also applies separately to kinetic and potential energies. More generally, from the right side of Eq.
>, so that the EFR applies separately to KE and PE whenever they fluctuate independently. Indeed, in small blocks at low T we will show that <(ΔKEΔPE)> ≈ 0, as needed for canonical-ensemble behavior.
The equipartition theorem predicts that average energies have a contribution equal to ½kT for each classical degree of freedom. The theorem applies to any variable (s) that occurs quadratically in the energy, 
=kT(γ+1)=½nDkT. Thus at low T, where neighboring atoms move in D=3 dimensions about a potential-energy minimum that is quadratic, Eq. (2) can be written as:
Theoretically, Eq. (3) is comprised of standard results found in most textbooks on statistical mechanics; empirically, it is the law of Dulong and Petit for measured heat capacities of solids at room temperature.
Similar expressions have been derived for energy fluctuations of small systems in the canonical ensemble [75] , using nanothermodynamics [17] , and an expanded version of thermodynamics [76] . We find that the left-side of Eq. (3) is obeyed by MD simulations, but the right side is not.
III. Simulations
All models were simulated using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [77] conditions, each block represents an equivalent central "system," with neighboring blocks providing a selfconsistent bath of energy and atoms, thereby avoiding any issues from artificial thermal baths that may alter intrinsic behavior. Theoretically, such a fixed volume with imaginary walls in a large reservoir of heat and particles is the basis for deriving the grand-canonical ensemble [19] , with canonical-ensemble behavior extracted by selecting the subset of blocks with fixed n. Similar fluctuations in energy are found for simulations in the canonical ensemble using the Nosé-Hoover thermostat, and for individual atoms dispersed throughout the system, establishing that the behavior does not depend on block subdivision or energy sharing between atoms or blocks.
Nitromethane (NM) was simulated using interactions and input parameters that are chosen for good agreement with bulk experimental properties as a function of temperature and pressure [79] . The intramolecular potentials come from a superposition of bond-stretching, bond-bending, and torsional-angle terms. The intermolecular potentials include the Buckingham 6-exp form, plus Coulombic interactions. The full simulation volume contains 6x5x4=120 unit cells, for a total of 480 NM molecules (N=3360 atoms).
Again local thermal fluctuations are investigated by subdividing into smaller blocks, which are orthorhombic to match the crystalline symmetry. All NM results presented here utilized a single unit cell:
1x1x1 in the axbxc axis directions, containing 4 molecules, or <n>=28 atoms. As with the L-J lattice, each block has a fixed volume and location, filling the entire volume, so that the number of blocks equals the number of unit cells. NM was chosen for study because it provides a system of moderate complexity with realistic potentials, thereby complementing the basic L-J model to establish the generality of the behavior, and because there are other simulations and experiments with which to compare our results.
Production runs for the data presented here were obtained with the full system in the microcanonical ensemble (except for one set of data where the Nosé-Hoover thermostat was added as a test). Thus, the atoms were governed solely by Newton's laws without any additional thermal bath. The equilibrium density of the static crystal was determined by adjusting the density at the lowest T until the lattice had zero pressure  2.156 ps/(L-J unit) yields a usual time-step of 2.156 fs. These time-steps were reduced by a factor of 2-10 at higher T, and at lower T to verify that there was negligible integration and averaging error. Indeed the total energy was conserved to within a typical deviation of less than a part per million, with no discernable drift. Similarly there was no discernable drift in the average momentum in each direction. Simulations were initialized for at least 10 5 time-steps before starting the production run. Some simulations were initialized for up to 10 6 time-steps, with no change in the net behavior, confirming that the systems were well-equilibrated. For the L-J model most data were taken during production runs of 200 time intervals (50 time-steps per interval), so that the total number of distinct replicas for each average ranged between 5400 for ℓ=8 to more than a million for ℓ=1 and 2. For NM, most production runs had 1000 time intervals (10 time-steps per interval) yielding a total of 120,000 distinct replicas. For verification, simulations have been repeated by independent researchers at different laboratories under a wide range of conditions, including different densities, timestep sizes, and time constants for the thermal bath during initialization, always yielding consistent results.
IV. Results
Simulations of the L-J model as a function of the interaction cutoff radius, 
(solid lines) and
(symbols). We use these ratios to remove any artifacts from finite differences in temperature for the derivatives, and finite differences in time for the fluctuations. 
= 3000 at 0.1 K, and 5.9 at 500 K. abruptly when the cutoff radius is increased to include 2 nd -neighbor interactions. Specifically, at low T as rc increases from 1.5 (down triangles) to 2.0 (up triangles) the ratio
increases by an order of magnitude due to the onset of the 1/T divergence, while the ratio
Thus, although MD simulations accurately yield expected average energies from the left side of Eq. of NM after excess ke was added to a central molecule find similar timescales, τ=11.6-13.6 ps, but with β=1 [83] . The two types of response we find for ,0 ( ) suggest that the short-time behavior comes from localized dynamics, similar to , ( ), while slower relaxation involves transfer of ke to the large heat reservoir, similar to the behavior found in simulations of copper [84] . Measurements of temperature as a function of time after shock-induced ignition in PETN (triangles), and other energetic materials analogous to NM [85] , also show a crossover from exponential relaxation at short times to non-exponential relaxation at longer times, somewhat similar to our simulations of ,0 ( ). However, to match the simulations, the measurements were offset by a final temperature and normalized by an initial temperature, with the time scale reduced by a factor of 100,000. This large difference in time scales could be due to the difference in length scales, or another mechanism, emphasizing the need for further study. Expected values are B=1 for Boltzmann's factor and γ=3<n>/2-1=5 for an ideal gas. Fits to the ke distributions from the wide range of T in Fig. 6 
V. Discussion
The simulations presented here show that classical MD simulations of diverse models exhibit energy fluctuations that clearly deviate from standard statistical mechanics. Indeed, Figs. 2 and 3 show that pe fluctuations in nanometer-sized blocks at low T can deviate from the expected EFR by an order of magnitude or more. We now discuss various mechanisms and interpretations that could cause these excess fluctuations. The clear connection between energy localization and deviations from the EFR can be characterized by the net energy that reaches the heat reservoir. Specifically, let the PE of the system (central block of n atoms) fluctuate by a total amount ΔPE=nΔpe, so that the concurrent change in PE of blocks at distance jℓ Fig. 3 (B) at the lowest T, ,1 (0) = -0.72 and -0.96 gives T′/T=3.6 and 25 for the L-J model and NM, respectively. In contrast, when the interaction is robustly harmonic between only 1 st -neighbor atoms, ,1 (0) = +0.21 (solid line at low T in Fig. 3 (B) ) yields a reduced effective temperature, T′/T=0. 83 . Fluctuations from an effective local temperature were used by Einstein in 1910 to describe critical opalescence [86] . More recently, an effective local temperature analogous to our T′ has been used to describe the distribution of rings and triplets in amorphous layers of SiO2 [87] is not expected due to additional contributions to T′ from more-distant blocks, and from ambiguity in deciding where the local bath ends and the large heat reservoir begins. Nevertheless, the magnitude and sign of pe correlations shown in Fig. 3 (B) control the deviations from the EFR shown in Fig. 3 (A) , so that the expected increase or reduction in pe fluctuations can be estimated by knowing the net energy that reaches the large heat reservoir needed for Boltzmann's factor.
A) Anomalous pe fluctuations come from localized energy correlations
Because most models of interacting particles will have correlations that alter the net energy during fluctuations, modifications of Boltzmann's factor may often be necessary to describe the local dynamics.
The correction can be approximated by the total energy that reaches the heat reservoir due to direct interactions between the system and surrounding shell of similar systems ΔPE(1+Cpe,1(0))ΔPE, or by an effective local temperature T'=T/(1+Cpe,1(0)) which is also useful for characterizing local structures [87] .
Both interpretations retain the usual Boltzmann's factor for the statistics of fluctuations by simply combining the change in energy of the central block with the change of its shell. A drawback is that (1+Cpe,1(0))ΔPE comes not only from the system, but also from its environment, which must be measured separately or otherwise approximated. An alternate approach that could allow refocusing solely on the system is to include a nonlinear correction from the local entropy. Indeed, a quadratic correction to
Boltzmann's factor in the Metropolis algorithm for Monte Carlo simulations alters the pe fluctuations so that they are consistent with entropy that is extensive and additive [28] . Furthermore, this correction significantly improves agreement between MC simulations of standard models and the measured response of many materials, including critical fluids and ferromagnets [29] [30] [31] [32] [33] . Future work will be necessary to determine whether the failure of the EFR for MD simulations may also be treated by a nonlinear correction from the local entropy, without having to include explicit information from surrounding parts of the sample. accurately matches the ratio for longitudinal-to transverse-mode frequencies of 1.480 at the X-point [90] .
B) Excess
Although our absolute C0 is about 12 % below their value of 1.85 THz, the difference can be attributed to different cutoff radii, and their choice of energy and length scales for Ar atoms (ε/k=135 K and 0.398 nm), which alters the characteristic frequencies. The C1 frequency is most consistent with the longitudinal mode near the K-point. The C3 and C4 frequencies have no clear connection to zone boundary modes. Therefore, we attribute these to transverse phonons with longer wavelengths that nest within larger blocks, consistent with the fact that they do not occur in smaller blocks. Note that the characteristic frequencies of all transverse modes (C2-C4) decrease relatively rapidly with decreasing block size, perhaps because they are governed by shear motion that is softer and more-strongly dependent on the fraction of surface atoms. 
D) Theory for excess

36
2 . Thus, the total change in pe for the single atom at the origin due to its displacement is: pe1+2(δ) = (½aδ 2 -bδ) with a=36ε and b= 21 32 . Now assume that the quadratic term couples strongly to the thermal bath via harmonic normal modes, while the linear (anharmonic) term is more weakly coupled, e.g. due to Umklapp scattering. Thus, the energy reaching the large thermal reservoir has the same quadratic term, but a different linear term -cδ (with c constant), so that Boltzmann's factor becomes ( ) = − ( 1 2 2 − )/ . The average energy is:
, yielding a temperature dependence that is consistent with the left side of Eq. (3) for a single atom (n=1) moving in 1-dimension, and an energy reduction for b>c/2. Thus, integrating directly over dδ with g(δ) (instead of over dE with pEgE) provides an alternative way to derive the equipartition theorem, and the heat capacity is unchanged by linear terms in pe. The analogous
. Hence,
yields a term that agrees with the right side of Eq. (3), plus a term that diverges as 1/T, qualitatively consistent with the dashed lines in Fig. 3 (A) ; but only if c≠b. Quantitatively, setting c=0 and using
for motion in one dimension yields = 0.0359 , within uncertainty of the ℓ=1 behavior deduced from Fig. 3 (A) . Although this basic model yields behavior consistent with the simulations, a detailed theory must include normal modes for all atoms and interactions, which is a goal for future studies.
Despite its simplicity, the three-atom model exhibits several features found in the simulations. The model shows accurate equipartitioning of the average pe, whereas pe fluctuations diverge proportional to 1/T, consistent with the dashed lines in Fig. 3 (A) . The model often lowers the average pe of the three atoms, at the expense of increased pe from surrounding atoms, consistent with negative correlation of pe in neighboring blocks shown in Figs. 2, 3, 4 , and 5. Reduction of pe in the model involves changes in local density, consistent with the sharp onset of correlations in <pe0n0> when <pe0pe1> becomes negative in Fig.   2 , and the similarity in high-frequency modes from pe and n fluctuations shown by the black and green symbols in Fig. 5 (A) . Also from Fig shown that most materials have a mechanism that decorrelates neighboring regions [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] , unlike the uniform correlations in MD simulations of homogeneous models. These nanometer-sized regions form an ensemble of independent small system, which must be treated using the theory of small system thermodynamics [16] . This nanothermodynamics provides the theoretical foundation for treating small systems in thermal contact with an ensemble of similarly small systems [15] . Moreover, a heterogeneous distribution of independently relaxing regions provides a basic mechanism for coarse graining in the dynamics, which was already recognized by Gibbs as a way to connect reversible Newtonian mechanics with irreversible thermodynamics [92] . We anticipate that adding heterogeneity to MD simulations via a mechanism that decorrelates neighboring blocks will improve agreement with measurements, and with nanothermodynamics, as has been found for MC simulations [28] [29] [30] [31] [32] [33] .
VI. Conclusions
We extend the original goal of Enrico Fermi and his team to compare equilibrium MD simulations based on Newton's laws with standard statistical mechanics based on Boltzmann's factor. We find that the average energies give excellent agreement with the equipartition theorem, but energy fluctuations deviate significantly from the analogous energy fluctuation relation, especially at low temperatures. In fact, excess pe fluctuations tend to diverge inversely proportional to T, as shown in Fig. 3 (A) . Empirically, at the lowest T studied, pe fluctuations can be characterized by an effective temperature that is an order of magnitude hotter than the temperature for ke fluctuations. These deviations occur in thermal equilibrium for fluctuations of individual atoms, as well as for blocks containing 8-6912 atoms inside much larger simulations that are in the thermodynamic limit, using either pure Newtonian dynamics or a Nosé-Hoover thermostat. these regions. Figure 6 shows the resulting increased width in the pe distribution at low T. A basic model is presented that quantitatively characterizes various features in the simulations. A crucial ingredient in the model is that Boltzmann's factor must be modified to eliminate (or at least reduce) the pe from 2 nd -neighbor atoms. The mechanism is attributable to the fact that intrinsically anharmonic interactions between 2 nd -neighbor atoms do not couple strongly to long-wavelength normal modes, becoming isolated from the large heat reservoir due to anharmonic processes such as Umklapp scattering. In other words, the 2 nd -neighbor interactions that dominate the excess pe fluctuations are disconnected from Boltzmann's factor, consistent with the localized energy that we find from pe correlations. Because most models of practical importance include interactions that are not robustly harmonic, similar excess pe fluctuations are expected in most MD simulations.
We know of no unambiguous experimental evidence for the excess pe fluctuations that we find in MD simulations. Insight comes from the excess specific heat found in most substances at low temperatures [50] [51] [52] 54] . Indeed, high-purity single crystals at T<1 K exhibit excess specific heat that diverges from Debye's theory inversely proportional to a power of T, superficially similar to the 1/T divergence of excess pe fluctuations in the simulations. Furthermore, amorphous materials have much stronger deviations from
Debye's theory, as expected when disorder causes many 1 st -neighbor atoms to deviate from their robustly harmonic pe minimum. Thus, the 2-level system behavior that is well-known in amorphous materials could come from anharmonic interactions that are weakly coupled to the thermal bath at low T. Although we emphasize that the simulations show excess pe fluctuations, not excess specific heat, a connection could occur if the energy fluctuation relation violated in MD simulations is at least partially restored in real materials. The mechanism likely involves quantum effects, such as those that are necessary for correct behavior of the specific heat below the Debye temperature, which is an area for future investigation.
Our study reveals a fundamental inconsistency in the dynamics deduced from classical MD simulations, theory, and experiments. Specifically, we have shown that excess pe fluctuations from MD simulations based on Newton's laws often differ significantly from standard statistical mechanics based on Boltzmann's factor; and that neither approach fully explains the thermodynamic heterogeneity and excess specific heat found by several experimental techniques in disordered materials and high-purity single crystals, especially at low temperatures [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] . Our MD simulations and analysis show that anomalous pe fluctuations in nanometer-sized subsystems come from temporal memory effects and spatial correlations in the surrounding shell of similarly small systems, which are effectively isolated from the large heat reservoir needed for Boltzmann's factor. Prior progress in the theoretical understanding of small systems has been made by adding thermodynamic heterogeneity to statistical mechanics using nanothermodynamics as a guide [15] , yielding a nonlinear correction to Boltzmann's factor that facilitates the self-consistent treatment of small systems in thermal contact with an ensemble of similarly small systems [16] . For MD simulations we expect that adding thermodynamic heterogeneity will reduce high-energy boundaries between neighboring regions, lower the total energy at a given temperature, and restore energy fluctuation relations for the dynamics. The requisite mechanism must yield independent fluctuations for the potential energy from neighboring regions, possibly from quantum-correlation effects for the behavior of atoms on the scale of nanometers [93] . Specifically for the L-J model, heterogeneity could arise from the van der Waals (1/r 6 ) interaction, which involves coherent fluctuations between induced dipoles. Maintaining this coherence within nanometer-sized regions, while breaking the coherence between neighboring regions, would yield thermodynamic heterogeneity found in experiments, and reduce the negative correlations that cause excess pe fluctuations in MD simulations. A similar decorrelation between nanometer-sized regions in MC simulations has been achieved using a nonlinear correction to the Metropolis algorithm, which significantly improves agreement between standard models and measured behavior [28] [29] [30] [31] [32] [33] . We anticipate that adding thermodynamic heterogeneity to models and/or algorithms in MD simulations will decorrelate the dynamics between local region in the simulations, allowing access to lower-energy states and reduced pe fluctuations, while providing an intrinsic mechanism for coarse graining. Such thermodynamic heterogeneity should also improve agreement between MD simulations, theoretical fluctuation relations, and measured behavior.
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