The solution of an initial-boundary value problem for a linear evolution partial differential equation posed on the half-line can be represented in terms of an integral in the complex (spectral) plane. This representation is obtained by the unified transform introduced by Fokas in the 90's. On the other hand, it is known that many initial-boundary value problems can be solved via a classical transform pair, constructed via the spectral analysis of the associated spatial operator. For example, the Dirichlet problem for the heat equation can be solved by applying the Fourier sine transform pair. However, for many other initial-boundary value problems there is no suitable transform pair in the classical literature. Here we pose and answer two related questions: Given any well-posed initial-boundary value problem, does there exist a (non-classical) transform pair suitable for solving that problem? If so, can this transform pair be constructed via the spectral analysis of a differential operator? The answer to both of these questions is positive and given in terms of augmented eigenfunctions, a novel class of spectral functionals introduced by one of the authors. These are eigenfunctions of a suitable differential operator in a certain generalised sense, they provide an effective spectral representation of the operator, and are associated with a transform pair suitable to solve the given initial-boundary value problem.
Introduction
In this paper we consider initial-boundary value problems (IBVP) for linear evolution constant-coefficient partial differential equations (PDE). The classical transform pairs used to solve problems of this kind are based on the representation of the given initial condition as an expansion in a complete system of (generalised) eigenfunctions of an appropriate differential operator, namely the operator associated with the spatial part of the IBVP. (We assume the usual Hilbert space structure, inherited from L 2 , on the underlying function space.) This method relies crucially upon two properties, namely
(1) the completeness of the spectral system; (2) the convergence of the expansion of the initial condition in the system. It is not surprising that such approaches fail, even for simple high-order problems, as soon as the differential operator is non-self-adjoint [14] .
On the other hand, problems of this type can be solved using the unified transform method, introduced by Fokas in the late 90's [5, 6, 10] . Indeed, a representation of the solution, assuming it exists and is unique, can be given by Fokas' approach regardless of order or complexity of boundary conditions. Moreover, the unified method was used by the present authors to obtain well-posedness criteria [13, 15] .
In this paper we interpret the solution representation given by the unified transform in terms of integral transform pairs, and discuss the spectral meaning of these transform pairs. This discussion completes the picture presented in [8] , where problems posed on a finite spatial interval were studied, extending these results to the setting of initial-boundary value problems on a semi-infinite domain and the corresponding differential operators.
More specifically, we derive transform pairs for boundary value problems for constant coefficient PDEs in two independent variables, of the general form ∂ t q(x, t) + a(−i) n ∂ n q ∂x n q(x, t) = 0, a ∈ C, (1.1) posed on the half line (0, ∞). It is known [10] what boundary conditions must be imposed to obtain a problem that admits a unique solution, and we consider only such well-posed problems. Any initial-boundary value problem for (1.1) is naturally associated to the study of a differential operator such as the operator S defined below by (2.7), complemented with the appropriate boundary conditions. The spectral representation of this operator and its diagonalisation are described by introducing a more general type of eigenfunctions, that we call augmented eigenfunctions, and that can be read off the integral representation of the PDE problem. In addition, the completeness of the eigenfunctions family and the convergence of the associated expansion can be obtained through the PDE results obtained by the unified transform.
The main illustrative examples
Throughout the paper, we will use two examples to illustrate the main results. To wit, consider the following initial-boundary value problems: Problem 1: the linearised Korteweg-de Vries (LKdV) equation q t (x, t) + q xxx (x, t) = 0 (x, t) ∈ (0, ∞) × (0, T ), (1.2a) It is shown in [5, 10] that these problems are well-posed. The solution of problem 1 can be expressed in the form q(x, t) = 1 2π Γ1 e iλx+iλ 3 t ζ 1 (λ; f ) dλ + 1 2π Γ0 e
where Γ 1 is the oriented boundary of the domain {λ ∈ C + : Re(−iλ 3 ) < 0} perturbed away from 0, as shown in figure 1 . Similarly, the solution of problem 2 can be expressed as
where Γ 1 and Γ 2 are the connected components of the oriented boundary of the domain {λ ∈ C + : Re(−iλ 3 ) < 0}, perturbed away from 0, as shown in figure 1 . In both problems, the contour Γ 0 is R perturbed away from 0 along a small semicircular arc in C + . The functionf denotes the Fourier transform of f (x), extended to a function on C + , given bŷ 5) and the functions ζ j (λ), j = 1, 2, appearing in the solution representations are defined as follows: where α is a cube root of unity:
In the sequel, we will consider the analytic extension of the functions ζ j to appropriate closed sectors, without further comment.
Transform pair
It is well-known that the half-line homogeneous Dirichlet problem for the heat equation q t = q xx on (0, ∞) may be solved by using the Fourier sine transform pair. The solution is 10) where the direct and invese transforms are defined as follows:
Similarly, the half-line homogeneous Neumann problem for the heat equation is solved with the Fourier cosine transform pair. However, for higher order IBVP, the standard sine, cosine and exponential Fourier transforms are inadequate. Moreover, classical separation of variables techniques often do not yield the requisite transform pairs, in contrast with what one may expect based on the second order examples. This is due to the fact that the boundary conditions may be non-selfadjoint, or non-separable [9] . It turns out that the unified transform provides an algorithm for constructing a transform pair tailored to a given initial-boundary value problem even in such cases. For example, the integral representations (1.4) give rise to the following transform pair, which is tailored for solving problems 1 and 2:
with α given by (1.9). The validity of these transform pairs is established in section 2. In section 3 we prove that he solution of problems 1 and 2 is given by
(1.14)
The transform pairs (1.13) are much less symmetric than the Fourier sine transform pair (1.11). This is not entirely surprising. One would expect the direct transform to be related, in some way, to the spectral representation of the spatial differential operator, while the inverse transform should be associated with the spectral representation of the adjoint operator. As the underlying spatial differential operator is (1.13) is not self-adjoint, these representations will generally be different. However what is surprising is the fact, described in the sequel, that these transforms are not constructed in the usual way in terms of some associated spectral objects, as the resulting expansions that may fail to be convergent.
The generalised spectral representation of Gelfand
To illustrate the need for introducing a generalised notion of spectral representation we start with a classical example. Let S[0, ∞) denote the Schwartz space of half-line restrictions of rapidly-decaying functions. Suppose we seek eigenfunctions, in the usual sense, of the spatial differential operator S associated with the Dirichlet problem for the heat equation, given by
This implies f λ (x) = Ae iλx + Be −iλx and the boundary condition yields B = −A, so that
But, for f ∈ S[0, ∞), we must have A = 0 so there are no nonzero eigenfunctions of S. In [11, 12] , Gel'fand and coauthors introduced instead the concept of eigenfunctionals or generalised eigenfunctions. Namely, they sought functionals
The above relation holds provided
The functionals F [·](λ) are the generalised eigenfunctions of the operator S defined by (1.15) . Note that the generalised eigenfunction corresponding to a given λ ∈ R is precisely the evaluation at λ of the direct transform used to solve the corresponding IBVP; generalised eigenfunctions are therefore very natural spectral objects. The primary achievement of [12, chapter 1] is to elucidate how generalised eigenfunctions are a relevant spectral object: they provide a spectral representation of any self-adjoint linear operator, corresponding to a spectral parameter λ ∈ R that can be interpreted as a continuous eigenvalue. Indeed, Gel'fand still uses the term "eigenvalue" for the continuous spectral parameter and we will follow his convention.
Note that Gel'fand's formulation of generalised eigenfunctions requires selfadjointness of the linear differential operator for completeness results. This certainly holds for the Dirichlet heat operator but the non-self-adjoint boundary conditions considered in problems 1 and 2 preclude an application of the spectral theory presented in [12, chapter 1] .
Augmented eigenfunctions
In light of the discussion in the previous section, it is natural to ask whether the transform pairs (1.13), which were derived through the unified transform method to solve problems 1 and 2, have similar spectral meanings to the sine transform. In what follows, we describe the abstract notion of augmented eigenfunctions, introduced in part I. Definition 1.1. Let I ⊂ R be open and let C be a topological vector space of functions defined on the closure of I, with sufficient smoothness and decay conditions. Let Φ ⊆ C and let L : Φ → C be a linear differential operator of order n. Let Γ be an oriented contour in C and let
then we say E is a family of type I augmented eigenfunctions of L up to integration along Γ.
If
then we say E is a family of type II augmented eigenfunctions of L up to integration along Γ.
Note that we cannot restrict the spectral parameter to real values, as the resulting expansion may then fail to converge, as in the sine example above. In the definition above the crucial spectral parameter takes the form λ n . Hence in general, even when λ n ∈ R, the usual spectral parameters given by the n th roots λ are complex, and the eigenfunctionals involve complex integration. This mirrors the situation with representing the solution of the initial-boundary value problem as an integral along a complex contour, and is a manifestation of the lack of symmetry in the operator. Remark 1. Our definition above is given for L a linear differential operator. Note however that the unified transform method of Fokas can be applied to problems where the associated spatial differential operator has an arbitrary polynomial [6] , and even rational [3, 7] , characteristic. It is reasonable to expect that the definition of augmented eigenfunctions and the theory presented in this paper could be extended at least to these cases.
Remark 2. The remainder functional R[·]
(λ) appears also in the theory of pseudospectra [4] . In that context, it is required that the norm of R[·](λ) be less than some small value. Our definition serves a different application, and rather than a small norm, we require that the integral of exp(iλx)R[φ](λ) along the contour Γ vanishes.
It will be shown in section 4 that {F [·](λ) : λ ∈ Γ} is a family of type II augmented eigenfunctions of the differential operator representing the spatial part of problem 1 or problem 2, with eigenvalue λ 3 . It will also be shown that {F [·](λ) : λ ∈ Γ 1 } is a family of type I augmented eigenfunctions of the spatial differential operator in problem 1; the corresponding functionals arising in problem 2, 
Spectral representation of non-self-adjoint operators
The definition of augmented eigenfunctions, in contrast to the generalized eigenfunctions of Gel'fand and Vilenkin [12, section 1.4.5], allows the occurrence of remainder functionals. However, the contribution of these remainder functionals is eliminated by multiplying by the Fourier kernel and integrating over Γ. Indeed, integrating equation (1.19) over Γ with respect to the Fourier kernel gives rise to a non-self-adjoint analogue of the spectral representation of an operator.
We now define a spectral representation of the non-self-adjoint differential operators we study in this paper.
λ ∈ Γ} is a system of type II augmented eigenfunctions of L up to integration over Γ, and that
Furthermore, assume that E is a complete system in the sense of definition 1.2. Then we say that E provides a spectral representation of L in the sense that
} is a system of type I augmented eigenfunctions of L up to integration over Γ (I) and that
} is a system of type II augmented eigenfunctions of L up to integration over Γ (II) and that
is a complete system in the sense of definition 1.2. Then we say that E provides a spectral representation of L in the sense that
Completeness is an essential component of any definition of a spectral representation; see Gel'fand's definition [12] . Indeed, otherwise, for some nonzero φ ∈ Φ, equation (1.24) is trivially 0 = 0. Crucially, it is possible to obtain the requisite completeness and convergence results by studying the IBVP associated with the operator.
Results and organisation of paper
The two problems above are each typical of a class of IBVP. Indeed, for each well-posed half-line IBVP, we can always use the unified transform method to construct a transform-inverse transform pair tailored to the problem, where the forward transform can be viewed as a family of type II augmented eigenfunctions. Moreover, these type II augmented eigenfunctions provide a spectral representation of the associated differential operator in the sense of definition 1.3. These results are the contents of proposition 3.2 and theorem 4.3.
If, as in problem 1 but not problem 2, the contour
Γ j has no semi-infinite component lying on R, (1.28) then the family of functionals
is a family of type I augmented eigenfunctions. The class of problems for which statement (1.28) holds is described in theorem 4.5; it is also shown that the augmented eigenfunctions provide a spectral representation in the sense of definition 1.4. Since {F [·](λ) : λ ∈ Γ 0 } is never a family of type I augmented eigenfunctions, S cannot have a spectral representation provided solely by type I augmented eigenfunctions.
In section 2, we establish that the integral transforms (1.13) are indeed valid transform-inverse transform pairs and then extend this result to the general case. Namely, we define a general n th order operator S, with arbitrary linear boundary conditions. We also define associated well-posed IBVP and the transform pairs used to solve these IBVP. To complete section 2, we prove that the general integral transforms also give valid transform-inverse transform pairs. In section 3, we show that the transform pair may be used to solve the IBVP, first for the example problems 1 and 2 and then in general. Finally, in section 4, we show that the forward transforms may be viewed as augmented eigenfunctions of the operator S and prove results on the spectral representation of S via its augmented eigenfunctions.
Validity of transform pairs
In section 2.1 we will show the validity of the transform pairs defined by equations (1.13). In section 2.2 we derive an analogous transform pair for a general IBVP. In section 2.3, we establish the validity of the general transform pair.
Throughout this paper, we work in the space of half-line restrictions of smooth, compactly supported functions,
The unified transform method has been shown to be valid on the Schwartz space S[0, ∞), and even on spaces with lower regularity [10] . In order to ensure the usual Fourier transform is defined everywhere on Γ 0 , some additional decay beyond Schwartz is required (see equations (1.4) and figure 1 ). We may recover the usual space of validity of the unified method by observing that C is dense when considered as a subspace of S[0, ∞). See also remark 3.
Linearized KdV
Proposition 2.1.
For all f ∈ C such that f (0) = 0 and for all x ∈ (0, ∞), we have
be given by equations (1.13a)-(1.13c), (1.13e) and (1.13f).
For all f ∈ C such that f (0) = f (0) = 0 and for all x ∈ (0, ∞),
Proof. The definition of the transform pair (1.13a)-(1.13d) implies
where ζ is given by equation (1.6) and the contours Γ 1 and Γ 0 are shown in figure 1 . As λ → ∞ from within the closed sector {λ : 
General case: definition of transform pair

Spatial differential operator
Let n 2 and N ∈ {n/2, (n − 1)/2, (n + 1)/2} be integers. Let B j : C → C be the following linearly independent boundary forms
with boundary coefficients b j k ∈ R. The integer N is defined by equation (2.11). Let Φ = {φ ∈ C : B j φ = 0 ∀ j ∈ {1, 2, . . . , N }} (2.6) and let {B j : j ∈ {1, 2, . . . , n − N }} be a set of adjoint boundary forms with adjoint boundary coefficients b j k ∈ R. Let S : Φ → C be the differential operator defined by
Then S is formally self-adjoint but, in general, does not admit a self-adjoint extension because, in general, B j = B j . Indeed, adopting the notation 
If φ ∈ Φ, then ψ must satisfy the adjoint boundary conditions in order for [φψ](0) = 0.
Initial-boundary value problem
Associated with S and the constant a ∈ C, we define the following homogeneous initial-boundary value problem:
where f ∈ Φ is arbitrary. Such a problem is ill-posed if (but not only if) the exponential time dependence is unbounded for λ ∈ R, which poses restrictions on a. This is equivalent [10] to requiring: if n is odd then a = ±i and if n is even then Re(a) 0. For such a problem to be well-posed, it is necessary and sufficient [10] that
Note that by well-posed, we mean that there exists a unique solution; we make no claims regarding the continuous dependence of the solution on the data.
In the sequel, we develop a spectral theory of the differential operators associated with well-posed IBVP (S, a) of the form (2.10).
Transform pair
Let α = e 2πi/n . We define
Then the (n − N ) × (n − N ) matrix M (λ) is an analogue of Birkhoff's adjoint characteristic matrix [1] for the one-point differential operator S. For example,
in problems 1 and 2 respectively, the latter being a 1 × 1 matrix.
Definition 2.2. We define
• the polynomial ∆(λ) as the determinant of M :
• the (n − N − 1) × (n − N − 1) matrix X l j as the submatrix of M with (1, 1)
14)
If N = n − 1, as is the case in problem 2, we adopt the convention that X 1 1 is a 0 × 0 matrix with determinant 1. If N = n − 2, as is the case in problem 1, then we can simplify
We also choose a number R > 0 such that the open disc B(0, R) contains all zeros of ∆.
Definition 2.3. The transform pair is given by
where, for λ ∈ C such that ∆(λ) = 0,
17a)
Figure 2: Definition of the contour Γ.
for k ∈ {1, 2, . . . , N } and the contours are defined by The contours Γ j for problems 1 and 2 are shown on figure 1. Figure 2 shows the position of the contours for the problem (S, e −i π 6 ), where n = 4 and the boundary forms are
As the boundary conditions are of Robin type, the characteristic determinant ∆ has nonzero zeros. Indeed, ∆(λ) = 0 at the dots in figure 2 (there is a double zero at zero) but R = 4 is sufficient to ensure ∆ = 0 outside the disc B(0, R).
General case: validity of transform pair
Proposition 2.4. Let S be an operator corresponding to a well-posed initialboundary value problem and let (F [·], f [·]) be the transform pair given by defi-nition 2.3. Then for all f ∈ Φ and for all x ∈ (0, ∞),
This is a direct generalisation of proposition 2.1; its proof follows that of the earlier proposition with an equivalent application of Jordan's lemma.
Proof. For k ∈ {1, 2, . . . , N }, we consider the integral
The square bracket represents a meromorphic function, which is holomorphic and bounded on Γ k and the region lying to the right of Γ k . The inner integral is entire and decaying like O(λ −1 ) as λ → ∞ as λ → ∞ along Γ k in either direction or from within the sector to the right of Γ k . Hence, by Jordan's lemma, integral (2.21) evaluates to 0. Note: we are 'closing' the contour Γ k by moving it to the right; see figure 2 .
The integrand e iλx F 0 [f ](λ) is holomorphic hence Γ 0 may be deformed onto R and, by the validity of the usual Fourier transform, the transform pair is valid:
The unified transform method for IBVP
In section 3.1 we prove equation (1.14) for the transform pairs (1.13). In section 3.2, we establish equivalent results for general well-posed initial-boundary value problems. Proof. We present the proof for problem 1. The proof for problem 2 is very similar.
Linearized KdV
Suppose q(x, t), for which t → q(·, t) is a C ∞ map from [0, T ] into C, is a solution of the problem (1.3) . Applying the forward transform to q yields
where φ 1 , φ 0 are given by equations (1.13d) and (1.13c). The PDE and integration by parts imply
Rearranging, multiplying by e −iλ 3 t , integrating over t ∈ [0, T ] and applying the initial condition, we find
where
for all λ ∈ Γ + and
for all λ ∈ Γ − . Hence, the validity of the transform pair, proposition 2.1 implies
Integration by parts yields
as λ → ∞ within the sectors 0 arg λ π/3 and 2π/3 arg λ π. Further, the integrands on the third and fourth lines of equation (3.6) are entire. Hence, by Jordan's lemma (used to 'open' the contour Γ 1 to the left until it coincides with Γ 0 but with opposite orientation) and noting −α − α 2 = 1, the integrands on the third and fourth lines cancel. The boundary conditions imply
so the second line of equation (3.6) vanishes. Hence
The above proof also demonstrates how the transform pair may be used to solve a problem with inhomogeneous boundary conditions: consider the problem
for some given Dirichlet boundary datum h ∈ C ∞ [0, T ] compatible with f . Then Q 0 (0, λ) is nonzero but is a known quantity, namely the t-transform of the boundary datum. Substituting this value into equation (3.6) yields an explicit expression for the solution.
General case
Proposition 3.2. The solution of a well-posed initial-boundary value problem is given by q(x, t) = f e −aλ
is the transform pair of definition 2.3.
The principal tool in the proof of proposition 3.2 is the following lemma.
Lemma 3.3. Let f ∈ Φ and S be the differential operator defined in equation (2.7).
Then there exists a polynomial P f of degree at most n − 1 such that, for all k ∈ {0, 1, . . . , N },
with P f independent of k.
If it held that P f = 0 then this lemma would simply state that each F k [·](λ) was a generalised eigenfunction of S and proposition 3.2 would follow by proposition 2.4. Although lemma 3.3 is weaker than P f = 0, the o(λ n ) as λ → ∞ bound on P f is sufficient to give proposition 3.2. That is, we will be able to show that f [e −aλ
Proof of Lemma 3.3. Let (f, g) be the usual inner product
λ is a smooth and bounded function of x. Also, Sf ∈ C and α (l−1)n = 1, so equation (2.9) yields
If B, B : C → C n , are the vector boundary forms
then there exist complimentary vector boundary forms B c , B c such that
where · is the usual sesquilinear dot product of vectors. This follows by considering the finite-interval case [2, chapter 11] and taking the limit (length of interval) → ∞ and imposing compact support (rapid decay is sufficient). We consider the right hand side of equation (3.16) as a function of λ. As Bf = 0, this expression is a linear combination of the functions B r φ k λ of λ, with coefficients given by the complementary boundary forms.
The definitions of B r and φ k λ imply, for k 1,
By definition,
Finally, by equations (2.12), M 1 r is a polynomial of order at most n − 1.
Proof of Proposition 3.2. Let q be the solution of the initial-boundary value problem. Then, since q satisfies the partial differential equation (2.10a), for each k ∈ {0, 1, . . . , N },
where, by lemma 3.3, P q(·,t) is a polynomial of degree at most n − 1 independent of k.
Integrating with respect to t and applying the initial condition (2.10b), we find
The validity of the transform pair, proposition 2.4, implies
If t = 0, the latter integrand is 0 and the proof is complete. Otherwise, the latter integrand is entire and integration by parts yields where γ is the contour
with positive orientation. The integrand is entire, so the integral vanishes.
Analysis of the transform pair
In this section we analyse the spectral properties of the transform pairs using the notion of augmented eigenfunctions.
Linearized KdV
The main results in this section are the following. 
Augmented Eigenfunctions
Let S 1 and S 2 be the differential operators representing the spatial parts of the IBVPs 1 and 2, respectively. Each operator is a restriction of the same formal differential operator, (−i d/ dx) 3 to the domain of initial data compatible with the boundary conditions of the problem:
3)
Similarly,
In each case, the remainder functional, which is enclosed in parentheses, is entire in λ.
The ratios of the remainder functionals to the eigenvalue are rational functions with no pole in the regions to the right of Γ k and decaying as λ → ∞. Jordan's lemma applied in the sectors to the right of Γ k , k 1 and in the upper half-plane for Γ 0 implies (1.21) hence {F λ : λ ∈ k 0 Γ k } is a family of type II augmented eigenfunctions of the corresponding S 1 or S 2 .
Remark 3. Suppose that we wished to work in in S[0, ∞) directly, instead of the space of compactly-supported functions. Then, in order to establish the validity (or even the definition) of the transform pair one must insist Γ 0 ∩ C + = ∅. It is now clear why we avoid this approach, and choose to deform Γ 0 away from 0 and into C + , not C − . Indeed, otherwise, applying Jordan's lemma to
we would pick up a contribution from the pole at zero, hence {F [·](λ) : λ ∈ Γ 0 } would fail to be a family of type II augmented eigenfunctions. For x ∈ (0, ∞),
9) the integrand is entire and the square bracket decays exponentially as λ → ∞ from within the closed sector 
is not a family of type I augmented eigenfunctions, so we cannot provide a spectral representation of S 1 using only type I augmented eigenfunctions. Similarly,
for all f ∈ C with f (0) = 0 follows by the argument in the proof of proposition 2.1, except in this case S 1 f ∈ C but not necessarily (S 1 f )(0) = 0 so we can only guaranteef (αλ),f (α 2 λ) = O(λ −1 ). This completes the proof of theorem 4.2.
General case
We will show that the transform pair (F [·], f [·]) represents spectral decomposition by type II augmented eigenfunctions. Let (S, a) be such that the associated initial-boundary value problem is wellposed. Then there exists a complete system of augmented eigenfunctions associated with S. The augmented eigenfunctions are all of type II. However, in certain cases, some of the augmented eigenfunctions are also of type I. Proposition 4.4. For each k ∈ {0, 1, 2, . . . , N }, we define the system of functionals
(i) For each k ∈ {0, 1, 2, . . . , N }, F k is a family of type II augmented eigenfunctions of S up to integration over Γ k , with eigenvalues λ n .
(ii) If either n is odd and a = −i or n is even and Re(a) > 0, then, for each k ∈ {1, 2, . . . , N }, F k is a family of type I augmented eigenfunctions of S up to integration over Γ k , with eigenvalues λ n .
(iii) If the initial-boundary value problem (S, a) is well-posed, then F = N k=0 F k is a complete system. Proof.
(i) For each k ∈ {1, . . . , N }, lemma 3.3 implies (4.12) and the integrand is the product of e iλx with an entire function decaying as λ → ∞. Hence, by Jordan's lemma applied on the region to the right of Γ k , the integral of the remainder functionals vanishes for all x > 0. Equation (4.12) also holds for k = 0 and we can apply Jordan's lemma on C + .
(ii) If (n, a) obey the specified conditions, then, for k ∈ {1, 2, . . . , N }, Γ k is disjoint from R and Im(λ) → +∞ as λ → ∞ along either semi-infinite component of Γ k . By lemma 3.3,
Γ k e iλx/2 e iλx/2 P f (λ) dλ, (4.13) and the integrand is the product of e iλx/2 with a function analytic on the enclosed set and decaying as λ → ∞. Hence, by Jordan's lemma, the integral of the remainder functionals vanishes for all x > 0.
(iii) Considering f ∈ Φ as the initial datum of the homogeneous initial-boundary value problem and applying proposition 3.2, we evaluate the solution of problem (2.10) at t = 0, for all x ∈ (0, ∞), all k ∈ {1, 2, . . . , N } and all f ∈ Φ. By lemma 3.3, the integral (4.15) may be written
where F k [f ](λ) is bounded and holomorphic on Γ k and the region lying to the right of Γ k , and P f is a polynomial. Hence, by Jordan's lemma, this integral converges to 0.
Remark 4. As our choice of R in the definition of Γ k , for k ∈ {1, 2, . . . , N }, may be arbitrarily large, the contours Γ k need not pass through any finite region. By considering the limit R → ∞, we claim that N k=1 F k can be seen to represent spectral objects with eigenvalue at infinity.
Conclusions
In this paper we have elucidated the spectral meaning of the integral representation for the solution of a well-posed half-line IBVP, given by the unified transform method of Fokas. We proved that this approach can be used to construct a transform-inverse transform pair tailored to the problem, where the forward transform can be viewed as a family of type II augmented eigenfunctions. Moreover, these type II augmented eigenfunctions provide a spectral representation of the associated differential operator in the sense of definition 1. 3 The definition of augmented eigenfunctions is a direct extension of the "generalised eigenfunctions" introduced by Gelfand, and has clear analogies with the "pseudo eigenfunctions" as described e.g. in [4] . The crucial difference is that the augmented eigenfunctions are only defined modulo terms that are analytic in certain subdomains of C, and the appropriate use of analyticity and Cauchy's theorem are crucial for our results.
