University of North Dakota

UND Scholarly Commons
Theses and Dissertations

Theses, Dissertations, and Senior Projects

12-1-2004

Turbulent Augmentation of Heat Transfer Off Pin and Endwall
Surfaces in a Staggered Pin Fin Array
Lindsay A. Dvorak

Follow this and additional works at: https://commons.und.edu/theses

Recommended Citation
Dvorak, Lindsay A., "Turbulent Augmentation of Heat Transfer Off Pin and Endwall Surfaces in a
Staggered Pin Fin Array" (2004). Theses and Dissertations. 3192.
https://commons.und.edu/theses/3192

This Thesis is brought to you for free and open access by the Theses, Dissertations, and Senior Projects at UND
Scholarly Commons. It has been accepted for inclusion in Theses and Dissertations by an authorized administrator
of UND Scholarly Commons. For more information, please contact und.commons@library.und.edu.

TURBULENT AUGMENTATION OF HEAT TRANSFER OFF FIN AND ENDWALL
SURFACES IN A STAGGERED PIN FIN ARRAY

by

Lindsay A. Dvorak
Bachelor of Science, University of North Dakota, 2003
Bachelor of Arts, University of North Dakota, 2003

A Thesis
Submitted to the Graduate Faculty
of the
University of North Dakota
in partial fulfillment of the requirements

for the degree of
Master of Science

Grand Forks, North Dakota
December
2004

This thesis, submitted by Lindsay A. Dvorak in partial fulfillment of the
pquirements for the Degree of Master of Science from the University of North Dakota,
as been read by the Faculty Advisory Committee under whom the work has been done
nd is hereby approved.

Chairperson

AfniA?// >

This thesis meets the standards for appearance, conforms to the style and format
equirements of the Graduate School of the University of North Dakota, and is hereby
ipproved.

SwStoJ*

- Dear of the Graduate School
7

r 9 f)P T

Date

11

PERMISSION

Title

Turbulent Augmentation of Heat Transfer Off Pin and Endwall Surfaces
in a Staggered Pin Fin Array

Department

Mechanical Engineering

Degree

Master of Science

In presenting this thesis in partial fulfillment of the requirements for a graduate
degree from the University of North Dakota, I agree that the library of this University
shall make it freely available for inspection. I further agree that permission for extensive
copying for scholarly purposes may be granted by the professor who supervised my
thesis work or, in his absence, by the chairperson of the department or the dean of the
Graduate School. It is understood that any copying or publication or other use of this
thesis or part thereof for financial gain shall not be allowed without my written
permission. It is also understood that due recognition shall be given to me and to the
University of North Dakota in any scholarly use which may be made of any material in
my thesis.

Date

TABLE OF CONTENTS
LIST OF FIGURES................................................................................................................v
LIST OF TABLES.................................................................................................................xi
NOMENCLATURE....................................................................................

xii

ACKNOWLEDGEMENTS............................................................................................. x viii
ABSTRACT........................................................................................................................ xix
CHAPTER
l.

INTRODUCTION AND BACKGROUND................................................. 1

II.

EXPERIMENTAL AND ANALYTICAL APPROACH............................24

m.

SINGLE WIRE MEASUREMENTS......................................................... 67

IV.

X-WIRE MEASUREMENTS AND ANALYTICAL DATA................. 116

V.

SUMMARY AND CONCLUSIONS....................................................... 155

APPENDICES.................................................................................................................... 163
REFERENCES................................................................................................................... 197

iv

LIST OF FIGURES
igu re

Page

: Internal heat transfer and flow facility with staggering pin fin array test section....... 25
: Fan and controller for test facility air supply................................................................. 26
: Two-stage multi-vane diffuser........................................................................................27
: Heat exchangers in series................................................................................................ 28
: Screen section of test facility.......................................................................................... 29
: Converging nozzle preceding pin fin array test section.................................................30
: Orifice tube and orifice plate.......................................................................................... 30
: Orifice plate side view......................................................................................................31
: Top down view of pin fin array test section for hot wire measurements.....................32
0: Top down view of pin fin array test section for 2-D pressure and heat transfer
leasurements........................................................................................................................ 33
1: Routered slot between adjacent pins in a row.............................................................. 34
2: Plug for turbulence measurement access slot...............................................................35
3: Symmetric split plug with foam....................................................................................35
1: Asymmetric split plug without foam..............................................................................36
>: View of inlet static pressure, total pressure, and total temperature taps..................... 37
r. 2-D pressure pin............................................................................................

38

1: 2-D pressure pin placed inthe array................................................................................ 39

v

18: 2-D constant heat flux pin........................................................................................... 40
19: 3-D pressure pin showing static pressure taps along

pinsurface........................... 42

20: 3-D pressure pin showing static pressure taps along

topwall surface................... 43

21: 3-D pressure measurement plug................................................................................ 45
22: Diagram of data acquisition system...................................... .................................... 46
23: Pressure transmitters and transducers.......................................................................... 48
24: Velmex, Inc., traversing system placed on the pin fin array test section................... 50
25: Side view of a portion of the pin fin array showing array dimensions and
measurement locations.............................

53

26: Top view of a portion of the pin fin array showing array dimensions and
measurement locations................................... .................................................................. 53
27: Turbulent spectra measurement labels for locations depicted in Figure 25............... 54
28: Flow friction factor comparison...................................................................................55
29: Quality of Nusselt number over Reynolds number to the one-half power.................58
30: Jet used for hot wire calibration..................................................................................59
31: Boundary layer mesh around a hall-pin....................................................................... 63
32: Meshing scheme for symmetric planes and pins......................................................... 64
33: Velocity profile at the center line between endwalls for the 30,000 Reynolds
number................................................................................................................................ 69
34: Mid-line pressure coefficient distribution for 30,000 Reynolds number,
Vmax=18.2 m/s [17].............................................................................................................71
35: Velocity profile at the center line between endwalls for the 10,000 Reynolds
number................................................................................................................................ 73
36: Mid-line pressure coefficient distribution for 10,000 Reynolds number,
Vmax = 5.93 m/s [17].........................................................

vi

75

37: Velocity profile at the center line between endwalls for the 3,000 Reynolds
number...........................................................................................................................................77

38: Mid-line pressure coefficient distribution for 3,000 Reynolds number,
Vmax = 1.71 m/s [17].................................................................................................. .

78

39: Velocity profiles at the center point between pins for 10,000 Reynolds number...... 80
40: Velocity profile at the center point between pins in row 5 for all Reynolds number. 81
41: Velocity profiles in row 3 at different locations between pins for 30,000 Reynolds
number................................................................................................................................ 83
42: Row-by-row development of turbulence intensity through the pin fin array.............. 86
43: Row-by-row development of energy scale through the pin fin array.......................... 88
44: Turbulence spectra at the center point in row 5 for all Reynolds numbers................91
45: Turbulent spectra at the center point in row 2 for all Reynolds numbers.................. 92
46: u+ versus y+ for at the center point in row 3 for the 30,000 Reynolds number..........95
47: u+ versus y+ for at the 5 locations in row 3 for the 30,000 Reynolds number........... 97
48: Skin friction coefficients versus TRL parameter for rows 1 to 8 at the 10,000 and
30,000 Reynolds numbers.................................................................................................. 99
49: u+ versus y+ for at the center point in row 3 for the 10,000 Reynolds number.......100
50: u+ versus y+ for at the center point in row 3 for the 3,000 Reynolds number.........100
51: u+ versus z+ for the center line in row 3 for the 30,000 Reynolds number............. 101
52: Velocity-time record at increments off pins in row 1 at the 30,000 Reynolds
number...............................................................................................................................103
53: Velocity-time record for shedding near pins in row 1 at all Reynolds numbers......104
54: Velocity-time record for shedding near pins in row 2 at all Reynolds numbers....... 105
55: Turbulent spectra at 0.07 cm off the pin surface at 2.54 cm from either endwall in row
1 for all Reynolds numbers............................................................................................... 106

vii

56: Mid-line Nu/RfcDe'72 distribution for 30,000 Reynolds number based on
Veff(row) [17]...................................................................................................................108
57: Mid-line Nu/Reoe1/2 distribution for 10,000 Reynolds number based on
VefKrow) [17].................................................................................................................... HO
58: Mid-line Nu/Reoc1/2 distribution for 3,000 Reynolds number based on
Veff<row) [17].................................................................................................................... I l l
59: Correlation of pin stagnation point heat transfer, Nu/ReDei/2 versus T R L .............. 113
60: Comparison of mid-line distributions of Nu/Reoc,/2 in row2 for all Reynolds numbers
based on VefKrow) showing the effect of shedding on backside heat transfer............... 115
61: Comparison of single and x-wire velocity profiles in row 1 for all Reynolds
numbers.............................................................................................................................119
62: Attenuation of v' at relatively low wave numbers at locations at the center line
between pins in row 5 at the30,000 Reynolds number.....................................................121
63: Correlation of v'2 distribution for data acquired at location 5 in row 5 for all Reynolds
numbers.............................................................................................................................123
64: Correlation of v' distribution for data acquired at location 5 in row 3 for all Reynolds
numbers.............................................................................................................................124
65: Attenuation of w' at relatively low wave numbers at locations at the center line
between endwalls inrow 5 atthe 30,000 Reynolds number.............................................125
66: Correlation of w'2 distribution for data acquired at location 5 in row 5 for all
Reynolds numbers.............................................................................................................127
67: Correlation of w'2 distribution for data acquired at location 5 in row 3 for all
Reynolds numbers.............................................................................................................128
68: Normalized components at the center point between pins in row 3 for the 30,000
Reynolds number.............................................................................................................. 131
69: Profiles of the Ruv correlation at the center point between pins in rows 3 and 5 for all
Reynolds numbers.............................................................................................................132
70: Normalized components at the center line between endwalls in row 3 for the 30,000
Reynolds number...............................................................................................................133
71: Correlation of normalized shear stress in row 3 for all Reynolds numbers............ 135
viii

72: Ruw correlation profiles at the center point between pins in rows 3 and 5 for all
Reynolds numbers.................................. ............................................................................. ....136

73: Data, CFD calculations, and correlations from literature for array flow
friction factor................................ .... ........................................................................... 138
74: Average array Nusselt number comparison for all Reynolds numbers....................139
75: Data and CFD calculations of the velocity profile at the center point between pins in
row 3 for the 30,000 Reynolds number.......................................................................... 140
76: Data and CFD calculations of the velocity profile in the near wall region at the center
point between pins in row 3 for the 30,000 Reynolds number.......................................141
77: Data and CFD calculations of the velocity profile in the near wall region at the center
point between pins in row 3 for the 10,000 Reynolds number.......................................142
78: Data and CFD calculations of the velocity profile in the near wall region at the center
point between pins in row 3 for the 3,000 Reynolds number.........................................143
79: Data and CFD calculations of the velocity profile at the center line between endwalls
in row 5 for the 30,000 Reynolds number...................................................................... 144
80: Row-by-row development of turbulence intensity for the three k-e models and the
data at the 30,000 Reynolds number...............................................................................145
81: Row-by-row development of turbulence intensity for the three k-e models and the
data at the 10,000 Reynolds number...............................................................................146
82: Row-by-row development of turbulence intensity for the three k-e models and the
data at the 3,000 Reynolds number.................................................................................147
83: Mid-line pressure coefficient distributions comparing the data and three k-e model
CFD calculations at the 3,000 Reynolds number............................................................149
84: Mid-line pressure coefficient distribution comparing the data and Standard k-e
model CFD calculation at the 3,000 Reynolds number........................................ ..........150
85: Mid-line Nu/ReDm1/2distribution comparing the data and three k-e model CFD
calculations at the 3,000 Reynolds number.....................................................................152
86: Mid-line Nu/ReDml/2 distribution comparing the data and realizable k-e model CFD
calculation at the 3,000 Reynolds number...................................................................... 153

»x

87: Determination of effective velocity based on pin surface velocity distribution in row 1
for the 30,000 Reynolds number..................................................................................... 194

x

LIST OF TABLES
Table

Page

I: Donahoo, Kulkami, Belegundu, and Camci [14] Optimum streamwise spacing for
four Reynolds numbers...................................................................................................... 11
2: Static pressure tap locations along the pin surface........................................................42
3: Static pressure tap locations along the top wall surface............................................... 44
4: Components of the X-Y traversing system.................................................................... 50
5: Location of spectra measurements................................................................................. 52
6: Sampling rates per channel for hot wire data acquisition at the three Reynolds
numbers.............................................................................................................................. 55
7: Boundary conditions used in FLUENT calculated in Microsoft Excel........................65
8: Summary of profiles presented Figure 33 to Figure 38 in for all Reynolds numbers.. 79
9: Inlet and row-by-row turbulence characteristics............................................................85
10: Locations of roll-off from the von Karman formula for Figure 44 and Figure 45.....93
11: Skin friction coefficient and TLR parameter near the endwall at the center point
between pins for all Reynolds numbers............................................................................ 98
12: Strouhal number for peak shedding frequency in Figure 55.................................... 107
13: Turbulence intensity measured with a single wire between pins in row 3 at the 30,000
Reynolds number.............................................................................................................. 148
14: Microsoft Excel spreadsheet for perturbed uncertainty analysis of Nusselt
number...........................................................................
15- Locations of data acquisition for the single and x-wire measurements....................195

xi

NOMENCLATURE
English Letter Symbols
A

constant relating to the one-dimensional spectrum, 1.62

A

channel cross-sectional area, m2

Abaf

average flow area in the test section, m2

Aheater area of the heater, m2
Amin

minimum array flow path area, nT

Aorifice flow area of the orifice plate, m2
Cd

coefficient of discharge

Cf/2 skin friction coefficient
Cf/2 = 0.0125 Re82‘025
Cf/2 = Too/(P Uoo2)
Q,

heat transfer enhancement coefficient

Cp

pressure coefficient, [Ps(9) - Ps(0)]/(p V^x2^ )

Cp

specific heat at constant pressure, J/kg K

d

diameter of the pin, m

D

Pin or tube diameter, m

D’

characteiistic length, m

D„a

binary diffusion coefficient of naphthalene in air

xii

E](f)

one dimensional energy spectrum as a function of the u’ component of turbulence
as a function of frequency, f

Ei(ki) one dimensional energy spectrum as a function of wave number
Ei(ki) = U E,(0/2/71, m3/s2
E2(f)

one dimensional energy spectrum as a function of the v’ component of turbulence
as a function of frequency, f

E2(ki) one dimensional energy spectrum as a function of wave number
E2(k,) = U E2(f)/2/7t, m3/s2
E3(0

one dimensional energy spectrum as a function of the w’ component of turbulence
as a function of frequency, f

E3(ki) one dimensional energy spectrum as a function of wave number
E3(k,) = U E3(f)/2/7t, m3/s2
f

flow friction factor or pressure loss coefficient,
f = AP/(2 p V j N)

f

frequency, 1/s

Fr

Frossling number, Fr = Nu/Reo1,:

h

heat transfer coefficient, W/m“/K

H

channel height, m

hm

mass transfer coefficient, cm/s

h«,

local heat transfer coefficient measured upstream of the array, W/mVK

Iheater current through the heater, Amps
Ishum current through the shunt resistor, Amps
k

thermal conductivity, W/m/K
xiii

k

turbulent kinetic energy, experimentally ‘/2(u,2+v’2+w’“) or from k-e model, m2/s2

ki

wave number, ki = 2 n f/U, m_1

Kp

dimensionless pressure coefficient, equation (6)

l

mixing length

L

total length of the contraction nozzle, m

Lu

energy scale, Lu = 1.5 |u’|3/e, m

Lx

longitudinal integral length scale based on u’ fluctuation, cm

Ly

longitudinal integral length scale based on v’ fluctuation, cm

N

number of array rows

N ud

Nusselt number, Nu = h D/k

Nux

Nusselt number, Nu = h x/k

Patm

Atmospheric pressure, Pa

Porifice Static pressure measured at the orifice plate, Pa
Ps

Static pressure, Pa

Pt

Total pressure, Pa

Pr

Prandtl number, Pr = p Cp v/k

qc

convective heat flux, equation (16), W/m2

q”cond heat flux of conduction through the heat transfer pin, W/m“
q”heater heat flux due to the heater inside the heat transfer pin, W/m2
q”nct

total heat flux in the two-dimensional epoxy heat transfer pin, W/m2

q”rad

heat flux due to radiation off the Inconel fo il, W/m2

R

pin radius, rn

Reo

diameter Reynolds number, based on Vmax, also Reom
xiv

Repe

diameter Reynolds number, based on Veff

Reg2

momentum thickness Reynolds number, based on 82, also Rem

Rex

x Reynolds number

Rshunt resistance of the shunt resistor, Ohms
Ruv

shear stress correlation coefficient based on mV
Ruv = mV /( m,2v'2 )05

Ruw

shear stress correlation coefficient based on u'w'
Ruw = u'w'/(u'2w'2 )0'5

S

total heat transfer surface area, m2

S

span wise pin spacing, m

Shd

Sherwood number

St

Strouhal frequency, St = f D/Vinax

t

time, s

T

temperature, K

Ta

air temperature, equation (16), K

Too

freestream temperature, K

T lc

liquid crystal temperature, equation (16), K

TSurface local wall surface temperature, K, also Tw
TLR

turbulence parameter, TLR = Tu (82/Lu)1/3 (Re§2/1000)1/4

TRL

turbulence parameter, TRL = Tu Rer>5/12 (D/Lu)1/3

Tu
Tuv

turbulence level, Tu = u’/U«,
normal component turbulence level, Tuv = v’/ Uoc
xv

U

streamwise velocity, m/s

Uci

streamwise velocity at the center line, m/s

Ueff

effective velocity measured by the hot wire sensor, m/s

Uoo

streamwise velocity measured in the freestream or the driving force velocity for
the endwall velocity profiles, m/s

u+

velocity non-dimensionalized on inner variable, u+ = U/ux

u’

rms streamwise fluctuation velocity, m/s

mV

apparent turbulent shear stress, m2/s2

u'w'

apparent turbulent shear stress, m2/s2

uT

shear velocity, ux = LL (Cf/2)1/2

V

open volume in the test section [9], m3

Vapp

velocity approaching the pin, m/s

Veff

effective velocity approaching a row, m/s

Vheater voltage of the heater, V
Vmax

average velocity through Amjn, m/s

v’

rms normal fluctuation velocity, m/s

VrhUnt voltage through the shunt resistor, V
w

mass flow rate [8], kg/s

Wdot

mass flow rate, kg/s

w’

rms spanwise fluctuation velocity, m/s

X

axial distance, m

y

normal distance from the test surface, m

y+

normal distance from the wall non-dimensionalized on inner variables, y+= y ux/o
xvi

z

spanwise distance from the pin surface, m

z.(i-a/2) standard normal variable for area (l-a/2)
Greek Letter Symbols
P

ratio of orifice diameter to pipe diameter for calculation of Cd

82

momentum thickness, cm

8

emissivity of the Inconel foil, 0.21

e

turbulent dissipation rate, m2/s3

r|

Kolmogorov length scale, equation (61), cm

0

angular distance from the stagnation region of the pin , degrees

K

mixing length constant, 0.41

p

absolute viscosity, Pa s

o

kinematic viscosity, m2/s

Dm

eddy diffusivity for momentum, m2/s

p

fluid density, mass per unit of volume, kg/m3

a

Stefan-Boltzman constant, 5.67e-8, W/(m2K4).

x

shear stress, N/m2

to

angular momentum, m2/s

X2(i-a/2) chi-squared distribution for area (l-a/2)
Subscripts
in

signifying an inflow

ex

signifying an outflow

00

evaluated in the freestream
XVII

ACKNOWLEDGEMENTS
I would like to express my appreciation to those who have supported me
throughout my time in graduate school, both with my studies and my experiences outside
of the research project.
I would like to thank Dr. Forrest Ames for his support and guidance throughout
my time at the University of North Dakota. He has offered his knowledge to help me
better develop my understanding of this research and his guidance to help me achieve my
goals during graduate school. I would also like to thank Brandon Abel for his assistance
in manufacturing new test sections and acquiring three-dimensional pressure
distributions. Additionally, Jay Evenstad and Gary Dubuque have been accommodating
in the manufacturing and detailing of the test section components throughout the entirety
of the project. This project was funded by the National Science Foundation.
I would also like to thank my parents, David and Tara, for making my college
experience easier by lending their support and encouragement.

xviii

ABSTRACT
Pin fin arrays are one of the more common internal cooling features in many
turbine vanes and blades. Pin fins increase turbulence of passage flow and internal heat
transfer surface area. Most pin fin array designs use empirical correlations to predict heat
transfer rates and pressure drop. Previous research suggests computational models for
heat transfer and velocity distribution predictions can be improved if the characteristics of
turbulence and its response near surfaces such as pins and endwalls are known. Detailed
heat transfer and turbulence data are needed to investigate why current turbulence models
fail. Improvements can be made by introducing more accurate physics into these models.
A cause and effect between local heat transfer and the local velocity and
turbulence distributions in pin fin arrays is needed to advance understanding and improve
predictive modeling. In this research a comprehensive set of data including surface static
pressure, velocity, turbulent components, and turbulent spectral information was acquired
in a staggered pin fin array. Data for local heat transfer were previously recorded. Hot
wire anemometry data were taken for Reynolds numbers of 3,000, 10,000, and 30,000.
Hot wire measurements were acquired off the pin and off the endwall to show a
specific cause and effect between local heat transfer and turbulent transport at various
locations within the array. Detailed measurements were taken in rows 2, 3, and 4 of the
array, as turbulence generation from pins upstream appeared to have the most profound
effect on the physics of the flow in these locations. Turbulence measurements and
xix

energy spectra were acquired using first the single-wire technique and then using x-wire
techniques. These measurements have been taken in regions without separation.
Comprehensive velocity profiles off the pin and endwall with single-wire and x-wire
surveys across the pin spaces were compared with computational fluid dynamic (CFD)
predictions. Additionally, v’ spectra were taken at locations off the endwall where
corresponding heat transfer measurements were available.

xx

CHAPTER I
INTRODUCTION AND BACKGROUND
Introduction
Pin fins are one of the more common internal cooling mechanisms used in turbine
blades and vanes. The efficiency of gas turbines is improved by increasing the turbine
inlet temperature and pressure. The increased inlet gas temperature causes higher surface
heat loads, complicating the task of cooling turbine components. Metal temperatures
need to be kept within material limits through a combination of film cooling and internal
convection. Film cooling reduces the effective external temperature; internal cooling
uses compressor discharge air to convect heat away from the component. Pin fins are
inserted into internal cooling passages to increase the internal convection by creating
turbulence in passage flow and greater internal surface area. Proper use of pin fins will
maintain a desired temperature of the material, allowing reliable operation at elevated
temperatures.
Most pin fin array designs use empirical correlations to predict heat transfer rates
and pressure drop within pin fin arrays. The range of geometries represented by these
empirical correlations for pin fin arrays is limited, limiting the designer. Inaccuracies in
heat transfer cooling models may occur when designers stray from the geometries
represented by the empirical correlations. Most irtemal convection computational fluid
dynamics (CFD) methods are limited by the turbulence models that are used. While
1

accurately predicting velocity and temperature fields for most of the flow field, these
models typically predict heat transfer and pressure drop poorly due to inability to deal
with high intensity turbulence generated upstream and convected into the region,
especially in comer areas where pressure gradients become important for heat transfer.
More flexibility in the design of pin fin arrays can be accomplished by developing
accurate internal CFD models.
Previous research suggests computational models for heat transfer and elocity
distribution predictions can be improved if the characteristics of turbulence and its
response near surfaces such as pins and endwalls are known. Detailed heat transfer and
turbulence data are needed to investigate why current turbulence mod s fail. The
objective of this research is to enhance the understanding of fluid flow and heat transfer
within pin fin arrays by further developing a detailed database of heat transfer, velocity,
and turbulence characteristics with respect to Reynolds number and location. These data
will be used to investigate where and why current turbulence models fail. In order to do
this, it is necessary to develop a cause and effect between local endwall heat transfer and
the local velocity, shear stress, and temperature profiles within a pin fin array. Prior
research has often acquired pin average heat transfer. Research already conducted
examined the angular variation of the heat transfer and static pressure over the full
surface of the pin at Reynolds numbers ranging from 3,000 to 30,000. This study looks
at the physics of velocity fields, turbulence, and spectra between pins and off the endwall
and its effect on heat transfer within the array.

2

Background
The purpose of this research is to examine the effects of local fluid dynamics on
heat transfer characteristics in a staggered pin fin array consisting of cylindrical pins.
Studies similar to this have been conducted in the past. These studies focused on local
turbulence intensity within in-line and staggered pin fin arrays but neglected to record the
lateral components of turbulence and velocity spectra. Knowledge of the shear stress,
scale, and the spectra of turbulence in pin fin passages will aid in the enhancement of
turbulence modeling. A literature review of the major findings was conducted to assess
the state of knowledge in the field and to add confidence to the experimental techniques.
The review will look at array flow friction factor and pressure drop, array-averaged heat
transfer, local row heat transfer, local heat transfer on pins and endwalls, turbulence
measurements, and computational predictions.
Array Flow Friction Factor and Pressure Drop
Pressure drop within a pin fin array is often described in terms of flow friction
factor. Armstrong and Winstanley [1] reviewed flow friction factor and pressure drop for
a staggered pin fin array. The pressure losses incurred in a staggered array are greater
than those found in plain channels or in -line arrays; however, the pressure drop across pin
fin arrays is less than that for impingement slots. Armstrong and Winstanley [1] define
flow friction factor based on the static pressure drop across the array, AP, the mass
averaged velocity between the minimum pin to pin flow area, Vmax, and the number of
rows, N.
AP
/ =

2p

(1)

N
3

Previous work done by Metzger [2] gives correlations for friction factor at lower Mach
numbers. These correlations are based on an S/D = 2.5 for various values of X/D.
/ = 0.317 R e ^ 132

(2 )

for 103 < ReD< 104
/ = 1-76 R e ^ 3,8

(3 )

for 104 < ReD< 105
Metzger reports Reynolds number as a function of the mean streamwise velocity in the
minimum flow area, Vmax, and pedestal diameter, D.

Re =

(4 )

Correlations have also been made for long tubes by Jacob [3].

/ = 0.25 + -

0.1175

Re

1.08

-

0.16

(5 )

' S -P

D

Data was acquired by Ames et al. [4] in an eight-row staggered array at Reynolds
numbers ranging from 1,500 to 35,500. The streamwise and spanwise spacings were X/D
= S/D = 2.5. The height of the pin was twice its diameter. The data falls within 10
percent of Metzger’s correlation and fits well with Jacob’s correlation at lower Reynolds
number. The poor correlation at higher Reynolds numbers is attributed to thinner viscous
regions lowering the flow friction factors. In log coordinates, the flow friction factor
versus Reynolds number shows a changing slope. Three dimensional FLUENT
4

calculations done by Ames et ai. [4] compared well to the correlations for both heat
transfer and friction factor at lower Reynolds numbers but under-predicted heat transfer
and pressure drop at higher Reynolds numbers.
Heat flux, pressure drop, and isothermal friction factor were investigated by
Olson [5]. It was found that the pressure drop increased as the heat flux increased. As
the heat flux increased the gas temperature increased and the density decreased producing
higher velocities and higher pressure drop. Friction factor did not appear to depend on
the heating rate.
Heat transfer and pressure drop experimentation was also conducted by Sparrow
et al. [6] for purposes of comparison to previous work. Three distinct pressure regions
were identified: pressure upstream of the array, pressure within the array, and pressure
downstream of the array. Upstream of the array there is a linearly decreasing pressure
distribution associated with duct flow. Within the array there is a sharp decrease in
pressure that is also linear. Downstream of the array there is some pressure recovery as
the flow once again fills the cross-section of the duct followed again by a linear decrease
in pressure indicative of duct flow. The array pressure drop is described on a pc-row
basis with the dimensionless pressure coefficient, Kp.
AP

K

p

=

-

------- ( 6 )

\ P VL N
Comparing the in-line and staggered array results show that from the standpoint of
minimum heat transfer surface the staggered array is preferred; however, the resulting
pressure drop is about 50 percent larger than the corresponding in-line array.
5

Average Array Heat Transfer
The average array heat transfer in a staggered pin fin array is dependent on the
Reynolds number. Previous research shows that pin fins have higher heat transfer
coefficients than the endwall. However, due to the greater overall surface area of the
endwall, array-averaged heat transfer results are nearly equal to the endwall average
results rather than the pin average results [7], Various geometries for pin fin arrays have
been studied.
Chyu et al. [7] found that pin fins consistently have 10 to 20 percent higher heat
transfer coefficients than the endwalls. This study consisted of an in-line and a staggered
pin fin array with X/D = S/D = 2.5 and H/D = 1 v/ith seven rows. VanFossen [8]
suggested that pins have nearly 35 percent higher heat transfer coefficients than the
endwalls. Ames et al. [4] used FLUENT and found two-dimensional array heat transfer
values were under-predicted by 5 to 14 percent in comparison to results by Zukauskas
and Ziugzda [9]. This under-prediction was attributed to the slow rise in turbulence
within the model compared with the actual values generated within the array. The threedimensional heat transfer values were under-predicted by about 24 percent. This was
attributed to an under-prediction of the endwall heat transfer.
VanFossen [8] developed a database for staggered short pin fin array heat
transfer. VanFossen as well as Metzger and Haley [10] have noted that the heat transfer
for short pins is less than the heat transfer for longer pins, such as those used in tube
bundles. VanFossen investigated two different geometries: one with a 0.635 cm diameter
pin, X/D = S/D = 4 and H/D = 2 and the other with 0.3175 cm diameter pin, X/D = S/D =
2 and H/D = 0.5. Pins in the larger array two geometries were investigated: one with
6

copper or wooden pins placed perpendicular to the endwall surfaces and a geometry of
copper pins at an incline to the endwall surfaces were investigated. The smaller array
consisted of copper pins perpendicular to the endwalls. VanFossen [8] found that heat
transfer data for all four configurations fell onto a single correlating line using a leastsquares curve fit.
Nu= 0.153 Re*685

(7)

for 300 < ReD< 120,000
It should be noted that VanFossen [8] reported Reynolds number differently than Metzger
[2], reporting with respect to a characteristic length, D \
vvdot
Re =

\ \ a r

D'
)

(8)

£>’=

(9 )

The mass flow rate, wdot, is divided by the average flow area in the test section, Abar, and
then multiplied by the characteristic length, found by taking four times the open volume
in the test section, V, divided by the total heat transfer surface area, S. These
experiments were conducted at Reynolds numbers from 300 to 60,000. This study also
found that short pin fin heat transfer is about two times higher than that for a plain
channel [8]. The average heat transfer coefficient for the inclined array was nearly equal
to that for the perpendicular array. The effective heat transfer, however, is higher for the
inclined array due to the increase in pin surface area. This effect is greatest at the lower
Reynolds numbers.
7

Metzger and Haley [10] showed average array heat transfer for the first four rows
of their array agreed with the first four rows with the results of VanFossen [8]. Two
array geometries of 10 rows were tested with both conducting and non-conducting pins:
D = 0.508 cm, X/D = S/D = 2.19 and H/D = 0.875 and D = 0.846 cm, X/D = 1.32, S/D =
2.19 and H/D = 0.875. The overall average Nusselt numbers for the non-conducting pins
were higher than those for the conducting pins at the low Reynolds numbers but lower at
the higher Reynolds numbers. A least squares fit to the conducting pin results give
equations for average array Nusselt number.
Nu = 0.092 Re^707

( 10 )

for X/D = 1.5
Nu = 0.69 Re£728

( 11 )

for X/D = 2.5
Metzger and Haley [10] show that non-conducting pin fins, which are less expensive and
easier to manufacture than conducting pins, can be used to measure pin fin performance.
Pins of circular and oblong cross-sections were investigated in a research
conducted by Metzger, Fan, and Haley [11]. The circular pins rotated about two-thirds of
the way toward an in-line orientation from the staggered increased heat transfer by about
9 percent and decreased pressure loss by about 18 percent. The oblong pins showed an
increase in heat transfer of about 20 percent over the circular pins. This increase was
accompanied by increase in pressure loss of nearly 100 percent. Additionally, this work
showed pin surface heat transfer coefficients approximately twice the value of the
endwall.
8

Li, Chen, Flechtner, and Wamecke [12] used heat and mass transfer analogy with
naphthalene sublimation to show mean heat transfer coefficients on the pins and endwall.
Elliptical pins had a major axis length 16 mm and a minor axis length of 9 mm. The
major axis was oriented in the streamwise direction and the minor axis in the spanwise
direction, causing the flow to impinge on the smaller portion of the ellipse. These
elliptical pins showed higher heat transfer and lower resistance than the circular pins for
Reynolds number ranging from 1,000 to 10,000. Geometries of more compact arrays
showed an increase in heat transfer.
Local Row Heat Transfer
Local row heat transfer is dependent on row location within the array. In general,
research has shown a rise in heat transfer through an array. At some row the heat transfer
reaches a peak value which is followed by a slight decline to a plateau in subsequent
rows. Arnes et al. [4] conducted experiments for Reynolds numbers from 1,500 to 30,000
in a staggered pin fin array with X/D = S/D = 2.5. For Reynolds numbers above 10,000,
heat transfer rises to row 3; for Reynolds numbers below 10,000 the peak heat transfer
occurs in row 4. The rise in heat transfer in row 2 was attributed to a higher effective
velocity across the pin and endwall due to the blockage caused by the pins in row 1.
Turbulence generated by pins in rows 1 and 2 also enhances endwall heat transfer. By
row 3, the wakes from rows 1 and 2 began to impinge on the downstream rows thus
increasing pin and endwall heat transfer. FLUENT predictions done by Ames et al. [4]
show that heat transfer is under-predicted.
Work done by Chyu et al. [7] also showed that row-averaged heat transfer
increased to row 3. These experiments were conducted for Reynolds numbers ranging
9

from 5,000 to 25,000. The difference in row-averaged heat transfer coefficient varied
with Reynolds number, array configuration, and pin spacing. In general, it was found
that the heat transfer coefficient on the pin was 10 to 20 percent higher than on the
endwall. Chyu et al. [7] developed a correlation for a staggered array with X/D = S/D =
2.5 and H/D = 1.0.

— rr = 0.320 Re0583
Pr04

( 12 )

for 5,000 < Re < 25,000
This correlation shows a weaker dependence on Reynolds number than the correlation
developed by Metzger (1982).

—
—-rr = 0.080 Re0728
p r 04

( 13 )

for 1,000 < Re < 100,000
The correlation for Chyu includes the averaged pm and fin surfaces whereas the
correlation developed by Metzger is based only on the endwall heat transfer.
Yeh and Chyu [ 13] studied a staggered array with 15 rows and three columns of
pins with H/D =1.0 and 2.8 for Reynolds numbers ranging from 9,000 to 29,000. The
streamwise spacing was held constant at X/D = 2.6 and spanwise spacings of S/D = 2.6,
2.8, and 3.6 were investigated. Similar patterns for row-averaged heat transfer were
found for both H/D ratios at all Reynolds numbers. An initial rise in heat transfer was
seen from row 1 to row 3, with the peak heat transfer always occurring in row 3
regardless H/D. A slight decline in heat transfer was noted for the remaining rows. The
average difference between the value of maximum heat transfer and heat transfer in the
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final row of the array was about 16 percent. Yeh and Chyu [13] concluded that in general
the pin-to-endwal! Nusselt number ratio was higher in rows 1 to 5. The value decreased
downstream of row 5, as the effect of the flow impinging on the pins decreases as flow
moves down the array; the effective velocity decreases downstream in the array.
Donahoo et al. [14] used two-dimensional models over circular pins in a
staggered array to find the optimal spacing for 10 rows. The goal was to create a feasible
set of designs to find the optimal spacings based on heat flux and total pressure drop.
Fourteen values for X/D were chosen between values of 1.0 and 4.0. The spanwise
spacing was held constant at S/D = 2.5 for Reynolds numbers of 1,270, 3,980, 7,310, and
13,800. Table 1 gives the optimal values for each Reynolds number as found by
Donahoo et al. [14],
Table 1: Donahoo, Kulkami, Belegundu, and Camci [14] Optimum streamwise spacing
for four Reynolds numbers.
Reynolds Number | Optimum Spacing, X/D
2.00
1,270
2.25
3,970
1.75
7,310
1.75
13,800
Heat flux reached a maximum value between rows 4 and 6. This can be understood by
explaining what happens to heat flux and turbulent kinetic energy as one moves through
the array. The driving force for heat transfer, which is the difference between the
averaged pin surface temperature and the coolant temperature, decreases forcing the
average heat flux to decrease. However, the turbulent kinetic energy increases up to row
6 enhancing convective cooling which increases the heat transfer. By row 4 or 5, the
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increase in turbulent kinetic energy becomes negligible and the decreasing temperature
difference causes a decrease in average heat flux [14].
Simoneau and VanFossen, Jr., [15] tested the dependence of heat transfer on row
location on a single pin in an array. A single heated pin was used with unheated pins
added either upstream or downstream to note the effects. The tests were done for
Reynolds numbers ranging from 5,000 to 125,000 with X/D = S/D = 2.67, H/D = 3.01,
and D = 0.953 cm. It should be noted that the average channel velocity, and not the
maximum velocity, was used to calculate the reference Reynolds number, similar to
VanFossen [8], where the mass flow rate, w, is multiplied bv tb
and divided by the channel cross-sectio<

Re =

yltnder diameter, D,

area, A, and the viscosity, /t.

wD
// A

(14)

The base case was a single heated cylinder with two “dummy” pins on either side
and no pins upstream or downstream [15]. Compared to this base case, about a 50
percent increase in heat transfer was found with the addition of one to five rows upstream
for the in-line array case. The number of rows had little influence on the percentage of
increase. Turbulence intensity profiles were also nearly identical for the addition of rows
upstream with a peak of 46 percent in the wake to a 10 percent average between pins.
For the staggered array, the addition of rows upstream produced an average
increase in heat transfer of 21, 64, 58, 46, and 46 percent above the base case with the
addition of one to five rows, respectively. The turbulence intensity profiles were
different for each case; in general, the average intensity first increased and then decreased
with the addition of rows upstream. This behavior was the same as seen in the heat
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transfer results, with an increase up to the addition of three rows and a decrease with the
further addition of rows.
In both the in-line and staggered arrays, the addition of rows downstream showed
no effect on the heat transfer results for multiple rows and showed little effect on the base
case. In general the peak turbulence intensity level occurred in the third or fourth row
with decreasing turbulence to the sixth row [15].
Local and array-averaged heat transfer data and the effects of geometry on heat
transfer and flow friction were summarized by Armstrong and Winstanley [1]. Pin heat
transfer averaged over the array varied with Reynolds number to a power between 0.6
and 0.7 depending on H/D. Similar to the research above, Armstrong and Winstanley
found that local row-resolved heat transfer in staggered array increased to a peak value
between row 3 and row 5 followed by a slight decay in the downstream rows. A
comparison to Metzger and Haley [10] noted that a local maximum and subsequent
decrease correlated to the turbulence levels. Hot wire measurements acquired by
Metzger and Haley [10] showed a similar peak and decrease in the turbulence
measurements.
Goldstein et al. [16] examined mass transfer and pressure drop of a staggered pin
fin array with 10 rows and fully developed flow. The row-by-row Sherwood numbers
show an increase to row 3 and then a slight reduction followed by a leveling out in
subsequent rows [16]. It was noted that at Reynolds numbers below 5,000 the peak
occurred in row 4. Sherwood number is calculated from the following equation.

Shd =hm4 ~
13

(15)

In the equation, d is the diameter of the fin, Dna is a binary diffusion coefficient of
naphthalene in air, and hmis the mass transfer coefficient. The average values for
Reynolds numbers ranged from 3,000 to 18,000. Sherwood numbers increased in rows 2
and 3 due to acceleration between pins, vortex shedding behind pins, and accelerated
flow from upstream rows on the front surface of the pin. Pins in row 2 were affected by
the impingement of the accelerated flow; pins in row 3 experienced the same effect with
the addition of shed vortices from pins in row 1. Rows downstream saw similar effects to
row 3. Sherwood number increased with Reynolds number, as expected.
Local Pin Heat Transfer
Heat transfer on pin surfaces is marked by the location of separation and
boundary layer thickness around the pin. The highest heat transfer on a pin surface is at
the stagnation region and around the front of the pin. The heat transfer then begins to
decrease until the point of separation. Heat transfer then increases on the backside of the
pin due to turbulence. Correlations between surface velocity with respect to angular
location and angular heat transfer are necessary to make predictions.
Heat transfer from pins in arrays is similar to heat transfer from cylinders in
crossflow. For low turbulence cylinders in crossflow have Nu/Reo’72 in the stagnation
region of approximately equal to 0.95. Work by Ames, Morrow, and Dvorak [17]
presents mid-line heat transfer distributions in terms of Nu/ReD1/2 for an array Reynolds
number of 30,000. Stagnation point values of Nu/Reo172 in rows 1 and 2 are close to
0.95. Array inlet turbulence levels were measured at 1.5 percent with a very large and
inactive scale suggesting results for rows 1 and 2 should compare closely with a cylinder
in crossflow. Zukauskas and Ziugzda [9] show data comparing a single cylinder in
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crossflow to a single cylinder in crossflow with a splitter plate at the aft stagnation point.
Heat transfer in the stagnation region and front portion of the cylinders is similar in both
cases. However, the backside heat transfer on the pin with the splitter plate is
substantially lower than the cylinder without the splitter plate, suggesting the shedding on
the backside of a pin in an array can greatly increase heat transfer.
Baughn and Saniei [18] conducted experiments using liquid crystal methods to
measure heat transfer around pins. These experiments were conducted at a Reynolds
number of 23,000 using uniform heat flux boundary conditions. The local heat transfer
coefficient was measured with respect to surface angle. The stagnation region on the pin
surface was referred to as 0 degrees. The following equation was used to calculate the
heat transfer coefficient.

h(e)=

T,A0)-Ta

(16)

Five methodologies for using liquid crystals were briefly explained by Baughn
[19]: heated-coating method, preheated wall transient method, duct insertion technique,
shroud-heating technique, and uniform coating method. Pin fin examples were given for
the preheated wall transient method and the heated-coating method, which was the
method used by Baughn and Saniei [18]. The pins used were 5.1 cm in outside diameter
and 10.2 cm long, or H/D = 2.0. Electrodes were connected to the gold film around the
surface of the pins. Silver paint provided an electrical contact between the electrodes and
the gold film. The microencapsulated liquid crystal was applied with an airbrush. The
voltage was increased until the surface of the pin appeared green. In most cases this first
occurred at 90 degrees, which was the location of minimum heat transfer [19].
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Heat transfer results were given with respect to Frossling number [18]. The
highest heat transfer occurred at 0 = 0 degrees. For a single pin fin in flow with S/D =
2.0, the heat transfer decreased as a boundary layer developed around the front of the
cylinder. The Frossling number decreased from 1.08 at the stagnation region to about
0.45 at 0 = 85 to 95 degrees where separation occurred. After the location of separation
the heat transfer again increased due to turbulent shedding on the backside of the pin.
For a single pin in the wake of another (similar to an in-line array) both with S/D = 2.0,
the highest heat transfer occurred at a Frossling number of 1.164 around 0 = 60 degrees.
A minimum Frossling number of 0.5 occurred around 0 = 150 degrees. The stagnation
region heat transfer was lowered to a Frossling number 0.63. This decrease in stagnation
region Frossling number is attributed to the lower effective velocity approaching this pin,
which is in the wake of another pin. The location of highest heat transfer farther back on
the pin may have been due to impingement of a shear layer from the upstream pin.
Downstream of this a boundary layer formed creating a decrease in heat transfer until the
apparent location of separation where heat transfer then again increased due to shedding
on the backside of the pin. For pins in a staggered array, the results for heat transfer were
similar to the single pin case when the measured pin is in the first row. The second and
third row heat transfer distributions were similar to a single pin except the heat transfer
coefficients increased with increasing row number, especially on the leading edge [18].
For a staggered arrangement, the measurements with the heated pin in the row 3 showed
two minimums suggesting transition in the boundary layer. This may have been caused
by increased blockage from the row 2 pins and increased turbulence levels caused by row
1 pins.
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Metzger and Haley [10] also reported local pin heat transfer measurements for
X/D = 1.32 and 2.19. A heated cylinder was rotated for readings every 10 degrees from 0
to 180 degrees. Looking at the first row Nusselt numbers around the circumference of
the pin, results compared to within 5 percent of those found by Zukauskas et al. [9] for
cylinder with large values for H/D. For Reynolds numbers of 10,200, 25,000, and 32,500
there was an initial tendency for high heat transfer in the stagnation region followed by a
slight increase to about 15 to 20 degrees, depending on the Reynolds number. After this
point there was a decrease in heat transfer until the point of separation. After separation,
the heat transfer again increased due to backside shedding, similar to the results of
Baughn and Saniei [18]. For a Reynolds number equal to 52,800 a significant increase in
Nusselt number was seen between rows 1 and 3. The highest stagnation Nusselt number
occurred in row 5 but row 3 had the highest backside heat transfer levels. Rows 7 and 9
were similar another, suggesting that heat transfer leveled off in the downstream portion
of the array [10].
Local Endwall Heat Transfer
The endwall in a pin fin array accounts for the majority of heat transfer within the
array even though pins are known to have higher heat transfer coefficients. The highest
heat transfer on the endwall occurs in the regions around the base of the pins. Russell et
al. [20] obtained information on heat transfer, flow, and pressure distributions in a
branched duct section. The goal was to compile a set of experimental data to be used for
validation of internal cooling computer codes. The experiments involved nominal
entrance Reynolds numbers based on hydraulic diameters of 45,000, 335,000, and
726,000. The duct was 5.1 cm in height with three rows of staggered pins with 0.95-cm
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diameter. The heat transfer tests used 0.025-mm thick Inconel foil sheets with black
lacquer and thermochromic liquid crystals painted over it. Endwall heat transfer
coefficient maps showed that in a passage without pins, the patterns were the same for all
three flows with high heat transfer off the leading edge of the channel decreasing
downstream. This was likely due to the accelerating flow and high turbulence levels.
Endwall heat transfer in the near pin regions showed an increase in heat transfer
immediately downstream of the pins due to their presence.
Local heat transfer coefficients and local heat transfer enhancement coefficients
were found for eight Reynolds numbers ranging from 2,000 to 100,000 by Dong et al.
[21], where the heat transfer enhancement coefficient, Ch, is the ra^io of the local heat
transfer coefficient, h, to the local heat transfer coefficient measured upstream of the
array, hrj0.

c*=r-

<17)

The array consisted of five staggered rows with cylinders of D = 30 mm, X/D = 1.5, S/D
= 2.0yand H/D =1.0. A collection of thermocouples beneath the middle portion of the
endwall allowed for heat transfer measurements for the length of the array. Similar to the
results found by Russell et al [20], contours of heat transfer coefficients showed that heat
transfer is higher at the leading edge and in the wake of the cylinder [21]. The horseshoe
vortex on the front edge of the cylinders is expected to increase heat transfer on the
endwall at a location just in front of the pin-endwall junction. The increase in heat
transfer due to the horseshoe vortex was more prevalent in the rows 1 and 2. The larger
enhancement of heat transfer in the wake was due to the increase in turbulence intensity
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caused by flow separation and vortex shedding around the cylinder. For the first through
the third row, the average heat transfer on the endwall increased rapidly reaching a
maximum in the fourth row. Profiles for heat transfer enhancement coefficients were
very similar when the Reynolds number was greater than 20,000, suggesting that
variation of Reynolds number has little effect on heat transfer enhancement coefficient.
For Reynolds number below 20,000 the heat transfer enhancement coefficient increased
with decreasing Reynolds number.
In place of liquid crystal thermography, naphthalene sublimation can be used to
measure heat and mass transfer on endwalls. Chyu and Goldstein [22] looked at an in
line and a staggered array to investigate heat and mass transfer at a Reynolds number
based on pin diameter of 16,000. The study was conducted in a test section 1.52 cm high
and 2.03 cm deep; pins were 6.35 mm in diameter with H/D = 1, indicating a gap
between the top of the pins and the top of the test section. High transfer rates were
observed in the first and second rows. Regions immediately ahead and along side of the
cylinders showed the highest transfer, with relatively little sensitivity to the array
geometry. Transfer in regions between pins, however, was strongly influenced by the
array pattern. Low levels of transfer occurred between adjacent pins within a single row
in the in-line array. On the other hand, local minima and maxima were noted between
adjacent pins within a row in the staggered array. Differences in transfer enhancement
occurred mainly in the periodic regime [22].
Turbulent Characteristics
Previous research has shown that turbulence within pin fin arrays contributes to
the heat transfer augmentation of the array. A hot-film anemometry probe aligned
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parallel to the cylinder axis was used by Simoneau and VanFossen, Jr. [15]. Turbulence
intensity profiles were taken in an in-line and a staggered array (X/D = S/D = 2.67) at a
point one-half space upstream of the row containing the heated cylinder. The base case
for all comparisons was a single row with a heated cylinder. Additional experiments
were conducted with rows added upstream of the heated cylinder. For the base case at
Reynolds numbers of 10,000, 50,000, and 100,000, a turbulence intensity of 2 percent
was observed for the two-thirds of the channel upstream of the cylinders. At a 50,000
Reynolds number in the staggered array with two to six rows, the maximum turbulence
intensity was observed two to three rows upstream of the heated cylinder. Local
turbulence intensity levels averaged 46 percent in the wake of the pin immediately
upstream and about 10 percent just in front of the heater pin, or the region between
upstream cylinders. Turbulence intensity, as well as heat transfer, measured immediately
upstream of the heated cylinder decreased with the addition of three or more rows
upstream. Turbulence intensity appeared to continue decreasing with the addition of
more rows whereas the heat transfer appeared to level off. The average turbulence
intensity increased with decreasing Reynolds number.
Hot wire measurements were also taken by Metzger and Haley [10] to confirm
flow patterns seen in a large scale test rig that used kerosene-lamp black flow
visualizations with small heat flux gages. Two arrays were used: X/D = 1.32, S/D = 2.19,
and H/D = 0.875 and X/D = 2.19, S/D = 2.19, and H/D = 0.875. Measurements were
taken 4.06 cm upstream of a 5.1 cm pin. The turbulence intensity reached higher levels
in the more closely spaced array as did the level in the downstream portion of the array
where turbulence intensity typically levels off. It is believed that this certainly
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contributed to the higher heat transfer in the more closely spaced array. Intensity levels
reached 42 percent downstream of rows 3 and 4 in the more closely spaced array and 22
percent in the other array. Downstream where turbulence intensity levels off, intensities
were 28 percent for the streamwise spacing of X/D = 1.32 and 18 percent for the
streamwise spacing of X/D = 2.19.
Goldstein et al. [16] used naphthalene sublimation techniques to measure heat and
mass transfer losses. The experiments used stepped cylinders of larger diameter near the
endwalls and a smaller diameter in the center line of the array. It was hypothesized that
the interaction of the vortices shedding from the larger and smaller cylinders would
increase the turbulence level of the wake. Investigation of the mass transfer results
showed an increase in transfer levels believed to be due to the shed vortices from pins
upstream. This effect was noted in the third and subsequent rows in the ten-row array.
The peak transfer occurs in row 3, where the vortices shed of the first row directly
impinged on the row 3 pins.
Computational Predictions
Well-resolved two- and three-dimensional FLUENT predictions of a staggered
pin fin array were done using the realizable k-s model with a two-layer near wall model
at Reynolds numbers ranging from 1,500 to 35,500 by Ames et al [4]. Generally the twodimensional calculations matched the literature slightly better than the three-dimensional
calculations. Contours of static pressure for a maximum velocity of 22.3 m/s showed
both rows 1 and 2 recovering full total pressure at the stagnation region. The mean
velocity around the row 2 pins was higher than in the first row due to the blockage from
the wakes of pins in row 1. Contours of turbulence intensity based on a reference
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velocity of Vmax, showed that the highest intensity occurred at the leading edge of the pin
and the lowest occurred in the recirculation zone on the backside of the pins. For the
highest Reynolds number turbulence intensity built up through the array without ever
reaching a plateau level; this was attributed to the time-steady nature of the calculations
with a model that was symmetric in the spanwise direction about pin center lines which
did not predict the influence of shedding. The build up of turbulence intensity throughout
the entire array contradicts the Findings of Metzger and Haley [10], suggesting a peak
upstream of rows 4 or 5 followed by a slight decrease and a leveling off in turbulence
intensity. At the lower Reynolds number there v/as a more rapid build up of turbulence
intensity and a leveling off downstream, similar to what data suggests. Generally flow
friction factor was predicted well at the lower Reynolds numbers but was under-predicted
for higher Reynolds numbers by as much as 28 percent. The rate of row-by-row heat
transfer increase was also under-predicted in the FLUENT calculation. Additionally,
average array heat transfer was under-predicted by up to 24 percent when comparing the
FLUENT calculations with data taken by Ames et al. [4]. This was attributed to the
under-prediction of endwall heat transfer.
Steinthorsson et al. [23] predicted air flow and heat transfer in a “branched duct”
geometry. The effects of turbulence on mean flow and heat transfer were investigated
using the Baldwin-Lomax turbulence model. In some regions high heat transfer was
under-predicted, likely due to the local nature of the turbulence model, which cannot
account for the influence of upstream geometry on the turbulence field. Post-processing
revealed that the actual Reynolds number obtained was about 380,000 compared to the
goal Reynolds number of 335,000. Contour plots for heat transfer showed that the
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numerical predictions tended to under-predict endwall heat transfer downstream of the
pins in the wake region. Heat transfer immediately in front of the pins was predicted well
both in value and location. In general, the Baldwin-Lomax model was found to perform
very well in many situations; however, it was clear that better models for heat transfer
prediction were desired.
Objectives of Present Work
A significant number of studies have documented average array heat transfer and
pressure drop and row averaged heat transfer. A few studies have investigated local pin
heat transfer [10, 18, 19, 17], local endwall heat transfer [20, 21, 22], and turbulence
intensity levels [10, 15, 16]. These investigations examined a wide variation of relevant
pin fin array geometries but did not develop a quantitative link between the local fluid
dynamics of the array and surface heat transfer rates. This research experimentally
investigated the fluid dynamics of pin fin arrays in order to both clarify the physics of
heat transfer enhancement and uncover anomalies in conventional turbulence models.
Pin stagnation region heat transfer rates are correlated for the influence of turbulence,
Reynolds number, and scale. Generally, local heat transfer rates are presented in terms of
local fluid dynamic and turbulence conditions. This study is intended to provide a
database of local fluid dynamics including velocity, turbulent components, and turbulent
spectra for pin fin arrays to support the development of more physically based turbulence
models for use in predictive modeling of internal flows.
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CHAPTER H
EXPERIMENTAL AND ANALYTICAL APPROACH
The following chapter details the components of the internal flow and heat
transfer facility at the University of North Dakota (UND) and the methodology followed
to obtain dependable data. A Plexiglas test section was used for taking turbulence
measurements using constant temperature hot wire anemometry. Boundary conditions
were set to obtain a specific Reynolds number and temperature. Hot wire measurements
were acquired in desired locations with respect to row number and location from the pin
and endwall. An additional test section top wall was manufactured to acquire threedimensional pressure measurements. Boundary conditions were adjusted to acquire these
data at specific Reynolds numbers. Test sections to acquire heat transfer and pressure
distributions on the pin fins and endwall will be described along with pressure pins and
heat transfer pins used in previous research done in this facility. The methodology to
acquire two-dimensional mid-line pressure and local pin and endwall heat transfer
distributions will be discussed.
Pressure drop across the array was monitored and reported in the form of flow
friction factor to ensure reliability of the tect facility and experimentation. A ratio of
Nusselt number over the square root of Reynolds number with respect to pin diameter
was monitored and compared via a TRL parameter for a heat transfer measurement
technique confidence check. The array design, array boundary conditions, and data
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acquisition systems are discussed. Any significant changes in the test facility design will
be detailed. The majority of design and manufacturing was conducted by Ray [24] and
Gates [25].
Internal Flow and Heat Transfer Facility
The flow entering the UND pin fin testing facility is carefully controlled to
achieve a uniform, consistent flow at a desired Reynolds number for each experiment
conducted. Reynolds number is calculated with respect to pin diameter. The inlet air
temperature, inlet velocity, and uniformity of the flow field must remain nearly constant
throughout each test. The following is an explanation of the tunnel flow conditioning.
More detailed descriptions of design and manufacturing are found in Ray [24], Gates
[25], and Morrow [26]. Figure 1 shows the UND test facility.

Orifice Plate
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Fan and Controller

The air flow is provided to the UND test facility via a centrifugal, 2 kW blower
which is able to provide up to 0.3 m3/s of air at a static pressure rise of 2000 Pa. An ABB
Industry Systems, Inc., model ACS 100 motor controller is used to set the variable
frequency drive within the nearest 0.1 Hz between 1 and 60 Hz. An air filter has been
added to the fan to remove dust and other debris from the air entering the test facility to
reduce the potential for fouling of the instrumentation. Figure 2 shows the fan and
controller located in front of the first screen box seen in Figure 1.

Figure 2: Fan and controller for test facility air supply.
Two-Stage Diffuser
The blower exhausts into a small rectangular channel 10.2 cm wide by 13 cm
high. A screen precedes a two-stage multi-vane diffuser section, which distributes the air
across the width of the passage and to recover some pressure. Stage 1 has three vanes
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and is 10.2 cm wide, 13 cm high, and 25.5 cm in length. A 20 cm plain rectangular
channel connects the first and second stages to mix out turbulent wakes that form in the
first stage of the diffusing section. Stage 2 also has three vanes and is 13 cm high but is
45 cm wide and 42 cm long. The flow travels from left to right in Figure 3.

Figure 3: Two-stage multi-vane diffuser.
Heat Exchangers
The inlet air temperature to the array is controlled using tv/o Flex-a-lite heat
exchangers, shown in Figure 4. The heat exchangers are placed in series after the second
stage of the diffusing section. The inlet of one exchanger is aligned with the outlet of the
other to eliminate temperature gradients across the channel. A re-circulating water
system with variable make-up flow controls the water temperature. The air temperature
can be increased by closing the make-up flow and continuously re-circulating the water
between the exchanger and the pump, which provides the heat input. The air temperature
can be decreased by adding make-up water to the system, thus lowering the overall
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temperature of the water and allowing the warmer water to exit the system. Controls for
the heat exchanger used for previous research are described by Morrow [26].

Figure 4: Heat exchangers in series.
Screen Section
Immediately following the heat exchangers is a rectangular channel that is 47.6
cm wide by 13 cm high, as seen in Figure 5. This section contains three vertical screens
spaced 5.1 cm apart. The screens help to condition the flow by applying a uniform
restriction to distribute the air evenly through the channel.
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Figure 5: Screen section of test facility.
Converging Nozzle
The flow in the test facility must be directed from the exit of the screen section
into the 5.1 cm-high pin fin array. A contraction nozzle with a smooth 2.5 to 1 area ratio
connects the screen section of the test facility into the pin fin array test section. This is the
last mechanism used to condition the flow before the array test section. The channel
decreases from 13 cm in height to 5.1 cm in height over a length of 24.1 cm. The width of
the test section is held constant at 47.6 cm. Figure 6 shows the converging nozzle. The
nozzle shape is represented by an equation for the y-distance representing one-half of the
nozzle incorporating an equation for the x-distance [27], The maximum y-value of the
actual nozzle is 1.27 cm. The equation for the x-distance represents the dimensionless
length of the nozzle, where the total length, L, is 25.4 cm.
y = 1+1.5 F(x)

(18)

f ( x ) = x 4 (l 5 - 24 x + 10 x2)
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(19)

X

x- —
L
0<x< 1

Figure 6: Converging nozzle preceding pin fin array test section.
Orifice Flow Tube and Plate
After exiting the pin fin array the flow is turned 90 degrees upward, passes
through a rectangular channel (5.1 cm by 47.6 cm), turns another 90 degrees back over
the test facility, and is directed into a sharp-edged orifice tube where the mass flow rate
can be measured. The purpose of turning the flow is to conserve limited laboratory
space.

Figure 7: Orifice tube and orifice plate.
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The orifice tube is made of 20.3 cm diameter PVC pipe. A 10.2 cm diameter
orifice flow plate with differential static pressure taps and a thermocouple is located
inside the tube. The orifice flow plate is removed in Figure 7 for illustration. The mass
flow rate and the inlet air temperature are examined to determine the Reynolds number of
during each test.

( 20)

Reynolds number is based on pin diameter, D, and the mass averaged velocity, Vmax,
between adjacent pins.

Figure 8: Orifice plate side view.
Figure 8 shows the orifice flow plate in position with static pressure taps and
thermocouple in place. The static pressure taps are connected to Rosemount Smart
Pressure Transducers to read the pressure drop across the orifice plate. A Type K
thermocouple measures the air temperature. The mass flow rate is then calculated using
these readings, the discharge coefficient, Cd [28], and the known diameter of the orifice
plate [29].

(21 )
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Hot wire measurements were taken at Reynolds numbers of 30,000, 10,000, and 3000 for
this investigation to span a relevant parameter range and for ease of comparison with
previous heat transfer and pressure measurements taken in the UND test facility.
Array Test Sections and Instrumental Pins
The test section top wall and endwall are constructed from 1.2-cm thick acrylic
sheets. Acrylic sheet material was chosen for much of the construction of the UND pin
fin test facility due to ease of machining, visualization capabilities, and smooth surface.
The geometry is a staggered array of 8 rows, each containing 7.5 pins that are 2.54 cm in
diameter. The inside dimensions of the array are 47.6 cm wide, 5.1 cm high, and 83.8 cm
long. The streamwise, or axial, and spanwise spacing is at 2.5 pin diameters: X/D = S/D
= 2.5. The channel height is twice the pin diameter: H/D = 2.0.

Figure 9: Top down view of pin fin array test section for hot wire measurements.
Figure 9 is a top down view of the current pin fin array test section which was
modified to accommodate hot wire measurements and to eliminate flaws in the previous
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design. Previous research used a test section similar to that shown in Figure 10. The top
wall consisted of two acrylic sheets butted together to assemble the top wall and holes to
place pins through. This design was desirable for heat transfer and pressure
measurements taken by Morrow [26] as it allowed placement of instrumented pressure
and heat transfer pins at any location within the array without requiring a complete
disassembly of the test section. However, this methodology for placing pins occasionally
caused insufficient contact between the bottom surface of the pins and endwall. A seam
was created down the center of the test section in the spanwise direction from the
junction of the two acrylic sheets making up the top wall. This seam could cause small
variations in the flow along the top wall of the test section at this location.

Figure 10: Top down view of pin fin array test section for 2-D pressure and heat transfer
measurements.
The new design uses pins that are 5.1 cm in height whose ends are drilled and
tapped. Both the top wall and endwall were drilled (the top wall was also tapped) at the
desired streamwise and spanwise spacings. The pins were then secured to the top wall
using screws, ensuring a flush interface. Tapered bolts protruding from the bottom of the

pins allowed for aligning and securing the endwall to the bottoms of the pins. The half
pins required for the staggered 7.5 pins-per-row design were adhered alternately to the
side walls with acrylic cement. The top wall was made from one sheet of acrylic
reducing any effect a seam in the center of the top wall may have on the flow.
In order to access areas between adjacent pins within a row, slots were routered
into the top wall of the test section for turbulence measurements. These slots are visible
in Figure 9 and Figure 11.

Figure 11: Routered slot between adjacent pins in a row.
The centers of the slots are positioned 0.95 cm back from the center of the pins to account
for stinger length; hot wire measurements were taken at the exact center line of the pins.
The slots are 1.91 cm in width and 5.1 cm in length. Plugs were manufactured from 1.91
cm thick acrylic sheets. The plug depth was 1.27 cm, leaving a ledge of 0.64 cm to ease
in placing and removing the plugs (Figure 12). Intended interference between the bottom
of the plug and the tops of the 5.1 cm high pins guaranteed that the plug did not protrude
into the test section, ensuring a smooth inner top wall surface.
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Figure 12: Plug for turbulence measurement access slot.
Two split plugs were manufactured with a 1.27 cm wide by 3.2 cm long portion
of material removed from the inside for hot wire access. One plug was cut symmetrically
about the center of the geometry, as seen in Figure 13.

Figure 13: Symmetric split plug with foam.
The other was cut asymmetrically, with .32 cm on one side and .95 cm on the other,
shown in Figure 14. The two plugs accounted for the different stinger lengths of the hot
wire probes.
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Figure 14: Asymmetric split plug without foam.
Soft insulating foam, cut to the desired size, filled the remainder of the hole to reduce the
pressure loss from the split plugs. Less foam was employed than what was required to
completely fill the space to prohibit the probe holder from catching or being impeded in
any way by the presence of the foam.
Two 1.2-cm thick acrylic sheets were placed vertically beneath the endwall to
support the array test section. Bolts in these sheets allow adjustment of the overall height
of the array making proper alignment of the array test section inlet with the exit of the
converging nozzle and inlet of the 90 degree turn at the exit of the test section.
The inlet static pressure is monitored by 5 static taps positioned over 6.4 cm (one
pin spacing) 5 diameters upstream from the center line of row 1. Exit static pressure taps
are positioned likewise downstream of row 8. Access ports 1.2 cm in diameter are
located at both the inlet and outlet of the array to allow for total pressure and total
temperature measurements. Inlet total pressure, inlet total temperature, and static
pressure drop across the array are monitored for all experiments.
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Figure 15: View of inlet static pressure, total pressure, and total temperature taps.
Figure 15 shows the inlet of the array without pins, giving a visual of the static pressure
taps, a total pressure tap, two Type K thermocouples, and two dummy plugs used to fill
access ports not being used. This picture was taken with the constant heat flux endwall
used by Morrow [26] in place. The channel has no pins inserted solely for visualization
purposes.
Two-Dimensional Pressure Measurements
Two-dimensional mid-line static pressure measurements were acquired by
Morrow [26]. Pin angular pressures allow examination of velocity distributions up to the
location of separation of flow around each pin. Comparisons between mid-line velocity
distributions and heat transfer distributions are possible with these measurements. The
pin for two-dimensional pressure measurements is shown in Figure 16.
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Figure 16: 2-D pressure pin.
The pin has twenty 0.76-mm diameter static pressure taps spaced equally around the mid
line. These static pressure taps are referenced to the total inlet pressure measured by the
total pressure probe in Figure 15. Measurements were resolved within 6 degree
increments by rotating the pin at ± 6 degrees. These measurements were taken at the
center pin location for each row at each Reynolds number using the array in Figure 10.
Pressure measurements were acquired with a custom made pressure scanner with 4 high
side ports and 44 low side ports.
The pin was attached to a custom protractor for measurement of the rotation
angle. A 360 degree protractor was desired to allow for any orientation of the pin. To
align ihe pressure pin to the array, a protractor was machined to fit over the pin array, as
shown in Figure 17.
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Figure 17: 2-D pressure pin placed in the array.
The 180 degree protractor in blue provided a stationary reference point so that when the
pin was turned the angle was known. The following equation was used to calculate the
static pressure, Ps, measured by the pin, where Patmis measured from an open port on the
pressure scanner, and Pt is measured by the total pressure tap as seen in Figure 15.

J w - .+ t e - O - t e - A )

<22>

Two-Dimensional Heat Transfer Measurements
Two-dimensional heat transfer measurements were acquired using a constant heat
flux technique by Morrow [26]. The heat transfer pin (Figure 18) is an epoxy pin with 24
equally spaced fine wire Type K thermocouples around the mid-line. The pin is wrapped
with a 0.023 mm Inconel foil backed with a 0.13 mm Kapton film and adhered with a
0.05 mm layer of high temperature acrylic adhesive. The foil extends over the full
height of the test section.
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A constant heat flux was created by passing a large DC current through the foil.
Each end of the foil has a copper bus bar attached; one soldered to the foil and the other
adhered with electrically conductive silver epoxy. The active length of the bus bar is
equivalent to the circumference of the pin, but a small unheated gap was left between the
two bus bars. In order to account for this experimental discrepancy, only 12
thermocouple readings were acquired away from the bus bars in two 180 degree oriented
measurements to provide the complete boundary condition. Temperature measurements
were acquired at 5 degree increments by rotating the cylinder at ± 5 degrees positions.
This pin was also used with the test section shown in Figure 10.
A heat transfer coefficient is calculated using the net heat flux over the difference
between the surface temperature and the freestream temperature of the test section.

h = ---- ^52---Tsurface - T

( 23 )

oo
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The net local heat flux was estimated from the electrical dissipation due to the
heater inside the pin, q”heater, the extra heat flux of conduction through the epoxy pin,
q”cond, and the heat flux due to radiation off the foil, q”rad-

Q net ~ y healer

tfcond

*1rad

^

(

)

Radiation losses were estimated using the local surface temperature radiating to the inlet
total temperature using a foil emissivity of 0.21 and assuming a blackbody background.
-4)

(25)

The electrical dissipation in the foil was determined from the voltage across the heater
times the current through the heater. The heater current was determined using a shunt
resistor fabricated from constantan and calibrated against a precision shunt resistor in
series. The heat flux due to conduction through the pin was based on a finite difference
analysis of conduction through the pin using the thermocouple temperatures as boundary
conditions. The finite difference analysis was solved by a simple iterative technique.
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The heat transfer tests were run steady state. Sufficient time was given to allow
the pin to reach an equilibrium conditions for each measurement.
Three-Dimension Pressure Measurements
Three-dimensional pressure measurements were taken using a pressure pin with
0.76 mm diameter static pressure taps along the surface of the pin in the y-direction and
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along the endwall surface. These static pressure tap locations provided three-dimensional
pressure distributions. The pressure pin is shown in Figure 19, oriented to show the static
pressure taps along the pin surface. Measurements were acquired at 19 locations by
rotating the pin such that the static pressure taps start at the stagnation region and are
moved at 10 degree increments until the location is at 180 degrees.

Figure 19: 3-D pressure pin showing static pressure taps along pin surface.
Ten static pressure taps were placed along the pin surface in the y-direction.
These locations, reported in Table 2, are referenced to the distance from the endwall.
Table 2: Static pressure tap locations along the pin surface.
Static Pressure
Tap ID
11
12
13
14
15
16
17
18
19
20

Distance from the
Endwall (cm)
2.52
2.96
3.37
3.71
4.04
4.32
4.58
4.74
4.90
5.04
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The static pressure tap identification numbers are those used during testing and refer to
pressure port locations on the pressure scanner. Locations near the junction of the pin
and top wall were spaced more closely together to achieve a better resolution of flow
physics in this location. Flow near the mid-line of the pin will be less affected by the
presence secondary flows on the endwall than the Tow near the junction.

Figure 20: 3-D pressure pin showing static pressure taps along top wall surface.
Similarly, ten top wall pressure taps were positioned on the circular plug portion
of the three-dimensional pin. These are visible in Figure 20. Again, the static pressure
taps near the junction of the pin and top wall were more closely spaced than those further
away from the pin, as flow near the center point between pins will be less affected by the
presence of the pins than flow near the junction. These locations are referenced to the
distance from the junction of the pin and top wall and are given in Table 3.
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Table 3: Static pressure tap locations along the top wall surface.
Static Pressure
Tap ID
1
2
3
4
5
6
7
8
9
10

Distance from the
Pin (cm)
0.085
0.25
0.38
0.53
0.81
1.08
1.43
1.80
2.20
2.57

In order for the three-dimensional pins to be used with the current pin fin array
test section, an additional top wall was manufactured from 1.27 cm thick acrylic sheet.
Circular holes 8.65 cm in diameter were routered in place of a center pin in each row for
placement of the three-dimensional pressure pin. Plugs were also manufactured for these
holes in a similar manner to the plugs used in the top wall for turbulence measurements.
The plugs were manufactured from 1.91 cm thick acrylic sheet to provide a 0.64 cm thick
ledge and a 1.27 cm thick plug (Figure 21). The center of the plug was drilled and tapped
for the attachment of a pin 5.1 cm in height to fill in for the missing center pin in each
array. The bottoms of these pins were drilled and tapped so that a bolt could be used to
secure the bottom of the plug to the endwall, ensuring full contact. The threedimensional pressure pin was drilled and tapped so it could be secured in a similar
fashion. This allowed easy removal of the plugs and pressure pin and avoided complete
disassembly of the pin fin test facility between tests in different rows.
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Figure 21: 3-D pressure measurement plug.
Data Acquisition and Control
The validity of experimentation is dependant on the accuracy and precision of the
equipment used to acquire the data. A data acquisition system for the UND internal flow
and heat transfer was previously set up by Ray [24], Gates [25], and Morrow [26], The
addition of traversing system to the present temperature and pressure data acquisition
units was necessary for hot wire measurements. Figure 22 illustrates the basic
components of the data acquisition system, including the interactions of the respective
components. Diagrams with additional detail are given by [24] and Gates [25].
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Figure 22: Diagram of data acquisition system.
Computer
A Gateway 2000 model E-3000 computer was used for operation and data
recording. The computer has an IEEE 488 bus card used to control and record voltages
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from the HP 3497A data acquisition unit and read the pressure transmitter voltage output
in the pressure scanner. The computer has a 48 port DI/O which controls the solenoid
valves in the pressure scanner using a 48 channel electro-mechanical relay board. The
temperature, pressure, and voltage measurements are recorded and the flow conditions
are calculated from these values. Programs were written in QuickBASIC to acquire and
record the desired variables for each experiment. Both flow friction factor, f, and
Reynolds number are calculated from the input values for each run. Reynolds number is
based on pin diameter, D, and the mass averaged velocity, Vjnax, between adjacent pins.
Flow friction factor is based on the static pressure drop across the array, AP, Vmax, and
the number of rows within the array, N.
ReD = PVm* D

/ =

AP

( 20)

(28)

2PVL N

Temperature Measurements
A 90 channel passive thermocouple reference box with a jack panel and Type K
thermocouples is used for acquiring temperature measurements throughout the pin fin test
facility. Thermocouple voltage measurements were acquired using a Hewlett Packard
3497A Data Acquisition/Control Unit with an integral voltmeter with 1 pV sensitivity.
Thermocouples were connected to the HP 3497A through a passive constant temperature
reference junction. The junction temperature was determined by a thermocouple
immersed in an ice bath. The temperatures monitored for experimentation included the
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ice bath temperature, the orifice temperature, the atmospheric temperature, and the inlet
total temperature.
Pressure Measurements
A second generation 48 port pressure scanner was utilized for acquiring pressure
measurements throughout the pin fin test facilities. The pressure scanner consists of 4
high side and 44 low side pressure poits. A Motorola piezoresistive pressure transducer
was added to two existing Rosemount pressure transducers in order to determine pressure
readings. An arrangement of manifolds, valves, and tubing connects the location of
pressure measurement to pressure transducers. The Rosemount pressure transmitters
have a quoted accuracy of ± 0.1 percent of full scale. One Rosemount transmitter is
calibrated to read 0 to 125 Pa, and the other Rosemount transmitter is calibrated to read 0
to 1250 Pa. The pressure range of the Motorola pressure transducer is much wider, from
0 to 10,000 Pa. For a given reading the most sensitive pressure transmitter is selected.
Voltages from the pressure transmitters and the heaters were also read using the HP
3497A.

Figure 23: Pressure transmitters and transducers.
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As explained previously, static pressure measurements are acquired upstream and
downstream of the pin fin array. The inlet total pressure is acquired upstream of the
array. The orifice differential pressure measurements are taken at the orifice plate. The
atmospheric pressure is read periodically throughout the day and is an input to the
appropriate QuickBASIC program.
Hot Wire Measurements
Single wire and x-wire measurements were taken in the pin fin array at desired
locations to document the average and fluctuating velocities in key areas. The goal was
to acquire velocity distributions off the wall and off the pin at precise increments and
spectra data at specific locations. Small steps were taken in the near-wall and near-pin
regions to better discern the boundary layer. Step sizes can be found in Appendix A and
Appendix B, which provide the step sizes within the data acquisition programs written in
QuickBASIC. The x-direction is in the direction of the flow from the inlet of the array to
the outlet; the y-direction is measured up from the endwall to the top wall; the z-direction
is measured between adjacent pins within a row, starting at the pin on the left-hand side if
viewing the array from the inlet.
A Velmex, Inc., positioning system with motor and controller enables traversing
accurately within the pin fin array. The system shown in Figure 24 consists of a two-axis
unislide system with the capability of 16.51 cm by 13.97 cm travel in the z- and ydirections, respectively. These stepper motors have 400 steps per revolution. The
unislides have lead screws with a pitch of 0.0635 cm per revolution. The vertical load
capacity of the system is 1.36 kg; this value is much larger than the weight of the probe
holder and probe ensuring the system will not be damaged during normal use and
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operation. A base made of 1.27 cm thick acrylic sheet was placed on the bottom of the
traversing system to provide stability and to aid in aligning and securing the positioning
system to the test section.

Figure 24: Velmex, Inc., traversing system placed on the pin fin array test section.
This base also keeps the traversing system above the tops of the plugs to ensure the
traversing system is sitting flat on the top of the test section. Table 4 lists the components
present in the Velmex traversing system.
Table 4: Components of the X-Y traversing system.
Item
1
2
3
4
5
6
7
8

Description
Unislide assembly with 6.35 cm slider
Low profile unislide assembly with 6.35 cm slider
Outboard limit switch assembly
Two stepper type motors, type 23T1, DS, M061-LS-580E
Two Rogan knobs (for 0.250 motor shaft)
VXM-2 programmable controller for 2 motors at one time
Manual jog and slew joystick for VXM control
Adapter bracket (B2503XZ) to attach unislides to form x-y traversing system

50

Boundary layer traverses off the endwall were performed from approximately
0.00254 cm to 4.45 cm off the endwall. Traverses in the y-direction were conducted at
the exact center location between adjacent pins, 1.91 cm from either pin. This will be
referred to as the center point, or 0 cm. Additional boundary layer traverses off the
endwall were taken at 0.64 cm off-center and 1.27 cm off center to obtain a complete
picture of the flow field in rows 1 through 5. Miniature 55P14 single wires and 55P63 xwires purchased from Dantec Dynamics were used to acquire these data. The calibration
technique for all hot wires is found in Appendix C.
The miniature 55P14 probe has a platinum-plated tungsten wire that is 5 /xm in
diameter and 1.25 mm in length with the 90 degree sensor perpendicular to the probe
axis. The stinger of the probe is 5.5 mm in length. The miniature 55P63 also has the
same platinum-plated tungsten wires with a wire separation of 1 mm. This wire is an xarray probe with a 90 degree bend and a sensor plane parallel to the probe axis and a
stinger length of 8.4 mm.
Boundary layer traverses off the pin were performed from approximately 0.00254
cm to 3.18 cm off the pin. Traverses in the z-direction were conducted at the exact center
location between the top wall and endwall. This will be referred to as the mid-line, or
2.54 cm. Additional boundary layer traverses off the pin were taken at 0.64 cm
increments from the mid-line towards the wall (1.91 cm, 1.27 cm, and 0.64 cm off the
endwall) in key rows to obtain a comprehensive picture of the flow field. Dantec
Dynamics’ miniature 55P13 single wires and 55P64 x-wires were used to acquire these
data.
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The wires themselves are the same composition and geometry as the 55P14 and
the 55P63; the orientation of the sensors, however, differs. The miniature 55P13 probe is
perpendicular to that of the 55P14 as the 90 degree sensor is parallel to the probe axis.
The geometry of the pin fin array required having a special 55P13 probe manufactured
specifically to have a stinger length of 6 mm; the standard 55P13 probe has a maximum
stinger length of 4 mm. The miniature 55P64 wire is an x-array probe with a 90 degree
bend and the sensor plane perpendicular to the probe axis and a stinger length of 8.4 mm.
Further information on these probes may be found in the Dantec Dynamics catalog [30].
Table 5 gives the location off the endwall and off the pin along with the
corresponding location name. Only select locations are reported, as other locations can
be derived from Figure 25, Figure 26, and Figure 27 which also indicate pin spacing and
channel dimensions.
Table 5: Location of spectra measurements.
L ocation
O ff en d w all (cm)
O ff pin (cm )

1
3.18
1.27

4
2.54
1.27

7
1.91
1.27

a
0.64
0.64
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e
0.64
3.18

f
2.54
0 .1 0

j
2 .54
0.32

k
2.54
0.64

m
0.32
1.91

n
0 .1 0
1.91

Figure 25: Side view of a portion of the pin fin array showing array dimensions and
measurement locations.

o

o

o

measurement locations.
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Figure 27: Turbulent spectra measurement labels for locations depicted in Figure 25.
Figure 27 is the portion of Figure 25 which indicates the spectra measurement
locations. The locations at 2.54 cm off the endwall are also shown in Figure 26. Both
letters and numbers were used to maintain file names of less than eight characters for
compatibility with MS-DOS and QuickBASIC.
Hot wires were powered by an IFA 300 constant temperature anemometry bridge
manufactured in 1998 by TSI Incorporated. The IFA 300 buck and gain were set to
maximize the resolution of the data acquisition card at ± 5 volts. Bridge output voltages
were read using a high speed 12-bit PC based data acquisition card, a CIO-DAS 16/330
manufactured by Measurement Computing. Two channels of a CIO-SSH16, a
Measurement Computing 16-channel simultaneous sample and hold board, were utilized
in acquiring the x-vvire measurements. Mean velocities and turbulence intensity levels
were acquired at a rate equivalent to about three integral time scales at the particular
Reynolds number. These mean values were obtained by averaging 8192 samples per data
point. Velocity time records for spectral analysis were acquired in 40 sets of 8192
samples for single wire measurements and 40 sets of 16,384 samples for x-wire
measurements.
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Table 6: Sampling rates per channel for hot wire data acquisition at the three Reynolds
numbers.
V elocity T raverse
T u rb u len ce S p ectra

3,000

10,000

30,000

200
5,000

300
15,000

500
40,000

Test Section and Apparatus Qualification
The pressure drop across the array was monitored and reported in the form of
flow friction factor for each experiment to ensure reliability of the Reynolds number
determination and pressure measurements. The facility is set at a specific Reynolds
number using the centrifugal fan and the heat exchangers to set the flow rate and the inlet
air temperature to the array. The inlet air temperature is kept as near 300 K as possible.
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Figure 28: Flow friction factor comparison.
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Figure 28 compares the flow friction factor in the UND pin fin test facility to correlations
by Metzger [2] and Jacob [3]. Generally, the data agree with Metzger’s correlations for
both high and low Reynolds numbers.
A ratio of Nusselt number over Reynolds number (with respect to pin diameter) to
the one-half power was compared to literature for an additional reliability check.
Zukauskas and Ziugzda [9] suggest that at the stagnation region of a cylinder,
3.63 V.app x
D

(29)

Kays and Crawford [31] suggest a similar equation for velocity.
um = C x m

(30)

At the stagnation region the exponent, m, is equal to 1. Assuming the value of the
constant, C, in the more general equations is equal to 3.63 times the approach velocity
over the pin diameter. Kays and Crawford [31] also suggest that the ratio of Nusselt
number over Reynolds number (based on x) to the one-half-power is constant. For a
variable Prandtl number and m equal to 1,
Nux = 0.57 Re^2 Pr04

(31)

Combining equations for velocity and Nusselt number and substituting a Prandtl number
of 0.71 for air, an approximation of 0.95 is found for the ratio of Nusselt number over
Reynolds number to the one-half power.
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Pins in rows 1 and 2 of the pin fin array are similar to cylinders in crossflow, as
the approaching flow shows very low turbulence levels (near 1 percent). Data points in
rows 1 and 2 were compared to this approximation of 0.95 [9, 31]. The comparison was
based on a TRL parameter [32], as defined below.

TRL = Tu Re5Dm

D_
\Luj

(33)

The TRL parameter is a function of turbulence intensity, Tu, Reynolds number based on
diameter, Ren, and the pin diameter, D, divided by the energy length scale, Lu.
Six data points acquired in rows 1 and 2 collect near a TRL parameter of 0 (which
is expected as the turbulence levels in rows 1 and 2 are low) and a ratio of Nusselt
number over Reynolds number based on pin diameter to the one-half power of 0.95.
These data fall within ± 4 percent, as seen in Figure 29.
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Figure 29: Quality of Nusselt number over Reynolds number to the one-half power.
Hot Wire Calibration
Calibration of miniature single and x-wires was done over a range of velocities
from approximately 0.50 m/s to 40 m/s. A calibration jet with a heat exchanger was used
to produce this range of velocities within a desired range of certainty at a temperature
closely controlled to 300 K.
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Figure 30: Jet used for hot wire calibration.
Criteria was set to calibrate hot wire velocity within ± 2 percent, which allows an
uncertainty of ± 4 percent in the pressure difference. A pressure difference of 125 Pa
may be measured by the Rosemount pressure transmitter. The pressure transmitters have
a quoted accuracy of ± 0.1 percent of the full scale. Combining these uncertainties gives
a pressure difference of 3.1 Pa. Bernoulli’s equation suggests the minimum freestream
velocity which can be measured within the 2 percent uncertainty is 2.4 m/s. This velocity
was easily obtained with a simple nozzle where the pressure was measured upstream of
the contraction. Bernoulli’s equation was used to calculate the jet velocity.
In order to obtain velocities lower than 2.4 m/s within the desired uncertainty, a
special nozzle with a larger area ratio was added upstream of the simple nozzle used to
measure the higher vc city range. The pressure of the flow entering and exiting this
low-speed nozzle allowed experimental determination of the mass flow rate in the jet.
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The velocity exiting the simple nozzle can be calculated based on this mass flow rate and
the boundary layer growth inside the nozzle.
Velocities were reformulated as a function of Reynolds number to account for
changes in density due to atmospheric pressure variations. Hot wire voltages were
corrected for wire-to-gas temperature changes and air thermal conductivity changes based
on a basic heat transfer analysis. A fourth order regression fit was performed on the data
prior to using the calibration. The regression used the difference between the measured
voltage and the average voltage. The regression fit the data within ± 2 percent for the
high velocity range (1.5 m/s to 40 m/s) and within ± 1 percent for the low velocity range
(0.5 m/s to 4 m/s). An intended overlap in the velocity between high and low velocity
calibration jets allowed for construction of an entire range of data, from 0.5 m/s to 40
m/s. Technique and procedure are found in Appendix C.
Experimental Data Uncertainties
Estimates for the uncertainty in experimental heat transfer, pressure, velocity, and
turbulence measurements were determined. The uncertainty for all primary
measurements was estimated using the method described by Moffat [33]. All
uncertainties are based on a 95 percent confidence interval. Uncertainties for Nusselt
number were determined using the perturbation method [33]. Additional details of the
calculations and assumptions are found in Appendix D.
Heat transfer measurements were previously acquired in the UND internal heat
transfer and flow facility [26]. The worst case of uncertainty in Nusselt number occurs at
the lowest Reynolds number and is 4.4 percent. An uncertainty in Reynolds number of
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2.2 percent is found; this uncertainty is mainly due to the mass flow rate in the orifice
tube. The resulting uncertainty in Nu/ReDI/2is 5 percent.
An uncertainty for the maximum velocity, Vmax, between pins was estimated to be
± 2.2 percent, based largely on the uncertainty in the mass flow rate. An uncertainty for
the measurement of a streamwise velocity, U, using the hot wire was estimated to be ±2.8
percent. This uncertainty is primarily a combination of an uncertainty due to drift in the
calibration and an uncertainty due to high turbulence effects. There was a conduction
error in the near wall and near pin single wire measurements for the lowest Reynolds
number. This was apparent when decreases occurred in the local near wall turbulence
intensity. In the very near wall region, local turbulence intensity, u’/U(y), is expected to
remain constant. It should be noted that the vast majority of measurements were made in
regions of attached flow. These uncertainties are not applicable to regions where the
flow is separated.
The largest uncertainty in the reported pressure coefficient, Cp, occurs at the
lowest Reynolds number. The uncertainty in this measurement is ± 0.12. Uncertainties
in the pressure coefficient at the 10,000 and 30,000 Reynolds number are ± 0.07. This
uncertainty combines the uncertainty in the angle of rotation of the two-dimensional
pressure pin, taken as ± 1 degree, and the uncertainty of the pressure measured by the
Rosemount pressure transducers, given as ± 0.1 percent of the full scale (either 125 Pa or
1250 Pa, depending on pressure measurement).
The uncertainty in turbulence intensity was determined from two components: the
statistical uncertainty in turbulence and the uncertainty as described by Hinze [34]. The
uncertainty due to the calibration is largely taken care of in the normalization of the
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fluctuating velocity, u \ over the frees! am velocity, U«,. Details of these components of
turbulence intensity uncertainty are found in Appendix D. The worst case estimate of
uncertainty in the turbulence intensity measured with the single wires was determined at
the lowest Reynolds number as 3.4 percent. The uncertainty in turbulence intensity with
the single wire at the 10,000 and 30,000 Reynolds number were 3.2 percent 2.8 percent,
respectively. The experimental error in the turbulent energy and integral scales are
estimated to be ± 13 percent.
Analytical Approach
Previous research suggests computational models for heat transfer and velocity
distribution predictions can be improved if the characteristics of turbulence and its
response near si aces such as pins and endwalls are accounted for. Detailed heat
transfer and turoulence data are needed to investigate why current turbulence models fail.
Through this research, a comprehensive set of data including surface static pressure,
velocity, turbulent components, and turbulent spectral information is being acquired.
Computational fluid dynamic (CFD) analysis is being used as a preliminary step towards
interrogating where current two-equation turbulence models fail. A three dimensional
steady state model was constructed in Gambit and imported into Fluent 6.0 for analysis.
Analyses were done at three Reynolds number: 30,000, 10,000, and 3,000.
Gambit Model
A three dimensional model was constructed in Gambit for analysis in FLUENT.
Prior to constructing the three dimensional model, two separate two dimensional models
were constructed with different mesh schemes to check for grid independence.
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Evidence of grid independence was found by reading both meshes into FLUENT
6.0 and analyzing the data at the same conditions. Comparison of the data determined
that the finer mesh did not significantly improve the results and required more memory;
thus, the coarser mesh was used for construction of the three dimensional model.
The three dimensional model was created by creating arcs using three points to
represent half of a pin in the array. Straight lines were then placed between half-pins.
The inlet and outlet to ’he array were placed 7.5 diameters upstream and downstream of
the array. A volume was created by sweeping this face up 1 inch in the z direction. The
upper and lower arcs as well as edges were linked. A boundary layer mesh was created
on the pin surfaces starting at y = 0.0005 inches with a growth factor of 1.13 for 20 rows
at intervals of 36 on each half-pin as shown in Figure 31.

Figure 31; Boundary layer mesh around a half-pin.
Edges between pins were set at 68 intervals. Edges up and downstream Row 1
and Row 8 were set at 80 intervals. Edges downstream of Row 2 and Row 7 were set at
100 intervals. The inlets and outlets were set at 10 intervals. A quad map meshing
scheme was used on the pins and edges between pins and up and downstream the pins.
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The endwail was meshed using a quad pave meshing scheme. The volume was then
meshed using the Cooper meshing scheme.

Figure 32: Meshing scheme for symmetric planes and pins.
The pins and endwalls were set as walls under boundary conditions. The middle
edges and edges up and downstream the pins were set with symmetry conditions. The
top face was also set with symmetry condition and designated the midplane. Doing so
created an array that could be manipulated using symmetry and periodic repeats in
FLUENT to represent a pin fin array similar to that in the laboratory experiments.
Fluent Setup
The case file created by the Gambit geometry was read into Fluent 6.0. A
coupled, implicit, three dimensional, steady state solver was used. The energy equation
was enabled. Three two-equation viscosity models were used: the standard, RNG. and
realizable k-s models. The material was set as air with the ideal gas option for density
chosen and Sutherland’s law for viscosity selected. An operating pressure of 99,000 Pa
was chosen.
Boundary conditions were set for the desired Reynolds number and are shown in
Table 7.
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Table 7: Boundary conditions used in FLUENT calculated in Microsoft Excel.
Reynolds Number

30000

10000

3000

Ps (P a )=
T , (K) =

99386

99053

99006

300

300

300

V, (m /s) =

1.15
12.06

1.15
3.94

1.15
1.07

V2 (m /s) =

12.33

3.97

1.15

1.13
305.6
1.846E-04

1.14
302.1

322.1

1.85E-05

31924

10395

0.050
18.89

0.066
6.32

336
11.33

49
3.79

74.13
99410

8.26
99057

1.138
0.744
99007

99336

99049

99007

99000

99000

99000

p (kg/m 3) =

P< (kg/m3) =
T2 (K) =
(j (Pa s) =
ReD)in
f=
Vmax(m/s) =
AP (Pa) =
Vm (m /s) =

Ptfyn.in (Pa) =
Ptoui (Pa) =
P*.m (Pa) =
Ps.ex (Pa) =

1.07
1.85E-05
2813
0.104
1.90
6.71

Static pressure and temperature as well as inlet and outlet velocities were set similar to
the conditions in the pin fin array. A maximum velocity was calculated from the inlet
velocity divided by the ratio of the area between pins and the area between the center of
the pins, or 0.60. A Reynolds number representative of these values was then calculated
in order to obtain a friction factor. A new pressure drop could then be calculated.
Reference values and surface integrals were checked at each Reynolds number case
iterated for a period of time. The values were then updated in the spreadsheet so that the
inlet pressure condition could be updated and the solution was iterated further until it
appeared to converge.
The pins and endwall were set at a constant heat flux boundary condition of 1000
W/m2, 300 W/m2, and 100 W/m2 for the 30,000, 10,000, and 3,000 Reynolds numbers
respectively. This created a heating of the air and boundary layer upstream of he array.
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All other boundary conditions were kept as the default settings. Solver default settings
were kept at default except discretization settings were all changed to second order
upwind. Residuals monitors were set to le-06.
Data were calculated for all three Reynolds numbers using all four viscosity
models for a total of twelve cases.
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CHAPTER III
SINGLE WIRE MEASUREMENTS
Hot wire measurements were made using miniature single wires perpendicular to
the axial direction of the pin and oriented parallel to the endwall for measurements off the
endwall. Measurements off the pin were made using miniature single wires oriented
parallel to the main axis of the pin and perpendicular to the endwall. The measurements
were acquired using constant temperature anemometry. Traverses off the endwall and off
the pin provide velocity and turbulence profiles between pins. Velocity and turbulence
profiles in the near wall and near pin region allow determination of skin friction
coefficients or if the flow is separated. Turbulent spectra measurements were made at
center locations between pins in rows to provide energy length scale, integral length
scale, and dissipation levels (Lu, Lx, and a, respectively). This study is intended to
provide a database of local fluid dynamics including velocity, turbulent components, and
turbulent spectra for pin fin arrays to support the development of more physically based
turbulence models for use in predictive modeling of internal flows. Previous research has
investigated local turbulence intensities in pin fin arrays but has not reported energy
length scale, integral length scale, and dissipation.
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Description of the Flow Field
Measurements Off Pin Surfaces
Hot wire traverses were conducted off the pin in rows 1 through 7 using a
miniature single wire oriented parallel to the pin axis. Traverses started as near as
0.00254 cm off the pin and ended at 3.18 cm from the pin. Smaller steps were taken in
the near pin region to better discern the boundary layer. Traverses were completed at the
center line between the endwall and top wall (2.54 cm from either wall) between pins
within a row. Additional traverses were carried out at 0.64 cm, 1.27 cm, and 1.91 cm off
the endwall in addition to 2.54 cm off the endwall in select rows. Traverses at all four
distances from the endwall were conducted in rows 1, 2, 3, and 4. The traverse at 2.54
cm from the endwall was carried out in rows 5, 6, and 7. Only the center line traverse
was taken in rows 6 and 7 as the flow in the downstream portion of the array is fully
developed. Data was not acquired in row 8 as interference between the base plate on the
traversing system and the exit access port plugs created difficulties in obtaining these
data. It was assumed that these data were not critical in understanding the effect of the
physics of flow on heat transfer within the pin fin array.
The flow between pins can be described on a row-by-row basis as the flow
progresses through the array in the streamwise direction. The flow approaching row 1 is
relatively uniform as the.

. pin. ipsir m Figure 33 illustrates the velocitv

profiles in rows 1, 2, 3, and 5 taken at the center line (2.54 cm from either endwall) based
on the measured local velocity, U, over the maximum velocity measured in the array,
Vmax for the 30,000 Reynolds number cases. Rows 4, 6, and 7 are not illustrated as they
are similar to the profile in row 5.
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The profile for row 1 shows that flow between pins in row 1 is uniform. There is
an increase near the pin in the streamwise velocity due to the convex curvature of the pin
but there is no wake in the center region between pins. This uniformity is expected as
there are no pins upstream to generate a wake. The inlet turbulence level was found to be
approximately 1.5 percent. The profile for row 2 illustrates the effect of a single row of
pins upstream. The peak velocity in row 2 is higher than the peak velocity in row 1 and
its location is further from the pin than the peak in the other rows due to separation.
Velocities in row 2 are higher than those in row 1, other than at the center point where the
velocity in row 2 is approximately the same as the velocity in row 1.

z distance (cm)

Figure 33: Velocity profile at the center line between endwalls for the 30,000 Reynolds
number.
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The difference between velocity profiles in rows 1 and 2 may be explained by
investigating the pressure distribution around the mid-line of the pin in row 1. Figure 34
reports Cp, scaled on the dynamic pressure based on the maximum velocity, Vmax- The
pressure coefficient is determined as the static pressure read at an angular distance on the
surface, Ps(0), less the static pressure measured at the stagnation point (0 equal to 0
degrees), Ps(0), normalized by the dynamic pressure, p Vmax2/2.

r

pM zI M
'

pv

(34)

Data in Figure 34 is presented based on the dynamic pressure calculated with
respect to the maximum velocity. The effective vei .city for each row is provided in the
legend. The method of determination of effective velocity is given in Appendix E. The
effective velocity around the pin in row 1 is relatively low as the flow is very uniform
and the turbulence level is low; the minimum pressure coefficient is -1.45. The flow
around the pin appears to separate between 80 and 90 degrees. There is a minimal
pressure recovery and a flat pressure distribution on the backside of the pin. As the flow
approaches row 2, it is accelerated due to the presence of row 1 creating a reduction in
area. The velocity approaching row 2 remains relatively high due to the blockage from
the wake of pins in row 1. Flow separates between 75 and 80 degrees in row 2 and the
num pressure coefficient is now less than -2. The region of separation is larger in
row 2 than in row 1 and there is a minimal pressure recovery, illustrated by the relatively
flat pressure distribution on the backside of the pin.
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Figure 34: Mid-line pressure coefficient distribution for 30,000 Reynolds number,
V m a x = 1 8 .2 m/s [17].
The velocity profile for row 3 in Figure 33 shows a much higher peak velocity
than all other rows. The velocity deficit at the center point between pins is also greater
than the other rows. Referring to Figure 34, the large separation region off the pin in row
2 as well as the higher effective velocity produce an even higher effective velocity in row
3. The turbulence from pin wakes from both rows 1 and 2 effects the velocity
distribution in row 3 and the flow impinging on pins in row 3. In row 3, the minimum
pressure coefficient is -2.74, the lowest of all rows. The pressure recovery after the point
of separation is nearly 40 percent. This suggests that the turbulence from row 1 produces
a boundary layer on the row 3 pin that is less susceptible to separation. This smaller
separation region reduces the effective velocity approaching row 4. The pressure
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distribution for row 4 and the rows beyond are similar in terms of minimum pressure
coefficient, -2.1, and backside pressure recovery.
Figure 35 is similar to Figure 33 but is for the 10,000 Reynolds number. Again
the profile for row 1 shows that flow between pins in row 1 is uniform with typical
acceleration. Comparing row 2 for the 30,000 Reynolds number to row 2 for the 10,000
Reynolds number, it is evident that the flow field off pin 2 is massively separated at the
lower Reynolds number. The true starting point off the pin in row 2 is difficult to
estimate as the flow is separated in the near pin region. Most of the data suggests that
traverses begin at approximately 0.010 cm to 0.013 cm from the pin; the data in row 2 is
assumed to begin at 0.010 cm off the pin. It is believed that the flow in this region is
separated, as there is a divot in the velocity profile in the very near wall region.
Investigation of the pressure around the mid-line of the pin will solidify this assumption.
Velocities in row 2 within 1.27 cm of the pin are higher than those in row 1.
Velocities in the center region are lower than the velocity at the center line of row 1. The
;vake region in row 2 is steeper than the wake regions in later rows; in row 2, only the
single wake from pins in row 1 is present. In rows 3 and beyond the wake regions mix
out more quickly due to the presence of flow field turbulence generated by multiple
wakes. The wake region between pins in row 2 at the 10,000 Reynolds number appears
to be more uniform than the profile for row 2 at the 30,000 Reynolds number.
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Figure 35: Velocity profile at the center line between endwalls for the 10,000 Reynolds
number.

Figure 36 illustrates the pressure coefficient distribution around a pin for the
10,000 Reynolds number. Similar to the 30,000 Reynolds number, the minimum
pressure coefficient is -1.45 and flow appears to separate between 80 and 90 degrees.
There is a minimal pressure recovery and a flat pressure distribution on the backside of
the pin.
The distribution in row 2 in Figure 36 is similar to the 30,000 Reynolds number
case with a minimum pressure coefficient of about -2 and a flat distribution on the
backside of the pin indicating a larger area of separation than observed off row 1 pins.
The pressure distribution around the pin in row 2 supports the assumption that the flow in
the near region is separated. The velocity field for steady, inviscid flow over a cylinder
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of radius R is described by Fox and McDonald [29]. Flow is expected to accelerate over
the first have of the pin surface and then decelerate. At the wall (r = R) and at 90 degrees
the velocity is approximately at 2 times the local velocity.

V = U cos#

- U sin#

V = 2 U sin 0 eg

(~ Y

(35)

(36)

Inspection of the mid-line pressure distribution around a pin in row 2 indicates separation
occurs between 65 and 70 degrees. There is an adverse pressure gradient from about 85
degrees on. This along with the divot in the velocity profile for row 2 in Figure 35
suggests separation.
As with the 30,000 Reynolds number, the velocity profile for row 3 in Figure 35
shows a higher peak velocity than all other rows with a velocity deficit greater than the
other rows. However, the peak and minimum velocities in row 3 are much less
pronounced than those for the 30,000 Reynolds number. Additionally, the minimum
pressure coefficient for row 3 is only -2.34 (-2.74 at 30,000 Reynolds number) and the
subsequent pressure recovery is only about 20 percent (40 percent at 30,000 Reynolds
number). This difference in pressure recovery suggests a larger region of separation in
downstream rows for lower Reynolds numbers. This is consistent with the higher flow
friction factors observed for the 10,000 Reynolds number.
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Figure 36: Mid-line pressure coefficient distribution for 10,000 Reynolds number, Viliax =
5.93 m/s [17].
This difference between the 30,000 Reynolds number and 10,000 Reynolds
number suggests that the pin boundary layers are more susceptible to separation at the
lower Reynolds number. Local turbulence tends to promote pressure recovery better than
the low turbulence rows. Lower Reynolds numbers tend to make boundary layers more
susceptible to separation. The difference between pressure distributions for row 3 and 4
in Figure 36 is much less significant than the difference in Figure 34 Likewise the
decrease from the velocities encountered in row 3 to those seen in row 5 at the 10,000
Reynolds number is much less pronounced than the difference observed between the
same two rows at the 30,000 Reynolds number. Consistency in pressure coefficient
distributions is encountered in rows 5 and beyond for the 10,000 Reynolds number case.
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Figure 37 is similar to the previous velocity profile figures but is for the 3,000
Reynolds number and shows the profiles from the pin surface to 0.64 cm off the surface.
The boundary layers at this Reynolds number are thicker. Again, row 1 is uniform and
there is an increase in peak velocity in row 2. The true starting point off the pin surface
in row 2 was difficult to estimate at this Reynolds number also; the traverse was assumed
to begin at 0.010 cm off the pin. Unlike the 30,000 and 10,000 Reynolds number
profiles, the peak velocity in rows 2, 3, and 5 all appear to be approximately the same.
The wakes in rows 2 and 3 are similar to one another. The wake region in row 5 is less
pronounced than the rows upstream. By row 5 the wake is mixed out due to the increase
in turbulence in the flow caused by the wakes of upstream rows. Inspection of the near
wall region in rows 1, 2. and 3 indicate the flow is separated. The boundary layer in row
5 is not separated. This is also due to the increase in turbulence of the flow by row 5,
causing the boundary layer to be less susceptible to separation.
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1 .4

Figure 37: Velocity profile at the center line between endwalls for the 3,000 Reynolds
number.
The mid-line pressure coefficient distributions for the 3,000 Reynolds number are
shown in Figure 38. In general distributions are qualitatively similar with the 10,000
Reynolds number case. However, the level of backside pressure recovery is reduced.
While slight differences in the effective velocities exist between rows 3, 4, and 6, back
side pressure coefficients are very similar. (For the 3,000 Reynolds number case row 6
was provided in the figure for the pressure coefficient instead of row 5 as the pressure
coefficient distribution was more symmetrical; this does not prevent comparison of
pressure coefficient in row 6 and velocity profile in row 5 as the pressure coefficient
distribution for rows 5 and 6 are similar.)
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Table 8 summarizes the minimum and maximum values of the ratio of the local
velocity to the maximum array velocity and the minimum pressure coefficient for the
selected rows for all three Reynolds numbers.

Figure 38: Mid-line pressure coefficient distribution for 3,000 Reynolds number, Vmax =
1.71 m/s [17].
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Table 8: Summary of profiles presented Figure 33 to Figure 38 in for all Reynolds
numbers.
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Measurements off the Endwall Surface
Hot wire traverses were conducted off the endwall at the inlet and in rows 1 through 8
using a miniature single wire oriented parallel to the endwall. Traverses started as low as
0.00254 cm off the endwall and ended at 4.45 cm from the endwall. Smaller steps were
taken in the near wall region to better discern the velocity profile. These traverses were
done at the center point between pins (1.91 cm from either pin) within a row. Traverses
were also earned out at 0.64 cm and 1.27 cm off center in select rows. In rows 1, 2, and
3 all five traverses were conducted. In rows 4 and 5 three traverses were taken: the center
location and at 0.64 cm and 1.27 cm off center on one side of the center point only, as
symmetry about the center point was confirmed in the previous rows. Only the traverse
at the center point was taken in rows 6, 7, and 8, as the flow in the downstream portion of
the array is fully developed.
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Velocity profiles at the center point between pins for the 10,000 Reynolds number
are shown in Figure 39. Profiles for rows 6, 7, and 8 are not shown, as they are similar to
the profiles in row 4 and 5. It is expected that the velocity profile be symmetrical about
the center location between the endwall and top wall (y = 1 in or 2.54 cm). Symmetry in
the traverses shown in Figure 39 is slightly skewed; this is attributed to additional
blockage caused by the hot wire probe holder, which is 4 mm in diameter.

Figure 39: Velocity profiles at the center point between pins for 10,000 Reynolds
number.
Figure 40 compares row 5 velocity profiles for the 3,000, 10,000, and 30,000
Reynolds numbers in the near wall region. These profiles are based on the measured
local velocity, U, over the mass averaged velocity between pins, Vmax; this allows for a
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direct comparison of all three Reynolds numbers. Figure 40 verifies direct comparisons
are possible when the local velocity is non-dimensionalized using the maximum velocity.

Figure 40: Velocity profile at the center point between pins in row 5 for all Reynolds
number.
Comparing profiles for row 1 similar to those profiles shown in Figure 40, it is
observed that the boundary layer is thicker for the 3,000 and 10,000 Reynolds number.
The fluid at these Reynolds numbers is more viscous and the boundary layer is
characteristically thicker. Investigation of the turbulence intensity at these Reynolds
numbers (between 1 and 2 percent) in row 1, the profiles suggest the boundary layer is
laminar and is accelerated between the pins. The turbulence intensity levels for the
30,000 Reynolds number are near 10 percent in the near wall region, much higher than
the low levels observed at the 3,000 and 10,000 Reynolds numbers. Examination of the
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profile taken at the center point as well as spectra measurements at this location
suggested this elevated turbulence level is due to shedding off the pins. Investigation of
the profiles taken at ± 1.27 cm and ± 0.64 cm off center in row 1 show the boundary layer
is turbulent in these locations. The profile at the center point appears to be laminar, but
in the early stages of transition.
The velocity profiles in the near wall region of Figure 40 suggest that in row 5,
the velocity profiles in the near wall region for the three Reynolds numbers have similar
characteristics. Investigation of the data shows turbulence intensity levels in the very
near wall region are near 30 percent for all three Reynolds numbers.
Figure 41 shows velocity profiles taken at all 5 locations in Row 3 at the 30,000
Reynolds number. As expected, profiles taken at 1.27 cm off center in either direction
correlate well, as do profiles at 0.64 cm off center. The maximum velocity at 1.27 cm off
center is higher than at the center point as expected due to the wake from pin 2. As the
flow passes between pins in row 3, fluid near the pins is accelerated due to the presence
of the pins. As expected, peak velocities systematically decrease as the profiles move
from near the pin to the center point between pins.
The near wall velocity gradients at locations 1.27 cm off center are steeper than at
locations 0.64 cm off center and at the center due to the acceleration of the flow around
the pins.
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Figure 41: Velocity profiles in row 3 at different locations between pins for 30,000
Reynolds number.
Turbulence Characteristics
Single wire measurements were used to determine the characteristics of
turbulence within the pin fin array. The characteristics of turbulence can be correlated to
the augmentation of heat transfer on the pins and endwall surfaces. Freestream
turbulence increases skin friction and heat transfer by enhancing turbulent mixing in the
flow. Velocity time records were acquired in 20 locations (1 through 9, a through e, and f
through i, as described in Chapter II) and fast Fourier transforms (FFT’s) of the acquired
velocity time records were calculated to obtain the one-dimensional spectrum of u’.
These 40 spectrums were then averaged and fit to a -5/3 slope in log coordinates in the
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inertial subrange in order to calculate the dissipation rate. Ames and Moffat [32] used the
following relationship.
f 1R
£,(*,)= 1 62 ~

(37)

2nf

(38)

U.

The energy length scale represents the average size of the energy containing
eddies in the flow. In addition to finding the dissipation rate, the averaged spectrum is
used to calculate the autocorrelation in time using an inverse FFT. The autocorrelation in
time is integrated to the first zero crossing to estimate the autocorrelation time scale. The
autocorrelation time scale is then multiplied by the local convective velocity to develop
an estimate for the integral scale, Lx. This method of approximating the integral scale is
referred to as Taylor’s hypothesis, which is described by Hinze [34]. The turbulence
intensities, Tu, estimated dissipation rates, e, and the values of the energy scale, Lu, and
integral scale, Lx, are reported in Table 9.

(39)

Lu = 1.5
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3

(40)

e
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Table 9: Inlet and row-by-row turbulence characteristics.
ReDm = 3000, Vmax = i'.71 m/s
Location Inlet
Row 1 Row 2 Row 3 Row 4 Row 5 Row 6 Row 7 Row 8
U (m/s)
1.214 1.883 1.462 1.543 1.634 1.659 1.650 1.673 1.670
Lx (cm)
0.51
0.70
0.75
0.90
0.95
0.95
0.86
Lu (cm)
0.88
1.11
1.57
1.11
1.37
2.21
1.33
e (m2/s3)
2.60
4.06
4.89
4.09
3.89
3.85
3.70
Tu (u'/U)
0.014 0.014 0.169 0.201 0.203 0.200 0.199 0.204 0.227
ReDm = 10,000, Vmax = 5.93 m/s
Location Inlet
Row 1 Row 2 Row 3 Row 4 Row 5 Row 6 Row 7 R ow 8
U (m/s)
3.71
5.41
5.48
6.06
5.22
5.47
5.42
5.20
5.36
Lx (cm)
0.74
0.89
0.96
0.40
0.68
0.68
0.75
Lu (cm)
0.82
1.75
1.86
1.22
1.26
1.26
1.51
e (m2/s3)
121.2 248.3 252.6 180.9 156.7 141.7 154.5
Tu (u'/U)
0.014 0.016 0.165 0.243 0.235 0.215 0.215 0.219 0.227
ReDm = 30,000, Vmax = 18.20 m/s
Location Inlet
Row 1 Row 2 Row 3 Row 4 Row 5 Row 6 Row 7 Row 8
U (m/s)
11.12 18.01 16.67 15.50 16.92 16.16 16.10 15.96 16.66
Lx (cm)
0.35
2.05
0.98
0.71
0.71
0.72
0.79
0.70
0.70
Lu (cm)
1.67
1.44
1.57
16.26 28.43
1.78
1.99
1.50
1.73
e (m2/s3)
0.041 0.042 2173 5709 3562 2553 2625 2568 2718
Tu (u'/U)
0.015 0.011 0.184 0.257 0.195 0.180 0.187 0.194 0.191

Turbulence levels at the inlet are low (1.5 percent) for all three Reynolds
numbers. The dissipation levels at the inlet and between pins in row 1 for the 3,000 and
10,000 Reynolds numbers are insignificant. Because the dissipation levels are so small,
the calculated energy scales add little to the understanding. In order to use the equation
for estimating the dissipation rate, a well-developed inertial subrange is required.
Typically a relatively high turbulent Reynolds number is needed to obtain a welldeveloped inertial subrange (a spectrum with a significant -5/3 slope).
The development of turbulence intensity levels downstream of the inlet and row 1
can be related to the fluid dynamics of flow in the array. The influence of turbulence on
heat transfer to pins can be better understood by examining the row-by-row development
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of turbulence intensity, as shown in Figure 42. These data are taken from are based on
the local u’ and the maximum velocity, Vmax.

Location

Figure 42: Row-by-row development of turbulence intensity through the pin fin array.
After row 1, turbulence levels for all Reynolds numbers increase significantly.
Averaging the levels for all three Reynolds numbers intensity levels of 17, 23, 21, 20, 20,
20, and 21 percent are observed in rows 2 through 8, respectively. The turbulence
intensity measured between pins in row 2 set the turbulent boundary condition for pin
heat transfer in row 3. The turbulence generated in the wake of a pin will decay as it
convects downstream; the turbulence measured between pins in row 2 will decrease
before it reaches a pin in row 3. It should be noted that values presented in Table 9 and
Figure 42 are measured between pins and have not been adjusted for streamwise decay.
The reduction in intensity between the measurement location and the pin downstream
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was estimated. This estimate was based on the freestream turbulent kinetic energy
equation and the assumption that scale, Lu, remains constant.

r“(*)=—i—*—

~<
41)

Tu(p) +Y I u
For the 30,000 Reynolds number, the peak turbulence intensity occurs between
pins in row 3; this measurement sets the turbulent boundary condition for row 4. As
stated previously, the higher turbulence level between pins in row 2 causes enhanced
turbulent augmentation of the boundary layer in row 3. This pushes the final location of
separation off the pin further back which helps increase the backside pressure recovery.
After row 3, there is a decrease in turbulence intensity to row 5 (from 22.5 percent to 16
percent) followed by a plateau level, as suggested by the literature [4, 10, 15]. The
turbulence intensity appears to slightly increase from rows 5 and 8. It is believed that the
turbulence in the array is fully developed by row 5; at this point, the unsteadiness of the
mixing fluid may be creating a slight increase in turbulence intensity levels.
The peak turbulence intensity is measured between pins in row 4 for the 10,000
Reynolds number. This peak is followed by a smaller decrease in turbulence intensity
(from 22.5 percent to 19 percent) and a plateau after row 5. This plateau is also followed
by a small but systematic increase. For the 3,000 Reynolds number, the turbulence
intensity appears to increase to row 4 (19 percent) and then plateau. In row 8 there
appears to be an increase in turbulence intensity (21 percent). This more dramatic
increase is likely due to unsteadiness in flow and the lack of pins downstream of row 8.
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Figure 43 illustrates the row-by-row development of the energy scale for all three
Reynolds numbers (data taken from Table 9). For the 30,000 Reynolds number, the
energy scale appears to be at a maximum in row 2, at 1.99 cm. Energy scale decreases to
row 5 (1.44 cm) and then increases to row 8 (1.78 cm). This trend may be described by
joining these data with the turbulence intensity and dissipation data reported in Table 9.
The dissipation in rows 5 and beyond is relatively constant while the u’ (inferred from the
turbulence intensity and local velocity reported) are growing. Noting that the energy
scale is a function of u’ over the dissipation, this causes the energy scale to increase.

M3
Lu = 1.5-!—

( 40)

£

Location

Figure 43: Row-by-row development of energy scale through the pin fin array.
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It is expected that more aggressive turbulence associated with higher levels of turbulence
intensity and smaller energy scales will create higher turbulent augmentation of heat
transfer.
For the 10,000 Reynolds number, energy scale increases throughout the array,
with a minimum value in row 2 (0.82 cm) and a maximum in row 8 (1.86 cm). A similar
trend is observed for the 3,000 Reynolds number; there is an increase through the array
(0.88 cm in row 2 to 2.21 cm in row 8). The maximum energy scale is observed in row 8
at the 3,000 Reynolds number. The trends of dissipation and u’ are similar to those
described for the 30,000 Reynolds number case.
Dimensionless power spectra taken at the center location between pins and
endwalls (location 5 from Chapter II) in row 5 at all three Reynolds numbers are
presented in Figure 44 along with Von Karman’s interpolation formula [34], Equations
given previously for the power spectra based on Reynolds number were nondimensionalized for comparison.

■«

u'2 Lx
1+

5/6

(42)

8 7l f Lx
3 U.

The relatively flat region at the lower wave numbers is the energy-containing
range. The spectrum then fall off at approximately -5/3 slope in what is termed the
inertial subrange. A small tail region where the spectra fall off from the -5/3 slope is
deemed the dissipation range. Part of this fall off from the -5/3 slope is attributed to the
averaging of eddies across the hot wires. In general, turbulent energy is generated by
velocity gradients in the flow. Initially turbulence is neither homogeneous nor isotropic
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and some time is required for the turbulence to reach these states. As turbulence
develops, large eddies are produced by the velocity gradients. These eddies produce
smaller and smaller eddies through inertial interactions; thus, energy is transferred or
cascaded to these smaller eddies. This is represented by the inertial subrange. As the
eddy sizes become smaller, viscous effects become more and more important.
A roll-off from the Von Karman’s interpolation formula is observed at all
Reynolds numbers. This roll-off is due to the effects of viscosity in these regions. The
roll-off occurs higher up for the 10,000 and 3,000 Reynolds numbers suggesting the
viscosity at the lower Reynolds numbers has a strong effect on the energy spectrum.
Figure 44 shows non-dimensionalized turbulent spectra for all three Reynolds
numbers taken at the exact center between pins and endwalls in row 5. These correlate
well in the energy-containing range and the first portion of the inertial subrange. The
fall-off is due to the viscous effects at the different Reynolds numbers.
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Figure 44: Turbulence spectra at the center point in row 5 for all Reynolds numbers.
Figure 45 shows similar data for row 2 of the pin fin array. Clearly there is less
uniformity in the energy-containing range. The peaks observed represent shedding that is
occurring off the pins in row 2. These phenomena will be explained in a later section.
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Figure 45: Turbulent spectra at the center point in row 2 for ail Reynolds numbers.
It is clear that the data in row 2 roll off from the von Karman formula higher on the -5/3
slope of the inertial subrange than the respective turbulent spectra in row 5. This roll off
may be due to the lack of time for the small scale spectra to form, as the data are only one
row downstream in the array
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Table 10: Locations of roll-off from the von Karman formula for Figure 44 and Figure
45.
Dimensionless
Roll-off Wave
Frequency, s'1
Number
Roll-off

Reynolds
Row
Number Number
3,000
10,000
30,000

2

1.18

245
316
1421

5
2
5
2

1.65
1.09
1.57
1.28
4.94

1238
2480
10821

5

The values of integral scale used for the calculation of the dimensionless wave number
are found in Table 9 and freestream velocities are given.
Near Wall Transport
Figure 46 shows the velocity profile at the center point in the near wall region in
row 3 for the 30,000 Reynolds number in terms of the inner variables u+ and y+. The
velocity profile is broken down into four components: the laminar sub-layer, the buffer
layer, the log law region, and the wake region [35]. The velocity near the wall region is
modeled as a laminar sub-layer, where viscous transport dominates.
(43)

= y+

(44)
Ur

II
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-If

(46)
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A buffer layer (which typically occurs between y+ values of 5 and 30) is modeled by
Spalding to cover the profile where it is neither linear nor logarithmic, but a merge of the
laminar sub-layer and log law region [35].

2

(47)

6

The values of k and B are constants 0.41 and 5, respectively. The velocity at values of y+
greater than 30, the profile is modeled by the log law of the wall [35]. Turbulent
transport dominates in this region.

(48)

The wake region occurs at even larger values of y+ for conventional turbulent channel
flows with relatively low turbulence levels. The wake lifts up off the model for the log
law region as the shear stress falls off. In the mid-channel region the velocity nears a
maximum.
The velocity profile in Figure 46 follows the laminar sub-layer and Spalding’s law
of the wall. At values of y+ greater than 30, the profile does not follow the log-law region
but falls just below it until a y+ of about 65. At this point, the profile falls short of the
model for the log law region. The wake region is not evident in Figure 46. The
equations described are derived for pipe flow [35]. The wake in the pin fin channel is
missing due to mixing from the very high levels of freestream turbulence present in the
array. Enhanced mixing in the outer part of the velocity profile causes the profile to drop
below the log law.
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Figure 46: u+ versus y+ for at the center point in row 3 for the 30,000 Reynolds number.
Flow in a pin fin array is very complex. Boundary layers form and then separate
off the pin surfaces. Within the array the flow off the endwall cannot be described as a
conventional boundary layer nor is it a simple channel flow. The flow is subject to both
favorable and adverse pressure gradients, strong cross-span mixing, and high turbulence
levels. However, in an attempt to describe the enhancement of mixing off the endwall,
comparisons have been made using a momentum thickness Reynolds number, Res2,
assuming it is analogous to boundary layer flow.
The skin friction coefficient, (Cf/2)o, corresponding to the data in Figure 46 is
0.00293 based on the Reynolds number with respect to the momentum thickness, Re§2, to
the minus one-fourth power [31], where Re§2 is 646.2. The driving force velocity, U<»,
was chosen as the first plateau in the velocity profile.
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(4 9 )

(50)

-

1/4

(51)

The estimated skin friction coefficient, Cf/2, is 0.0040. The discrepancy between these
values is attributed to turbulent mixing in the near wall region, which increases the skin
friction coefficient. A TLR parameter [32] based on the turbulence intensity, Tu, energy
length scale, Lu, Reynolds number with respect to momentum thickness is calculated for
the data in Figure 46. The value of TLR is 0.0515, which indicates an increase in skin
friction coefficient. This will be further explained by Figure 48.

TLR = Tu

(52)

Profiles for the locations off center in row 3 are added to the profile in Figure 47 to
illustrate the effects on the velocity profile closer to the pin-to-endwall junction. It is
noted that profiles acquired 1.27 cm off center (corresponding to 0.64 cm from the pin)
are suppressed lower in the log law region than profiles at the center point. This is a
result of the high acceleration encountered near the pin. Blockage due to the horseshoe
vortex may also contribute to this suppression. In the log law region the profiles at 0.64
cm off center are also accelerated more than the profile taken at the center point.
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Figure 47: u+ versus y+ for at the 5 locations in row 3 for the 30,000 Reynolds number.
Table 11 summarizes the skin friction coefficients and TLR parameters at all
Reynolds numbers in all rows. The freestream velocity estimated to be the edge velocity
is also provided as LL. The estimated value of skin friction coefficient, Cf/2o, was
derived from the data. The estimated momentum thickness Reynolds number, Re§2,
along with the estimated momentum thickness, 82, have also been reported. Additional
values used for calculation of the TLR parameter are given in Table 9.
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Table 11: Skin friction coefficient and TLR parameter near the endwall at the center point
between pins for all Reynolds numbers.
1

LL, m/s
52, cm
R e^
Cf/2
C f/20 = 0.0125*R e5?'1/4
TLR
1
I L , m/s
8 2, cm

3,000
4

2

3

5

6

7

8

1.86

1.78

1.50

1.64

1.65

1.85

1.72

0.0484

0.0570

0.0354

0.0436

0.0439

0.0583

0.0456

56.33

64.49

33.23

44.95

44.68

65.57

48.67

0.0083

0.0075

0.0108

0.00483
0.0327

0.00439
0.0375

0.00473
0.0285

0.0138

0.0080

0.0177

0.0116

0.00456
0.0309

0.00441
0.0427

0.00521
0.0312

0.00483
0.0333

2

3

5

6

7

8

5.48

5.63

5.64

5.53

5.73

5.58

5.62

0.0206

0.0827

0.0566

0.0317

0.0381

0.0385

0.0374

10,000
4

Regs

70.78

288.28

199.78

110.28

134.59

132.75

131.98

Cf/2

0.0059

0.0051

0.0050

0.0055

0.0052

0.0051

0.0050

0.00431
0.0284

0.00303
0.0704

0.00332 0.00386
0.0358
0.0548
30,000

0.00367
0.0370

0.00368
0.0366

0.00369
0.0357

6

7

8

Cf/20 = 0.0125*R e82'/4
TLR
1

2

31

4l

5

18.13

16.37

17.24

17.02

17.16

17.15

16.97

8 2, cm

0.0471

0.0621

0.0288

0.0319

0.0362

0.0357

0.0359

Re52

448.60

531.86

641.75

309.56

342.13

385.07

384.13

382.66

Cf/2

0.0033

0.0035

0.0037

0.0040

0.0041

0.0042

0.0042

0.0042

0.00272
0.0051

0.00254
0.0441

0.00248
0.0749

0.00298
0.0376

0.00291
0.0376

0.00282
0.0398

0.00282
0.0397

0.00283
0.0399

1

1

18.78
0.0387

Cf/20 = 0.0125*R eS2'1/4
TLR

The skin friction coefficients for all rows at the 10,000 and 30,000 Reynolds
numbers have been plotted against their respective TRL parameters. The trend of
previous data acquired by Hancock [36] has also been plotted and extrapolated in Figure
48. The data from this research falls within ± 7 percent. It is estimated that the
uncertainty in skin friction coefficient is actually higher than this. For channel flow, the
location of the driving force velocity is difficult to assess, as stated previously. It is also
difficult to assess the trade-off between estimating a true value of skin friction coefficient
and a true offset from the pin surface. This research aimed to fit the data in the near wall
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region to Spalding’s law of the wall which provided a consistent but imperfect approach
to fitting the near wall region for the 30,000 Reynolds number.

Figure 48: Skin friction coefficients versus TRL parameter for rows 1 to 8 at the 10,000
and 30,000 Reynolds numbers.
Profiles in the near wall region at the center point between pins in row 3 are
shown in Figure 49 and Figure 50. These figures contain the same models described in
Figure 46. The profile for the 10,000 Reynolds number falls below Spalding
approximation for the buffer layer. The profile for the 3,000 Reynolds number is even
more suppressed in the buffer layer. This is likely a function of Reynolds number as well
as the very aggressive turbulence generated by the wake from the upstream pin.
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Figure 49: u+ versus y+ for at the center point in row 3 for the 10,000 Reynolds number.

1

10

^

100

1000

Figure 50: u+ versus y+ for at the center point in row 3 for the 3,000 Reynolds number.
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Plots of velocity in inner variables u+ versus z+ were also created to show profiles
in the near pin region along with the laminar sub-layer, buffer layer, log law region, and
wake region. These profiles are more difficult to analyze as the hot wire is moving away
from a surface that is curved (the pin) unlike the flat endwall.

Figure 51 shows a velocity profile taken off a pin in row 3 for the 30,000
Reynolds number case. At this location the flow is subjected to a strong adverse pressure
gradient. However, at this point the flow appears to be attached. Additionally, the local
near wall turbulence level is quite high. This large u’ component is likely due to the
shedding and the energy from the blocked w’ component of turbulence being redirected
into the u’ and v’ components. The blocking of the w’ component and enhancement of
the u’ and v* components in the near pin region will be discussed further in Chapter IV.
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Unsteady Phenomena
Flow approaching a cylinder in crossflow is forced around the cylinder at the
stagnation point. A decrease in pressure gradient on the front half of the cylinder causes
the velocity to increase. On the back half of the cylinder, there is an increase in pressure
gradient causing the velocity of the flow to decrease. This creates separation on the side
of the cylinder. At times a separation bubble will form where the flow first separates and
reattaches further along on the cylinder’s surface. Some studies have observed velocity
fluctuations near the front stagnation region of the cylinder cause the location of the
stagnation region to move or oscillate on the front half of the cylinder [9]. This
oscillation of the stagnation region causes unsteadiness and shedding effects on the back
half of the cylinder. A better understanding of the unsteadiness and shedding off pin
surface will help further explain heat transfer on the backside of pins.
Velocity-time records were acquired at incremental steps off of a pin in row 1 at
the 30,000 Reynolds number to investigate unsteadiness and shedding in this location.
Figure 52 is a graphical representation of these data taken at 2.54 cm from either endwall.
Hot wire measures upstream of the point of separation will show a laminar maximum
velocity flow. If the point of separation is shifted downstream of the sensor, a separated
minimum velocity flow will be observed [9], If the stagnation region on the front half of
the pin is oscillating the point of separation will also oscillate back and forth on the side
of the pin.
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Figure 52: Velocity-time record at increments off pins in row 1 at the 30,000 Reynolds
number.
In the very near pin region (z = 0.022 cm from the pin surface), the flow appears
to be separated, as very few peaks are observed. At 0.062 cm off the pin surface, an
increase in peaks of velocity measurements is observed, indicating there is an oscillation
between separated and attached flow at this location. The location even further from the
pin surface (z = 0.085 cm from the pin surface) shows an increase in the peak velocity.
This indicates an increase in the unsteadiness of the flow as the measurement location is
moved further from the pin surface.
Figure 53 illustrates velocity-time records acquired at locations in the near pin
region in row 1 for all Reynolds numbers. These velocity-time records have been nondimensionalized to allow for direct comparison. These data indicate an increase in
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unsteadiness with increasing Reynolds number. The peaks and locations of separation
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Figure 53: Velocity-time record for shedding near pins in row 1 at all Reynolds numbers.
Investigation of the velocity peaks in row 1 suggests that shedding intensifies with
increasing Reynolds number, recalling that profiles in Figure 53 are non-dimensionalized
to allow for direct comparison of shedding strengths.
Downstream of row 1, the unsteadiness in the near pin region becomes much
more complex. Figure 54 illustrates that by row 2 the shedding phenomena is not as
coherent as seen in row 1. In addition to peaks due to the oscillation of the stagnation
region on the front half of the pin, rapid variations indicate transition in the shear layer of
the separation bubble near the pin.
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Figure 54: Velocity-time record for shedding near pins in row 2 at all Reynolds numbers.
Vortex shedding frequency may be non-dimensionalized as the Strouhal number.
The Strouhal number is reported as the frequency, f, times the pin diameter, D, over the
maximum velocity, VmaX[9]. For a circular cylinder, a Strouhal number of 0.2 [9] or 0.21
[29] at the natural frequency is accepted.
St = f D

(53)

Turbulence levels in row 1 are low and any peaks in the spectrum will be due to
shedding. The first and largest peak will be the natural shedding frequency; any further
peaks will be harmonics of this frequency. Figure 55 shows the power spectrum at all
Reynolds numbers in row 1,0.07 cm off the pin surface and 2.54 cm from either endwall
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Figure 55: Turbulent spectra at 0.07 cm off the pin surface at 2.54 cm from either endwall
in row 1 for all Reynolds numbers.
The Strouhal number was calculated for the natural frequencies and their harmonics
based on the maximum velocity in rows and the pin diameter. These values are given in
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Table 12. The Strouhal numbers at the natural frequencies are comparable to those
reported in the literature.
Table 12: Strouhal number for peak shedding frequency in Figure 55.
Reynolds
Maximum
Number Velocity, m/s
3,000
10,000
30,000

1.71
5.93
18.2

Natural

Strouhal
Frequency, s'1 Number
15.56
54.56
150.04

0.231
0.234
0.209

Pin Heat Transfer
Making heat transfer comparisons in terms of Nu/Reo'/2 as a function of surface
angle allows direct comparison for the influence of flow field turbulence on pin surface
heat transfer when presented in terms of effective velocity, as explained in Appendix E.
Heat transfer on pins surfaces is augmented by turbulence in the flow and by shedding off
the pins. As stated previously, higher levels of turbulence intensity and smaller energy
scales will create higher turbulent augmentation of heat transfer.
Figure 56 presents mid-line heat transfer distributions for rows 1 through 5 in
terms of the effective velocity for the 30,000 Reynolds number. At the stagnation point
rows 1 and 2 have values of Nu/Reoc''2 ( where this Reynolds number is based on the
effective velocity, Veff) very close to 0.95; this is expected as the turbulence level at the
inlet and in row 1 is about 1.5 percent and the energy scale in this location is large and
inactive [9, 31]. This consistency between measured and theoretical Nu/ReDel/2 provides
confidence in the experimental technique. Dimensionless heat transfer rates for rows 3,
4, and 5 show that turbulent augmentation in the front half of the cylinder is higher for
rows 4 and 5 compared to row 3. The higher effective velocity approaching row 3 is
expected to increase turbulent augmentation of heat transfer. The higher dimensionless
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heat transfer on the front half of the pin in rows 4 and 5 suggests that the turbulent
augmentation is significantly higher in rows 4 and beyond. This higher turbulent
augmentation can be explained by the more aggressive turbulence (higher turbulence
intensity and smaller energy scale) measured between pins in rows 3 and 4. As eddies in
the flow approach the stagnation region of the cylinder, they are stretched in the normal
and spanwise directions due to the presence of the cylinder. This stretching causes the
smaller eddies to become smaller and to intensify, allowing them to penetrate the pin
surface thus augmenting the heat transfer. Larger eddies are blocked by the presence of
the pin.

Figure 56: Mid-line Nu/Reoe'72 distribution for 30,000 Reynolds number based on
VefKrow) [17].

108

As flow moves around the pin surface, acceleration decreases and the boundary layer
thickens thus decreasing the heat transfer on the side of the pins. This decrease is seen in
all rows up to the point of separation.
Backside heat transfer in rows 1 and 2 is significant, with dimensionless values at
the backside stagnation point of approximately 1 and 0.94, respectively. The turbulence
levels approaching pins in rows 1 and 2 are very low and it is believed that the backside
heat transfer is due to shedding off the pins. The shedding creates vortices or eddies on
the backside of the pin which penetrate to the pin surface augmenting heat transfer. This
shedding phenomenon vvas described in the previous section.
Backside heat transfer associated with rows 3 through 5 is lower, returning to
approximately 0.80 at the rear stagnation point. Flow approaching these rows has higher
turbulence intensity. The increase in turbulence intensity creates a boundary layer that is
less susceptible to separation; therefore, the region of backside separation is reduced and
the strength of shedding is diminished. Heat transfer augmentation on the backside of
pins in rows 3, 4, and 5 is attributed to the turbulence in the flow. Heat transfer falls off
to the point of separation. After the point of separation there is an increase followed by a
decrease and subsequent minimal increase in the heat transfer on the pin surface. The
slight increase after the apparent point of separation suggests there is a separation bubble.
At the point of separation (which oscillates) there is a minimum in heat transfer while the
point of reattachment should cause a peak in heat transfer. The boundary layer is
turbulent in these locations as the flow reattaches, subsequently increasing heat transfer.
Further along on the pin surface the flow separates and heat transfer then again decreases.
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The region of separated flow is smaller in these rows than in rows 1 and 2 which causes
the backside heat transfer in downstream rows to be lower.
Heat transfer data for the 10,000 Reynolds number are presented in terms of Nu/Reoe'72 in
Figure 57. Heat transfer rates in the front half of the pin are qualitatively very similar to
the 30,000 Reynolds number case. At the stagnation point in rows 1 and 2 values of
Nu/Reoe1^ are close to 0.95. The turbulence augmentation of heat transfer on pins in
rows 4 and 5 are clearly higher than values for row 3. The difference in effective
Reynolds appears to make a significant difference in the level of backside heat transfer,
as there is much less backside heat transfer in rows 1 and 2 for the 10,000 Reynolds
number than for the 30,000 Reynolds number.
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Figure 57: Mid-line Nu/Reoel/2 distribution for 10,000 Reynolds number based on
Veff<row) [17].
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Referring back to Figure 53 it is evident that the shedding at the 10,000 Reynolds number
is not as strong as the 30,000 Reynolds number. This supports that shedding intensity
increases with increasing Reynolds number. More intense shedding supports
augmentation of backside heat transfer. Nu/Reoe172distributions on the backside of pins
in rows 3 through 5 show differences with the 30,000 Reynolds number case. There is no
decrease in heat transfer after the point of separation suggesting that there is no
reattachment of the boundary layer at this Reynolds number.
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Figure 58: Mid-line Nu/Reoc'72 distribution for 3,000 Reynolds number based on
VefKrow) [17].

Figure 58 presents the 3,000 Reynolds number results in terms of Nu/Reoc172.
Rows l and 2 present values of Nu/ReDe1/2 of about 0.985, which is 3.5 percent higher
than the 0.95 suggested by the literature [9, 31] but is still within the uncertainty band.
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Augmentation levels due to turbulence and shedding are clearly much lower at this
Reynolds number for heat transfer on both halves of the cylinder. Based on Nu/Reoc1'2
heat transfer distributions for row 3 and beyond are very consistent.
At low turbulence levels the data, wnen presented in terms of effective velocity
Reynolds number, show that the stagnation region on a pin fin is similar to the stagnation
region of a cylinder in crossflow. At high levels of turbulence, heat transfer on cylinders
can be significantly enhanced by the turbulent transport process. As turbulence
approaches a stagnation region, smaller eddies are stretched by the flow field and
intensify due to this straining process, penetrating into the boundary layer and promoting
heat transfer. Larger eddies which are blocked by the cylinder and have little effect on
the heat transfer process. A TRL parameter was developed by Ames and Moffat [32] to
correlate the influence of high intensity large scale turbulence on stagnation region heat
transfer. The correlating parameter was a function of turbulence intensity, diameter
Reynolds number, and diameter to energy scale ratio.

(54)

A good engineering approximation to this correlation can be given as:

= 0.95 (l + 0.04 TRL)

( 55 )

(5 6 )
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Heat transfer data in rows 1 through 5 at the three Reynolds numbers were
previously acquired in the UND pin fin test facility. Turbulence intensity values used to
calculate the TRL parameter have been adjusted to account for streamwise decay.
Tu(x) = — — ------1
x
Tu(0) 2 Lu

(41)

These data are plotted against a TRL parameter in Figure 59. The majority of the data
fall within ± 6 percent uncertainty bands.
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Figure 59: Correlation of pin stagnation point heat transfer, Nu/ReDe
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Data for rows 1 and 2 are scattered around the correlation at a TRL parameter less than
0.5 near a Nu/ReD1/2 of 0.95. The remaining data for the downstream rows are spread
across the TRL parameter space and tend to group by Reynolds number. The Nu/Reoel/2

113

value for row 4 of the high Reynolds number case clearly falls below the general
correlation. No explanation can be given for this anomaly at this time.
General conclusions may be drawn from the above data regarding the effects of
turbulence, unsteadiness, and shedding on pin fin heat transfer. Heat transfer in the
stagnation region is augmented due to the straining and stretching of smaller eddies but
not affected by the larger eddies that are blocked by the presence of the stagnation
region. This increased heat transfer is evident in all rows at all Reynolds numbers.
Higher effective velocity approaching the pin will increase the augmentation of
stagnation region heat transfer. In rows 1 and 2 at the 30,000 Reynolds number there is a
massive separation area on the backside of the pin due to low turbulence levels. This
unsteadiness and shedding off of the pins increases backside heat transfer in these rows.
Shedding intensity decreases at lower Reynolds numbers reducing the augmentation of
heat transfer on the backside of the pins. The mid-line heat transfer distribution at all
Reynolds numbers in row 2 are shown in Figure 60; it is clear that the backside heat
transfer augmentation increases with increasing Reynolds number. This is observed by
comparing Figure 56, Figure 57, and Figure 58. Higher levels of turbulence intensity and
smaller energy scales in the flow approaching a pin will augment heat transfer.
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Figure 60: Comparison of mid-line distributions of Nu/ReDel/2 in row2 for all Reynolds
numbers based on Veff(row) showing the effect of shedding on backside heat transfer.
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CHAPTER IV
X-WIRE MEASUREMENTS AND ANALYTICAL DATA
Hot wire measurements were made using miniature x-wires to acquire profiles of
the streamwise velocity, the fluctuating components of velocity, and shear stress between
pins as well as turbulent spectra. Recall the x-direction is defined as the streamwise
direction, the y-direction is the normal direction between endwalls, and the z-direction is
the spanwise direction between pins. Data taken off the endwall were acquired with an xwire probe with a sensor plane perpendicular to the endwall surface (sensors
perpendicular to the z-axis and 45 degrees from the y-axis). Measurements off pin
surfaces were taken with an x-wire probe with a sensor plane perpendicular to the pin
surface (sensors aligned perpendicular to the y-axis and 45 degrees from the z-axis).
These measurements were acquired using constant temperature anemometry. The use of
x-wires allows for the acquisition of the streamwise, normal, and spanwise turbulent
components of velocity. This study is intended to provide a database of local fluid
dynamics including velocity, turbulent components, and turbulent spectra for pin fin
arrays to support the development of more physically based turbulence models for use in
predictive modeling of internal flows.
Data acquired in this research were compared to computations from FLUENT 6.0,
commercially available computational fluid dynamic software package. Well-resolved
two- and three-dimensional FLUENT predictions of a staggered pin fin array were
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conducted using the standard, realizable, and RNG k-e models with a two-layer near wall
model at Reynolds numbers ranging from 3,000 to 30,000. These computations were
compared to the average array heat transfer and pressure drop. Profiles at the center point
between pins and center line between endwalls were also investigated to assess the
accuracy of the models. Comparison between pin mid-line pressure and heat transfer
distributions were also made to investigate how and where current models fail. Results
show improvements in current turbulence models are needed to better predict turbulence
levels and heat transfer within pin fin arrays.
X-Wire Measurements
Errors Introduced with X-Wire Measurements
Data acquired with x-wire sensors contain larger errors than data acquired with
single wires due to the fluctuating components of velocity. This is explained by Hinze
[34]. For a single wire, the effective velocity measured by the wire is different than the
actual velocity due to large velocity variations due to normal or spanwise velocity
fluctuations. Measurements taken off the endwall with a single wire perpendicular to the
axial direction and oriented parallel to the endwall sense the streamwise component of
velocity, U, and velocity fluctuations in the streamwise and normal directions , u’ and v*
respectively. The effective velocity, Ueff, measured by the hot wire is defined by Hinze
[34].
,i2

u tJf= u

1+

2 U2

u'v'2

1+

Tuv

u'v'2 ^

(57)

2 U'

2U

Measurements taken off the endwall with an x-wire with a sensor plane
perpendicular to the z-axis sense the streamwise component of velocity, U, and velocity
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fluctuations in the streamwise and normal directions, u’ and v \ respectively. These wires
sense the streamwise and normal components of velocity but are affected by the w’
fluctuations. Here the wires are at a 45 degree angle and the streamwise velocity
component must be multiplied by the cosine of 45 degrees, or V2/2. This increases the
error in the effective velocity read by the x-wire because cross-span variations are now
observed by the wire.

1+

w.2
y/2 —
— U
2

u' w'2
'V2

U

rt

w2

r z u 'w ' 2^

= u 1+ - T - V 2 —
u
u
V

(58)

At low turbulence levels, the velocity fluctuations should be relatively small.
This implies that although there is a greater error introduced into the measurement when
using an x-wire, data acquired with an x-wire in row 1 should be similar to the single
wire data, as turbulence levels are on the order of 1.5 percent. Figure 61 gives
confidence in the measurement technique. The difference between profiles in row 1
taken with the single and the x-wires at all Reynolds numbers is very small. Data
acquired between pins for the three Reynolds number are nearly identical. As discussed
in Chapter III, profiles in the near wall region show a thickening of the boundary layer
with decreasing Reynolds number. The error introduced in x-wire measurements
increases in rows downstream of row 1.
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Figure 61: Comparison of single and \-wire velocity profiles in row 1 for all Reynolds
numbers.
Turbulent Components o f Velocity
Thomas and Hancock [37] investigated spectra and variances near a moving wall
in air. The wall was set to move at the freestream velocity, thus eliminating the
formation of a boundary layer and allowing for the measurement of a turbulent layer near
a shear free wall. This study found that the normal component of turbulence, v \ was
affected by the presence of the wall; v’ spectra at lower wave numbers decreased near the
wall and spectra of relatively high wave numbers remained the same.
Hunt and Graham [38] used rapid distortion theory to calculate the effect of a
plane boundary on freestream turbulence. Calculations showed that the normal
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component of turbulence, v \ is attenuated near the wall; the streamwise, u \ and
spanwise, w’, components increase close to the wall.
Hunt and Graham [38] predicted that v’2 is proportional to y2/3 near the wall. The
proportionality is from the -5/3 slope of the inertial subrange of the turbulence spectrum.

S 2(*.) = -£T,(*,)=1.62

08^
V55y

.2/3

7-5/3

K

(59)

Relatively large eddies of the normal component of turbulence are blocked by the
presence of the wall. The energy in relatively low wave numbers (relative to 1/y) is
redirected by the wall to the fluctuations in the other velocity components. For example,
v’ components are blocked by the presence of the wall. The energy is redirected into
components of u’ and w’. Likewise w’ components are blocked by the presence of the
pin and redirected into u’ and v’. The component normal to the object being approached
is blocked and remaining components are enhanced.
The attenuation of v’ at relatively low wave numbers is shown in Figure 62. The
figure shows that in the inertial subrange, where eddies are smaller in size, the data fall
along the same -5/3 slope. Data also appear to fall off the -5/3 at approximately the same
wave number. Data in the energy containing range are similar in the center region
between pins (1.91 cm from either pin and at points 1.27 to 2.54 cm from the endwall).
At 0.64 cm from the endwall, a slight fall off in the energy containing range is observed.
A more obvious attenuation of v’ at relatively low wave numbers is observed at 0.32 cm
off the wall. The measurement nearest the endwall (0.10 cm) illustrates that the large
eddies in the flow are blocked by the presence of the wall.
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Figure 62: Attenuation of v' at relatively low wave numbers at locations at the center line
between pins in row 5 at the 30,000 Reynolds number.
Thomas and Hancock [37] correlated the near wall distribution of v’2 over the
freestream value of v 'J on a distance from the wall over the integral length scale, Lx. A
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better choice for non-dimensionalization is the energy scale, Lu, as it is directly related to
the rate of dissipation and consequently the -5/3 slope of the spectrum function.

(60)

Ames and Moffat [32] acquired data on a flat plate downstream from a mock combustor
turbulence generator. Values of v’2(y)/v’ao2 correlate well as a function of Y/Luoo. Ames
[39] was able to correlate data from one location for three separate turbulence generator
arrangements on v,2(y)/v’oo2 as functions of y/Lu».
Data taken in this research were correlated similarly. However, the Kolmogorov
length scale was estimated to adjust the distance from the wall, y. This accounts for the
than natural fall off observed due to the viscous dissipation of small eddies.

77 =

( v 3V '4

(61)

Ve J

1-exp

2.9 ( y - 5 y )
Lu

2/3

(62)

Figure 63 shows data acquired at the center location (location 5 from Chapter II) in row 5
for all three Reynolds numbers. These data correlate well with the distance from the
wall, y, minus 5 times the Kolmogorov length scale, q, over the energy scale, Lu, or (y-5
q)/Lu.
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Figure 63: Correlation of v'2 distribution for data acquired at location 5 in row 5 for all
Reynolds numbers.
Figure 64 presents data acquired at the center location (location 5 from Chapter
II) in row 3 for all Reynolds numbers. These data also correlate well to (y-5 q)/Lu. This
implies that the attenuation of v’ near the endwall in a pin fin array is similar to the
attenuation observed in a flat plate turbulent boundary layer. Therefore, the same simple
spectral model used by Ames and Moffat [32] and Ames, Kwon, and Moffat [40] to
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develop their algebraic turbulence model should be applicable to the situation off the

v'7v

endwall in the pin fin array.

(Y - 5 r])/Lu
Figure 64: Correlation of v' distribution for data acquired at location 5 in row 3 for all
Reynolds numbers.
A blocking effect of w’ similar to that shown in Figure 62 for v’ is observed in the
near pin region. Figure 65 shows spectra measurements in row 5 at the center line
between pins (2.54 cm from either endwall) at the 30,000 Reynolds number. These data
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show that significant blocking of large eddies occurs as the hot wire is moved nearer the
pin, from 1.91 cm to 0.10 cm.
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Figure 6.5: Attenuation of w' at relatively low wave numbers at locations at the center line
between endwalls in row 5 at the 30,000 Reynolds number.
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Figure 65 also shows an interesting effect occurring between the energy containing range
and the inertial subrange. The inertial subrange is relatively small and as the location
approaches the pin, and the spectra fall off of the -5/3 slope towards the energy
containing range. Flow in the near pin region is very complex. Acceleration in the near
pin region causes a decrease in the u’ component of turbulence and has a tendency to
increase v’ and w’ in the low wave number spectra. Additionally, the w’ component of
turbulence is being blocked by the presence of the pin. There is intermittency at the edge
of the pin wake and unsteady separation, caused by shedding, in the near pin region.. The
flow off the pin in the spanwise region is highly complex; it is consequently difficult to
be more specific about the dynamics of turbulence spectra in this region.
The w’ component of turbulence was correlated to the distance from the pin, z,
minus five times the Kolmogorov length scale, t|, over the energy scale.
w,t2
W12

1-exp

-2 .9 (z - 5 jj)
Lu

-i 2 / 3

(63)

Figure 66 illustrates this correlation data acquired at 2.54 cm from either endwall in row
5 for all Reynolds numbers. The correlation is obviously not as accurate for w’ as it was
for v \ The data for the 3,000 Reynolds number appear to correlate well. Data for the
10,000 Reynolds number begin to fall below the correlation, and the 30,000 Reynolds
number data falls well below the correlation curve. The w’ component is falling off in
the near pin region as it is more affected by the turbulence generated in the wake of the
pin in row 3 rather than the pin in row 4. Figure 65 illustrates that the w’ component is
suppressed in the near pin region. From the single wire data provided in Chapter III,
peak turbulence intensity at the 3,000 Reynolds number is measured between pins in row
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4, setting the boundary condition for pins in row 5. Turbulence intensities downstream of
row 4 remain nearly constant. At the 10,000 Reynolds number, peak turbulence intensity
is measured in row 4 followed by a slight decrease to row 5. After row 5, turbulence
intensity remains relatively constant. For the 30,000 Reynolds number, turbulence
intensity peaks between pins in row 3 and decreases significantly to row 5.
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Figure 66: Correlation of w'2 distribution for data acquired at location 5 in row 5 for all
Reynolds numbers.
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This suggests the correlation for w’ is possibly improved at higher levels of turbulence.
Data in row 6 fits the correlation in a similar manner giving confidence that these data are
consistent. It is noted that the value of w’ is greater than the value of u’ whereas the
value of v’ nominally equal to u \ The energy scale, Lu, is calculated using u’;
consequently the energy scale used may not be the most appropriate scale.

(Z - 5

ti )/L u

Figure 67: Correlation of w'2 distribution for data acquired at location 5 in row 3 for all
Reynolds numbers.
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Figure 67 shows the correlation of w,2/w’a>2 at the center location in row 3 for all
Reynolds numbers. The correlation at the highest Reynolds number fits the model
equation better than data at the lower Reynolds numbers. Peak turbulence intensity
occurs in row 3 at the 30,000 Reynolds number. Intensity levels are still increasing after
row 3 at the 10,000 and 3,000 Reynolds numbers. The near pin region in row 3 is
directly affected by the turbulence generated by the wake behind pins in row 1. The
center region between pins in row 3 is affected by the turbulence generated in the wake
off pins in row 2. Thus, as the sensor moves from the center between pins to the near pin
region the characteristics of turbulence change, complicating the analysis of flow in this
row.
Shear Stress Distributions off the Wall and off the Pin
Shear stress distributions off the wall and off the pin are of interest as an
understanding of the mixing aids in understanding the heat transfer and skin friction. It is
expected that the apparent shear stress based on the streamwise and spanwise velocity
fluctuations, u'w', will be greater than the apparent shear stress based on the streamwise
and normal components, u V . The effect of shear stress due to w’ is predominant as
velocity gradients in the spanwise direction are much larger than gradients in the normal
direction due to the wake region between pins.
-dU
uw
dz

■dU
MV
dy

The streamwise velocity is normalized by the maximum velocity, V,™*. The
fluctuating components of velocity and shear stress are normalized by two-thirds times

129

the kinetic energy, (2/3)k. The value of k is calculated from the components of
fluctuation velocity at the center point of the traverse.

k =—
-(w'2+v'2+vv'2)
2

(64)

The simplest eddy diffusivity models are centered around mixing length
arguments, which describe the local turbulent transport of heat or momentum as
proportional to a local eddy diffusivity times the local gradient in the transported
quantity.
~T~,
dU
- “ V=y„—
dy

(65)

A correlation for the shear stress was also given from a simple mixing length model by
Kwon and Ames [41] and Ames and Moffat [32]. Eddy viscosity based on momentum is
equal to the fluctuating normal component of velocity times the mixing length. The
mixing length is estimated as 0.38 times the distance to the wall.
£ = 0.38 y

(6 6 )

vM = v'* = 0.38 y v*

( 67 )

Normalizing the fluctuating components of velocity based on two-thirds the kinetic
energy allows for a direct comparison between all components. Shear stress can also be
normalized by two-thirds the kinetic energy The streamwise velocity, IJ, is normalized
by Vmax.
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Figure 68: Normalized components at the center point between pins in row 3 for the
30,000 Reynolds number.
Figure 68 illustrates the normalized components of velocity and shear stress
measured during a traverse between endwalls at 1.91 cm from either pin in row 3 at the
30,000 Reynolds number. The profile of U/Vmax increases from very near the wall to the
mid-channel region. Shear stress values, ( mV )/(2/3)/k, decrease over the same range as
expected. The correlation for shear stress does not fit the data well. The velocity
gradients in themselves are too weak to support a strong shear stress here. It is likely the
shear stress is affected by normal gradients off center line combined with intense
inwise mixing and unsteadiness. It is expected that due to these factors the correlation

will not fit the data well for shear stress measurements in the normal direction.
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According to Hinze [34], shear stress can be represented by the correlation
coefficient, Ruv.

u 'v

*

Ruv = -~ L = ^

( 68 )

V«'2v'2
This correlation coefficient is a function of row number and Reynolds number. A typical
turbulent boundary layer has a value of Ruv equal to -0.4. Clearly the minimum
correlation coefficients in Figure 69 are low. This is due to flow field turbulence;
turbulence is primarily being generated by spanwise velocity gradients. Consequently,
norma! correlation coefficients are relatively low.

Figure 69: Profiles of the Ruv correlation at the center point between pins in rows 3 and 5
for all Reynolds numbers.
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Minimum correlation coefficients are -0.16 for the 30,000 Reynolds number and -0.13 for
the 10,000 Reynolds number in row 3. The correlation coefficient at the lowest Reynolds
number is very small in row 3. In row 5, the minimum value of Ruv -0.14 for the 10,000
Reynolds number and approximately -0.09 for both the 3,000 and 30,000 Reynolds
numbers.
Figure 70 illustrates the profiles of the normalized components of velocity and
shear stress for a traverse between pins in row 3 for the 30,000 Reynolds number at 2.54
cm from either endwall. The inverse relationship between the streamwise velocity and
the shear stress is much more evident than in Figure 68.

Figure 70: Normalized components at the center line between endwalls in row 3 for the
30,000 Reynolds number.
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The redirection of energy in the near pin region from the spanwise component, w \ to the
streamwise component of velocity is also evident. As the profile for w’ decreases the
profiles for u’ increase. However, the rise in u’ may also be due to the unsteadiness near
the pin.
The correlation of shear stress to the derived equation for shear stress based on the
mixing length model appears to fit the data well here.
- ^

=v

™
dz

(69)

vM = w' £ = 0.38 z w'

- mV = 0.38 w’—
dz

(70 )

(71)

A k-e model in the near wall region would greatly over-predict the shear stress since the
model mixing length is a function of k3/2 and does not acknowledge the blocking of the
mixing length in the spanwise direction due to the pin.
Figure 71 shows the shear stress data in row 3 for all Reynolds numbers
normalized on their respective k values. The figure indicates that the mixing length
model fits the data well except in the near wall region.
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Although the data in Figure 66 and Figure 67 indicate that the w’2/w’„2 correlation does
not fit the curve of [l-e('29 z/Lu)]2/3 the mixing length models do a respectable job of fitting
the shear stress data.
A correlation coefficient, Ruw, for the shear stress based on u’ and w’ is given
Hinze [34]. The Ruw con-elation coefficients are much more representative of what is
expected for a turbulent boundary layer as turbulence is generated by the spanwise
velocity gradients which are large due to the wake region between pins.

Ruw =

u'w'

(72)

V«,! w'5
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Figure 72: Ruw correlation profiles at the center point between pins in rows 3 and 5 for
all Reynolds numbers.
In row 3 absolute maximum values of Ruw are approximately equal to 0.52,0.48,
and 0.40 for the 3,000, 10,000, and 30,000 Reynolds numbers, respectively (Figure 72).
The absolute maximum correlation coefficients in row 5 are approximately 0.54,0.45,
and 0.32 for the 3,000, 10,000 and 30,000 Reynolds numbers, respectively. These values
are near the absolute maximum value of 0.4 suggested for a typical boundary layer.
Analytical Data
Most pin fin array designs use empirical correlations to predict average heat
transfer rates and pressure drop within pin fin arrays. The range of geometries
represented by these empirical correlations for pin fin arrays is limited. Straying from the
geometries represented by the empirical models may result in inaccuracies in heat
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transfer cooling models. Most internal convection computational fluid dynamics (CFD)
methods are limited by the turbulence models that are used. Correlations are useful in
predicting array pressure drop and average array heat transfer. However, these models
often predict heat transfer and pressure drop poorly as they are unable to deal with high
intensity turbulence generated upstream and convected into the region. More flexibility
in the design of pin fin arrays can be accomplished by developing accurate internal CFD
models.
The CFD software FLUENT 6.0 was used to conduct well-resolved two- and
three-dimensional steady state predictions of a staggered pin fin array using the standard,
realizable, and RNG k-s models at Reynolds numbers ranging from 3,000 to 30,000. The
two-layer model was used in the near wall region with these models. Comparisons of
array flow friction factor, average array Nusselt number, velocity profiles, turbulence
profiles, and mid-line pressure and heat transfer distributions were made.
Array Flew Friction Factor and Pressure Drop
Previous research by Ames suggests that array flow friction is under-predicted by
three-dimensional stead' state FLUENT models [4]. Figure 73 shows the data acquired
in this research at the 3,000,10,000, and 30,000 Reynolds numbers. The figure also
shows the calculated values of flow friction factor from the three k-e models and
correlations from Metzger [2] and Jacob [3]. Data previously acquired in the pin fin
array by Ames et al. [4] are also presented. Ac the low Reynolds number, FLUENT
predicts a flow friction factor nearly identical to that measured in the test facility. At the
higher Reynolds numbers, however, FLUENT under-predicts the flow friction factor.
The standard k-e model makes the best prediction at the 30,000 Reynolds number.
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Figure 73: Data, CFD calculations, and correlations from literature for array flow friction
factor.
The average array Nusselt numbers were compared to correlations from Metzger
[2] and Chyu [7] and FLUENT predictions. Data acquired by Ames et al. [4] suggest an
average array Nusselt number of 131 at a Reynolds number near 30,000. These data
follow the correlations provided well. The steady-state three-dimensional FLUENT
calculations predict Nusselt number of 98.5. Calculations in Figure 74 agree with
previous calculations by Ames et al. [4]. The FLUENT calculations under-predict
average array Nusselt number at all Reynolds numbers. The prediction is worse at higher
Reynolds numbers. The three k-e models predict similar values, with the standard model
predicting a slightly higher value than the others at the highest Reynolds number.
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Figure 74: Average array Nusselt number comparison for all Reynolds numbers.
Velocity Profiles at the Center Point Between Pins
Velocity profiles off the endwall at the center point between pins in row 3 at the
30,000 Reynolds numbers were compared to profiles produced by the FLUENT
calculations.
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Figure 75: Data and CFD calculations of the velocity profile at the center point between
pins in row 3 for the 30,000 Reynolds number.
Figure 75 presents these data normalized on an average maximum velocity, Vmax. Clearly
the FLUENT calculations under-predict the velocity in the near wall region. Near the
center line of the channel (2.54 cm from either endwali) the calculations begin to fit the
data. The near wall velocity gradient from the FLUENT calculations are similar to the
actual data. Again, the standard k-8 model is slightly steeper than the other two models.
Figure 76 shows the near wall region in row 3 at the 30,000 Reynolds number. This
figure shows that the standard model is slightly steeper than the actual data and the
realizable and RNG models compare reasonable well in the very near wall region.
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Figure 76: Data and CFD calculations of the velocity profile in the near wall region at the
center point between pins in row 3 for the 30,000 Reynolds number.
Similar comparisons of the three k-e models to the data acquired in this research
are shown in Figure 77 and Figure 78 at the center point between pins in row 3 at the
10,000 and 3,000 Reynolds numbers, respectively. At the 10,000 Reynolds number, the
realizable k-e model represents the data slightly better than the other two models. In the
very near wall region, the data fall along the path of all three FLUENT calculations. At
0.08 cm from the endwall, the velocity profile for the data is slightly steeper than the
CFD models. At the center line between endwalls the predictions slightly under-predict
the velocity. In this location the standard model more closely predicts the actual data.
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Figure 77: Data and CFD calculations of the velocity profile in the near wall region at the
center point between pins in row 3 for the 10,000 Reynolds number.
The models approximate the actual data at the 3,000 Reynolds number follow
similar patterns to the 10,000 Reynolds number. The k-e model profiles in the near wall
region follow the velocity gradient trend of the data more accurately at the 3,000
Reynolds number than at the higher Reynolds numbers. Otherwise, the models fit the
data as they did at the 10,000 Reynolds number. As stated in Chapter III, the actual
starting location of the traverse was difficult to assess. The estimated starting point of the
traverses is likely farther from the wall than the actual starting location.
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Figure 78: Data and CFD calculations of the velocity profile in the near wall region at the
center point between pins in row 3 for the 3,000 Reynolds number.
The profiles calculated off the endwall by FLUENT under-predicted the velocity
until near the middle of the channel (2.54 cm from either endwall). Consequently there is
interest in the profiles off the pin surface at the 30,000 Reynolds number. Profiles at the
mid-line (2.54 cm from either endwall) were generated in row 5 for the standard,
realizable, and RNG k-e models for comparison with the data acquired off the pin
surface. These calculations and the data are shown in Figure 79. The velocity profile off
the pin is much steeper in the CFD calculations than in the data. Additionally, the
calculations show a higher peak velocity

the near pin region than what is shown by the

data. The wake region from the calculations is much steeper than the wake region of the
data. Near the center point between pins the calculations slightly under-predict the
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velocity found in the data, with the standard k-e model closest to the actual data. The
steeper profile in the near pin region is likely due to the lack of shedding and oscillation
of the separation point within the symmetrical steady state FLUENT calculations.
Additionally, the steeper wake regions likely reflect the slow development of turbulence
and lack of shedding.

Figure 79: Data and CFD calculations of the velocity profile at the center line between
endwalls in row 5 for the 30,000 Reynolds number.
Row-by-row Turbulence Intensity Development
Pin fin array turbulence intensity levels calculated by steady state threedimensional FLUENT k-e models tends to build continuously throughout the array.
Actual data shows that turbulence intensity peaks at some row within the array, decays
slightly, and then plateaus through downstream rows. The tendency of computational
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models to under-predict the development of turbulence intensity within an array helps to
cause under-predictions in other calculations.
Figure 80 compares the data acquired in the pin fin array based on the streamwise
fluctuating velocity, u \ over the maximum velocity, Vmax, to the turbulence intensity
calculated in FLUENT. The turbulent kinetic energy, k, along with the maximum
velocity calculated by FLUENT were used to calculate the value of turbulence intensity.

7w =

(7 3 )

Figure 80: Row-by-row development of turbulence intensity for the three k-e models and
the data at the 30,000 Reynolds number.
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The figure clearly shows that all three models predict that turbulence intensity develops
continuously throughout the array. The data shows a peak intensity in row 3 followed by
a decay and a plateau level. None of the k-e model FLUENT calculations show a peak
intensity level; all peaks are seen in row 8. It is assumed that the intensity in the
FLUENT calculations would increase further if additional rows were added to the array.
The standard k-e model best fits the data in the first four rows but then over-predicts
turbulence intensity. The calculations for turbulence intensity at the 10,000 Reynolds
number are similar to those at the 30,000 Reynolds number (Figure 81).

Figure 81: Row-by-row development of turbulence intensity for the three k-e models and
the data at the 10,000 Reynolds number.
Figure 82 shows the turbulence intensity levels from CFD calculations and the
data. At the 3,000 Reynolds number, these data are over-predicted over the entire array
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by all models, although at this low Reynolds number the trend of the development of
turbulence intensity is calculated more accurately. This improvement in the model may
be due to the low Reynolds number, where shedding is much weaker and closer in
similarity to the symmetrical computational model.

Figure 82: Row-by-row development of turbulence intensity for the three k-£ models and
the data at the 3,000 Reynolds number.
Steady state models show additional inconsistencies with actual data. Data at the
30,000 Reynolds number taken between pins in row 3 suggest that intensity levels
increase away from the center point between pins (Table 13). Steady state calculations
predict a decrease in turbulence intensity as the measurement nears the pin. For example
the realizable k-£ model predicts a turbulence intensity of 14.44 percent at the center
point between pins and endwall in row 3 at the 30,000 Reynolds number. This is an
147

under-prediction of 29 percent. At 0.64 cm off center and 2.54 cm from either endwall
the modei calculates an intensity level of 6.189 percent, an under-prediction of 72
percent.
Table 13: Turbulence intensity measured with a single wire between pins in row 3 at the
30,000 Reynolds number.
O ff pin
0.038 cm
Off endwall

3.18
2.54
1.91
1.27
0.64

cm
cm
cm
cm
cm

0.4773
0.5621
0.692
0.7387

0.64 cm

0.1952

1.27 cm

C enter line
1.91 cm

2.54 cm

0.2163
0.2163
0.2162

0.2003
0.2035
0.2005

0.2247
0.2177
0.2185

0.2433

0.2246

0.2201

3.18 cm

0.179

The steady nature of the calculations prohibits shedding off pin surfaces. The shedding
effect would likely increase the calculated pin and endwall heat transfer as well as predict
an increase in turbulence intensity moving from the center point between pins to the pin
surfaces.
Pin Mid-line Pressure Distributions
Pressure distributions around the mid-line of the pin surface (2.54 cm from either
endwall) were acquired by Morrow [26]. This research used the three-dimensional
steady state C’FD models to compare those distributions to the calculated distributions.
Figure 83 shows the standard, realizable, and RNG k-e model distributions from
FLUENT with the data acquired around a pin in row l at the 30,000 Reynolds number.
The three k-e models appear to fit the data similarly. The minimum pressure coefficient
is approximately -1.61, approximately 12 percent lower than the data. The backside
pressure recovery appears to be under-predicted by all three models up to 170 degrees
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where the recovery is then over-predicted. The general trend of pressure recovery is
similar to the data.

Figure 83: Mid-line pressure coefficient distributions comparing the data and three k-e
model CFD calculations at the 3,000 Reynolds number.
The three models were compared to pins in rows 1, 2, 3, and 6. In general, the
standard k-£ model predicted the data more accurately than the realizable and RNG
models. However, Figure 84 illustrates that FLUENT fails to predict the pressure around
the pin surface accurately. In row 1, the pressure distribution on the front side of the pin
appears to fall just slightly below the data. Separation is predicted at nearly the right
location with a slight under-prediction in pressure coefficient from just before the point
of separation to about 155 degrees. Backside pressure recovery is slightly over-predicted
near 170 to 180 degrees. It is expected that the model is fairly accurate in row 1, as the
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turbulence levels are low and turbulence intensity development does not effect the
distribution.
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Figure 84: Mid-line pressure coefficient distribution comparing the data and Standard k-e
model CFD calculation at the 3,000 Reynolds number.
In row 2, the pressure coefficient is slightly over-predicted on the front half of the pin
surface. The point of separation is predicted to occur further back on the pin and the
pressure coefficient falls slightly below the data. Again, backside pressure recovery
crosses over the data and over-predicts the pressure coefficient from approximately 140
degrees to the back of the pin. The model predicts similar pressure distributions for pins
in rows 3 and 5, with the prediction in row 5 falling slightly below that for the pin in row
3 just before the point of separation and beyond. The prediction for the pin in row 3
over-predicts pressure coefficient on the front half of the pin. The separation point is
150

predicted further back on the pin surface, where the pressure coefficient is under
predicted. Backside pressure recovery is over-predicted from about 115 degrees to the
back of the pin surface. The realizable and RNG k-e models had similar trends in the fit
of the calculation to the actual data with only slightly larger percentages of over- or
under-prediction in the same locations.
Pin Mid line Heat Transfer Distributions
Mid-line heat transfer distributions around the of the pin surface (2.54 cm from
either endwall) were also acquired by Morrow [26]. This research used the threedimensional steady state CFD models to compare those distributions to the calculated
distributions. The reference temperature was taken at a location just upstream of the pin.
(It is noted that there is upstream heating of the endwall in the FLUENT model as a heat
flux of 100 W/m was applied to the endwall.) Figure 85 illustrates the distributions of
Nusselt number over the Reynolds number (based on Vmax) to the one-half power. From
the figure, it is evident that the three models slightly under-predict heat transfer on the
front half of the pin, from the stagnation region to roughly 25 degrees. The three models
are nearly identical up to approximately 55 degrees where heat transfer begins to be over
predicted. The realizable and RNG models predict the heat transfer identically up to the
point of separation and appear to over-predict heat transfer by less of a percentage than
the standard model. (There is an anomaly in the data for the realizable model at
approximately 97 degrees.) The point of separation is indicated more accurately by the
standard k-e models; the realizable and RNG models predict separation to occur farther
forward on the pin surface. Backside heat transfer is over-predicted by all three models,
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recalling that backside heat transfer at the 3,000 Reynolds number is much lower than the
higher Reynolds numbers due to lower intensity of shedding.

Figure 85: Mid-line Nu/ReDm1/2 distribution comparing the data and three k-e model CFD
calculations at the 3,000 Reynolds number.
All three models were compared to the data in rows 1, 2, 3, and 5 to see which
model more accurately predicted the data over the array. It was determined that the
standard k-E model best predicts the heat transfer distributions although all three models
predict similarly. These data are shown in Figure 86. The heat transfer distribution
around the mid-line of the pin in row 1 is as explained above. In row 2, the stagnation
region heat transfer is predicted at a ratio of approximately 0.93 which is near the
stagnation point value of approximately 0.95 provided by the literature [9, 31]. After 5
degrees from the stagnation point, heat transfer is over-predicted by the model on the
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front half of the pin. The separation point appears to be predicted quite well by the
model. Backside heat transfer is also predicted reasonably well in its trend. Heat transfer
on the front half of the pin in row 3 is under-predicted, with a stagnation point ratio of
only 0.85 compared to the 1.1 value of the data. After 60 degrees the heat transfer is
over-predicted and the point of separation is indicated further back on the pin at a lower
Nu/ReDm

ratio than indicated by the data. Backside heat transfer is under-predicted in

value but does follow the general trend of the data. Heat transfer calculations in row 5
are similar to row 3 comparisons of data and calculations.
1.2
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Mid-line Nu/ReDml/2 distribution comparing the data and realizable
CFD calculation at the 3,000 Reynolds number.

k-E

model

The analytical data shows that improvements need to be made in CFD models to
more accurately predict heat transfer in pin fin arrays. Array flow friction factor and
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average array Nusselt number are under-predicted by FLUENT. The slow development
of turbulence shown by the models adds to the under-prediction of array averaged
Nusselt number. The slow development decreases the heat transfer on the endwall,
which comprises the largest amount of array heat transfer as it has the greatest surface
area. The symmetrical nature of these calculations creates an under-prediction of
pressure drop as vortices and pressure losses are not observed in the wake of the pins.
The inadequate prediction of heat transfer and pressure distributions can be attributed to
the symmetrical and steady nature of these calculations as well as the slow development
of turbulence.
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CHAPTER V
SUMMARY AND CONCLUSIONS
The objective of this research was to experimentally investigate the fluid
dynamics of pin fin arrays to clarify the physics of heat transfer enhancement and to
uncover anomalies in conventional turbulence models. This study was intended to
provide a database of local fluid dynamics including velocity and turbulent components
and turbulent spectra for pin fin arrays to support the development of more physically
based turbulence models for use in predictive modeling of internal flows.
A cause and effect between local heat transfer and the local velocity and
turbulence distributions in pin fin arrays is needed to advance understanding and improve
predictive modeling. In this research a comprehensive set of data including surface static
pressure, velocity, turbulent components, and turbulent spectral information was acquired
in a staggered pin fin array. This research can be divided into three parts: single wire
measurements, x-wire measurements, and three-dimensional steady state computational
fluid dynamic (CFD) calculations.
Single Wire Measurements
The single wire measurements provided velocity distributions off pins and
endwalls to illustrate flow in near pin and near wall regions. These data along with mid
line pressure distributions and mid-line heat transfer distributions previously acquired by
Morrow [26] provide an understanding of the flow physics near pins and endwalls.
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Traverses off the pin surfaces help determine whether the flow is separated by
examination of the near wall velocity profile. Blockage decreases with increasing
Reynolds number. These profiles show there are strong gradients in the spanwise
direction. There is a strong transport of momentum towards the wake due to turbulent
motion. The significant levels of turbulence generated cause the flow to “scrub” the
endwall, increasing the heat transfer augmentation.
Traverses off the endwall also provide useful information about the flow in a pin
fin array. The velocity distribution is affected by high turbulence. Flow in the near wall
region is significantly different than what is expected for a turbulent boundary layer on a
flat plate. Inspection of the near wall profiles based on u+ versus y+ show that the profile
is suppressed below the law of the wall. At the low Reynolds number, the momentum
thickness is not be high enough to support a turbulent boundary layer.
Single wire measurements also provided spectral data allowing calculations of
integral scale, energy scale, dissipation, and turbulence intensity (Lx, Lu, e, and Tu,
respectively). The dissipation rate allows description of the inertial subrange of the
energy spectra. Dissipation rates are constant in the near wall region until production in
the boundary layer becomes evident. Spectra measurements with the single wires give
accurate data to describe the whole spectrum; the dissipation derived from the inertial
subrange is indicative of the dissipation for the u \ v \ and w’ components.
Near wall single wire measurements allowed for the estimation of skin friction
coefficient, Cf/2, and calculation of the TLR parameter. This estimation is imperfect as
the flow is essentially a channel flow with high levels of turbulence rather than a
boundary layer, but it provides an assessment of how aggressive the flow is in terms of
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the mixing. Using this evaluation provides a means to gage momentum transport
augmentation and illustrates that high freestream turbulence augments the skin friction
coefficient on the endwall. High transport in the spanwise direction creates stronger
gradients in the normal direction in the near wall region off the center line between pins
(1.91 cm from either pin). Flow is much more complicated in a pin fin array so it should
be expected that models for a plain channel will not be accurate. The order of magnitude
of the increase in transport is consistent with the estimation from the TLR parameter.
There is a stipulation to this; high spanwise transport rates thin boundary layers and the
measured value of momentum thickness is lower than expected. The augmentation of the
heat transfer is higher than what is expected in channel flows.
Unsteadiness was observed off the pins, adding to the understanding of shedding
frequencies. Shedding increases backside heat transfer; after the first two rows, the
shedding off pm surfaces is difficult to assess as it is random. Shedding is a function of
Reynolds number and the strength of shedding increases with increasing Reynolds
number.
The above data were combined with the mid-line heat transfer distributions
previously acquired to add to the knowledge of pin surface heat transfer. The stagnation
region heat transfer based on the effective velocity is consistent with the literature, in the
first two rows the value of Nu/Reo'72 is approximately 0.95. Turbulent transport
evidently increases heat transfer on the leading edge as seen by the increase in heat
transfer in the stagnation region of pins in row 3. Data acquired in the early rows is
comparable to augmentation predicted by the TRL parameter and compares to stagnation
regions of vanes and cylinders in crossflow. Turbulent augmentation increases with
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increasing Reynolds number. Shedding increases heat transfer on the backside of the
pins.
X-Wire Measurements
X-wire measurements were made to provide the fluctuating components of
velocity as well as shear stress distributions within the array. The use of x-wires
introduced an increased error from the single wire measurements due to the geometry of
the wires. These data confirm the velocity profiles acquired with the single wires. The
strong gradients in the spanwise direction are observed as well as the relatively weak
gradients in the normal direction.
Spectra measurements provided an understanding of the blocking effect of the
normal component of velocity near pins and endwalls. As flow nears an object, the
normal component of fluctuation velocity is blocked, redirecting its energy into the
remaining two components. For example, w’ components are blocked by the presence of
the pin and the energy is redirected into the u’ and v’ components. The power spectra
versus wave number figures (E2(kj) for v’ and E3(ki) for w’) illustrate this blocking
effect, providing spectra measurements at locations from the mid-channel to the near wall
and near pin regions. The non-homogenous flow in the spanwise direction creates
complication in the w’ spectra. The redirection of energy is apparent in the figures of the
normalized components of velocity and shear stress.
Correlations of fluctuating normal velocity were shown. For measurements off
the endwall the correlation of v,2/v’J* to (y-5 T])/Lu was accurate, implying that turbulent
spectra models based on the idea that low wave number eddies are blocked by the wall,
similar to models used for turbulent boundary layers, should be applicable to estimations
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near the endwall in a pin fin array. Similar correlations based on w,2/w’<„2 did not
correlate as well. It is expected that the fluctuating velocity in the spanwise direction, w’,
will increase due to acceleration around the pin; the streamwise fluctuation, u \ is
suppressed. However as stated previously the presence of the pin blocks the w’
component of velocity. Flow in the near pin region is very complex due to the changing
characteristics of turbulence. The subtraction of five times the Kolmogorov length scale
accounts for the natural fall off observed at higher wave numbers due to the viscous
dissipation of the small scale eddies. This fall off has important implications of the effect
of Reynolds number on heat transfer.
Shear stress distributions off the wall and off the pin aid in the understanding of
heat transfer and skin friction. It is expected that the apparent shear stress based on the
streamwise and spanwise velocity fluctuations, mV , will be greater than the apparent
shear stress based on the streamwise and normal components,

m

'v'

. The effect of shear

stress due to w’ is predominant as velocity gradients in the spanwise direction, dU/dz, are
much larger than gradients in the normal direction, dU/dy, due to the wake region
between pins.
Correlations from simple mixing length models were used to assess the shear
stress. Shear stress in the normal direction is difficult to correlate as the gradients are too
weak in the normal direction to support a strong shear stress. The shear stress is likely
affected by normal gradients off the center line of the pin and intense spanwise mixing
and unsteadiness. Correlation coefficients, Ruv, taken from Hinze [34] show the
minimum correlation coefficient is much lower than that of a typical turbulent boundary
layer.
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Correlations from the simple mixing length model fit the data acquired during
traverses between pins well. This is expected as there are large velocity gradients in the
spanwise direction. The redirection of energy from the w’ component to the u’ and v’
components is also evident. Correlation coefficients, Ruw, taken from Hinze [34] show
that the absolute maximum correlation coefficient fall near a value 0.4.
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These data suggest mixing in the spanwise direction has much more effect on the
turbulence in a pin fin array.
Analytical Data
Comparisons between the data acquired and three CFD models were made. The
standard, realizable, and RNG k-e models with the two-layer model in the near wall
region were used for three-dimensional steady state calculations. Generally, flow friction
factor and average array Nusselt number are under-predicted by the models; predictions
worsen at higher Reynolds numbers. The flow friction factor is likely under-predicted
due to the stronger pressure recovery on the backside of the pin which is likely due to the
symmetry conditions. The delayed development of turbulence in the array and less
aggressive turbulence model in the near layer model likely account (in part) for the
under-prediction of array average Nusselt number.
Calculated velocity profiles in the very near wall region provide a reasonable fit
the data. A steeper velocity profile is observed in the near wall region at higher Reynolds
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numbers, which is representative of the data. Velocity profiles are under-pi ^dieted from
approximately 0.03 cm off the wall to the mid-channel at the 30,000 Reynolds number.
At the center point, the velocity calculations become more accurate although they still
under-predict the velocity. The profiles fall off the data profile at 0.07 cm at the 10,000
Reynolds number. The calculated profiles consistently predict a lower velocity than the
actual data to the center point. The low Reynolds number calculations provide similar
results.
Turbulence intensity development is inaccurate in the models. The models
predict that turbulence intensity continuously developments as flow passes downstream
in the array. The data shows that turbulence intensity reaches a peak value, is followed
by a slight decay, and plateaus through the remainder of the array.
Pressure coefficient and heat transfer distributions generated by the three models
were compared to the data at the 3,000 Reynolds number. These calculations show that
the three models performed similarly, with the standard model typically fitting the best.
Areas of under-prediction and over-prediction were seen in all cases. The backside
pressure recovery calculated by FLUENT models was under-predicted in the first rows
and ever-predicted in the rows downstream. The under-prediction in the first few rows is
likely due to the slow development of turbulence within the array. The over-prediction in
later rows is likely due to the symmetrical model and continuous nature of the turbulence
development. Unlike the data and literature suggest, the FLUENT models predict a
continuous increase of turbulence; the data show a peak level followed by a slight decay
and a plateau.
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Heat transfer on the backside of the pin is over-predicted in early rows and
slightly under-predicted in rows further downstream. This is a function of the steady
calculations which use a symmetrical model. The lack of shedding off the pins decreases
the augmentation of heat transfer on the backside of the pin.
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Appendix A
Hot Wire Data Acquisition Routines for Single Wires
Hwacqpy5.bas
The following is a portion of the hot wire single wire data acquisition routine using the
55P14 for traverses off the endwall in the pin fin array. This portion indicates step sizes
and commands used for performing the traverse.

CALL yzset(dyO, dzO)
ax% = 2
' Select the y axis for positioning
PRINT "Negative value moves downward"
DIM posy(43)
DATA .001, .002, .003, .004, .005, .006, .007125, .008625, .01025, .012375
DATA .014825, .017875, .021375, .025625, .031, .037, .045, .054, .064
DATA .077, .093, .111, .133, .160, .192, .230, .276, .331, .397, .475
DATA .55, .65, .75, .85, .95, 1.05, 1.15, 1.25, 1.35, 1.45, 1.55, 1.65
DATA 1.75
FOR i = 1 TO 43
READ posy(i)
PRINT posy(i);
NEXT i
zpos = dzO
' Now begin acquiring velocity data
t

PRINT "Input the file name of the output file, in naming the file"
PRINT "use the following convention and an indice (i.e. 1, 2, a, b)"
INPUT "row#, tl, Rey #,r3, loc, 11, dir, y (tlr311y.pm)"; flnm$
OPEN flnm$ FOR APPEND AS #3
PRINT #3, reyd;" Reynolds #"
PRINT #3, tabsin;" K"
PRINT #3, ptot;" Pa, P total"
PRINT #3, p ls i;" Pa, P static in"
PRINT #3, patmsi; " Pa. P atm"
PRINT #3, siflw; " kg/s"
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PRINT #3, delpsi; " Pa, Ps,in - Ps,out"

PRINT #3, zpos; " in, z position"

npts = 43
FOR ij = 1 TO npts
' Now position the hot wire probe
' INPUT "Hit return to continue and change y position

cr$

CALL posyz(ax%, dyO, posy(ij))
' Now acquire hot wire voltage with CIO DAS 16/330
f
rate& = 500
' Rate = 500 samples/sec for 30,000
' 500 sps for 30,000; 300 sps for 10,000; 200 sps for 3,000
Gain% = BIP5VOLTS
' Sets board to +/- 5 volt range
Options% = CONVERTDATA ' Return 12 bit values
ULStat = cbAInScan%(BoardNum, LowChan%, HighChan%, count&, rate&, Gain%,
DataBuffer%(0), Options%)
»
'
'
'
'
'
'

This following section converts the integer values returned from the board
to voltages. The section then rescales the voltages to bridge output
using the buck and the gain. Next, this section adjusts the voltage for
changes in temperature and static pressure. The HW calibration is then
applied to determine the wire Reynolds number. In turn the wire Reynolds
number is converted to a local velocity.

sumvl = 0!
sumv2 = 0!
sens! = 10! / 4096
kO = .02614 (tresk! / 300!) A 1.5 (494.444 / (194.444 + tresk!))
, p r in t "Test line 1"
FOR i = 1 TO count&
k=i- 1
veal = (DataBuffer%(k) * sens! - 5!) / gainl! + buck!
kf = .02614 * (tabsin / 300!)A 1.5 * (494.444 / (194.444 + tabsin))
eadj = veal * ((tsetk! - tresk!) / (tsetk! - tabsin)) A .5 * (kO / kf) A .5 '* (tresk! /
tnozk) A .34
ecal = eadj - ebar!
rehw = bnO! + b n l! * ecal + bn2! * ecal A2 + bn3! * ecal A3 + bn4! * ecal A4
velw = rehw * vise / rhoin / .000005
sumvl = sumvl + velw
sumv2 = sumv2 + velw * velw
NEXT i
' PRINT "Test line 2"
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max% - count&
ratex! = rate&
velavg = sumvl / count&
sigma2 = ABS(sumv2 - sumvl * sumvl / count&) / (count& - 1)
uprime = SQR(sigma2)
tu = uprime / velavg
srbar = sigma2
rehwav = velavg * rhoin * .000005 / vise
PRINT ; eadj; rehwav; velavg
' INPUT "Hit return to continue"; cr$
PRINT #3, USING "#####.#####"; posy(ij); velavg; uprime; tu
CLS
LOCATE 3,3; PRINT "Air Density
= "; rhoin;" kg/m3"
LOCATE 4, 3: PRINT "Tunnel Velocity
= "; Vmax;" m/s"
LOCATE 5, 3: PRINT "Air Temperature
= "; tabsin; " K"
LOCATE 6, 3: PRINT "Hot wire velocity = "; velavg; " m/s"
LOCATE 7, 3: PRINT "Turbulence intensity = "; tu
NEXT ij
CLOSE #3
' PRINT "Now set up to acquire another data set. "
' INPUT "Type 1 to end "; iend2%
' IF iend2% <> 1 THEN GOTO inewpt
CLOSE#1
END
Hwacqpz6.bas
The following is a portion of the hot wire single wire data acquisition routine using the
55P13 for traverses off the pin in the pin fin array. This portion indicates step sizes and
commands used for performing the traverse.

CALL yzsetfdyO, dzO)
ax% = 1
' Select the z axis for positioning
PRINT "Negative value moves downward "
DIM posz(46)
DATA .001, .002, .003, .004, .005, .006, .007125, .008625, .01025, .01225
DATA .01425, .01625, .01825, .02025, .02225, .02425, .02625, .02825, .03025
DATA .0333, .0368, .04105, .046425, .052425, .060425, .069425, .079425,
.092425
DATA .108425, .126425, .148425, .175425, .207425, .245425, .291425, .346425
DATA .412425, .475, .55, .65, .75, .85, .95, 1.05, 1.15, 1.25
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FOR i = 1 TO 46
READ posz(i)
PRINT posz(i);
NEXT i
ypos = dyO
I

' Now begin acquiring velocity data
i
PRINT "Input the file name of the output file, in naming the file"
PRINT "use the following convention and an indice (i.e. 1, 2, a, b)"
INPUT "row#, tl, Rey #,r3, loc, 11, dir, y (tlr311z.pm)"; flnm$
OPEN flnm$ FOR APPEND AS #3
PRINT #3, reyd;" Reynolds #"
PRINT #3, tabsin;" K"
PRINT #3, ptot; " Pa, P total"
PRINT #3, plsi; " Pa, P static in"
PRINT #3, patmsi;" Pa, P atm"
PRINT #3, siflw; " kg/s"
PRINT #3, delpsi; " Pa, Ps,in - Ps,out"
PRINT #3, ypos;" in, y position"
npts = 46
FOR ij = 1 TO npts
' Now position the hot wire probe
i
’ INPUT "Hit return to continue and change y position

cr$

CALL posyz(ax%, dzO, posz(ij))
' Now acquire hot wire voltage with CIO DAS 16/330
rate& - 500
' Rate = 500 samples/sec for 30,000
' 500 sps for 30,000; 300 sps for 10,000; 200 sps for 3,000
Gain% = BIP5VOLTS
' Sets board to +/- 5 volt range
Options% = CONVERTDATA ' Return 12 bit values
ULStat = cbAInScan%(BoardNum, LowChan%, HighChan%, count&, rate&, Gain%,
DataBuffer%(0), Options%)
t

'
'
'
'
'

This following section converts the integer values returned from the board
to voltages. The section then rescales the voltages to bridge output
using the buck and the gain. Next, this section adjusts the voltage for
changes in temperature and static pressure. The HW calibration is then
applied to determine the wire Reynolds number. In turn the wire Reynolds
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' number is converted to a local velocity.
sumvl = 0!
sumv2 = 0!
sens! = 10! /4096
kO = .02614 * (tresk! / 300!)A 1.5 * (494.444 / (194.444 + tresk!))
' PRINT "Test line 1"
FOR i = 1 TO count&
k=i- 1
veal = (DataBuffer%(k) * sens! - 5!) / gainl! + buck!
kf = .02614 * (tabsin / 300!) A 1.5 * (494.444 / (194.444 + tabsin))
eadj = veal * ((tsetk! - tresk!) / (tsetk! - tabsin))A .5 * (kO / k f)A .5 '* (tresk! /
tnozk)A .34
ecal = eadj - ebar!
rehw = bnO! + bnl! * ecal + bn2! * ecal A2 + bn3! * ecal A3 + bn4! * ecal A4
velw = rehw * vise / rhoin / .000005
sumvl = sumvl + velw
sumv2 = sumv2 + velw * velw
NEXT i
’ PRINT "Test line 2"
max% = count&
ratex! = rate&
velavg = sumvl / count&
sigma2 = ABS(sumv2 - sumvl * sumvl / count&) / (count& - 1)
uprime = SQR(sigma2)
tu = uprime / velavg
srbar = sigma2
rehwav = velavg * rhoin * .000005 / vise
PRINT ; eadj; rehwav; velavg
' INPUT "Hit return to continue"; cr$
PRINT #3, USING "#####.#####"; posz(ij); velavg; uprime; tu
CLS
LOCATE 3, 3: PRINT "Air Density
= "; rhoin;" kg/m3"
LOCATE 4, 3: PRINT "Tunnel Velocity
= "; Vmax;" m/s"
LOCATE 5, 3: PRINT "Air Temperature
= "; tabsin; " K"
LOCATE 6, 3: PRINT "Hot wire velocity = "; velavg;" m/s"
LOCATE 7, 3: PRINT "Turbulence intensity = "; tu
NEXT ij
CLOSE #3
' PRINT "Now set up to acquire another data set. "
’ INPUT "Type 1 to end "; iend2%
' IF iend2% <> 1 THEN GOTO inewpt
CLOSE #1
END

168

Appendix B
Hot Wire Data Acquisition Routines for X-Wires
Hwacqxy.bas
The following is a portion of the hot wire x-wire data acquisition routine using the 55P63
for traverses off the endwall in the pin fin array. This portion indicates step sizes and
commands used for performing the traverse.
PRINT "Input the file name of the output file, in naming the file"
PRINT "use the following convention and an indice (i.e. 1, 2, a, b)"
INPUT "row#, yl, Rey #,r3, wire, xy (ylr3xy.pm)"; flnm$
OPEN flnm$ FOR APPEND AS #3
PRINT "Recall you must start at -0.50 in. off center"
CALL yzset(dy0, dzO)
' Sets the reference positions
zcur = dzO
ipos: ax% = 2
' Select the y axis for positioning
PRINT "Negative value moves downward "
DIM posy(31)
DATA .04, .045, .054, .064, .077, .093, .I II, .133, .160, .192, .230, .25
DATA .276, .331, .397, .475, .5, .55, .65, .75, .85, .95, 1., 1.05, 1.15
DATA 1.25, 1.35, 1.45, 1.55, 1.65, 1.75
FOR i = 1 TO 31
READ posy(i)
'
PRINT "HERE"
NEXT i
zpos = zcur
PRINT "HERE 2"
' Now begin acquiring velocity data
t

PRINT #3, reyd;" Reynolds #"
PRINT #3, tabsin;" K"
PRINT #3, ptot; " Pa, P total"
PRINT #3, plsi; " Pa, P static in"
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PRINT #3, patmsi;" Pa, P atm"
PRINT #3, siflw; " kg/s"
PRINT #3, delpsi; " Pa, Ps,in - Ps,out"
PRINT #3, zpos;" in, z position"
' temp printout below
PRINT reyd; " Reynolds #"
PRINT tabsin; " K"
PRINT ptot;" Pa, P total"
PRINT p ls i;" Pa, P static in"
PRINT patmsi;" Pa, P atm"
PRINT siflw;" kg/s"
PRINT delpsi; " Pa, Ps,in - Ps,out"
PRINT zpos;" in, z position"
' end temp printout

l

npts = 3 1
FOR j = 1 TO 4
FOR ij - 1 TO npts

' Now position the hot wire probe
t

f

PRINT "just before call posyz"
CALL posyz(ax%, dyO, posy(ij))
PRINT "just after call posyz"

' Now acquire hot wire voltage with CIO DAS 16/330
»
rate& = 1000
' Rate = 1000 samples/sec
' for ReDm = 30,000 rate& = 1000; 10,000 => 600; 3,000 => 400
Gain% = BIP5VOLTS
' Sets board to +/- 5 volt range
Options% = CONVERTDATA ' Return 12 bit values
ULStat = cbAInScan%(BoardNum, LowChan%, HighChan%, count&, rate&, Gain%,
DataBuffer%(0), Options'^)
PRINT "past analog input call"
i

' This following section converts the integer values returned from the board
' to voltages. The section then rescales the voltages to bridge output
' using the buck and the gain. Next, this section adjusts the voltage for
' changes in temperature and static pressure. The HW calibration is then
' applied to determine the wire Reynolds number. In turn the wire Reynolds
' number is converted to a local velocity.
»
sumub = 0!
sumvb = 0!
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»

sumuu = 0!
sumvv = 0!
sumuv = 0!
sumvuu = 0!
sumvvv = 0!
sumuvv = 0!
oumuuu = 0!
sens! = 10! / 4096
kO = .02614 * (treskl! / 300!) A 1.5 * (494.444 / (194.444 + treskl!))

' although program reads in treskl! and tresk2! —no need for duplication
*
REDIM uvel(8192)
REDIM vvel(8192)
PRINT " tsetkl = tsetkl!; " treskl! = treskl!; "tabsin = tabsin
PRINT " tsetk2 = tsetk2!;" tresk2! = tresk2!
PRINT " kO = kO; " vise = vise; " rhoin = "; rhoin
INPUT "hit return to continue: "; cr$
FOR i = 1 TO count& STEP 2
kl = i - 1
k2 = i
k3 = (i + 1) / 2
vcall = (DataBuffer%(kl) * sens! - 5!) / gainll! + buckl!
vcal2 = (DataBuffer%(k2) * sens! - 5!) / gainl2! + buck2!
kf = .02614 * (tabsin / 300!) A 1.5 * (494.444 / (194.444 + tabsin))
eadjl = vcall * ((tsetkl! - treskl!)/ (tsetkl! - tabsin)) A .5 * (kO/ kf) A .5 '*
(treskl! / tnozk) A .34
eadj2 = vca!2 * ((tsetk2! - tresk2!) / (tsetk2! - tabsin)) A .5 * (kO / kf) A .5 '*
(tresk2! / tnozk) A .34
ecall = eadjl - ebarl!
ecal2 = eadj2 - ebar2!
rehwl = bnOl! + bn 11! * ecall + bn21! * ecall A2 + bn31! * ecall A3 + bn41! *
ecall A4
rehw2 = bn02! + bn 12! * ecal2 + bn22! * ecal2 A 2 + bn32! * ecal2 A3 + bn42! *
ecal2 A4
ueffl = rehwl * vise / rhoin / .000005
ueff2 = rehw2 * vise / rhoin / .000005
xvel = ABS((ueffl A2 - .0225 * ueff2 A2) / (1 - .0225 A2)) A .5
yvel = ABS((ueff2 A2 - .0225 * ueffl A2) / (1 - .0225 A2)) A .5
uvel(k3) = (xvel + yvel) / SQR(2)
vvel(k3) = (xvel - yvel) / SQR(2)
sumub = sumub + uvel(k3)
sumvb = sumvb + vvel(k3)
NEXT i
PRINT "past big array"
max% = count& / 2
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ratex! = rate&
ubar = sumub / max%
vbar - sumvb / max%
PRINT "ubar = ubar;" vbar = vbar
INPUT "Hit return to c o n tin u e :c r$
FOR i = 1 TO max%
sumuu = sumuu + (uvel(i) - ubar)A2
sumvv = sumvv + (vvel(i) - vbar)A2
sumuv = sumuv + (uvel(i) - ubar) * (vvel(i) - vbar)
sumvuu = sumvuu + (uvel(i) - ubar) A2 * (vvel(i) - vbar)
sumvvv = sumvvv + (vvel(i) - vbar) A3
sumuuu = sumuuu + (uvel(i) - ubar)A3
sumuvv = sumuvv + (uvel(i) - ubar) * (vvel(i) - vbar)A2
NEXT i
PRINT "past calculation array"
up2 = sumuu / max%
vp2 = sumvv / max%
uvb = sumuv / max%
vuub = sumvuu / max%
vvvb = sumvvv / max%
uuub = sumuuu / max%
uvvb = sumuvv / max%
uprime = SQR(up2)
tu = uprime / ubar
vprime = SQR(vp2)
tuv = vprime / ubar
PRINT #3, USING "#####.#####"; posy(ij); ubar; vbar; up2; vp2; uvb; vuub; vvvb;
uuub; tu; tuv; uvvb
PRINT "past last print"
CLS
LOCATE 3, 3: PRINT
LOCATE 4, 3: PRINT
LOCATE 5, 3: PRINT
LOCATE 6, 3: PRINT
LOCATE 7, 3: PRINT
NEXT ij
CLOSE #3

= "; rhoin; " kg/m3"
"Air Density
= "; Vmax;" m/s"
"Tunnel Velocity
= tabsin; " K"
"Air Temperature
"Hot wire vel, u, v = "; ubar; vbar;" m/s"
= ", tu; tuv; uvb
"Tu, Tuv, uvbar

' Now move in the z direction
i
PRINT "Current z location = "; zcur
ax% = 1
' Select the x axis for positioning
zcur = zcur + .25
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t

?

IF zcur <= .25 THEN GOTO ipos2
IF zcur > .25 GOTO iquit
Now position the hot wire probe

ipos2: CALL posyz(ax%, dzO, zcur)
ax% = 2
NEXT j
GOTO ipos
iquit: CLOSE #1
END
Hwacqxz.bas
The following is a portion of the hot wire x-wire data acquisition routine using the 55P64
for traverses off the pin in the pin fin array. This portion indicates step sizes and
commands used for performing the traverse.

PRINT "Input the file name of the output file, in naming the file"
PRINT "use the following convention and an indice (i.e. 1, 2, a, b)"
INPUT "row#, yl, Rey #,r3, wire, xy (ylr3xy.pm)"; f!nm$
OPEN flnm$ FOR APPEND AS #3
PRINT "Recall you must start at LOO in. off endwall”
CALL yzset(dyO, dzO)
1Sets the reference positions
ycur = dyO
ipos: ax% = 1
' Select the z axis for positioning
PR INI' "Negative value moves inward "
DIM posy(26)
DATA .04105, .046425, .052425, .060425, .069425, .079425, .092425, .108425
DATA .126425, .148425, .175425, .207425, .245425, .291425, .346425, .412425
DATA .475, .5, .55, .65, .75, .85, .95, 1.05, 1.15, 1.25
FOR i = 1 TO 26
READ posy(i)
NEXT i
zpos = zcur
PRINT "HERE"

’ Now begin acquiring velocity data
i

PRINT #3, reyd;" Reynolds #"
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PRINT #3, tabsin;" K"
PRINT #3, ptot; ” Pa, P total”
PRINT #3, pi si; " Pa, P static in"
PRINT #3, patmsi; " Pa, P atm"
PRINT #3, siflw;" kg/s"
PRINT #3, delpsi;" Pa, Ps,in - Ps,out"
PRINT #3, zpos;" in, z position"

»

ripts = 26
FOR j = 1 TO 5
FOR ij = 1 TO npts

' Now position the hot wire probe
I
»

CALL posyz(ax%, dyO, posy(ij))

' Now acquire hot wire voltage with CIO DAS 16/330
I
rate& = 1000

' Rate = 1000 samples/sec

’ for ReDm = 30,000 rate& = 1000; 10,000 => 600; 3,000 => 400
Gain% = BIP5VOLTS
' Sets board to +/- 5 volt range
Options% = CONVERTDATA ' Return 12 bit values
ULStat = cbAInScan%(BoardNum, LowChan%, HighChan%, count&, rate&, Gain%,
DataBuffer%(0), Options%)
1 This following section converts the integer values returned from the board
’ to voltages. The section then rescales the voltages to bridge output
' using the buck and the gain. Next, this section adjusts the voltage for
' changes in temperature and static pressure. The HW calibration is then
' applied to determine the wire Reynolds number. In turn the wire Reynolds
' number is converted to a local velocity.
sumub = 0!
sumwb = 0 !
sumuu = 0 !
sumww = 0 !
sumuw = 0 !
sumwuu = 0 !
sumwww = 0 !
sumuw w = 0 !
sumuuu = 0 !
sens! = 101/4096
kO = .02614 * (treskl! / 300!) A 1.5 * (494.444 / (194.444 + treskl!))i

i 74

t

although program reads in treskl! and tresk2! —no need for duplication

REDIM uvel(8192)
REDIM wvel(8192)
FOR i = I TO count& STEP 2
kl = i - 1
k2 = i
k3 = (i + 1) / 2
vcall = (DataBuffer%(kl) * sens! - 5!) / gainll! + buckl!
vcal2 = (DataBuffer%(k2) * sens! - 5!) / gainl2! + buck2!
kf = .02614 * (tabsin / 300!) A 1.5 * (494.444 / (194.444 + tabsin))
eadjl = vcall * ((tsetkl! - treskl!)/ (tsetkl! - tabsin))A .5 * (kO / kf) A .5 '*
(treskl! / tnozk)A .34
eadj2 = vcal2 * ((tsetk2! - tresk2!) / (tsetk2! - tabsin)) A .5 * (kO / kf) A .5 ’*
(tresk2! / tnozk)A .34
ecall = eadjl -ebarl!
ecal2 = eadj2 - ebar2!
rehwl = bnOl! + bn 11! * ecall + bn21! * ecall A2 + bn31! * ecall A3 + bn41! *
ecall A4
rehw2 = bn02! + bn 12! * ecal2 + bn22! * ecal2 A 2 + bn32! * ecal2 A3 + bn42! *
ecal2 A4
ueffl = rehwl * vise / rhoin / .000005
ueff2 = rehw2 * vise / rhoin / .000005
xvel = ((ueffl A2 - .0225 * ueff2 A2) / (1 - .0225 A2)) A .5
zvel = ((ueff2 A2 - .0225 * ueffl A2) / (1 - .0225 A2 ))A .5
uvel(k3) = (xvel + zvel) / SQR(2)
wvei(k3) = (xvel - zvel) / SQR(2)
sumub = sumub + uvel
sumwb = sumwb + wvel
NEXT i
max% = count& / 2
ratex! = rate&
ubar = sumub / max%
wbar = sumvb / max%
FOR i = 1 TO max%
sumuu = sumuu + (uvel(i) - ubar) A2
sumww = sumww + (wvel(i) - wbar) A2
sumuw = sumuw + (uvel(i) - ubar) * (wvel(i) - wbar)
sumwuu = sumwuu + (uvel(i) - ubar) A2 * (wvel(i) - wbar)
sumwww = sumwww + (wvel(i) - wbar) A3
sumuuu = sumuuu + (uvel(i) - ubar) A3
sumuww = sumuww + (uvel(i) - ubar) * (wvel(i) - wbar) A2
NEXT i
up2 = sumuu / max%
wp2 = sumww / max%
uwb = sumuw / max%
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wuub = sumwuu / max%
wwwb = sumwww / max%
uuub = sumuuu / max%
uwwb = sumuww / max%
uprime = SQR(up2)
tu = uprime / uvel
wprime = SQR(wp2)
tuw = wprime / uvel
PRINT #3, USING "#####.#####"; posy(ij); uvel; wvel; up2; wp2; uwb; wuub;
wwwb; uuub; tu; tuw; uwwb
CLS
= "; rhoin;" kg/m3"
LOCATE 3, 3: PRINT "Air Density
= "; Vmax;" m/s"
LOCATE 4, 3: PRINT "Tunnel Velocity
LOCATE 5, 3: PRINT "Air Temperature
= "; tabsin; " K"
LOCATE 6, 3: PRINT "Hot wire vel, u, v = "; uvel; wvel;" m/s"
= "; tu; tuw; uwb
LOCATE 7, 3: PRINT "Tu, Tuv, uvbar
NEXT ij
CLOSE #3
’ Now move in the y direction
»

l

PRINT "Current y location = "; ycur
ax% = 2
' Select the y axis for positioning
ycur = vcur-.25
IF ycur > .25 THEN GOTO ipos2
IF ycur <= .25 GOTO iquit

' Now position the hot wire probe
ipos2: CALL posyz(ax%, dzO, zcur)
ax% = 1
NEXTj
’
GOTO ipos
iquit: CLOSE #1
END
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Appendix C
Hot Wire Calibration Technique
Calibration of all hot wires was performed over a range of velocities: 0.5 m/s to
40 m/s. Two calibration jet configurations were used to accomplish this range of
velocities within the desired accuracy of ± 2 percent of the velocity. Care was taken in
calibrating these wires. The calibration jet temperature was maintained as near 300 K as
possible throughout the entirety of each calibration. This was accomplished using a heat
exchanger and re-circulating make-up water system. Velocities were reformulated as a
function of Reynolds number to account for changes in density due to atmospheric
pressure variations. Hot wire voltages were corrected for wire-to-gas temperature
changes and air thermal conductivity changes based on a basic heat transfer analysis.
The following gives a general mathematical background, showing that the effective
velocity seen by the hot wire, Veff, is a function of Reynolds number based on diameter,
Reo- The Reynolds number based on diameter must also therefore be a function of the
effective velocity. The subscript w represents a value for the wire; the subscript g
represents a value for the air/gas; the subscript D represents diameter; the subscript 0
represents a standard value.

A t o = - ^ ~ = C / ( R e D)

k
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This calculation assumes that the Prandtl number remains nearly constant for air: 0.71.

The wire resistance, Rw, area, Aw, and diameter, Dw, all remain constant and are therefore
combined into a constant value, C.

vJ .ct/(Ree)(r.-r,)
V = C 'k'n (t . - tJ ’2 / ' ( Re„)
v„

= C ' k „ ‘n ( T w - T

j “ / ■ ( ReD)

Solving the equations for V and Veff in terms of the square root of a function based on
Reynolds number based on diameter allows the two to be equated, and an equation for the
effective voltage is then found.

Re0 = f K )
This analysis provides a compensation for the thermal conductivity of air, k, the wire-to
gas temperature difference, and density changes through the Reynolds number.
Calibration of the hot wires was performed first for the high velocity range in
order to set the appropriate buck/offset and gain. These values were then used for the
low velocity calibration. When calibrating the x-wires, each wire was calibrated
individually. Calibration files were created for each wire. The IFA ThermalPro software
used for the single wire calibration was not capable of initiating both wires
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simultaneously. A program, Terminal, provided by TSI, Inc., was used to perform the
calibration of the x-wires. Other than this difference, calibration of the single and x-wires
was carried out in the same way. The following procedures were written for calibration
of single and x-wires.
Procedure for Calibrating a Single Wire
1. Record barometer reading and temperature in log book.
2. Prepare ice bath for reference temperature.
3. Turn on the TSI IFA 300 constant temperature anemometry system.
4. Open valve for make-up water and start the pump to begin make-up water re
circulation. Turn water valve on the floor near the grating to slightly open
5. Place the appropriate grounding probe in the probe holder.
6. Start air flow through the calibration jet at a moderate velocity: 8 m/s for the high
velocity range and 1 m/s for the low velocity range. Start up IFA ThermalPro
software
7. Under “Diagnostics”
a. Set a mock buck/offset - 1.1
b. Set a mock gain - 2
c. Choose wire
d. Choose none for low-bypass filter
8. Check and record the cable resistance.
9. Stop air flow through the calibration jet.
10. Remove and put away the appropriate grounding probe.
11. Align the desired hot wire with the end of the calibration jet.
a. Secure the probe holder in the calibration table.
b. Place the hot wire you are calibrating in the probe holder.
c. Align the wire so it is centered vertically with the jet.
d. Align the wire so it is in the plane of the jet exit.
12. Start air flow through the calibration jet.
13. Measure the probe resistance.
14 Calculate the operating resistance.
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15. Set the operating resistance as calculated and cable resistance as measured.
16. Switch the TSIIFA 300 from standby to run.
17. Measure the bridge voltage at 8 m/s.
18. Measure the bridge voltage at 0 m/s.
19. Measure the bridge voltage at 40 m/s.
20 .

Switch the TSI IFA 300 back to standby.

21 . Average the bridge voltages at 0 and 40 m/s.

a. The average value is the buck/offset.
22 . Subtract the average voltage from the 40 m/s bridge voltage.

23. Divide 5 by the result to get your gain.
a. The range of the measurements will be over ± 5 volts.
24. Reset the gain and buck/offset on the IFA300 to these new values.
25. Switch the TSI IFA300 back to run.
26. Initiate appropriate hot wire calibration routine in QuickBASIC.
27. Calibrate the hot wire over the range of velocities.
28. Use the QuickBasic program (ianalyze.bas) to perform a fourth order regression
analysis on the voltages ( V actuai -

V average)

and Reynolds numbers.

29. Switch the TSI IFA300 back to standby and remove the hotwire.
30. Replace the high velocity calibration jet with the low velocity calibration jet.
31. Place the desired hot wire in the probe holder and align the wire as stated in (12).
32. Switch the TSI IFA 300 to run.
33. Initiate appropriate hot wire calibration routine in QuickBASIC.
34. Calibrate the hot wire over the range of velocities.
35. Switch the TSI IFA 300 to standby.
36. Remove the hot wire and put it away.
37. Shut down the calibration jet and re-circulating make-up water.
38. Create a single graph of using two velocity ranges.
a. Plot the high range velocity calibration (raw data and fourth order
regression of the calibration velocity less the average velocity and the
Reynolds number recorded by the QuickBASIC program).
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b. Plot the low range velocity calibration (raw data and fourth order
regression of the calibration velocity less the average velocity and the
Reynolds number recorded by the QuickBASIC program).
39. Use the overlap region (from approximately 1.5 m/s to 4.48 m/s) to create an set
of raw data for the entire range of velocities.
40. Use the QuickBasic program (ianalyze.bas) to perform a fourth order regression
analysis on the voltages (Vca|jbnuion - Vaverage) and Reynolds numbers. Calibration
files should be compiled from the raw data of the calibration over the low range
of velocities and from the raw data compiled from both the high and low range
velocity calibrations.
Procedure for TSIIFA 300 with use of the Terminal Program
1. Use the IFA 300 ThermalPro to set the gain, offset, operating resistance, and
cable resistance. Under “Diagnostics”
a. Select channel 1.
b. Set a mock buck/offset -1.1
c. Set a mock gain - 16
d. Choose wire
e. Choose none for low-bypass filter
f. With the shorting probe in place, measure the cable resistance, Rcabieg. Select channel 2.
h. Set a mock buck/offset -1.1
i.

Set a mock gain -16

j.

Choose wire

k. Choose none for low-bypass filter
l. With the shorting probe in place, measure the cable resistance, Rcabie2. Align the desired hot wire with the end of the calibration jet.
a. Secure the probe holder in the calibration table.
b. Place the hot wire you are calibrating in the probe holder.
c. Align the wire so it is centered vertically with the jet.
d. Align the wire so it is in the plane of the jet exit.
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3. Remove an put away the appropriate grounding probe.
4. Align the desired hot wire with the end of the calibration jet.
a. Attach the cable from the TSIIFA 300 to the probe holder.
b. Secure the probe holder in the calibration table.
c. Place the hot wire you are calibrating in the probe holder.
d. Align the wire so it is centered vertically with the jet.
e. Align the wire so it is in the plane of the jet exit.
5. Start air flow through the calibration jet.
6 . Select Channel 1 and measure the probe resistance.
Calculate the operating resistance.
a-

K

■)]

~ R probe + \.a Rprobe,given

8. Set the operating resistance as calculated and cable resistance as measured.

9. Switch the TSI IFA 300 from standby to run.
10. Measure the bridge voltage at 8 m/s.

11. Measure the bridge voltage at 0 m/s.
12. Measure the bridge voltage at 40 m/s.

13. Switch the TSI IFA 300 back to standby.
14. Average the bridge voltages at 0 and 40 m/s.
a. The average value is the buck/offset.
15. Subtract the average voltage from the 40 m/s bridge voltage.
16. Divide 5 by the result to get your gain.
a. The range of the measurements will be over ± 5 volts.
17. Select Channel 2 and measure the probe resistance.
18. Calculate the operating resistance.
a'

^op

^probe

^ probe,given

overheat

^lunner

)j

19, Set the operating resistance as calculated and cable resistance as measured.
20 .

Switch the TSI IFA 300 from standby to run.

21 . Measure the bridge voltage at 8 m/s.

22. Measure the bridge voltage at 0 m/s.
23. Measure the bridge voltage at 40 m/s.
24. Switch the TSI IFA 300 back to standby.
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25. Average the bridge voltages at 0 and 40 m/s.
a. The average value is the buck/offset.
26. Subtract the average voltage from the 40 m/s bridge voltage.
27. Divide 5 by the result to get your gain.
a. The range of the measurements will be over ± 5 volts.
28. Reset the gain and buck/offset on the EFA300 to these new values.
a. Change the setting back to Standby.
b. If an additional channel needs to be set up, as in for an x-wire probe.
Change the channel number to the appropriate value and repeat steps a
through v, except step f which should be done right away for both
channels.
29. Close and exit the IFA 300 ThermalPro program.
30. Open the Terminal application program.
31. Open the ifa.trm file.
32. Input the following commands:
a. INST:NSEL 1
b. CONF:HPWR 0
c. CONF:CABL 0
d. CONF:PROB W
e. CONF:GAIN XX
f. CONF:OFFS XX
g. CONRROPXX
h. CONRRCBLXX
i.

CONF:TEMP 0

j.

O U T P rFrL T B V S C

k. OUTPiHPAS BVSC
l.

MEAS:RMES 1

m. READ:RMES?
i. Value will be reported here
n. INSTrNSEL 2
o. CONF:HPWR 0
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25. Average the bridge voltages at 0 and 40 m/s.
a. The average value is the buck/offset.
26. Subtract the average voltage from the 40 m/s bridge voltage.
27. Divide 5 by the result to get your gain.
a. The range of the measurements will be over ± 5 volts.
28. Reset the gain and buck/offset on the DFA300 to these new values.
a. Change the setting back to Standby.
b. If an additional channel needs to be set up, as in for an x-wire probe.
Change the channel number to the appropriate value and repeat steps a
through v, except step f which should be done right away for both
channels.
29. Close and exit the IFA 300 ThermalPro program.
30. Open the Terminal application program.
31. Open the ifa.trm file.
32. Input the following commands:
a. INSTrNSEL 1
b. CONF:HPWR 0
c. CONF:CABL 0
d. CONF:PROB W
e. CONF:GAIN XX
f. CONF:OFFS XX
g. CONF:ROP XX
h. CONF:RCBL XX
i.

CONF:TEMP 0

j.

OUTP:FILT BVSC

k. OUTP:HPAS BVSC
l.

MEAS:RMES 1

m. READ:RMES?
i. Value will be reported here
n. INST:NSEL 2
o. CONFrHPWR 0
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p. CONFrCABL 0
q. CONF:PROB W
r. CONF:GAIN XX
s. CONF:OFFS XX
t.

CONF:ROP XX

u. CONF'.RCBLXX
v. CONF:TEMP 0
w. OUTP:FELT BVSC
x. OUTP:HPAS BVSC
y. MEAS:RMES 2
z. READ:RMES?
i. Value will be reported here
aa. INST:NSEL 1
bb. INIT:STAR 1
cc. INSTrNSEL 2
dd. INIT:STAR 2
33. In order to read a bridge voltage, the channel must be selected and then the bridge
voltage must be requested.
a. INST:NSEL 1
b. READ:BDGV?
i. Value will be reported here
c. INST:NSEL 2
d. READrBDGV?
i. Value will be reported here
34. Follow (34) through (41) from the Procedure for Calibrating a Single Wire.
a. Graphs with the high and low velocity ranges for each wire will need to be
created. A raw data set from 0.5 m/s to 40 m/s will need to be constructed
from the overlap region for both wires.
b. Files should be named appropriately so that the correct calibration file is
referenced to its respective wire.
35. When all data has been collected, the channels must be stopped.
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a. INST:NSEL 1
b. INIT:STOP 1
c. INST:NSEL 2
d. INIT:STOP 2
36. The Terminal program can then be exited WITHOUT saving.
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Appendix D
Uncertainty Analysis
The uncertainty for all primary measurements was estimated using the method
described by Moffat [33]. All uncertainties are based on a 95 percent confidence interval.
Uncertainties for Nusselt number were determined using the perturbed method [33]. The
Microsoft Excel spreadsheet used for calculating the perturbed value is shown in Table
14.
Table 14: Microsoft Excel spreadsheet for perturbed uncertainty analysis of Nusselt
number.
N om inal

U nits
m
V
am ps
W/m2
W/m2

Afoil
Vfoil
Ifoil
q"foil,unc
q 'fo il
Tair
Tsurf
e m is s
q “rad

0.004054
0.484799
6.986667
833.1812
833.1812
300
321.5
0.21
30.76477

q"cond
q"net

160 W/m2
962.4164 W/m2
44.76356 W/m2/K

h =
k = k(T)
D
Nu =

K
K
W/m2

0.026245 W/m/K
0.0254 m
43.32249

Uncert

N om +U nc Nom inal

8.87E-05
0.004848
0.139333
24.995
35.914
0.2
0.2
0.05
7.336
8.205
37.563
1.844
0.000406
1.914

Pert

Calc

0.004142 0 .004054 815.349 833.181
0.489647 0 .484799 841.513 833.181
6.967 849.845 833.181
7,106
858.177 833.181 858.177 833.181
869.096 833.181
300.2
300 30.507 30.765
321.7
321.5 31.082 30.765
0.26
0.21 38.090 30.765
30.765
38.101
168.205
999.980

(P ert-C alc)A2
317.973
69.419
277.676
624.772
0.066280
0.100388
53.655
67.324

160 9 70.622 962.416
962.416

46.607
4 4.764
0.026261 0.0 2 6 2 4 5
0 .0254
0.025806
45.237
43.322

4 3.297
4 4.016

43.322
43.322

0.000664
0.480471

Uncertainty 0.044191
Reynolds
0.022151
0 .049432

Heat transfer measurements were reported as Nu/Reol/2. The uncertainty in
Reynolds number was estimated to be ± 2.2 percent, primarily due to the uncertainty in
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the measurement of the mass flow rate. Combining the uncertainties yields an
uncertainty of ± 5 percent in Nu/Reo'72. Uncertainty in the maximum velocity was based
on the mass flow rate over the density multiplied by the minimum flow area. The
minimum flow area is the full area of the test section less the area taken up by the pins
(7.5). The uncertainty in velocity was estimated as ± 2.2 percent. Again, this uncertainty
is primarily due to the uncertainty in the measurement of the mass flow rate, which
incorporates the uncertainty in the pressure measurement taken at the orifice plate.
The uncertainty in the pressure measurements included the uncertainty in the
measurement by the Rosemount pressure transducer and the uncertainty in the rotation of
the pressure pin. Rosemount provides an uncertainty of ± 0.1 percent of the full scale of
the transducer. For the 3,000 and 10,000 Reynolds numbers the full scale pressure, Pfs, is
125 Pa; for the 30,000 Reynolds number the full scale pressure, PfS, is 1250 Pa. Pressure
coefficient, Cp, was used to non-dimensionalize the pressure drop.

c

V2 0.001 Pfs
= _________ f 74 i
rp V
’ m ax

The pressure coefficient for the uncertainty in the rotation angle of the pressure pin is
calculated in a similar fashion. The assumed uncertainty in the angle of rotation is ± 1
degree. This value is taken into account when calculating 8U, as half of the pin is n over
2 divided by 180 degrees, resulting in n over 360.

C P, Rotation

SpRelation
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(75)

^Rccion = P V naxSU

AV

( 76)

—

^ = _ ^ 1360

(7?)

D

After combining the two uncertainties in the pressure coefficient, the uncertainties are
12.1 percent for the 3,000 Reynolds number and 7 percent for the 10,000 and 30,000
Reynolds numbers.
An uncertainty for the maximum velocity, Vmax, between pins was estimated to be
± 2.2 percent, based largely on the uncertainty in the mass flow rate. An uncertainty for
the measurement of a streamwise velocity, U, using the hot wire was estimated to be ±2.8
percent. The uncertainty in the effective velocity is based on the uncertainty due to drift
in the calibration and the uncertainty in the measurement of the effective velocity due to
high turbulence effects. Both values were estimated to be approximately two percent,
resulting in a 2.8 percent uncertainty in the effective velocity.
Turbulence intensity uncertainty was derived from three components of
uncertainty: statistical uncertainty, uncertainty in the calibration, and uncertainty in
measurement using a hot wire as described by Hinze [34]. The effect of large turbulence
fluctuations on the hot wire response is estimated by extending the series expansion for
the nth power of velocity to higher order terms. Additional turbulence components in
directions other than the direction of the main velocity must be taken into consideration.
These additional fluctuations create a nonlinearity effect in the response of the hot wire.
If the turbulence-velocity component in the direction of flow, u’, is considered as well as
the lateral turbulence-velocity component, v’, perpendicular to the wire, an equation for
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the effective velocity, U eff, is found using the turbulence-velocity components and the
average velocity, U ave.
,«2

,i2

u tff = u ave 1 +

-

U.

U V

2
2 Uave

2

■+

ul

.

( 78)

Using this knowledge, the uncertainties in the hot wire measurement due to the large
turbulence-velocity fluctuations are 2.6, 2.4, and 1.8 percent for the 3,000, 10,000 and
30,000 Reynolds numbers, respectively. This portion of the uncertainty in turbulence
intensity is primarily due to the 3 percent uncertainty in the effective velocity.
The statistical component of the uncertainty in the turbulence intensity is found
using the Chi-squared, yf, statistic. The Chi-squared statistic is a function of the degrees
of freedom, v, which is one less than sample size, n. The uncertainty band of the
variance, a 2, can be found given the unbiased estimator for a and n, S n - i , with a
confidence of 1 less a. For a confidence of 95 percent, a is 0.05.
v S N -\
v S N-1
<a <
a
rr, a \ ,v
r
X
T v
lv
2J

( 79)

To find the statistical component of the uncertainty in turbulence intensity, a sample size
of 4096 was assumed. For the Chi-squared distribution with large sample sizes, a value
of %2 is estimated based on aJ2 of 0.025, v of 4095, and a value of Z<|.ay2 equal to 1.96.
-

Zm

X

2

+ (2 u -1

F

2______________

2
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2

(80)

“i2
Z M

2

n

,

a

+

f2 " - * ) ” 2

2

(81)

' r

The estimate for the upper and lower limits of turbulence intensity SN-i/JCave, can then be
found.
11/ 2
’N-1

( 82)

Jlower

"il/2
’N-1
V™ave

(83)
upper

i--..

The uncertainty of turbulence intensity based on the above statistical method is ± 2.2
percent.
The uncertainty due to the calibration is largely taken care of in the normalization
of the fluctuating velocity, u \ over the freestream velocity, U®. A ± 2 percent
uncertainty of the turbulence intensity due to uncertainty in the measurement of the
effective velocity during calibration was assumed. However, a ± 2 percent uncertainty in
u’ was estimated with its direction opposing the direction of uncertainty in the effective
velocity. The component of turbulence intensity uncertainty based on the calibration
does not need to be included as the uncertainty in u’ and the uncertainty in the effective
velocity compensate for each other. Combining the statistical and fluctuating
uncertainties yields uncertainties in turbulence intensity of 3.4 percent, 3.2 percent, and
2.8 percent for the 3,000, 10,000, and 30,000 Reynolds numbers, respectively.
190

Experimental errors for the turbulent energy scale. Lu, and the integral length
scale, Lx, were also calculated. The turbulent energy scale had the worst case of
uncertainty in the dissipation at the 3,000 Reynolds number. This uncertainty and the
uncertainty in the turbulent energy scale with respect to u’ resulted in an uncertainty of ±
13 percent. The estimated uncertainty in the integral length scale was estimated from the
data to be ± 7 percent for the 3,000 Reynolds number. However, the uncertainties in time
scale will increase this uncertainty. It is assumed that the uncertainties in these macro
scales of turbulence (Lu and Lx) will be similar at ± 13 percent.
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Appendix E

Determination of Effective Velocity [17]
Incompressible potential flow suggests that the local velocity, U(x), around a
cylinder is equal to twice the approach velocity, Vapp, times the sine of the cylinder
surface angle, in radians.
U{x) = 2Vappsm0

( 84)

However, this potential flow estimate is too high due to the growth of the displacement
thickness, 8, of the boundary layer and separation off the back side of the pins. Much is
happening in a staggered pin fin array with not only boundary layer growth and
separation but also flow blockage from adjacent pins and wakes of upstream pins. In
term

, providing an effective cylinder approach velocity to allow comparison with

cylindrical stagnation heat transfer results the 1.81 factor is appropriate as suggested by
Zukauskas and Ziugzda [9].
U(x) = 1.81 Vw sin Q

( 85)

Figure 87 presents a velocity distribution determined from the mid-line pressure
distribution around a pin in row 1. These data are plotted along with a line for 1.81 times
the effective approach velocity times the sine of surface angle in radians. An effective
approach velocity was found for all pins by fitting the derived velocity distribution to the
equation for the local velocity around the cylinder over the first 40 degrees while
minimizing the mean squared error. Pin surface static pressure measurements were all
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referenced to the inlet total pressure. Because of this, after row 2, the effective total
pressure at the leading edge of the cylinder was also a variable used to minimize the
mean squared error. The average Vraax for the higher Reynolds number was 18.15 m/s.
Upstream of the array, the mass averaged velocity for this Vmax would be 10.89 m/s.
However, the effective approach velocity, Veff, for the row 1 pin is 12.90 m/s. This
difference between the average nozzle exit velocity and the effective approach velocity is
due to the blockage of the adjacent pins.
Heat transfer to the leading edge of a pin or cylinder is related to heat transfer to a
two dimensional stagnation point. According to Kays and Crawford [31] wedge flow
solution for a two-dimensional stagnation point with a Prandtl number of 0.71 (air) would
be:
Nux = 0.499 ReV2

( 86)

£ /(* )-1 .8 1 V „ -|

( 87)

Assuming for small x that

It follows that

^

-

=

0.95

(

88)

This relationship between Nusselt number and Reynolds number based on diameter to the
one-half power was also proven using data from Zukauskas and Ziugzda [9] and Kays
and Crawford [31] in Chapter II. This result is applicable to heat transfer at the
stagnation region of a pin with low flow field turbulence and a constant temperature
boundary condition. However, as long as velocity is proportional to x, the heat transfer
193

coefficient will remain constant resulting in a constant temperature surface for a constant
heat flux boundary condition.

0

0.002

0.004

0.006

0.008

0.01

0 .0 12

0 .0 14

0.016

0.018

Surface distance (m)

Figure 87: Determination of effective velocity based on pin surface velocity distribution
in row 1 for the 30,000 Reynolds number.
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Appendix F

Data Acquired with Single and X-wires
Data were acquired in the locations containing an “x.” Locations containing two
x’s were acquired with both the 55P63 and 55P64.
Table 15: Locations of data acquisition for the single and x-wire measurements.

S in g le
W ires
R ow 1
R ow 2
R ow 3
R ow 4
R ow 5
R ow 6
R ow 7
R ow 8

S p ectra
1
x

2

3

4

5

6

7

8

9

a

b

c

d

e

f

9

h

i

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

y -traverses (cm )
X0 .6 4
W ires -1 .2 7 -0 .6 4
0
R ow 1
X
X
X
R ow 2
X
X
X
X
X
R ow 3
X
X
R ow 4
X
X
Row 5
X
Row 6
X
R ow 7
R ow 8
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z -tra v erses (cm )
2 .5 4

1.91

1 .27

0 .6 4

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X
X
X

Table 15 cont.
XW ires
R ow 1
R ow 2
R ow 3
R ow 4
R ow 5
R ow 6
R ow 7
R ow 8

S p ectra
4

5

7

8

a

b

c

X

X

X

X

X

X

X

X X

X X

X X

X X

X

X

X

X

X

X

X

X

X X

X X

X X

X X

X

X

X

X

X

X

X

X

X X

X

X

X

X

X

X

X

X

X X

X

X

X

X

X X

X

X

X

X X

X

X

f

I

m

n

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X
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