Do stochastic Schrödinger equations, also known as unravelings, have a physical interpretation? In the Markovian limit, where the system on average obeys a master equation, the answer is yes. Markovian stochastic Schrödinger equations generate quantum trajectories for the system state conditioned on continuously monitoring the bath. For a given master equation, there are many different unravelings, corresponding to different sorts of measurement on the bath. In this paper we address the non-Markovian case, and in particular the sort of stochastic Schrödinger equation introduced by Strunz, Diósi, and Gisin [Phys. Rev. Lett. 82, 1801]. Using a quantum measurement theory approach, we rederive their unraveling which involves complex-valued Gaussian noise. We also derive an unraveling involving real-valued Gaussian noise. We show that in the Markovian limit, these two unravelings correspond to heterodyne and homodyne detection respectively. Although we use quantum measurement theory to define these unravelings, we conclude that the stochastic evolution of the system state is not a true quantum trajectory, as the identity of the state through time is a fiction.
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I. INTRODUCTION
In nature, a quantum system is most likely found in an entanglement with at least one other quantum system. An example of this is a two level atom (TLA) immersed in an environment of harmonic oscillators (the electromagnetic field). This type of quantum system, a small system interacting with a larger system (the bath) is called an open quantum system [1] . The system-bath interaction causes the two systems to entangle, resulting in a combined state |Ψ(t) whose evolution can be theoretically determined by the Schrödinger equation. However, due to the many degrees of freedom of the bath, this is generally impractical and it is best to describe the system (TLA) by the reduced state ρ red (t). The evolution of ρ red (t) is found by averaging the outer product of the Schrödinger equation over all the possible bath states, ρ red (t) = Tr field [|Ψ(t) Ψ(t)|].
(1.1)
Under the Born-Markov approximations [2] it is possible to obtain a closed equation for ρ red (t). For mathematical consistency, this should be of the Lindblad form [3] . If there is a single Lindblad operatorL (such as the lowering operator for the system) then this is an equation of the forṁ ρ red (t) = −i[Ĥ, ρ red (t)] + γD[L]ρ red (t), (1.2) whereĤ is the Hamiltonian and However this is only an approximation, in the nonMarkovian situation in general one can not solve ρ red (t) or |Ψ(t) analytically, so ρ red (t) is difficult to determine. A breakthrough in solving this problem was achieved with the development of non-Markovian stochastic Schrödinger equations (SSEs). These stochastic differential equations for a state vector were first introduced for Markovian open quantum systems in mathematical physics [4, 5, 6, 7, 8, 9, 10, 11, 12] and then independently in quantum optics [1, 13, 14] . This approach has subsequently been generalized to deal with non-Markovian systems [15, 16, 17, 18, 19] . In this paper we will follow the approach of Diósi, Strunz and Gisin (DSG) [19, 20, 21, 22] . In their approach, the system state vector |ψ z (t) [44] depends upon some (not necessarily white) noise z(t), which is drawn from some probability distribution. The SSE has the property that when the outer product of |ψ z (t) is averaged over all the possible z(t) one obtains ρ red (t). That is, ρ red (t) = E[|ψ z (t) ψ z (t)|], (1.4) where E[...] denotes an ensemble average over all possible z(t)'s.
In cases where an exact non-Markovian SSE can be derived, it is also possible to find an exact solution for ρ red (t) by other means. A key advantage of nonMarkovian SSEs lies in the cases where no exact solution is possible. In this case approximations must be made in either approach. The advantage of the SSE approach is that the ensemble average ρ red (t) is, by construction, guaranteed to be a positive operator. This fundamental property of a state matrix is not guaranteed by other approximate equations for ρ red (t). This is true even in in the Markov limit; quantum Brownian motion is a case in point [23] . The other advantage of the SSE approach in general is that it allows the evolution of large systems to be simulated numerically. This was the original motivation for their introduction in quantum optics [13, 14] .
Leaving aside the potential usefulness of SSEs, one may ask the question: is there a physical interpretation for the solution of an SSE, or is it simply a numerical tool for finding ρ red (t)? In the Markovian limit, that is when the master equation has the form Eq. (1.2), the answer is yes. The solution to the SSE, termed by Carmichael is a quantum trajectory [1] , it can be interpreted as the state of the system conditioned on the measurement results obtained by continuously monitoring the bath [24] . For the Markovian case, different sorts of SSEs exist. They may involve jumps or diffusion, and are termed different unravelings of the master equation [1] . These different unravelings correspond to different detection schemes, such as photon counting [1, 13, 14] , homodyne [1, 24, 25] , and heterodyne [25] detection. Other generalizations [26, 27, 28, 29] have also been investigated.
In this paper we will investigate the question of physical interpretation of non-Markovian diffusive SSEs of Diosi, Strunz and Gisin (DSG) [16, 19, 20, 21, 22] . We will show that quantum measurement theory (QMT) does give meaning to the |ψ z (t) at any particular time, t. However, the linking of the state |ψ z (t) at different times to make a trajectory appears to be a convenient fiction. We also show that the theory of DSG can be generalized by considering different sorts of measurements (unravelings) on the bath. We use our approach to define two different unravelings. The first results in DSG SSEs, with complex-valued noise z(t). In the Markovian limit this unraveling corresponds to heterodyne detection. The second, which can only be defined for some system-bath couplings, has real-valued noise and has homodyne detection as its Markovian limit.
II.
SYSTEM DYNAMICS AND QUANTUM MEASUREMENT THEORY.
A. Schrödinger Equation for the combined system
Withh = 1, a system interacting with a reservoir of harmonic oscillators has the total Hamiltonian
Here the system Hamiltonian has been split intoĤ 0 (the action of which is described later) andĤ (the remainder). The Hamiltonian for the bath iŝ
where k labels the modes of the bath,â k and ω k are the lowering operator and angular frequency of the k th mode respectively. We assume the interaction Hamiltonian to have the formV
whereL is a system operator and where we have define the bath lowering operatorsb asb = k g kâk . That is, the coupling amplitude of the k th mode to the system is g k .
The Schrödinger equation for the combined state is
which can equivalently be written as 5) where U (t, 0) is called the unitary evolution operator. Defining a unitary evolution operator for the 'free' system and bath as
We can write U (t, 0) as U (t, 0) = U 0 (t, 0)U int (t, 0), where U int (t, 0) is the unitary evolution operator that describes the total evolution with the free dynamics removed. We can then define an interaction picture state as
which obeys
The Hamiltonians in the interaction picture arê
Here we have finally restrictedĤ 0 to be such thatL in the interaction picture simply rotates in the complex plane as indicated in Eq. (2.12). The interaction picture can be viewed as moving the time dependencies due to the free bath and system dynamics from the state to the operators. Unless otherwise stated the rest of this paper will be in the interaction picture and thus we will drop the subscripts 'int'.
B. QMT and Conditional System States
In open quantum systems a measurement is always perform on the bath. Due to the entanglement between the bath and the system the measurement on the bath results in an indirect measurement of the system [30] . The state of the system after the measurement is dependent on the results of the measurement, so we call this a conditional system state. To mathematically describe this (for a more detailed description see [26, 30, 31] ) we define |{q k } as the arbitrary basis the measurement is performed in. Note that |{q k } does not necessarily have to be normalized. For our purposes we restrict |{q k } to be a state in the interaction picture with no time dependence (it will be U † 0 (t, 0)|{q k } in the Schrödinger picture). A typically example of this is a coherent bath state. This is the state (in the interaction picture) the bath (harmonic oscillators) has when driven by a classical current [32] .
In the basis |{q k } we can define a probabilityoperator-measure (POM) element, or effect, aŝ
Here the subscript {q k } is the result of the measurement. The effect is important as it allows one to calculate the probability density of results {q k }
If one were only interested in obtaining probabilities the effect would be all one would need. However, since we are interested in the state of the system after the measurement, we need to define a set of measurement operators. The constraint the measurement operators must obey iŝ
For example, we can decompose the measurement operators aŝ 15) where {n k } is arbitrary, and is the state the bath is left in after the measurement. Since in most detection situations a measurement results in annihilating the detected field the most natural choice for {n k } is the vacuum state {0 k }.
In QMT the combined state after a measurement at time t, which yielded results {q k } is [30, 31] 
Using equation (2.15) , with n k = 0 for all k, the combined state after the measurement is,
Equation (2.17) is the conditional system state and we see here directly how the entanglement between the bath and the system results in the system state collapsing upon measurement of the bath. One of the properties of this conditional system state is that ρ red (t) (equation (1.1)) can be written as
where E denote an average over the distribution P ({q k }, t). From equation (1.4) we see that the conditional state satisfies the same requirements as a solution of a SSE. This suggests that the time derivative of equation (2.17) , if it could be written in terms of |ψ {q k } (t) , could be interpreted as a SSE. One problem in determining the time-derivative is that Eq. (2.17) involves the probability P ({q k }, t), which requires knowing |Ψ(t) , and, as mention earlier, this in general is indeterminable. However, this problem may be overcome using linear quantum measurement theory (LQMT). LQMT uses the same principles as QMT except we use an ostensible distribution (Λ({q k })) in place of the actual probability [26, 33] . As its name suggests, the ostensible probability distribution need bear no relation to the actual probability distribution. However, it must be a proper probability distribution (non-negative, and integrating to unity), and must be non-zero wherever the actual distribution is non-zero. Using the ostensible probability distribution, the conditioned system state is
We will call it the linear conditioned system state, because it depends linearly on the pre-measurement state |Ψ(t) , unlike Eq. (2.17). Since Λ({q k }) is not equal to the actual probability, |ψ {q k } (t) will not be normalized and to signify this we use a tilde above the state. Note that this notation, following our earlier convention [26, 28] , is the reverse of that used by DSG [21] . Because it is unnormalized, the linear conditioned system state does not have a clear physical interpretation. However, it still is useful as it is easier to calculate (involving only linear equations), and we can write 20) whereẼ denote an average using the ostensible distribution Λ({q k }). The condition for obtaining a linear SSE is we have to be able to write the time derivative of equation (2.19) in terms of only |ψ {q k } (t) . A linear SSE is only really useful if it can be transformed into a nonlinear SSE for the normalized state |ψ {q k } (t) . To do this one requires that there exists a Girsanov transformation for the variables {q k } [34] . This is a transformation that takes into account the relation between the actual probability to ostensible probability,
which follows from Eqs. (2.19) and (2.14). Specifically, the Girsanov transformation is a time-dependent transformation that changes the variables {q k } into the variables {q
We can see the usefulness of this transformation as follows. If we normalize the unnormalized states, but keep the same ostensible distribution, then the ensemble average will not reproduce ρ red (t):
However if {q k } are chosen from the actual distribution then, of course it does:
Equivalently, using the ostensible distribution for {q
Note that both {q k } and {q Λ k } appear here. This means that if we have a linear SSE, we can derive a nonlinear ('actual') SSE by normalizing the state
where 
28) where
Here we have assumed that we can define d t q k so as to generate a q k (t) which ensures that Eq. (2.22) is always satisfied. From the above discussion, it is thus apparent that three conditions must be satisfied if Eq. (2.28) is to be a SSE for the system state |ψ {q k } (t) . These are:
1. It is possible to obtain a linear SSE, that is ∂ t |ψ {q k } (t) .
2. There is a Girsanov transformation {q Λ k } → {q k (t)} such that an equation for d t q k for all k can be found explicitly.
3. Equation (2.28) can be written in terms of only |ψ {q k } (t) .
If we can satisfy all these conditions then we have a SSE which generates a state with a definite physical interpretation. The SSE generates a state at time t which is of the form of Eq. (2.17) . This is clearly the normalized state conditioned on a measurement being performed at time t on the entire bath, and yielding results {q k }.
It is important to note, however, that the linking of the states at earlier times to form a trajectory (which is how the SSE generates the state at time t) appears to be a convenient fiction. A measurement on the whole bath at time t is clearly incompatible with a similar measurement at an earlier time. It is only in the Markovian limit that compatible bath measurements can be made, so that the quantum trajectory as a whole can be interpreted physically. In other words the time evolution generated by the SSE simply links together hypothetical conditioned states at different times, with different measurement results {q k (t)}. The relation between the results at different times is purely mathematical, not physical. The mathematical relation comes from the time-dependent Girsanov transformation: the q Λ k corresponding to the q k (t) are the same at all times.
III. COHERENT BATH UNRAVELING A. Coherent Noise Operator
The first unraveling we consider is that associated with the bath being projected into a multitude mode coherent states, that is |{q k } = |{a k } where
Note that these states are deliberately not normalized, so that the multi-mode integral of the effectF {a k } = |{a k } {a k }| is unity. We call the resultant unraveling the 'coherent state unraveling'. For this unraveling we define the noise operator
where Ω k = ω k −ω 0 . This noise operator has the propertŷ
where z(t) is the noise function, given by
An important property of the bath is its correlation: how the noise operator (function) at time t is related to that at time s. This is determined by the commutator (operators) or correlation function (noise functions). For a non-Hermitian operator there are two important commutators,
where, in the notation of DSG,
which we call the memory function. The second form of correlation in defined in terms of the noise functions as E[z(t)z * (s)]. This depends on the probability for obtaining the results {a k } in the measurement at the two times. In linear QMT, these probabilities are given by the ostensible distribution Λ({a k }), which may be chosen to be time-independent. It is convenient to choose Λ({a k }) to be equal to the actual probability that would arise when the bath is always in the vacuum state. That is,
where κ = k . As will be seen later, this is appropriate if the bath is initially in this state. The correlation for the noise functions under this assumption is,
Note that we have used the notation discussed below Eq. (2.20). Thus for the special case where the ostensible probability is given by Eq. (3.8), the memory function is equal to the correlation of the noise functions.
The Markov Limit
Since one of our aims is to consider the Markovian limit of our non-Markovian SSEs (in which one obtains a genuine quantum trajectory), the Markov limit of all our main results will be presented. In the Markov limit the number of modes become continuous and the coupling constant |g k | becomes flat (|g k | = g) and equal to γ/2π . This allows us to write
and for optical situations (high ω 0 situations) with little error this can be written as
Therefore,
This implies that ostensibly z(t) is a complex gaussian random variable (GRV) of mean 0 and variance γ/dt. That is, z(t) = √ γ ζ(t), where ζ(t) is the standard complex white noise function [35] . These are the correct correlation function for the heterodyne noise functions [26] .
B. The Linear Stochastic Schrödinger Equations for the Coherent Unraveling
In this section we will derive the linear non-Markovian SSEs for the ostensible probability introduced above, and show that in the Markov limits it gives the linear Heterodyne SSE. We use many of the same techniques as DSG. To calculate the linear SSE we write the Schrödinger equation in terms of the noise operator,ẑ(t)
Then by differentiating equation (2.19) with respect to time (with q k set to a k ) we obtain 16) asĤ(t) is a system-only operator and {a k }| is the lefteigenstate ofẑ(t) † . To satisfy the condition for a linear SSE we must evaluate the last term in this equation in terms of |ψ {a k } (t) . To do this we use [32] ,
and
With these two expressions and the definition ofẑ(t),
This allows us to write equation (3.16) as
This is a linear equation in terms of {a k }. Note that it is not really a SSE, as the final term implies that the evolution of the state |ψ {a k } (t) depends not only on itself, but upon neighbouring states with different values of {a k }. That is, we cannot simply choose (stochastically) a value for {a k } from the ostensible distribution and then propagate forward the system state using that value. However, we can make progress towards an equation where we can do this by rewriting the partial derivative in terms of a functional derivative. This is done by using the following relation (see for example [37] ),
where 0 is the initial time. This gives 
whereÔ z (t, s) is some system operator which is a function of t, and s, and a functional of z. With this Ansatz the linear SSE becomes
This is now a true SSE, where each trajectory can be evolved independently. It is the same as the linear SSE that DSG presented in Ref. [20, 21] . Note that it is non-Markovian because the noise z * (t) is non-white, because of the finite lower limit of the integral, and becausê O z (t, s) may depend upon z.
The Markov Limit
The next question is what is the Markov limit of this equation? To find this we use the results of section (III A) and the fact thatÔ z (t, t) =L [21] . Applying them to equation (3.24) results in
where z(t) = √ γ ζ(t). By its method of derivation, this equation is in Stratonovich form [35] . To compare with the standard Markov equations we should convert it to an Itô SSE. This can be derived by using an arbitrary basis and defining ψ j = j|ψ and L j,k = j|L|k . Then if the Stratonovich form is
the Itô form (which we indicate by use of the infinitesimals rather than the derivatives) is
The final term here is the Itô correction term. Looking at equation (3.25) we see that,
since ∂ψ k /∂ψ * l is zero for all k, the correction term for this equation is 0. Thus the Itô SSE is,
which is the standard linear heterodyne SSE presented in Ref. [33] as
, where ξ k (t) are the standard real-valued white noise terms [35] .
C. The Actual Stochastic Schrödinger Equations for the Coherent Unraveling
In this section we will derive the non-Markovian SSEs for the actual probability distribution and show that in the Markov limits it gives the the usual heterodyne SSE. Again, we use many of the same techniques as DSG.
As discussed in section II B, to find an actual (i.e. nonlinear) SSE for the normalized state we need to satisfy 3 conditions. The first was to derive a linear SSE, which we did in the preceding section (by making use of an anstaz). The second condition is to find random variables with the actual probabilities of measurement results. To work out these random variables, {a k } we use the Girsanov transform (2.21) to find a first-order partial differential equation (PDE) for the probability, from which the characteristic equation generates the transformed variables.
To obtain the PDE we differentiate Eq. (2.21), giving 
Using the fact that |ψ {a k } (t) is analytical in a * k (so that ∂ a k |ψ {a k } (t) = 0) [20] , and the product rule for differentiation, we can simplify the above to
(3.32) allows us to write
+c.c. (3.33) This is the PDE for the probability distribution.
At t = 0, we have from Eq. (2.21) that
As noted above, to obtain Eq. (3.22) we had to assume that the bath was initially in the vacuum state, uncorrelated with the system. This enforces the equation of the initial probability distribution to be the ostensible distribution
From this PDE we can find the characteristic equations 36) which integrates to give
The random variable a * k (0) is one with probability distribution (3.35). With equation (3.37) and our noise function definition, Eq. (3.4), we can write z(t) as
The term a * k (0)g * k e iΩ k t is the noise function one would obtain if the bath were assumed to be in the vacuum state. This is our assumption for the ostensible distribution so we will label this term z * Λ (t). This allows us to write
where z * Λ (t) obeys the correlations expressed in equations (3.9) and (3.10).
The third condition was to show that we can write equation (2.28) in terms of only |ψ z (t) . To do this we start by calculating d t |ψ z (t) . Using equations (2.29), (3.22) and (3.21) we get,
Looking at Eq. (2.28) we see that to obtain the actual SSE we need to calculate |ψ z (t) d t |ψ {a k } | −1 . Using the above,
Therefore Eq. (2.28) becomes
This can be simplified by using the fact that if our SSE has the form d t |ψ = (Â + B/2 + B * /2)|ψ then we can define a state |φ = exp( (B − B * )dt/2)|ψ (which is the same state as |ψ ) that gives a equivalent SSE, of form d t |φ = (Â + B)|φ . Applying this to the above gives
This is not yet a SSE as it still contains |ψ z (t) terms, however if we can make the Ansatz described by Eq. (3.23) we can write this as This SSE is the same as that presented in Refs. [21, 22] . As shown here, it gives us the state the system would be in if at time t we performed a measurement in the coherent basis, and the result was z(t) as defined in Eq. (3.39). Note that this means that the result z(t) depends upon the system state at earlier times in the trajectory generated by the above SSE. We have argued above that this linking of states at different times is a convenient fiction, but we see here that it is mathematically necessary in order to generate measurement results for a particular time with the actual probability.
The Markov Limit
Finally, we are again interested in the Markov limit of this SSE. Taking the Markov limit of the noise function, one obtains
where z * Λ (t) = √ γ ζ * (t). To apply the Markov limit to Eq. (3.44) we use α(t − s) → γδ(t − s) andÔ z (t, t) =L, resulting in 
which with Eq. (3.46) results in,
This is the Itô SSE for the actual measurement probabilities. When we substitute in z * (t) from Eq. (3.45) we get the same heterodyne SSE as that presented in Ref. [12, 25] .
Readers familiar with quantum trajectory theory for heterodyne detection may be puzzled by the factor of 1/2 multiplying the deterministic contribution to z(t). This function is, according to the above theory, the result of measuring the bath at time t in the coherent state basis. But in the usual quantum trajectory theory [25] the measured (complex) heterodyne current at time t is
which lacks the 1/2. Where does this discrepancy come from? To answer this question we have to consider the definition of a measurement, and in particular the time of the measurement. In quantum trajectory theory we must consider the measurement which conditions the state at time t as actually occurring at a time t + dt [26] . That is, the δ-correlated bath must be given a chance to interact with the system before the measurement is made. By contrast, in the above theory the measurement occurs exactly at time t. For a non-Markovian bath (with a finite correlation time) the difference between t and t + dt is infinitesimal. However in the Markov limit, this infinitesimal difference in measurement time causes the finite difference between z(t) and I(t).
It is easiest to see this using the Heisenberg picture. From the above theory,
E[z(t)] = Ψ(t)|ẑ(t)|Ψ(t)
whereẑ H (t) is the Heisenberg noise operator. In quantum trajectory theory the measurement is defined to take place after the system and bath have interacted for a time dt, so that
E[I(t)] = Ψ(t + dt)|ẑ(t)|Ψ(t + dt)
t). (3.52)
By using standard Heisenberg equations it can be shown that
which has a Markov limit of the form
This is the operator form of the Heterodyne current, and shows the extra contribution discussed above. It is similarly easy to show that the Markov form ofẑ H (t) iŝ
whereẑ Λ (t) = k g kâk (0)e −iΩ k t . These relations are analogous to the Markovian input-output theory of Gardiner and Collett [38] . The correspondences are as followŝ
57)
I(t) ↔b out (t). (3.58)

IV. QUADRATURE BATH UNRAVELING
In this section we will present a second unraveling which is conditioned on real noise and has homodyne detection as its Markov limit.
A. Quadrature Noise Operator
To obtain a SSE with real noise, it is natural to consider a quadrature noise operator,
whereb(t) is defined in equation (2.11) and φ is some arbitrary phase. The noise operator has a two-time commutator
independent of φ. The phase φ defines the measured quadrature: an x-quadrature measurement occurs when φ is set to zero, and the conjugate measurement of the y-quadrature occurs when φ = π/2. Unless otherwise stated we will set φ to zero. The basis for the bath measurement is |{q k } and must satisfyẑ
3)
The problem with this noise function is that it is hard (maybe impossible) to work out a time-independent eigenstate |{q k } in the interaction picture. However, we can find the eigenstate if we make the assumptions that for every mode k there exists another mode, which we can label −k, such that Ω −k = −Ω k and g −k = g * k . These assumptions simply mean that the modes coupled to the system come in symmetric pairs about the system frequency ω 0 . Without loss of generality we can take the g k 's to be real, absorbing any phases in the definitions of the bath operators. With all of these assumptions we can rewrite equation (4.1) aŝ
Here we have introduced the two-mode quadrature operatorsX
wherex k andŷ k are the quadratures ofâ k :
These operators have the commutators
Since {X + k } and {Ŷ − k } form two mutually commuting sets of commuting operators, and thus have a common set of eigenstates. Sinceẑ(t) is a linear combination of these operators, the eigenstates of {X + k } and {Ŷ − k } are the |{q k } we seek. Therefore we can write the two eigenvalue equations,Ŷ
10)
This suggest that we should write |{q k } as |{X
for brevity we will continue to write it as |{q k } . The form of the state that satisfies these equations, in the y kbasis, for a particular k is 12) while in the x k -basis it is
(4.13) Under these assumption we can show that the memory function α(t − s) in Eq. (3.7) becomes equal to the real function β(t − s) given by
(4.14)
Thus the commutator expressed in Eq. (4.2) becomes,
Moreover, the noise function is
is also. We can define the correlation function for the noise functions as E[z(t)z(s)], and again this depends on the probability distribution for the variables X + k and Y − k . It is again convenient to choose the ostensible distribution to be that corresponding to the bath being in the vacuum state. Explicitly we then have
With the usual ostensible distribution the correlation function is
18) whileẼ[z(t)] = 0 as before.
The Markov Limit
The symmetry assumptions we have made in order to obtain thisẑ(t) are compatible with the Markov limit in which the modes become continuous and the coupling constant becomes flat in k-space (which of cause is symmetric around ω 0 ). As in the coherent case, the memory function β(t − s) in the Markov limit equals γδ(t − s). Therefore in this limit the noise function is ostensibly given by z(t) = √ γ ξ(t) where ξ(t) is a real-valued Gaussian white noise term [35] .
B. The Linear Stochastic Schrödinger Equation for
the Quadrature Unraveling
To find the linear non-Markovian SSE we start by applying our assumptions to the Schrödinger equation for the combined state
Now by Eq. (4.4) we can write this as
. Using definitions (4.5), (4.6) and (4.7) we rewrite the above equation as
As in the coherent case to find a linear SSE we differentiate Eq. (2.19) with respect to time, except that this time |{q k } is given by Eq. (4.13) and the ostensible probability is given by Eq. (4.17). Using Eq. (4.21) we obtain
(4.22)
The inner products in the above equation can be simplified to It can also be shown that 26) and using equations (4.23) and (4.24) with the above two equations we can write the inner products in terms of their conjugate variables. This allows us to write the linear equation as As in the coherent case, to make progress towards a genuine SSE we wish to replace the partial derivatives by a functional derivative with respect to the noise function. To do this we note that,
Thus we obtain 30) where β(t − s) is the memory function for the noise. As in the coherent state case, this enforces an initial vacuum state for the bath. The final step to obtaining the linear non-Markovian SSE with real noise is to assume that the functional derivative can be replaced by an operator as in Eq. (3.23) . With this Ansatz the linear SSE becomes
(4.31)
The Markov Limit
Finally in this subsection we determine the Markov limit of this equation. Applying the results at the end of Sec. IV A, we get
asÔ z (t, t) =L. This is in Stratonovich from. We transform this to the Itô form by using the method in Sec. III B 1. In this case the Itô correction is
33) and the Itô SSE is
which is the general linear homodyne SSE [26, 33] as z(t) = √ γ ξ(t).
C. The Actual Stochastic Schrödinger Equation for the Quadrature Unraveling
As in the coherent case, to find an actual SSE (generating states with the actual probability) we need to find random variables with the actual probabilities of measurement results {q k }. To sort these out we use the Girsanov transform (2.21) to find a first-order partial differential equation (PDE) for the probability, from which the characteristic equation generates the transformed variables
Using equations (4.27) allows us to write
(4.36)
This can be simplified to
where L x t is defined by equation (3.32) .
The characteristic equations are
Integrating these differential equation from time 0 to t we get
The distribution for X + k (0) and Y − k (0) is due to the quantum initial conditions. As before, the use of the functional derivative in Eq. (4.30) implies that the initial bath state is a vacuum state. Thus, the randomness in X + k (0) and Y − k (0) is that of the ostensible distribution:
(4.42)
With the above random variable equations for X + k (t) and Y − k (t) we can write the noise function for the actual probability as
where z Λ (t) is the random variable with statistics determined by the Λ({X
That is, the correlations of z Λ (t) are those of z(t) in Eq. (4.18). Now we have the correct noise function we can calculate the actual SSE. As in the coherent case we need ∂ t |ψ z (t) , and for this case equation (2.29) will be
Following the same procedure as in the coherent case we obtain
Again this is not a SSE until we make the Ansatz defined in Eq. (3.23), which gives
This is the actual SSE for real-valued noise. All of the comments regarding the interpretation of the corresponding complex-valued noise SSE (3.44) carry over to this case.
The Markov Limit
Taking the Markov limit of the actual SSE results in a noise function of the form
where z Λ φ (t) = √ γ ξ(t). The actual SSE becomes
This is in Stratonovich form, to compare it to the equivalent homodyne SSE we need to convert it to Itô form.
The Itô correction term for this equation is
(4.49)
Adding this to the Stratonovich SSE we get the following Itô SSE,
This is the same as the homodyne SSE presented in Ref. [25, 36] when we substitute in Eq. (4.47) for z(t). As in the coherent case there will be a difference between z(t) and the homodyne current, which from reference [25] is
This difference again comes down to the fact the in the quantum trajectory theory the measurement occurs a time dt later.
V. A SIMPLE SYSTEM
In this section we apply the above theory to a very simple non-Markovian system: a TLA coupled linearly and with the same strength to two single mode fields (labeled by k = ±1) that are detuned from ω 0 by ±∆ respectively. Without loss of generality, we can take the coupling strength g 1 = g to be real. Then the memory function becomes
Note that this memory never decays, indicating that the dynamics of the atom is extremely non-Markovian. This is different from all cases considered by DSG, where the memory was taken to decay exponentially. It is thus interesting to see how the formalism copes with this extreme case. At the same time, the simplicity of the bath (two modes) means that an exact numerical solution for ρ red (t) is relatively easy to find. This allows verification of the validity of the SSEs in reproducing ρ red (t) by ensemble average, for both the linear and actual (nonlinear) cases.
We would also like to see the different individual behaviour of the trajectories corresponding to two different measurements (coherent state and quadrature measurements). This is readily apparent in this system for the initial condition |ψ(0) = |e , where |e and |b are the excited and ground state of the TLA, respectively, so we choose this for all our simulations.
A. Exact Solution
To calculate the exact ρ red (t) we need to solve the Schrödinger equation, which is displayed in Eq. (2.8) . For this simple system we assumeĤ = 0 and
as Ω 1 = ∆ = −Ω −1 and g = g −1 = g 1 . Here the Lindblad operatorL =σ = |b e|. Since initially the field is in the vacuum state (|0 1 ⊗ |0 −1 ) then the only non-zero complex amplitudes in |Ψ(t) are
3) where |b00 is short hand for |b ⊗ |0 1 ⊗ |0 −1 etc. Applying the above Hamiltonian to this state we get the following four differential equations for the complex amplitudes,ċ
which can be solved numerically. For the initial state |e00 , c 2 (0) = 1 and the rest are zero. Once we have the amplitudes for all time we know |Ψ(t) and by Eq. (1.1) we can then calculate ρ red (t). For the TLA it is convenient to define the reduced state in terms of a pseudo-spin vector (x, y, z) by 8) where x(t), y(t) and z(t) are real parameters which equal the expected value of the corresponding spin matrix. These can be found from the above complex amplitudes by
To graphically illustrate the reduced state we numerically calculated the above real parameters for ∆ = 2g. The results are shown in Fig. 1 as a solid line.
B. Coherent Unraveling
For the simple system the memory function, Eq. (3.7) is given by Eq. (5.1), and and the noise operator for the coherent unraveling is,
This figure depicts the reduced state calculated by three different methods; the exact solution (solid line), the ensemble average of 1000 SSEs for both the linear (dotted) and actual (dashed) SSE for the coherent unraveling. In this figure all calculations were done using a simple Euler method with a step size of dt = 0.0001, a detuning of ∆ = 2g and initial system state of the form |ψ(0) = |e .
The linear SSE was obtained when we assumed an ostensible probability Λ(a 1 , a −1 ) equal to the vacuum distribution
With this probability distribution, we can write the noise function as a random variable equation of the form,
where a 1 and a −1 are complex GRVs of mean 0 and variance 1. Applying the simple systems dynamics to equation (3.22) we obtain
(5.16) In Sec. III B we made the general Ansatz described by Eq. (3.23). For this simple system the specific Ansatz we will use is
To work out the functions f (t, s) we use the following consistency condition [21] ,
This gives
where
This allows us to write the linear SSE for the coherent unraveling as
This is simple to to solve numerically provide we have a solution for F (t).
The best way to calculate F (t) is to split it into to two terms, F (t) = F 1 (t) + F −1 (t) where,
Differentiating the above equations for F 1 (t) and F −1 (t) and using Eq. (5.19) and the fact that f (t, t) = 1 yields
which can be solved numerically. The initial conditions are F (0) = F 1 (0) = F −1 (0) = 0. Writing |ψ z (t) = C e (t)|e + C b (t)|b gives us the following two differential equations,
For an excited-state initial condition these equation can be solve numerically. Note that these solutions will not remain normalized, and the norm of most of them becomes very small. This reflects the fact that a typical individual solution of this SSE does not correspond to a typical measurement result. Nevertheless, the ensemble average of the unnormalized states is ρ red (t). To show this we simulated 1000 SSE for different z(t). The results of this simulation are shown in Fig. 1 as a dotted line, where the agreement with the exact solution is good. The actual SSE for coherent unraveling is found by applying the above results to Eq. (3.44). Doing this we obtain
The noise, z * (t) in this equation is given by, 28) where z Λ (t) is the noise function used in the linear case. With this SSE the two differential equations for the complex amplitudes become
This figure shows a typical trajectory generated by the actual SSE for both the coherent (solid) and quadrature (dotted) unraveling. These were all done with the parameters defined in Fig. 1 .
The solution to these equations is an actual state, in the sense that it is normalized, and generated with the actual probabilities. Thus a typical trajectory does give, at any time t, a typical state that corresponds to an observer measuring it at that time in the coherent basis. It is thus worth examining a typical trajectory, which we have plotted in Fig. 2 (the solid line) . The normalization of the state is shown to remain equal to one, within the error introduced by the integration algorithm. To show that the ensemble average of these trajectories is the reduced state, an ensemble average of 1000 SSE was simulated and the results are depicted in Fig. 1 (dashed  line) . We see that the actual case is closer to the ρ red (t) then the linear case. This is expected as in general the linear SSE converges slower than the actual SSE, as most of the states generated from the linear SSE have virtually no contribution to the mean.
C. Quadrature Unraveling
If we apply the theory for the quadrature unraveling to this simple system, the quadrature noise operator, equation (4.4) becomeŝ 31) and the quadrature noise function is z(t) = 2g{X 32) which is real. If we choose the ostensible probability to equal the vacuum probability, then 
ds |ψ z (t) (5.34) As for the coherent case we can make an Ansatz for the functional derivative. We again choose Eq. (5.17). This allows us to write the quadrature linear SSE as 35) where F (t) is given by 36) and β(t − s) = 2|g| 2 cos(∆(t − s)). It turns out for this simple system F (t) is the same for both the coherent and quadrature unraveling, because α(t − s) = β(t − s). Knowing F (t), we get the following two differential equations for the state:
(5.38)
These are the same as for the coherent case, except that z(t) is generated differently. To show that the ensemble average of the solution to the linear SSE for the quadrature unraveling converges to ρ red (t), 1000 trajectories for different z(t) where simulated. The results of these simulations are shown in Fig. 3 as a dotted line, where it is seen that the ensemble average of the linear SSE does reproduce the exact solution for ρ red (t) with little error. The actual SSE for quadrature unraveling is found by applying the above results to Eq. (4.46),
The noise, z(t) in this equation is given by,
where z Λ (t) is the noise function used in the linear case. With this SSE the two differential equations for the complex amplitudes become,
This figure depicts the reduced state calculated by three different methods; the exact solution (solid line), the ensemble average of 1000 SSEs for both the linear (dotted) and actual (dashed) SSE for the quadrature unraveling. These where all done with the parameters defined in Fig. 1 .
A typical trajectory from the quadrature SSE is illustrated in Fig. 2 (the dotted line) . Note the feature that clearly distinguishes it from the coherent trajectory: y is always zero. To show that the solution of the actual SSE reproduces the reduced state on average, an ensemble of 1000 actual SSEs was simulated and the results are depicted in Fig. 3 (dashed line) . We see that it reproduces the exact solution, again with less error than that from the linear SSE.
VI. DISCUSSION AND CONCLUSIONS
In this paper we have explored non-Markovian stochastic Schrödinger equations by furthering the work of Diosi, Strunz and Gisin [16, 19, 20, 21, 22] . Specifically, we have interpreted their results in the framework of quantum measurement theory. Their SSEs arise as a special case when the measurement basis of the bath is the coherent states, so we label it the coherent unraveling. The benefit of using the measurement interpretation is two-fold.
First, it allows us a better understanding of the interpretation of non-Markovian SSEs. The state at any time t generated by the SSE can be interpreted as a conditioned system state, given a particular result from a particular measurement on the bath. However, the measurements at different times are incompatible, so the linking together of different states over time is, we have argued, a convenient fiction. Thus the trajectory generated by a non-Markovian SSE does not have the same physical status as that generated by a Markovian SSE, where the measurements at different times are compatible and the states at different times can represent a single evolving system. Second, it allows us to generate other sorts of SSEs corresponding to different sorts of measurements on the bath (unravelings). In this paper we presented a second unraveling, based on measuring certain quadrature operators on the bath. This gives rise to an SSE only under certain assumptions to do with the bath frequencies and couplings. The resultant SSE contains real-valued noise, as opposed to the complex noise in the SSE of DSG. The ability to construct a non-Markovian SSE with realvalued noise is contrary to the expectation expressed by DSG in [21] .
We have also shown in this paper that the Markov limit of the quadrature and coherent unravelings are homodyne and heterodyne detection respectively. As noted above, in this Markov limit the SSE generates a true quantum trajectory for a conditioned system state over time. It is interesting that this arises smoothly as the limit of a non-Markovian SSE that does not have this interpretation. However, as we have shown, one has to be very careful with the definition of the time of measurement in order to reconcile this limit with the usual quantum trajectory theory.
To illustrate our general theory we have applied it to a simple system: a TLA coupled linearly to just two singlemode fields detuned from the atom by ±∆. This is an extremely non-Markovian problem with no finite memory time, unlike the previous examples considered by DSG. Nevertheless the theory is able to describe the evolution of the atom by an SSE. In Fig. 2 we displayed typical non-Markovian SSEs for both the quadrature and coherent unraveling, and in Figs. 1 and 3 we showed that on average both SSEs do generate the exact reduced state.
In conclusion this paper has presented a significant generalization of the DSG approach to non-Markovian SSE. However, there is still a lot of questions to be answered.
First, is it possible within this framework to derive other classes of non-Markovian SSEs? In particular, is it possible to describe an unraveling based on discrete measurement on the bath, say the in number-state basis?
Second, is there a physical system where our theory could be naturally applied? That is, is there a physical system where the bath could be measured in a suitable basis at an arbitrary time so as to produce a pure conditioned system state?
Third, what conditions are necessary for one to be able to find a suitable Ansatz for replacing the functional derivative with an operator? As we have argued, this is necessary to create a genuine SSE. Yu, Diósi, Gisin and Strunz have given a general procedure for finding this operator, but only when the system dynamics are weakly non-Markovian (the so-called 'post-Markovian' approximation) [39, 40] . We suspect that the conditions for finding an exact Ansatz depend upon both the nature of the system and its coupling to the bath.
Fourth, can the techniques of non-Markovian SSEs be applied as a numerical tool for studying real systems? We have in mind potentially strongly non-Markovian sys-tems such as an atom laser [41] or photon emission in a photonic band-gap material [42, 43] .
Fifth, and last, is there an alternative framework to standard quantum measurement theory in which there is a physical interpretation for a trajectory generated by a non-Markovian SSE? That is, can the states at different times in a single trajectory generated by the SSE be interpreted as pertaining to a single system in some nonstandard approach to quantum measurements? This is a very open question.
