A new bound on the minimum distance of q-ary cyclic codes is proposed. It is based on the description by another cyclic code with small minimum distance. The connection to the BCH bound and the Hartmann-Tzeng (HT) bound is formulated explicitly. We show that for many cases our approach improves the HT bound. Furthermore, we refine our bound for several families of cyclic codes.
Introduction
In this paper, we introduce a technique that uses an (n , k ) q -ary cyclic code L with minimum distance d to bound the minimum distance d of another (n, k) q-ary cyclic code C. The descriptive cyclic code L is called non-zero-locator code. It turns out that the non-zero-locator code gives a good lower bound d * on the minimum distance d of the described cyclic code C if the code-rate k /n of L is low and its minimum distance d is relatively small.
The algebraic relation between the cyclic non-zero-locator code L and the cyclic code C provides the formulation of syndromes and a Key Equation that allows an efficient decoding up to (d * − 1)/2 errors with the Extended Euclidean Algorithm (EEA).
We give an explicit relation of d * to the BCH bound [1, 10] and its generalization: the HartmannTzeng (HT) bound [7] [8] [9] . In many cases our bound is better than the HT bound, although our approach is not a generalization of the HT bound as the Roos bound [14, 15] and the bound of van Lint and Wilson [11] are.
In our previous work [17] we associated rational functions with a subset of the defining set of a given cyclic code C. This can be seen as a special case of the presented approach. The main advantage of this contribution is that we can express the bound on the minimum distance of a given cyclic code C in terms of properties of the associated cyclic non-zero-locator code L.
This paper is organized as follows. In Section 2, we give necessary preliminaries of cyclic codes, the HT bound and recall the definition of cyclic Reed-Solomon (RS) codes, which we use later as non-zero-locator code. The concept of the non-zero-locator code is introduced in Section 3 and the main theorem on the minimum distance is proven. The connection to the Hartmann-Tzeng bound is given in Section 4. Furthermore, several families of cyclic codes are identified. We give sufficient conditions for binary cyclic codes with minimum distance two and three and lowest code-rate in Section 5. A generalized syndrome definition, Key Equation and Forney's formula are given in Section 6. Section 7 concludes this contribution.
Preliminaries
Let q be a power of a prime and let F q denote the finite field of order q and F q [x] the set of all univariate polynomials with coefficients in F q and indeterminate x. A q-ary cyclic code over F q of length n, dimension k and minimum distance d is denoted by C(q; n, k, d) ⊂ F n q and it is an ideal in the ring F q [x]/(x n − 1) generated by g(x). A codeword c = (c 0 c 1 . . . c n−1 ) ∈ C is associated with a polynomial c(x) = n−1 i=0 c i x i ∈ F q [x], where g(x) divides c(x). We assume that x n − 1 has n different roots. Let F q s be an extension field of F q and let α ∈ F q s be a primitive nth root of unity. The cyclotomic coset M (n) r modulo n over F q is denoted by: M (n) r = {rq j mod n | j = 0, 1, . . . , n r − 1}, where n r is the smallest integer such that rq nr ≡ r mod n. It is well-known that the minimal polynomial M (n) r (x) ∈ F q [x] of the element α r is given by:
The defining set D C of a q-ary cyclic code C(q; n, k, d) is the set of zeros of the generator polynomial g(x) ∈ F q [x] and can be partitioned into m cyclotomic cosets:
Hence, the generator polynomial g(x) of degree n − k of C(q; n, k, d) is
Let us recall a well-known bound on the minimum distance of cyclic codes.
Theorem 1 (Hartmann-Tzeng (HT) Bound, [8] ). Let a q-ary cyclic code C(q; n, k, d) with defining set D C be given. Suppose there exist the integers b 1 , m 1 and m 2 with gcd(n, m 1 ) = 1 and gcd(n, m 2 ) = 1 such that
Note that for ν = 0 the HT bound becomes the BCH bound [1, 10] . Further generalizations were proposed by Roos [14, 15] and van Lint and Wilson [11] . Decoding up to the HT bound and to some particular cases of the Roos bound was formulated by Feng and Tzeng [5, Section VI] .
We consider cyclic Reed-Solomon (RS) codes [13] for our approach and therefore recapitulate their definition in the following.
Definition 1 (Cyclic Reed-Solomon Code). Let n be an integer dividing q − 1 and let α denote an element of multiplicative order n in F q . Let δ be an integer. Furthermore, let the generator polynomial g δ (x) ∈ F q [x] be defined as:
Then a cyclic Reed-Solomon code over F q of length n|(q − 1) and dimension k, denoted by RS(q; n, k; δ), is defined by:
RS codes are maximum distance separable codes and their minimum distance d is d = n − k + 1.
The Non-Zero-Locator Code
We relate another cyclic code -the so-called non-zero-locator code L -to a given cyclic code C. In the following, we connect a infinite sequence of an evaluated polynomial c(x) ∈ C to a sum of fractions. This allows to draw the relation to our previous approach [17] . Furthermore, we can use familiar properties of cyclic codes rather than abstract properties of rational functions. The obtained bound can be expressed in terms of parameters of the associated non-zero-locator code L. Let c(x) be a codeword of a given q-ary cyclic code C(q; n, k, d) and let Y denote the set of indexes of non-zero coefficients of c(x)
Let α ∈ F q s be an element of order n. Then we have the following relation for all c(x) ∈ C(q; n, k, d):
Now, we can define the non-zero-locator code.
Definition 2 (Non-Zero-Locator Code). Let a q-ary cyclic code C(q; n, k, d) be given. Let F q s contain the nth roots of unity. Let gcd(n, n ) = 1 and let F q = F q u be an extension field of F q . Let F q s contain the n th roots of unity. Let α ∈ F q s be an element of order n and let β ∈ F q s be an element of order n .
Then L(q ; n , k , d ) is a non-zero-locator code of C if there exists a µ ≥ 2 and an integer e, such that ∀ a(x) ∈ L and ∀ c(x) ∈ C:
holds.
Remark 1. Let r denote the least common multiple of s and u · s and let γ be a primitive element in F q r . Then γ (q r −1)/n and γ (q r −1)/n are elements of order n and n .
Before we prove the main theorem on the minimum distance d of the given cyclic code C, we describe Definition 2. We search the "longest" sequence
that results in a zero-sequence of length µ − 1, i.e., the product of the evaluated codeword a(β j ) of the non-zero-locator code L and the evaluated codeword c(α j+e ) of C gives zero for all j = 0, . . . , µ − 2. Let us study the following example of a binary cyclic code.
Example 1 (Binary Code of length n = 21 [11, 15] ). Let the binary cyclic code C(2; 21, 7, 8) with generator polynomial g(x)
be given. Let α ∈ F 2 6 denote an element of order 21. 
We require a zero β j of the generator polynomial of the non-zero-locator code L at the position j where the generator polynomial of the given cyclic code C has no zero.
Furthermore, we require gcd(n, n ) = 1 to guarantee that
which we use for the degree calculation in the following. For the proof we refer to Lemma 3 in the Appendix. We rewrite (3) of Definition 2 more explicitly. With c(x) = i∈Y c i x i and a(x) = j∈Z a j x j , we obtain:
Using (2) for the codeword a(x) of the associated non-zero-locator code leads to:
Finally using (4) we can rewrite (3) of Definition 2 in the following form:
where the degree of the denominator is |Y| · |Z|. The degree of the numerator is smaller than or equal to (|Y| − 1) · |Z| + |Z| − 1 = |Y| · |Z| − 1. This leads to the following theorem on the minimum distance of a cyclic code C.
Theorem 2 (Minimum Distance). Let a q-ary cyclic code C(q; n, k, d) and its associated nonzero-locator code L(q ; n , k , d ) with gcd(n, n ) = 1 and the integer µ be given as in Definition 2. Then the minimum distance d of C(q; n, k, d) satisfies the following inequality:
Proof. For a codeword c(x) ∈ C(q; n, k, d) of weight d and a codeword a(x) ∈ L(q ; n , k , d ) of weight d , the degree of the denominator in (5) is d·d . The numerator has degree at most d·d −1, and has to be greater than or equal to µ − 1. The optimal non-zero-locator code L for a given cyclic code gives a zero sequence
of length µ − 1 as in Definition 2, such that d * of (6) is maximized.
Comparison to Known Bounds

The Hartmann-Tzeng Bound
We restate the HT bound as given in Theorem 1 to draw a connection to the bound given in Theorem 2. We multiply with the inverse of m 1 or m 2 modulo n, such that:
with gcd(n, m) = 1 for a given code C(q; n, k, d) holds. Throughout this section, we refer to this representation of the HT bound. In the following subsection, we consider a single parity check code as non-zero-locator code and draw the connection to a particular case of the HT bound. The general case of (7) is considered in Subsection 4.3, where we use RS codes as non-zero-locator codes.
Some families of cyclic codes are identified in Subsection 4.4.
Single Parity Check Code as Non-Zero-Locator Code
Let P(n , n − 1, 2) denote a cyclic single parity check code of length n , dimension n − 1 and minimum distance 2 over an extension field F q of F q . Let β be a primitive n th root of unity in an extension field of
Furthermore, let a cyclic code C with defining set D C be given, such that for the parameters b 2 = 1 and m = ν + 2 the normalized HT bound of (7) holds. We illustrate the defining set D P = {0} of P with length n = ν + 2 and the defining set D C in Table 2 . The sequence is illustrated in terms Table 2 : Defining sets D C of a given cyclic code C and D P of its associated single parity check code P of length n in the interval [0,
of parameters of the HT bound (7) . For this special case, the non-zero-locator code L(q ; n , k , d ) is a P(n , n − 1, 2) code. We have:
and we obtain a zero-sequence of length µ − 1 = m(d 0 − 1) + 1. From Theorem 2 we obtain:
where we used m = ν + 2. In Fig. 1 we illustrate d * of (8) Table 2 ). We used a single parity check code as non-zero-locator code. Our bound d * is better than the HT bound for d 0 > 3. . We know that
The HT bound gives a lower bound of d ≥ 6 on the minimum distance of C(2; 65, 41, 8) (for b 2 = −5, m = 3, d 0 = 5 and ν = 1). We can associate the single parity check code P(3,2,2) over F 2 2 with generator polynomial g(x) = x − 1 as a non-zero-locator code for C(2; 65, 41, 8). The defining sets D C and D P are shown in Table 3 . With (8) we obtain for d * : Table 3 : Subset of the defining sets D C of the C(2; 65, 41, 8) code in the interval [−6, 6] . The set D P is the defining set of a single parity check code P of length n = 3 that is the associated non-zero-locator code.
Furthermore, we can decode up to (d * − 1)/2 = 3 errors for C(2; 65, 41, 8) (see Section 6).
Cyclic Reed-Solomon Codes as Non-Zero-Locator Codes
Let a q-ary cyclic code C with defining set D C be given such that for the parameters b 2 = 1 and m > ν + 2, the normalized Hartmann-Tzeng bound of (7) with d 0 > 2 and ν > 0 holds. Let a cyclic Reed-Solomon code RS(q ; n , k ; δ) over an extension field F q of F q with
as in Definition 1 be the associated non-zero-locator code. Table 4 shows the defining set D C and the defining set D RS of RS(q ; m, ν + 1; 0). Table 4 : Defining sets D C for b 2 = 1 and m of the HT bound (7) and D RS of the associated non-zero-locator code in the interval [
The n −(ν +2)+1 = m−ν −1 consecutive zeros of the cyclic Reed-Solomon code RS(q ; m, ν + 1; 0) fill the missing zeros of the given cyclic code C(q; n, k, d). The obtained "zero"-sequence has length µ − 1 = m(d 0 − 1) + m − ν − 1. Therefore, we obtain from (6):
Note that for m = ν + 2 the Reed-Solomon code is a single parity check code and we obtain the result from (8) . Let us precise the cases where our bound d * is better than the Hartmann-Tzeng Table 4 ). 
Proof. From (9) we have
Obviously, for d * > d 0 + ν, we require that
For m − ν = d = 2, the associated RS code is a single parity check code and our bound is better than the HT bound for d 0 > 3 (see Fig. 1 ). Some other cases, where the minimum distance of the associated RS code d = m − ν varies between two and six, are illustrated in Fig. 2 .
Some Families of Cyclic Codes and Their Connection to Other Bounds
We identify some families of cyclic codes and refine our bound on the minimum distance of Theorem 2. The classification is done by means of the associated non-zero-locator code. For all codes, we can decode up to (d * − 1)/2 errors (see Section 6).
Single Parity Check Code as Non-Zero-Locator Code
Let the defining set D C of a given q-ary cyclic code C(q; n, k, d) contain the elements as shown in Table 5 . Furthermore, let gcd(n, 3) = 1. We associate a single parity check code P(3, 2, 2) and 
Binary Hamming Code as Non-Zero-Locator Code
Let the defining set D C of a given binary cyclic code C(2; n, k, d) contain the elements as shown in Table 6 . Furthermore, let gcd(n, 7) = 1.
We associate the binary Hamming code L(2; 7, 4, 3) with defining set D L = {3, 5, 6}. As shown in Table 6 , we obtain µ = 21 and therefore d ≥ d * = 7. For binary cyclic codes we require {1, 7, 9, 11, 15} to be a subset of the defining set D C . 
Reed-Solomon Code as Non-Zero-Locator Code
Let the defining set D C of a given q-ary cyclic code C(q; n, k, d) contain the elements as shown in Table 7 . Furthermore, let gcd(n, 4) = 1. We associate an RS code RS(q ; 4, 2; δ = 0) over F q which is an extension field of F q and consider the sequence
We have µ = 19 and with d = 3, we obtain d ≥ d * = 7. For binary reversible cyclic codes, we require {3, 5, 11, 13} to be a subset of the defining set D C . Further families can be found in [17] and can be seen as special case of this approach.
As previously seen, we identified cyclic codes by means of their potential non-zero-locator codes. To obtain a huge family of cyclic codes, the cardinality of the required subset of their defining set should be small. This implies a high cardinality of the defining set |D L | of the associated non-zero-locator code L(q ; n , k , d ). Both leads to a long zero-sequence
On the one hand, we need a low code-rate k /n which implies a high |D L |. On the other hand, the minimum distance d of L should be small to obtain a good bound d * according to (6) . This motivates the investigation of small-minimum-distance cyclic codes with lowest code-rate. In a first step, we consider binary cyclic codes with minimum distance two and three.
Binary Cyclic Codes with Minimum Distance Two and
Three as Non-Zero-Locator Code
General Idea
As mentioned in Section 3, good candidates for non-zero-locator codes are cyclic codes with small minimum distance and lowest code-rate k /n . We consider binary cyclic codes with minimum distance two and three and lowest code-rate and show their defining set. Primitive binary cyclic codes with minimum distance three were investigated by Charpin, Tietäväinen and Zinoviev in [2, 3] . We generalize the results of [2] to binary cyclic codes of arbitrary length and show afterwards the implications, when we want to use them as non-zero-locator codes.
Lemma 1. [2] Let
j (x) has minimum distance two if and only if gcd(n, i, j) > 1.
Proof. Let α be an nth root of unity. A binary cyclic code C with generator polynomial g(
j (x) of length n has minimum distance two if there exist a binomial c(
This holds, if and only if
Both congruences are valid if and only if n/ gcd(n, i, j) divides k − . Therefore, such k and exist if and only if gcd(n, i, j) > 1.
Theorem 3 (Binary Cyclic Codes with Minimum Distance Two [2]
). Let i 1 , i 2 , . . . , i s with 0 ≤ i 1 < · · · < i s ≤ n−1 be s arbitrary integers that do not belong to the same cyclotomic coset modulo n. Then the binary cyclic code C(2; n, k, d) with generator polynomial
has minimum distance two if and only if gcd(n, i 1 , . . . , i s ) > 1.
We skip the proof of Theorem 3, because it is straightforward to the proof of Lemma 1.
The following lemma is a generalization of [2, Theorem 1] to binary cyclic codes of arbitrary length.
Lemma 2 (Binary Cyclic Codes with Minimum Distance Three). Let i, j with 0 ≤ i < j ≤ n − 1 be arbitrary integers that do not belong to the same cyclotomic coset modulo n. Let g be such that 2 g − 1 divides n. If there exists an integer r with 0 < r < 2 g − 1, where gcd(r, 2 g − 1) = 1, such that both i and j are in M (2 g −1) r , then the binary cyclic code C(2; n, k, d) with generator polynomial
Proof. Let γ be a primitive element of F 2 s , let z = (2 s − 1)/n and let
, is a primitive element of F 2 g . Let b be an integer in the interval [1, 2 g − 2] such that:
where the quotients 1/r and b/r are calculated in the ring Z 2 g −1 of integers modulo 2 g − 1. For i ∈ M (2 g −1) r , two non-negative integers k and exist such that
Note that in [2] the length of the cyclic code was n = 2 s − 1 and u = (2 s − 1)/(2 g − 1).
Corollary 1. Let C be a binary cyclic code of length n. If there exist no g, s.t. (2 g − 1) | n, then C cannot have minimum distance three.
Theorem 4 (Binary Cyclic Codes with Minimum Distance Three
, then the binary cyclic code C(2; n, k, d) with generator polynomial
We skip the proof of Theorem 4, because it is straightforward to the proof of Lemma 2. Let us consider a non-primitive binary cyclic code with minimum distance three. and we have gcd(1, 11, 51) = 1. Therefore the binary cyclic code of length n = 119 with generator polynomial
has dimension k = 68 and minimum distance d = 3.
Implications for the Non-Zero-Locator Code
We consider lowest-code-rate binary cyclic codes of minimum distance two and three. They are good candidates for non-zero-locator codes.
We first consider lowest-code-rate binary cyclic codes of minimum distance two.
Proposition 2 (Lowest-Code-Rate Binary Cyclic Codes With Minimum Distance Two). Let a > 1, g > 1 and n be three integers, such that n = ag. Let g be in the defining set D C . Then the binary cyclic code C(2; n, k, 2) of length n with defining set:
is the binary cyclic code of smallest dimension k = a(g − 1), lowest code-rate R = (g − 1)/g and minimum distance two.
Proof
0, . . . , n − 1 to be in D C with aimed minimum distance two. One the one hand, this guarantees the maximization of |D C | and therefore the minimization of the code-rate. On the other hand, due to the condition gcd(i, g) > 1 (Theorem 3) the minimum distance of C remains two.
A direct consequence of Proposition 2 is that we do not need to investigate these binary cyclic codes of minimum distance two any more. We obtain the same result when we select a parity check code P(g, g − 1, 2) as non-zero-locator code.
Proposition 3 (Lowest-Code-Rate Binary Cyclic Codes With Minimum Distance Three). Let a > 1, g > 1 and n be three integers, such that n = a(2 g −1). Let r be an integer with 0 < r < 2 g −1, where gcd(r, 2 g − 1) = 1. Let r be in the defining set D C . Then the binary cyclic code C(2; n, k, 3) of length n with defining set:
is the binary cyclic code with the smallest dimension k = a(2
and minimum distance three.
Proof. We want to maximize |D C | while keeping d of C at three. For a given r and for (2 g −1)|n, we select every cyclotomic coset M (x) and with minimum distance three has lowest code-rate R = (2 3 − 1 − 3)/(2 3 − 1) = 68/119. Its defining set D C is: A consequence of Proposition 3 is that we do not need to investigate any binary cyclic code of minimum distance three any more. We obtain the same result when we take a primitive binary cyclic code with minimum distance three as non-zero-locator code. Let a q-ary cyclic code C(q; n, k, d) and its associated q -ary non-zero-locator code L(q ; n , k , d ) with gcd(n, n ) = 1 and the integers µ and e be given as in Definition 2. Let F q = F q u be an extension field of F q . Let α ∈ F q s be a primitive nth and let β ∈ F q s be a primitive n th root of unity. Let r denote the least common multiple of s and u · s . Let a(x) = i∈Z a i x i be a codeword of L of weight |Z| = d .
Let the set E = {i 0 , i 1 , . . . , i t−1 } with cardinality |E| = t be the set of error positions. The corresponding error polynomial is denoted by e(x) = i∈E e i x i . Let the received polynomial be r(x) = n−1 i=0 r i x i = e(x) + c(x). We define a syndrome polynomial S(x) ∈ F q r [x] as follows:
Thus, the coefficients S j ∈ F q r of the above defined syndrome polynomial S(x) = µ−2 j=0 S j x j are given by
From Definition 2 we know that the syndrome polynomial S(x) of (11) is independent of the codeword c(x). Now, we can do the same reformulation of the syndrome expression as we did in Section 3 for the codeword c(x) and a(x). We have from (11):
and with (2) for a(x) = i∈Z a i x i we can write:
Finally, we can write for S(x):
We use this explicit syndrome representation in the next section, where we define an error-locator and an error-evaluator polynomial.
Key Equation
To simplify the notation, let the two polynomials f (x) and h(x) ∈ F q r [x] be defined as follows:
Due to gcd(n, n ) = 1 we have gcd(f (xα i ), f (xα j )) = 1, ∀i = j (for the proof, see Lemma 3 in the Appendix) and therefore each of the n polynomials f (xα 0 ), f (xα 1 ), . . . , f (xα n−1 ) can be identified by one root. Let κ ∈ Z. Then, we have f (β −κ ) = 0. Furthermore, let n distinct roots γ 0 , γ 1 , . . . , γ n−1 be defined as:
Then, each γ i is a root of f (xα i ). Note that each polynomial f (xα i ) has |Z| = d roots, but we need only one of them. Now, we can define an error-locator polynomial Λ(x) ∈ F q r [x] as:
The roots γ i of Λ(x) from (15) tell us where the errors are. The corresponding error-evaluator polynomial Ω(x) ∈ F q r [x] is defined as:
We relate the syndrome definition of (12), the error-locator polynomial Λ(x) of (16) and the error-evaluator polynomial Ω(x) of (17) in form of a Key Equation:
Solving (18) is similar to the decoding of [16] and we will not go into details. The Extended Euclidean Algorithm (EEA, [16] ) with input polynomial S(x) as defined in (11) and the monomial x µ−1 and an adapted stopping rule can be used to solve (18) and we obtain Λ(x) and Ω(x).
Error Evaluation: A Generalized Forney's Formula
To determine the t error values e i 0 , e i 1 , . . . , e i t−1 from the error-locator polynomial Λ(x) and errorlocator polynomial Ω(x), we develop an explicit expression of the error-values (like Forney's formula [6] ) in the following.
Proposition 4. (Error Evaluation) Let a q-ary cyclic code C(q; n, k, d) and its associated nonzero-locator code L(q ; n , k , d ) with gcd(n, n ) = 1 and the integers µ and e be given as in Definition 2. Let α ∈ F q s be a primitive nth and let β ∈ F q u·s be a primitive n th root of unity. Let r be the least common multiple of s and u · s . Furthermore, let γ 0 , γ 1 , . . . , γ n−1 be given as in (15) and let two polynomials Λ(x) and Ω(x) ∈ F q r [x] be given as in (16) and (17) . Then the error values e i for all i ∈ E are:
Proof. The error-evaluator polynomial Ω(x) of (17) evaluated at γ i is explicitly
The derivative Λ (x) of the error-locator polynomial is
Its evaluation at γ i simplifies to
Note that the classical decoding up to the half the BCH bound of a cyclic code C corresponds to the case where the associated non-zero-locator code L is the set of all vectors of length n = k over F q . The zero-sequence of length µ − 1 is the longest set of consecutive zeros of C. Then we can choose a(x) = 1 and we obtain the classical syndrome definition, key equation and Forney's formula.
Conclusion and Outlook
We presented a new technique that uses low-rate cyclic codes with small minimum distancesso-called non-zero-locator codes -to bound the minimum distance of q-ary cyclic codes. The algebraic description gives a generalized Key Equation and allows an efficient decoding. We derived some properties of binary cyclic codes of minimum distance two and three and lowest code-rate.
Future work is to find lowest-code-rate small-minimum-distance non-binary cyclic codes and relate them to our method and bound the minimum distance of other cyclic codes. Combined error-erasure decoding with our proposed method seems to be possible. let γ be a primitive element in F q r . Let N = q r − 1. Then α = γ N/n and β = γ N/n . We consider univariate polynomials in F q r [x] . If gcd(n, n ) = 1 then 
We know that i − j is smaller than n and m − m is smaller than n . This implies that λ is zero. We have:
But (m − m) < n and this implies that gcd(n, n ) = 1.
