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Abstract: Let G be a graph and let ∆, δ be the maximum and minimum degrees of G respectively,
where ∆/δ < c <
√
2 and c is a constant. In this paper we establish a sufficient spectral condition
for the graph G to be Hamiltonian, that is, the nontrivial eigenvalues of the normalized Laplacian
of G are sufficiently close to 1.
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1 Introduction
Let G = (V,E) be a finite simple graph with vertex set V = V (G) = {v1, v2, . . . , vn} and edge
set E = E(G). The adjacency matrix of G is defined to be a matrix A = [aij ] of order n, where
aij = 1 if vi is adjacent to vj , and aij = 0 otherwise. Let D be the diagonal matrix of order n whose
(i, i)-entry is dvi , the degree of the vertex vi of G. The signless Laplacian, the Laplacian, and the
normalized Laplacian of G are respectively defined by Q = D+A, L = D−A and L = D−1/2LD−1/2
(for the last matrix we assume the graph contains no isolated vertices).
The graph G is said to be Hamiltonian if there exists a cycle passing through all the vertices
of G. Such cycle is called a Hamiltonian cycle of G. The question of deciding whether or not
a given graph is Hamiltonian is a very difficult one; indeed, determining wether a given graph
∗Corresponding author. Email: fanyz@ahu.edu.cn. Supported by National Natural Science Foundation of China
(11071002), Program for New Century Excellent Talents in University, Key Project of Chinese Ministry of Education
(210091), Specialized Research Fund for the Doctoral Program of Higher Education (20103401110002), Science and
Technological Fund of Anhui Province for Outstanding Youth (10040606Y33), Scientific Research Fund for Fostering
Distinguished Young Scholars of Anhui University (KJJQ1001), Project for Academic Innovation Team of Anhui
University (KJTD001B).
†Email: yuguid@aqtc.edu.cn. Supported by NSF of Department of Education of Anhui Province (KJ2011A195)
and Innovation Fund for Graduates of Anhui University.
1
is Hamiltonian is NP-complete [4]. Recently the spectral graph theory has been applied to this
problem. The sufficient spectral conditions are given for a graph having Hamiltonian paths or
Hamiltonian cycles or being Hamilton-connected, in terms of spectral radius of a graph or its
complement, with respect to the adjacency matrix or Laplacian or signless Laplacian; see Fiedler
and Nikiforov [3], Zhou [10], Yu and Fan [11]. However, these conditions always imply the graph
are very dense.
A breakthrough in studying Hamiltonicity occurred in 1975 when Komlo´s and Szemere´di [5]
showed that almost surely every random graph is Hamiltonian. The technique involves the rotation
of paths attributed to Posa [7]. Krivelevich and Sudakov [6] established a sufficient condition for a
d-regular graph to be Hamiltonian. They showed that if σ, the second largest absolute value of an
eigenvalue of the adjacency matrix of a d-regular graph, satisfies
σ ≤ c (log log n)
2
log n(log log log n)
d, (1.1)
for a constant c and n sufficiently large, then G is Hamiltonian. The condition (1.1) is not based on
density conditions, rather it implies the graph is pseudo-random (the edge distribution resembles
closely that of a truly random graph G(n, d/n).
Using Laplacian of graphs, Butler and Chung [1] established a sufficient condition for a graph
G being Hamiltonian. They proved that if
|d− µi| ≤ c (log log n)
2
log n(log log log n)
d, (1.2)
for i 6= 0, some constant c and n sufficiently large, then G is Hamiltonian, where d is the average
degree of G, and 0 = µ0 ≤ µ1 ≤ · · · ≤ µn−1 are the eigenvalues of the Laplacian of G. The condition
(1.2) implies the graph G is almost regular, and in fact, pseudo-random. If G is regular, then (1.2)
is exactly (1.1).
Mary Radcliffe [8] promoted the problem of finding sufficient conditions on the spectrum of the
normalized Laplacian to ensure that a graph is Hamiltonian. In this paper, we regard this problem
and get the following result. It can be seen the result also implies that of Krivelevich and Sudakov
for regular graphs.
Theorem 1.1 Let G be a graph on n vertices, 0 = λ0 ≤ λ1 ≤ · · ·λn−1 be the eigenvalues of the
normalized Laplacian of G. Assume that ∆/δ < c <
√
2 for some constant c, where ∆, δ are the
maximum and minimum degrees of the vertices of G. If
|1− λi| ≤ (log log n)
2
7500 log n(log log log n)
, (1.3)
for i 6= 0 and n sufficiently large, then G is Hamiltonian.
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Remark: We show two points on Theorem 1.1 by an example. Let G be the graph obtained
from a complete graph Kn−1 on n−1 vertices by joining a new vertex with β := ⌈α(n−1)⌉ vertices
of Kn−1, where 0 < α < 1. It is not too hard to show that:
max
i 6=0
|1− λi| = n− 2 + β +
√
(n− 2 + β)2 + 4(n − 1)(n − 2)(n − β − 2)
2(n− 1)(n − 2) ≈
√
1− α√
n
.
So, this graph has the eigenvalues very tightly clustered near 1 (i.e., even tighter than the bound
in (1.3)).
(1) The constraint in Theorem 1.1 on the ratio of the maximal degree and minimal degree is
necessary. If taking α = 1n−1 , i.e., G is Kn−1 with a pendant edge, surely G is not Hamiltonian. In
this case ∆δ = n− 1→∞.
(2) Theorem 1.1 applies more Hamiltonian graphs than Butler and Chung’s result. The condi-
tion (1.2) (or see Theorem 2.1 of [1]) implies that − 1n − ǫ ≤ dvd − 1 ≤ ǫ for each vertex v, where
ǫ = c (log logn)
2
logn(log log logn) . So, when n goes to infinity,
dv
d − 1 → 0, which implies the graph is almost
regular.
For the above graph G, if taking α being a constant such that
√
2/2 < α < 1, then ∆δ <
√
2,
Surely G is Hamiltonian, which is consistent with our result. However,
∣∣ δ
d − 1
∣∣ → 1 − α 6= 0. So,
using Butler and Chung’s condition, we cannot decide whether it is Hamiltonian or not.
2 Preliminaries
Let G be a graph, and let X ⊂ V (G). Denote by X¯ be the complement of X in V (G), and by
N(X) the set of all vertices in V \X adjacent to some vertex in X. The volume of X, denoted by
vol(X), is defined as vol(X) =
∑
v∈X dv. The volume of G is denoted by vol(G) =
∑
v∈G dv. For
two subsets X and Y of V , we let e(X,Y ) be the number of edges with one endpoint in X and one
in Y , while e(X) be the number of edges with both endpoints in X.
Theorem 2.1 [2] Let G be a graph on n vertices, and let the eigenvalues 0 = λ0 ≤ λ1 ≤ · · ·λn−1
of the normalized Laplacian of G satisfy |1− λi| ≤ λ for i 6= 0. Then for any two subsets X and Y
of the vertices in G,∣∣∣∣e(X,Y )− vol(X)vol(Y )vol(G)
∣∣∣∣ ≤ λ
√
vol(X)vol(X¯)vol(Y )vol(Y¯ )
vol(G)
.
By Theorem 2.1, we have the following conclusion immediately in terms of the maximum and
minimum degrees.
Corollary 2.2 Let G be a graph on n vertices with average degree d, and let the eigenvalues
0 = λ0 ≤ λ1 ≤ · · ·λn−1 of the normalized Laplacian of G satisfy |1 − λi| ≤ λ for i 6= 0. Then for
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any two subsets X and Y of the vertices in G,
e(X,Y ) ≥ δ
2
nd
|X||Y | − λ∆
2
nd
√
|X|(n − |X|)|Y |(n − |Y |),
e(X,Y ) ≤ ∆
2
nd
(
|X||Y |+ λ
√
|X|(n − |X|)|Y |(n− |Y |)
)
.
If we consider the case X = {v} and Y = V \ {v}, then Corollary 2.2 implies that
n− 1
n
δ2
d
− ∆
2
d
λ ≤ dv ≤ ∆
2
d
(1 + λ).
Corollary 2.3 Let G be a graph on n vertices with average degree d, and let the eigenvalues
0 = λ0 ≤ λ1 ≤ · · ·λn−1 of the normalized Laplacian of G satisfy |1 − λi| ≤ λ for i 6= 0. Then for
any subset X of the vertices in G,
δ2
2nd
|X|(|X| − 1)− λ∆
2
nd
|X|(n − |X|/2) ≤ e(X) ≤ ∆
2
2nd
(|X|(|X| − 1) + 2λ|X|(n − |X|/2)).
Proof: Let x = |X|, X ′ ⊂ X and |X ′| = ⌊x/2⌋ = x′. Since∑
X′⊆X
|X′|=x′
e(X ′,X \X ′) =
(
x− 2
x′ − 1
)
e(X,X),
by the upper bound of e(X,Y ) in Corollary 2.2, we have(
x− 2
x′ − 1
)
e(X,X) =
∑
X′⊂X
|X′|=x′
e(X ′,X \X ′)
≤
∑
X′⊂X
|X′|=x′
∆2
nd
(
|X ′||X \X ′|+ λ
√
|X ′|(n − |X ′|)|X \X ′|(n − |X \X ′|)
)
=
(
x
x′
)
∆2
nd
(
x′(x− x′) + λ
√
x′(n − x′)(x− x′)(n− x+ x′)
)
.
So
e(X) =
1
2
e(X,X)
≤
(
x
x′
)(
x− 2
x′ − 1
)−1 ∆2
2nd
(
x′(x− x′) + λ
√
x′(n− x′)(x− x′)(n− x+ x′)
)
≤ ∆
2
2nd
[
x(x− 1) + 2λx(n − x
2
)
]
.
Similarly, by the lower bound of e(X,Y ) in Corollary 2.2, we have
e(X) =
1
2
e(X,X)
≥
(
x
x′
)(
x− 2
x′ − 1
)−1( δ2
2nd
x′(x− x′)− λ∆
2
2nd
√
x′(n− x′)(x− x′)(n− x+ x′))
)
≥ δ
2
2nd
x(x− 1)− λ∆
2
nd
x(n− x
2
).
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Corollary 2.4 Let G be a graph on n vertices with average degree d, and let the eigenvalues
0 = λ0 ≤ λ1 ≤ · · · λn−1 of the normalized Laplacian of G satisfy |1 − λi| ≤ λ for i 6= 0. Further
assume that λ < 1/8, (∆/δ)2 ≤ 2(n− 1)/n, and that X,Y ⊆ V . Then the following results hold:
(a) if |X| < λn, then e(X) ≤ 3λ∆22d |X|;
(b) if |X| < λ2n, then |N(X)| > (
1
2 − 4λ)2
3λ2
|X|;
(c) if |X| > λ2∆4n/δ4, then |N(X)| > n2 − |X|;
(d) if X ∩ Y = ∅ and e(X,Y ) = 0, then |X||Y | < λ2∆4n2/δ4;
(e) G is connected.
Proof: For (a) we use Corollary 2.3 and the assumption to get
e(X) ≤ ∆
2
2nd
(|X|(|X| − 1) + 2λ|X|(n − |X|/2)) ≤ ∆
2
2nd
(λn|X|+ 2λn|X|) = 3λ∆
2
2d
|X|.
For (b) if |X| < λ2n, then |X| < λn. We use (a), i.e., e(X) ≤ 3λ∆22d |X|, and the remark following
Corollary 2.2,
e(X,N(X)) =
∑
x∈X
dx − 2e(X) ≥
(
n− 1
n
δ2
d
− λ∆
2
d
)
|X| − 3λ∆
2
d
|X| =
(
n− 1
n
δ2
d
− 4λ∆
2
d
)
|X|.
(2.1)
On the other hand, by Corollary 2.2,
e(X,N(X)) ≤ ∆
2
nd
(
|X||N(X)| + λ
√
|X|(n − |X|)|N(X)|(n − |N(X)|)
)
≤ ∆
2
nd
|X||N(X)| + λ∆
2
d
√
|X||N(X)|.
If |N(X)| ≤ (
1
2
−4λ)2
3λ2 |X| then we would have
∆2
nd
|X||N(X)| + ∆
2
d
λ
√
|X||N(X)| ≤ ∆
2
nd
(12 − 4λ)2
3λ2
|X|2 + ∆
2
d
λ(12 − 4λ)√
3λ
|X|
<
∆2
d
(12 − 4λ)2
3
|X|+ ∆
2
d
1
2 − 4λ
3/2
|X|
≤ ∆
2
d
(
1
2
− 4λ
)
|X|,
using that λ < 1/8, (∆/δ)2 ≤ 2(n − 1)/n in going to the last line, which is contradiction to (2.1),
establishing (b).
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For (c) letting Y = V \ (X ∪N(X)) and using Corollary 2.2, we have
0 = e(X,Y ) ≥ δ
2
nd
|X||Y | − λ∆
2
nd
√
|X|(n − |X|)|Y |(n− |Y |)
≥ δ
2
nd
|X||Y | − λ∆
2
d
√
|X||Y |(1 − |Y |
n
),
which upon rearranging gives
|Y |
1− |Y |/n ≤
λ2∆4n2
δ4|X| < n.
This implies that |Y | < n/2 and hence |N(X)| = n− |X| − |Y | > n2 − |X|.
For (d) again using Corollary 2.2, we have
0 = e(X,Y ) ≥ δ
2
nd
|X||Y | − λ∆
2
nd
√
|X|(n − |X|)|Y |(n− |Y |)
>
δ2
nd
|X||Y | − λ∆
2
d
√
|X||Y |;
and the result follows.
For (e), if G is disconnected then G has a connected component X of size |X| ≤ n/2. Since
|N(X)| = ∅, it follows from part (c) that |X| ≤ λ2∆4n/δ4 ≤ 18 4(n−1)
2
n2
λn < λn. We use (a), i.e.,
e(X) ≤ 3λ∆22d |X|, and the remark following Corollary 2.2,
e(X,N(X)) =
∑
x∈X
dx − 2e(X)
≥
(
n− 1
n
δ2
d
− λ∆
2
d
)
|X| − 3λ∆
2
d
|X|
=
(
n− 1
n
δ2
d
− 4λ∆
2
d
)
|X|
>
(
n− 1
n
∆2n
2(n − 1)d −
∆2
2d
)
|X| = 0,
a contradiction. 
3 Proof of Theorem 1.1
The idea of the proof of Theorem 1.1 is to find a maximal path that can be closed to create a cycle.
Using the assumptions and Corollary 2.4, G is connected, which implies that G is Hamiltonian (if
not, there would be a vertex adjacent to some vertex in the cycle, allowing us to create a path of
longer length). The technique used here is the rotation of the paths due to Posa [7].
Let P = (v1, v2, . . . , vm) be a path of maximal length in G. If vm is adjacent to vi (abbreviated
vi ∼ vm) for some i, then another path of maximal length is given by P ′ = (v1, · · · , vi, vm, vm−1, · · · , vi+1).
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We say that P ′ is a rotation of P with fixed endpoint v1, pivot vi and broken edge vi ∼ vi+1. We
can then rotate P ′ in a similar fashion to get a new path P ′′ of the same length, and so on.
For t ≥ 0, let St = { v ∈ V (P )\{v1} : v is the endpoint of a path obtainable from P by at most
t rotations with fixed endpoint v1, and all broken edges in P}
Proposition 3.1 [6] For t ≥ 0, |St+1| ≥ 12 |N(St)| − 32 |St|.
Let
λ =
(log log n)2
7500 log n(log log log n)
;
t0 =
⌈
log 4λ2n
2
(
log(1/(2λ) − 4)− log√7)
⌉
+ 2.
By Corollary 2.4(b), as long as |St| < λ2n, then |N(St)| > (
1
2
−4λ)2
3λ2
|St|, and thus by Proposition
3.1, |St+1| > (
1
2
−4λ)2
6λ2 |St| − 32 |St|, which implies
|St+1|
|St| >
(12 − 4λ)2
7λ2
.
In particular, using ∆/δ < c <
√
2, after at most t0 − 2 steps we have that |St| > λ2n∆4δ4 .
By Corollary 2.4(c) and Proposition 3.1 when taking one more step we will have
|St+1| ≥ 1
2
|N(St)| − 3
2
|St| ≥ 1
2
(n
2
− |St|
)
− 3
2
|St| ≥ n
4
− 2|St+1|,
which implies |St+1| ≥ n12 .
Let Y = V \ (St+1
⋃
N(St+1)), then e(St+1, Y ) = 0. By Corollary 2.4(d), we have
|Y | < λ
2n2∆4/δ4
|St+1| ≤
12λ2n∆4
δ4
.
So, |N(St+1)| = n− |St+1| − |Y | > n− |St+1| − 12λ2n∆4δ4 .
Again using Proposition 3.1, we get
|St+2| ≥ 1
2
|N(St+1)| − 3
2
|St+1|
≥ 1
2
(
n− |St+1| − 12λ
2n∆4
δ4
)
− 3
2
|St+1|
=
1
2
(n− 12λ
2n∆4
δ4
)− 2|St+1|
>
1
2
n(1− 48λ2)− 2|St+2|.
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So
|St+2| > 1
6
n(1− 48λ2) > n
7
, i.e. |St0 | >
n
7
.
Let B(v1) = St0 and A0 = B(v1)
⋃{v1}. For each v ∈ B(v1) we can repeat the above argument
to get B(v), |B(v)| > n/7, of endpoints of maximum length paths with endpoint v. Note that each
endpoint in B(v) was obtained by at most 2t0 rotations of P . So, for each a ∈ A0, b ∈ B(a) there
is a maximum length path P (a, b) joining a and b which is obtainable from P by at most ρ = 2t0
rotations.
We return to the initial path P and directed it. Since each endpoint in B(v1) is in P , we see
|P | ≥ |B(v1)| > n/7. Then we can divide the path P into 2ρ disjoint segments I1, · · · , I2ρ each of
length at least ⌊n/14ρ⌋. Since each path P (a, b) is obtainable from P by at most ρ rotations there
are at least ρ of the segments untouched (but possibly traversed in the opposite direction). we call
each such segment unbroken in P (a, b). These segments have an absolute orientation induced by
P , and another, relative to this by P (a, b) (where we direct that path from a to b).
Let
k = 2max{1, ⌈3000ρλ⌉}.
We consider sequence σ = Ii1 , · · · , Iik of k unbroken segments of P which occur in this order in
P (a, b), where σ specifies not only the order of segments in P (a, b) but also their relative orientation.
We say then that P (a, b) contains σ. Note that as P (a, b) has at least
(ρ
k
)
sequences σ.
For a given σ we denote by L(σ) the set of all pairs a ∈ A0, b ∈ B(a), for which the path P (a, b)
contains σ. The total number of possible sequences σ is at most (2ρ)k2
k. Therefore by averaging
we obtain that there exists a sequence σ0 for which
L(σ0) ≥ n
2
49
(
ρ
k
)
(2ρ)k2k
>
n2
49
(
ρ− k
2ρ− k
)k 1
k!2k
.
It is easy to check that k ≤ ρ/2 when n sufficiently large. Then (ρ − k)/(2ρ − k) ≥ 1/3, and
it follows that there exists a sequence σ0 for which |L(σ0)| ≥ n2/(49k!6k). We fix such a sequence
and denote
α =
1
49k!6k
.
Let Aˆ = {a ∈ A0 : L(σ0) contains at least αn/2 pairs with a as the first element}. Then |Aˆ| ≥
αn/2. For each a ∈ Aˆ, let Bˆ(a) = {b ∈ B(a) : (a, b) ∈ L(σ0)}. The definition of Aˆ guarantees that
|Bˆ| ≥ αn/2
Let C1 be the union of the first k/2 segments of σ0, in the fixed order and with the fixed relative
orientation in which they occur along any of the paths P (a, b), (a, b) ∈ L(σ0). Let C2 be the union
of the last k/2 segments of σ0. Note that for i = 1, 2,
|Ci| ≥ k
2
⌊
n
14ρ
⌋
≥ 3000ρλ
⌊
n
14ρ
⌋
> 200nλ. (3.1)
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Given a path P and a set S ⊂ V (P ), a vertex v ∈ S is called an interior point of S with respect
to P if both neighbors of v along P are in S. The set of all interior points of S will be denoted by
int(S).
Proposition 3.2 The set C1 contains a subset C
′
1 with |int(C ′1)| ≥ nk/(60ρ) so that every vertex
v ∈ C ′1 has at least 48λd neighbors in int(C ′1). A similar statement holds for C2.
Proof: We start with C ′1 = C1 and as long as there exists a vertex vj ∈ C ′1 for which has less
than 48λd neighbors in int(C ′1), we delete vj and repeat. If this procedure continued for r = |C1|/8
steps then we get a subset R = {v1, v2, · · · , vr}, so that
|int(C ′1)| ≥ |int(C1)| − 3r = (1− o(1))|C1| − 3r > |C1|/2 ≥ nk/(60ρ)
and
e(R, int(C ′1)) ≤ 48λdr = 6λd|C1|. (3.2)
But according to Corollary 2.2 and (3.1),
e(R, int(C ′1)) ≥
δ2
nd
|R||int(C ′1)| −
λ∆2
nd
√
|R|(n − |R|)|int(C ′1)|(n − |int(C ′1)|)
≥ δ
2
nd
|R||int(C ′1)| −
λ∆2
d
√
|R||int(C ′1)|
≥ δ
2
nd
|C1|2
16
− λ∆
2
d
√
|C1|2
16
>
δ2
nd
200nλ|C1|
16
− λ∆
2|C1|
4d
= λd|C1|
(
25δ2
2d2
− ∆
2
4d2
)
≥ λd|C1|
(
25δ2
2∆2
− 1
4
)
> 6λd|C1|.
using that δ2/∆2 > 1/2 in going to the last line, which is contradiction to (3.2). So, the result
follows. 
We fix the obtained sets C ′1 and C
′
2.
Proposition 3.3 There is a vertex aˆ ∈ Aˆ connected by an edge to int(C ′1). Similarly there is a
vertex bˆ ∈ Bˆ(aˆ) connected by an edge to int(C ′2).
Proof: Recall that |Aˆ| ≥ αn2 , and |int(C ′1)| ≥ nk/(60ρ). Therefore, by Corollary 2.4(d),
the claim will follows if we will show that αn2
nk
60ρ ≫ ∆
4λ2n2
δ4
, or (substituting the value of α)
δ4
∆4λ2ρ
≫ 5880(k − 1)!6k.
9
Consider first the case 3000ρλ ≥ 1. In this case,
k = 2(1 + o(1))3000λρ = 6000(1 + o(1))
λ log λ2n
log(1/λ)
≤ 6000(1 + o(1))
(
−2λ+ log n
(1/λ) log(1/λ)
)
= 6000(1 + o(1))
log n
7500 logn(log log logn)
(log logn)2 log log n
=
0.8(1 + o(1)) log log n
log log log n
,
and thus 5880(k − 1)!6k < (log n)0.9. On the other hand, as δ/∆ > 1/√2,
δ4
∆4λ2ρ
≥ 1
4λ2
log(1/λ)
(1 + o(1)) log λ2n
≥ log
2 n(log log log n)2
(log log n)4
log log n
(1 + o(1)) log n
>
(1 + o(1)) log n
(log log n)3
≫ (log n)0.9,
as required.
In the second case, 3000ρλ < 1, we get k = 2, then the expression (k − 1)!6k is an absolute
constant, while δ
4
∆4λ2ρ
≥ 14 1ρλ 1λ ≥ 750λ →∞. The Proposition follows. 
Now, let x be a vertex separating C ′1 and C
′
2 along P (aˆ, bˆ), we consider two half path P1 and P2
obtained by splitting P (aˆ, bˆ) at x. Consider P1 firstly. Let Ti = {v ∈ C ′1 \ {x} : v is the endpoint of
a path obtainable from P1 by i rotations with fixed endpoint x, all pivots in int(C
′
1) and all broken
edges in P1}.
Proposition 3.4 There exists an i for which |Ti| ≥ λn(∆/δ)2.
Proof: It is enough to prove that there exits a sequence of sets Ui ⊆ Ti such that U1 = 1 and
|Ui+1| = 2|Ui|, as long as |Ui| < λn(∆/δ)2. Note that according to Proposition 3.3 aˆ has a neighbor
in int(C ′1), and therefore T1 6= ∅. Note also that if we perform a rotation a vertex from int(C ′1) and
broken edge in P1, then the resulting endpoint is in C
′
1.
Suppose we have found sets U1, · · · , Ui as state above, and still |Ui| < λn(∆/δ)2. We first show
that
|Ti+1| ≥ 1
2
|N(Ui) ∩ int(C ′1)| −
3
2
i∑
j=1
|Uj |.
Let
T = {k ≥ 1 : vk ∈ N(Ui) ∩ int(C ′1), vk−1, vk, vk+1 /∈ ∪ij=1Uj}.
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Consider a vertex vk with k ∈ T . Then vk has a neighbor w ∈ Ui which is also a interior vertex
of C ′1. So there exists a path Q with w as an endpoint, obtained from P1 by i rotations with fixed
endpoint x. As vk−1, vk, vk+1 /∈ ∪ij=1Uj, both edges (vk−1, vk) and (vk, vk+1) are still present in Q.
Rotating Q with a pivot vk and one of the edges (vk−1, vk) and (vk, vk+1) as a broken edge will put
one of vk−1, vk+1, say vk−1 in Ti+1. The only other vertex that possible cause vk−1 to be put into
Ti+1 is vk−2 if k − 2 ∈ T . Therefore,
|Ti+1| ≥ 1
2
|T | ≥ 1
2
(|N(Ui) ∩ int(C ′1)| − 3|
i∑
j=1
Uj |) ≥ 1
2
|N(Ui) ∩ int(C ′1)| −
3
2
i∑
j=1
|Uj |.
As
∑i
j=1 |Uj | < 2|Ui|, the claim will follow if we prove that |N(Ui) ∩ int(C ′1)| ≥ 10|Ui|. Since
Ui ⊂ C ′1, every vertex u ∈ Ui has at least 48λd neighbors in int(C ′1). Therefore e(Ui, int(C ′1)) ≥
48λd|Ui|. Let Wi = N(Ui)
⋂
int(C ′1). If |Wi| < 10|Ui|, then by Corollary 2.2 we have
e(Ui,Wi) ≤ ∆
2
nd
(
|Ui||Wi|+ λ
√
|Ui|(n− |Ui|)|Wi|(n − |Wi|)
)
≤ ∆
2
nd
|Ui||Wi|+ λ∆
2
d
√
|Ui||Wi| < 10∆
2|Ui|2
nd
+
√
10λ∆2|Ui|
d
=
∆2
d2
λd|Ui|
(
10|Ui|
λn
+
√
10
)
<
∆2
δ2
λd|Ui|
(
10λn(∆/δ)2
λn
+
√
10
)
< 2λd|Ui|(20 +
√
10) < 48λd|Ui|,
a contradiction. Therefore |Wi| ≥ 10|Ui|, as desired. 
Hence, the set V1 of endpoints of all rotations of P1 has cardinality |V1| ≥ λn(∆/δ)2. Similarly
the set V2 of endpoints of all rotations of P2 also has cardinality |V2| ≥ λn(∆/δ)2. Then, |V1||V2| ≥
(∆/δ)4λ2n2, by Corollary 2.4(d) there is an edge connecting V1 and V2 and thus closing the cycle.
As G is connected by Corollary 2.4(e), this cycle is a Hamilton cycle. This completes the proof of
Theorem 1.1. 
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