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Let M denote a smooth (Cm) n-dimensional manifold and let $: M x R -+ M 
denote a Cr flow (or dynamical system) which is generated by a CT vector field 
4 (= (d/dt) +(t, x) j t = 0) on M (0 < r < co). We shall be especially 
interested in the case M = Rn (real n-dimensional space) and +(x, a) is the 
solution of the Cr autonomous ordinary differential equation f  = f(x) 
which satisfies (b(x, 0) = x for each x E R %. In casefis only Co, we must also 
require that the solutions depend uniquely upon their initial conditions. It is 
not essential that solutions can be defined for all time; only that they can be 
extended to the edge of the region under consideration. However, for sim- 
plicity of exposition, we shall assume that every solution is defined for all 
time. Also, it is not essential that M be smooth, only that M is a C” manifold 
for some k > max(1, r}. In this case, we can only obtain Ck smoothness for 
functions on M. 
Let K denote a compact invariant set for ‘p, i.e., K is a compact subset of M 
and if x E K, then 9(x, t) E K for all t E R. Two topological tools which have 
been used to describe the behavior of p near K are “Lyapunov functions” 
and “isolating blocks.” A Lyapunov function is a real-valued function (V) 
which is defined on a neighborhood of K and whose derivatives r and v  
in the direction of the vector field have special properties. We shall be 
especially interested in the cases of a monotone Lyu$unov function (77 is strictly 
decreasing on every trajectory in the complement of K) and of a hy~erbolt’c 
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Lyapunov function (the restriction of V to any trajectory in the complement 
of K has at most one generic absolute minimum and no other critical points). 
The original functions which were used by Lyapunov in his investigations of 
stability [I] were monotone Lyapunov functions. Functions of this type have 
been used in the investigations of Auslander [Xl, Meyer {3j, and Smale [Z]. 
Hyperbolic Lyapunov functions have been studied by Yorke 14, 141 and 
Kudaev [5]. An isola&g block is a compact neighborhood Q of g, which 
contains no invariant set of g, which is larger than K and whose boundary 
can be tangent to ‘p only in special ways. This notion has been introduced and 
studied by Conley and Easton [6]. 
In this paper, we shall compare these approaches and show that these tools 
are equivalent in the sense that whenever one of these tools is available then 
they all are available. Understanding the equivalence of these tools leads to new 
information about each of them. In particular, we obtain a relatively short 
proof of the existence theorem for isolating blocks [6]. Our proof uses tech- 
niques similar to those previously used to construct Lyapunov functions [7], 
whilethe proof of Conley and Easton uses techniques frlom fibre bundle theory. 
The method of isolating blocks is closely related to Wazewski’s topological 
method, 116; 17, p. 2801 though, usually the objective is to obtain more 
detailed information about the invariant sets than can be found using 
Wazewski’s method. 
The second derivative of a “Lyapunov” function was used as early as 1840 
by Jacobi to prove his “stability criterion” (actually a boundedness criterion) 
for star clusters, given here in Section 3 for completen’ess; see [15, pp. 63-671. 
1. DEFINITIONS AND PRELIMINARY IPESULTS 
Let 4 denote a CT flow on the smooth n-dimensional manifold &l, and let K 
denote a compact invariant set for 4. We discuss functions V : Q -+ R where 
B is always an open subset of &! and K always denotes a compact invariant 
subset of Q for the flow 4. 
DEFINITION 1.1. K will always be assumed compact. K is called an 
isolated invariant set if K is invariant and there is a compact neighborhood N 
of K such that K is not a proper subset of any invariant subset of N, i.e., 
K is the largest invariant set in N. Such a neighborhood N is called an 
isolating neighborhood for K. 
Isolated invariant sets have been studied by Conley and Easton [61. They 
have shown that every isolating neighborhood N, for an isolated invariant 
set K, contains an isolating neighborhood for K, which has some additional. 
very pleasing properties. These special isolating neighborhoods are called 
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“isolating blocks.” It is not yet completely clear which definition of isolating 
block will prove most useful. We shall discuss the general structure, which it 
is clear that every isolating block should have, and then give technical 
definitions of special isolating-block structures which have proven useful. 
The basic requirement is that an isolating-block B should be a compact 
n-dimensional submanifold-with-boundary in M, i.e., B is the union of an 
open subset of M and its boundary aB, where aB is a topological submanifold 
of M which is not too badly behaved. There is a decomposition of aB into 
subsets 6, , b- , 7 where 7 = 6, A 6- and b, , b- are topological (n - l)- 
dimensional submanifolds-with-boundary in aB with the property that 
i = 6, - 7 and e = 6- - 7 are C1 open (n - I)-submanifolds of M (when 
they are nonempty). The sets i and e are the respective sets of ingress and 
egress of B and it is required that 4 be transverse to i and to e. Thus T is 
the set of points where I$ is “tangent” to aB. and it is required that each 
trajectory which originates in 7 must intersect the complement of B in each 
direction before it enters the interior of B (it need not intersect the interior 
of B at all, but it certainly must leave T in finite time). Thus we have the 
effect that any trajectory which becomes tangent to aB must “bounce off” 
aB from the outside. We shall be especially interested in the following 
specially structured isolating-blocks. 
DEFINITION 1.2. A CT isolating bZock (r > 0) is an isolating-block B such 
that aB is a Cr(n - I)-dimensional submanifold,in M and either 7 is empty 
or else 7 is a Cr(n - 2)-dimensional submanifold in aB. Then 6, and b- 
are Cr submanifolds with boundary in aB. 
DEFINITION 1.3. A Cr isolating-block-with-corners (r > 0) is an isolating- 
block B such that aB is a piecewise C* submanifold of M. Specifically, we 
require that there be open 0(12 - I)-dimensional submanifolds n, , n- 
which are transverse to v  and with the properties that b% is a CT submanifold- 
with-boundary in ni and that b, n b- = n, n n- = 7 is a C’ submanifold 
of M (possibly empty). 
Consider a continuous function V: ~‘2 -+ R where Q is an open neigh- 
borhood of K. We define 
V(x) = lii t-‘[V(cp(X, t)) - V(x)] 
and if U(X) = P(X), then define V(X) 5 o(x); that is, 
V(x) = ljX$ t-l[P(&, t)) - P(X)]. 
We shall call V a gezeralized Lyapunov function for ‘p if v  exists and is con- 
tinuous at every point of 9. In case Y is a Cl function, then p always exists 
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and v(x) = DV(/(x)[~(x)] (directional derivative). Whenever we use the 
notation ii, it is assumed that it does in fact exist. In particular if Yis a C2 
function, then V(X) = DT(x)[~(x),&x)]. See [4] for another use of v. 
DEFINITION 1.4. A C’ monotone Lyapunov function (r 2 0) for cp and K 
is a generalized Lyapunov function V,: Q + R, satisfying 
1. SJ is an open neighborhood of K, 
2. Vm(K) = 0, 
3. p&c) <OifxESZ--K, 
4. V, j (Q - K) is a CT function. 
DEFINITION 1.5. A 0 hyperbolic Lyapunov function (r 3 0) for 4 and K 
(on Q) is a generalized Lyapunov function V,: Sz -+ [0, co), satisfying 
1. 52 is an open neighborhood of K, 
2. V,(x) = 0 if and only if x E K, 
3. if P,(x) = 0 and x $ K, then Vh(x) > 0, 
4. V,, / (Q - K) is a CT function. 
In [4] assumption 3 is weakened to “if Ifn(x) = 0 and x # K, then lin(x) # 0,” 
and condition 2 was omitted. It was concluded that Sz - K contains no 
compact invariant sets, provided Q - K is simply connected and there exists 
such a function V. 
In our constructions of isoIating blocks, we shall make use of the following 
geometric properties of the level surfaces of these Lyapunov functions: 
A. A ZeveZ surface of Tr: Q + R is the subset V-l(c) = {x E D j V(x) - c], 
where c E R is a fixed constant. It follows by a compactness argument that 
for all c > 0 sufficiently small, V;‘(c) has a component which is contained 
in Q and which bounds a neighborhood of Kin Q. 
B. If c is a “regular value” of V ( i.e., x E V-l(c) implies grad V(X) # 0), 
then it follows from the implicit function theorem that V-l(c) is a Cp(n - l)- 
dimensional submanifold of 52 [9, p. 270; or 4]. In particular, every level 
surface of Vm j (Q - K) is a Cr(n - 1)-d imensional submanifold of Jz - K. 
C. If Vis a 0-1 function, then it follows from Sard’s theorem [lo, p. 471 
that almost all values of V are regular values. In particular, for almost all 
positive c, the level V;l(c) of V, is either empty or is a CT submanifold if Y& 
is a C’ hyperbolic Lyapunov function and I 2 ‘n - 1. Also, for small 
regular values c, the connected component of V;‘([O, c]) contains a compact 
neighborhood of K (assuming K is connected) which is a CT submanifuld- 
with-boundary. 
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We conclude this section by stating some technical results which we shall 
use to obtain the degrees of smoothness which we desire in our constructions. 
The first theorem has a rather lengthy proof which can .be found in [7]. The 
other theorems are well known, but since their proofs are short and there 
does not seem to be an adequate reference, we shall include proofs for com- 
pleteness. 
THEOREM 1.6. Let 9 be a Cr jlow on M with Cr tangent vector field +, 
and let V be a generalized Lyapunov function for v. Suppose that A is a closed 
subset of M such that V / A is a C” function. Then for any continuous function 
E: M + (0, uz) there is a C” function W: M + R such that 
1. 1 W(x) - V(x)/ < c(x).for all x E M, 
2. W/A = VIA, 
3. J&’ is an c-approximation to r. To be precise, if V satisfies a un$orm 
Lipschitx condition on evmy compact subset of M, then W can be chosen so that 
1 W(x) - V(x)/ < E(X) f OY a II x E M. If  V is only continuous, then W can be 
chosen so that either one of the following inequalities is satis$ed fey every x E M: 
l@(x) > V(x) - c(x) or W(x) < U(x) + e(x). 
THEOREM 1.7. Let V be a C” generalized Lyapunov function for the CT 
JEow 9) on M, and let D be an open subset of M on which v  has negative values. 
Suppose that V-l(c) intersects every trajectory segment in J2. Then there is a 
C’function t,: D --t R such that Vy[x, t*(x)] = c for every x E 52. 
Proof. Since v  has negative values in Q, it follows that V is strictly 
decreasing on each trajectory segment in Q. Thus for each x E an, there is a 
unique time t.+(x) for which Vy[x, t*(x)] = c. It remains to show that t, 
is a Cr function. But this follows immediately by applying the implicit 
function theorem to the CT function V 0 v: 52 x R -j R in a neighborhood 
of each (x, t) such that V 0 9(x, t) = c. 
THEOREM 1.8. Let A, B be disjoint closed subsets of M. Then there is a 
C” functionf: M -+ [O, I] such that f  (x) = 0 if and only ifx E A andf (x) = 1 
if and only if x E B. 
Proof (due to J, Munkres). It is sufficient to prove there always exists a 
C” function fO: M + [0, l] such that fO(x) = 0 if and only if x E A and 
f  L’(B) = 1, since there would exist by symmetry a function fi which was 0 
precisely on B and 1 on at least A. Definingf (x) = +{[l + fO(x)][l + fi(x)] - l> 
then completes the proof. We now construct f0 . 
Let Us be a neighborhood of B whose closure does not intersect A and let 
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(Us}& be a locally finite cover for M - (A u B) by open balls whose 
closures are disjoint from A u B. Then there is a C” partition of unity 
(q: M-+ 10, l]}& such that q(x) > 0 for x E Ui , i.e., q(x) = 0 if x E M - L7$ 
andC;-,, q(x) = 1 for all x E M - A. Choose a sequence of positive numbers 
(al:}FE,, such that a, = 1 and such that if i > 0, then bli j] D%+(x)lj < 2” for 
k -0, l,...,iandforallx~M.Definef,,:M+[O,l]by 
1 
0 if xEA, 
fo(x) = f% up,(x) if x E M -- A. 
Since ai > 0 for i > 0, and (U,>& covers M’ - A, it follows that Jo(x) > 0 
if 3c EM - A. Since a, < I for i > 0 and {Ua>zz covers M - (A u B), 
it follows that f&c) < 1 for x E M - B. It remains to show that f0 is a C” 
function. Since (U,)& is a locally finite cover for M - (A u B), it follows 
thatfs / M - (A u B) is a C” function. We shall show that derivatives off0 
of every order vanish at points of A u B. Let 9 denote a differential operator 
of order k, which is defined in a neighborhood of x0 E A u B. Let V, be a 
neighborhood of x0 which is so small that Vj n Vi = M for i L: l,..., j. Then 
f(x) = Cz,, aimi for x E Vj and Z?@s(x) = Cz. 1 3+1 a&&xi(x), provided that 
this series converges. But / u@v.~(x)~ < 2-” for each i >, j, and so the series 
converges absolutely with j Bfo(x)j < 2+-l, for all x E Vj _ From this 
estimate, we see that lim,,O 3&(x) = 0. 
2. RELATIONSHIPS BETWEEN ISOLATING BLOCKY AND 
LYAPUNOV FUNCTIONS 
Let iV denote an isolating neighborhood for K and let Q denwte an open 
subset of N. Let Q+ denote the set of all x in $2 for which &CO, 03) x) C N 
(and so the w-limit set of x, L+(x), is a nonempty subset of X since L+ is 
compact and invariant). Let Q- be the set of x in .Q for which+((- cc, 01, x) C IV, 
and so the a-limit set of x is a nonempty subset of K. Since N is an isolating 
neighborhood, then 52,. n JzP = K. The proof of the first theorem is this 
section is lengthy and technical. The proof is independent of the remainder 
of this section and is deferred to Section 4. 
THEOREM 2.1. Let K be an isolated invariant set for the C’$ow 9 (r > O), 
and let N be an isolating neighborhoodfor I<. Then there is mz open neighborhooa 
sz! of K in N and there aregeneralixedLyapunovfunctions V,: 52 -+ [0, oo), am 
v-:Dn(- co, O] with the properties 
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1. V+(x) =ozyandonzyifxEL?+, 
2. V+(x) > OifXEQ-Q+, 
3. V+ 1 (Q - Q,) is a C” functiolz. 
V- sat&--es similar properties with respect to .Q- . 
THEOREM 2.2. Let K be an isolated invariant set for the Cr$ow v  (Y > 0), 
and let N be an isolating neighborhoodfor K. Then there is an open neighborhood 
D of K in N and there is a C” monotone Lyapunov function V: D -+ R for v  
and K. 
Proof. Let Q, V,. , V- be given by Theorem 2.1. Consider V = V+ + V-. 
Then V is a monotone Lyapunov function for v and K, but V may fail to be 
differentiable near 9, u Q- . We smooth V on Q - K by applying Theorem 
1.6. The manifold is D - K, and we choose V, to approximate V with 
respect to E, where E is a continuous function which vanishes precisely on K 
and which satisfies G(X) < +7’(x). Then we can choose V, so that 
V,(x) > Y(x) - E(X), so that V, is continuous with value 0 along K, and so 
that V, j ($2 - K) is a C” function. 
THEOREM 2.3. Let K be an isolated invariant set for the C”JEow V(Y > 0) 
and let N be an isolating neighborhoodfor K. Then there is an open neighborhood 
Q of K in N and there is a Cr hypebolic Lyapunov function V,: D -+ [0, 03) 
for F and K. 
Proof. Let V,: J2 -+ R be given by Theorem 2.2. Then V;‘(O) = K u L 
where L is a smooth submanifold which intersects each trajectory segment in 
i2 - (9, U i2.J exactly once. By Theorem 1.7, there is a C” function 
t,: i-2 - (Q+ u QJ + R such that VIv[x, t*(x)] = 0. Define g: Q -+ R by 
g(x) = 0 if xEQ+UQ- and g(x) = fy[z, t,(x)] where f is a C” function 
which vanishes precisely on K (Theorem 1.8). Let (xn} be a sequence with 
limit x0 belonging to Q+ . Then the trajectory segments s, = q(xn , [O, t*(xJ]) 
converge to the positive semitrajectory s, = 9(x,, [0, co)) (Lemma 4.2). 
Therefore, limg(x,) = 0, and so g is continuous at points of Q, . Similarly, 
g is continuous at points of Q- . Define VT: D -+ [0, 00) by V(x) = 
Vm2(x) + g(x). Then V is positive on the complement of K. Also, 
Jqx) = 2J7m(x> %(x) + g(x) = 2Vm(4 c&4, 
since g is constant on trajectories. Now if x $ K, and r(x) = 0, then 
V,(x) = 0, i.e., x EL. But then 
V(x) = 2[Vm(x)]2 + 277&x) Vm(x) = 2[Ym(x)]2 > 0, 
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so that V is a hyperbolic Lyapunov function. In case Y = 0, we are done. 
If Y > 0, then we have that V / [Q - (,12.+ u 5X)] is a CP function, but V 
may fail to be differentiable near 0, u 9- . To achieve the desired differen- 
tiability, we apply Theorem 1.6. We use the manifold 52 - K and we let A 
denote the closure of a neighborhood of L in Q - K3 where A is chosen so 
that A n (Sz, u Q-J - K = 0. Let E be chosen to vanish precisely on K 
and so that E(X) < 4 1 V(X)\ for x E Sz - (K u A). Then we obtain a C’ 
hyperbolic Lyapunov function V,: 8 --+ [0, W> by taking V, to coincide 
with V on A, to approximate V and to satisfy ph(x) > P(X) - E(X) for all 
x E Sz - (K u A) such that P’(X) > 0, and to approximate V and to satisfy 
&h(x) < U(x) + e(x) f ora xE52-(KUA)suchthat P(z) <O. 11 
THEOREM 2.4. Let K be an isolated invariant set-for the C”$ow p)(r >, 0), 
and let N be an isolating neighborhood for K. Then there is a 6” isoluting-block- 
with-corners for K which is contained in iV. 
Proof. Let Q, 77,) V- be given by Theorem 2.1. Let L be the Cm sub- 
manifold of Q - K which is defined by V+(x) + V-(x) = 0. We want to 
define the isolating-block-with-comers B by 
B = V;l([O, E]) n V?([-E, 01). 
Then aB = [V;‘(e) u V:l(-~)] n B has the desired smooth manifold 
structure, provided that we can show that T = V;‘(E) n Vz’(--e) is a smooth 
submanifold of each of these surfaces. Now T is a subset of L. In fact, 
7 = V;“(c) n L = (V+ 1 L)-1(e) = (V- 1 L)-I(----E), 
Since L is a C” submanifold and V.,. , t’_ are C” functions near L, it follows 
from Sard’s Theorem that 7 will be a smooth submanifold for almost a13 
choices of E > 0. For such choices of E, B is a Cm isolating-block-with- 
corners. 
THEOREM 2.5. Let K be an isolated invariant set for the CT jlow cg 
(Y > dimension M), and let iV be an isolating neighborhood for K. Then there 
is a CT isolating-block for K which is contained in N. 
Proof. Let Vh: Q --+ [0, CD) be a CT hyperbolic Lyapunov function foFar 9
and K (Theorem 2.3). By Sard’s theorem and the compactness of K, there 
is a regular value Y of V, such that Vil(f,O, r]) is a compact subset of Q. Then 
B = V;‘([O, r]) is a Cr submanifold with boundary which is a neighborhood 
of K. Now F is tangent to aB = V;‘(r) at a point x if and oniy if x $ K and 
cd4 = 0. But then r&z) > 0 which implies that Vn’p(x, t) 2 t for 
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0 < 1 t ] < E, for some sufficiently small E, i.e., the trajectory through x 
bounces off of V;‘(Y) to the outside. 
Remark. Observe that the only place that the differentiability restriction 
entered the argument was in the use of Sard’s theorem to pick a regular value 
of V, . Thus in cases where V, has less differentiability (P, k 2 1) but V, 
is known to have regular values (e.g., if grad V, # 0) then the above construc- 
tion still gives a Ck isolating-block for K. 
We conclude this section with a converse Lyapunov Theorem for isolating 
blocks. Since our succession of proofs has been to prove each of the above 
theorems from its predecessor, we need only prove that if B is an isolating 
block, then the functions of Theorem 2.1 are defined and continuous on 
the interior of B. This proof is included with the proof of Theorem 2.1. 
THEOREM 2.6. Let N be a CT isolating-block or a CT isolating-block-with- 
corners for y  and K, and let U denote the interior of B. Then there is a C” 
monotone Lyapunov function V’: U + R and a CT hyperbolic Lyapunov 
function V,: U -+ R. 
3. SOME APPLICATIONS AND EXAMPLES 
We begin with a stability theorem analogous to the stability theorem of [6]. 
Our theorem has the advantages of a neater statement and a much easier proof. 
THEOREM 3.1. Let B denote a Ck isolating-block-with-corners for the CT 
jlow P)(Y > 0, k > 1). Then th ere is a neighborhood !S of B and an E > 0 such 
that if # is any CTflow such that I[ q(x) - $(x)11 < e for all x E 9, then B is also 
an isolatimg-block-with corners for #L 
Proof. Since B is an isolating-block-with-corners, there are Ck submani- 
folds n, , n- transverse to q~ and such that b, C n, , h C n- . Let s+ be a 
compact submanifold of n, which bounds a neighborhood us. of 6, in n+ , 
and let s- be similarly chosen in n- . Let Q be a neighborhood of B which 
does not intersect (n, - u+) or <n- - ZJ-> (closure). For each x in+ , 
there is defined a maximum Q > 0 such that if ]j 9(x) - v 11 < E$ for 
v E T=M, then v is transverse to n+ . The function E$ is continuous as a 
function of x, and is also defined and continuous on n- . Let 
E = min{c, 1 x E ZZ+ u u=>. By compactness, E > 0. 
For this choice of E, any flow 16 with the property that Ij q,(x) - $(x)11 < E 
for all x B Q has the property that $ is transverse to U+ n Q and ZL n Q, 
and consequently that B is an isolating-block-with-corners for #. 
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The next theorem describes a different kind of stability. In certain cases, 
it is useful to know not only that K has an isolating block, but also that there 
is a neighborhood basis for K consisting of isolationg blocks which are 
diffeomorphic to each other. Our criterion has the advantage that it can be 
checked analytically. 
THEOREM 3.2. Let K be an isolated set for the C* flow ~(r > 0) and let 
V,: Q --+ [O, ~13) be a Ck hyperbolic Lyapunov function for v and K(k > 0). 
If grad VA(x) # Of or all x in some neighborhood a of K, then there is a basis 
for the neighborhoods of K which consists of Ck isolutitig blocks for y and K 
which are all the same diffeomorphism type. 
Proof. Since grad V,(X) # 0 for x E: a - K, every level surface of V, , 
which is contained in Q, is a Ck submanifold. By continuity of V, , there 
is an E > 0 such that V;‘([O, E]) C a. Thus for 0 < p < E, V;‘([O, p]) is an 
isolating block for K. In case k > 1, we obtain diffeomorphisms between 
these blocks by pushing along the trajectories of grad V, , In case K t: 1, 
grad V, may not have unique trajectories, and so this proof does not work. 
However, we can find a new vector field which does work by using the 
approximation techniques which were used in [ 11, Theorem 2.4]. 
For the first application, we construct a hyperbolic Lyapunov function 
for the system on R” 
wheref: Rn -+ Rn is a C3 function and every eigenval.ue of Df (0) has nonzero 
real part. Meyer has shown how to construct monotone Lyapunov function 
for this system by the standard techniques of Lyapunov theory [3, Theorem 11. 
The basic tool which he uses is Lyapunov’s theorem on the solvability of 
matrix equations [12, page 2791. 
THEOREM 3.3 (Lyapunov). Let A be a given matrix for which all e&en- 
values have negative realpart and let C be any positive definite, symmetric matrix. 
Then there exists a unique matrix B such that ATB + BA = -C. Moreover, 
B is symmetric and positive de$nite. 
CORQLLARV 3.4. Let A be a given matrix for which all eigenvalues have 
positive real part and let C be any positive de$nite, symmetric matrix. Then 
there exists a unique matrix B such that ATB + BA = C. Moreover, B is 
symmetric and positive definite. 
We shall now show these theorems can be used to obtain a hyperbolic 
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Lyapunov function for (3.1.) By Taylor’s Theorem, we can rewrite (3.1) in 
the form 
k = Ax + B(x, x) + C(x), (3.2) 
where A is an n x n matrix for which every eigenvalue has nonzero real part, 
B: R” x R” -+ R” is bilinear and symmetric, and C is a C3 function whose 
Taylor series has no linear or quadratic terms. After a linear change of 
variables, we can assume that 
0 A=(: A)’ 
where A, is k x k and has every eigenvalue with negative real part and A, is 
2 x 1 (k $ 1 = n) and has every eigenvalue with positive real part. The 
properties of B and C are not altered by this change of variables. Then for 
any positive definite, symmetric matrices P,(k x k) and P,(Z x I), there are 
positive definite symmetric matrices Qr and &a such that AiTQi + QzaAi = 
(-l)“P, , and there are positive definite symmetric matrices RI and R, such 
that AiTR, + R$A, = (-l)iQi . Define 
Q = (&f), 
R = (2 i,. 
2 
We shall show that there is a neighborhood of 0 on which V(x) = XTRX is 
a hyperbolic Lyapunov function for the system (3.2). Now 
d 
Ti[x(t)] = - [Marx] dt 
= a(t)TR~(t) + x(t)*Rk(t) 
= x(t>‘W’R + R&c(t) + 2~(t)~RB[x(t), x(t)] + 2x(t)TRC[x(t)] 
= x(~>~Qx@) + 2~(WW+), x(t)] + C&(t)], 
where C,(x) is a Ca function for which all mixed partial derivatives of orders 
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one, t+vo, and three vanish at the origin. Using the biliueari~y of B, we 
compute 
where C, is a 0 function for which all mixed partial derivatives of orders one 
and two vanish at the origin, Therefore, tfcx) is positive de&&e on some 
neighborhood of the origin, and so V is a h~erbo~~ ~ya~~~ov fiction for 
the system 3.2 on this neighborhood. 
Our emphasis in this paper is on the question of existence and ~h~a~t~~a- 
tion of hyperbolic Lyapunov functions. Examples, however, sometimes 
require a weakening of the positivity of ‘v (Condition 2) in Definition 1.5. 
We will say V is a belly ~~~~~0~~ ~~~~~~o~ ~~~~~0~ if V satisfies the 
conditions of Definition 1.5, replacing Condition 2 there by 
V@c) = 0 if xEK. (3”2’) 
We state without proof Theorem 3.5 which immediately yields as an example 
Theorem 3.6. See [4] for the proof; alternatively the methods of this paper 
may be adapted without the need of new ideas. 
Thes K is the largest ca~p~t in~~~~~~t set in W and ~u~~~~ore there exikt 
points p+, p- in a - K swh that qb( p+, t) -+Kast-+ w and$(p-,t)+K 
C7St-h--03. 
We now state a nonlinear applica~on for the second-order scalar equator 
52 = f (x, 2z). 031 
It will not be assumed that all solutions are defined for all time. This theorem 
considers unstable equations of the type R = x or jE = 9. 
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THEOREM 3.6. Let f: R x R -+ R be Cl and assume 
xf(4 0) > 0 for x # 0. 
Then there are precisely four kinds of behavior for a (noncontinuable) solution x 
with domain (a, b) (allowing a = ---co and 6 = +cQ): 
(i) x(t) s 0; 
(ii) x(t) and S(t) + 0 m t -+ a, I WI + I x(t)1 -+coast-+b(a=---co); 
(iii) x(t)and~(t)-+Oast-tb,~~(t)~+jx(t)~-+~ast-+a(b=~); 
(iv) I WI + I WI --t 00 as t -+ a and as t -+ 6. 
In particular, “precisely four kinds” means that for each such equation all 
four kinds must occur and there can be no other kinds of behavior. The 
hyperbolic Lyapunov function used to prove this theorem is V(x, y) = y2, 
for the system (x,3) = (y, f (x, y)) in RZ. 
EXAMPLE (Jacobi and Lagrange). Let m, (i = I,..., N) be masses with 
positions x, E R3 whose trajectories are determined by Newton’s laws of 
gravitation for the forces between them; hence, letting 1 * 1 denote the 
Euclidean norm 
jEi = C mj(xj - xi)/ 1 x, - xi 13, 
i#Ci 
where the units are chosen so that the gravitational constant is 1. Write 
U= -C mimj/Ixj---xgj, 
l<i<j<N 
T = 5 [ G$ 12. 
i=l 
For any solution the total energy E = T + U is constant. Our Lyapunov 
function (which is obviously not positive definite in (x, x)-space) is 
J = 2 mi 1 xi 12, 
i=l 
which is bounded for t E [0, CD) if and only if the system is “stable”. A simple 
calculation yields 
- mimj<xj , xj - xi)/ 1 xi - x, I”> 
= 2T + U (Lagrange identity), 
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which is E + T. Since T and U have opposite signs, E may be positive or 
negative. Jacobi observed that on energy surfaces with E > 0, the fact that 
J”(t) > E implies 
J(t) > 2Et2 + tJ’(0) + J(0) for t > 0; 
hence J(t) -+ 00 as t -+ 00. When E < 0 no general rule exists for deter- 
mining whether J is bounded. 
4. THE PROOF OF THEOREM 2.1 
We are given an isolated invariant set K with an isolating neighborhood N. 
Since K is compact, M is locally compact, and N is closed, there is no loss of 
generality in assuming that N is compact. Let U denote the interior of N. 
Then there are upper semicontinuous functions t+. , t-: U -+ (0, 00) such that 
cp[~, (-t-(x), t,(x))] C U and ~[x, t+(x)] E aN and V[X, -Z-(X)] E VJ. Let 
f: M -+ [O, l] be a C” function such that f-l(O) = K andf-l(l) = M - U 
(cf. Theorem 1.8). Define functions g, , g-: U-t [O, CKI) by 
Then g;‘(O) = tT1( co)[gxX(0) = tz’( m)] is th e union of all trajectories in U 
which have their w-limit set contained in .K [which have their a-limit set 
contained in K, respectively]. We shaII use the notation A, = g;‘(O) and 
A- = gIl(O). 
LEMMA 4.1. Ifx~ U-A+, then there is a neighborhood US+ of x and 
a time T,i- < co such that t+(y) < T,+ for every y E U,+. If x E U - A... I 
then there is a neighborhood U,- of x and a time T,- < co such that t-(y) < T, 
for every y e U,-. 
Proof. It suffices to prove the first statement. Choose US+ so that its 
closure does not meet A, or &V. Suppose that there is a sequence (x,J in 
U,+ such that (a+> is unbounded. Since uz+ is compact, it follows that 
there is a convergent subsequence of {A$, say with limit x0 E us+, such that 
lim t+(x,) = co. Let F, = cp(xn , [0, t&J]). Then (F,) is a sequence of 
compact connected sets. We conclude this proof by showing that x, is in A, ) 
which contradicts our choice of Us+, i.e., we show that F,, = lim_F, is a 
subset of U which contains the half-trajectory 93(x,, ) [O, co)). 
LEMMA 4.2. Let F, = cp(xn , [So , tlE]) where lim x, = x0, lim s, = s0 , 
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and lim t, = t,, . (s,, 3 -CO, to < + co). Then F = lim F, is the closure of 
q~(x,, , [s,, , t,]). In particular, if s, = ---co or t, = +oo, then F contains the 
o&nit of x0 OY the w-limit of x,, . 
Proof. Since x,, = lim x, , it follows by [13, Lemmas 2-100, 1011 that F 
is nonempty, closed, and connected. Let t E [so , to]. For any neighborhood 
U of ~(xs , t), there is a neighborhood V of x,, such that v(V, t) C U. By 
hypothesis, we can find n so large that x, E V and either s, ,< t < t, or else 
either &xn, t - s,) E V or q~(x,, t - tn) E V. In the first case y(xn, t) E F, n U; 
in the second case, ~(x, , So) EF, n U; and in the final case v(xn, tn) EF;, n U. 
Thus is any case, ~(xO , t) E F, i.e., 9(x,, , [s,-, , to]) CF. Since F is closed, the 
conclusions regarding the w and w-limits of x0 follow. 
LEMMA 4.3. For each x E U - A+, there is a neighborhood U,+ and a 
constant c, > 0 such that the trajectory derivate of g, satis$es 
for every y E US+. For each x E U - A- , there is a neighborhood U,- and a 
constant c, > 0 szuh that the trajectory derivate of g- satisfies 
J?-(y) = ijs fMY, t) - g-(y)] = (-a, -czl. 
fbr every y E u,-. 
Proof. We only prove the first statement. Let x E U - A, and let T*+, U,+ 
be chosen as in 4.1, and let 
c, = (1 4 Tx+F2 inf(fv(y, t) I y E Us+, 0 ,< t < w(y) < T,+). 
Then c, > 0. Given y E US+, t E [0, w(y)], there is a t, , t < t, < w(y) 
such that g+q(y, t) = (1 + t, - t)-lfy( y, t*). Then 
$+dY, t> - g+(Y)1 = +ru + t* - t>-lfv(Y, t*> - g+(Y)1 
2 $1 + t* - t>-lfP(Y, t*) - (1 + t*)-lfv(r, t*>l 
t (1 + t*F2fv(Y, t*) 
2 c, * 
We shall now begin a discussion of the continuity of g, . The behavior of g- 
is similar, and we shall omit the discussion of that case. 
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LEMMA 4.4. g, is a upper semicontinuous function. &!oreover, if X0 is a 
point of discontinuity of g, , then the trajectory through x0 leaves U at time 
w(xo), but reenters U without leaving N. 
Proof. Let {xJ~=~ be a sequence of points such that lim x, = x0 and 
lim 9+(x3 Z g+Cd. S ince 97 is continuous, then w is lower semicontinuous, 
i.e., lim inf ~(3%) >, w(xJ. Let t, E [O, w(xn)] be chosen so that 
‘!z+(%) = (1 + &iF%J(Xn 9 %J n = 0, 1, 2,... . 
If 2’ = lim sup t, < w(xJ, then it follows from the continuity of 4p that 
Km g+w = a%J)> contrary to our selection of (xJ. (It is immediately 
verified that limg+(xJ L= lim( 1 + t’)-lfs)(~~, t’) = (1 + t’)-lfp(xo, t’) 2 g+(x,); 
on the other hand if this inequality is strict, then for large values of n, we 
must have (1 + t,,)-l&~(x~ , t,,) < g+(xJ contrary to the definition of g+). 
Therefore, by passing to a subsequence if necessary, we can assume that there 
is a constant c > 0 such that t, > w(xO) + c, Since g, is defined by an 
infinum condition and since lim sup ~(x~, [O, w&J]) = ~(x, , [O, w(xs)]), it 
follows that limg+(x,J < g+(xa). Now suppose that t’ = lim tn . Then 
lim sup cp(x,, [0, tn]) = ~(xs, [0, t’]) and so v(xO, [O, t’]) C fi and cp(x,, t’) E U. 
COROLLARY 4.5. g+ is continuous at each point of il, . 
LEMMA 4.6. If g, has points of discontinuity arbitrarily close to K, then 
there is a trajectory in N which has its LX- and w-limit at K and which contains 
a point of aN. 
Proof. Let (x,J denote a sequence of discontinuities of g, with lim X, = 
x0 E K. For each n, there is a point yn near x, and a time t, such that the 
following conditions are satisfied: 
1. limy, =x0, 
2. fvCyn , t&41 > (n - 1)/n, 
3. t+(%J < t, < t+(yJ, 
4. (1 + &FYdY72 > tn> -==E g&%1* 
Geometrically, these conditions say that there is a point yn near x, such that 
the trajectory through ylz follows the trajectory through x, out near to ar\i 
[at time t+(xn)] but then returns (at time t, > t,(x,)] to place where it again 
gets close to K [condition 4.1 Now since x,, E K, it follows that lim t+(xn) = 
+ co. By 4.5, lim g+(x,) = 0, and so by condition 4, lim ~(y~ , tn) E K, i.e., 
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lim[r, - t+(xn)] = -I-CO also. Let X, = v[yn , t+(x%)]. By condition 2, 
lim x, E 8N. Define 
F,z = dyn > P, &I> = Y&G, [-t&J, fm - f+(s>l>. 
By Lemma 4.2, F = limp, contains the desired trajectory. 
Proof of Theorem 2.1. Let N, U, A+ , A- , g+ , g- be defined as above. 
Now a neighborhood 0 of K, which is a subset of U, is also an isolating neigh- 
borhood for K. Let A+ and A”_ be defined for such a r?. Then A+ C iI7 17 A+ , 
A”_ C 0 n A- , but in general these are proper subsets. Let us assume that 0 
is a neighborhood of K on which g+ and g- are continuous. (Since N is an 
isolating neighborhood for K, it follows from Lemma 4.6 that 0 exists). 
Then g+ ( 0 n A- and g- 1 r? n A+ are Lyapunov functions for the flows 
9 1 (U n A-) and p 1 (0 n A+), respectively (cf. Lemma 4.3). By compactness 
there is a c > 0 such that 
and 
A+(C) = (2 E 0 n A+ I g-(x) < C} C A+ , 
A-(C) = (X E .??’ n A- 1 g+(x) < C} C A”_ . 
Take Q = 0 - {[A, - A+(c)] u [A- - A-(c)]}. For Q, we have the 
conditions G+ = A, n Q and Q- = A- n 9. Then g+ I Q and -(g- j Q) 
satisfy the first two requirements for Theorem 2.1. Smoothing these functions 
by Theorems 1.6, we obtain the desired functions V+ and V- . 
Proof of Theorem 2.6. By Lemma 4.4, it follows that if N is a CT isolating 
block or a CT isolating-block-with-corners, then g+ and g- are, in fact, 
continuous on all of U. Therefore, they can be smoothed on all of U to obtain 
V+: U -+ [O, 1) and V-: U -+ (- 1, 01. Then V, and V, can be constructed 
as in the proofs of Theorem 2.2 and Theorem 2.3. 
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