Abstract. We prove that quasi-plurisubharmonic envelopes with prescribed analytic singularities in suitable big cohomology classes on compact Kähler manifolds have the optimal C 1,1 regularity on a Zariski open set. This also proves regularity of certain pluricomplex Green's functions on Kähler manifolds. We then go on to prove the same regularity for envelopes when the manifold is assumed to have boundary. As an application, we answer affirmatively a question of Ross-Witt-Nyström concerning the Hele-Shaw flow on an arbitrary Reimann surface.
Introduction
Let X n be a compact Kähler manifold without boundary and M n a compact Kähler manifold with boundary. In this note, we will be concerned with proving regularity of envelopes of the following two types: v ψ + C, for some C} * .
Here θ is a closed, smooth, real (1, 1)-form on X such that the cohomology class [θ] is big, ω is a Kähler form on M , u is a smooth function on X/M (the "obstacle" of the envelope), and ψ is a quasi-plurisubharmonic function with analytic singularities (the "singularity type" of the envelope) whose singularities do not intersect the boundary. Here and in the following f * means the upper semi-continuous regularization of f . We will also fix another closed, real (1, 1)-form γ such that ψ is γ-psh.
Envelopes of the form (1.1) first appeared in the work of Ross-Witt Nyström [37, 38] in relation with geodesic rays in the space of Kähler metrics (see also the survey [39] ), and they have played a central role in recent developments, see e.g. [21, 22, 23] and references therein. Since ψ has analytic singularities, if θ = γ then it is easy to see (cf. [36] , [38, Remark 3.9] ) that the envelope P [ψ] (u) differs from ψ by a bounded amount, i.e. it has the same singularity type as ψ.
Partially supported by NSF RTG grant DMS-1502632. 1 If we choose ψ a bounded function, then (1.1) reduces to the envelope (1.3) P (u)(x) = sup{ϕ(x) | ϕ ∈ PSH(X, θ), ϕ u}, which was originally used as an example of a θ-psh function with "minimal singularities" ( [27] ), and (1.2) reduces to the classical Perron-Bremermann envelopes [13] . The regularity of both has been studied extensively -in particular, Berman [3, 4, 5] and Berman-Demailly [6] showed that P (u) has bounded Laplacian, and hence is in C 1,α for all α < 1 on compact subsets of the ample locus of the class [θ] (a Zariski open subset of X). Examples in [3, Example 5.2] , [16, Example 7.2] , and [41, Corollary 4.7] show that one cannot in general expect P (u) ∈ C 2 , and so the best possible regularity is C 1,1 , which was indeed shown by Tosatti [42] and Chu-Zhou [20] when [θ] is Kähler. More recently, C 1,1 regularity of P (u) on compact subsets of the ample locus of [α] has been proved by Chu-Tosatti-Weinkove [19] when [α] is nef and big. These results are obtained by combining the "zero temperature limit" deformation of Berman [4] with the C 1,1 estimates for degenerate complex Monge-Ampère equations developed by Chu-Tosatti-Weinkove in [17, 18] . The envelope (1.2) with u = 0 is also known as the "pluricomplex Green's function," as introduced in [31] (see also [32] ) with ψ(z) = log |z| 2 and in [36] for general ψ with analytic singularities, and whose regularity has been studied extensively by many authors [1, 8, 29, 35] , primarily in the case when ψ has poles at a discreet set of points. For (1.1), the paper of Ross-Witt Nyström [38] proved that if [θ] = c 1 (L) and [γ] = c 1 (F ) are the first Chern classes of holomorphic line bundles L and F over X with L − F big, and if e ψ is Hölder continuous (which is more general than ψ having analytic singularities) then (1.1) has the optimal C 1,1 regularity on compact subsets of the ample locus L − F away from the singularities of ψ. For this, they adapted the technique of Berman [3] , which is in turn inspired by a classical C 1,1 estimate of Bedford-Taylor [2] .
We now state our results. The first is concerning regularity of the envelope (1.1): Theorem 1.1. Let X be a compact Kähler manifold and θ, γ two closed real (1, 1)-forms on X such that [θ] is big, [γ] is pseudoeffective, and [θ − γ] is nef. Suppose also that u ∈ C ∞ (X) and ψ ∈ P SH(X, γ) with analytic singularities. Then if either:
(1) [θ − γ] is big, or (2) X (γ + √ −1∂∂ψ) n > 0,
we have that P [ψ] (u) ∈ C 1,1
loc (X \ Y ), where Y ⊂ X is a proper analytic subset given either by Y = E nK (θ − γ) ∪ Sing(ψ) in case (1), or by Y = µ(E nK ( γ)) ∪ Sing(ψ) in case (2) (where γ and µ are defined in (2.1) below).
Here · is the non-pluripolar product of [12] . Case (1) of this theorem is an extension of [38, Theorem 1.1] to transcendental cohomology classes, in the special case when ψ has analytic singularities and the class [θ − γ] is nef. As a special example of case (2) one can for example take θ = γ.
We remark that the C 1,1 regularity of the envelope (1.1) in general was explicitly raised as an open problem in [20, p.2] , which our result solves in this setting. As mentioned above, this also gives the optimal regularity of pluricomplex Green's functions of the form (1.1) with u = 0, with "pole type" given by ψ.
Also, as in [38, Section 4.5] and [3, 6, 19, 42] , we obtain as a direct corollary that:
We also see that, in the case that X is of complex dimension one, the boundary of the "contact set" {P [ψ] (u) = u} has measure zero -see [39, Cor. 5.13] . Interestingly, the proof does not generalize to higher dimensions, as C 1,1 regularity is not enough to guarantee the existance of a foliation of holomorphic disks, even locally [28] . Theorem 1.1 will be deduced from [19, Theorem 1.3] after some reductions that will allow us to transform the envelope (1.1) into one of the form (1.3) on a bimeromorphic model of X. In particular, our method of proof is quite different from the one in [38] in the case of line bundles. The assumption that [θ − γ] be nef is only needed so that we may apply [19, Theorem 1.3] -if one can remove this assumption from [19, Theorem 1.3] , then it can also be dropped from Theorem 1.1 without changing the proof.
Our second set of results concern the envelopes (1.2), and using them we are able to answer a question of Ross-Witt-Nyström concerning regularity of an envelope appearing in their work on the Hele-Shaw flow on a Riemann surface [37, Def. 6.1] . Suppose that X is now a closed Riemann surface, and let D ⊂ C be the open unit disk and D * := D \ {0} the punctured unit disk. Let ω be a Kähler form on X with X ω = 1 and π : X × D → X be the projection map. Then we have: Theorem 1.2. Let 0 t 1 and z 0 ∈ X. Define the following envelopes: (1.5)
Indeed, the envelope ϕ 1 is precisely the envelope [37, Def. 6.1]. In [37, Rmk. 6.11] , the authors speculate that ϕ 1 should be in C 1,α loc for all α < 1, and actually prove that it is in C 1,1 loc when X = CP 1 , using either the results of [18] or [10] . We thus show that this stronger result indeed always holds. As a corollary, one can now apply [37, Cor 6.7] to the Hele-Shaw flow on a general Riemann surface X to see that it is always strictly increasing at at least some fixed positive rate.
Proving Theorem 1.2 breaks into two cases: the case t < 1 follows a similar argument to Theorem 1.1 and ends up reducing to the regularity result in [18] . Similar reductions in the t = 1 case do not however yield the situation in [18] , and so we use the following theorem, which is a varient of the estimates in [19] and [11] : Theorem 1.3. Suppose that (M, ω) is a compact Kähler manifold with boundary. Suppose moreover that α is a closed, real (1, 1)-form on M such that the following holds:
• There exists a function ψ ∈ PSH(M, α), ψ 0, with analytic singularities, smooth near and up to the boundary of M , that also satisfies α + √ −1∂∂ψ δω for some small δ > 0.
• For every ε > 0, there exists a smooth function u ε −1 such that
and v ε := max{v 0 , u ε } is a smooth (α + εω)-psh function up to the boundary for all ε > 0. Then the envelope:
is uniformly Lipschitz on compact subsets of M \ Sing(ψ).
If we further have that α + √ −1∂∂v 0 δω in a neighborhood of ∂M and that the boundary of M is pseudoconcave, then actually V ∈ C 1,1
One could replace the boundary obstacle 0 in the above theorem with any smooth function on M in the obvious manner.
A few words are now in order about the function v 0 . It is well-known that on a Kähler manifold with boundary, it may not always be possible to solve the Dirichlet problem for the complex Monge-Ampere equation. It is always possible to solve if one however assumes the existance of a smooth (strong) subsolution [11] . Our v 0 then plays the role of this subsolution. However, since we are not assuming any sort of semi-positivity on α, one cannot expect there to exist any smooth α-psh functions -in particular, v 0 will be unbounded in general. We then require smooth-ness of v 0 away from its unbounded locus, which is satisfied if, for example, v 0 has analytic singularities. Finally, it is unclear to us if the assumption that v 0 be strictly α-psh near ∂M is necessary for the Hessian estimates or not -at any rate, it is enough for our application, and so we do not address this here.
As a concluding remark, we would like to point out that many envelopes of the form (1.2) can be dealt with using the techniques in this paper, if one assumes additional information relating ω and ψ or additional information on M ; indeed, Theorem 1.2 is an example of such a result. There does not appear to be a precise framework one can invoke to cover all such cases, but the general theme is that ψ have relatively "mild" analytic singularities, which can usually be checked cohomologically/geometrically. This paper is organized as follows. In section two, we give the proof of Theorem 1.1. In section three, we prove Theorem 1.2 by reducing the envelopes (1.5) to either the situation in [18] (when t < 1) or that of Theorem 1.3, which is then proved in section four. We then give an application to global extremal functions, which may be well-known to experts (Remark 4.9). ments about the Hele-Shaw flow and for encouraging us to prove Theorem 1.2. I would also like to thank my advisor Valentino Tosatti for introducing me to this circle of questions, for greatly improving the format of this paper, and for his continued patience and guidance.
Proof of Theorem 1.1
Proof of Theorem 1.1. Let us note right away that it is enough to prove Theorem 1.1 with u = 0, since we can write
In the following we thus let u = 0, and denote the corresponding envelope in (1.1) simply by w.
Recall now that we say that ψ has analytic singularities if there exists a real number c > 0 and a coherent ideal sheaf J such that for every x ∈ X, there is a small neighborhood U ⊆ X of x so that J is generated on U by holomorphic functions (f 1 , . . . , f N ) and:
for some smooth, real valued function h, defined locally on U . We can then apply Hironaka's theorem [30] to resolve J (thus resolving the singularities of ψ also), giving us µ : X → X, with µ a composition of blowups with smooth centers, X a compact Kähler manifold, and
where E = i λ i E i is an effective R-divisor (λ i ∈ R >0 ) with Supp(E) = Exc(µ), E is its current of integration, and γ is a closed, semipositive (1, 1)-form, which, by definition of the non-pluripolar product, satisfies
If (2) 
Then by the Poincaré-Lelong formula
Nefness is preserved under pull-back by µ, and since the nef cone is convex, we see that
as volume is preserved under µ * as well. If (2) is satisfied, then as we have already remarked, [ γ] is big. Thus, in either case, at least one of the two classes is big, and so their sum [µ * θ − R h ] must also be big (and nef). Note also that by definition of analytic singularities, the function µ * ψ − log |s| h is in fact smooth on all of X.
Next, note that in case (1) we can use (2.2) to see that
by [43, Proposition 2.5], and since µ(Exc(µ)) ⊆ Sing(ψ), we conclude that
In case (2) we again use (2.2) to get
so that in either case we have 
because every µ * θ-psh function on X is in fact the pullback of a θ-psh function on X (since µ has connected fibers). Since µ * ψ − log |s| h is smooth, we also have
We claim that we actually have
Note that here we can drop the upper-semi-continuous regularization from the envelope, since its upper-semi-continuous regularization is a candidate for the supremum. To see our claim, denote the right hand side by U . For one direction, if v is (µ * θ − R h )-psh and satisfies v − log |s| h , then v := v + log |s| h satisfies v 0. But since we also have v C on X, it follows that v log |s| h + C, and
so that U µ * w. Conversely, if v is µ * θ-psh and satisfies v 0 and v log |s| h + C for some C, then the Siu decomposition of µ * θ + √ −1∂∂ v contains E and so
Thus v := v − log |s| h is (µ * θ − R h )-psh and satisfies v − log |s| h , and it follows that µ * w U , which proves (2.3). Using (2.3), since the term log |s| h is smooth on X\Supp(E), it is enough to prove that the envelope
To do this, we show that we can actually replace the unbounded obstacle − log |s| h with a (smooth) bounded obstacle. Having done this, we can appeal directly to [19, Theorem 1.3 ] to conclude the proof, after again changing our reference form to reduce to the case when the obstacle is uniformly 0.
Start by fixing a small neighborhood U of Supp(E), and let
Recall then that the (global) extremal function of X \ U is defined by
By the remarks in [12, Section 4], sup X V X\U < ∞ if and only if X \ U is not pluripolar. We can easily arrainge this however, e.g. by picking U such that X \ U has positive (Lebesgue) measure. By our choice of U then,
Denote by min a regularized minimum function with error 1/2; i.e. on the set {|u − v| > 1/2}, we have min{u, v} = min{u, v}, and when |u − v| 1/2, min{u, v} smoothly interpolates between u and v. Thus, we always have the two-sided bound:
Explicitly, we can take min(u, v) = − max(−u, −v), where max is the regularized maximum constructed in [26, Lemma 5.18 ].
Then we claim that we actually have (2.6)
which will finish the proof (by using [19, Theorem 1.3] ), since now the obstacle min{− log |s| h , M + 1}
is smooth on X.
To prove (2.6), note that if v ∈ P SH( X, µ * θ − R h ) satisfies v min{− log |s| h , M + 1}, then in particular, by (2.5), v − log |s| h . If on the other hand v satisfies v − log |s| h , then by definition v V and using (2.4) we have
To conclude, we observe that
This inequality is obvious if | M + 1 + log |s| h | > 1/2, while if on the other hand | M + 1 + log |s| h | 1/2, then
and so, using (2.5) again,
which concludes the proof.
An Application to Hele-Shaw Flow
We will now show regularity of the envelopes ϕ t . We will actually prove a slightly stronger theorem, in that we do not need X to be a Reimann surface:
Theorem 3.1. Suppose that (X n , ω) is a compact Kähler manifold without boundary and D ⊂ C is the unit disk. Let z 0 ∈ X and π : X × D → X be the projection map. Define for all 0 t ε z 0 (ω) the envelope:
Theorem 1.2 follows from Theorem 3.1 by using the easy fact that, if X is a Riemann surface, then ε z 0 (ω) = Vol(ω) = X ω. In what follows, we will sometimes think of X × D as being a subset of X × CP 1 , using the standard inclusion and stereographic projection, D ⊂ C ⊂ CP 1 . We write p : X × CP 1 → CP 1 for the projection map onto CP 1 . We first recall an easy proposition on product manifolds: Proposition 3.3. Suppose that X and Y are compact Kähler manifolds, with Kähler forms ω X and ω Y , respectively. Let π X and π Y be the projections from X × Y . Then for any x ∈ X and y ∈ Y :
Proof. Recall the definitions for the Seshadri and Nakayama constants: Suppose that Z is a compact Kähler manifold with θ a Kähler form and z ∈ Z. Let µ : Z → Z be the blow-up of Z at z, with exceptional divisor E. Then we define
is a Kähler class} and
It is shown in Demailly [25] , that we have an equivalent definition for the Seshadri constant in terms of the Lelong number:
, and z is an isolated singularity of T },
where here we will say that z is an isolated singularity of T if we can write T = θ + √ −1∂∂ψ with ψ continuous on U \{z}, for some open neighborhood U of z. Note that, since θ is Kähler, in the above definition we can also request that T be a Kähler current, that it have analytic singularities, and that it actually be smooth on all of Z \ {z}, using Demailly approximation.
For ease of notation, let ω :
We can prove out first claim as follows: if T ∈ [ω] is as above, being singular only at (x, y), the restriction T | π −1 Y (y) makes sense, and gives a Kähler cur-
with Lelong number greater than or equal to ν(T, (x, y)), as the Lelong number can only increase under restriction; this is immediate from the characterization of the Lelong numbers of T = ω + √ −1∂∂ψ as:
where here |p − z| is the Euclidean distance in any local coordinate chart about z. This shows that
For the reverse inequality, we fix δ > 0, and find Kähler currents
, and so we also have
This ψ is then a continuous function on (X × Y )\{(x, y)} with an isolated singularity at (x, y) and having ν(ψ, (x, y)) min{ε x (ω X ) − δ, ε y (ω Y ) − δ}, which is again clear from (3.1). Letting δ → 0 then shows the first claim.
For the second claim, we use the following characterization of the Nakayama constant in terms of Lelong numbers [33, Prop 3.1]:
Doing the same for y, we then get that the current T := π * X T X + π * Y T Y is a positive current cohomologous to ω such that ν(T, (x, y)) ν(T X , x)+ν(T Y , y), which proves the claim.
We then get the following corollary:
Corollary 3.4. Let ω X , ω Y , and ω be as above, and µ :
Proof. The first part follows immediately from Proposition 3.3, which tells us that ε (x,y) (ω) = ε x (ω X ) < ε y (ω Y )
ζ (x,y) (ω), and so the class [µ * ω − ε (x,y) (ω) E ] must still be big, and not mearly pseudoeffective (that it is nef is always true, as the nef cone is closed).
For the second part, pull-back a Kähler current
where T ∈ µ * [ω] is now a positive current which is smooth and strictly positive away from µ −1 (π
Y (y)). We can then find a smooth form
By the Siu decomposition,
Y (y)), and so we are done.
We may now prove Theorem 3.1:
Proof of Theorem 3.1. Assume without loss of generality that X ω n = 1. The following reductions are basically the same as what we have done in the previous section. We first rewrite ϕ t as follows:
where u(τ ) = (1/2π) log(1 + |τ | 2 ) − (1/2π) log(2) is the local potential for the Fubini-Study metric ω F S on D ⊂ CP 1 , normalized to be 0 on ∂D. The proof of this is the same as it is for the case of a total obstacle, but let us emphasize that we need as an additional assumption that u be continuous near and up to the boundary, even though this is quite obvious in this case.
Letting then log |s| h be the same as in the previous section, but on X := Bl (z 0 ,0) (X × CP 1 ) now, we again have that √ −1∂∂ log |s| h = E − R h , for a smooth form R h ∈ [E]. Let µ be the blow-up map, as usual. Note that, if U is a local coordinate chart around (z 0 , 0), then log |µ(p) − (z 0 , 0)| − log |s(p)| h is bounded for all p ∈ µ −1 (U ), where here | · | is the Euclidean distance in the coordinate patch U . Thus, using (3.1) and the fact that µ has connected fibres, one can check that:
v(z, τ ) 0 and v t log |s| h + C, for some C > 0}, where in the above expression we are implicitly using (z, τ ) as coordinates on X \ E, via the isomorphism µ with (X × CP 1 ) \ {(z 0 , 0)}. We can now use the same observation of Berman [4] as before to see that:
Again we emphasize that we need log |s| h to be continuous near and up to the boundary.
We can now avail ourselves of Proposition 3.3. Recall the elementary fact that if θ is a Kähler form on Y with volume one, then ε y (θ) Vol(θ) 1/n = 1 for all y ∈ Y , and that we always have equality in the case when Y is a Riemann surface; see, for example, [43, Theorem 4.6], or the explicit construction in [39, Lemma 5.5]. Thus, ε τ (2ω F S ) = 2 > 1 ε z 0 (ω) for all τ ∈ D ⊂ CP 1 , and so we may apply Proposition 3.3 to see that
When t < ε z 0 (ω), we then get a smooth function f on X × CP 1 such that ω 0 := µ * (π * ω + 2p * ω F S ) − tR h + √ −1∂∂f is a Kähler form. Restricting to µ −1 (X × D) and changing reference forms again now gives us the situation in [18, Theorem 1.3], except for the fact that the new boundary obstacle f 0 := −t log |s| h −f isn't smooth or ω 0 -psh on all of µ −1 (X×D), as unwinding the definitions gives:
We are saved however by the fact that the obstacle is ω 0 -psh on the boundary -we can use an extension trick of Boucksom [11] , which is also outlined in [19, Section 3] . Indeed, take χ ′ to be a compactly supported cutoff function of the origin in D, such that χ ′ ≡ 1 near 0. Then χ := 1 − χ ′ is equal to one in a neighborhood of ∂D, and so (µ * p * χ)f 0 = f 0 near ∂D and = 0 on a neighborhood of µ −1 (p −1 (0)) ⊃ E. Moreover, ω 0 + √ −1∂∂((µ * p * χ)f 0 ) will fail to be positive only in the D direction and the mixed D and X directions, so adding a large enough multiple of µ * p * (|τ | 2 −1) to (µ * p * χ)f 0 will produce a strictly ω 0 -psh function ϕ 0 on all of X that agrees with f 0 on the boundary. We may then apply [18, Theorem 1.3] to conclude regularity in this case.
If t = ε z 0 (ω) however, we will need to use Theorem 1.3. Let χ be as in the previous paragraph and define:
Note that α is a smooth form on all of X and that it is strictly positive in a neighborhood of µ −1 (p −1 (∂D)). We would then like to apply Theorem 1.3 to conclude regularity of the envelope:
Now by Corollary 3.4, we have that [α] is big and nef on X, so for every ε > 0 we can find smooth functions u ε such that α + ε ω + √ −1∂∂u ε is a Kähler form, where here ω is a fixed Kähler metric on X. Corollary 3.4 also allows us to find a ψ ∈ PSH( X, α) with analytic singularities along E nK (α) ⊆ µ −1 (p −1 (0)) such that α + √ −1∂∂ψ is a Kähler current. Finally, we can again use the trick of Boucksom to find our v 0 by modifying ψ near the boundary. Specifically, if η is a cutoff function of the origin supported in D such that {η ′ = 0} ⊆ {χ ≡ 1}, then we define:
for some large enough C such that v 0 is strictly α-psh. This works as α is a Kähler form on the set where η is not constant. Finally, it is a standard fact that product domains such as X × D are Levi-flat, and in particular are thus weakly pseudoconcave. Thus, (X × D, α| X×D ) satisfies the hypothesis of Theorem 1.3, and so we are able to conclude the desired regularity of ϕ t .
Proof of Theorem 1.3
Recall we want to prove the following:
Theorem 4.1. Suppose that (M, ω) is a compact Kähler manifold with boundary. Suppose moreover that α is a closed, real (1, 1)-form on M such that the following holds:
If we further have that α + √ −1∂∂v 0 δω in a neighborhood of ∂M and that the boundary of M is pseudoconcave, then actually V ∈ C 1,1 loc (M \ Sing(ψ)).
We shall prove this using Berman's approximation technique and the estimates in [19] . First, we state the following well-known version of the maximum principle for sub-and super-solutions of the negative curvature Kähler-Einstein equation:
, and that:
for some number β > 0 and smooth function f . Then u v on all of M .
To reduce now to the case in [4] , first assume without loss of generality that ω α, so that PSH(M, α) ⊂ PSH(M, ω). Then let h be the unique smooth solution to the following Dirichlet problem for the Laplacian of ω:
It is then easy to see using the maximum principle for subharmonic functions that if v is a candidate for the envelope (4.1), then v h, so that:
Up to replacing α with α + √ −1∂∂h (and v 0 with v 0 − h, etc.) we are then reduced to studying the envelope
and so we can now follow [4] , additionally taking into consideration the behavior at the boundary. We begin by defining α ε := α + εω, so that α ε + √ −1∂∂u ε > 0 is a Kähler form on M . We then approximate V ′ by the envelopes:
It is easy to see that the V ε are monotonically decreasing to V ′ as ε → 0, and that the convergence is actually uniform on compact sets away from Sing(ψ). Berman's technique is now to approximate the V ε by smooth solutions to the (non-degenerate) negative curvature Kähler-Einstein equation:
as β → ∞, with f = f (ε) a constant to be choosen momentarily, that will decrease to −∞ as ε → 0. Solutions to (4.5) exist for all β > 0 by the the following theorem: Theorem 4.3. Suppose that (M n , ω) is a compact Kähler manifold with boundary, f is a smooth function on M , ϕ is a smooth function on ∂M , and that β > 0 is a fixed constant. Then there exists a (unique) smooth solution V to:
if and only if there exists a smooth (strong) subsolution:
Remark 4.4. Theorem 4.3 is a well-known modification of the proof of [11, Theorem A], which is due to several authors ( [44] , [14] , [29] , [15] , [10] ). Indeed, if M is actually a smoothly bounded domain in C n then Theorem 4.3 was already shown in [29] (and in [14] in the pseudoconvex case).
We can apply Theorem 4.3 to solve (4.5) as follows. First, rewrite (4.5) as:
with u := V ε,β −u ε . Then, by assumption, both v 0 and u ε are strictly α ε -psh, and so their regularized maximum:
will be a smooth, strictly α ε -psh function with v ε 0 and v ε = v 0 in a neighborhood of the boundary. In particular, v ε | ∂M ≡ 0. Choosing then:
makes v ε − u ε into a subsolution of (4.6), as v ε 0, so that:
Thus, Theorem 4.3 applies, and so the V ε,β exist and are smooth up to the boundary. We will also assume without loss of generality that we have choosen the f (ε) such that f 0, is strictly increasing in ε, and satisfies:
The following is due to Berman [4, Prop 2.4] . In it, we regard ε as fixed:
Proposition 4.5. Then exists constants A, β 0 0, depending on α, ω, and ε such that:
In particular, the V ε,β converge uniformly to V ε as β → ∞.
Proof. Consider a point x 0 at which V ε achieves its maximum. If x 0 ∈ ∂M , then V ε 0. If x 0 is in the interior of M , then we have that √ −1∂∂V ε 0 at x 0 , so that:
It follows that:
where A depends on f (ε). Thus:
For the reverse inequality, let C > 0 be arbitrary and consider v ∈ PSH(M, α ε ), v 0. Define:
for β 1. One then checks that:
as both v, v ε 0. This implies that g is a subsolution to (4.5), and so Theorem 4.2 implies g V ε,β .
Letting then C → +∞ we see:
and so taking the supremum over all such v gives:
Up to possibly increasing A, depending now on the infimum of v ε , and again using the fact that V ε,β A/β, we see:
for all β sufficently large, as desired.
We now bound the norm of the gradient of V ε,β on the boundary, independent of ε and β. As before, note that PSH(M, α ε ) ⊂ PSH(M, 2ω) and that V ε,β | ∂M ≡ 0, so again the maximum principle implies:
We also just checked above, (4.7), that v ε is a subsolution to (4.5), so Theorem 4.2 gives: v ε V ε,β . But now, as v ε is smooth and equal to v 0 near the boundary and v 0 | ∂M ≡ 2h| ∂M ≡ 0 are both fixed, it follows from a simple calculus exercise that the gradient of V ε,β is bounded in the normal direction on ∂M . That it is bounded in the tangent directions is obvious, and so we conclude
for C independent of ε, β. Following [19, Prop. 4 .1], we now bound the gradient on the interior away from Sing(ψ). In order to ensure that our estimates are independent of both ε and β, we take care to make sure they are independent of inf f . Note that we are now dropping the ε and β subscripts, for ease of notation. Proposition 4.6. Let V solve:
Then there exists constants B, C, ε 0 , β 0 > 0 such that the following estimate holds on M \ Sing(ψ) for all 0 < ε ε 0 and β β 0 :
where here ∇ is the Levi-Civita connection of ω, and g its associated metric. B, C, ε 0 , and β 0 will depend only on the following quantities: M , α, ω, ψ, sup M f , and sup M |∇f | 2 g . Proof. Note first that we have:
for ε ε 0 by the following computation. Let C > 0 be arbitrary. Then it follows from Demailly [24] that:
where here ε 0 is choosen small enough such that e f (ε 0 ) δ n . Theorem 4.2 then implies max{ψ, v ε − C} V and so letting C → ∞ gives the desired inequality. We will also define: ω := α ε + √ −1∂∂V. Consider the quantity:
, where here h is defined by:
for A := inf M V and B > 0 a constant to be choosen later. Note that h ′ < 0 and h ′′ > 0, and that:
so in particular h( V ) is bounded above. We will apply the maximum principle to Q -let x 0 be a point at which Q achieves its maximum. If x 0 ∈ ∂M , then we have already seen that |∇V | 2 ω (x 0 ) C, and so then: Q C, on all of M . Using the definition of Q then gives:
using (i), as desired. Otherwise, assume that x 0 is an interior point of M . It cannot be that x 0 ∈ Sing(ψ), as Q ≡ 0 on that set. Choose holomorphic normal coordinates for ω at x 0 that also diagonalize ω. Then we have:
We deal with the three terms seperately. For the first term, expanding it out gives:
using that h ′ < 0 and:
For the second term, differentiate the log of (4.12) to see:
where C is a lower bound for the curvature of ω and we have assumed, without loss of generality, that |∇V | 2 ω 1. For the third term, following [19, (4.8) ], we see that:
Putting together (4.13), (4.14), (4.15) , and (4.16), and using the fact that ψ has analytic singularities, we see that:
for uniform constants C and C 1 . Using Cauchy-Schwarz on the last term, we can absorb the ∇V term to get:
where we have also possibly increased C to be a lower bound for |∇f | 2 ω . Choosing now B = 2 + max{(2C + 2)/δ, C 1 } and β 0 C(B + 1) 1, we see that:
We may assume without loss of generality that |∇V | 2 g C( V − A + 1) 3 at x 0 (for if not, one may check that Q C for a uniform C independent of x 0 ), and so we get:
After possibly increasing C, we may now conclude in an analogous manner to [19, Prop. 4 .1], using that:
We now turn to the Hessian estimates. As before, we begin by bounding the Hessian at the boundary, independant of ε and β. We largely follow the exposition of [11] . Proposition 4.7. Suppose that V is as in Proposition 4.6. If we additionally assume that the boundary of M is weakly pseudoconcave and that v 0 is strictly α-psh (i.e. α + √ −1∂∂v 0 δω > 0), then there exist constants C, ε 0 , β 0 > 0 such that:
|∇∇V (x)| 2 g C for all x ∈ ∂M , 0 < ε ε 0 , and β β 0 . As before, ∇ is the Levi-Civita connection of ω, g is its associated metric, and C,ε 0 , and β 0 only depend on the following quantities: M , α, ω, v 0 , sup M f and sup M |∇f | 2 g . Proof. Let x ∈ ∂M and pick coordinates centered at x as in [11, Rmk. 7.13 ]. We will also use the same quantities r, B, and D j , 1 j 2n from [11, Lemma 7.17] . Note that all the D j 's commute. Proposition 4.6 implies that we have a uniform bound:
estimates for all 1 j 2n. The tangent-tangent directions are trivial, as for 1 i, j 2n − 1, D j V is constantly zero on ∂M and D i is tangent to ∂M .
We now bound the tangent-normal directions -fix 1 j 2n − 1. We first claim that we can choose constants λ and µ as in [11, pg. 273 ] such that:
0 on B, with equality on ∂M , and:
where here ∆ V and tr V are the Laplacian and trace with respect to the solution metric α ε + √ −1∂∂V . The proof is essentially the same as in [11] , and so we omit it for brevity.
Define then:
It is easy to see that by fixing the radius of B and choosing µ 2 , we can arrainge that w 0 on ∂B.
We now claim that w 0 on all of B. To see this, let z 0 ∈ B be a minimum point for w -if z 0 ∈ ∂B, then we are done, so suppose that z 0 is in the interior. If we have that D j V (z 0 ) = 0, then we are also done, so suppose that D j V (z 0 ) = 0 -smoothness then implies that D j V is also nonzero in a small neighborhood of z 0 , so that |D j V | = ±D j V is also smooth near z 0 . We then compute:
One can then check that, as in [11] , we have:
Applying D j to 4.12, we also get:
and so:
Note that we can uniformly bound Γ on both sides:
for c > 0 independant of ε, β, by (4.9).
We then have two cases, D j V (z 0 ) > 0 or D j V (z 0 ) < 0, which are basically the same. We only do the later; in that case, we have |D j V | = −D j V near z 0 and so:
for a large enough µ 1 , independant of β, as D j V (z 0 ) < 0. But this is now a contradiction with the definition of z 0 -as an interior minimum, we must have that ∆ V w(z 0 ) 0. We thus conclude that:
w 0 everywhere, as desired. This now implies:
and since both sides are 0 at x, we conclude:
as desired. A compactness argument then makes the bound uniform over all of ∂M .
We are then left to deal with the normal-normal direction. For this, we switch back to the complex derivatives, and note that we will be done if we bound the quatity V nn . Also observe that, given our choice of r, {z 1 , . . . , z n−1 } span the holomorphic tangent bundle of M at 0, which we will denote by T h ∂M . If we then write α ε in the z-coordinates as:
we see that our bounds on the tangent-tangent and tangent-normal derivatives give:
The Monge-Ampere equation for V tells us that the first term is just equal to e βV +f ω n e C ω n C, by (4.9). Thus, it is sufficent to find a uniform lower bound for the second determinate, which will be implied by a lower bound for the form:
Since we have that V − v 0 is uniformly zero on ∂M , it is a standard computation to check that:
where here ν is an outward facing normal vector field on ∂M and L ν is the Levi-form of M with respect to ν. Since M is weakly pseudoconcave, by definition we have that L ν 0. But we also have that V − v 0 0 with equality at the boundary, so that ν · (V − v 0 ) 0 also. Thus, we see that:
as desired.
Finally, we claim interior bounds on the Hessian, following [19] . 
Ce
Bψ for all 0 < ε ε 0 and β β 0 . As before, ∇ is the Levi-Civita connection of ω, g is its associated metric, and B, C, ε 0 , and β 0 only depend on the following quantities: M , α, ω, v 0 , sup M f , sup M |∇f | 2 g , and a lower bound for ∇∇f with respect to ω.
Proof. The idea is the same as in [19, Proposition 4.3] . First, bound the Laplacian of V indpendant of ε, β, using the standard estimates from the proof of Yau's theorem and Proposition 4.7.
We then consider the same quantity as in [19] , based off of bounding the perturbed first eigenvalue of ∇∇V . As the Hessian is totally bounded on the boundary by Proposition 4.7, we only have to deal with the case of an interior maximum, and then the proof is the same as in [19] , the only difference being the function f . However, the estimates of [19, Theorem 2.1] already deal with such a term, and the modifications are very minor.
Proof of Theorem 4.1. For the first claim, Proposition 4.6 shows that we have a uniform gradient bound on V ε,β for all 0 < ε ε 0 and β β 0 on any compact subset K ⊂ M \ Sing(ψ). Thus, we can apply Proposition 4.5 to see that the same bound holds for V ε , by letting β → ∞. Letting then ε → 0 then shows that V also has the same bounds, and so is uniformly Lipschitz on K.
If we further assume that M is weakly pseudoconcave and that v 0 is strictly α-psh, then Theorem 4.8 shows that we actually have uniform Hessian bounds on K, so again letting β → ∞ and then ε → 0 implies that V also has the same bounds. It then follows that V ∈ C 1,1 (K) by standard elliptic estimates.
Remark 4.9. Suppose that M n ⊂ X n is a smoothly bounded domain, and let ω be a Kähler form on X. We have already seen a natural function associated to M (or more precisely, to M c ):
It is definitional that:
and it follows from, say, Prop. 4.5, that V | ∂M ≡ 0. Thus, a simple gluing argument shows that we actually have equality between the two. In particular, we have re-proved that M c is regular, i.e. that V M c is continuous -see [7, Prop. 1.6] , where they prove a more general condition for regularity. We actually see more however: It follows then from [11, Theorem B] that V M c is globally Lipschitz, as we have control of the gradient on the boundary of M -thus, M has the Hölder continuous property, or HCP, of order one, which should be the optimal global regularity one can expect for V M c [40, Rmk. 3.7] . Moreover, if one assumes that M is pseudoconcave (i.e. M c is pseudoconvex) then V M c is actually in C 1,1 (M ), by [18] . It is an interesting question to ask how much one can weaken the assumption on smoothness of the boundary. We only use boundary regularity to solve the Dirichlet problems (4.2) and (4.5), and, since we are only proving Lipschitz regularity, one would guess that we do not actually need either of these solutions to be smooth. Results in this direction are presumably already well-known to experts, but we were unable to find any exact references in the literature, as previous works are primarily interested in sets with low/no boundary regularity.
Finally, our Theorem 4.1 and a simple gluing argument also shows that, if we replace ω with a smooth form α whose class is nef and big, with ∂M and E nK (α) not intersecting, and α > 0 in a neighborhood of ∂M , and further assume the existance of a v 0 , then M still has the HCP property of order one with respect to α.
