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We calculate the Josephson current between two one-dimensional (1D) nanowires oriented along
x with proximity induced s-wave superconducting pairing and separated by a narrow dielectric
barrier in the presence of both Rashba spin-orbit interaction (SOI) characterized by strength α and
Zeeman fields (h along zˆ and B in the x− y plane). We formulate a general method for computing
the Andreev bound states energy which allows us to obtain analytical expressions for the energy
of these states in several asymptotic cases. We find that in the absence of the magnetic fields
the energy gap between the Andreev bound states decreases with increasing Rashba SOI constant
leading eventually to touching of the levels. In the absence of Rashba SOI, the Andreev bound
states depend on the magnetic fields and display oscillatory behavior with orientational angle of
B leading to magneto-Josephson effect. We also present analytic expressions for the dc Josephson
current charting out their dependence on B, h, and α. We demonstrate the existence of finite
spin-Josephson current in these junctions in the presence of external magnetic fields and provide
analytic expressions for its dependence on α, B and h. Finally, we study the AC Josephson effect
in the presence of the SOI (for |B| = h = 0) and an external radiation and show that the width of
the resulting Shapiro steps in such a system can be tuned by varying α. We discuss experiments
which can test our theoretical results.
PACS numbers:
I. INTRODUCTION
A recent idea on possible application of topological
superconductors to quantum information processing has
attracted both theoretical and experimental interest1,2.
According to this idea, a quantum information unit,
qubit, can be formed and propagated by means of Majo-
rana mode (see, for e.g., Ref. 3), localized at the end
of a one-dimensional (1D) chain hosting a topological
superconductor4,5. Recent investigations suggest several
detection mechanisms of such a Majorana mode4–11 such
as an existence of a central peak in the tunneling cur-
rent through a topological superconductor (S)- normal
metal (N)junction and fractional period of the Joseph-
son current in S-N-S junctions. Most recently exper-
imental systems involving 1D semiconductor wire has
been shown to host such modes; the mechanism of the
appearance of such modes arise from the combination
of strong SOI, proximity-induced superconducting gap,
chemical potential and applied Zeeman field in these
wires12,13. Two Majorana modes in the Josephson junc-
tion, formed between two topological insulator edges or
one-dimensional superconducting nanowires separated by
barrier, hybridize resulting in splitting of the zero energy
modes. This splitting energy depends not only on the
phase difference of the two superconductors but also on
the relative direction of the spin polarization at the two
side of the junction.
The oscillations of a Josephson current between two
such superconductors separated by insulator or metal as
a function of their phase difference, with 4π periodic-
ity instead of a conventional 2π periodicity due to hy-
bridization of Majorana states was predicted by Kitaev14
for a idealized model of an 1D spinless p-wave supercon-
ductor. Following this, Kwon et al.6 proposed that the
similar effect can be observed between quasi-1D or 2D
unconventional superconducting tunnel barrier junctions
where the superconductors are separated by an insulat-
ing region, usually modeled by a delta function potential
barrier. These systems did not have SOI or Zeeman field;
Majorana-like modes appeared in such systems from the
unconventional nature of the pairing potential. Further
it was realized in Ref. 6 that a signature of the fractional
Josephson effect constitutes in having a halved Josephson
frequency, ωJ = eV/~, in the presence of a DC voltage
V applied across the junction. These effects have been
interpreted in terms of the Josephson current being car-
ried by electrons rather than Cooper pairs6. Further, it
was shown that a fractional Josephson effect may be re-
alized at topological insulator edge16,17. This prediction
has later been extended to different systems18–25.
Recent activities have established that a topological
insulator with proximity-induced coupling to a s-wave
superconductor exhibits a superconductivity-magnetism
2duality15,19,26–29, revealing the fractional periodicity not
only with superconducting phase difference but also with
the orientation of Zeeman magnetic field. In this case,
the magnetic field on one side of the junction rotates in
the plane normal to the direction of an effective magnetic
field of the SOI; consequently, the Majorana-mediated
Josephson current reverses sign after 2π rotation of the
magnetic field orientation and reveals an unconventional
4π periodic magneto-Josephson oscillation in response to
variation of the magnetic field orientation in a topolog-
ical insulator edge19,27. Furthermore, a dissipationless
fractional Josephson effect mediated by with 8π period-
icity has been also predicted30 at the edge of a quantum
spin Hall insulator. The Josephson effect in consisting
of topological superconducting (S) and normal (N) re-
gions, has been reported in19,26,27,29. These works also
reveal a signature of Majorana bound states located at
S-N edges, producing a fractional Josephson current with
4π periodicity6.
These previous works in the field have pointed out the
importance of the fractional Josephson and the magneto-
Josephson effect at the edge of junction of topological
insulators. However, the role of spin-orbit coupling and
the external magnetic field have not been investigated
for 1D superconducting junctions in these earlier works.
In particular, a theoretical formalism for computation of
Andreev bound states which requires an extension of the
work of Ref. 6 to systems with SOC and Zeeman fields is
lacking. The development of such a formalism and a sys-
tematic study of its results is the main aim of the present
work. To this end, we study the Josephson effect between
two 1D nanowires oriented along x with proximity in-
duced s-wave superconducting pairing and separated by
a narrow dielectric with a Rashba spin-orbit interaction
(SOI) of strength α and Zeeman fields (h along zˆ and B
in the x − y plane). A schematic representation of the
proposed setup is shown in Fig. 1.
The main results of our study are as follows. First,
we develop a general method for computing the Andreev
bound states energy in these junctions. Such a method
constitutes a generalization of the method of Ref. 6 to
junctions with Zeeman magnetic fields and spin-orbit
coupling. Second, using this method, we obtain ana-
lytical expressions for the energy of the Andreev bound
states in several asymptotic cases and discuss their im-
plication on the Josephson current. For example, we find
that in the absence of the magnetic fields the energy
gap between these bound states decreases with increasing
Rashba SOI constant leading eventually to level touching
while in the absence of Rashba SOI, they display oscil-
latory behavior with orientational angle of B. Third, we
present analytic expressions for the dc Josephson current
charting out their dependence on both B and h and the
SOI interaction strength. Fourth, we demonstrate the ex-
istence of finite spin-Josephson current in these junctions
in the presence of external magnetic fields and provide
analytic expressions for its dependence on α, B and h.
Finally, we study the AC Josephson effect in the presence
FIG. 1: Two s-wave superconductors separated with δ-like
dielectric potential under magnetic fields h and B co-planar
and perpendicular to spin-orbit interaction respectively. The
bulk s-wave superconductors which induces superconductivity
in the wires are not shown for clarity.
of the SOI (for |B| = h = 0) and an external radiation
and show that the width of the resulting Shapiro steps
in such a system can be tuned by varying α. We discuss
experiments which can test our theoretical results.
The plan of the rest of the paper is as follows. In Sec.
II, we describe the model and present explicit form of
Hamiltonian. The hybridization energy of edge states
is calculated in Sec. III, where several asymptotic ex-
pressions for the Josephson coupling energy are obtained.
This is followed by a discussion of the DC Josephson ef-
fect in Sec. IV. The AC Josephson effect in these system
and the dependence of the Shapiro step on SOI strength
is studied in Sec. V. Finally we conclude in Sec. VI. Some
details of our calculations are specified in the Appendices.
II. MODEL AND FORMULATION OF THE
PROBLEM
We consider a junction of two 1D nanowires with prox-
imity induced s-wave pairing symmetry in the presence
of Rashba spin-orbital interaction and external magnetic
fields. The schematic representation of such a junction
is shown in Fig. 1 where the proximate superconductors
are not shown for clarity.
In what follows we assume the pairing is induced by
two proximate s-wave superconductors which leads to ef-
fective pairing potentials ∆1 and ∆2 in the two wires.
The Hamiltonian for such a system reads
Hˆ = HˆSC + HˆR, (1)
where HˆSC is Hamiltonian of the nanowire in the pres-
ence of external magnetic fields and HˆR represents
3Rashba SOI. The former term is given by
HˆSC =
∫
dx
{∑
σ,σ′
ψ†σ(x)
(
[ξkˆ + U(x)]σ0 + hσz
+B{[σx cosφ1 + σy sinφ1]θ(−x) + [σx cosφ2
+σy sinφ2]θ(x)}
)
ψσ′(x)
+(∆1θ(−x) + ∆2θ(x))ψ†↑(x)ψ†↓(x) + h.c.
}
, (2)
where ξkˆ = ǫ
(
~
i
∂
∂x
) − ǫF denotes the electron kinetic
energy as measured from the Fermi energy ǫF , ψσ(x) is
the electron annihilation operator, h and B are external
Zeeman magnetic fields in z direction and in the x − y
plane respectively, θ(x) is the Heaviside step function,
and σx,y,z and σ0 denote Pauli and identity matrices re-
spectively in spin space. Note that the magnetic field B
forms an angle φ with wire which can be tuned exter-
nally. In what follows, we choose B in the left side of
the junction to be aligned along the wire (φ1 = 0) while
in the right side it is chosen to make an angle φ with it
(φ2 = φ). In Eq. (2), the pairing potential ∆2 in the
right of the junction is chosen to have a phase difference
ϕ compared to its left counterpart: ∆2 = |∆| exp(iϕ) and
∆1 = |∆|. The potential barrier U(x) = U0δ(x) repre-
sents the barrier potential between two superconductors
located at x = 0. The Hamiltonian of Rashba SOI can
be written as
HˆR =
∑
σ,σ′
∫
dxψ†σ(x)α [vxσz ]ψσ′(x), (3)
where α is the strength of Rashba SOI which is chosen
to be the same for both wires. In what follows, we shall
look for the localized subgap Andreev bound states with
ǫ(k) < |∆| for the Josephson junction of two nanowires
described by Eq. (1).
III. ANDREEV BOUND STATES, JOSEPHSON
AND MAGNETO-JOSEPHSON EFFECTS
In this section, we first obtain solution for the Andreev
bound states for junction described by Eq. (1). To do
this, it is advantageous to use a four component field
operator given by
Ψ†a(x) =
(
ψ†a,↑,+(x), ψ
†
a,↓,+(x), ψa,↓,−(x), ψa,↑,−(x)
)
(4)
Here the third subscript of the annihilation operator
(which we shall designate henceforth as b) labels the
right- (b = +) and the left-moving (b = −) quasiparticles
respectively while the index a = R,L denotes either right
(R = −) or left (L = +) superconductor. In terms of the
field operator given by Eq. (4), the Hamiltonian (Eq. (1))
can be written as Hˆ =
∑
a=R,L
∫
dxΨ†a(x)HaΨa(x) us-
ing the Pauli matrices σi in spin- and τi in particle-hole
spaces. From Eqs. (1) and (2), we find
HR = ξk,bτzσ0 + hτ0σz − ikατzσz (5)
+Bτz (σx cosφ+ σy sinφ) + |∆|(τx cosϕ− τy sinϕ)σz ,
and HL = HR(φ = 0;ϕ = 0). In Eq. (5), the en-
ergy spectrum of the electrons are linearized around
the positive and negative Fermi momenta leading to
ξk,b = bvF
(−i ∂∂x − kF ), where vF is the Fermi velocity.
Note that the Hamiltonians HR,L acquires a magnetism-
superconductivity duality15,26 in the absence of the ki-
netic term, implying that it becomes invariant under the
transformation {∆, ǫF , ϕ, τi} → {B, h,−φ, σi}. The ex-
istence of a magneto-Josephson effect in a topological in-
sulator is known to be a result of this duality26. We shall
see that for the system we study, the magneto-Josephson
effect takes place even in the presence of the additional
quadratic kinetic energy term of the electrons.
The energy spectrum of quasi-particles in a bulk su-
perconductor in the presence of SOI and external mag-
netic fields and its expression for different asymptotic
is calculated in Appendix A. Note that in our case, all
energies are measured from the Fermi energy; thus the
condition for realization of a topological superconducting
phase with effective p-wave pairing is |∆|2 > B2 + h2,26.
However, the existence of such a topological phase re-
quires strong B or h and SO interaction so that only the
electron band of a single spin species remains below the
Fermi surface. In what follows we shall focus on the other
regime where the bands of both spin species are below the
Fermi surface and the superconductivity is still s-wave.
The Bogolyubov-de Gennes (BdG) equations for the
superconductors in the right- and left parts of the barrier
are written as
Haηa(x) = Eηa(x), a = R,L (6)
where ηa(x) denotes the BdG wave function. For a bar-
rier modeled by the delta function potential U(x) =
U0δ(x), they satisfy the boundary condition
ηL(0) = ηR(0), ∂xηR − ∂xηL = kFZη(0), (7)
where Z = 2mU0/~
2kF and the transmission coefficient
D is expressed through Z as D = 4/(Z2 + 4).
The constructed wave functions ηa(x) with the bound-
ary conditions 7 yield the energy of the Andreev bound
states for our system. We first note that the Rashba
SOI splits the energy spectrum shifting it along the mo-
mentum axis, and results in four Fermi momenta at
k = ±kF± (see, Eqs. (A5) and (A6)). The contribu-
tion to the Andreev bound states comes from momenta
around these Fermi points. The external magnetic field
splits spin-up and spin-down electrons (see, Eqs. (A8)
and (A9)) even in the absence of SOI, and the amplitudes
of the electron wavefunction are redistributed around
four Fermi points due to the presence of such a field.
Finally, the presence of a barrier between the two super-
conductors leads to superposition of the right and left
4moving quasiparticles. Therefore, the BdG wavefunction
ηa(x) can be written, as it is shown in Appendix B under
(B1), as a linear superposition of its right and left moving
components with coefficients Aa, Ba, Ca, and Da around
each Fermi momentum and with two different spins.
Substituting the wave functions (B1) into the bound-
ary conditions (7) one gets eight linear homogeneous
equations for Aa, Ba, Ca, and Da with a = ± which can
be represented in terms of a 8×8 matrix Λ and a column
vector Φ = (Aa, Ba, Ca, Da)
T as ΛΦ = 0. The details of
this procedure is charted out in Appendix B; here, we
simply note that, as shown in App. A, the quantities Fσσ′
which are determinants of selected blocks of the matrix Λ
(Eqs. B2 and B3), plays a crucial role in these computa-
tions. The energy of the Andreev bound states can then
be obtained from DetΛ = 0 and thus depend on Fσσ′ . We
note that since the momentum splitting k+−k− vanishes
in the absence of SOI and magnetic field; in this limit,
either Aa+Ca → Aa and Ba+Da → Ba or both Ca and
Da vanish. The elements of four columns of the 8× 8 de-
terminant, depending on k+ become equal to other four
column elements as k+ = k−, and the determinant Λ
vanishes as α→ 0 and B, h→ 0.
Andreev bound states at α = |B| = h = 0: In this
limit, the Andreev bound states are determined using
4×4 determinant written for electron and hole pairs with
opposite spins6. The details of the calculation is given in
C. In order to get the explicit expressions for the wave
functions ηa,σ,b and η
∗
a,σ¯,b we write Eq. (6) for finite B,
h and α as
(E + iabvFk + iabαk − h)ηa,↑,b −Be−iφaηa,↓,b
−∆aη∗a,↓,b¯ = 0 (8)
(E + iabvFk − iabαk + h)ηa,↓,b −Beiφaηa,↑,b
+∆aη
∗
a,↑,b¯ = 0 (9)
(E − iabvFk − iabαk − h)η∗a,↓,b¯ +Be−iφaη∗a,↑,b¯
−∆∗aηa,↑,b = 0 (10)
(E − iabvFk + iabαk + h)η∗a,↑,b¯ +Beiφaη∗a,↓,b¯
+∆∗aηa,↓,b = 0. (11)
We now use Eq. 11 to compute the Andreev bound state
energy at α = B = h = 0. The details of the calculation
is charted out in Appendix C. As shown in Appendix C,
the contribution to the bound state energy comes only
from expression of F ∗σσ¯(k), and all other ratios vanish.
By equating F ∗σσ¯(k) (Eq. (C10)) to zero and using the
expressions (A2) and (A3) for the energy and momentum
in this limit, one gets an expression for the bound state
energy in consistent with the well-known result6,31,32,
E0 = ±|∆|
√
1−D sin2 ϕ
2
. (12)
Thus our formalism reproduces the earlier known result
in the literature in this limit.
Absence of Rashba SOI: In this case, α = 0 and
B, h 6= 0, the main contribution, which depends on the
magnetic field orientation, yields the expression (C15)
with (C19) for F †↑↑(k) and F
†
↓↓(k). Although the contri-
bution from (C14) does depend on the magnetic field, it
does not depend on the field orientation φ. A few lines of
algebra then leads to the equation for the energy of the
Andreev bound states, obtained by equating the sum of
(C3), (C14) and (C15) to zero, using (A8) and (A9) for
the energy spectrum and momentum in this limit, given
by
(
|∆|2 − E2s −D|∆|2 sin2
ϕ
2
)2
+
4EsD|∆|2B4
√
B2 + h2
(h+
√
B2 + h2)4
(
sin2
(ϕ− φ)
2
− sin2 (ϕ+ φ)
2
)
+
16h
√
B2 + h2D sin2
ϕ
2
(
1−D sin2 ϕ
2
){
E2s − 2
(
1−D sin2 ϕ
2
) [
|∆|2 − 4(h2 +B2) sin2 ϕ
2
]}
= 0, (13)
where the second and third terms come from (C15) and (C14) corresponding to the reflection mechanisms (C5) and
(C6). If we neglect the third contribution, which can be done for h≪ B, Eq. (13),can be written
E2s − |∆|2 +D|∆|2 sin2
ϕ
2
± |∆| 2B
2
(h+
√
B2 + h2)2
√
EsD(B2 + h2)1/2| sinφ| | sinϕ| = 0. (14)
We find that Eq. (14) leads to the following features of the Andreev bound states. First, Es decreases with in-
5creasing the magnetic field. Second, Eq. 12 is correctly
recovered as B → 0.
Eq. (14) can be solved approximately. We replace the
energy under square root by its zero-approximation value
(12), which yields Es(B, h) ≡ ±EMs (B, h) with s = ±,
where
EMs (B, h) =
{
|∆|2
(
1−D sin2 ϕ
2
)
− s 2|∆|
3/2B2
(h+
√
B2 + h2)2
√
D
√
(B2 + h2)
(
1−D sin2 ϕ
2
)
| sinφ|| sinϕ|
}1/2
(15)
The second term in the bracket of Eq. (15)depends on the
magnetic field as ∼ √B for B ≫ h. We note here that
Es(B, h) oscillates both with the superconducting phase
difference ϕ and the angle orientation φ of B with a pe-
riod 2π as shown in Fig. 2. Note that all parameters in
the figures presented below are dimensionless ones in the
scale of |∆|, i.e. B → B/|∆|, h → h/|∆|, E → E/|∆|.
At B = 0, Eq. 12 is recovered for s-wave superconducting
junction and the Andreev bound state energy oscillates
with 2π periodicity (see, Fig. 2a) for barrier transparency
D < 1. The electron-like and hole-like energy branches
corresponding to ±EMs (B, h), touch each other at max-
imal transmission when D = 1, creating a zero-energy
state at the center of the Brillouin zone. The variation of
B and h changes a character of ϕ- and θ-dependencies of
EMs . Note that since the gap between them vanishes at
ϕ = π/2, it might be possible to have a 4π periodic com-
ponent of the Josephson current in case of Landau-Zener
transitions with a finite transmission probability between
two states. This case will be investigated somewhere else.
Absence of in-plane Zeeman field: Next, we consider
the Andreev bound states for |B| = 0, but α, h 6= 0. We
find that Eqs. (8)- (11) in this case link only ηa,σ,b and
η∗
a,σ¯,b¯
and are hence greatly simplified. A few lines of
algebra shows that the Andreev bound states energy in
this case can be expressed as[
v2Fk
2 −D sin2 ϕ
2
]2
+
F ∗↑,↓(k+)F
∗
↓,↑(k−)− F ∗↑,↓(k−)F ∗↓,↑(k+) = 0. (16)
The expression for F ∗↑,↓(k) in this limit is calculated in
Appendix C and is given by Eq. (C13). The expression
for F ∗↓,↑(k) at B = 0 is obtained from Eq. (C13) by re-
placing α → −α and h → −h. Below we will study two
asymptotic solutions of Eq. (16) at h = 0, α 6= 0 and
α = 0, h 6= 0. In the former case, Eq. (16) with (C13)
yields the following equation
(
|∆|2 − E2 − |∆|2D sin2 ϕ
2
)2
−
E2
16v2Fα
2
(v2F − α2)2
(
|∆|2 − E2 − |∆|2D sin2 ϕ
2
)
D sin2
ϕ
2
−
E4
16v2Fα
2
(v2F − α2)2
D2 sin4
ϕ
2
= 0. (17)
ϕ
E
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FIG. 2: Dependence of the branches energy, given by Eq. (15),
on the order parameter phase difference at φ = 0.5 and (a)
B = h = 0, D = 0.9; (b) h = 0.1, B = 0.9, D = 0.3.
Solution of this equation provides a simple expression
for the Josephson energy
Es = ±|∆|
{
1−D sin2 ϕ2
1− s 4vFα(vF+s α)2D sin
2 ϕ
2
}1/2
≡ ±ESOIs ,
(18)
where the sign± in the front of the expression signifies an
electron and hole energies, whereas the sign s = ± char-
acterizes Rashba splitting of the electron and hole states.
This expression shows that Es depends nonlinearly on the
SOI coupling constant α. We note that Eq. 12 is once
again recovered as α → 0. According to (18), E oscil-
lates still with 2π period for D < 1 and α˜ = α/vF ≪ 1,
which is presented in Fig. 3(a) at α = 0.1 and D = 0.6.
Possible solutions for the energy spectrum according to
6the expression (18) as a function of the order parameter
phase difference at α = 0.205 and D = 1 is presented
in Fig. 3(b). It shows touching of all four branches at
ϕ = π. The electron- and hole energy branches approach
each other faster for non-zero SOI.
The dependence of the ESOI+− energy branches on the
order parameter phase difference ϕ at fixed transmission
coefficient D and different values of the SOI strength α,
is presented in the left panel of Fig. 4(a). In Fig. 4(b),
we present the dependence of the Andreev bound state
energies onD for fixed α. We note that both the branches
approach zero as α or D is varied.
Absence of B and α: Next, we consider the case |B|, α = 0 but h 6= 0. In this case, Eq. (16) reduces to
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FIG. 3: Possible solutions for the branch’s energy spectrum according to the expression (18) as a function of the order parameter
phase difference at (a) α = 0.1 and D = 0.6, and (b) α = 0.205 and D = 1.
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FIG. 4: Dependence of the branch’s energy on the order parameter phases difference at (a) D = 0.2 and different values of the
SOI strength, and (b) α = 0.1 and different values of the transmission coefficient D.
(
|∆|2 − E2h −D|∆|2 sin2
ϕ
2
)2
+ 16E2hh
2D sin2
ϕ
2
(
1−D sin2 ϕ
2
)
−
32h2D sin2
ϕ
2
(
|∆|2 − 4h2D sin2 ϕ
2
)(
1−D sin2 ϕ
2
)2
= 0, (19)
whose solutions read
Eh(h) = ±
√
1−D sin2 ϕ
2
{
|∆|2 − 8h2D sin2 ϕ
2
+ s4h
√
D
∣∣∣sin ϕ
2
∣∣∣
√
|∆|2 − 4h2D sin2 ϕ
2
}1/2
, (20)
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FIG. 5: (a) Dependence of the spin-up particle branch’s energy on ϕ at different h˜. Amplitude of the energy oscillation increases
with h˜; (b) Mutual optimal values of h˜ and D at which electron- and hole-energy branches are crossed, creating a zero-energy
mode; (c) The Andreev bound state energies Eh± touches at particular values of D = 0.5 and h˜ = 0.653281 (thin curves), and
of D = 0.5 and h˜ = 0.270590 (thick curves) which may make the oscillation period 4pi in the Landau-Zenner sense.
where s = ±. We note that the particle-like and the hole-
like branches touch at zero energy; in order to investigate
the possible existence of a zero energy mode, which may
create a 4π oscillatory component of the Josephson cur-
rent in the Landau-Zenner sense, we introduce a dimen-
sionless magnetic field h˜ = h/|∆|. It is easy to see from
Eq. (20) that the condition for the particle and the hole
states to cross at a phase difference ϕ is given by
(√
1− 4h˜2D sin2 ϕ
2
+ 2sh˜
√
D
∣∣∣sin ϕ
2
∣∣∣)2 −
8h˜2D sin2
ϕ
2
= 0, (21)
which yields
h˜2s =
1
4D[1 + (
√
2− s)2] sin2 ϕ2
. (22)
For ϕ = π, the value of the critical h˜ for spin-up
(s = +1) and spin-down (s = −1) states are h˜+ =
1/
√
4.6863D and h˜− = 1/
√
27.314D, correspondingly.
We note here that the bands touch each other at h = h˜s
but do not cross; thus the Andreev states still have 2π
periodic dispersion.
The variation of Eh(h) with h˜, the dependence of h˜ on
D, the touching of the E++ and E−+ energy branches
at D = 0.5 and h˜ = 0.653281, and that between E+−
and E−− energy branches at D=0.5 and h˜ = 0.270590
are plotted in Fig. 5. In Fig. 5(a), where the dependence
of the spin-up particle energy branch on ϕ at different
h˜ is presented, we find that the amplitude of the energy
oscillation increases with h˜, and additionally, the char-
acter of dependence around ϕ = 2π is changed. In Fig.
5(b) we show the mutual optimal values of h˜ and D at
which electron-like and hole-like energy branches touche
each other. Finally, the touching of the two branches
E++(h) and E−+(h) for D = 0.5 and h˜ = 0.653281 is
presented in Fig. 5(c). As it was mentioned above, these
feature might be responsible for a 4π periodicity in case
of Landau-Zener transitions with a finite transmission
probability between two states.
IV. EQUILIBRIUM JOSEPHSON CURRENT
AND SPIN CURRENT
The contribution of the Andreev bound state to the
Josephson current can be calculated using to the expres-
sion
J =
2e
h
∑
n
∂En
∂ϕ
f(En), (23)
where n signifies all states which give a contribution to
the current, and f(En) is the Fermi occupation number
corresponding to the n-th states. We note that since only
the Andreev bound states depend explicitly on the phase
difference ϕ, their expression can be used to determine
the DC Josephson current using Eq. (23). In the absence
of SOI a contribution to the total equilibrium current
gives electron and hole states, each of which is split into
two levels due to Zeeman effect
J = −2e
h
∑
s=±
∂EMs
∂ϕ
tanh
(
EMs
2kBT
)
, (24)
where the expression for EMs is given by Eq. (15), and
8∂EMs
∂ϕ
=
1
2EMs

−D
2
|∆|2 sinϕ− s
B2|∆|3/2
√
D
√
B2 + h2 | sinφ| C(ϕ)
4(1−D sin2 ϕ/2)3/4(h+√B2 + h2)2
√
| sinϕ|

 (25)
with
C(ϕ) =
{ −D sin2 ϕ+ 4 (1−D sin2 ϕ2 ) cosϕ for 0 ≤ ϕ < π
D sin2 ϕ− 4 (1−D sin2 ϕ2 ) cosϕ for π ≤ ϕ < 2π (26)
ϕ
J
-0.4
-0.2
0
0.2
0.4 B=0.5;
D=0.5.
pi
100
0.5
φ=0.5
3pi/2pi/2 2pi
FIG. 6: Current-phase relation at magnetic field h = 0.1 ac-
cording to the formulas (24)-(26)
The current-phase relation at magnetic field h = 0.1 cal-
culated by using expressions (24), (25) and (26) is pre-
sented in Fig. 6. We note, that changes in h does not
make an essential effect at h ≤ B.
Next, we consider the spin-Josephson current which is
generated as response to rotation of the magnetic field
B = {B cosφ, B sinφ, 0} in {x, y} plane26. As shown
in Ref. 26, the spin current can be defined as a derivative
of the tunneling energy with respect to the magnetic field
orientation φ and is given by
JMJ =
∑
s=±
∂EMs
∂φ
tanh
(
EMs
2kBT
)
, (27)
where
∂EMs
∂φ
= −sl
B2|∆|3/2
√
D
√
(B2 + h2)(1−D sin2 ϕ/2) | sinϕ| cosφ
2EMs (h+
√
B2 + h2)2
√
| sinφ| , (28)
with l = 1 for 0 ≤ φ < π and l = −1 for π ≤ φ < 2π.
As it is seen from formulas (25) and (28), the product
EMs
∂EMs
∂ϕ increases with B at B ≫ h as
√
B. Instead in
the opposite limit when B ≪ h this product decreases
with increasing h as ∼ B2/h3/2. On the other hand,
in the high temperature limit, when 2kBT ≫ EMs , one
can expand tanx function for small argument x ≪ 1 as
tanx ∼ x. Therefore, the amplitude of the supercurrent
J , given by Eq. (25), and of the spin current JMJ , given
by Eq. (28), will depend on the magnetic field exactly in
the same form as described above for two limiting cases.
The change of h−direction can rotate the direction of
spin current. Spin current as a function of magnetic field
orientation at two values of magnetic filed B = 0.9 and
B = 2 is shown in Fig. 7. Calculations are done according
to the formulas (27), (28) and (15).
The Josephson current in other limiting case when B =
h = 0 and α 6= 0 is calculated by replacing EMs with
ESOIs given by (18) in the expression (24)
J =
e|∆|
2h
∑
s=±
D
(
1− s 4vFα(vF+sα)2
)
sinϕ[
1− s 4vFα(vF+sα)2D sin
2 ϕ
2
]√(
1−D sin2 ϕ2
) [
1− s 4vFα(vF+sα)2D sin
2 ϕ
2
] tanh
(
ESOIs
2kBT
)
. (29)
The corresponding plots demonstrated a strong vari- ation of current-phase relation with parameter of spin-
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1
2
ϕ=0.5; α=0.5
pi 2pi 3pi
FIG. 7: Spin current as a function of magnetic field orienta-
tion at D = 0.3, h = 0.1, α = 0, ϕ = 0.5 and two values of
magnetic filed B = 0.9 (curve 1) and B = 2 (curve 2). Cal-
culations are done according to the formulas (27), (28) and
(15).
orbital coupling α are presented in Fig. 8. The figure
demonstrates a crucial breaking of the sinusoidal current-
phase relation with increase in spin-orbital coupling. It
shows a singular behavior at small ϕ.
ϕ
J
-5
0
5
0.9
0.5
2pi
0.1
pi
FIG. 8: Transformation of current-phase relation with pa-
rameter of spin-orbital coupling α at D = 0.5 (formula (29)).
Numbers show the values of parameter spin-orbital coupling.
V. AC JOSEPHSON EFFECT
In this section, we compute the AC Josephson effect
for the tunnel junctions mentioned above. If there is the
voltage in Josephson junction V (t) = V0+A cosωt, then
from Josephson relation ϕ˙ = 2eV/~ we get
ϕ(t) = (2e/~)[ϕ0 + V0t+
A
ω
sinωt], (30)
We shall now use this relation to obtain the Shapiro
step width for B = h = 0 and demonstrate that the step-
width depends on the strength of the spin-orbit coupling.
To do this we first consider the case α = 0 for which IJ [φ]
is given at T = 0 by
IS =
e∆
4~
D sinϕ(t)√
1− (D/2)(1− cosϕ(t))/2 (31)
Substituting Eq. (30) into Eq. (31), one gets
IS =
e∆
2~
D sin(ϕ0 + 2eV0t/~+
A
ω sinωt)√
1−D(1 − cos(ϕ0 + 2eV0t/~+ Aω sinωt))/2
(32)
Using the identity
ℑ ei(ϕ0+2eV0t/~+Aω sinωt) = ℑ
∑
n
Jn
(
A
ω
)
ei(ϕ0+t(2eV0/~+nω))
(33)
where ℑ means imaginary part, n is an integer and Jn
denotes Bessel function of the first kind, one gets
IS =
e∆
2~
Dℑ∑n Jn (Aω ) ei(ϕ0+t(2eV0/~+nω)))√
1−D[1−ℜ∑n Jn (Aω ) ei(ϕ0+t(2eV0/~+nω))]/2
(34)
Here ℜ means the real part.
The Shapiro steps thus occur when 2eV0/~ = −n0ω for
integer n0; at these values of the applied radiation fre-
quency, the AC component of the supercurrent vanishes
leading to an extra contribution to the dc current in the
circuit. The magnitude of the extra DC current from Is
can be read off from Eq. (34) as
IDCS =
e∆
2~
D sinϕ0Jn0
(
A
ω
)
√
1−D[1− Jn0
(
A
ω
)
cos(ϕ0)]/2
(35)
From Eq. (35), we find that both the Shapiro step
width and the position of maxima/minima of IS depends
on D. Let us assume that the maxima and minima occur
at ±ϕn00 (ω). Note that ϕn00 (ω) can be obtained from the
solution of ∂IS/∂φ0 = 0 and equals ±π/2 for D ≪ 1. In
terms of ϕn00 (ω) ≡ ϕn0 , one obtains the step width as
∆IS = I
max
S −IminS =
e∆
~
D sin(ϕn0 )Jn0
(
A
ω
)
√
1−D[1− Jn0
(
A
ω
)
cos(ϕn0 )]/2
(36)
which clearly shows the D dependence of the step-width.
One can now carry out a similar analysis for the case
where B = h = 0 and α 6= 0 (Eq. (18)). Starting from
Eq. (23), the AC Josephson current at T = 0 can be
obtained as
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IαS =
e∆
4~
∑
s=±
D(1 − ηs) sinϕ(t)
[1− ηsD(1− cosϕ(t))/2]3/2 [1−D(1− cosϕ(t))/2]1/2
(37)
where ϕ(t) = ϕ0 + 2eV0t/~+
A
ω sinωt and ηs = 4sαvF /(vF + αs)
2. Similar straightforward algebra, as carried out
earlier in this section, leads to steps at n0ω = −2eV0/~ with
IαDC =
e∆DJn0(ω) sinϕ0
4~ [1−D(1− Jn0(ω) cosϕ0)/2]1/2
∑
s=±
(1 − ηs)
[1− ηsD(1− Jn0(ω) cosϕ0)/2]3/2
(38)
As before, the minimum and maximum of the DC component of the occurs at ±ϕn0α0 (ω) which can be obtained as
the solution of ∂IαDC/∂ϕ = 0. The step width can thus be expressed in terms of ϕ
n0α
0 (ω) ≡ ϕn0α0 as
∆Iα =
e∆DJn0(ω) sinϕ
n0α
0
2~ [1−D(1 − Jn0(ω) cosϕn0α0 )/2]1/2
∑
s=±
(1− ηs)
[1− ηsD(1− Jn0(ω) cosϕn0α0 )/2]3/2
(39)
Thus we find the step width depends on the magni-
tude of the spin-orbit coupling. Indeed, Fig. 9(a) demon-
strates this effect of transparency and spin-orbital cou-
pling on the ϕ-dependence of the Shapiro step width ac-
cording to formula (39). We also note that for D ≪ 1,
the maxima and minima of the DC current occur for
ϕn0α0 ≃ ±π/2 and Eq. (39) simplifies to yield
∆Iα(D ≪ 1) ≃ e∆D
2~
Jn0(ω) (2− η+ − η−) (40)
For small α˜ = α/vF , it is easy to see by expanding η± in
power of α˜, that
∆Iα(D ≪ 1; α˜≪ 1) ≃ e∆D
~
Jn0(ω)
(
1 + 4α˜2 + ...
)
(41)
which demonstrates the dependence of step width on the
SO coupling α.
Comparison of these three plots according to Eqs. (39),
(40) and (41) is presented in Fig. 9(b). As we can see,
the results of approximations (40) and (41) demonstrate
more sharper increasing of Shapiro step width with α in
compare with formula (39). It’s clear that the difference
disappears in the limit D → 0. The obtained dependence
of the SS width on the spin-orbit coupling may be used
for the experimental estimation of its value.
To investigate the effect of SOI on the amplitude de-
pendence of Shapiro step width, we have calculated the
I-V curves for the junction under external radiation using
equation (37). This result is presented in Fig. 10, where
we show the I-V curve of the junction atD = 0.5, α = 0.1
under external electromagnetic radiation with frequency
ω = 0.5 and amplitude A = 0.5. In this figure we include
for comparison the I-V characteristics without radiation
also. The I-V curve demonstrates the main Shapiro step
at V = ω = 0.5 and its harmonics.
ϕ
∆Ι
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-0.1
0
0.1
0.2
0.3
3pi
D=0.1, α=0D=0.5,
α=0.4D=0.5,
4
3
1
4-
3-1-
2
α=0.4D=0.1,2-
(a) α=0
pi 2pi 4pi
α
∆Ι
0 0.1 0.2 0.3 0.4 0.50
0.05
0.1
0.15
0.2
(60)D=0.1
(61)
(59)
FIG. 9: (a) Effect of transparency and spin-orbital coupling
on the ϕ-dependence of the Shapiro step width according
to the formula (39); (b) Demonstration of α-dependence of
Shapiro step width in different approximations according to
the formulas (39), (40) and (41).
Fig. 11(a) shows the amplitude dependence of Shapiro
step width in case α = 0.5 (line 1) and α = 0.1 (line 2)
under external radiation with frequency ω = 0.5. Calcu-
lation is provided for value of transparency D = 0.5. We
see that the value of the SOI parameter has a noticeable
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FIG. 10: I-V curve at D = 0.5, α = 0.1 without radiation
(curve 1) and under external radiation (curve 2)
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FIG. 11: Effect of spin orbital coupling on the amplitude
dependence of: (a) Shapiro step width; (b) Critical current.
effect on the Shapiro step width and its dependence on
amplitude of the external radiation. These results of I-
V characteristics simulations coincide qualitatively with
the conclusion followed from Fig. 9. We see that in case
with α = 0.5 the width of Shapiro step is larger than
case α = 0.1. The similar effect can be seen in amplitude
dependence of critical current Ic, which is shown in Fig.
11(b).
The transparency coefficient D also effects the criti-
α, D
I c
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1
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4
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2: D-dependence at α=0.5
1
1: α-dependence at D=0.5
2
FIG. 12: The α–dependence of Ic for D = 0.5 and D–
dependence of Ic for α = 0.2 at ω = 0.5, A = 0.5.
cal current value. To distinguish and clarify the effect of
SOI we have calculated the α– and D–dependence of Ic,
which is demonstrated in Figures 12 (a) and (b). These
results might be used for the comparison with future ex-
perimental results.
VI. CONCLUSION
In this paper we study the Josephson current between
1D superconducting nanowires separated by an insulat-
ing barrier in the presence of Rashba SOI and the mag-
netic fields B and h. The presence of the SOI and Zee-
man magnetic fields leads to four distinct Fermi points
in each bulk superconductor. Therefore, the study of
Josephson effect in these junctions requires construction
of an incident quasiparticle wave function which is in
a linear superposition state of plane waves around each
Fermi points. In our study, we have developed a theoret-
ical method to study Josephson effect in such systems;
our work thus constitutes a generalization of analysis of
Ref. 6 to systems with SOI and Zeeman fields. We have
provided analytical results for the Andreev bound states
in several asymptotic limits from our analysis, demon-
strated the presence of spin-Josephson current in these
junctions, and studied the dependence of Shapiro steps
on SOI interaction strength α in the presence of external
radiation. Moreover, we have demonstrated the existence
of magneto-Josephson effect in these systems. We note
that although the existence of the magneto-Josephson ef-
fect in a topological superconductor has been predicted
recently26,27,29, the question of whether this effect is
observable in superconducting junctions with quadratic
electronic dispersion and the absence of SOI was not
addressed before. We show in the paper the magneto-
Josephson effect takes place even in the absence of SOI.
Experimental verification of our work would require
experiments conducted on Josephson junctions in 1D
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nanowires analogous to ones studied in Ref. 8. We predict
that the variation of the angle φ of the in-plane magnetic
field B would lead to a spin-Josephson current as shown
in Fig. 7. Furthermore, AC Josephson effect measure-
ment in these junction, analogous to those done in Ref.
8, should reveal a quadratic dependence of the Shapiro
step-width as a function of α for small α/vF as shown in
Fig. 12.
Our work allows for several possible future direction.
First, a numerical solution of the condition DetΛ = 0
yielding Andreev bound state energies in the regime
where B, α, h 6= 0 may lead to a better understanding of
the interplay between these parameters to shape the char-
acteristics of the bound state energies. Second, the for-
malism that we develop here may be extended to regime
of strong α and B where the presence of Majorana bound
states shapes the characteristics of the Josephson cur-
rent. This requires a separate analysis since in this case
the quasiparticles would originates from two ( and not
four Fermi points) and is left as a topic for future study.
Third, our formalism may be applied to cases where the
superconducting pair-potential is unconventional (for ex-
ample p-wave); indeed, interplay of such unconventional
pair-potentials and SO coupling may lead to additional
interesting characteristics in the Josepshon current. We
intend to explore these issues in future work.
In conclusion, we have studied Josephson effect in a
unction between two 1D nanowires in the presence of
SOI and zeeman fields. We have analyzed the Joseph-
son current in these junctions and provided analytical
expressions of the Andreev bound states in several lim-
iting cases. We have also demonstrated the presence of
magneto-Josephson effect in these junctions and studied
the Shapiro step width in AC Josephson effect on the
SOI strength. Our theoretical predictions are shown to
be verifiable by straightforward experiments on these sys-
tems.
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Appendix A: Energy dispersion for BdG superconductor
The expression Det|H − E| = 0 for the energy spectrum is written∣∣∣∣∣∣∣∣
E11, −Be−iφ, −∆, 0
−Beiφ, E22, 0, ∆
−∆∗, 0, E33, Be−iφ
0, ∆∗, Beiφ, E44
∣∣∣∣∣∣∣∣
= 0
where E11 = E + iabvFk + iabαk − h, E22 = E + iabvFk − iabαk + h, E33 = E − iabvFk − iabαk − h, and E44 =
E − iabvFk + iabαk + h. Calculation of this determinant yields the energy spectrum of a “bulk” 1D superconductor
(
E2 − v2F k2 + α2k2 − h2 −B2 − |∆|2
)2
+ 4 (EkvF + hαk)
2 − 4|∆|2 (v2Fk2 + B2 + h2) = 0 (A1)
This expression contains a linear in energy term, which is a result of an alignment of h and the effective magnetic
field of the SOI ∝ αk.
We consider different limiting cases below.
• The case of α = B = h = 0.
The energy spectrum looks
E± = ±
√
|∆|2 − v2F k2. (A2)
The energy levels of BdG quasi-particles lie in the gap, symmetrical to the Fermi level, with momentum
k = ±
√
|∆|2 − E2
vF
. (A3)
• The case of B = 0, but h 6= 0 and α 6= 0.
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The energy spectrum (A1) in this limiting case is factorized
[
(E + h)2 + (vF − α)2k2 − |∆|2
] [
(E − h)2 + (vF + α)2k2 − |∆|2
]
= 0. (A4)
One gets for the quasi-particles’ energy
Es,± = sh±
√
|∆|2 − (vF + sα)2k2, (A5)
where s = ±. The momenta is expressed as
k2± =
|∆|2 − (E ∓ h)2
(vF ± α)2 . (A6)
SOI and/or magnetic field h split both electron and hole levels due to Rashba ’momentum-shifting’ and/or Zeeman
effect. The ’Fermi points’ around +kF and −kF are split also due to these effects.
• The limit of α = 0, and B 6= 0, h 6= 0.
Expression (A1) under these conditions reads[(
E +
√
B2 + h2
)2
+ v2F k
2 − |∆|2
] [(
E −
√
B2 + h2
)2
+ v2F k
2 − |∆|2
]
= 0, (A7)
yielding the following expression for the energy spectrum
E2 =
(√
|∆|2 − v2Fk2 ±
√
B2 + h2
)2
. (A8)
The momenta around the Fermi ’points’ +kF and −kF split also
k2± =
|∆|2 − (E ∓√B2 + h2)2
v2F
. (A9)
The expressions for the energy and momentum in the limits of α = 0, B = 0 but h 6= 0 or of α = 0, h = 0 but
B 6= 0 are easily obtained from (A8) and (A9). Note that a topological superconducting gapped phase is realized
when |∆|2 > B2 + h2 in consistent with Ref.26.
Appendix B: Computation of the Andreev bound states
In this section, we chart out the expression for Λ. The BdG wavefunction ηa(x) can be written as a linear
superposition of its right and left moving components around each Fermi momentum and with two different spins.
Since we look for bound state solutions, the general solution of Eq. (6) with (5) can be written as
ηa(x) =
∑
j=±
esgn(a)kjx

Aja


ηa,↑,+(kj)
ηa,↓,+(kj)
η∗a,↓,−(kj)
η∗a,↑,−(kj)

 eikFjx +Bja


ηa,↑,−(kj)
ηa,↓,−(kj)
η∗a,↓,+(kj)
η∗a,↑,+(kj)

 e−ikFjx

 (B1)
where k−1a denotes the localization length of the bound
states, and sgn(a) = +(−) for a = L(R). Henceforth, we
shall rename the coefficients as A+a ≡ Aa, A−a ≡ Ca, and
B+a ≡ Ba, B−a ≡ Da for clarity. Substituting the wave
functions (B1) into the boundary conditions (7) one gets
eight linear homogeneous equations for Aa, Ba, Ca, and
Da with a = ± which can be represented in terms of a 8×
8 matrix Λ and a column vector Φ = (Aa, Ba, Ca, Da)
T
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as ΛΦ = 0. The energy of the Andreev bound states can
then be obtained from DetΛ = 0. The expression for the
matrix Λ, obtained from some straightforward algebra,
is given by
Λ =
(
D1 D2
D3 D4
)
D1 =


η−↑+(k+), η−↑−(k+), −η+↑−(k+), −η+↑+(k+)
η−↓+(k+), η−↓−(k+), −η+↓−(k+), −η+↓+(k+)
η∗−↓−(k+), η
∗
−↓+(k+), −η∗+↓+(k+), −η∗+↓−(k+),
η∗−↑−(k+), η
∗
−↑+(k+), −η∗+↑+(k+), −η∗+↑−(k+)


D2 =


η−↑+(k−), η−↑−(k−), −η+↑−(k−), −η+↑+(k−)
η−↓+(k−), η−↓−(k−), −η+↓−(k−), −η+↓+(k−)
η∗−↓−(k−), η
∗
−↓+(k−), −η∗+↓+(k−), −η∗+↓−(k−)
η∗−↑−(k−), η
∗
−↑+(k−), −η∗+↑+(k−), −η∗+↑−(k−)


D3 =


C+−−η−↑+(k+), −C+++η−↑−(k+), C+−−η+↑−(k+), −C+++η+↑+(k+)
C+−−η−↓+(k+), −C+++η−↓−(k+), C+−−η+↓−(k+), −C+++η+↓+(k+)
C+−−η
∗
−↓−(k+), −C+++η∗−↓+(k+), C+−−η∗+↓+(k+), −C+++η∗+↓−(k+)
C+−−η
∗
−↑−(k+), −C+++η∗−↑+(k+), C+−−η∗+↑+(k+), −C+++η∗+↑−(k+),


D4 =


C−−−η−↑+(k−), −C−++η−↑−(k−), C−−−η+↑−(k−), −C−++η+↑+(k−)
C−−−η−↓−(k−), −C−++η−↓−(k−), C−−−η+↓−(k−), −C−++η+↓+(k−)
C−−−η
∗
−↓−(k−), −C−++η∗−↓+(k−), C−−−η∗+↓+(k−), −C−++η∗+↓−(k−)
C−−−η
∗
−↑−(k−), −C−++η∗−↑+(k−), C−−−η∗+↑+(k−), −C−++η∗+↑−(k−)

 (B2)
where C±µν = (ikF + µk± + νkFZ/2) and ν, µ takes values ±1.
We note that it is difficult to obtain analytical expression of DetΛ for general values of B, α and h. However, the
physical content of the several terms in this determinant can be understood as follows. We define the minors of the
selected blocks of Λ as DetD1 = F˜
∗
↑↓(k+), DetD2 = F˜
∗
↑↓(k−), DetD3 = F˜↓↑(k+), DetD4 = F˜
∗
↓↓(k−). Furthermore we
define the 4× 4 matrices
D5 =


η−↑+(k+), η−↑−(k+), −η+↑−(k+), −η+↑+(k+)
η∗−↑−(k+), η
∗
−↑+(k+), −η∗+↑+(k+), −η∗+↑−(k+)
C+−−η−↑+(k+), −C+++η−↑−(k+), C+−−η+↑−(k+), −C+++η+↑+(k+)
C+−−η
∗
−↑−(k+), −C+++η∗−↑+(k+), C+−−η∗+↑+(k+), −C+++η∗+↑−(k+)


D6 =


η−↓+(k+), η−↓−(k+), −η+↓−(k+), −η+↓+(k+)
η∗−↓−(k+), η
∗
−↓+(k+), −η∗+↓+(k+), −η∗+↓−(k+)
C+−−η−↓+(k+), −C+++η−↓−(k+), C+−−η+↓−(k+), −C+++η+↓+(k+)
C+−−η
∗
−↓−(k+), −C+++η∗−↓+(k+), C+−−η∗+↓+(k+), −C+++η∗+↓−(k+)

 (B3)
The determinants of these matrices are denoted by
DetD5 = F
∗
↑↑(k+) and DetD6 = F
∗
↓↓(k+). Similarly one
can also construct expressions for F ∗↑↑(k−) and F
∗
↓↓(k+).
Note that all these blocks are interpreted to correspond
to a definitive physical process as explained in the main
text. All of these determinants enter the expressions of
the Andreev bound states as discussed in Sec. III of the
main text.
Appendix C: Andreev bound states at B=0
In this section we look into the expression of Andreev
bound states for |B| = 0. The boundary conditions (7)
for the wave function (B1), written in the absence of the
SOI induced momentum splitting yield again eight equa-
tions for four coefficients A± and B±; these equations
are BdG equations for a s-wave superconductor with
spin-dependent eigenfunctions ηa,σ,b and η
∗
a,σ¯,b, where the
overline of an index (e.g., σ¯) means an opposite direction
or sign. One chooses four equations corresponding to an
electron-hole pair with opposite spins. The determinant
corresponding to the matrix (defined as D1 in Appendix
15
B) in the front of the coefficients Aa and Ba is calculated
to give
F˜ ∗↑,↓ =
1
D2
η+,↓,+η−,↓,−η+,↓,−η−,↓,+F
∗
↑,↓, (C1)
where
F ∗↑,↓ =
[
η∗−,↑,−
η−,↓,+
− η
∗
+,↑,−
η+,↓,+
] [
η∗+,↑,+
η+,↓,−
− η
∗
−,↑,+
η−,↓,−
]
− (C2)
(1−D)
[
η∗+,↑,−
η+,↓,+
− η
∗
−,↑,+
η−,↓,−
] [
η∗−,↑,−
η−,↓,+
− η
∗
+,↑,+
η+,↓,−
]
.
Equating this determinant to zero one gets a condition
to find the energy spectrum6. Note that the other four
equations yields the same expression with only spin being
interchanged leading to F˜ ∗↓,↑. It is easy to see that the
condition to determine the Andreev bound state energy
in this limit, where Λ constitutes two 4 × 4 blocks, is
given by equating
F˜ ∗↑,↓ · F˜ ∗↓,↑ (C3)
to zero. Eqs. (8)..(11) allow us to calculate all pos-
sible ratios η∗a,σ,b/ηa,σ¯,b¯, η
∗
a,σ,b/ηa,σ,b¯, and ηa,σ,b/ηa,σ¯,b,
η∗a,σ,b/η
∗
a,σ¯,b. Furthermore, we note that only the ratio
η∗a,σ,b/ηa,σ¯,b¯ is non-zero for B = 0. We shall return to
this case below.
Next, we note from Eqs. (8)..(11) that the dependen-
cies of these equations on φ and ϕ are completely removed
by transforming the wave function as
η∗a(x) →
(
e−i(ϕ−φ)/2η∗a,↑,b¯(x), e
−i(ϕ+φ/2)η∗a,↓,b¯(x),
ei(ϕ+φ)/2ηa,↓,b(x), e
i(ϕ−φ)/2ηa,↑,b(x)
)
.(C4)
In the transformed basis one has
η∗a,↑,b
ηa,↑,b¯
→ e−i(ϕ−φ) η
∗
a,↑,b
ηa,↑,b¯
,
η∗a,↓,b
ηa,↓,b¯
→ e−i(ϕ+φ) η
∗
a,↓,b
ηa,↓,b¯
(C5)
η∗a,↑,b
ηa,↓,b¯
→ e−iϕ η
∗
a,↑,b
ηa,↓,b¯
,
η∗a,↓,b
ηa,↑,b¯
→ e−iϕ η
∗
a,↓,b
ηa,↑,b¯
(C6)
η∗a,↑,b
η∗a,↓,b
→ eiφ η
∗
a,↑,b
η∗a,↓,b
,
ηa,↑,b
ηa,↓,b
→ e−iφ ηa,↑,b
ηa,↓,b
.(C7)
The different ratios that appear in the left-side of
Eqs. C5..C7 can be understood as follows. The ratio
η∗a,σ,b/ηa,σ¯,b¯ corresponds to the amplitude of conventional
Andreev reflection channel which constitutes reflection of
an electron-like quasiparticle to a hole-like quasiparticle
with opposite spin on a N-S interface. In contrast, the
ratio η∗a,σ,b/ηa,σ,b¯ which is finite only in the presence of
SOI and/or magnetic field, represents amplitude of An-
dreev reflection channel where the electron-like quasipar-
ticle incident on the interface is reflected to a hole-like
quasiparticle state with the same spin orientation. Fi-
nally, the ratio ηa,σ,b/ηa,σ¯,b represents a usual reflection
channel of an electron-like quasiparticle on the boundary
without creation of a Cooper pair in a superconducting
part of the junction. Since these ratios enter the expres-
sions of Fσσ′ , these also represents Andreev and normal
reflection processes involving electron-like and hole-like
quasiparticles in the opposite (σ′ = σ¯) and same (σ′ = σ)
spin sector. We note that the ratio of wavefunctions in
Eq. (C5) depend on both φ and ϕ while those in Eqs.
(C6) and (C7) depend on either ϕ or φ. This suggests
that the ratios (C5) and (C6) are responsible for the de-
pendence of observable parameters on the order parame-
ter phase difference ϕ, whereas the ratios (C5) and (C7)
are responsible for the dependence on the magnetic field
orientation angle φ.
The ratios η∗
a,↑,b¯
/ηa,↓,b and η
∗
a,↓,b¯
/ηa,↑,b are determined
from Eqs. (8)-(11) as
η∗
a,σ,b¯
ηa,σ¯,b
= ± 1
∆a
{
M±(k)
2(E ± iabαk)
−(E + iabvFk ∓ iabαk ± h)
}
, (C8)
M±(k) = (E ± h)2 + (vFk ∓ αk)2 +B2 − |∆|2,(C9)
where the upper (lower) sign + (−) corresponds to spin
σ =↑ (σ =↓). Using Eq. (C8), one obtains, after a few
lines of algebra, the expressions for F ∗↑,↓ and F
∗
↓,↑ for gen-
eral B, h and α as
F ∗σσ¯(k) =
{[
αkM±(k)± 2(vFk ∓ αk)(E2 + α2k2)
]2
−4D|∆|2(E2 + α2k2)2 sin2 ϕ
2
}
(|∆|2(E2 + α2k2)2)−1,
(C10)
Equations (8)-(11) are strongly simplified in this link
providing only a link between ηa,σ,b and η
∗
a,σ¯,b¯
η∗
a,↓,b¯
ηa,↑,b
=
E + iabvFk + iabαk − h
∆
=
∆∗
E − iabvFk − iabαk − h ; (C11)
η∗
a,↑,b¯
ηa,↓,b
= −E + iabvFk − iabαk + h
∆
= − ∆
∗
E − iabvFk + iabαk + h. (C12)
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Then, one gets for F ∗↑,↓ according to Eq. (C3)
F ∗↑,↓(k) =
4
|∆|2
{
(vF + α)
2k2 −D[(E − h)2 + (vF + α)2k2] sin2 ϕ
2
}
. (C13)
The expression for F ∗↓,↑(k) differs from that for F
∗
↑,↓(k) by
replacing α→ −α and h→ −h in Eq. (C13). In the ab-
sence of the magnetic fields a contribution to the bound
energy due to SOI comes from the ’conventional’ Andreev
reflection connecting electron-like and hole-like quasipar-
ticles with opposite spins. These can be expressed as
F˜ ∗↑,↓(k+)F˜
∗
↓,↑(k−)− F˜ ∗↑,↓(k−)F˜ ∗↓,↑(k+), (C14)
where F˜σσ¯ can be obtained using Eqs. C10 and C3. In
contrast, the main tunneling channel in the presence of
the magnetic field constitutes an electron-like quasiparti-
cle with a given spin polarization being Andreev reflected
to a hole-like quasiparticle state with the same spin. The
contribution to the bound state energy from this channel
is
F˜ ∗↑,↑(k+)F˜
∗
↓,↓(k−)− F˜ ∗↑,↑(k−)F˜ ∗↓,↓(k+) (C15)
where F˜ ∗σσ(k) is given by
F˜ ∗σσ(k) =
1
D2
η+,σ,+(k)η−,σ,−(k)
×η+,σ,−(k)η−,σ,+(k)F ∗σσ(k). (C16)
We note that F ∗↑↑(k) (or F
∗
↓↓(k)) in Eq. (C16) is deter-
mined by Eq. (C3) after replacing the ratio η∗a,σ,b/ηa,σ¯,b¯
in F ∗σ,σ¯ by η
∗
a,σ,b/ηa,σ,b¯. The expressions for η
∗
a,σ,b/ηa,σ,b¯
can be obtained from Eqs. (8)-(11)
η∗a,σ,b
ηa,σ,b¯
= ±{Be±iφa − (E + iabvFk ∓ iabαk ± h)
×ηa,σ,b/ηa,σ¯,b} /∆a, (C17)
ηa,σ,b
ηa,σ¯,b
= M±(k)/(2Be
±iφa(E ± iabαk)), (C18)
where the upper(lower) signs correspond to σ =↑ (↓).
These ratios can be used to obtain F ∗σσ(k) as
F ∗σσ(k) =
16B2
|∆|2M2±(k)
{
(EvFk + αkh)
2 −D|∆|2
× (E2 + α2k2) sin2 ϕ∓ φ
2
}
. (C19)
Finally, the contribution to the bound energy from the
channel given by (C7) can be expressed as
F˜↑,↓(k+)F˜
∗ ∗
↓,↑ (k−)− F˜↑,↓(k−)F˜ ∗ ∗↓,↑ (k+), (C20)
where
F˜σ,σ¯(k) =
1
D2
η+,σ¯,+η−,σ¯,−η+,σ¯,−η−,σ¯,+F
∗
σ,σ¯.(C21)
A procedure, similar to the one outlined above yields
F↑,↓ =
[
η−,↑,+
η−,↓,+
− η+,↑,+
η+,↓,+
] [
η+,↑,−
η+,↓,−
− η−,↑,−
η−,↓,−
]
−(1−D)
[
η+,↑,+
η+,↓,+
− η−,↑,−
η−,↓,−
] [
η−,↑,+
η−,↓,+
− η+,↑,−
η+,↓,−
]
=
16B2
M2−(k)
[
α2k2 −D(E2 + α2k2) sin2 φ
2
]
. (C22)
The expression for F ∗ ∗↑↓ (k) differs from F↑↓(k) by replac-
ing M−(k)→M+(k) in (C22).
By equating to zero the sum of the expressions (C3),
(C14), (C15), and (C20) yields the Andreev bound state
energy in the presence of SOI and magnetic fields. In
what follows, we shall discuss two limiting case where a
simple analytical expressions for these bound states can
be obtained.
The tunneling energy in this case receives its contribu-
tion from the expression
[
v2F k
2 −D sin2 ϕ
2
]2
+ F ∗↑,↓(k+)F
∗
↓,↑(k−)− F ∗↑,↓(k−)F ∗↓,↑(k+) = 0 (C23)
with energy spectrum obtained from Eq. (C11)
(E − h)2 + (vF + α)2k2+ − |∆|2 = 0 and k2+ =
|∆|2 − (E − h)2
(vF + α)2
(C24)
and from Eq. (C12)
(E + h)2 + (vF − α)2k2− − |∆|2 = 0 and k2− =
|∆|2 − (E + h)2
(vF − α)2 . (C25)
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This expression has been used to analyze Eq. (16) of the
main text.
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