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Abstract
We investigate the fluctuations of the spin current for the one-
dimensional XX spin chain starting from the domain wall initial con-
dition. The generating function of the current is shown to be written as
a determinant with the Bessel kernel. An exact analytical expression
for the large deviation function is obtained by applying the Coulomb
gas method. Our results are also compared with DMRG calculations.
1 Introduction
Recently, quantum dynamics of many-body systems attract interests of many
researchers, and there has been impressive progress in both experiments and
theories [1, 2]. It is generally hard to study dynamical properties of quantum
many-body systems analytically. But in the case of one dimension, some
exact results have been obtained. They have not only provided us useful
theoretical insights about quantum dynamics and thermalization but are
also in many cases experimentally relevant.
For example, the famous experiment about a quantum version of New-
ton’s cradle with one-dimensional Bose gases [3] proposed an example of
systems which do not thermalize due to their integrability. This experiment
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inspired the introduction of the generalized Gibbs ensemble (GGE) [4] as a
state quantum integrable systems tend to relax to.
More recently, a hydrodynamic formulation called the Generalized Hy-
drodynamics (GHD) was proposed in [5, 6] and has been successfully applied
to various quantum integrable systems such as XXZ Heisenberg chain, Lieb-
Liniger model, for calculating their density, current profile and so on.
One of the most standard setups to study systems out of equilibrium is
the so-called partitioning protocol in an isolated quantum system, in which
initially two regions of a system are prepared in macroscopically different
states, at t = 0 they are connected abruptly, and then one studies the time
evolution of the whole system.
In the context of spin chains, the simplest partitioning protocol is to take
the domain wall initial state, in which spins in two regions are prepared in
the opposite directions, and to study the spin dynamics after that. This
inhomogeneous magnetization profile before the quantum quench takes place
helped to reveal several non-equilibrium behaviors in different models (see
for instance [6, 7, 8]). Domain wall initial state having a step-like spin con-
figuration is pretty easy to make in real materials because we only have to
apply the external strong magnetic field into each system.
Many results have been obtained for this setting. For example, for the
case of the XX spin chain, the magnetization density profile has already been
found in [9]. It is also reproduced by GHD in [6]. Time-dependent DMRG
were also applied to spin chains’ dynamics initiated from this condition (for
instance [10, 11, 12]) including different anisotropy parameter ∆ of XXZ spin
chain. But most results so far have been for average behaviors of the systems.
Fluctuation properties have much less been addressed, though very recently
there was important progress in the context of GHD [13].
In this paper, we focus on the XX chain and integrated spin current N(t)
which is given by the total number of up spins which moved from the left
to the right subsystem for enough large time period t under the domain wall
initial condition at absolute zero temperature.
The large time behavior of the mean and the variance of this quantity
have been already known in the previous works [9, 14] :
〈N(t)〉 ' t
pi
, 〈N(t)2〉c = 〈[N(t)− 〈N(t)〉]2〉 '
1
2pi2
(log t+ C), (1.1)
where the constant C is given as a sum of a few constants and definite
integrals and numerically C = 2.963510026 . . . . The notation ' means that
both sides are asymptotically equal. Our aim in this paper is to study the
full distribution of N(t) for large t, in particular to give an explicit formula
for the large deviation function of N(t).
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The XX model is well-known to be equivalent to a free fermionic system,
for which the seminal Levitov-Lesovik formula [15] is available. The formula,
in particular, the long-time approximated form of it (see eq. (9) in [15]) was
established in 1993 by using the scattering matrix and has a wide application,
but for our setting with zero temperature and perfect transmission starting
from the domain wall state, a naive application of the Levitov-Lesovik for-
mula would lead to the Dirac delta shape distribution and does not create
the variance in eq. (1.1) which increases logarithmically in time as pointed
out in [16, 17].
In this paper, we do not rely on the long-time approximated Levitov-
Lesovik formula and study the statistics of N(t), in particular the large devi-
ation function (a.k.a. the rate function), by exact calculations. It contains far
more information than the average and the variance in eq. (1.1). As is well
known, the moment generating function and its large deviation function are
mutually convertible through the Legendre transform [18]. The large devia-
tion in non-equilibrium steady state (NESS) has been investigated for open
systems with boundary driven condition [19, 20, 21], however, we directly
treat the isolated system from the quench without assuming NESS.
Our arguments are based on the determinant formula for the generating
function of N(t) found in [22]. In [22], the authors mainly studied the quan-
tum propagating front which is the edge of the melting up spins moving to
the other subsystem. They found that the statistics at the quantum front is
described by the Airy kernel [23] asymptotically and thus showed that the
rightmost up spin’s existence probability is given by the Tracy-Widom dis-
tribution [24]. In this paper, we will rewrite the generating function in terms
of the Bessel kernel, and apply the Coulomb gas technique to study the large
deviation properties. We also found that time-dependent DMRG method
can be extended to calculate the rate function through moment generating
function by applying matrix product operators having the dependence on λ
successively.
The rest of the paper is organized as follows. In section 2, we introduce
the model and some notations and also present our main result. In section 3,
we explain the mapping from our dynamical problem into a static problem
in terms of random matrix theory. Section 4 is to be devoted to a review of
the role of the Bessel kernel [23] in random matrix theory which appeared
in the previous section. In section 5, we will explain the techniques to study
the large deviation properties of the Wishart matrix and apply it to our
setting to find the exact formula for the large deviation function of N(t). In
section 6, by expanding the large deviation function around the average, we
reproduce the variance which increases logarithmically in time. In section 7,
we will apply the time-dependent DMRG calculation to the evaluation of the
3
large deviation function. Section 8 is the conclusion.
2 The model and results
We consider the dynamics of the XX model on the one-dimensional lattice. A
site at which a spin is located is designated by an integer. The Hamiltonian
is given by
HXX = −J
∞∑
m=−∞
(sxms
x
m+1 + s
y
ms
y
m+1). (2.1)
Here, J is the coupling constant and sim denotes the spin operator at site m
defined as half of the Pauli operator,
sim = σ
i
m/2, m ∈ Z, i = x, y, z. (2.2)
As an initial condition at t = 0, we employ the domain wall initial condition,
in which for the left half of the lattice m ≤ 0, all the spins are set to be up
spins, while for the right half of the lattice m ≥ 1, all the spins are set to be
down spins (see Fig.1). We denote this state by
|DW〉 = |· · · ↑↑↑↓↓↓ · · ·〉 . (2.3)
For this model, the quantity we are interested in is the integrated spin cur-
rent, which is defined as
N(t) :=
∞∑
m=α+1
[
szm(t) +
1
2
]
. (2.4)
Here, the time dependence of an operator is from the Heisenberg picture.
Without loss of generality, we can only consider the case α ≥ 0 because,
as long as the domain wall initial condition is considered, we can use the
symmetry of the system between up spins and down spins. Counting up
spins, for example, in the region m ≥ −1 or α = −2 is equivalent to counting
down spins in the region m ≤ −2.
To see the meaning of this observable N(t), let us consider the total
magnetization operator in the area m > α as
M(t) :=
∞∑
m=α+1
szm(t). (2.5)
For our domain wall initial condition, this quantity is infinite, but the differ-
ence M(t)−M(0) = N(t), which can be interpreted as the difference of the
4
total magnetization in the area m > α between 0 and t is well-defined. At
time t = 0, we can, of course, confirm that N(0) = 0 from the definition of
the initial condition.
When α = 0, we are supposed to count all the transported up spins in
the right half of the chain m ≥ 1 at t. Note that the dependence on α
is abbreviated in the above notations of N(t) and M(t). From the time
derivative of the local magnetization szm,
d
dt
szm(t) = i [HXX , s
z
m] = jm−1 − jm, (2.6)
we can also consider the instantaneous spin current [25],
jm = J
(
sxm+1s
y
m − sym+1sxm
)
. (2.7)
Here and in the following, we set the reduced Planck constant ~ to be unity
for simplicity.
In terms of the time-dependent spin current jα(t), the integrated current
N(t) given in eq. (2.4) can also be written as
N(t) =
∫ t
0
jα(τ)dτ. (2.8)
This can be immediately derived by taking the sum of the local conservation
law in eq. (2.6) from m = α + 1 to ∞ and integrating with regard to time
from 0 to t. Here, we implicitly assumed the situation that the effect of the
other boundary current away from the center of the chain is zero,
lim
m→±∞
jm(t) = 0. (2.9)
To consider the statistics of the total number of transmitted up spins
N(t), we define the moment generating function as
χ(λ, t) := 〈eλN(t)〉 . (2.10)
The moment generating function can be expanded as
〈eλN(t)〉 =
∞∑
n=0
eλnP[N(t) = n]. (2.11)
Here P[N(t) = n], defined as
P[N(t) = n] =
∑
szm=±1/2, m∈Z
N :=
∑∞
m=α+1(s
z
m+1/2)=n
〈DW|eitHXX | . . . , szm, . . .〉 〈. . . , szm, . . . |e−itHXX |DW〉 ,
(2.12)
5
Figure 1: The model. At the beginning t = 0, the left half of the chain is fully
filled by up spins and the right half of the chain is filled by down spins. In
this picture α = 2, meaning that we consider the current of up spins between
the sites α = 2 and α + 1 = 3.
has the meaning of the probability that the total number of transported
up spins N(t) at t is n. The letter N(t) is slightly abused because here it
is treated like a random variable, not an operator as defined in eq. (2.4),
but there should be no confusion. Here we remark that the probability
P[N(t) = n] is, in fact, independent of the sign of the coupling constant
J , because changing the sign of J is equivalent to reversing the time, the
Hamiltonian HXX is real symmetric and the domain wall initial state has
only real components. In other words, the distribution of the spin current
N(t) is actually the same for ferromagnetic and antiferromagnetic chains.
Therefore in the following discussions, we set J > 0 for convenience.
The probability P[N(t) = n] can be recovered from the moment generat-
ing function χ(λ, t). After the replacement of λ by iλ, the Fourier coefficients
of the characteristic function χ(iλ, t) give the probability P[N(t) = n] for
each n.
In this paper, our aim is to calculate the large deviation function of the
spin current exactly under the specific setup explained above. Our main
result is the following. For the case of α = 0, the full distribution function
of the integrated spin current behaves for long time as
P[N(t) = aJt] ∼ e−t2J2Ψ(a) (2.13)
where the large deviation function can be described in a parametric way
Ψ(a) = F (r(a)) as
F (r) =
1
4
(1− r) + a(r)√r
[
K
(
1− 1
r
)
− E
(
1− 1
r
)]
(2.14)
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with
a(r) =

1
pi
√
1− r
[
E
(
r
r − 1
)
−K
(
r
r − 1
)]
, for 0 ≤ r < 1,
1
pi
√
rE
(
1
r
)
, for 1 < r.
(2.15)
and r(a) is the inverse function of a(r). Here E and K are the complete
elliptic integrals of the first and second kind, see eq. (5.16) for their defi-
nitions, and ∼ means that both hand sides are equal after their logarithm
taken, divided by t2 and performing the limit t→∞.
To solve our problem, we use a well-known mapping from the XX spin
chain to a free fermion. Let us introduce the raising and lowering operators
acting on each Hilbert space C2 at site m,
s±m := s
x
m ± isym. (2.16)
Performing the Jordan-Wigner transformation,
c†j = s
+
j exp
(
+ipi
j−1∑
k
s+k s
−
k
)
= s+j
j−1∏
k
(1− 2s+k s−k ) = s+j
j−1∏
k
(−σzk), (2.17)
cj = s
−
j exp
(
−ipi
j−1∑
k
s+k s
−
k
)
= s−j
j−1∏
k
(1− 2s+k s−k ) = s−j
j−1∏
k
(−σzk), (2.18)
one can map a spin chain into a fermionic chain. For the XX spin chain, one
obtains the free fermionic Hamiltonian :
HXX = −J
2
∞∑
m=−∞
(
c†mcm+1 + c
†
m+1cm
)
=
∞∑
i,j=−∞
c†iHijcj, (2.19)
where the single particle Hamiltonian is just given by
Hij = −J
2
(δi,j−1 + δi,j+1). (2.20)
In the following, the ferromagnetic coupling constant J is set to unity. Using
the eq. (2.19), the time evolution of fields are as follows [9],
cm(t) =
∞∑
n=−∞
Umn(t, 0)cn =
∞∑
n=−∞
im−nJm−n(t)cn, (2.21)
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where U is the time evolution operator whose matrix element is given in eq.
(A.6). Here, Jn(t) is the Bessel function of the first kind of order n [26],
generally defined by
Jν(z) =
∞∑
k=0
(−1)k
k!Γ(k + ν + 1)
(z
2
)2k+ν
. (2.22)
In the free fermion language, the state corresponding to the domain wall
initial condition in eq. (2.3) is written as
|DW〉 =
0∏
m=−∞
c†m |0〉 , (2.23)
where |0〉 means the vacuum state which does not contain any fermion. The
total magnetization flowing into the region m > α in eq. (2.4) equals the
number of the transmitted charges,
N(t) =
∞∑
m=α+1
c†m(t)cm(t). (2.24)
The spin current in eq. (2.7) also has a fermionic representation,
jm = − 1
2i
(
c†m+1cm − c†mcm+1
)
. (2.25)
3 Full counting statistics and random matrix
analogy
In the studies of quantum transport, especially in the field of mesoscopic
physics, obtaining the full distribution of the transferred charges is of great
interest [27]. This is referred to as full counting statistics (FCS) in literature.
The moment generating function χ(λ, t) of the number of transferred fermions
N(t) in this context has been investigated in a series of studies [15, 28, 29,
16, 17] and many others. For the case of free fermion at zero temperature
T = 0, it is known to be written in a form of determinant,
χ(λ, t) = det
[
1 + (eλ − 1)C(t)]
`2(Z>α)
, (3.1)
where C(t) is an infinite dimensional matrix. When there is no fermion on
the right chain, its element is of the form
Cmn(t) = 〈c†m(t)cn(t)〉 =
1
2pi
∫ kF
−kF
ϕ∗m(k; t)ϕn(k; t)dk. (3.2)
8
Here ϕm(k; t) is the wave function at the position m and at time t. Letter
k denotes the wave number in the single particle system and kF is its Fermi
wave number. In our specific case, considering the unitary time evolution in
eq. (2.21), the explicit form of ϕm(k; t) is given by
ϕm(k; t) =
0∑
j=−∞
im−jJm−j(t)eikj, (3.3)
with −pi < k ≤ pi (i.e. kF = pi). After some calculations, as shown in [22],
the moment generating function can be written as
χ(λ, t) = det
[
1 + (eλ − 1)KDBes(t)
]
`2(Z>α)
, (3.4)
where the discrete Bessel kernel [30, 31] is given by
(KDBes)mn(t) =
∞∑
k=0
Jm+k(t)Jn+k(t)
=
t
2(m− n) [Jm−1(t)Jn(t)− Jm(t)Jn−1(t)] , m, n ∈ Z.
(3.5)
The discrete Bessel kernel also appears in the studies of the polynuclear
growth (PNG) model (e.g. [32]) and the longest increasing subsequence (LIS)
in random permutation [33]. The determinant that appears in eq. (3.1) or
eq. (3.4) is the Fredholm determinant, defined as
det [1− zK]`2(Z>α) = 1 +
∞∑
n=1
(−1)n
n!
zn
∞∑
x1,...,xn=α+1
det [K(xj, xk)]j,k=1,...,n .
(3.6)
By comparing the Taylor expansion at the point z = 1 of this Fredholm
determinant assuming z = 1− eλ, with the identity in eq. (2.11), we can see
that
P[N(t) = n] =
(−1)n
n!
dn
dzn
det [1− zKDBes(t)]
∣∣∣∣
z=1
. (3.7)
In [22], it is also shown that the right hand side of eq. (3.7) has a meaning that
exactly n particles lie in the interval m > α and the analogous structures
between FCS and Random Matrix Theory (RMT) was pointed out. For
general instruction about RMT, see for instance [34, 35].
Now an important observation for our analysis in this paper is that the
Fredholm determinant with the discrete Bessel kernel in eq. (3.4) can also be
9
written as the Fredholm determinant with the celebrated Bessel kernel [23]
for any parameter z ∈ C,
det [1− zKDBes(t)]`2(Z>α) = det
[
1− zK(α)Bes
]
L2[0,t2]
, (3.8)
where
K
(α)
Bes(x, y) =
Jα(
√
x)
√
yJ ′α(
√
y)− J ′α(
√
x)
√
xJα(
√
y)
2(x− y) . (3.9)
Our proof is based on a direct calculation of the trace which appears in the
expansion of the logarithm of the determinants, see Appendix A.
The relation in eq. (3.8) casts a fermion counting problem in the infinite
and discrete spatial interval with fixed t into the same problem but in the
finite and continuous interval. By considering [0, t2] as if it were a spatial
interval, the latter situation can be taken as the non-interacting fermions in
a confining potential and there have been considerable works on the subject
(for example, see [36]). Let E(n; [0, t2]) denote the probability that n fermions
exist in the interval [0, t2] and write it with the Bessel kernel,
E(n; [0, t2]) =
(−1)n
n!
dn
dzn
det
[
1− zK(α)Bes
]∣∣∣∣
z=1
. (3.10)
By observing that the expansion of both sides of eq. (3.8) in terms of z at
z = 1 are given by eq. (3.7) and eq. (3.10), we have
P[N(t) = n] = E(n; [0, t2]). (3.11)
In fact, we will study the large deviation of the left hand side of eq. (3.11)
by analyzing that of the right hand side of eq. (3.11).
When α = 0, from eq. (3.7) we readily notice that the special case
n = 0 in eq. (3.7), is nothing but the return probability R(t) (the quantum
Loschmidt echo), which have been studied in [32, 37, 38, 39, 40, 41]. It is
defined as the modulus square of the overlap of the initial state and the final
state, which is taken as the same as the initial state :
R(t) := | 〈DW|e−itHXX |DW〉 |2. (3.12)
For the case of domain wall initial state, and when we observe the up spins
in the whole right subsystem m > α = 0 at time t, we have
R(t) = P[N(t) = 0] = lim
λ→−∞
χ(λ, t) = det
[
1−K(0)Bes(x, y)
]
L2[0,t2]
. (3.13)
All representations here are totally equivalent. The meaning of the first
equality is clear. When the final state at time t is completely the same as
10
the initial state, there should be no particle in the right half of the chain
m > α = 0.
The rightmost expression for the return probability as the Fredholm de-
terminant is a special case (z = 1) of the eq. (3.8)1 and seems to have close
connection with the expression appearing in [40] by considering the calcula-
tion of the partition function using transfer matrix formalism in Euclidian
time and some well-known determinant formula related to six-vertex model
in two dimension with domain wall boundary conditions. But we emphasize
that the relation in eq. (3.8), which holds for arbitrary z, and whose direct
proof is given in Appendix A, will be crucial in our derivation of the large
deviation function.
Actually, in the case of the XX spin chain with domain wall initial con-
dition, a simple result for the return probability was obtained in [38, 43]
R(t) = e−
t2
4 (3.14)
for any time t. By taking t large, we can calculate Ψ(a = 0) = 1/4. This
also makes us expect that the tail of the distribution of the integrated spin
current decays as Gaussian as time passes as we will see later.
We can also evaluate the gradient at the leftmost edge of the large devi-
ation tail. Let us focus on the symmetric case α = 0 and write the following
asymptotic formula for r(n, t2) which has been known for fixed n and large
t, see eq. (1.28) in [44],
E(n; [0, t2]) = E(0; [0, t2])r(n; t2) = e−t
2/4r(n; t2), (3.15)
r(n; t2) ' G (n+ 1)2 pi−n2−n(2n+1)t−n2e2nt, (3.16)
where G(x) is the Barnes’ G-Function [26]. We now consider the large n
behavior of this. With the help of the asymptotic expansion of the Barnes’
G-Function G(x) for large argument z [26] (see chapter 5.17),
logG (z + 1) =
1
4
z2+z log Γ (z + 1)−
[
1
2
z(z + 1) +
1
12
]
log z−logA+O
(
1
z
)
,
(3.17)
where A = 1.282427 . . . is the Glaisher-Kinkelin constant, and using Stir-
ling’s approximation, we find
E(n; [0, t2]) ' exp
[
−t
2
4
+
1
6
− 2 logA− n log 2pi +
(
n2 − 1
6
)
log n
−3
2
n2 − n log pi − (2n2 + n) log 2− n2 log t+ 2nt
] (3.18)
1The z = 1 case can also be found by combining (8.96) in [35] and (4.3) in [42], as
pointed out by P. Forrester.
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for large t and n, but with the condition n/t 1, because we considered the
large n limit after taking large t limit. When we scale the variable n as at
due to the fact that mean current 〈N(t)〉 ' t/pi is ballistic, we obtain
P[N(t) = at, 0 ≤ a 1/pi] ∼ e−t2(1/4−2a+3a2/2−a2 log a−a2 log 4) (3.19)
for large t. From that asymptotics, we can read that the gradient near the
origin would be given as Ψ′(0) = −2.
We remark that, even though our main focus of this work is for a finite α,
in particular the α = 0 case, some formulas in this paper should also be useful
for studying the fluctuation of the quantum front (by setting the position of
measuring current as α = t + 2−1/3t1/3s) for large t [45, 22, 38, 46]. Here
s is a local coordinate describing the wavefront. In [47], it was known that
the regime described by the Bessel kernel with the interval [0, Qα(s)], where
Qα(s) = (α−2−1/3α1/3s)2, tends to be that described by the Airy kernel [23]
with the interval [s,∞), in the large α limit. By identifying Qα(s) as t2 and
considering large α limit, we can focus on the statistics of up spins in the
front regime.
When we evaluate the asymptotic behavior of the number variance of
integrated current N(t) in Appendix C, it is useful to work with the variable√
x→ x in eq. (3.9), which leads to a transformed Bessel kernel,
K˜
(α)
Bes(x, y) =
√
xy
Jα(x)yJ
′
α(y)− J ′α(x)xJα(y)
x2 − y2 . (3.20)
In this case, the kernel K˜
(α)
Bes in eq. (3.20) acts on L
2[0, t]. Thus, expanding
the Fredholm determinant with regard to K˜
(α)
Bes with the use of a continuous
version of eq. (3.6), we have
χ(λ, t) = 1 +
∞∑
n=1
1
n!
(eλ − 1)n
∫ t
0
n∏
k=1
dtkdet
[
K˜
(α)
Bes(tj, tk)
]
j,k=1,...,n
. (3.21)
4 Bessel kernel in RMT
Here, we briefly review how the Bessel kernel emerges in RMT. Let X be an
M × N (M ≥ N) Gaussian matrix whose elements are complex and follow
the Gaussian distribution having unit variance but zero mean. Then, the
N ×N matrix
W = X†X (4.1)
12
is called the Wishart matrix which is originally from [48]. The joint eigenvalue
probability density function of the Wishart matrix is given by [49]
P ({xi}Ni=1) ∝
N∏
i=1
xαi e
−xi
∏
1≤j<k≤N
|xj − xk|2, (4.2)
where α = M −N . Note that all the eigenvalues are positive xi ≥ 0.
If we see the eigenvalues as the positions of identical fermionic particles,
the joint eigenvalue probability density function can be represented by N
point function of fermions as
N∏
i=1
xαi e
−xi
∏
1≤j<k≤N
|xj − xk|2 ∝ det [KN(xj, xk)]j,k=1,...,N , (4.3)
where the kernel KN(x, y) can be constructed in terms of wave functions
{φk(x)}N−1k=0 ,
KN(x, y) =
N−1∑
k=0
φk(x)φk(y). (4.4)
Since the weight function for this case is xαe−x, the wave function can be
written in terms of the generalized Laguerre polynomials L
(α)
k (x) as
φk(x) =
√
k!
Γ(k + α + 1)
xα/2e−x/2L(α)k (x). (4.5)
With the help of the Christoffel Darboux formula [50], we have
KN(x, y) =
N !
Γ(N + α)
√
Γ(N + α + 1)Γ(N + α)
N !(N − 1)!
φN−1(x)φN(y)− φN(x)φN−1(y)
x− y .
(4.6)
It is worth checking that the one point function after a proper scaling [51]
gives the Marcˇenko and Pastur distribution [52]
lim
N→∞
KN (Nx,Nx) =
1
2pi
√
4− x
x
. (4.7)
When we study behaviors of eigenvalues near the hard edge at x ' 0, the
Bessel kernel appears after the scaling [23],
lim
N→∞
1
4N
KN
( x
4N
,
y
4N
)
= K
(α)
Bes(x, y). (4.8)
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In order to get this kernel, the following large N asymptotics formula of the
generalized Laguerre polynomials L
(α)
k (x) [50] is helpful,
xα/2e−x/2L(α)N (x) ' N ′α/2
Γ(N + α + 1)
N !
Jα(2
√
N ′x). (4.9)
Here, a shorthand notation N ′ = N + (α + 1)/2 is used.
Thus, we can see that the Bessel kernel describes the statistics of eigenval-
ues at the hard edge where the smallest eigenvalue of N×N Wishart matrix is
located. To evaluate the probability measure E(n; [0, t2]) in an exponential
form, we consider the corresponding probability measure EN(n; [0, t
2/4N ])
that n eigenvalues lie in the interval [0, t2/4N ] for a large but finite N Wishart
ensemble. The change of the interval as compared to eq. (3.10) follows from
the scaling of the argument appearing in eq. (4.8).
For large N with finite and fixed α, the contribution from the one body
potential α log x can be ignored compared to another one body potential x/2.
Therefore, we only consider the case α = 0 from now on. Going back to the
joint eigenvalue probability density function in eq. (4.2) with α = 0 of the
Wishart matrix, let us write this probability in an exponential form
P ({xi}Ni=1) ∝
N∏
i=1
e−xi
∏
1≤j<k≤N
|xj − xk|2 = e−2U({xi}Ni=1). (4.10)
This can be interpreted as the Boltzmann factor and the exponent plays a
role of the total energy of the N particle system
U({xi}Ni=1) =
N∑
i=1
xi
2
−
∑
j<k
log |xj − xk|. (4.11)
The second term implies that this energy is the energy of gases having two
dimensional Coulomb interaction as an analogy.
5 Number statistics via coulomb gas method
Because of the analogy mentioned at the end of the previous section, the
Coulomb gas method [53, 35] is widely used to determine certain properties
of fermions confined in some potential at zero temperature (see, e.g. [54]
and references therein). In [55, 56], large deviation properties of the Wishart
matrix were studied with the method, with the normalization such that a
scaling x → Nx is performed in eq. (4.2). The authors in [55, 56] showed
that the probability EN(n; I), that there are n eigenvalues in an arbitrary
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interval I(⊆ [0,∞)) for N × N Wishart matrix with this normalization,
satisfies the following large deviation property in the large N limit,
EN(n = κN ; I) ∼ e−2N2ψI(κ), for 0 ≤ κ ≤ 1. (5.1)
We will utilize their result to our problem. Notice that, with the change
of normalization of the Wishart matrix mentioned above, the discussions in
the previous section tells us that the probability (3.10), associated with the
Bessel kernel, is recovered in the N →∞ limit as
lim
N→∞
EN
(
n;
[
0,
t2
4N2
])
= E(n, [0, t2]). (5.2)
Now we briefly review description of the large deviation function ψI from
[55, 56], for the case of the interval I = [0, t2/4N2] of our interest. Given the
interval, and the number of eigenvalues or the fermions n in the interval I,
the most probable distribution of the spectrum density ρ∗(x) is determined
as a result of minimization problem of the free energy under the constraint.
Here the density ρ∗(x) should be taken so that it satisfies the normalization
condition : ∫ ∞
0
ρ∗(x)dx = 1. (5.3)
Since ρ∗(x) which minimizes the total energy in the Boltzmann factor
corresponding to the expression in (4.2) gives the main contribution to the
probability distribution, finding such a density ρ∗(x) is a crucial problem. In-
deed, ρ∗(x) exists and the following statement is known. The large deviation
function ψI(κ) for large N is given as [55, 56]
ψI(κ) =
1
2
∫ ∞
0
x
2
ρ∗(x)dx− µ
2
κ− η
2
− 3
4
. (5.4)
Here µ and η in our case are given by
µ = −
∫ max{λ−,t2/4N2}
min{λ−,t2/4N2}
[
G(x)− 1
2
]
dx, (5.5)
η = log λ+ − λ+
2
−
∫ ∞
λ+
[
G(x)− 1
x
]
dx, (5.6)
where λ± denotes the two spectral edges of the four, as explained later. In
fact, the supports of ρ∗(x) will be found to be
supp(ρ∗)(x) =
 (0, λ−] ∪ (t
2/4N2, λ+], for 0 ≤ n < t/pi,
(0, t2/4N2) ∪ [λ−, λ+], for t/pi < n.
(5.7)
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Additionally, the resolvent G(x) is defined by the Stieltjes transformation of
the density ρ∗(x) as
G(z) =
∫
ρ∗(x)
z − xdx. (5.8)
In fact, G(x) satisfies the self-consistent and quadratic equation coming
from the saddle point equation with regards to ρ∗(x). The two solutions are
given as
G±(z) =
1
2
± 1
2
√
(z − λ+)(z − λ−)
z(z − t2/4N2) . (5.9)
The sign between the first and the second terms is to be determined by the
density ρ∗(x). Explicitly, it is given in eq. (B.5) and in eq. (B.6). In this
resolvent, λ+ > λ− are the roots of the numerator of the fraction inside the
square root. From the definition of the resolvent in eq. (5.8), it should decay
like G(z) ' 1/z for large z as the density ρ∗(x) is normalized as in eq. (5.3).
Therefore, by eq. (5.9), we have
λ+ + λ− − t
2
4N2
= 4. (5.10)
We can extract the spectral density ρ∗(x) from the imaginary part of this
resolvent as
ρ∗(z) = − 1
pi
lim
ε→+0
ImG(z + iε) =
1
2pi
√
(λ+ − z)(λ− − z)
z(t2/4N2 − z) . (5.11)
Now we can identify the role of parameters λ±, and t2/4N2. The spectral
density ρ∗(x) has two compact supports with four edges. The leftmost end-
point x = 0 and the rightmost endpoint x = λ+ are always unchanged for
large N , while the order of the rest endpoints x = λ− and x = t2/4N2 could
change depending on the value of λ−.
The condition that this spectral density contains n eigenvalues in the
interval I = [0, t2/4N2] is reflected in another constraint,∫
I
ρ∗(x)dx = κ =
n
N
. (5.12)
The two constraints in eq. (5.10) and eq. (5.12) determine the two
parameters λ± uniquely as functions of n, t and N . Consequently these
constraints implies that when n < t/pi, we can see λ− < t2/4N2 while when
n > t/pi, we can see t2/4N2 < λ−. In order to focus on to the hard edge
regime x ' 0, we need to take the large N limit as explained in the previous
section.
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Before we tackle the large deviation, let us see the mean value 〈N(t)〉
with eq. (5.12). For large N , the interval I around x ' 0 having the order
O(1/N2) shrinks to zero and the Marcˇenko and Pastur distribution [52] in
I diverges as O(N) as N increases. Since the spectral density contains the
total number of eigenvalues N inside its support, multiplying ρ∗(x) by N , we
can extract a meaningful and finite quantity. It turns out to be
lim
N→∞
N
2pi
∫ t2/4N2
0
√
4− x
x
dx =
t
pi
. (5.13)
The result is consistent with the previous result shown in eq. (1.1).
Since we are considering the deviation from the mean value 〈N(t)〉 ' t/pi,
the number of transferred up spins n should have the same order as the mean.
Thus, it is reasonable to expect that the parameter λ− which adjusts n and
t2/4N2 have the same order. For this reason, we could introduce the ratio r
that satisfies
λ− =
t2
4N2
r. (5.14)
When r = 1, the spectral distribution ρ∗ becomes the Marcˇenko and Pastur
distribution [52], since λ+ = 4 and λ− = t2/4N2.
Next, we will analyze the large deviation. As a preparation, we first
expand the large deviation function ψI(κ) as a series in 1/N with t fixed.
Details of the calculation will be given in Appendix B. As a result of ex-
pansion, the terms having the order O(1) and O(1/N) do not remain. We
find
ψI(n/N) =
t2
8N2
(1− r) + n
2N2
t
√
r
[
K
(
1− 1
r
)
− E
(
1− 1
r
)]
+O
(
1
N3
)
(5.15)
where K(k2) and E(k2) are the complete elliptic integrals of the first and
second kind [26] respectively. The definitions are as follows
K(k2) =
∫ pi/2
0
dθ√
1− k2 sin2 θ
,
E(k2) =
∫ pi/2
0
√
1− k2 sin2 θdθ.
(5.16)
By definition, K(0) = E(0) = pi/2 follows immediately. Furthermore, we
can also check the asymptotic relation such as K(−k2) ' (log 4k)/k and
E(−k2) ' k for large k > 0 from [26, 57]. The subleading terms O(1/N3)
are not important because those should be discarded after the limit N →∞.
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If we set n = at with a new parameter a in (5.15), the leading order terms
are proportional to t2/N2. Multiplying 2N2 in front of the large deviation
function ψI(κ) as we have seen in (5.1) for large N , we get terms proportional
to t2 in the exponent. Though the expansion in 1/N in Appendix B is
performed for a fixed t, one should consider large t limit because the large
deviation results in [55, 56] were obtained for large n(= at). Namely, we
should consider the limits of large t and N but with the condition t  N .
In this limit, one can expect that, although there could be some subleading
terms, the large deviation behaviors for large t are captured by the terms
proportional to t2 which were found above.
Recalling eqs. (3.11) and (5.2), and substituting (5.15) into (5.1), we
finally obtain
P[N(t) = at] = lim
N→∞
EN
(
at;
[
0,
t2
4N2
])
∼ e−t2Ψ(a), (5.17)
where the desired large deviation function Ψ(a) = F (r(a)) is found as
F (r) =
1
4
(1− r) + a(r)√r
[
K
(
1− 1
r
)
− E
(
1− 1
r
)]
, (5.18)
with the following condition from eq. (B.20) and eq. (B.21) :
a(r) =

1
pi
√
1− r
[
E
(
r
r − 1
)
−K
(
r
r − 1
)]
, for 0 ≤ r < 1,
1
pi
√
rE
(
1
r
)
, for 1 < r,
(5.19)
which is derived by considering large N behaviors of the integral in eq. (5.12),
see Appendix B. The shapes of F (r) and a(r) are shown in Fig. 2 and Fig.
3. The large deviation function Ψ(a) is also shown as the solid curve in Fig.
4 below (together with the result by DMRG explained in section 7). The
graph is slightly asymmetric with respect to the refection at a = 1/pi.
Restoring the ferromagnetic coupling constant in eq. (5.17), we obtain
eq. (2.13), which is our main result in the paper.
As one sees in Fig. 3, as a increases, r also tends to increase. When a
takes a values from 0 to 1/pi, the parameter r varies from 0 to 1 and when a
takes a value more than 1/pi, r also varies from 1 to ∞. The function a(r) is
always invertible as r(a).
We can check that the minimum of Ψ(a) is attained at a = 1/pi and this
value is zero. First, the function F (r) has indeed the minimum at r = 1.
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Figure 2: The graph of the function
F (r) versus r.
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r.
Using the chain rule, the derivative of Ψ(a) with regard to a is
dΨ(a)
da
=
dF (r)
dr
dr
da
= − 1
4a′(r)
+
√
r
[
K
(
1− 1
r
)
− E
(
1− 1
r
)]
+
a(r)
2
√
ra′(r)
K
(
1− 1
r
)
.
(5.20)
Here, the derivative of a with regards to r is given by
da(r)
dr
=

1
2pi
√
1− rK
(
r
r − 1
)
, for 0 ≤ r < 1,
1
2pi
√
r
K
(
1
r
)
, for 1 < r.
(5.21)
This derivative takes a positive value for all r > 0. Therefore, the sign of the
sum of the first and the third term in eq. (5.20) should be determined by
the following terms,
a(r)
2
√
r
K
(
1− 1
r
)
− 1
4
. (5.22)
Substituting a(r) in eq. (5.19) tells us that the terms above are monotonically
increasing function in terms of r. Noticing that
lim
r→1
a(r)
2
√
r
K
(
1− 1
r
)
=
1
4
, (5.23)
the sum of the first and third term in eq. (5.20) is negative for 0 ≤ r < 1
and positive for r > 1. We can also confirm that the second term in eq.
(5.20) takes negative value for 0 ≤ r < 1 and positive value for r > 1 from
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the behavior of the elliptic integrals E and K. Hence, the large deviation
function F (r) has an unique global minimum at r = 1. Recalling that r = 1
corresponds to a = 1/pi from eq. (5.19), we can confirm that
Ψ
(
a =
1
pi
)
= 0. (5.24)
The Gaussian fluctuation around a = 1/pi, will be studied in the next section.
In section 3, we estimated that the large deviation function should behave
as Ψ(0) = 1/4 and Ψ′(0) = −2 at the leftmost endpoint. Now, we can also
check the correctness of the estimates by using the explicit representation of
large deviation function derived above. In evaluating those, we can utilize
the asymptotic behavior K(−k2) ' (log 4k)/k and E(−k2) ' k for large
k > 0, mentioned above. As shown in Fig. 3, r obviously goes to 0 as well
as a. Therefore we only consider r → 0 limit.
First, using a(0) = 0 and E(1 − 1/r) ' 1/√r for small r, we can easily
confirm that
lim
a→0
Ψ(a) = lim
r→0
F (r) =
1
4
. (5.25)
Here we used the fact that K(1 − 1/r) goes to zero when taking the limit
r → 0.
Second, we confirm that Ψ′(0) = −2. The function Ψ(a) has already
differentiated in eq. (5.20). Here the following two terms in eq. (5.20) vanish
in the limit r → 0,
lim
r→0
√
rK
(
1− 1
r
)
= lim
r→0
a(r)
2
√
ra′(r)
K
(
1− 1
r
)
= 0. (5.26)
Next, the derivative of a with regards to r for 0 ≤ r < 1 in eq. (5.21) gives
a′(0) = 1/4 and thus the first term in eq. (5.20) is equal to −1. Considering
the limit of the contribution from −√rE(1−1/r) after using the asymptotics
E(−1/r) ' 1/√r, we can see that −√rE(1−1/r) also gives −1. Combining
the above calculation, we obtain
lim
a→0
Ψ′(a) = lim
r→0
F ′(r)
a′(r)
= −2. (5.27)
6 Gaussian fluctuation with variance of O (log t)
As already mentioned in the introduction, in [14], the variance was shown to
behave as 〈N(t)2〉c ' (log t + C)/2pi2 and the constant C was written as a
sum of a few mathematical constants and definite integrals. This behavior
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is also observed in the context of the hard edge statistics in RMT and it
is proven that the normalized random variable (N(t) − 〈N(t)〉)/√〈N(t)2〉c
converges to the Gaussian distribution [58]. The proof of the convergence is
based on the discussion in [59]. In this section, we show one can recover this
behavior by expanding the large deviation function obtained in the previous
section around the most probable point a = 1/pi. As a byproduct, we find
a much simpler formula for the constant C, see eq. (6.12). To see the
main contribution, we can follow the same procedure as [55, 56], and as in
their case, we can see the property that the large deviation function at the
minimum is not analytical inherit. Therefore, we need to see the increment
which emerges when we slide the value a towards the horizontal axis only by
small difference δa > 0. As the eq. (5.19) gives the relation between δa > 0
and δr > 0, we can access the increment δF .
In the case of 0 < a < 1/pi or 0 < r < 1, we have
F (r) =
1
4
(1− r) + 1
pi
√
r(1− r)
×
[
E
(
r
r − 1
)
−K
(
r
r − 1
)][
K
(
1− 1
r
)
− E
(
1− 1
r
)]
.
(6.1)
Decreasing the parameter by δr > 0, expansion of the function F (r) in terms
of δr is as follows
F (1− δr) = 1
32
(1 + 8 log 2− 2 log δr) (δr)2 +O ((δr)3 log δr) . (6.2)
The transformation a→ a− δa can be read from the eq. (5.19) as
− δa = − 1
4pi
(1 + 4 log 2− log δr) δr +O ((δr)2 log δr) . (6.3)
In the case of 1/pi < a or 1 < r, we have
F (r) =
1
4
(1− r) + 1
pi
rE
(
1
r
)[
K
(
1− 1
r
)
− E
(
1− 1
r
)]
. (6.4)
The same calculation as above gives
F (1 + δr) =
1
32
(1 + 8 log 2− 2 log δr) (δr)2 +O ((δr)3 log δr) . (6.5)
The transformation a→ a+ δa can be read from the eq. (5.19)
δa =
1
4pi
(1 + 4 log 2− log δr) δr +O ((δr)2 log δr) . (6.6)
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The relation between δa and δr in eq. (6.3) is, in fact, the same as that
in eq. (6.6). That is why it is enough to consider one of them. Inverting this
relation, we have
δr
16e
= expW
(
− pi
4e
δa
)
=
− pi
4e
δa
W (− pi
4e
δa)
(6.7)
where W (x) is the Lambert W-function [26] (see chapter 4.13), which is
defined to be the solution of the following equation
WeW = x. (6.8)
For x < 0, notice that W (x) has a branch because W (x) is a multi-valued
function, and we should take the one which takes the range of the function
in (∞,−1/e] in the calculations below. For W (x) ≤ −1/e, this function has
an expansion
W (x) = −η − ln η − ln η
η
+O
(
(ln η)2
η2
)
(6.9)
as x→ −0 where η = ln (−1/x).
By using this asymptotic expansion of the Lambert W-function W (x) and
substituting eqs. (6.3), (6.7) and eq. (6.6), (6.7) into eq. (6.2) and eqs. (6.5)
respectively, we obtain
F (1± δr) ' − 1
16
(log δr − 4 log 2− 1) (δr)2 +O ((δr)2) . (6.10)
Therefore, after we restore the scale of δn = tδa,
− t2Ψ(1/pi ± δa) ' t2eδrδa ' −1
2
2pi2
log t+O (1)(δn)
2. (6.11)
Inserting this into eq. (5.17), we could derive the main contribution to the
variance, which increases logarithmically in time with the coefficient 1/2pi2,
as shown in [14].
To determine the number variance up to the correction O(1) in eq. (6.11),
we need to carry out the direct calculation by using the Bessel kernel. In
Appendix C, we show
〈N(t)2〉c =
1
2pi2
(log t+ log 4 + γ + 1) , (6.12)
see eq. (C.24). Therefore we have found that the constant C in eq. (1.1) is,
in fact, simply given by
C = log 4 + γ + 1 = 2.9635100260 . . . , (6.13)
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Figure 4: Large deviation function for the XX model evolving from the do-
main wall initial state. The solid line is the theoretical prediction (see eq.
(5.18) and eq. (5.19)). The dotted line is from DMRG calculation.
which numerically matches precisely with the value from the calculation in
[14].
In principle, we can address the cumulants higher than the second one
by using the formula shown in eq. (C.1) as we calculate the second cumu-
lant in Appendix C though the full direct calculation of all the cumulants
is cumbersome and remains as a future problem. We can see numerically
that a few subsequent cumulants are suppressed compared to the second cu-
mulant and are around zero. This observation also supports the fact that
higher-order cumulants are smaller than the second cumulant which diverges
logarithmically in time [58] and, as a consequence, that the fluctuation of the
spin current is the Gaussian when focusing on the vicinity of the mean on a
scale O(√log t).
7 Numerical Analysis
We numerically verified the above formula of the large deviation function
Ψ(a) by DMRG calculations, using the ITensor C++ library [60]. The result
is shown in Fig. 4 exhibiting a striking agreement between analytical formula
and the DMRG calculation.
We employed the matrix product states (MPS) time evolution method
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with matrix product operator (MPO) form of time-evolution operator e−itH [61]
not only to simulate the real dynamics of the spin chain but also to obtain
the cumulant generating function. For general information about MPS and
MPO in DMRG, see for instance the reviews [62, 63].
The large deviation function Ψ(a) can be calculated from the cumulant
generating function of the integrated spin current [64]. However, as we have
seen, the tail of the distribution has an exponent denoted by time squared
t2. This decay rate prevents us from applying the usual formula in large
deviation theory. For adapting our situation to the form available for the
large deviation formalism, let us modify the moment generating function
χ(λ, t). Noting that λ is just a parameter, we change the parameter λ to
λt and write χ(λt, t) as χ˜(λ, t) after evaluating 〈eλN(t)〉. In this way, we can
obtain the large deviation function from the moment generating function :
χ˜(λ) := lim
t→∞
1
t2
ln
〈
eλtN(t)
〉
, (7.1)
via the Legendre-Fenchel transform:
Ψ(a) := sup
λ∈R
{λa− χ˜(λ)} . (7.2)
Thus, our goal is to obtain the numerical data of the expectation value〈
eλN(t)
〉
at each t and λ. This quantity can be recast into the Schro¨dinger
picture: 〈
eλN(t)
〉
= 〈φ(t = 0)|eitHeλN(0)e−itH |φ(t = 0)〉
= 〈φ(t)|eλN(0)|φ(t)〉
= 〈φ(t)|eλN(0)/2eλN(0)/2|φ(t)〉 . (7.3)
The procedure to evaluate this value is the following:
1. Calculate the state |φ(t)〉 as an MPS by cumulatively applying the time
evolution MPO e−i∆tH , from an initial state |φ(t = 0)〉 of interest. In
this study, we chose the Domain Wall state in eq. (2.3) with finite
length 2L.
2. Prepare the MPO form of the operator e±∆λN(0) as in the case of the
time evolution operator e−i∆tH , and cumulatively apply it to the state
|φ(t)〉 up to ±λ/2, when the desired value is ±λ. It is required to
generate the states e±λN(0)/2 |φ(t)〉 separately from |φ(t)〉 in order to
obtain the value of χ(λ) within the interval [−λ, λ].
3. Evaluate the norm of the resulting state e±λN(0)/2 |φ(t)〉.
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We can access to only finite values of t and λ in this manner because it is
based on successive application of time evolution operator with finite time
step. The range of λ determine the upper and lower bound of the gradient
of the large deviation function. Additionally, accurate calculation of cumu-
lant generating function for large t requires much more bond dimension—the
number of the singular vectors preserved in MPS, whose corresponding sin-
gular values are greater than or equal to the cutoff —of the MPS |φ(t)〉
and much smaller time step to reach it than other calculations, such as spin
expectation values and correlation functions. We evaluated the reliability of
the result by comparing the return probability |〈φ(0)|φ(t)〉|2 with the ana-
lytical expression e−t
2/4 in eq. (3.14), which corresponds to the value of the
rate function at the origin: Ψ(0).
We set our calculation parameters as follows; the length of the system:
2L = 13 + 13, the final time and the time step: t = 8,∆t = 2 × 10−6,
the upper limit of the parameter of the cumulant generating function and
its step: λ = 36,∆λ = 5 × 10−3, the cutoff of singular values for t and λ:
t = 1× 10−28, λ = 1× 10−13.
For these parameter values, the range of a which could be numerically
evaluated was restricted to 0 ≤ a < 0.75. In the region, we find a good
agreement between the theory and numerics in Fig. 4. In the same figure,
we also observe some deviation as a increases. We expect that the agreement
becomes better as t becomes large. For instance, in another numerical cal-
culation for a larger time t = 10, we observed a better agreement than t = 8,
but the range of available a was narrower for the reason that we need more
information of λ as t becomes large.
8 Conclusion
In this work, we studied the fundamental XX model and investigated the
large deviation property of the spin current starting from the domain wall
initial condition for absolute zero temperature and perfect transmission. For
this setup, we found that the values of the rare event for spin current in
the right and left tail have an exponential decay in the form e−t
2Ψ(a). The
time squared decay seems inconsistent with the expectation from the approx-
imated Levitov-Lesovik formula which predicts the decay rate t, but this is
expected to be a robust behavior in our settings. In addition to the exponent,
the analytical large deviation function is exactly obtained. The large devia-
tion function Ψ(a) has a non-symmetric shape, which would be a reflection
of many-body effects in a non-equilibrium situation.
From the point of view of the experiment, one can construct the XX
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spin chain [65], using bosonic atoms in an optical lattice and adjusting the
parameter of the system through changing of the laser intensity or the Fesh-
bach resonance. By trapping the hard core bosons undergoing Bose-Einstein
condensation only in a center of periodic lattice potential plus harmonic po-
tential by optical laser beams [1], the initial condition corresponding to our
domain wall initial state could be prepared. Indeed, characteristic density
profile of the form 〈sm(t)〉 + 1/2 = pi−1 arccos ξ with ξ = m/t has been ob-
served by L. Vidmar et al. as shown Fig.2 in [66]. As discussed below the
eq. (2.12), our results apply to both ferromagnetic and antiferromagnetic
coupling. The antiferromagnet XX spin chain is realized by compounds such
as PrCl3 [67] or CsCoCl3 [68]. One can apply strong magnetic field to these
materials for preparing the domain wall. It would be interesting to mea-
sure the fluctuation of N(t) in experiments to compare with our theoretical
predictions.
As a future prospect, analyzing the details of the dynamics of XX model
with other initial conditions would be a most natural direction. The analyt-
ical behavior of the large deviation for other models, in particular the XXZ
spin chain with the same or other initial condition, are most interesting and
challenging problems. Furthermore, we would like to clarify the connection
between this work and the description of GHD extended to higher fluctua-
tion [13]. It may also be interesting to see if our results and methods in this
paper reveal some properties of the hard edge statistics, on the contrary.
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Appendix A Determinant Identity
In this appendix, we illustrate how we get the relation in eq. (3.8). The
determinant expression of the moment generating function χ(λ, t) in eq. (3.1)
contains a single particle density operator restricted in a specific area at time
t as a correlation kernel
C(t) = Pρ(t)P = PU(t, 0)ρ(0)U †(t, 0)P. (A.1)
Where P is a projection operator onto the area that measurement would be
performed, U(t, 0) is an unitary operator from 0 to t generated by the single
particle Hamiltonian in eq. (2.20) and ρ(t) is a density operator of the system
at time t. Expanding the cumulant generating function logχ(λ, t) as
lnχ(λ, t) = −
∞∑
m=1
(−1)m
m
(
eiλ − 1)m TrCm (A.2)
enables us to handle the correlation kernel as a single particle operator. When
we focus on the trace part in eq. (A.2), that has the form
TrCm = Tr
[
PU(t, 0)ρ(0)U †(t, 0)P · · ·PU(t, 0)ρ(0)U †(t, 0)P ] . (A.3)
In the case we are considering, the initial condition is just given by pro-
jection operator onto the left chain
ρ(0) = ρDW = PL. (A.4)
Another projection operator P for measurement of up spins which takes
projection onto the site {α + 1, α + 2 . . . } are to be written as Pα.
We now proceed to calculate the trace
TrCm = Tr
[
PαU(t, 0)PLU
†(t, 0)Pα · · ·PαU(t, 0)PLU †(t, 0)Pα
]
. (A.5)
The unitary operator U(t, 0) in the coordinate representation is in eq. (2.21).
To bring the propagator to that close to the form appearing in the Coordinate
Bethe Ansatz [70, 71] (c.f. Theorem 2.1 in [71] for N = 1), let us move on to
z plane to carry out the sum over all the momentum k of plane waves eikn.
Then,
Umn(t, 0) =
∫ pi
−pi
dk
2pi
eik(m−n)eit cos k = in−mJn−m(t)
=
∮
|z|=1
dz
2piiz
zm−ne
it
2
(z+1/z) =
∮
|z|=1
dz
2piiz
zn−me
it
2
(z+1/z).
(A.6)
27
In the second equality, the integral representation of the Bessel function of
the first kind [26]
Jn(t) =
1
2pi
∫ 2pi
0
eit sin θ−inθdθ (A.7)
is used. The last equality is derived from the equivalence of the hopping rate
to the nearest neighbor. Instead of performing the Wick rotation, we replace
iz by z, which does not change the contour of z
Umn(t, 0) =
∮
|z|=1
dz
2piiz
(−iz)n−me t2 (z−1/z). (A.8)
The general property of evolution operator,
U †mn(t, 0) = Unm(0, t) = Unm(−t, 0), (A.9)
and changing the variable z → 1/z lead to
U †mn(t, 0) =
∮
|z|=1
dz
2piiz
(iz)n−me
t
2
(z−1/z). (A.10)
Substituting eq. (A.8) and eq. (A.10) into the trace expression in eq. (A.5),
we have
TrCm =
∞∑
n1=α+1
0∑
n2=−∞
· · ·
∞∑
n2m−1=α+1
0∑
n2m=−∞
∮
|z1|=1
dz1
2piiz1
· · ·
∮
|z2m|=1
dz2m
2piiz2m
×
m∏
k=1
z
−n2k−1+n2k
2k−1 z
n2k−n2k+1
2k
2m∏
k=1
e
t
2
(zk−1/zk).
(A.11)
Note that z2m+1 = z1, n2k+1 = n1 and the like are assumed in this notation
because of the periodicity originated from the trace. By taking the sum-
mation over their indices nk (k = 0, . . . , 2m), one can carry out the trace
as
TrCm =
∮
|z|>1
m∏
k=1
dz2k−1dz2k
(2pii)2
∞∑
n2k+1=α+1
e
t
2
(z2k−1−1/z2k−1+z2k−1/z2k)
z
n2k+1
2k z
n2k+1
2k+1 (z2k−1z2k − 1)
=
∮
|z|>1
m∏
k=1
dz2k−1dz2k
(2pii)2
e
t
2
(z2k−1−1/z2k−1+z2k−1/z2k)
(z2kz2k+1)α(z2kz2k+1 − 1)(z2k−1z2k − 1)
=
∮
|z|>1
2m∏
k=1
dzk
2piizαk
e
t
2
(zk−1/zk)
(zkzk+1 − 1) .
(A.12)
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We use the following identity that Derrida and Gerschenfeld employed in
[72],
e
t
2
(zk−1/zk+1)
zk − 1/zk+1 =
1
zk − 1/zk+1 +
1
2
∫ t
0
e
t′
2
(zk−1/zk+1)dt′. (A.13)
Going back to the trace and switching the corresponding part so that this
form appears in the integrand, we obtain
TrCm =
∮
|z|>1
2m∏
k=1
dzk
2piizα+1k
e
t
2
(zk−1/zk+1)
(zk − 1/zk+1)
=
∮
|z|>1
2m∏
k=1
dzk
2piizα+1k
[
1
zk − 1/zk+1 +
1
2
∫ t
0
e
tk
2
(zk−1/zk+1)dtk
]
.
(A.14)
Here we can see that∮
|zk|>1
dzk
2piizα+1k
1
zk − 1/zk+1
1
2
∫ t
0
dtke
t
2
(zk−1−1/zk)
=
1
2
∮
|zk|>0
dzk
2piizα+2k
∫ t
0
dtk
∞∑
n=0
1
(zkzk+1)n
e
t
2
(zk−1−1/zk).
(A.15)
Similarly, we get ∮
|zk|>1
dzk
2piizα+1k
1
zk−1 − 1/zk
1
zk − 1/zk+1
=
∮
|zk|>0
dzk
2piizα+2k
∞∑
m=0
∞∑
n=0
1
(zk−1zk)m
1
(zkzk+1)n
.
(A.16)
Since the integrands do not have any poles with respect to zk, because
of α > 0, these terms readily equal zero by the residue theorem. Therefore,
the calculation becomes rather simple as the poles which behave singularly
no longer exist
TrCm =
1
22m
∮
|z|>0
∫ t
0
2m∏
k=1
dzkdtk
2piizα+1k
e
tk
2
(zk−1/zk+1). (A.17)
Rearranging the order of the exponent,
TrCm =
1
22m
∮
|z|>0
∫ t
0
2m∏
k=1
dzkdtk
2piizα+1k
e
tk
2
zk− tk−12 1zk (A.18)
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holds. Changing the variables zk as
√
tk−1
tk
zk leads to
TrCm =
1
22m
∮
|z|>0
∫ t
0
2m∏
k=1
dzkdtk
2piizα+1k
e
√
tktk+1
2
(zk−1/zk). (A.19)
Now let us recall that the Bessel function of the first kind of order α has
a complex contour representation.
Jα(t) =
∮
|z|>0
dz
2pii
e
t
2
(z−1/z)
zα+1
. (A.20)
Hence, we arrive at the following expression
TrCm =
1
22m
∫ t
0
2m∏
k=1
dtkJα(
√
tktk+1). (A.21)
Moreover one can integrated out m variables alternatively, by taking new
variables and using a formula related to two product of the Bessel functions
[26]∫
zJµ (az) Jµ(bz)dz =
z (aJµ+1 (az) Jµ(bz)− bJµ (az) Jµ+1(bz))
a2 − b2 . (A.22)
From this formula, we can proceed further
1
4
∫ t
0
Jα(
√
tk−1tk)Jα(
√
tktk+1)dtk
=
1
2
∫ √t
0
tkJα(
√
tk−1tk)Jα(
√
tk+1tk)dtk
=
Jα+1 (
√
tk−1t)
√
tk−1tJα(
√
tk+1t)− Jα (√tk−1t)√tk+1tJα+1(√tk+1t)
2(tk−1 − tk+1)
=
Jα (
√
tk−1t)
√
tk+1tJ
′
α(
√
tk+1t)− J ′α (
√
tk−1t)
√
tk−1tJα(
√
tk+1t)
2(tk−1 − tk+1)
= tK
(α)
Bes(tk−1t, tk+1t).
(A.23)
We also used recurrence relation of Jα(t) in the third equality. In this way,
we obtain
TrCm =
∫ t2
0
m∏
k=1
dtkK
(α)
Bes(tk, tk+1) = TrK
(α)m
Bes . (A.24)
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In other words,
TrCm =
∫ t
0
m∏
k=1
dtkK˜
(α)
Bes(tk, tk+1) = TrK˜
(α)m
Bes . (A.25)
The proof has been completed.
Appendix B Derivation of the large deviation
function
In this section we derive the formula for the rate function Ψ(a) in eq. (5.18)
and eq. (5.19). The starting point is the eq. (5.4). At first, we decompose the
rate function Ψ(a) into four parts and name the first three terms as I1, I2, I3,
ψI(κ) =
1
2
∫ ∞
0
x
2
ρ∗(x)dx− µ
2
κ− η
2
− 3
4
= I1 + I2 + I3 − 3
4
. (B.1)
Each term is given by
I1 =
1
2
∫ ∞
0
x
2
ρ∗(x)dx =
1
4pi
∫ ∞
0
x
2
√
(λ+ − x)(λ− − x)
x(t2/4N2 − x) dx, (B.2)
I2 = −µ
2
κ =
1
2
κ
∫ max{λ−,t2/4N2}
min{λ−,t2/4N2}
[
G(x)− 1
2
]
dx, (B.3)
I3 = −η
2
= −1
2
{
log λ+ − λ+
2
−
∫ ∞
λ+
[
G(x)− 1
x
]
dx
}
. (B.4)
The resolvent G(x) in eq. (5.9) has a different sign depending on the value
of the argument x. From the definition of the resolvent G(x) in eq. (5.8),
when r < 1,
G(x) =
{
G−(x), for x ∈ (−∞, 0] ∪ [λ−, t2/4N2] ∪ [λ+,∞),
0, for x ∈ (0, λ−) ∪ (t2/4N2, λ+).
(B.5)
Similarly, when r > 1,
G(x) =

G+(x) for x ∈ [t2/4N2, λ−],
G−(x) for x ∈ (−∞, 0] ∪ [λ+,∞),
0 for x ∈ (0, t2/4N2) ∪ (λ−, λ+),
(B.6)
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follows. According to the formula in [55] or from the direct calculation fol-
lowing [57], we know that
I1 =
1
4
[
1 +
t2
4N2
(1− r)
(
1− t
2
4N2
)]
. (B.7)
The expression above has nothing to do with the order of r, 1 on [0,∞).
For the other two terms I2, I3, we expand those into the series of 1/N . In
the case of r < 1,
I2 = − n
4N
∫ t2/4N2
λ−
dx
√
x− λ−
x(t2/4N2 − x)
√
λ+
(
1− x
2λ+
+ · · ·
)
=
n
4N
2
√
λ−λ+
[
K
(
1− t
2/4N2
λ−
)
− E
(
1− t
2/4N2
λ−
)]
+O
(
1
N3
)
=
n
2N2
t
√
r
[
K
(
1− 1
r
)
− E
(
1− 1
r
)]
+O
(
1
N3
)
,
(B.8)
where K and E are the elliptic integrals defined in eq. (5.16). In the first
equality, we used, if a < b,∫ b
a
√
x− a
x(b− x)dx =
∫ b−a
0
x√
x(x+ a)(b− a− x)dx
= 2
∫ √b−a
0
x2√
(x2 + a)(b− a− x2)dx
= 2
∫ 1
0
(b− a)x2√
(1− x2) [a+ (b− a)x2]dx
= −2√a
∫ 1
0
[
1√
1− x2√1− (1− b/a)x2 −
√
1− (1− b/a)x2√
1− x2
]
dx
= −2√a
[
K
(
1− b
a
)
− E
(
1− b
a
)]
,
(B.9)
and the definition of r in eq. (5.14). In the case of r > 1, following to the
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previous case, we obtain a similar expression,
I2 =
n
4N
∫ t2/4N2
λ−
dx
√
λ− − x
x(x− t2/4N2)
√
λ+
(
1− x
2λ+
+ · · ·
)
=
n
4N
2
√
λ−λ+
[
E
(
1− t
2/4N2
λ−
)
−K
(
1− t
2/4N2
λ−
)]
+O
(
1
N3
)
=
n
2N2
t
√
r
[
K
(
1− 1
r
)
− E
(
1− 1
r
)]
+O
(
1
N3
)
.
(B.10)
Next, we write the integral part in the third term I3 in eq. (B.4).∫ ∞
λ+
[
G−(x)− 1
x
]
dx
=
∫ ∞
λ+
[
1
2
− 1
2
√
(z − λ+)(z − λ−)
z(z − t2/4N2) −
1
x
]
dx
=
∫ ∞
λ+
[
1
2
− 1
2
(
1− λ−
2x
)(
1 +
t2
4N2
1
2x
)√
1− λ+
z
− 1
x
]
dx+O
(
1
N3
)
.
(B.11)
When x < 1, the square root of the form
√
1− x can be expanded in terms
of x as Taylor series,
√
1− x = 1− x
2
−
∞∑
k=2
(2k − 3)!!
2kk!
xk. (B.12)
Substituting this formula in the above expression, the integrand in eq. (B.11)
is written as
1
2
− 1
2
(
1− λ−
2x
)(
1 +
t2
4N2
1
2x
)[
1− λ+
2x
−
∞∑
k=2
(2k − 3)!!
2kk!
(
λ+
x
)k]
− 1
x
.
(B.13)
Expanding this integrand and put together the contributions up to the
order O(1/N2), this becomes
− 1
4x
(
−λ− + t
2
4N2
− λ+
)
− 1
x
+
1
2
∞∑
k=2
(2k − 3)!!
2kk!
(
λ+
x
)k
+
1
4x
(
t2
4N2
− λ−
)[
λ+
2x
+
∞∑
k=2
(2k − 3)!!
2kk!
(
λ+
x
)k]
+O
(
1
N3
)
.
(B.14)
33
Performing the integration from λ+ to ∞, we obtain∫ ∞
λ+
[
1
4
∞∑
k=1
(2k − 1)!!
2k(k + 1)!
(
λ+
x
)k+1
+
λ+
8x2
(
t2
4N2
− λ−
)
1
8x
(
t2
4N2
− λ−
) ∞∑
k=1
(2k − 1)!!
2k(k + 1)!
(
λ+
x
)k+1]
dx+O
(
1
N3
)
=
λ+
4
∞∑
k=1
(2k)!
4kkk!(k + 1)!
+
1
8
(
t2
4N2
− λ−
)
+
1
8
(
t2
4N2
− λ−
) ∞∑
k=1
(2k)!
4k[(k + 1)!]2
+O
(
1
N3
)
.
(B.15)
The two infinite series appearing in the first and the third term converge to
the following values,
∞∑
k=1
(2k)!
4kkk!(k + 1)!
= log 4− 1, (B.16)
∞∑
k=1
(2k)!
4k[(k + 1)!]2
= 3− 2 log 4. (B.17)
Now, we return back to the original form of I3 and we can see that
I3 = −1
2
{
log λ+ − λ+
2
−
∫ ∞
λ+
[
G−(x)− 1
x
]
dx
}
= −1
2
log λ+ +
λ+
4
+
λ+
8
(log 4− 1) + 1
16
(
t2
4N2
− λ−
)
+
1
16
(
t2
4N2
− λ−
)
(3− 2 log 4) +O
(
1
N3
)
= −1
2
log 4− 1
2
log
(
1 +
t2/4N2 − λ−
4
)
+
(
1 +
t2/4N2 − λ−
4
)
+
1
2
(
1 +
t2/4N2 − λ−
4
)
(log 4− 1) + 1
4
t2/4N2 − λ−
4
+
1
4
t2/4N2 − λ−
4
(3− 2 log 4) +O
(
1
N3
)
=
1
2
+
1
4
[
t2
4N2
(1− r)
]
+O
(
1
N3
)
.
(B.18)
In the last equality, we used the definition of λ− in eq. (5.14). Combining
all the terms in eq. (B.7), (B.10), and (B.18) evaluated separately into eq.
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(B.1), multiplying ψI by 2N
2 and taking the large N limit, we finally arrive
at the expression for the large deviation function Ψ(a) in eq. (5.18). Here we
can see that the term which has the order O(1) in I1, I3 and the remaining
constant 3/4 in eq. (B.1) are canceled.
In a similar way, evaluating the constraint in eq. (5.12) so that we do
not leave the fictitious parameter N in the large N limit, we can obtain eq.
(5.19) as a form which does not include the parameter N . Since the right
hand side of eq. (5.12) has only 1/N dependence, we can ignore its higher
correction smaller than 1/N .
For 0 ≤ r < 1, equivalently for 0 ≤ a < 1/pi, eq. (5.12) becomes
at
N
=
1
2pi
∫ λ−
0
√
(λ+ − x)(λ− − x)
x(t2/4N2 − x) dx
=
1
2pi
t
2N
∫ r
0
dx
√
r − x
x(1− x)
√
λ+
(
1− x
2λ+
t2
4N2
− · · ·
)
.
(B.19)
Recalling that λ+ has an expansion as λ+ = 4 + O(1/N2) from eq. (5.10),
and taking the large N limit, we have,
a =
1
2pi
∫ r
0
√
r − x
x(1− x)dx
=
1
2pi
∫ 1
0
r
√
1− x
x(1− rx)dx
=
1
2pi
∫ 1
0
r
√
x
(1− x)(1− r + rx)dx
=
1
pi
√
1− r
∫ 1
0
rx/(r − 1)√
(1− x)√1− rx/(r − 1)dx
=
1
pi
√
1− r
[
E
(
r
r − 1
)
−K
(
r
r − 1
)]
.
(B.20)
For 1 < r, equivalently for 1/pi < a, we can apply the same procedure
and get the corresponding result as
a =
1
pi
√
rE
(
1
r
)
. (B.21)
Appendix C Constant in the Variance
In section 6, we investigated the main contribution to the variance of the
integrated spin current 〈N(t)2〉c for large t. In this appendix, we should
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determine the further correction up to O(1) order, by using the asymptotics
of the Bessel kernel.
Making use of the expansion of the cumulant generating function logχ(λ, t),
we see
logχ(λ, t) =
∞∑
n=1
(−1)n+1
n
(eλ − 1)nTrK˜(0)nBes
=
∞∑
m=1
λm
m!
m∑
n=1
W (m− 1, n− 1)TrK˜(0)nBes
(C.1)
where W (m,n) = (−1)nn!S(m+ 1, n+ 1) is the (signed) Worpitzky number
and S(m,n) is the Stirling number of the second kind [26] (see chapter 26.8).
One of the exponential generating function of S(m,n) [26] is given as follows,
∞∑
n=0
S(n, k)
xn
n!
=
(ex − 1)k
k!
. (C.2)
From the second coefficient, we have
〈N(t)2〉c = TrK(0)Bes
[
1−K(0)Bes
]
= TrK˜
(0)
Bes
[
1− K˜(0)Bes
]
. (C.3)
This kind of trace is explicitly written down as follows by using eq. (A.21),
〈N(t)2〉c =
1
22
∫ t
0
dt1
∫ t
0
dt2J0(
√
t1t2)J0(
√
t2t1)
− 1
24
∫ t
0
dt1 · · ·
∫ t
0
dt4J0(
√
t1t2)J0(
√
t2t3)J0(
√
t3t4)J0(
√
t4t1)
=
∫ √t
0
dt1
∫ √t
0
dt2t1t2J0(t1t2)J0(t2t1)
−
∫ √t
0
dt1 · · ·
∫ √t
0
dt4t1t2t3t4J0(t1t2)J0(t2t3)J0(t3t4)J0(t4t1).
(C.4)
Moreover, using the representation of the Dirac delta function in terms of
the Bessel function Jν(t) [26],
δ (x− y) = x
∫ ∞
0
tJν (xt) Jν (yt) dt, (C.5)
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we can unite the two multiple integral terms as
〈N(t)2〉c =
∫ √t
0
dt1
∫ √t
0
dt2
∫ √t
0
dt3t1t2J0(t1t2)J0(t2t3)
×
[
δ(t3 − t1)−
∫ √t
0
dt4t3t4J0(t3t4)J0(t4t1)
]
=
∫ √t
0
dt1
∫ √t
0
dt2
∫ √t
0
dt3t1t2J0(t1t2)J0(t2t3)
∫ ∞
√
t
dt4t3t4J0(t3t4)J0(t4t1)
=
1
24
∫ t
0
dt1
∫ t
0
dt2
∫ t
0
dt3
∫ ∞
t
dt4J0(
√
t1t2)J0(
√
t2t3)J0(
√
t3t4)J0(
√
t4t1).
(C.6)
if one integrates the variables t1 and t3, this leads to the double integral,
〈N(t)2〉c =
∫ t
0
dt2
∫ ∞
t
dt4K˜
(0)
Bes(t2, t4)K˜
(0)
Bes(t4, t2)
=
∫ t
0
dx
∫ ∞
t
dy
xy
(x2 − y2)2 [J0(x)yJ
′
0(y)− J ′0(x)xJ0(y)]2 .
(C.7)
Applying asymptotic expansion of the Bessel function Jν(t) and its derivative
J ′ν(t) for a large argument [26],
Jν(t) '
√
2
pit
cos
(
t− 1
2
νpi − 1
4
pi
)
,
J ′ν(t) ' −
√
2
pit
sin
(
t− 1
2
νpi − 1
4
pi
)
,
(C.8)
we can perform the integration in eq. (C.7) with elementary functions. If
one is interested in higher corrections, one could take subleading corrections
of Jν(t) and J
′
ν(t) at this point.
The large t behavior of this integral in eq. (C.7) is reduced to the following
integral,
〈N(t)2〉c '
4
pi2
∫ t
0
dx
∫ ∞
t
dy
1
(x2 − y2)2
×
[
x sin
(
x− pi
4
)
cos
(
y − pi
4
)
− y sin
(
y − pi
4
)
cos
(
x− pi
4
)]2
=
1
pi2
∫ t
0
dx
∫ ∞
t
dy
[
cos(x+ y)
x+ y
− sin(x− y)
x− y
]2
.
(C.9)
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Expanding the square in the integrand, we decompose the integral into three
parts. Let us name them as J1, J2, J3 for simplicity,
〈N(t)2〉c = J1 + J2 + J3, (C.10)
where
J1 :=
1
pi2
∫ t
0
dx
∫ ∞
t
dy
cos2(x+ y)
(x+ y)2
, (C.11)
J2 := − 2
pi2
∫ t
0
dx
∫ ∞
t
dy
cos(x+ y) sin(x− y)
x2 − y2 , (C.12)
J3 :=
1
pi2
∫ t
0
dx
∫ ∞
t
dy
sin2(x− y)
(x− y)2 , (C.13)
respectively. We first integrate them with respect to y. In the following, we
are to use sine integral and cosine integral defined by [26]
Si(z) :=
∫ z
0
sinx
x
dx, (C.14)
Ci(z) := −
∫ ∞
z
cosx
x
dx. (C.15)
For J1, we have
J1 =
1
pi2
∫ t
0
dx
[
−cos
2(x+ y)
x+ y
− Si(2x+ 2y)
]∞
t
=
1
pi2
∫ t
0
dx
[
cos2(x+ t)
x+ t
+ Si(2x+ 2t)− pi
2
]
.
(C.16)
Before the integration of J2, let us rewrite the integrand to perform the
integration easily as
J2 =
1
pi2
∫ t
0
dx
∫ ∞
t
1
x
(
1
y + x
− 1
y − x
)
cos(y + x) sin(y − x)
=
1
pi2
∫ t
0
dx
2x
∫ ∞
t
dy
(
sin 2y − sin 2x
y + x
− sin 2y − sin 2x
y − x
)
=
1
pi2
∫ t
0
dx
2x
∫ ∞
t
dy
y + x
[sin 2(y + x) cos 2x− cos 2(y + x) sin 2x− sin 2x]
− 1
pi2
∫ t
0
dx
2x
∫ ∞
t
dy
y − x [sin 2(y − x) cos 2x+ cos 2(y − x) sin 2x− sin 2x] .
(C.17)
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This leads to
J2 =
1
pi2
∫ t
0
dx
cos 2x
2x
[Si(2y + 2x)− Si(2y − 2x)]∞t
− 1
pi2
∫ t
0
dx
sin 2x
2x
[Ci(2y + 2x) + Ci(2y − 2x) + log |y + x| − log |y − x|]∞t
= − 1
pi2
∫ t
0
cos 2x
2x
[Si(2x+ 2t) + Si(2x− 2t)] dx
+
1
pi2
∫ t
0
sin 2x
2x
[Ci(2x+ 2t) + Ci(2x− 2t) + log |t+ x| − log |t− x|] dx.
(C.18)
The calculation of J3 is similar to that of J1. Changing the variable as
y → −y in the process of its calculation, we obtain
J3 =
1
pi2
∫ t
0
dx
[
sin2(x− y)
x− y − Si(2x− 2y)
]∞
t
=
1
pi2
∫ t
0
dx
[
−sin
2(x− t)
x− t + Si(2x− 2t) +
pi
2
]
.
(C.19)
Since the second term J2 vanishes for large t, we integrate the remaining two
terms J1, J3,
J1 + J3 =
1
pi2
∫ t
0
[
cos2(x+ t)
x+ t
− sin
2(x− t)
x− t + Si(2x+ 2t) + Si(2x− 2t)
]
dx
=
1
pi2
[
1
2
Ci(2x+ 2t) +
1
2
Ci(2t− 2x) + 1
2
log |x+ t| − 1
2
log |t− x|
+(x+ t)Si(2x+ 2t) +
1
2
cos 2(x+ t) + (t− x)Si(2t− 2x) + 1
2
cos 2(t− x)
]t
0
.
(C.20)
Simplifying each term, we get
J1 + J3 ' 1
2pi2
[log t+ Ci(4t)− 2Ci(2t) + 4tSi(4t)− 4tSi(2t)
+ cos 4t− 2 cos 2t+ log 4 + γ + 1] ,
(C.21)
where
lim
x→0
[Ci(x)− log x] = γ = 0.57721 · · · (C.22)
is the Euler-Mascheroni constant. As the time t becomes large, the following
terms go to zero as
lim
t→∞
[4tSi(4t)− 4tSi(2t) + cos 4t− 2 cos 2t] = 0. (C.23)
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An asymptotic property such that limx→∞Ci(x) = 0 implies that both Ci(4t)
and 2Ci(2t) also vanish.
In conclusion, we obtain the variance for large t as
〈N(t)2〉c '
1
2pi2
(log t+ log 4 + γ + 1) . (C.24)
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