Abstract-The main objective of this study was to investigate complex human socioeconomic infrastructure interactions and information on past human adverse events (AE) in an active war theater in order to predict future AE in a given geographical region. Human AE were defined as those security-related events that threatened human lives. Human socioeconomic infrastructure development data were derived by integrating three different datasets from different sources based on the United States Agency for International Development database. Using empirical data obtained from the country of Afghanistan from 2002 to 2010, we applied evolving self-organizing maps (ESOM) to forecast future patterns of such AE. Records from 2003-2009 were used as training data, while records from year 2010 were used to test the efficacy of ESOM in predicting AE. The socioeconomic data, dates, and geographical location information was used as input for the trained model. ESOM algorithm with supervised learning was effective in understanding future patterns of AE in a war region. The results also showed the possibility of predicting future AE based on the incomplete information pertaining to the geographical location, recent history of AE in the specific region of the country, and relevant socioeconomic infrastructure development data. The differences in applying the classical self-organizing maps and ESOM approaches for modeling of complex human socioeconomic infrastructure interactions were also discussed.
I. INTRODUCTION
O VER the past 50 years, the discipline of human factors has expanded beyond traditional areas of human-machine interactions toward a more system-oriented discipline, reflecting the increasing complexity of relevant human-system interactions [9] . This scaling of human-centered design has recently accelerated, with the primary focus on understanding very large and complex human environment systems, i.e., system-ofsystems, that can include not only technology (machines), but Manuscript received January 20, 2014 ; revised August 9, 2014 and February 3, 2015 ; accepted February 7, 2015 . Date of publication April 17, 2015 ; date of current version July 11, 2015 . This work was sponsored in part by the Office of Naval Research under Contract N00014-11-1-0934. This paper was recommended by Associate Editor S. Landry.
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Digital Object Identifier 10.1109/THMS.2015.2412120 also transportation, energy systems, government, and urban and infrastructure systems. This scaling of human-machine systems and scope of analysis also requires a parallel expansion of our understanding of behaviors of complex systems represented by humans interacting with their living environments, such as socioeconomic infrastructure development systems. The increasing complexity of these systems can also result in unpredictable and unwanted behaviors, such as adverse safety or security related events, including the loss of human life, and/or the high potential for ecological, economic, social, and environmental damages [10] .
Modeling of large-scale sociological human-machine (human infrastructure) systems often requires the use of highdimensional, complex, and often incomplete data. An example of such complex data is the human socioeconomic data and information on past adverse events (AE) in an active war theater. The AE in this context are defined as events that can result in loss of human life and damage or obliteration of property or civil infrastructure. Analysis and modeling of complex socioeconomic infrastructure development data that aim to predict future AE require a methodology that can efficiently process such data. One of the useful methods that can be applied in this situation is based on self-organizing maps (SOM), a soft computational technique for visualizing high-dimensional data, which was originally proposed by Kohonen [11] , and later enhanced to evolving self-organizing maps (ESOM) by Deng and Kasabov [4] . ESOM is a one pass learning dynamic version of SOM capable of evolving over time and adapting to changing data streams, thus providing a method for good clustering, data analysis, visualization, and prediction.
The main objective of this study was to investigate and model the complex interactions between the socioeconomic infrastructure development data and historical information on past human AE in an active war theater in order to predict future AE in a given geographical area. For the purpose of this study, the human AE were defined as those security-related events that threatened human lives.
II. BACKGROUND Kohonen [12] described SOM as nonlinear, ordered, smooth maps of high-dimensional input data manifold onto the elements of a regular low-dimensional array (generally one-or twodimensional arrays) by compressing information yet still preserving the most important relationship of primary data elements on display. According to [14] , SOM address flexibility issues by processing data iteratively to allow for the best mathematical representation of data while preserving the underlying structure of the data. The literature on SOM (see [12] and [14] - [16] ) describes applications ranging from preprocessing of optic patterns, healthcare, acoustics, and machine monitoring to diagnosis of speech voicing, transcription of continuous speech, process monitoring, texture analysis, organization of large document files, robot arm control, and telecommunications. Below, we briefly review some of the most recent and pertinent literature.
An SOM-based method for visualization of multidimensional numerical data with two primary objectives was presented in [21] . The main objectives were to examine information that can be attained from a different presentation and to investigate the best utilization of SOM in exploratory data visualization. Thus, a complex system could be analyzed and modeled using SOM by means of an unsupervised learning algorithm that allows clustering of the input data even when the class membership function of the input data was unknown. Using SOM allowed the detection of features inherent to the problem [17] . In their work, various ways to visualize the network, as well as several industrial applications, were explained with examples. Brown et al. [1] proposed a method for skin detection using SOM, which can be subsequently used for feature extraction, and found that the performance of the proposed method was comparable (94%) with conventional techniques such as histograms and mixture model techniques. In [5] , an SOM-based method was applied to predict problems using time series data (DAX30 index) in which the time series data were split into clusters based on their past dynamics. SOM and local models were used to capture the possible evolution of the series given the last known values. A probabilistic model combining the local predictions was also used for global prediction. According to [5] , their model was particularly suited for a financial series showing nonlinear dependencies.
Lee and Scholz [13] used an SOM model to predict heavy metal concentrations and to explain heavy metal removal mechanisms in an experimentally constructed wetland treating urban runoff. They claimed high accuracy in their prediction and reported that an efficient approximation of heavy metal concentration could be made using variables such as conductivity, pH, temperature, and reduction potential in SOM methodology. Thomassey and Happiette [18] proposed a three-step system called neural clustering and classification to forecast sales of apparel with no historical sales data. The first step, using SOM, clustered time series sales data of historical items to attain prototypes, which have characteristics of the sales behavior of items. The second step, known as classification procedure, linked the prototypes with the descriptive criteria of historical items. The third step assigned each new item to one prototype time series. Kalteh et al. [8] reported that an SOM was well suited to investigate, model, and control varieties of water resources, processes, and systems such as river flow and rainfall runoff, precipitation, surface water quality, climate, environment, and ecology. They [8] noted that their procedure based on SOM outperforms other published methods used in problems related to water resources and hydrology. Céréghino and Park [3] , who commented on [8] , cited map size determination as a key issue in SOM applications. The authors suggested that quantitative indicators such as vector quantization error, topographic error, and eigenvalues should be considered along with a method that incorporates other biological variables into the SOM model previously trained with environmental variables alone.
Zang et al. [22] applied an SOM model to predict expensive biochemical oxygen demand concentrations of agricultural runoff (outflow) to receiving water courses by inexpensive and easier to measure variables. SOM was applied in the study of stream modifications and the relationships between geographical features, distribution of population, and artificial stream alteration in the Nakdong River system in South Korea [7] . Jeong et al. [7] applied SOM to cluster 265 units of rainwater receptacles into four groups and found that modification degree was higher for urban areas with high population density and lower in a relatively elevated and forested area. McGaugh [14] used SOM to determine the underlying relationship among the social determinants of health (SDOH) and health behaviors (HB) in the state of Oklahoma. Later, McGaugh [14] used a regression analysis to determine a stronger predictor for health outcome age adjusted mortality rate (AAMR), a SOM cluster of SDOH or HB followed by a correlation analysis to verify the relationships between the cluster variables and AAMR. Chon [2] provided a review of SOM methods in ecological sciences, including SOM in molecular organisms, populations, communities, and ecosystems. Chon [2] suggested that future work in this area could be a combined application using SOM, e.g., partitioning of data as an initial phase of analysis using SOM, and then applying multiobjective linear programming to investigate the input-output relationship within partitioned data.
There were several reasons why we have applied ESOM over classical (Kohonen) SOM concepts in our study. We noted that the key difference between Kohonen SOM and ESOM was flexibility. ESOM starts with zero output nodes and evolves dynamically as the training progresses. Thus, the number of nodes increases with each data novelty encountered [4] . Since the connectivity between nodes is based on their distances and all nodes are free from a neighborhood definition, ESOM easily allows global updating of the output nodes [4] . ESOM maps are updated based on their grids, thereby allowing the possibility of two adjoining nodes to be completely different. Generally, SOM requires a large neighborhood to unfold maps of poor initialization, whereas ESOM tends to generate a more compact map in a single pass with better accuracy [4] . Kohenen SOM provides 2-D maps of high-dimensional data; therefore, interpretation of its maps is not as straightforward as ESOM because of nodes updating strategy. The ESOM algorithm could be extended for supervised learning by augmenting input vectors with target output variables during the training session. During the prediction phase, the output value of the best matching unit (BMU) of the trained model could be taken as the predicted value for the input vector without augmentation for which the prediction was to be made [4] .
Finally, Deng and Kasabov [4] showed that the clustering capability of ESOM was as good as, if not better than, Kohonen's SOM. It should be noted that in SOM, two output nodes, no matter how much alike, could not be in the same cluster unless they are in the same topographical cluster [12] . In summary, ESOM is a fast, single pass, dynamic, adaptive algorithm with incremental learning, which is very efficient in clustering, data visualization and prediction (when supervised learning is allowed). Since this ESOM algorithm seems to be the best fit to satisfy the objectives of our study, the next section describes the methodology in detail.
The remainder of this paper is organized as follows: Section III discusses research methodology, including details of the ESOM algorithm and data used in the study; Section IV discusses experiments and results; finally, Section V provides conclusions and offers suggestions for future research.
III. METHODOLOGY

A. Experimental Data
The ESOM algorithm, proposed by Deng and Kasabov [4] , was used in this study. Human socioeconomic infrastructure development data were derived by integrating three different datasets from different sources based on the United States Agency for International Development (USAID) database. In the subsequent subsections, we present the process of building a single database from three different databases, provide a brief explanation of ESOM, as proposed by Deng and Kasabov [4] , and offer a comparison between ESOM and SOM approaches. Our proposed methodology integrates three different socioeconomic infrastructure development datasets, all with data collected between 2002 and 2010: USAID dataset, AISICS dataset, and WITSGEO. We begin by describing the datasets, the assumptions, and rules devised to merge them into one dataset, and the application of ESOM algorithm [4] .
Three relevant databases were used for the purposes of this study, namely WITSGEO, USAID data, and AISICS data (see the Appendix for more information).
1) WITSGEO dataset contains records of incidents occurring between 2002 and 2010 in Afghanistan with 12 fields (variables) in each record. AE, including number of people killed (deaths: D), number of wounded (W), and number of people hijacked, are found in this dataset, along with information on location and date of incidence. 2) USAID data province information is based on the 34 provinces implemented after 2004. We assigned the extra two provinces in the USAID dataset to one of the 32 provinces in the second dataset, WITSGEO, based on their latitude and longitude and their correct province and district. When USAID records were missing latitude and longitude information, we used online sources to identify a renamed district and assign its previous name based on the 32 provinces.
The cost of the infrastructure development activity and the duration of such activity (a project may have one activity or several activities) are important for investigating the effect of the socioeconomic condition on the occurrence of the AE in the location. When USAID records were missing, we made the following assumptions.
a) If the detail budget for an activity was missing, we calculated the activity budget as the estimated budget for the project divided by the number of activities in that project. b) When both the activity detail budget and the estimated project cost were missing, we assumed the activity cost to be the average cost of a similar activity in other districts in that province. c) When both start and end dates of an activity (or activities) were missing, we assumed they were the same as the start and end date of the project to which the activity/activities belonged. 3) AISICS data primarily consist of the district-level population of Afghanistan in 2008 based on 34 provinces. Information about the male/female population in a district, categorized as the total, rural and urban population, is provided in this data. Since the districts were based on 34 provinces, techniques similar to those used with the USAID data were also applied here to determine the population of the districts based on 32 provinces.
B. Data-Processing Rules
We merged the three experimental datasets into a single dataset based on the following rules.
1) We calculated population density for each district using the area of the district in the WITSGEO data and total population of the district in the processed AISICS data (based on 34 provinces). 2) For every incident in a particular district, we updated the number of ongoing projects by category and funding for that ongoing activity by category. We also added the number of projects completed in that district in the last month and the total amount of funding for the completed projects. 3) For all the USAID data not yet connected to any prior AE, we added one record for every active project in that district. That means, for every district where at least one of the projects was ongoing, we added the number of ongoing projects by category and funding for that ongoing activity by category. We also added the number of completed projects in that district in the past month and the total amount of funding for the completed projects. In this type of record, AE statistics and the number of dead, wounded, and hijacked were set to zero. 4) We updated each record with the total number of AE in that location for the last three months of the analyzed period of time. The merged data resulted in a total of 46 fields with 18 234 records. Table Ia and Table Ib provide lists of the fields (variables) and their descriptions in the merged dataset with examples (sample record 1 and sample record 2). Each record contains information on geographical location, region civilian population, AE occurrences in the past three months, number of infrastructure development projects completed in the recent month, and the number of ongoing projects in 14 different categories, with the amount of funding by project for the current month in the district. The 14 civil infrastructure development project categories considered in this study included the following areas: agriculture, capacity building, commerce and industry, community development, education, emergency assistance, energy, environment, gender, governance, health, security, transport, and water sanitation.
C. Evolving Self-Organizing Map Algorithm Coding
An ESOM algorithm proposed in [4] for online learning, data analysis, and modeling, which starts with zero output nodes.
As the input vector of n-dimension is used, their algorithm determines the Euclidian distance with all the existing output nodes. If there is no output node, which occurs when the first input is presented for training, the algorithm creates a new output node in the image of the current input nodes. This means the dimension of the output nodes and the dimension of the input vectors are not only the same but also share the same field values. During the training phase, when several output nodes are already created, for every input presented for training, the ESOM algorithm determines the Euclidian distance for each of the output nodes, and then, one of following two scenarios may occur.
Scenario 1: The smallest Euclidean distance between the current input vector and output nodes is greater than the threshold value ε. In this case, the algorithm creates a new output node in the image of the current input vector. Generally, the value of ε depends on the variability in input variables; however, for normalized data where the variation among variables is comparable, it can be any value between 0.1 and 1 [4] . The value of ε determines the efficacy of the model, i.e., the smaller the value, the larger the number of output nodes, and vice versa.
Scenario 2: The smallest Euclidean distance between the current input vector and output nodes is less than or equal to the threshold value ε. In this case, the output node, which has the minimum distance with the current input vector, is the BMU. Weights of the BMU (values of n variables) are updated such that BMU after update comes closest to the current input vector. In other words, BMU becomes more like the input vector prior to being updated. Additionally, a BMU's two closest neighbors (closest output nodes) are also updated as the BMU; the total of the updates will depend on the learning factor (γ), σ 2 , and the distance between output node and current input.
After presenting all input vectors, the training phase terminates the model. Fig. 1 illustrates the schematic flowchart of the training process in ESOM. It starts with the initialization of parameters to be used in the model, and preprocessed training vectors are fed to the model one at a time. Depending upon the distances between the existing output node and the current training vector, either a new output node is added to the model or the existing output nodes are updated. This process is repeated until all training vectors are fed to the model. Mathematically, we summarize the ESOM algorithm as follows:
Let Ω be the set of output nodes with dimension d. Initially it is a null set, i.e., Ω = {}.
Let X be the input vector of dimension d. Let ε be the threshold value.
Let N be the current number of output nodes, initially N = 0. Let w N be the weights of the N th vector in Ω, or values of the d fields of N th output node in set Ω.
We applied a supervised learning variant of ESOM, as suggested by Deng and Kasabov [4] so that a prediction could be made after learning and training of the model. Fig. 2 illustrates a schematic of the ESOM variant used in the study. Using supervised learning of ESOM, we augmented the input vector with the actual or desired values of the output variables for the input vector and executed the training process. After completion of training, we introduced a prediction for any input vector without augmentation to the trained model and determined the BMU without considering the augmented part of the output nodes. Once the BMU was determined, we sent back the augmented portion of the BMU as the prediction made by the ESOM model. As an example, Fig. 2 shows that each training data has four input variables and two desired or observed values of the output variables. Once the training was complete, the model predicted the input vector (now consisting of only four hollow circles representing four values of the variables in the input vector) for which BMU was calculated, only considering the gray part of the trained model (keeping dimensional consistency). We then sent back the augmented portion of the BMU (black donuts in the figure) as the predicted values for the given input. In this case, the BMU was the first node in the trained model, and hence, the two values (the black donuts) were sent back as the predicted values. The ESOM algorithm was coded using MATLAB R2011 for Windows. MATLAB is a computing environment and tool provided by The MathWorks, Inc. It should be noted that the lack of an ESOM tool in MATLAB requires one to code, test, and verify the algorithm.
IV. EXPERIMENTAL MODELS AND RESULTS
A. Evolving Self-Organizing Map Development
In order to develop the ESOM, the combined experimental data described above were used. Two textual information fields (Province and District) were dropped from the data. For the remaining 44 variables, normalization was carried out so that the resulting variation among variables was comparable. This normalization was implemented inside the MATLAB code. Table II shows the ESOM experimental parameters used for Models 1 and 2, which were implemented to investigate the efficacy of ESOM in predicting AE in the future. For both models, the training data used were records from 2003-2009; records from 2010 were used to test the efficacy of ESOM in predicting AE when socioeconomic, date, and information on location as input was provided to the trained model. In both of cases, models were trained in a single pass and then tested for predicting efficacy. hijacked differs from the actual value by, at most, 2. Similarly, PD ± 0 represents exact prediction, and PD ± 1 represents 1 as an absolute prediction error along with the percentages of test records falling in each category of the 2592 test records used. Mean square error (MSE) represents the prediction for the three AE categories: number of people killed (deaths: D), number of people wounded (W), and number of people hijacked (H). We note that MSE is highest for W and around 8 for D and H. Since variation is always added for the sum of random variables, it is no surprise that TC, which represents the total count of AE obtained by adding the values of D, W, and H, has the largest MSE. Table IV summarizes the results for the prediction of AE made by Model 2 for the test data. In this study, the ESOM model is more efficient in predicting D and H than in predicting W. Tables III and IV also show that Model 2 is slightly better in prediction than Model 1. Fig. 3 is a graphical representation of the prediction accuracy of Models 1 and 2. As depicted in Fig. 3 , percentage predictions for Model 2 are slightly higher than Model 1 for Dead, Wounded, and Hijacked categories for all PD levels. Fig. 4 depicts the values of MSE for prediction by Models 1 and 2. It should be noted that the MSE for D and H are much smaller than for W and TC. It is possible that such a high MSE could result from inaccuracies in the raw data, and/or the nature of the rules and assumptions that were used to calculate any missing data points. Regardless of the values of MSE, however, ESOM proved to be a better predictor of AE using the region's socioeconomic data. Fig. 5 shows the predicted value of D (solid line) and actual value of D (dashed line) for the first 100 test data . Prediction accuracy of number of Dead, Wounded, and Hijacked event categories. The only undesirable prediction "Miss" is aproximately 26-29% for Dead and Wounded categories for both models, whereas it is just under 9% for Hijacked category for both models.
points. With the exception of a few data points, the predicted values for numbers of AE are very close to the actual values.
B. Model Accuracy Using Analogy of Signal Detection Theory
We also employed the signal detection theory (SDT) model analogy found in [6] , [19] , and [20] to define quality of model prediction in terms of false alarms and prediction misses. According to this theory, any of the following four outcomes may occur.
1) The model predicts that an AE occurs, and in reality it occurs, which is known as a hit. 2) The model predicts that an AE occurs, and in reality it does not occur, which is known as a false alarm. 3) The model predicts that an AE will not occur, and in reality it occurs, which is known as a miss. 4) The model predicts that an AE does not occur, and in reality it does not occur, which is known as a correct rejection when no signal is present. Fig. 6 and Table V show the results of analysis using SDT analogy on the prediction of D, W, and H by the ESOM for the two models. In Model 2, both "hit" and "miss" increase slightly, whereas both "false alarm" and "correct rejection" decrease slightly. Model 2 has potential use in three of the four categories of prediction. With the exception of "miss," all predictions are desired; in the prediction scenario of "miss," counter offense or well-prepared defensive actions cannot be taken as a precautionary measure against impending AE actions, which thereby increases the risk of potential loss of life and property. For both models, "miss" is around 9% for H, whereas it is around 26% and 29% for D and W, respectively. Broadly speaking, out of the four prediction results outlined above, we consider three results as desired events, whereas we consider the "miss" event as a risky event. In order to evaluate a soft computing method application like the one provided here, it is imperative to determine how well a particular application performs in terms of percent of desired events, which were calculated as shown at the bottom of the page. Fig. 7 shows the percentage of desired and risky AE predicted by both models. We believe that overestimation or exact estimation is preferable to under estimation. Fig. 8 and Table VI depict both models' percentage predictions by category. Fig. 8 and Table VI indicate that the over or exact estimation is at least 65% for D and W for both models, whereas it is almost 90% for H. Furthermore, under estimation is the one that is undesirable in this type of prediction. Percentage of underestimation is around 33% for both Dead and Wounded categories for model 1 and around 34% for model 2, whereas this percentage is under 9% for Hijacked category for both of the models. These results reinforce our notion that accurate information about a region's socioeconomic data can enhance the predictive quality of these models.
V. CONCLUSION
Based on the conducted analysis of socioeconomic data about civil infrastructure development projects, along with the most recent AE information for a region, we conclude that the ESOM Fig. 8 . Analysis of over/under or exact estimation in predicting Dead, Wounded, and Hijacked AE categories by the two models using SDT analogy. Figure shows undesirable estimation (under estimation) is around 33% for both Dead and Wounded for model 1 and around 34% for model 2, whereas these percentages are under 9% for Hijacked category for both models.
algorithm with supervised learning can be very useful and effective in understanding future patterns of AE in a war region. It should be noted that the computational memory requirement for the developed model was less than those of classic SOM approaches, because the input vector could be deleted from memory soon after training. Careful selection of input parameters (learning rate, threshold value, and sigma) allowed us to construct a full scale model and verify its predictive efficacy. The results of model application to a case study of 34 provinces in Afghanistan also showed that the quality of relevant data may drastically enhance the predictability of AE.
The efficacy of the ESOM algorithm in predicting AE using high-dimensional socioeconomic infrastructure data and geographical location data suggests that current research efforts be extended as follows. Various combinations of learning rates, threshold values, and sigma should be investigated, along with the possible inclusion of other regionally relevant socioeconomic data. In this paper, we transformed the variables of interest using regular normalization processes. Future research should transform variables using other techniques with experimental models similar to the one we have presented here and compare the results in terms of predictive accuracy. Based on the results of our study, we suggest developing a variation in %Desired events = (Total number of events in hit + False alarm + Correct rejection ) Total number of test data × 100. ESOM that limits the number of times any output node can be modified (or updated) to a certain fixed value. We also propose that any output node that has never been updated should be dropped from the model based on how far that node is from its closest neighbors in Euclidean space. One of the important objectives of this study was to determine the relationship between, and model the effect of, socioeconomic infrastructure development projects and geographical information on a region's AE. Based on the study results, we propose the relationship of infrastructure development and geographical data for each cluster of the output nodes may be analyzed further as future work. We suggest an exploration of the following ideas.
1) In ESOM coding, we already know the index information of BMU. Therefore, after testing, one should determine the over, exact, and under proportion of the winning BMU in predicting AE. 2) In addition to the above, tracking the winning BMU Euclidean distances to the test data and investigating the relationship between distances, deviation from the actual value and associated socioeconomic indicators may be studied. 3) We suggest clustering the output nodes in order to assign a respective cluster number to each output node. 4) For each cluster, the proportion of winning BMU, distances, and deviation in prediction may be reviewed, and statistical evaluation of each cluster (e.g., multiple regression) may be performed to determine which socioeconomic variable has a significant relationship with the BMU properties. Future work will also focus on implementing data visualization and enhancing our approach by applying commercially available software for modeling large networks of human socioeconomic interactions between a multitude of variables that define the infrastructure development projects and complex security relevant variables observed in a given geographical region of a country of interest. occurred. USAID dataset shows the infrastructure project ID categorized by location (province and district), estimated start and end dates, estimated cost, and type of funding. In order to combine AE data with the civil infrastructure aid data (USAID data), province, district, and date of incident or infrastructure project were used. The following rules were applied in order to process WITSGEO data: Province, District, and Date of Incident were used to combine AE data from this dataset with the US-AID data which comprises of socioeconomic activities data. Specifically, we developed five rules for the WITSGEO data processing.
1) When Province and District were missing, Latitude and Longitude were used to identify the missing province and district using information in the ArcGIS base map of Afghanistan. 2) When Latitude and Longitude were missing but not Province and District, the Report field of WITSGEO dataset was used to identify the correct province and district if that file contains revealing textual information regarding Province and District. 3) When Latitude and Longitude were missing but not Province and District, latitude and longitude were obtained using the ArcGIS base map of Afghanistan. 4) AE data that could not be fixed with the available information and events outside of Afghanistan were not considered. 5) For each record after preprocessing, a new field, Shape_Area, which was the area of the district in 10 000 km 2 , was added using the ArcGIS base map of Afghanistan.
