Abstract: We introduce a novel approach to the matching problem appearing in the Interconnection and Damping Assignment Passivity-Based Control (IDA-PBC) methodology. We study the advantages of assuming constant interconnection and damping structures, and give verifiable conditions for the existence of a solution to the matching problem. The proposed framework gives a unified approach to addressing existence of a solution as well as equilibrium assignment and stability.
INTRODUCTION
The IDA-PBC methodology aims to establish or manipulate the so called port-Hamiltonian structure of the closedloop system, if it exists, to achieve stabilization (Ortega et al., 2002) . A port-Hamiltonian structure consists of an energy storage function, called Hamiltonian function, and interconnection and damping structures. The interconnection and damping structures represent, respectively, the distributions of energy between the states of the system, and the dissipation of energy. A particular version of IDA-PBC, called non-parametric IDA-PBC, assumes that the desired interconnection and damping structures are known, and that a Hamiltonian function is obtained as the solution to a set of partial differential equations (PDEs). Theses PDEs are parameterized by the aforementioned structures (Ortega et al., 2002) . Finding a solution to this set of so called matching PDEs is referred to as the matching problem in IDA-PBC. The effect of the interconnection and damping structures on the qualitative behaviour of the closed-loop system is disturbed by the Hamiltonian function. This has been illustrated for instance in Kotyczka and Lohmann (2009) . Hence, it is important to understand how the choice of the desired interconnection and damping structures affect the closed-loop system. In recent years, the IDA-PBC methodology has been applied to control problems in various fields of engineering e.g., Dörfler et al. (2009) ; Ortega et al. (1999 Ortega et al. ( , 2001 . In most these applications, the authors were able to find a specific Hamiltonian function based on some heuristics. Furthermore, the assumption was made that the functions determining the interconnection and damping structure are constant. Based on this observation, we develop specific results for the case of constant interconnection and damping structure. This paper presents necessary and sufficient conditions for existence of a solution to a set of partial differential equation appearing in the feedback design process. We also construct the homogeneous solution of the matching problem, under the assumption of constant interconnection and damping structures. Furthermore, we establish an alternative description of port-Hamiltonian systems.
We identify two common themes in the literature: First, most applications of IDA-PBC assume that the desired interconnection and damping structure is constant. This is motivated by the additional complications that arise when an explicit solution is computed. Second, the homogeneous solutions of the matching equation are often linearly parameterized by constant parameters to achieve equilibrium assignment and stability of the closed-loop system. We use this description to establish new results on the construction of a solution to the matching problem in the main section. In the following paragraphs, we detail the existing solutions to specific matching problem, according to these themes.
Constant structure assumption:
In the context of process control systems, the matching problem has been considered by Johnsen and Allgöwer (2007) and Dörfler et al. (2009) . In Johnsen and Allgöwer (2007) , the IDA-PBC methodology is applied to a 4-tank system. The initial guess of a Hamiltonian function for this system is chosen to achieve a constant interconnection and damping structure, which was preferred over other (physically more meaningful) choices that would have resulted in a non-constant interconnection and damping structure. In Dörfler et al. (2009) , the authors made several applications of IDA-PBC to different process control problems. A standing assumption was that the interconnection and damping structure are restricted to be constant in the given coordinates, to simplify the controller design. In Kotyczka and Lohmann (2009) , a general design framework for IDA-PBC based on the linearization of the control system at the desired equilibrium is presented. They showed that the linearization of the system and the desired constant interconnection and damping structure, together with the restriction to a quadratic Hamiltonian function define a linear matching problem. The linearized matching problem, which is algebraic, is easier to solve.
Parameterization of the homogenous solution:
Another commonality found in several applications of IDA-PBC is a parameterization of the homogeneous solutions to the matching equations for equilibrium assignment and/or stabilization. For example, due to that fact that the control vector fields and the chosen interconnection and damping structure are constant in Johnsen and Allgöwer (2007) , a coordinate transformation was applied such that the homogenous solution only depends on a subset of the transformed coordinates. The parameterization of the homogeneous solution was chosen such that they are quadratic function in the error states, which resulted in a simple controller structure. Furthermore, the linear term of the homogenous solution was used for equilibrium assignment.
The remainder of the paper is structured as follows; In Section 2, we define port-Hamiltonian systems based on the concept of tensor fields. In Section 3, we present a checkable existence condition based on exterior differential systems Ivey and Landsberg (2003) for a fixed structure tensor and address the stability conditions. In Section 4, further generalizations and extensions, as well as applications are discussed.
MATHEMATICAL PRELIMINARIES
In this section, we introduce some basic definitions and establish some notation which are used throughout the paper. If not stated otherwise, it is assumed that all objects (e.g., functions, manifolds, etc.) are smooth. The following can be found in Abraham et al. (1988) .
Local Vector Bundles
Consider the finite-dimensional real vector spaces E, E 1 , . . . , E k . Let L(E 1 , . . . , E k ; E) denote the vector space of k-multilinear maps of E 1 × ⋯ × E k to E. Definition 2.1. Let V be a vector space and let X be an open subset of R n . We call the Cartesian product E = X ×V a local vector bundle. We call X the base space, which can be identified with the zero section X × {0}. For p ∈ X , E p = {p} × V is called the fiber over p, which we endow with the vector space structure of V . The map π ∶ E → X given by π(p, v) = p is called the projection of E . (Thus, the fiber over p ∈ X is π −1 (p).)
A local vector bundle map that has a unique inverse which is also a local vector bundle map is called a local vector bundle isomorphism.
In particular, the tangent bundle T X of an open subset X ⊂ R n is a local vector bundle. Furthermore, a distribution is a subbundle of T X and therefore also a local vector bundle of X , possibly after restriction to an open subset of X and a change of coordinates. Definition 2.4. Suppose E = X × V and E ′ = X × V ′ are local vector bundles. The homomorphism bundle
The rank of Hom(E; E ′ ) is the product of the ranks of E and
Let ∆ be a constant-rank distribution on X . We define define the local vector bundle Hom(∆) = Hom(∆; T X ), shrinking X if necessary and a change of coordinates. Similarly, let ann ∆ be the annihilator of ∆, i.e., the codistribution generated by all one-forms annihilating ∆. Then we define Hom(ann ∆) = Hom(T X ; (ann ∆) * ), where (ann ∆)
* is the dual of ann ∆.
Definition 2.5. For a finite-dimensional real vector space
(r copies of E * and s copies of E). Elements of T r s (E) are called tensors on E, contravariant of order r and covariant of order s; or simply of type (r, s).
The most common type of tensors that we work with in this paper are of type (0, 2) and (2, 0); these can be identified with linear maps from E to E * and from . Next, we define sections of local vector bundles. Definition 2.6. Let E = X × V be a local vector bundle. A section of E is a map σ ∶ X → E, such that π ○ σ = id X , where id X is the identity map on X .
Tensor fields of type (r, s) are sections of the local vector bundle of tensors of type (r, s). In local coordinates (x 1 , . . . , x n ), a section σ of T r s X can be written as
with standard notation as for example in (Abraham et al., 1988) . The functions σ j1...jr i1...is are called the component functions of σ in these coordinates.
In particular, if F is a (2, 0)-tensor field on X ⊂ R n and (x 1 , . . . , x n ) are local coordinates on X , then F has the local expression
∂x j is a vector field on X . We assume F p is an isomorphism for all p ∈ X ,i.e., the matrix [F ij ] is invertible at every point. Denote the inverse of
Port-Hamiltonian Systems
Next, we give a definition of port-Hamiltonian systems based on tensor fields.
Definition 2.7. Let X and U be open subsets of R n and R m , respectively. Here n ≥ m ≥ 1 and 0 R m ∈ U. Let f 0 , g 1 , . . . , g m be vector fields on X . A control-affine system is a triple Σ = (X , {f, g 1 , . . . , g m }, U), where X is called the state space, U is the control space, the vector field f is called the drift vector field, and g 1 , . . . , g m are called the control vector fields. We refer to the smooth distribution generated by the control vector fields by g, i.e., g(p) = span {g 1 (p), . . . , g m (p)} as control distribution.
Let Σ = (X , f, g, U) be a control-affine system, a point p ⋆ ∈ X is called an admissible equilibrium of Σ if there exists an u ∈ U such that 0
We make the following assumption, which will be in force throughout the paper. Assumption 2.8. If Σ is a control-affine system, the distribution generated by its control vector fields is regular and of rank m. To emphasize the role of the distribution, denote the control-affine system by Σ = (X , f, g, U).
The bundle of structure tensors: We use tensor fields to describe the interconnection and damping structure. We identify the space of bundle maps between the cotangent and tangent bundle with the space of (0, 2)-tensors. Definition 2.9. Let X ⊂ R n be open and T 2 0 X be the local vector bundle of tensors of type (2, 0) on X . A section F of T 2 0 X is called a structure tensor field if Sym F p ≤ 0 for all p ∈ X ; where Sym F p denotes the symmetrization of F p (Lee, 2003) .
Every structure tensor field can be decomposed uniquely into a skew-symmetric tensor field J, called the interconnection structure (tensor field) and a symmetric tensor field R, called the damping structure (tensor field). Definition 2.10. Let Σ be a control-affine system, let H be a function on X , and F be a structure tensor field on X . We call Σ a port-Hamiltonian system if f = F dH, then H is called the Hamiltonian function. We denote the system by the 5-tuple Σ = (X , F, H, g, U).
MAIN RESULT
We present results for the existence of a solution to the matching problem, assuming an a priori fixed structure tensor field. We first establish the result for a pseudogradient representation, then we consider homogeneous solution of the matching equation, equilibrium assignment and stability conditions.
Constant Structure Matching Problem
In this section, we define the constant structure tensor bundle and the constant parameter matching problem. In order to define what a constant structure tensor is, we make use of the concept of affine connections on manifolds. Next, we make precise what we mean by "constant structure tensor". More specifically, we answer the question:
With respect to what is the structure tensor constant? Clearly, this must be done in a coordinate-free manner as the following example of "constant" vector fields shows. Example 3.1. Consider R 2 with (U 1 , φ 1 = (x, y)) as standard Cartesian coordinate system and (U 2 , φ 2 = (r, θ)) as polar coordinates, and U 1 ∩ U 2 ≠ ∅. Let X be a vector field on R 2 , given in the first coordinates by X = ∂ ∂x
. In polar coordinates this would be expressed as
Hence, it would be misleading to refer to X as "constant", if we base the definition on a specific coordinate representation.
In order to say when a vector field is constant, we need to be able to compare elements of the tangent spaces at two points. Since we are working on open subsets of R n , we could use the standard identification of the tangent space at each point with R n itself. In order to keep track of all identifications and have a coordinate-free presentation, we prefer to consider R n as a smooth manifold. The tool that will allow us to compare point in different tangent spaces is an affine connection, in particular the affine connection associated to a Riemannian metric induced on X ⊂ R n by inclusion from the Euclidian metric on R n . 
Where L X λ denotes the Lie derivative of λ along X.
The vector field ∇ X Y is called the covariant derivative of Y with respect to X. The covariant derivative of a tensor field t of type (r, s) is defined by
A Riemannian metric defines an associated connection, called the Levi-Civita connection, uniquely. Definition 3.3. If (X , G) is a Riemannnian manifold, then there exists a unique smooth affine connection ∇ on X such that ∇ is a metric connection (i.e., ∇G = 0), and
for all vector fields X, Y Definition 3.4. Let (X , G) be a Riemannian manifold, and let X be a vector field on (X , G). The vector field X is said to be parallel or constant with respect to the Levi-Civita connection ∇ if ∇ Y X = 0 for all vector fields Y . We use the shorthand ∇X = 0 for this.
Revisiting Example 3.1, we see that ∇X = 0. Similarly, we can define a constant tensor field as follows: Definition 3.5. Let (X , G) be a Riemannian manifold, let t be a tensor field on (X , G). t is said to be parallel or constant if ∇ Y t = 0 for all vector fields Y . We shall also use the shorthand ∇t = 0 for this.
Equipped with the necessary notation, we can now state the constant structure matching problem. Problem 3.6. Given a control-affine system Σ = (X , f, g, U) and an admissible equilibrium p ⋆ of Σ, find, if possible, a constant (2, 0)-tensor field
where g is a section of Hom(ann g). Furthermore, H d has to satisfy dH d (p ⋆ ) = 0 and Hess H d (p ⋆ ) = 0.
Existence Conditions
As a motivation for this section, let us consider the PDE for H given by F dH = X where F is a (2, 0)-tensor field and X is a vector field on X ⊂ R n . We write equivalently dH = F −1 X, this defines the subset S = {p = F −1 X} of the first jet with coordinates (x, p, u) (see Saunders (1989) ). Furthermore the canonical contact form θ = dz − p i dx i restricted to this subset is
The integral manifolds of the EDS generated by θ algebraically are solutions to the PDE (see Ivey and Landsberg (2003) ). Furthermore, there exists a solution if and only if θ is integrable. In the following, we establish similar conditions for the overdetermined set of PDEs given by (1).
Consider the control-affine system Σ and the (2, 0)-tensor field F on X , such that F p is a isomorphism for all p. We call Σ pseudo-gradient system if there exists a function H such that f = F dH. We present the existence result for a solution to the matching equations for pseudo-gradient systems, it is clear that analog results hold when restricted to structure tensor fields. For a control-affine system Σ and a (0, 2)-tensor field, let us define the codistribution
, where ω i = F −1 g i . We derive an equivalent representation of the PDE g F dH = g f . Lemma 3.7. Using the same notation as above. There exists a solution H to the the PDE g F dH = g f if and only if dH − F −1 f ∈ F −1 g.
Proof:
We show that F −1 g(α) = ann g F (α) for any oneform α, then the claim follows since
Let β be a one form, assume β ∈ F −1 g, i.e., there exist functions
On the other side, if β ∈ ann g F then F β ∈ g and since F is non-singular
Next, we give condition for the existence of a solution to the matching equations for a fixed F d . Theorem 3.8. Consider the control-affine system Σ and let F d be a structure tensor field. Define the following one forms on X × R
, where π ∶ X × R → X is the projection onto the first factor. Define I 0 = {ω i }, I = {π * ω i , θ}, and the Pfaffian systems (?) I 0 and I generated by algebraically by I 0 and I, respectively. Then locally there exists a solution to the matching equation (1) . Also, using the fact that exterior differentiation and pull back commute, we have that dω ≡ α ω mod I 0 implies that dπ * ω ≡ π * α ω mod I for all ω ∈ I 0 , and similar arguments can be made for the derived systems such that η i ∈ I . By the implicit function theorem, there exists a function H on X such thatH is its graph, i.e., z = H(x). Furthermore,
d g, as required. Remark 3.9. Proposition 3.8 is dual to the existence result presented in Cheng et al. (2005) , which is motivated by the results presented in Tabuada and Pappas (2003) . This proposition establishes furthermore, a clearer connection to classical results on the existence of solutions to PDEs.
If F d is constant we can derive the following result. Corollary 3.10. Consider the control-affine system Σ and let F d be a constant structure tensor field. Let ann(g) = span {η m + 1, . . . , η n } = η and assume that
Then locally there exists a solution to the matching equation (1) if and only if
Proof: If we show that I 0 is integrable, then Theorem 3.8 implies that (3) is equivalent to the existence of a solution to the matching equation, since then I 0 = I
and dθ ∈ I implies I = I (∞) . First we show that (Lee, 2003) . Consider
Hence,
Remark 3.11. If Σ is such that m = n − 1, then (2) is trivially satisfied. Example 3.12. Let F d be a constant structure tensor field. Assume that the control vector fields of Σ are constant. Control-affine systems that satisfy this assumption are considered in Johnsen and Allgöwer (2007) and Kotyczka and Lohmann (2009) . Clearly, condition (2) is satisfied. Let (x 1 , . . . , x n ) be coordinates on X . Then we can define new coordinates
. Note that θ is given by
in the adapted coordinates. The exterior derivative of θ yields
Hence, if
∂y j for i, j = m + 1, . . . , n, then there exists a solution to the matching equation. Remark 3.13. The idea of adapting the coordinate system based on the structure tensor was also used in Kotyczka and Lohmann (2009) to simplify the matching problem.
Equilibrium Assignment and Stability
Assume that there exists a port-Hamiltonian representation with constant structure tensor. In addition, we have to establish that the closed-loop system is stable in order to solve the constant structure matching problem. For portHamiltonian system, stability is equivalent to the Hamiltonian function satisfying the following two conditions
(5) Note that in context of the constant structure matching problem, the condition (4) ensures H d has an extremum at p ⋆ , while the Lyapunov stability condition (5) shows that it is an isolated minimum. We refer to the former as the equilibrium assignment condition and to the latter as stability condition (see Ortega and Garcia-Canseco (2004) for details).
Homogenous solutions: The solutions to the homogeneous matching equations are in practice used for equilibrium assignment and to satisfy the stability conditions. Next, we show that the generators of I (∞) 0 are the solutions of the homogeneous matching equations. Lemma 3.14. Consider the control-affine system Σ and let F d be (0, 2)-tensor field on X such that F p is an isomorphism. A smooth function h is a solution to the homogeneous matching equation 
(p ⋆ ) denotes the subspace of T p⋆ X generated by a set of generators of I
. Then there exists constants
. Hence, we can
We immediately get the following corollary. Corollary 3.16. If the distribution generated by the control vector fields is locally integrable around the desired equilibrium p ⋆ then equilibrium assignment via the homogeneous solutions is always possible. Example 3.17. Consider the control-affine system Σ with
and a fixed structure tensor F = −id T X . Then, ω 1 = −x 2 dx 1 + dx 3 , ω 2 = dx 4 and I 0 = {ω 1 , ω 2 }. The homogeneous solutions are the differentials of the bottom derived system I (∞) 0
Hence, equilibrium assignment via the homogeneous solutions is not possible in this example.
Stability Condition: Consider the control-affine system Σ and a constant structure field F d . Let H d be a solution to the matching equations defined by Σ and
then p ⋆ is a locally stable equilibrium of the closedloop system, H d is non-increasing along trajectories of the closed-loop (Ortega and Garcia-Canseco, 2004) . Next, we show that for control-affine Σ with integrable control vector fields, we can give equivalent conditions for stability depending on Σ and F d . In this final section, we consider local coordinate expression at an admissible equilibrium p ⋆ . Let D(⋅) denote the total derivative and D 2 (⋅) at x ⋆ ∈ R n , where x ⋆ is the coordinate expression of p ⋆ .
Let us denote
We require the following result: Proposition 3.18. Consider Σ and the constant structure tensor field F d . Let H d be a solution to the matching equation defined by Σ and
then p ⋆ is a locally stable equilibrium.
Proof: We can equivalently to (5) require that 
since F d is constant we have DF d (p) = 0 for all p ∈ X . Hence, by linearity, we get
If we premultiply (8) by G F d and postmultiply by (G F d ) ⊺ and substitute (9), we get
after rearranging the terms this yields (7), as required.
If the control vector fields of Σ are constant then B = 0 and the stability condition (8) reduces to
which is a linear matrix inequality (LMI) for the constant structure tensor F d at p ⋆ . The LMI can be efficiently solved using numerical tools (Boyd et al., 1994) . Since F d is constant, F d defines F d on the coordinate chart that is considered here.
We summarize the results of this section for controlaffine systems and constant structure tensor fields in the following proposition. 
CONCLUSIONS
We have introduced a novel approach to the matching problem. The benefits of this are a unified approach to the distinct but not related problems of existence, equilibrium assignment, and stability of the solution. We have derived conditions for the existence of a solution to the matching equations, for a fixed structure tensor. Furthermore, we exploit the possibilities to achieve equilibrium assignment and stability by altering an existing solution of the matching equation via the homogeneous solutions. It is not clear how restrictive the assumption of a constant structure tensor field is. It important to understand what class of systems can be controlled using the presented approach.
