Abstract. Suppose that a dynamical system possesses an invariant submanifold, and the restriction of the system to this submanifold has a chaotic attractor A. Under which conditions is A an attractor for the original system, and in what sense?
Introduction
Although not a generic situation in the broadest sense, many smooth dynamical systems defined by flows or maps leave certain submanifolds of the phase space invariant. This situation can become generic if appropriate constraints are imposed-for instance, if the system has a symmetry. However, there are many other situations in which this is the case, such as in evolutionary dynamics, synchronisation of chaotic oscillators and systems with hidden symmetries.
To be specific, suppose the phase space M is a smooth finite-dimensional manifold and f : M → M is a smooth map leaving a lower-dimensional submanifold N invariant-that is, f (N) ⊂ N. The restriction g = f |N : N → N determines a discrete dynamical system in its own right. We address the following problem. Suppose A ⊂ N is an attractor for g. Under what conditions is A an attractor for f on M?
Liapunov exponents [33] provide useful quantitative indicators of asymptotic expansion and contraction rates in a dynamical system. They therefore have a fundamental bearing upon questions of stability and bifurcation. In particular, local stability of fixed points or periodic orbits is determined by whether the real parts of the eigenvalues are inside the unit circle or not, or equivalently by whether the corresponding Liapunov exponents are negative or not. Suppose that a hyperbolic periodic orbit P lies on an invariant submanifold N as above, and that P is attracting for g = f |N -that is, all its Liapunov exponents are negative regarding it as an object of N . In this case, asymptotic stability of P in the global phase space M is determined by the remaining Liapunov exponents as noted in [2, 18] . Specifically, if all the remaining exponents are negative, P is asymptotically stable, whereas if there is at least one positive exponent, it cannot be asymptotically stable.
For invariant sets with more complex dynamics, the situation is much more subtle, but the considerations above provide useful guidelines for their analysis. One of the main goals of the present work is to show that local dynamic stability of chaotic attractors in invariant submanifolds may be described in terms of their normal Liapunov exponents-that is, the extra exponents that are introduced when considering the attractor as a subset of the global phase space M instead of just the invariant manifold N .
A semi-rigorous approach to this question is given by the following argument, expounded by the authors in [4] . Suppose dim M = m, dim N = n < m. Given any ergodic invariant measure µ supported in A, then for µ-almost all x ∈ A there exist m − n normal Liapunov exponents λ i ⊥ (x) (that is, Liapunov exponents whose corresponding eigenspaces are not tangent to N ). Indeed by ergodicity they are constant µ-a.e., allowing us to drop the dependence on x. If all λ i ⊥ < 0, then by standard results [47] we know that there exists a set B µ ⊂ A of full µ-measure such that for all x ∈ B µ there exists an m − n-dimensional local stable manifold W s loc (x) which is transverse to N . Therefore, if we consider a neighbourhood U of A in M, points lying in the intersection x∈B µ W s loc (x) ∩ U will be forward-asymptotic to A. On the other hand, if at least one of these normal Liapunov exponents is positive, then for all x ∈ B µ there exists a corresponding unstable manifold and A must be Liapunov unstable.
Invariant measures on A are, however, often not unique; for instance, associated to each (unstable) periodic orbit contained in an attractor is a Dirac ergodic measure whose support is the orbit. Ergodic measures are thus not unique if A contains more than one periodic orbit-as is the case with most chaotic attractors, including all (non-trivial) Axiom A attractors. Each ergodic measure carries its own Liapunov exponents, so the question of stability in transverse directions arises independently for every ergodic measure supported in A. For example, two different periodic orbits in A may have normal exponents of different signs. If there exists a 'natural' measure on A, then Lebesgue-almost all points have corresponding normal exponents and manifolds, but there can still be a dense set in A with the opposite behaviour.
Liapunov exponents only give a linearized picture of stability. The 'global' stability of an attractor will be typically determined by dynamics far from A, and cannot be found by a local analysis of higher order terms in some Taylor expansion. As noticed by Ott and Sommerer [36] , there are at least two different types of global dynamics: intermittency, where the local unstable manifolds fold back on A (giving rise to the occurrence of 'fluctuations' away from A that are forced back again by global dynamics) or riddled basins (see Alexander et al. [2] ), where the dense set of unstable manifolds are contained in the basin of a second, distinct attractor. We generalize these concepts by defining a 'locally riddled basin', which includes the case where the basin of A is open but local normal unstable manifolds exist in a dense set in A. As a result, we are able to put much of the discussion in [4] onto a firm theoretical footing.
The paper is organized as follows. In subsection 1.1 we introduce some definitions and terminology. section 2 describes the local theory for a manifold M with an embedded invariant submanifold N on which f |N has an asymptotically stable attractor A. We give a characterisation of the local normal stability of A in terms of the spectrum of normal Liapunov exponents. In section 3 we develop an appropriate bifurcation theory and show that the relevant bifurcations arise in a persistent way under additional assumptions on the dynamics on A. section 4 considers two numerical examples showing the same local behaviour but contrasting global behaviour; these examples illustrate much of the theory in sections 2 and 3. Finally, in section 5 we present some conclusions, discuss the effects of low levels of noise on the attractors and indicate some further directions of study.
Topological and measure-theoretic attractors
Many of the definitions in this section have appeared before or are standard, but we include them for completeness. Let M be an m-dimensional manifold and let f : M → M be a smooth map. We say a compact invariant set A ⊂ M is topologically transitive if there exists x ∈ A such that ω(x) = A, where ω(x) is the set of limit points of the orbit {f n (x)} n 0 . Throughout the paper we always suppose A to be a compact transitive set (invariance follows from transitivity). We say A is Liapunov stable if for every neighbourhood U of A there exists a neighbourhood V of A such that f n (V ) ⊂ U for all n ∈ N. We say the compact invariant set is chaotic if A supports an ergodic measure but is not uniquely ergodic (this is a very weak definition).
Suppose M is an m-dimensional Riemannian manifold. In what follows we denote Lebesgue measure on M-which may, for instance, be derived from a volume form-by (·).
Definition 1.1. The basin of attraction B(A) is the set of points whose ω-limit set is contained in A.
For non-empty A the basin B(A) is always non-empty because it includes A. For A to be an attractor, we require that B(A) is large in the appropriate sense.
Definition 1.2. A is an asymptotically stable attractor if it is Liapunov stable and B(A) contains a neighbourhood of A.
It can happen, however, that even though B(A) contains no neighbourhood of A (so that, in particular, B(A) is not open), it is still large in a measure-theoretic sense, meaning that an initial condition taken at random in a small neighbourhood of A still has a positive probability of being attracted to A. This motivates the following weaker definition (see Milnor [28] In fact, any measure equivalent to Lebesgue is suitable for the purposes of definition 1.3 as this only distinguishes between sets of zero and non-zero measure. The next definition (cf Melbourne [24] ) is a stronger version of a Milnor attractor: 
is the set of points in V whose iterates always remain in V .
Definition 1.6. A Milnor attractor
A has a locally riddled basin if there exists a neighbourhood V of A such that, for all x ∈ A and δ > 0,
This definition states that an arbitrarily small ball centered around any point of the attractor contains a set of positive measure which eventually leaves V under iteration. It is a broader definition than that of a riddled basin since it allows the set which is locally repelled from A to eventually return to A. [32] ) if there is a neighbourhood U of A such that B(A) ∩ U = A but (B(A)) = 0. In the next definition we suppose that N ⊃ A is an invariant n-dimensional submanifold of M, where n < m. Just as an asymptotically stable attractor is a special case of a Milnor attractor, a normally repelling chaotic saddle is a special case of a chaotic saddle.
In section 2.5 we shall consider the case where A has a natural invariant measureideally a Sinai-Bowen-Ruelle (SBR) measure [15] ) for f |N , that is, one which is absolutely continuous on unstable manifolds in N.
Throughout this paper we always work with Borel measures, that is, measures defined on the Borel σ -algebra. Given a non-empty compact set A invariant under a continuous map f , we denote by M f (A) and Erg f (A) respectively the sets of invariant probability measures and ergodic measures supported in A; it is a standard fact that both M f (A) and Erg f (A) are non-empty (see Walters [52] ).
Normal Liapunov exponents and stability indices
We define the Liapunov exponents (also known as characteristic exponents, see Ruelle [48] ) and discuss the role of the normal Liapunov exponents in determining the stability of the attractor A for f |N with respect to perturbations outside N. These exponents are a.e. constant for each ergodic measure supported on A, and we refer to the set of all normal Liapunov exponents as the normal spectrum of A. Lemma 2.8 shows, under an appropriate assumption, that the upper and lower limits of the normal spectrum can be characterized by real numbers λ min and max . Theorem 2.12 shows that A is asymptotically stable for max < 0 and Liapunov unstable for max > 0. The normal spectrum also determines whether a chaotic saddle is normally repelling or not (see theorem 2.16).
For many systems of interest there is a special invariant measure supported on A that is natural with respect to Lebesgue measure on initial conditions. This is the Sinai-BowenRuelle (SBR) measure introduced in section 2.5. The normal Liapunov exponents of this measure determine whether A is a Milnor attractor or a chaotic saddle (see Theorems 2.19 and 2.20).
The results of this section are collected together in proposition 2.21 which classifies the stability or instability of A according to its normal spectrum.
Normal Liapunov exponents
Let M be an m-dimensional Riemannian manifold and let f :
Define a smooth splitting of the tangent bundle T M = p∈M T p M in a neighbourhood of N which coincides with
⊥ being taken with respect to the Riemannian structure in M. This is possible because N is an embedded submanifold.
Throughout this paper we suppose that A ⊂ N is an asymptotically stable attractor for f |N .
For p ∈ A, 0 = v ∈ T p N, the Liapunov exponent λ(p, v) at the point p in the direction of v is defined to be
if this limit exists. Given an f -invariant measure µ ∈ M f (A), the multiplicative ergodic theorem of Oseledec [33] implies that the limit in (3) exists for µ-a.a. p ∈ N and every v ∈ T p N .
In what follows, p will denote an arbitrary point of N . We write
to simplify the notation. Given the splitting
blockdecomposes in matrix form with respect to these subspaces as
where V denotes the orthogonal projection onto the vector subspace V and use is made of (2).
Lemma 2.1. With the above notation,
Proof. This results by a straightforward computation using (5) and the chain rule. 
Similarly define the normal Liapunov exponent at p in the direction of v to be
Both definitions apply only when the limit exists.
Note that the projection T N n in (6) is in fact the identity operator in view of (2), and could therefore be omitted. It is included to stress the similarity of the two definitions. 
The first statement of (a) then follows (with the proviso λ = −∞ if v ∈ ker T N 0 ) because definitions (6) and (3) 
The Normal Liapunov spectrum
In particular, the normal spectrum S n (A) is bounded above by γ . We define inf 
From now on we refer to
Proof. Injectivity of the normal derivative and compactness of A imply that
is uniformly bounded away from zero. Define the induced tangent map Tf : SA → SA by
The requirement of an injective, or non-singular, normal derivative ensures that this map is well defined for all (p, v) ∈ SA, since the denominator in (8) never vanishes.
and note that
Therefore lim sup
The right-hand side of (11) is a Birkhoff sum. Given (p, v), choose a subsequence
Since SA is compact, the space of probability measures M(SA) is compact as well. Therefore, the sequence of probability measures
By ergodic decomposition we can replace the right-hand side by
We now relate the integrals SA ϕdm to the Liapunov exponents in A. To do this, note that in the commutative diagram
where π 1 is projection onto the first factor, an ergodic Tf -invariant measure m projects via
to an ergodic f -invariant measure on A. Moreover, this projection is onto (consider p generic for µ and any v = 1; one can construct an invariant m as above; any ergodic component of this projects onto µ).
Given any ergodic m define µ = m • π
Since this holds for a full µ-measure set of p, Oseledec's theorem says that
This together with (12) and the definition of λ
A similar argument shows that
An argument analogous to that on Lemma 2.6 shows that the normal spectrum is contained in a compact interval.
Remark 2.10. If there exists a point p ∈ A with a dense orbit such the normal Liapunov exponents do not exist, i.e. if the set of limit points of
is non-trivial for some v ∈ T N 0 , then it may be shown that normal Liapunov exponents only exist in a set of first Baire category in A; see [14] . However, theorem 2.8 implies that for all p ∈ A and all non-zero v ∈ T M 0 the set of limit points of (14) is always contained in [λ min , max ]. Therefore, the spectrum bounds the possible asymptotic growth rates in the normal direction.
Stability indices
Given an ergodic invariant probability measure µ ∈ Erg f (A), the normal Liapunov exponents λ
exist and are constant in a set B µ of full µ-measure. The normal stability or instability of this set is determined by the sign of the largest normal Liapunov exponent. We therefore associate to every ergodic µ its normal stability index µ in the following way. Definition 2.11. Let µ be an f -invariant ergodic probability measure supported in A, with normal Liapunov exponents λ
The definition is useful because of the following result.
Theorem 2.12. Suppose A is an asymptotically stable attractor for f |N and the normal derivative of f is injective on
The proof of theorem 2.12 is divided into several steps. Firstly, by the asymptotic stability condition, we may take a compact neighbourhood W ⊂ N of A in the relative topology such that f (W ) ⊂ W and ∞ n=0 f n (W ) = A (see e.g. [28] ). Define the normal bundle of W to be
where exp : T M → M is the exponential map. By the compactness of W , there exists
In other words, g is defined in a neighbourhood of the zero-section of T W ⊥ .
Lemma 2.13. (see e.g [50] vol 1, lemma 19 and theorem 20) There exists
> 0 such that g is a diffeomorphism betweenW def = {(p, v) ∈ T W ⊥ : v } and a compact neighbourhood of A in M.
Remark 2.14. By a standard property of the exponential map, g(p, 0) is the identity-that is, for all
Denoting the image ofW under g by W , we conclude that there is a δ > 0 such that, definingf
commutes.
Proof of theorem 2.12. (a)
Taking the derivative of (16) 
where the obvious identifications of tangent spaces are made. Therefore, by induction
that is, f andf have the same normal derivatives. As g(p, 0) is the identity, the normal Liapunov exponents of a point p ∈ A under f andf coincide. In particular, the normal spectra S n (A) of A under f andf are equal. From now on, denote by
Let (n) > 0 and δ > 0 be such that g is a diffeomorphism and diagram (17) commutes. For 0 < α < min{ , δ}, take the compact neighbourhoodW α in T W ⊥ . Fix λ such that max < λ < 0. By compactness of W , continuity of d ⊥ pf n and theorem 2.8 we conclude that there exists n 0 such that n n 0 implies, for all
Choose n such that e (n−1)λ < 1 3 and denote
.
, where π 1 , π 2 are the projections on the first and second factors of T W ⊥ , respectively.
where d H is the Hausdorff distance between compact sets in T W
⊥ . We may take α > 0 sufficiently small so that
for all (p, v) ∈W α , where ρ denotes the Riemannian metric induced on T W ⊥ by that of M through the diffeomorphism g, and
Condition (19) may be met by uniform continuity off n , and condition (20) by continuity of d
With these choices,
Equation (19) 
where the last equality is due to asymptotic stability of A. Therefore A is an asymptotically stable attractor for the mapf .
Translating these results via the diffeomorphism g into M, we conclude that A is an asymptotically stable attractor for the map f : M → M.
Proof of part (b).
Suppose that max > 0. Then there exists an ergodic invariant measure µ supported in A with µ > 0 by theorem 2.8. Fix 0 < λ < µ . By theorem 2.3, for µ-a.a. p ∈ A there exists a filtration
As for (a), we consider the commutative diagram (17), the diffeomorphism g and equation (18) . Define
, all m n. Using the same notation as in part (a), choose n > 0 such that We next give a sufficient condition for the basin of a (Milnor) attractor to be locally riddled.
Given an ergodic measure µ, we denote the set of (measure-theoretical) generic points of µ (see e.g. Denker et al [14] ) by G µ . That is,
where convergence is in the weak * topology. For any α > 0 define Proof. We set β = α/2 and argue by contradiction. Suppose A does not have a locally riddled basin. Setting
c ) = 0. As we want to consider arbitrarily small compact neighbourhoods of A in M, we may restrict attention to those contained inside neighbourhoods where g as in lemma 2.13 and in diagram (17) is a diffeomorphism. Zero measure sets, local basin riddling and density of G α are clearly invariant under the diffeomorphism g −1 , so the previous statements translate automatically to the corresponding ones inW . Moreover, if p ∈ N then g −1 (p) = (p, 0) ∈ T W ⊥ and α in the statement remains invariant under g. For convenience we work below with the product metric in T W ⊥ : for p ∈ N, we set
We follow the notations of theorem 2.12:
and 
As the d ⊥ pf n are finite-dimensional linear operators, their norms must be attained by vectors v(p); moreover these vary continuously with p.
Consider the vertical strip
where inductive use is made of (22) . We now apply (23) inductively:
contains an open set, and has therefore positive measure, contradicting the hypotheses. Therefore A has a locally riddled basin in T W ⊥ . This statement translates through the diffeomorphism g to the corresponding one in M, proving that A has a locally riddled basin in M.
Chaotic saddles
In this section we consider the situation opposite to that of theorem 2.12. We assume that the spectrum lies completely to the right of the origin and conclude, using essentially the same methods, that A is normally repelling: the only points which remain in a small neighbourhood of A for all iterations are those already lying in the submanifold N. In particular, if A is a chaotic attractor for f |N , then A is a normally repelling chaotic saddle. Proof. The 'if' part is trivial since A is an asymptotically stable attractor for f |N . We concentrate on the 'only if' part. The notation in this proof will be that of theorems 2.12 and 2.15. As before, the statement in the theorem translates through g −1 to T W ⊥ .
Choose λ such that 0 > λ > λ min . By theorem 2.8, there exists n such that, for all
Choose a small enough compact neighbourhoodW γ of A in T W ⊥ thatf n (W γ ) remains inside the neighbourhood referred to in lemma 2.13 and
Note that the zerosection of (T W ) ⊥ is contained in U since by hypothesis A is an asymptotically stable attractor for f |N . Moreover, U is forward-invariant:
But by (26) and (27) 
for all (p, v) ∈ V . Equation (28) shows that if v = 0 there exists k such that
⊥ . Applying the diffeomorphism g translates this to f in M as the 'only if' part in the statement of this theorem.
SBR measures
By assuming more structure than in subsections 2.2-2.4 we can say more about the normal stability of A. We shall be interested in a special type of invariant measure on an attractorwhich is sometimes called the natural , Sinai-Bowen-Ruelle (Ruelle [48] ) or physical (Eckmann and Ruelle [15] ) measure.
Let f : N → N be a C 1+α map. Suppose that A is an asymptotically stable attractor under f , then it is the closure of its unstable manifolds. We call an attractor A supporting an SBR measure an SBR-attractor. For a discussion of this definition, see for instance Benedicks and Young [8] or Pugh and Shub [44] . As A is an asymptotically stable attractor for f , it must be the closure of the union of unstable manifolds on N. Suppose that locally A is partitioned measurably
where each W σ is an open piece of a k-dimensional unstable manifold that carries a conditional measure µ σ such that, for any Borel measurable set B ⊂ A,
It follows from the work of Pesin [39] , Ledrappier and Strelcyn [22] , Pugh and Shub [44] , that the existence of a measure which is absolutely continuous on unstable manifolds ensures the absolute continuity of the stable foliation of A. A family of stable manifolds has this property if for any family of local stable disks D The importance of SBR measures can be seen from the following corollary (see Pugh and Shub [44] 
for all x ∈Ũ and all continuous functions φ ∈ C(N, R).
It is also easy to see (Newhouse [31] It must be stressed that non-trivial SBR measures need not, and in many cases do not, exist. Existence of SBR measures has been proved in uniformly hyperbolic systems, such as Axiom A attractors (see Ruelle [45] ) and expanding maps of the interval (Lasota and Yorke [21] ) or of the circle (Shub and Sullivan [49] ). Some results have been proven in the non-uniformly hyperbolic case: these include a set of positive measure in parameter space for the quadratic map of the interval (Misiurewicz [29] , Jakobson [17] , Benedicks and Carleson [7] ). Young [53] has constructed SBR measures for Lozi-type maps; recently Benedicks and Young [8] have done the same for the Hénon map. This has been generalized by Mora and Viana [30] who consider unfoldings of homoclinic tangencies of maps of the plane. A common feature to all known cases is that the only way to prove existence of an SBR measure is by constructing it. However, there is the conviction-supported by numerical evidence (see e.g. Dellnitz et al. [13] )-that the existence of an SBR measure, or of a weaker version thereof, should in some sense be a common occurrence.
We now state a powerful result of Alexander et al [2] . Proof. See Alexander et al [2] . This statement is a consequence of theorem 2.12 in the case where max < 0, since A is then an asymptotically stable attractor for f in the global phase space M. The interesting case in theorem 2.19 is therefore when max > 0 > SBR . By theorem 2.12, if max is positive then A cannot be asymptotically stable-indeed it is Liapunov unstable. This may be pictured in terms of the normal unstable manifolds of A. Let µ be an ergodic measure with µ > 0. Then by a result of Ruelle [47] for µ-a.a. x ∈ A there exist local unstable manifolds W u loc (x) not tangent to N, corresponding to the positive normal Liapunov exponents. Thus A is not the closure of the unstable manifolds of its points; these manifolds 'stick out' away from N and so they intersect any neighbourhood of A in M, making A Liapunov unstable. However, the condition SBR < 0 implies that N -a.a. x ∈ A have empty normal unstable manifolds, and therefore A attracts a set of positive Lebesgue measure. Under the stronger assumptions in the theorem, the measure of this set relative to that of a neighbourhood of A tends to 1 as the neighbourhood shrinks. Therefore A is an essential attractor.
As the examples discussed in section 4 and in [2] , [35] show, this is the best one can in general hope for due to the presence of repelling 'tongues' of positive measure in any neighbourhood of a normally unstable ergodic subset of such an attractor. Proof. Suppose that A has µ SBR -a.e. k 1 positive and n − k negative tangent Liapunov exponents: this is because SBR > 0, implying A has at least one normal Liapunov exponent µ SBR -a.e. greater than zero. By ergodicity of µ SBR , there are exactly m − n normal exponents, including multiplicity. Suppose that of these m − n normal exponents d ( = 0) are positive and m − n − d are negative (by assumption they are all non-zero).
Since 
so that this intersection is, for all B ⊂ W σ , a subset of the k-dimensional unstable manifold W σ . Hence, denoting by σ the Riemannian measure induced on the
As discussed in [2] , for sufficiently small δ > 0 we can find B δ ⊂ W σ with positive (W σ −) Riemannian measure such that the local stable manifold D 
Classification by normal spectrum
For convenience, we collect the results of the previous sections together in the following proposition. 
Remark 2.22 (Normal hyperbolicity, perturbations breaking N ). Normal hyperbolicity guarantees persistence of invariant manifolds under small perturbations of the dynamical system [38]. We remark that this study is taking place precisely in the region where A ⊂ N is not normally hyperbolic. In particular, if A is normally hyperbolic, a riddled basin cannot exist; conversely, if A has a riddled basin then small arbitrary perturbations of f will break up the manifold N. If max < 0 or λ min > 0 this implies normal hyperbolicity by theorem 2.8.

Normal parameters and normal stability
The previous section is a 'static' classification of normal dynamics using the normal spectrum; until now we have not discussed parameters. The parameter dependence of a chaotic attractor is very delicate for non-uniformly hyperbolic attractors. Rather than considering this question, we concentrate on studying how the transverse behaviour of the attractor changes when the dynamics on the invariant submanifold N are fixed. To do this, we define a normal parameter of the system-one that preserves the dynamics on the invariant submanifold but varies it in the rest of the phase space.
Even when the normal dynamics is continuously dependent on a normal parameter, it does not follow that the normal spectrum varies continuously. However, for systems that satisfy a certain technical condition (they map a continuous cone field in the tangent bundle into itself) it is possible to prove continuity of the normal spectrum using a result of Ruelle [46] . Since this condition is open in the space of maps on the tangent bundle, we can expect to observe it.
Using this assumption, we prove in theorem 3.3 that there is an open set in an appropriate function space in which the normal spectrum is continuously dependent on normal parameters. We can therefore discuss the transitions between the set A being an asymptotically stable attractor, a locally riddled basin attractor, a chaotic saddle and a normally repelling chaotic saddle. In particular if N has codimension 1 in M the cone condition is automatically satisfied and these bifurcations occur generically.
Theorem 3.5 suggests that we can expect to observe attractors with locally riddled basins in a persistent way. We characterize a generic loss of stability in proposition 3.9. Liapunov exponents only give a linearised theory of stability; in order to calculate branching behaviour at bifurcations, global stable and unstable manifolds must be investigated. We discuss this and aspects of the dimensions of bifurcating attractors in subsection 3.2.
Parameter dependence of the normal spectrum
We consider the set of maps of M that are equivalent to f as in subsection 2.1 when restricted to a neighbourhood of A in the invariant submanifold N . To this end, consider a compact neighbourhood U ⊂ M of A.
We define the set of extensions of h in U to be F U (h).
For a discussion of the parameter dependence it is useful to consider paths in F U (h) for fixed h and U . In fact, allowing the perturbations to h to be in a general function space would have the effect that the invariant attractor A for h would vary discontinuously (uppersemicontinuously at best) and so the whole structure of Erg f (A) would vary discontinuously; this problem is outside the scope of the present paper.
Definition 3.2. If u is a neighbourhood of A in M, we say a parameter ν of a family of mappings
This means that a normal parameter does not affect the dynamics on N . Normal parameters thus preserve all invariant measures on A ⊂ N , and so Erg f ν (A) is independent of ν. Normal parameters appear naturally if the invariant subspace N is forced by coupling between identical systems (see [4] ). An important observation is that tangential Liapunov exponents are independent of normal parameters. This follows directly from formula (6).
Theorem 3.3. Suppose h ∈ C 1 (N, N) has an asymptotically stable attractor A. Then there is a non-empty open subsetF U (h) ⊂ F U (h) such that for any C k -normally parametrised family f ν inF U (h) and any µ ∈ Erg h (A), the normal Liapunov exponents
Before we prove this, we need some more definitions. Recall dim N = n, dim M = m and define
the Banach space of continuous maps from U ∩N to the space of (m−n)×(m−n) matrices equipped with the supremum norm (recall that U is compact).
For this splitting, there is a natural restriction map RF
U (h) → T given by (Rf )(p) = (T h(p) N) ⊥ • d (p,0) f • (T p N) ⊥ ≡ d ⊥ p f for p ∈ N, where R m−n is equated with (T p N) ⊥ .
This map is well defined. It is also surjective; given (p, v) ∈ (T W )
⊥ we definẽ
and note that Rf = M ∈ GL(R m−n ) (this map is a skew product that preserves the foliation). R is continuous with respect to the topologies in F U (h) and T . Note that the normal Liapunov exponents of f ∈ F U (h) are exactly the Liapunov exponents of the matrix product defined by Rf .
Proof of theorem 3.3:
By a result of Ruelle [46] [51] . Let x be a periodic point such that
where µ is the ergodic measure supported on the orbit O(x) of x. 
where ρ N is the Riemannian distance in N . Now we can defineψ :
Note that ζ , η andψ are continuously differentiable and
For any p ∈ A, 0 = v ∈ (T p N) ⊥ , the normal Liapunov exponents l ⊥ (p, v) at p forφ are:
where λ ⊥ (p, v) are the normal Liapunov exponents at p for f . For m ∈ Erg f (A) it follows from theorem 2.8 that λ ⊥ exists for m-almost all p. On this set the ergodic theorem implies
In particular, the independence of the integral term on v
and
Since µ SBR is non-trivial we can choose δ such that η(p, 0) dµ SBR < 1 3 ; thus
Combining equations (32), (34) and (35) we obtain
Choosing > 0 such that e − 1 < 2 (and e < 2) we have
and thus
From (33) we have also φ −f 0 < 2 f 1 ; therefore
Thusφ is arbitrarily C 1 -close tof and SBR (φ) < max (f ). This statement translates to M as the density part of the theorem. We are now in a position to discuss the bifurcation behaviour of A. Note that by proposition 2.21 (subject to fulfilling the technical conditions therein) the names of the bifurcations are descriptive of the change in behaviour on changing the parameter through each bifurcation point. Definition 3.8. Let ν ∈ R be a normal parameter for f . We define the following bifurcation points for ν.
• ν 0 is a point of loss of asymptotic stability if max (ν) < 0 for ν < ν 0 and max (ν) > 0 for ν > ν 0 .
• ν 0 is a blowout bifurcation point [36] if SBR (ν) < 0 for ν < ν 0 and SBR (ν) > 0 for ν > ν 0 .
• ν 0 is a point of bifurcation to normal repulsion if λ min (ν) < 0 for ν < ν 0 and
Note that if on varying a normal parameter A changes from being an asymptotically stable attractor to a normally repelling chaotic saddle, we are forced in a persistent way (that is, generically in an open subset of F U (h)) to undergo a sequence of bifurcations: • there is a loss of asymptotic stability at ν a .
• there is a blowout bifurcation at ν b .
• there is a bifurcation to normal repulsion at ν c .
Proof. This follows from continuity of max (ν) and λ min (ν) from theorem 3.3 and the generic property that ν a = ν b = ν c from theorem 3.5.
Of course, each of these bifurcations could occur many times; we merely state they occur at least once.
Global behaviour near bifurcations
In definition 3.8 we characterised the important bifurcations of the normal stability of A in terms of the Liapunov exponents. The branching behaviour near such bifurcations is not determined at linear order. Whether the bifurcations are determined locally or globally depends on the type of invariant measure that becomes unstable.
Bifurcations from a periodic orbit {p, f (p), . . . , f n−1 (p)} with f n (p) = p and p ∈ A can be dealt with by considering the nth iterate of the map. Each point in the orbit is a fixed point for f n , and the bifurcations from it are generically determined by quadratic or higher order terms of the Taylor expansion of f at the fixed point. In this sense, the branching behaviour is determined locally.
For a blowout bifurcation of the SBR measure on A, any branching from A will be considerably complicated by the presence of a dense set of unstable manifolds even before bifurcation. We shall discuss and make some conjectures about the blowout bifurcation in section 4.6 and section 5, motivated by numerical experiments in section 4.
Applications
Symmetries and invariant subspaces
Symmetry provides a setting where invariant subspaces and invariant submanifolds arise naturally. Suppose that f commutes with the smooth action of a (compact Lie) group of symmetries on M, and let be a subgroup. Then the fixed-point submanifold
is invariant under f . The states x(t) that lie in N are those for which, at every instant of time, x(t) is invariant under all elements of . If the dynamics of A ⊂ N is chaotic, then states of the system that lie in A are 'spatially' ordered (have symmetry group ) but are temporally chaotic. If A loses transverse stability, breaking the spatial symmetry but leaving the dynamics chaotic, we have a transition to 'spatio-temporal chaos'. The fact that complicated basin structure can occur here was observed by [40] . An example for Bénard convection in an annular geometry may be found in Caponeri and Ciliberto [11] . Following Melbourne et al [26] , we define two subgroups of that characterise the symmetry of an attractor A. They are the symmetry on average, A = {σ ∈ | σ A = A} and the pointwise symmetry,
Note that T A is a normal subgroup of A . For finite groups , Melbourne et al [26] and Ashwin and Melbourne [5] have classified the possible subgroups of that can be realized by A assuming that T A = 1. This has been extended by Melbourne [25] to the case where T A is non-trivial (note that T A must be an isotropy subgroup for the action of ).
The problems we study relate to the following question. What are the possible generic transitions of symmetry (symmetry increasing bifurcations in the terminology of [12] ) for one-parameter families of maps with symmetry ?
For many groups, the group action will typically stratify the manifold into a hierarchy of fixed point subspaces corresponding to the isotropy types of points on the manifold. This will give rise to a hierarchy of invariant manifolds of differing dimensions, and there is the possibility that loss of transverse stability of an attractor in a low dimensional manifold will proceed by losing stability into progressively higher dimensional invariant subspaces in succession. In this paper we will only consider the case of one invariant subspace. We remark that Aston and Dellnitz [3] have considered such questions for coupled Lorenz systems. Other reasons for invariant submanifolds There are natural ways other than symmetries for smooth dynamical systems to leave specific submanifolds invariant. Rand et al [43] study ecological models in which the subspace N represents zero population for some particular phenotype. Because a species with zero population cannot reproduce, this space must be invariant. Loss of transverse stability of A is now an 'invasion' of the ecology by a new species, triggered by a small perturbation to non-zero population values-possibly through a mutation. Another example is given by Kocarev et al [20] who consider linear forcing of one system by another identical system. Although the symmetry is destroyed by the unidirectional coupling, there is still an invariant subspace of synchronous states.
Numerical examples
We discuss in detail two example families of planar mappings introduced in [4] . Both are extensions of a cubic logistic equation h : R → R defined by
to a map of the plane. Let f α,ν, and g α,ν, be three-parameter maps of R 2 to itself that are equivariant under Z 2 generated by (x 1 , x 2 ) → (−x 1 , x 2 ) , and given by (note there was an error in the definition of f in [4] ):
The factor Although these two maps have the same normal spectra, the global dynamics of f and g are quite different. Note that f has a (superstable) attractor at infinity whereas g has a repellor at infinity.
The spectrum of normal Liapunov exponents
For both families,
and µ = λ µ since there is only one normal direction. We can explicitly compute this stability index:
where we write
For all invariant measures, K µ is finite (indeed K µ 1); moreover, it is smoothly dependent on α ∈ R, α = 0. We write K SBR for K µ SBR and K 1 for sup µ∈Erg f (A) K µ . Note that for fixed α and ν, the lower extremum of the spectrum, λ min , is by (39) equal to log |ν| − K 1 α. Note also that the upper extremum is max = log |ν|.
It is possible to show that f has an absolutely continuous ergodic measure µ SBR whose support is A: the coordinate change x = sin 3 (θ ) semiconjugates f |A with a piecewise expanding map F : [0, 2π] → [0, 2π] whose derivative is strictly greater than unity. By the 'Folklore theorem' of Adler and Flatto [1] (see also Lasota and Yorke [21] ), F has a Lebesgue-equivalent ergodic invariant measure; this corresponds to the desired µ SBR . As explained in section 2, normal stability of this measure plays a prominent role as it marks the difference between A being a Milnor attractor or a chaotic saddle in the global phase space. Numerical approximation of the SBR measure from box counting 500 000 iterates in 100 bins gives
Numerical evidence also suggests that the invariant measure on A having the largest value of K (and therefore realizing λ min ) is supported on the symmetric period-two point at
implying that We now analyse in detail the nature of the invariant set A in the global phase space using the methods developed in section 2. For simplicity we state the results only for positive ν; note, however, that this classification is essentially independent of the sign of ν. Proof. (a) It follows from (39) that µ log ν for all invariant measures µ. The origin is a fixed point of (37), so δ (0,0) is an invariant measure for f A . Indeed, as δ (0,0) = log ν from (39) , it follows that for all α, , max = log ν. Hence for 0 ν < 1 theorem 2.12 implies that A is an asymptotically stable attractor. This is true for both f and g since, as noted above, their restrictions and linearizations on A coincide.
Global transverse stability for f
(b) We know from theorem 2.12 that A is Liapunov unstable. As noted above, when ν > 1, the origin is a hyperbolic source with a two-dimensional unstable manifold. The eigendirections associated to this unstable manifold are the coordinate axes. Note that, for ν > 1, f is a local diffeomorphism in a neighbourhood of the origin; it follows from the Hartman-Grobman theorem [37] that there is a neighbourhood of the origin in which the dynamics of f is topologically conjugate to those of its linearization. This linearization admits a one-parameter family of codimension-one local invariant submanifolds given by
where U is the neighbourhood of the origin in the Hartman-Grobman theorem and a = log ν log(
. So, for 1 < ν <
, the situation is as depicted in figure 3.
Extending this family of local submanifolds by topological continuation (that is,
) produces a foliation of the two-dimensional unstable manifold of the origin by invariant submanifolds.
We next observe that the line x 1 = 0 is invariant for the dynamics. Moreover, as the only fixed point is the origin, it follows that W 0 is the whole y-axis, which is in the basin of ∞. It is easy to check that the complement of the strip |y| 1 is in the basin of ∞ for all ν > 0; it follows by continuity that there is a neighbourhood of 0 in the variable k such that the submanifolds W k cross the lines |y| = 1 and are thus in the basin of ∞. We thus get the global picture depicted in figure 1(c) .
Therefore, for ν > 1 there is a cusp-shaped open set near the origin which is repelled away from A and attracted towards ∞, which we call a 'repulsive tongue' T 0 ; see remark 4.2.
Prei-mages of the fixed point 0 are dense in A ( [27] ) and so
is an open set in R 2 whose boundary is dense in A and which consists of points that are repelled away to ∞. In other words, A is densely filled of points which are the bases of repulsive tongues. Therefore the basin B(A) is riddled with that of the attractor at infinity. It can be shown that, if we take a small neighbourhood U of A, the relative (Lebesgue) measure of the tongues T (i.e.
(T ∩U) (U )
, where is a two-dimensional Lebesgue measure) converges to 0 with (U ). This implies that A is an essential attractor.
(c) From (39) it follows that, for ν > e K SBR α , SBR is positive. It thus follows from theorem 2.20 that B(A) has zero measure and therefore A is a chaotic saddle.
(d ) By theorem 2.16, if λ min = inf µ∈Erg f (A) λ µ > 0, there exists a neighbourhood V of A such that, if |y| = 0, then some iterate of (x 1 , x 2 ) leaves V . The set A is then a normally repelling chaotic saddle. (2) For both f and g, the loss of asymptotic stability, blowout bifurcation and the bifurcation to normal repulsion take place on the curves ν = 1, ν = e K SBR α and ν = e K 1 α , respectively. This is shown in the (α, ν) plane in figure 4 ; the lower and upper lines correspond to loss of asymptotic stability and bifurcation to normal repulsion, respectively. The curve marked by the crosses is the blowout bifurcation. We note that periodic points in A become normally unstable through subcritical pitchfork bifurcations, i.e. the bifurcate from saddles to unstable nodes surrounded by two saddles.
Remark 4.2. The essential point in part
Global transverse stability for g
The case for g is somewhat more complicated to handle. Figure 5 shows a sequence of attractors for the map g, also at = 0.5 and α = 0.7.
As before, for 0 ν < 1, A is an asymptotically stable attractor. For ν > 1, g has a locally riddled basin attractor. Numerical experiments suggest that, at least for small enough, there are no attractors away from the invariant subspace; in this case B(A) is open but locally riddled. We summarize this in the following conjecture. We remark that in the case = 0, the property A ⊂ A ν of (b) has been demonstrated in [6] .
Criticality of the blowout bifurcation
The evidence for the maps f and g suggests that it is possible to define 'criticality' for blowout bifurcations, analogous to that for bifurcation of fixed points in invariant subspaces. For example, steady-state bifurcations with Z 2 symmetry are generically pitchfork bifurcations that are either subcritical or supercritical. This criticality corresponds to the hysteretic and non-hysteretic scenarios observed by Ott et al [36] .
For f , we note that there is an unstable invariant set A ν , namely the boundary dividing the basins of A and the attractor at infinity for ν < ν 0 , and this is destroyed on passing through ν = ν 0 . In this sense, f exhibits a subcritical blowout bifurcation on passing through ν 0 .
For g, there is numerical evidence of a family of attractors {A ν : ν > ν 0 }; these correspond to on-off intermittent attractors; see [6] for a further discussion of this. Conjecture 1 (b) corresponds to a possible definition of a supercritical blowout bifurcation on passing through ν 0 . Figure 6 shows examples of unstable manifolds from the fixed points that have bifurcated from the origin.
Thus there appears to be an 'important' family of invariant sets that appear to branch from A to ν < ν 0 in the subcritical case or to ν > ν 0 in the supercritical case. For the supercritical case, we observe that these invariant sets are attractors. Note that for g, all periodic points in A are observed to undergo supercritical pitchfork bifurcations on varying ν, whereas those for f are all subcritical; thus we might expect that all bifurcations of A for g are supercritical while for f they are subcritical. However, this need not generally be the case. We emphasise that as yet we have no proof that criticality for the blowout bifurcation is well-defined.
In contrast to the situation for a steady-state bifurcation where the bifurcation is determined by dynamics on any small neighbourhood around the fixed point, for blowout bifurcations we need to consider the dynamics in a neighbourhood ofÃ to discover the criticality of the bifurcation. Thus 'higher-order normal Liapunov exponents' (relative to higher-order normal derivatives) for the attractor A will not determine criticality; the dynamics far from A is immediately important.
Remark 4.3 (Implications for observables).
Suppose we have an observable φ : M → R that measures the distance of a trajectory from the invariant manifold, φ(p) = 0 for all p ∈ N. This might be, for instance, a detective (Dellnitz et al [13] [6] for a discussion of this).
Discussion
We have presented a characterization of the normal dynamics of an attractor in an invariant subspace by considering the spectrum of normal Liapunov exponents. We discuss parameter dependence and present numerical examples of applications of this theory.
Our approach differs from that of Alexander et al [2] , Ott et al [35, 36] in that we consider the spectrum of normal Liapunov exponents rather than deviations of Liapunov exponents for some natural measure. Although the two approaches are closely related, by looking at the Liapunov exponents of all invariant measures supported on the attractor, we can get a picture of where regions of instability or riddled basins come from.
We briefly mentioned that near the blowout bifurcation there will be no normal hyperbolicity and therefore the attractors do not persist on some perturbed manifold of the same dimension as the invariant manifold. Numerical experiments indicate that instead, on introducing perturbations that destroy the invariant subspace, we will have an attractor of higher dimensionality than that of the invariant manifold. This is suggested by the KaplanYorke conjecture [19] which states that the Hausdorff dimension of an attractor is (usually) equal to the Liapunov dimension. Because a Liapunov exponent crosses zero at a blowout bifurcation, the Liapunov dimension can exceed the dimension of the submanifold. On perturbing to break invariance of the submanifold, we expect the Kaplan-Yorke formula to hold; this will give a discontinuous change in the dimension of the attractor. Noise As with perturbations that break the invariance of the submanifold, addition of noise that does not preserve this manifold should give rise to a big jump in the size of the attractor near blowout bifurcation (see Ashwin et al [4] . In particular, the addition of noise to a map f : M → M with attractor A in an invariant submanifold N , f (N) ⊂ N will have the following effects (see also [16] , [34] , [35] , [36] , [42] ):
(i) If A is a Milnor attractor whose basin is riddled with that of an asymptotically stable attractor C, then adding low-level noise will cause all trajectories in a neighbourhood of A to converge to C almost surely.
(ii) If A is a Milnor attractor whose basin is locally riddled but open, then adding low-level noise will cause all trajectories in a neighbourhood of A to recurrently explore a neighbourhood ofÃ, the union of all unstable manifolds of points in A. We call this behaviour the bubbling of the attractor, and as such it resembles on-off intermittency. This sort of behaviour has been observed by Platt et al [42] to cause a discontinuous change in the parameter where the blowout bifurcation appears.
In both cases, A is no longer an attractor after noise is added. In the first case it disappears; in the second we expect to see intermittent excursions transversely away from A in a manner similar to on-off intermittency [41] , with the difference that this is now a noise-driven phenomenon. Note that there have been experimental observations of on-off intermittency and an observation of a scaling law for the distribution of laminar phases [16] . We expect that there will be scaling properties of the invariant measure for the noisy problem that distinguishes it from noisy forcing of an asymptotically stable attractor (see [42] ).
The work here suggests many paths for generalizations and clarifications. We have considered only maps, but the systems could be flows or diffeomorphisms. For instance, Kan has found an open set of diffeomorphisms of a three-dimensional manifold with two attractors whose basins are dense in the whole manifold [18] . The case of invariant manifolds of codimension higher than one should pose many more questions. Finding ways to characterize global stability would also be of interest; there could be crises where the unstable manifold from a point on A hits another invariant set. Another interesting question is the behaviour on varying parameters that are not normal parameters. Analogous questions for Hamiltonian systems deserve attention.
