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Most systems in Nature manifest complex transport phenomena arising from the
interplay of multiple time and length scales, be them intrinsic in the system dynam-
ics or externally enforced. It is the case, for instance, of a colony of migrating cells
whose competing mechanisms of self-propulsion and interaction allow for the reor-
ganization into different tissues. Or, by ‘zooming in’ and looking at the same system
on a different scale, it is the case of the ionic channels located in the membranes
of the aforesaid cells. These channels typically exhibit extraordinary ion selectivity
and water permeability due to the interplay between geometric confinement, surface
properties and external drivings.
Whether to investigate the collective structures of the former system or the nanoflu-
idic properties of the latter one rests on the interests of the reader. In any case, she




This Thesis is the result of three years I spent as a Ph.D. student at the Department
of Condensed Matter Physics of the University of Barcelona under the supervision
of prof. Ignacio Pagonabarraga. As the quotation at the head may suggest, you will
not find here a discussion over a single research topic. More than anything else, this
manuscript is the reflection of a time spent in finding my own way through the pro-
cess of researching. As such, it involved some inspired and less-inspired moments,
a lot of reading and, more importantly, people in the process of reasoning together.
In particular, most of the ideas presented in Part I were shared and discussed with
Demian Levis between Barcelona and Lausanne. He was the one who introduced
me to the field of Active Matter. I also spent ten months from September 2018 to
June 2019 as a visitor in the MicroMégas team at the Ecole Normale Supérieure in
Paris. The material of Chapter 6 is work in progress that I have been elaborating
during this time, together with Anthony Poggioli, from an idea of Lydéric Bocquet.
In Paris, while working in the team of Lydéric Bocquet, I gained most of my under-
standing in the field of Nanofluidics which Part II is all about.
I have already named the two fields to which I would ascribe this Thesis, if needed.
The first one is Active Matter, arguably the newest challenge in Non-Equilibrium
Statistical Mechanics after Glassy Matter and Granular Matter. Unlike the latter
systems which are slowly relaxing to, or externally driven out-of-equilibrium, Active
Matter is composed of interacting units having their own source of motion. Each
unit - be it a cell, a molecular motor, a auto-catalytic colloid - is capable of extract-
ing energy from its environment to perform some task and, typically (as in the cases
considered here), self-propel. Therefore active systems are driven out-of-equilibrium
at the level of each constituent, in contrast with passive non-equilibrium systems,
which are driven out-of-equilibrium by external global means (usually through their
boundaries). This dichotomy of global versus local driving is the key feature of
Active Matter which has been fascinating the community of statistical physicists in
recent years. Activity - here intended as the ability to self-propel - is ubiquitous
in living systems and gives rise to a rich many-body phenomenology which, from
a theoretical point of view, is still largely elusive. To name but a few examples,
ratchet-like behaviour [1, 2], spontaneous clustering [3, 4] and complex rheological
responses [5, 6] were observed in recent experiments involving bacteria suspensions
as well as artificial self-propelled colloids. None of these phenomena, being sustained
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by the continuous dissipation of energy occurring at the level of each component,
would be possible in passive systems.
In the attempt to characterize the departure from equilibrium of this novel class of
systems, I took my first steps from posing the following question 1) How are the
transport properties of a fluid affected by self-propulsion?
A starting point to address the question is the theory of linear response. In this
context, the knowledge of a physical system is built upon slightly perturbing the sys-
tem and measuring how it responds to external stimuli. Alternatively, if the system
is originally in equilibrium, the same amount of information obtained by perturb-
ing it is embedded in its spontaneous fluctuations. It is sufficient, in this case, to
track the time correlations of the variables of interest to gain information on the
non-equilibrium properties of the system, such as its transport coefficients. This is
the content of the Fluctuation-Dissipation Theorem, arguably one of the key fea-
tures and universal properties of equilibrium. As such, I take the validity/violation
of the Fluctuation-Dissipation Theorem as a testbed to study the non-equilibrium
nature of active systems. In Part I, I endeavour to address this issue by constructing
a generic non-equilibrium framework and applying it to different models of Active
Matter.
Part II is dedicated to a quite different subject which, just like Active Matter, has
only recently emerged as a new scientific field: Nanofluidics - the study of water and
ions transport at the nanometer scale. In the wake of the recent progress made in
nanofluidic technology, new questions over the specificity of transport at the small-
est scale have emerged. Exotic behaviours like non-linear responses [7,8], fast water
flow [9, 10] and high ionic selectivity [11, 12] were recently observed in experiments
involving nanometrically-confined electrolyte thus posing new challenges for the the-
orists. If one has to name the key feature of nanoscale systems, it would most likely
be the predominance of surface. Nearly any object submerged in water acquires a
net surface charge by releasing ions via dissociation events. In turn, ions distribute
in the proximity of the object - be it a colloid or a channel wall - as a result of the
balance of two opposing forces: thermal fluctuations and electrostatic attractions.
This is an example of what I will later call an entropy versus energy competition
(see Chapter 5). It gives rise to a collective phenomenon ubiquitous in confined elec-
trolyte: the formation of a diffusive double-layer, i.e. the rearrangement of mobile
charges to screen the charge of the surface. In this simple equilibrium picture, I have
already introduced the two main ingredients that characterize an electrolyte system
at the nanoscale: electrostatics and confinement. The following question thus arises:
2) what is the role of surface in ionic transport at the nanoscale? In order to answer
this question, one has to introduce a third element, namely a force (or more than
one) driving the system out-of-equilibrium coupling confinement and electrostatics
to a dissipation mechanism. This is the subject matter of Part II.
So far, I haven’t mentioned any applications neither in the field of Active Mat-
ter nor in the field of Nanofluidics. As a matter of fact, much could be said about it
but this is not the subject matter of the Thesis. The closest thing to an application
that you will find herein is the (exclusively theoretical) inquiry into the usage of
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surface-driven ionic transport as a sensing tool (Chapter 6).
Overall, the Thesis aims at a fundamental understanding of the transport prop-
erties of the two classes of systems reported above. In both cases, the emergent
response behaviour can be traced back to the intrinsic multiscale nature of the sys-
tem which, ultimately, constitutes the underlying challenge of the present work. In
the case of Active Matter, self-propulsion introduces a persistence (memory) in the
particle dynamics which competes with the scale set by the inter-particle interac-
tions, causing a departure from the standard response formulas. This is in turn a
signature of the departure from equilibrium of active systems. As for electrolyte sys-
tems, the interplay of geometric confinement and electrostatic interactions strongly
affects the transport properties in nanometric devices as opposed to the bulk.
The two broad questions stated in this introduction should then be taken as guide-
lines to navigate through the host of different theoretical techniques and reference
models presented in the main body. Despite the variety of topics, the ultimate goal
is onefold: capturing the essential features of scale competition and response.
Plan of the Thesis
The Thesis is divided into two parts which I tried to make symmetrical for the sake
of aesthetics. Each part consists of a ‘preamble’ Chapter, setting the stage and
introducing the formalism, and two Chapters where new results are presented and
discussed, together with a brief state of the art and specific references therein. Each
Chapter was given a self-contained structure, as much as possible.
In Chapter 1 the general framework and notation of stochastic modelling is es-
tablished. In Chapter 2 I recall some general aspects of equilibrium stochastic
dynamics that are important to clarify before moving to non-equilibrium dynam-
ics. These are the principle of Detailed Balance and the Fluctuation-Dissipation
Theorem. Then, an explicit connection between the breakdown of Detailed Bal-
ance and the concept of entropy production is drawn, allowing the derivation of
general constraints a non-equilibrium stationary probability distribution must fulfil.
An extended Fluctuation-Dissipation Relation valid for systems out-of-equilibrium
is then derived and discussed. Chapter 3 is dedicated to the application of these
results to simple models of self-propelled particles. I derive extended Fluctuation-
Dissipation Relations and Green-Kubo expressions clarifying which features of these
active model systems are genuinely non-equilibrium. Then, a small “Intermezzo”
marks the division between Part I and Part II of the Thesis. Therein I discuss,
with no claim for completeness, some aspects of Stochastic Thermodynamics which
I explored mostly for personal interests. Chapter 4 is the preamble Chapter of
Part II: it introduces the building blocks of electrolyte description. In Chapter 5 I
study the phenomenon of Ionic Current Rectification in a nanofluidic diode. This is
the nanofluidic analogue to a semiconductor diode and is a paradigmatic example
of non-linear ionic transport. Using an effective description of the ionic dynam-
ics, I explore the system response to an external electric field shedding light to the
mechanism underlying rectification. Finally, in Chapter 6 I investigate the usage of
5
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surface-driven ionic transport in the context of the Scanning Ionic Conductance Mi-
croscopy, a powerful microscopy technique to probe the topography and the surface
charge of a given substrate.
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Esta tesis recoge los resultados de tres años que pasé como estudiante de doctor-
ato del Departamento de Física de la Materia Condensada de la Universidad de
Barcelona bajo la supervisión del prof. Ignacio Pagonabarraga. Como puede sug-
erir la cita al principio, aquí no encontrará un discurso unitario sobre solamente un
tema de investigación. Más que cualquier otra cosa, este manuscrito es el reflejo
del tiempo dedicado en encontrar mi propio camino a través del proceso de inves-
tigación. Como tal, involucró momentos inspirados y menos inspirados, bastante
lecturas y, lo que es más importante, personas en el proceso de razonamiento en
conjunto. En particular, la mayoría de las ideas presentadas en la Parte I fueron
compartidas y discutidas con Demian Levis entre Barcelona y Lausana. Él fue quien
me introdujo en el campo de la materia activa. También pasé diez meses desde sep-
tiembre de 2018 hasta junio de 2019 como visitante en el equipo MicroMégas en
la Ecole Normale Supérieure en París. El material del Capítulo 6 es un trabajo en
progreso que he estado elaborando durante este tiempo, junto con Anthony Poggioli,
a partir de una idea de Lydéric Bocquet. En París, mientras trabajaba en el equipo
de Lydéric Bocquet, obtuve la mayor parte de mi comprensión en el campo de la
nanofluídica, de lo que se trata la Parte II.
Ya he nombrado los dos campos a los que atribuiría esta tesis, si fuera necesario.
El primero es la materia activa, posiblemente el desafío más nuevo en la mecánica
estadística fuera de equilibrio después de la materia vítrea y la materia granular. A
diferencia de los últimos sistemas los quales se relajan lentamente o se expulsan ex-
ternamente fuera de equilibrio, la materia activa se compone de unidades interactivas
que tienen su propia fuente de movimiento. Cada unidad - ya sea una célula, un mo-
tor molecular, un coloide autocatalítico - es capaz de extraer energía de su entorno
para realizar alguna tarea y, típicamente (como en los casos que consideraremos
aquí), autopropulsarse. Por lo tanto, los sistemas activos son propulsado fuera de
equilibrio al nivel de cada componente, en contraste con los sistemas pasivos, que
se impulsan fuera de equilibrio por medios globales externos (usualmente por medio
de sus fronteras). Esta dicotomía de impulso global versus local es la característica
clave de la materia activa que ha fascinado a la comunidad de físicos estadísticos en
los últimos años. La actividad, que aquí entenderemos como la capacidad de auto-
propulsarse, es omnipresente en los sistemas vivos y presenta una rica fenomenología
de muchos cuerpos que, desde un punto de vista teórico, todavía es bastante esquiva.
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Por nombrar solo algunos ejemplos, se observó un comportamiento similar al de un
trinquete [1,2], agrupamiento espontáneo [3,4] y respuestas reológicas complejas [5,6]
en experimentos recientes con suspensiones de bacterias y coloides autopropulsados
artificiales. Ninguno de estos fenómenos, sostenido por la disipación continua de
energía que ocurre en el nivel de cada componente, sería posible en sistemas pa-
sivos. En el intento de caracterizar la desviación del equilibrio de esta nueva clase
de sistemas, tomé mis primeros pasos para plantear la siguiente pregunta 1) ¿Cómo
se ven afectadas las propiedades de transporte de un fluido por la autopropulsión?
Un punto de partida para abordar la cuestión es la teoría de la respuesta lineal.
En este contexto, el conocimiento de un sistema físico se basa en perturbar ligera-
mente el sistema y medir cómo responde a estímulos externos. Alternativamente, si
el sistema se ha equilibrado originalmente, la misma cantidad de información esta
incrustada en sus fluctuaciones espontáneas. Es suficiente, en este caso, rastrear las
correlaciones temporales de las variables de interés para obtener información sobre
las propiedades de no equilibrio del sistema, como sus coeficientes de transporte.
Este es el contenido del teorema de fluctuación-disipación, posiblemente una de las
características clave y las propiedades universales del equilibrio. Como tal, tomo la
validez / violación del teorema de fluctuación-disipación como un banco de pruebas
para estudiar la naturaleza de no equilibrio de los sistemas activos. En la Parte
I, me esfuerzo por abordar este problema construyendo un marco genérico de no
equilibrio y aplicándolo a diferentes modelos de materias activas.
La Parte II está dedicada a un tema muy diferente que, al igual que la materia
activa, ha surgido recientemente como un nuevo campo científico: la nanofluídica, el
estudio del transporte de agua e iones a escala nanométrica. A raíz del reciente pro-
greso realizado en la tecnología de nanofluídica, han surgido nuevas preguntas sobre
la especificidad del transporte a la escala más pequeña. Comportamientos exóticos
como respuestas no lineales [7, 8], flujo rápido de agua [9, 10] y alta selectividad
iónica [11,12] fueron recientemente observados en experimentos con electrolitos con-
finados nanométricamente, lo que plantea nuevos desafíos para los teóricos. Si uno
tiene que nombrar una característica clave de los sistemas a nanoescala, lo más
probable es que sea el predominio de la superficie. Casi cualquier objeto sumergido
en agua adquiere una carga superficial neta al liberar iones a través de eventos de
disociación. A su vez, los iones se distribuyen en la proximidad del objeto, ya sea un
coloide o una pared del canal, como resultado del equilibrio de dos fuerzas opuestas:
fluctuaciones térmicas y atracciones electrostáticas. Este es un ejemplo de lo que
más tarde llamaré una competencia entropía versus energía (ver Capítulo 5). Esto
da lugar a un fenómeno colectivo ubicuo en electrolitos confinados: la formación de
una doble capa difusa, es decir, la reorganización de las cargas móviles para proteger
la carga de la superficie. En esta simple imagen de equilibrio, ya he introducido los
dos ingredientes principales que caracterizan un sistema electrolítico a nanoescala:
electrostática y confinamiento. Por lo tanto, surge la siguiente pregunta: 2) ¿Cuál
es el papel de la superficie en el transporte iónico a nanoescala? Para responder a
esta pregunta, uno tiene que introducir un tercer elemento, es dicir una fuerza (o
más de una) que conduce al sistema fuera del equilibrio acoplando confinamiento y
electrostática a un mecanismo de disipación. Este es el tema de la Parte II.
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Hasta ahora, no he mencionado ninguna aplicación ni en el campo de la materia
activa ni en el campo de la nanofluídica. De hecho, se podría decir mucho al re-
specto, pero este no es el tema de la tesis. Lo más parecido a una aplicación que
encontrará aquí es la investigación (exclusivamente teórica) sobre el uso del trans-
porte iónico de superficie como herramienta de detección (Capítulo 6).
En general, la tesis apunta a una comprensión fundamental de las propiedades de
transporte de las dos clases de sistemas reportados anteriormente. En ambos casos,
el comportamiento de respuesta emergente se remonta a la naturaleza multiescala
intrínseca de los sistemas que, en última instancia, constituye el desafío fundamental
del presente trabajo. En el caso de la materia activa, la autopropulsión introduce
una persistencia (memoria) en la dinímica de las partículas que compite con la es-
cala establecida por las interacciones entre partículas, lo que provoca una desviación
de las fórmulas de respuesta estándar. Esto es a su vez una firma de la desviación
del equilibrio de los sistemas activos. En cuanto a los sistemas electrolíticos, la
interacción del confinamiento geométrico y las interacciones electrostáticas afecta
fuertemente las propiedades de transporte en los dispositivos nanométricos en com-
paración con el volumen.
Las dos preguntas generales planteadas en esta introducción deben tomarse como
pautas para navegar a través de la variedad de diferentes técnicas teóricas y modelos
de referencia presentados en el cuerpo principal. A pesar de la variedad de temas,
el objetivo final es sencillo: capturar las características esenciales de la competencia
y la respuesta a escala.
La tesis se divide en dos partes, cada una de las cuales consiste en un capítulo de
’preámbulo’, preparando el escenario e introduciendo el formalismo, y dos capítu-
los donde se presentan y discuten nuevos resultados (junto con un breve estado del
arte y referencias específicas en el mismo). Cada capítulo tiene una estructura auto
contenida, tanto como es posible.
En el Capítulo 1 se establece la notación y el marco general de modelado estocás-
tico. En el Capítulo 2 recuerdo algunos aspectos generales de dinámica estocástica
de equilibrio que son importantes para aclarar antes de pasar a la dinámica de no
equilibrio. Estos son el principio del equilibrio detallado y el teorema de fluctuación-
disipación. Luego, se establece una conexión explícita entre el desglose del equilibrio
detallado y el concepto de producción de entropía, lo que permite la derivación de
restricciones generales que una distribución de probabilidad estacionaria no de equi-
librio debe cumplir. Luego se deriva y discute una relación extendida de fluctuación-
disipación válida para sistemas fuera de equilibrio. El Capítulo 3 está dedicado a la
aplicación de estos resultados a modelos simples de partículas autopropulsadas. De-
rivo relaciones extendidas de fluctuación-disipación y expresiones Green-Kubo que
aclaran qué características de estos sistemas de modelos activos son genuinamente
no equilibradas. Aqui un pequeño Intermezzo marca la distinción entre la Parte I y
la Parte II de la tesis. Ahí discuto, sin reclamo de integridad, algunos aspectos de
la termodinámica estocástica que exploré principalmente para intereses personales.
El Capítulo 4 es el capítulo del preámbulo de la Parte II que contiene los compo-
nentes básicos de la descripción del campo medio de electrolitos. En el Capítulo 5
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estudio el fenómeno de la rectificación de corriente iónica en un diodo nanofluídico.
Este es el análogo nanofluídico de un diodo semiconductor y es un ejemplo paradig-
mático de transporte iónico no lineal. Usando un descripción efectiva de la dinámica
iónica, exploro la respuesta del sistema a un campo eléctrico externo que arroja luz
al mecanismo subyacente a la rectificación de corriente.
Finalmente, en el Capítulo 6 investigo el uso del transporte iónico impulsado por la
superficie en el contexto de la microscopía de conductancia iónica de barrido, una







Ever since the earliest studies on Brownian Motion [13, 14], stochastic modelling
plays a central role in the study of complex physical systems made up of many
degrees of freedom. The fundamental abstraction underlying such modelling is the
distinction of two classes of variables: a slow-varying set of state variables describing
the system and a fast-varying set of ‘random’ variables describing the environment,
or bath. Once the distinction is settled, the modelist typically writes a Langevin
equation for each of the state variables Γi, comprising a noise term ξi(t) due to the
coupling with the (unobserved) degrees of freedom of the environment:
Γ̇i = Ai + (2Di)1/2 ξi(t) . (1.1)
The physics of the system enters in Eq. (1.1) through the drift Ai and the nature of
the noise ξi(t), namely its amplitude Di, here taken to be constant, and its statis-
tics.
In some simple cases, the stochastic description of Eq. (1.1) may be rigorously
derived from an underlying deterministic dynamics via a coarse-graining proce-
dure [15]. Most of the time, however, as for the case of the stochastic models
of active systems discussed in Chapter 3, Eq. (1.1) is the starting point to study a
certain phenomenology of interest. As such, in the following treatment, Eq. (1.1)
will have the status of a microscopic dynamics, the finest level of description avail-
able on the system. In this context, some issues arise on how to correctly draw the
boundary between the system and the environment. How many slow variables are
needed to adequately describe the system dynamics? In practice, the answer will
depend on the domain of explanation and predictability of each specific model [16].
Since the noise ξi(t) derives from the cumulative effect of many equilibrated degrees
of freedom (the environment) one typically models it as Gaussian delta-correlated
noise. Under this approximation, the stochastic variables Γi are ‘memory-less’ and
all the theoretical machinery of Markovian processes becomes available. In particu-
lar, for a Markovian process the Langevin description of Eq. (1.1) is fully equivalent
to the Fokker-Planck description, which will be largely employed in the next sections
and Chapters. The advantage is to move from a stochastic equation (1.1) for the
variables Γi to an ordinary differential equation for a probability density Ψ({Γi}).
Notably, the delta-correlated noise is itself an idealization as any fluctuation in the
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real world has an intrinsic finite characteristic time τ . Whenever τ is comparable to
the dynamics of the ‘slow’ variables Γi, the noise is said to be coloured and the sys-
tem is non-Markovian. Many different Markovian approximations were developed in
the ’80s to deal with non-Markovian processes [17,18]. Therein, the tacit assumption
is that it is possible to approximately describe the dynamics of the original process
through a different Markovian model. This observation will show its relevance in
Chapter 3 when dealing with Markovian approximations for active systems. As will
be made clear, one of the key features of activity is indeed the introduction of a
persistence time in the motion of self-propelled particles which breaks Markovianity
together with Time-Reversal Symmetry.
In the rest of the Chapter, I introduce the general framework and notions used
throughout Chapter 2 and 3. Any reader familiar with the formalism of stochastic
processes may directly move to the next Chapter.
1.1 Fokker-Planck Equation
Our starting point is a generic system with N stochastic variables Γ ≡ {Γi}Ni=1
defined on a manifold M ⊂ RN . Let introduce a probability distribution Ψ which
assigns Ψ(Γ, t) to any point Γ ∈ M at a time t. The implicit assumption is the
requirement for Ψ to be smooth enough for its partial derivatives to exist.
Generically the time evolution of Ψ(Γ, t) is described by a generator Ω0(Γ):
∂tΨ(Γ, t) = Ω0(Γ)Ψ(Γ, t) , (1.2)
together with an appropriate initial condition Ψ(Γ, 0). Formal integration of Eq. (1.2)
leads to Ψ(Γ, t) = eΩ0tΨ(Γ, 0). Let denote Ψ0 the steady-state solution of the dy-
namics above, meaning
Ω0Ψ0 = 0 . (1.3)









where ∂i ≡ ∂/∂Γi, A ≡ {Ai}Ni=1 is the drift vector and B ≡ {Bij}Ni,j=1 is the N ×N
diffusive matrix. In the following, unless explicitly stated otherwise, B is taken to be
invertible and diagonal with constant entries, such that Bij ≡ Diδij and Eqs. (1.2)
is the equivalent of Eq. (1.1).
The dynamics is fully specified by the knowledge of Ψ(Γ, t) or, equivalently, by
the knowledge of the conditional probability density P (Γ, t|Γ0, t0) defined as the
probability to be in Γ at time t given the configuration Γ0 at time t0. Eq. (1.2) can
be recast in terms of P (Γ, t|Γ0, t0) as
∂tP (Γ, t|Γ0, t0) = Ω0(Γ)P (Γ, t|Γ0, t0) , (1.5)
which is often called forward equation to distinguish it from the backward equation:
∂t0P (Γ, t|Γ0, t0) = −Ω
†
0(Γ0)P (Γ, t|Γ0, t0) , (1.6)
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where Ω†0(Γ) =
∑
iAi(Γ)∂i+Di∂2i is the adjoint of Ω0. Both Eq. (1.2) and Eq. (1.6)
are valid for positive times t > t0 > 0, hence P (Γ, t|Γ0, t0) must fulfil them simulta-
neously. The main difference between the two equations is the set of variables that
are held fixed. In Eq. (1.2) one fixes the initial condition at time t0 and looks at
the evolution for t > t0. In Eq. (1.6), instead, one fixes the final condition at time
t and looks at the evolution for t0 < t.
1.2 Symmetry Aspects under Time-Reversal
The variables Γi shall be distinguished according to their parity under the Time-
Reversal operator T
T : Γ ∈M 7→ εΓ ≡ {εiΓi} ∈ M, εi = ±1 . (1.7)
Variables Γi for which εi = 1 are said even under Time-Reversal and variables for
which εi = −1 are said to be odd. For instance, if one has in mind the dynamics of
a particle in phase space, then Γ = (r, p) and
T : (r, p) 7→ (r, −p) . (1.8)
The position variable r is even while momentum p is odd.
The Fokker-Planck equation stands for the conservation of the probability density
and can thus be written in terms of a probability flux J ≡ {Ji}Ni=1:
Ω0Ψ(Γ, t) = −∇ · J(Γ, t) (1.9a)
Ji(Γ, t) = Ai(Γ)Ψ(Γ, t)−Di∂iΨ(Γ, t) , (1.9b)
where ∇ ≡ {∂i}. Since {Γi} can be either even or odd under Time-Reversal, one can







2 [Ai(Γ) + εiAi(εΓ)]
(1.10a)
(1.10b)
which, under Time-Reversal transform as
Arevi (εΓ) = −εiArevi (Γ), Airri (εΓ) = εiAirri (Γ) . (1.11)
This allows to identify two distinct contributions to the total probability flux Ji(Γ, t) =
J revi (Γ, t) + J irri (Γ, t), where
J revi (Γ, t) = Arevi (Γ)Ψ(Γ, t)
J irri (Γ, t) = Airri (Γ)Ψ(Γ, t)−Di∂iΨ(Γ, t) .
(1.12a)
(1.12b)
By denoting the steady-state flux as J0, the steady-state velocity is defined as
V(Γ) ≡ J0(Γ)/Ψ0(Γ) = {Vrevi + V irri }Ni=1 . (1.13)
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[In the following, I report explicitly the time-dependence in the velocity V(Γ, t)
to indicate V(Γ, t) ≡ J(Γ, t)/Ψ(Γ, t)]. The decomposition of the probability flux
into two contributions with different symmetry under Time-Reversal will play a
central role in the following treatment. All the dissipative terms are embedded in
Eq. (1.12b) which is recognized to be the standard Helmholtz decomposition of Airri
into a conservative and a circulation part [19–21]. To illustrate the definitions above,
let consider a simple example: a Brownian particle, moving in one dimension, at
position x(t) and momentum p(t) at time t, i.e. Γ = (x, p), described by the following
Langevin equation:
ẋ(t) = p(t) ṗ(t) = −U ′(x)− γp(t) +
√
2γkBTξ(t) (1.14)
where −U ′(x) is the total force exerted on the particle, which can either come from
inter-particle interactions or an external field, γ is the drag coefficient and ξ(t) is a
Gaussian white noise of zero mean and unit variance. [Here and in the rest of the
Thesis I set the mass m ≡ 1]. The last two terms of the right hand side account for
the coupling of the particle with a thermal bath at temperature T , source of noise
and dissipation. In equilibrium, the Fluctuation-Dissipation Theorem constraints
the amplitude of the noise and dissipation to be related, as made apparent in the
equation above. The latter Langevin equation, can be equivalently written as the






































In the overdamped limit, the Brownian particle can be described by
ẋ(t) = −µU ′(x) +
√
2µkBTξ(t) , (1.18)
where µ = 1/γ. The drift and diffusion vectors thus read
A = −µU ′(x) = Airr , B = µkBT = Dx . (1.19)
In this case, the only dynamic variable is x, which is even. The absence of odd
variables implies the absence of reversible fluxes, and thus Arev is identically zero.
It is worth at this stage to make a few remarks. For the underdamped system, B is
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non-invertible. This will have a consequence on the determination of the steady-state
distribution fulfilling Detailed Balance as shown in the next Chapter; see therein for
more details. Finally, in the absence of dissipation (and diffusion) the generator Ω0
would be identified with the Liouville operator. In that case, the irreversible part of
the flux would vanish and the motion would be purely reversible, as expected from
Time-Reversal Symmetry of the ‘microscopic’ Hamilton equations of motion.
1.3 Observables
In this section let fix some notations and definitions that will be used in the following.
Physical observables are represented by real functions acting on M, such that A :












dΓA(Γ)eΩ0tΨ(Γ, 0) . (1.21)
The time evolution may be given to the observables (instead of the probability










Both expressions of 〈A〉t are fully equivalent and are respectively referred to as the
Schrödinger and Heisenberg representation, by analogy with Quantum Mechanics
[22]. In the Schrödinger the time dependence is encoded in the probability density
(analogous to the wave-function), while in the Heisenberg representation, the time
dependence is encoded in the observables, which are now explicitly time-dependent
and are evolved by the adjoint of the evolution generator (analogous to Hermitian
operators acting on a Hilbert space).
Finally, let introduce the linear response function RA(t, s) which encodes the change
of an observable A due to a perturbation h, applied on the system originally at steady
state. It is defined as
〈A〉t − 〈A〉0 =
∫ t
0




Fluctuation-Dissipation Relations in the
absence of Detailed Balance
2.1 Introduction
The Fluctuation-Dissipation Theorem (FDT) relates the correlations of spontaneous
fluctuations, to the fluctuations induced by external stimuli [23]. In practice, it
allows to probe the response to external fields by analysing the corresponding time-
dependent equilibrium fluctuations, either in experiments or in simulations. For
instance, it allows to infer transport or mechanical properties of soft materials from
light scattering without ever perturbing them [24, 25]. The FDT plays a particular
important role in Statistical Mechanics as it is among the very rare general results
in non-equilibrium, although near to, conditions. It is valid for any equilibrium
system (both in the classical and quantum realm) gently driven out-of-equilibrium
by a small perturbation. Accordingly to the FDT, the response of an observable
A at time t to a perturbation h, applied at time s, and causing the change in the






= RA(t, s) = β
∂
∂s
〈A(t)B(s)〉eq, t > s (2.1)
where 〈A(t)B(s)〉eq is the equilibrium correlation function between the observable
A and the conjugated observable B at temperature β−1 = kBT 1.
In its general formulation above, the FDT was first derived in the context of
Hamiltonian Mechanics [26, 27], where the dynamics is specified via a Liouville op-
erator and the equations of motion are invariant under Time-Reversal. It has later
been extended to stochastic descriptions [28] in which dissipative and noisy terms
enter into the equations of motion standing for the coupling with the environment.
As a result, the equations are no longer invariant under Time-Reversal. Nevertheless
a footprint of reversibility holds at the stochastic description level under the name
1I consider, without loss of generality, observables with zero mean.
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of Detailed Balance (DB) [29, 30]. As long as DB is guaranteed, the FDT holds,
both in thermal and athermal states [31,32].
For systems breaking DB, relentlessly evolving far-from-equilibrium, the FDT
is no longer justified. The question of whether a similar relation as Eq. (2.1) can
be derived in this case, has been the focus of a great deal of research efforts over
the last decades. In particular, several extended Fluctuation-Dissipation Relations
(FDR) have been derived, using different approaches, for systems in non-equilibrium
steady-states (NESS). However, contrary to equilibrium states, no universal relation
such as Eq. (2.1) exists for NESS. The establishment of a general extended FDR
with the features of the equilibrium FDT, remains a central challenge towards the
construction of a general framework to deal with non-equilibrium systems. In the
context of stochastic dynamics, extended FDR for NESS have mostly focused on
overdamped descriptions [33–39]. I refer to [40–42] for recent reviews on the topic.
Among the variety of non-equilibrium systems, Active Matter (embedding Living
Matter) constitutes a particularly interesting class. As stated in the Introduction,
the present goal is to answer the question of how the FDT is broken in interacting
active particles systems and more generally to study how these systems respond
to an external small perturbation. Although the non-equilibrium nature of active
systems is intrinsically different from the one of passive driven systems, as for the
construction of a linear response theory, the fundamental difficulty to be tackled in
both cases is the breakdown of DB. For this reason the present Chapter is dedicated
to a general discussion on DB and the consequences of its violation while the appli-
cations to archetypical models of active systems are reserved to the next Chapter.
In the following sections, a general constraint on the NESS to be fulfilled by any
Markovian dynamics, in presence of DB or not, is established. The framework and
results obtained apply to both systems with only even variables and even and odd
variables under Time-Reversal, such as overdamped and underdamped Langevin
processes. Such constraint on the NESS stands for a relation between the nature of
the non-equilibrium fluxes and the symmetry (under Time-Reversal) of the NESS




Whether one interprets a stochastic dynamics as deriving from an underlying mi-
croscopic description fulfilling the laws of Classical or Quantum Mechanics or not,
DB constitutes the key symmetry of equilibrium. A system is said to satisfy DB if,
at stationarity, any microscopic process is balanced by the reversed one. It can thus
be formally written as








Figure 2.1: Illustration of a dynamics verifying Detailed Balance: the probability of
both transitions, from state Γi to Γf and from εΓf to εΓi, must be equal.
for any pair of states (Γi,Γf ) and at any times (ti, tf ) (see cartoon Fig. 2.1). By
setting ti = tf in Eq. (2.2) one gets:
Ψ0(Γ) = Ψ0(εΓ), ∀Γ ∈M . (2.3)
It follows that the mean value of any odd current-like observable, i.e. A(εΓ) =
−A(Γ) must be zero if DB is fulfilled 2. Rather than being a symmetry at the
level of single trajectories (as for the microscopic description), DB is formulated in
Eq. (2.3) as a symmetry property of the steady-state distribution Ψ0(Γ). Actually, a
necessary and sufficient condition for DB to hold is the absence of irreversible fluxes
in steady conditions [43]:
Detailed Balance ⇔ J irr0 = 0 (2.4)
where J irr0 = {Airri (Γ)Ψ0(Γ) − Di∂iΨ0(Γ)}Ni=1. This means that reversible steady-
state fluxes are not constrained by DB. To illustrate this aspect let go back to
the example of the Brownian particle. In the absence of even variables, i.e. in
the overdamped regime, DB corresponds precisely to the absence of steady-state
fluxes (since J rev = 0). However, in the presence of odd (momentum-like) variables
as in the underdamped description, reversible steady-state fluxes can be present
in a system fulfilling DB (although physical currents must have all zero ensemble
averages, see Eq. (2.3)) [44,45].
The absence of irreversible fluxes can be rewritten as
∂i log Ψ0(Γ) = D−1i Airri (Γ), (2.5)
which in turn imposes the so-called ‘thermodynamic curvature’ (the curl in N di-
mensions) [46] of the irreversible drift to vanish:
D−1i ∂jAirri (Γ)−D−1j ∂iAirrj (Γ) = 0 . (2.6)
2Note that here I am referring to physical currents and not to the probability current Ji in




dΓA(Γ)Ψ0(Γ) = −〈A〉0 if
A(εΓ) = −A(Γ).
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The latter expression provides an alternative definition of DB in terms of geometrical
properties of the drift and diffusion terms. The advantage of Eq. (2.6) over the
definition in Eqs. (2.4-2.5) is that it allows to verify if a dynamics fulfils or not
DB without the need of solving for Ψ0(Γ). The constraint imposed by DB on the
steady-state currents provides a natural route to explicitly derive a steady solution.
Whenever Eq. (2.6) is satisfied, one can derive a steady solution by direct integration.
No such a procedure exists if DB is broken, and in this case solving the multivariate
Fokker-Planck equation is typically prohibitive with no guarantee of a stationary
solution at all. This is precisely the great advantage of equilibrium dynamics: the
steady-state can be solved just by quadrature, giving the equilibrium distribution







with N the normalization constant such that
∫
dΓΨ0(Γ) = 1.
It is straightforward to apply Eq. (2.7) to the case of an equilibrium Brownian
particle in the overdamped limit, Eq. (1.18). In this case the integral in Eq. (2.7)
gives the Boltzmann distribution Ψeq(Γ) = N exp [−βU(x)]. As mentioned in the
previous Chapter, a little care must be taken when applying Eq. (2.7) to the under-
damped particle of Eq. (1.14) - since in this case the diffusive matrix is non-invertible,
see Eq. (1.15b). In this case, the integral over the phase space in Eq. (2.7) has to






with Λ(x) a function of spatial coordinates to be determined by imposing stationarity
(i.e. Ω0Ψ0 = 0). In the presence of odd variables (underdamped case), the steady-
state distribution is not fully determined by DB, which only constraints irreversible
fluxes, but one has also to explicitly apply the evolution equation to specify the
dependence on positions, which, as expected, results in Λ = U .
2.2.2 The Fluctuation-Dissipation Theorem
Let focus now on the linear response of a system initially prepared in a steady-state.
At t = 0 an infinitesimal perturbation is applied to the drift vector A → A + δA
which results in a change of the generator Ω0 → Ω = Ω0 + Ωext. The evolution
equation (1.2) now reads:
∂tΨ(Γ, t) = ΩΨ(Γ, t) = [Ω0(Γ) + Ωext(Γ)] Ψ(Γ, t) , (2.9)
where





accounts for the perturbation. Since the generator Ω does not explicitly depend on








ΩeΩsds = eΩt − 1 . (2.11)
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By using the latter expression into Ψ(Γ, t) = eΩtΨ(Γ, 0) one obtains, to first order
in δA,
Ψ(Γ, t) = Ψ0(Γ) +
∫ t
0
ds eΩ0(Γ)sΩext(Γ)Ψ0(Γ) . (2.12)
For an observable A, then the so-called Agarwal FDR [31] follows:
〈A〉t − 〈A〉0 =
∫ t
0




where B is the observable conjugated to the perturbation δA. Alternatively, using
Eq. (2.10) into Eq. (2.13) the integrated response can be expressed as:
〈A〉t − 〈A〉0 = −
∫ t
0
ds〈A(s) [∇ · δA+ δA ·∇ log Ψ0] (0)〉0 (2.14)
which resembles the FDR as originally appeared in [48] in the context of dynamical
systems. At this level, no equilibrium hypothesis has been made and, as such, Eqs.
(2.13-2.14) remain valid also for NESS. For an equilibrium system fulfilling DB, i.e.
Ψ0(Γ) = Ψeq(Γ), the conjugated observable B can be computed explicitly.
As an illustration, let consider again a one-dimensional overdamped Brownian
particle in contact with a thermal bath at temperature T that is perturbed by
applying, at t = 0, a constant external force h. In this case Ω0 = µ∂x[kBT∂x−F ] with
F ≡ −U ′(x) the conservative force acting on the particle and Ωext = −µh∂x. From
Eq. (2.7) one immediately obtains the Boltzmann distribution, and from Eq. (2.13)
〈A〉t − 〈A〉0 = −µβh
∫ t
0
ds〈A(s)F (0)〉0 . (2.15)
If one now replaces µF = ẋ−
√
2µkBTξ and use the fact thatRA(t) =
√
βµ/2〈A(t)ξ(0)〉
[49], the following familiar form of the FDT for Brownian suspensions is found:




From this relation, it is straightforward to derive Green-Kubo expressions for trans-
port coefficients, such as the mobility and diffusivity. For instance, by choosing













2.3.1 Quantifying the violations of Detailed Balance
In order to quantify the breakdown of DB let introduce the conditional probability
to go from Γ to Γ0 forward in time (see Fig. 2.2):
f(Γ0, t|Γ, t0) ≡
Ψ0(εΓ)
Ψ0(Γ0)
P (εΓ0, t|εΓ, t0) . (2.18)
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P ( , t| 0, t0)
Figure 2.2: Illustration of the conditional probability f introduced to quantify vi-
olations of DB. A force F is applied to a colloidal particle, which favours motion
towards the right, and thus f(Γ0, t|Γ, t0) < P (Γ, t|Γ0 t0). In the absence of ex-
ternal drive, DB is satisfied and there is no preference to move right or left, thus
f(Γ0, t|Γ, t0) = P (Γ, t|Γ0 t0).
Whenever DB holds f(Γ0, t|Γ, t0) = P (Γ, t|Γ0 t0). When DB is violated, such identi-
fication is no longer valid. Nevertheless, it is still interesting to look at the evolution
equation for f(Γ0, t|Γ, t0) as it allows to quantify the breakdown of DB. Following
the approach of [50] let write the backward evolution equation for P (εΓ0, t|εΓ, t0):
∂tP (εΓ0, t|εΓ, t0) =
∑
i
εiAi(εΓ)∂iP (εΓ0, t|εΓ, t0) +Di∂2i P (εΓ0, t|εΓ, t0) . (2.19)
By multiplying both sides of the latter equation by Ψ0(εΓ)/Ψ0(Γ0) and using the
definition of f(Γ)0, t|Γ, t0), one obtains






















where, for simplicity, I write f(Γ0, t|Γ, t0) ≡ f . Let now split the drift vector into















By substituting back Eq. (2.21) into Eq. (2.20) and using the property Ω0(εΓ)Ψ0(εΓ) =
0 one finally gets







2Airri (Γ)− 2Di∂i log Ψ0(εΓ)
])
. (2.22)
When DB holds, the Fokker-Planck equation is recovered: since the initial condition
for f(Γ0, t|Γ, t0) and P (Γ, t|Γ0, t0) is the same by definition, it follows that f =
24
2.3. Non-equilibrium dynamics
P (Γ, t|Γ0, t0), as expected. By introducing the Time-Reversal generator, Ω̄0, defined
as
∂tf(Γ0, t|Γ, t0) ≡ Ω̄0(Γ)f(Γ0, t|Γ, t0) (2.23)
and comparing Eq. (2.22) with Eq. (2.23) one founds an explicit expression for Ω̄0
acting on f :






Ω̄†0(Γ) = Ψ0(εΓ)−1Ω0(εΓ)Ψ0(εΓ) (2.25)






0tA(Γ), t > 0 (2.26)
generalizing the formulation of Baiesi and Maes [41] to systems with odd variables.
The above definition of the Time-Reversal generator and the expression of its adjoint
in terms of the original generator, do not rely on any assumption concerning the
steady-state distribution. From Eq. (2.25), one easily finds the following expression





·∇ ≡ εV irr(εΓ) ·∇ . (2.27)
It immediately follows that DB holds if and only if the Time-Reversal generator
equals the original generator of the dynamics
Detailed Balance ⇔ Ω0(Γ) = Ω̄0(Γ) . (2.28)
Since DB only constraints irreversible fluxes to vanish, it is thus expected that its
breakdown only concerns their presence. The status of DB as a symmetry of the
dynamics is now transparent. These expressions are general and can be exploited to
quantify the breakdown of DB in systems with both odd and even variables, such
as collections of interacting particles with inertia [51] or noisy RLC circuits [52].
2.3.2 General constraints on Non-Equilibrium Steady-States
It is useful to notice that the irreversible steady-state velocity quantifying the non-
equilibrium character of the dynamics, or breakdown of DB, is directly related to
the production of entropy in a NESS (see the ‘Intermezzo’ for more details). For
a stochastic dynamics described by a Fokker-Planck equation, the total entropy is
defined as the sum of the entropy of the system Ssys and the entropy of the bath Sb:
〈Stot〉t = 〈Ssys〉t + 〈Sb〉t (2.29)
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where usually the entropy of the system is associated with the Gibbs entropy [53,54]
〈Ssys〉t = −kB
∫
dΓΨ(Γ, t) log Ψ(Γ, t) . (2.30)
Upon identifying 〈Ṡb〉t as the total heat flow exchanged with the bath, the following







V irri (Γ, t)
)2
≥ 0 . (2.31)
The total entropy can in turn be split into two contributions of very different nature,
the house-keeping Ṡhk and the excess Ṡex entropy production [55–57]. The house-
keeping term constitutes the entropy production necessary to sustain a NESS and
it is positive as soon as DB is broken. In contrast, the excess term is the entropy
production due to a non-equilibrium relaxation and should vanish whenever a steady-
state is reached. For a stochastic dynamics as the one considered here, the house-









≥ 0 , (2.32)
where one recognizes inside the integral the steady-state velocity quantifying the
violations of DB. In stationary conditions, Ṡtot must reduce to Eq. (2.32) , since
no excess contribution is present. While this is obvious for even variables only,
in presence of odd variables this observation provides a general constraint on the









As will be shown below, this equality constraints any NESS and allows to relate
the nature of the irreversible fluxes, responsible for the breakdown of DB, with the
symmetry of the NESS distribution Ψ0.
In order to illustrate this general result and its consequences, let first consider
a paradigmatic non-equilibrium model: a one-dimensional particle in a periodic
potential U , coupled to a thermal bath and driven out-of-equilibrium by a non-
conservative force F 3. The Langevin equation governing the dynamics of such sys-
tem is (see Fig. (2.2))
ẋ(t) = p(t) , ṗ(t) = −U ′(x) + F − γp(t) +
√
2γkBTξ(t) . (2.34)
In this simple case, the two components of the irreversible steady-state velocity read
V irrx (x, p) = 0 (2.35a)
V irrp (x, p) = −γp− γkBT
∂
∂p
log Ψ0(x, p). (2.35b)
3Periodicity is needed in order to guarantee the existence of a steady-state.
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As already mentioned, Ψ0 does not necessarily have a given parity under Time-
Reversal. Nevertheless (without lack of generality) one may rewrite it as:
Ψ0(x, p) = N exp(−Φ(x, p)) = N exp [−(Φ+ + Φ−)] (2.36)
where the generalized potential Φ was decomposed into an even and odd contri-
bution: Φ(x,−p)± = ±Φ(x, p) 4. Then, the general constraint Eq. (2.33) yields
Φ+(x, p) = β
p2
2 + Λ(x) (2.37a)




where Λ(x) is any derivable function of x. Thus, the even part of the generalized
potential must be of the latter form, meaning that even terms p2n with n > 1 are
strictly forbidden in the NESS distribution. As expected, the dependence of Ψ(x, p)
on the positions, which are associated to reversible fluxes, is not constrained at all.
Instead, irreversible fluxes are given by (gradients of) the odd part of the generalized
potential. Thus, Eq. (2.33) establishes a generic, and explicit, relationship between
irreversible fluxes and the symmetry of the NESS distribution.
In the limit U → 0, the NESS distribution of this simple model can be com-
puted analytically and consists in a ’tilted’ Gaussian distribution in p and a uniform
distribution in x, such as :







where 〈p〉 = F/γ is the mean velocity of the particle. Combining Eq. (2.38) with
Eq. (2.37b) one finds Φ− = −pF/γkBT and consequently:





which reveals the non-equilibrium character of this system and the nature of its
steady-state velocity: it is proportional to the particle mean velocity, resulting in a
positive house-keeping entropy production.
Now, turning back into a more general discussion, Eq. (2.33) can be rewritten in
terms of the generalized potential in Eq. (2.36) as[
Airri +Di∂iΦ+
]
Di∂iΦ− = 0 ∀i (2.40)
which, in order to be verified, requires one of the two following set of conditions:
∂iΦ+(Γ) = −D−1i Airri (Γ) or ∂iΦ− = 0 . (2.41)
4The generalized potential is assumed to be a differential function of the dynamic variables.
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Note that if both constraints are fulfilled simultaneously then the system obeys DB
[see Eq. (2.5)]. Eq. (2.33) ’relaxes’ one of the two constraints, allowing to distinguish
two different ways of breaking DB, namely
Φ−(Γ) = 0 but ∂iΦ+(Γ) 6= −D−1i Airri (Γ)
or
∂iΦ+(Γ) = −D−1i Airri (Γ) but Φ−(Γ) 6= 0 .
(2.42a)
(2.42b)
Any non-equilibrium system with only even variables falls into the first category. On
the contrary, systems with odd variables, such as the driven underdamped Brow-
nian particle considered above or the Active Ornstein-Uhlenbeck Particles treated
in detail in the next Chapter, fall into the second category. For systems with odd
variables, it follows that the irreversible flux is directly related to the odd part of
the NESS distribution, such that:
V irri (Γ) = Di∂iΦ−(Γ) . (2.43)
2.3.3 Extended Fluctuation-Dissipation Relations
Let now consider a system initially prepared in a NESS with probability distribution
Ψ0. At time t = 0, a perturbation such that A → A + δA is applied. Although
the Agarwal FDR Eq. (2.13) remains valid, the lack of knowledge on Ψ0 does not
allow to derive an explicit expression of the response function in terms of NESS
correlations. To move further, an option would be to provide a reliable scheme
to approximate Ψ0. I will follow this strategy in the next Chapter when dealing
with active particles. However, some general expressions can be established through
the NESS properties derived above. For instance, alternative FDRs can be written
in a way that explicitly relate the non-equilibrium response of the system to the
symmetry properties of Ψ0.
The Agarwal FDR can be rewritten in terms of the even and odd part of the
NESS distribution as

















Then by making use of the relations, derived in the previous section, between the
generalized potential and the irreversible steady-state velocity the following extended
FDR is established

















which is valid both for overdamped and underdamped systems in the presence any
type of external perturbation δA. As such, it generalizes the FDR appearing in [34,
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41,59], derived for an overdamped particle subjected to a conservative perturbation
δA ≡ −µ∂xU , for which it reduces to:












In particular, if the perturbation is taken to be a constant force of amplitude h,
U ≡ hx, one ends up with the non-equilibrium extension of the FDT Eq. (2.16) as
derived by Speck and Seifert [34]:




 〈A(s)ẋ(0)〉0 − 〈A(s)V irrx (0)〉0
. (2.47)
The term comprising the irreversible steady-state velocity is responsible for the
non-equilibrium character of the dynamics as it encodes the breakdown of DB. Note
that, by comparing Eq. (2.44) and Eq. (2.45), in the presence of odd variables, full
knowledge on Ψ0 is not required to determine the response, but only on its odd part
under Time-Reversal.
2.4 Conclusions
In this Chapter I have recalled, and discussed in detail, the pivotal role played by
Detailed Balance as the defining feature of equilibrium dynamics, and how its break-
down out-of-equilibrium can be quantified by the presence of irreversible steady-state
fluxes. I have analysed the symmetry properties of such fluxes under Time-Reversal
for systems with odd and even variables, taking as illustrative examples Langevin
processes describing Brownian particles both in the underdamped and overdamped
regimes. A general formalism based on Fokker-Planck generators was developed
allowing to express irreversible steady-fluxes in terms of the difference between the
generator of the time-reversed dynamics and the original one. Further, by making
the connection between the breakdown of Detailed Balance and the different contri-
butions to the entropy production, a constraint of the irreversible steady-state fluxes
was derived. This general result applies to non-equilibrium systems and provides
non-trivial information for systems with dynamic variables which are odd under
Time-Reversal. In particular, it constraints the functional dependence of the NESS
distribution on its odd variables. Finally, the linear response of a system in a NESS
was considered and an extended Fluctuation-Dissipation Relation derived, shedding






models of Active Matter
3.1 Introduction
In confronting the great variety of active systems and the rich phenomenology that
they exhibit, the statistical physicist looks for some underlying principles via the
construction of minimal models. Although idealistic, such an approach has proved
useful to rationalize some aspects, and gain a general understanding, of the physics
of Active Matter. In this context, the Active Brownian Particles (ABP) model [60] is
arguably the benchmark model to study activity-induced collective behaviours and,
in particular, to capture the interplay between self-propulsion and purely steric inter-
actions. Both the dilute regime [61–65] and the high density regime of ABP [65–73]
have been the subject of a great deal of research, and recently the full phase space
diagram in two-dimensional space was established [74]. It was shown that while
for some range of the density and activity parameters the 2D equilibrium melting
scenario is maintained (with the activity overall destabilizing the ordered phase)
the portion of phase space corresponding to high density and high activity is dom-
inated by a purely out-of-equilibrium phase transition. The latter is referred to as
motility-induced phase separation (MIPS) [75] and resembles an equilibrium liquid-
gas transition but in the absence of attractive forces. While the microscopic pic-
ture of MIPS is fairly intuitive, being based on the slowing-down of particles in
dense regions of space (due to steric interactions) and the simultaneous accumu-
lation of particles in the slow region (due to persistence), a full understanding of
the non-equilibrium nature of MIPS is still under construction. It was the original
analogy between active particles and Lennard-Jones passive fluids that opens to the
idea of using models that restore Detailed Balance (DB) [76, 77] to describe the
non-equilibrium dynamics of active systems. The possibility to map ABP into an
effective equilibrium description has a clear advantage. It allows to draw on the
large body of knowledge of equilibrium Statistical Mechanics, and to define effective
thermodynamic variables like free energy, pressure and temperature. In particular,
it was shown that pressure is a state function for isotropic ABP [78, 79] and the
analogous of an ‘ideal gas law’ for the swim pressure was derived [63], allowing for
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a definition of an effective temperature in this latter case [62, 64, 80]. At the same
time, orientation-dependent interactions destroy the equation of state for ABP [81],
and the very same definition of effective temperature becomes controversial beyond
the dilute regime [80, 82]. An effective equilibrium-like approach presents obvious
limitations when it comes to quantifying the departure from equilibrium [83], while
remaining a good place to start.
In this context, a recent body of literature has been dealing with the restoring of
DB in ABP via Markovian approximations [84–88]. As will be discussed later in
the Chapter, a standard way to microscopically account for self-propulsion in Brow-
nian Motion is to include a coloured (persistent) Gaussian noise in the equations
of motion. Originally proposed as an approximation of ABP to favour analytical
treatments, this latter approach takes the name of Active Ornstein-Uhlenbeck parti-
cles (AOUP) model. Both ABP and AOUP have been recently studied by adapting
methods from the theory of non-Markovian stochastic processes [18]. Interestingly,
while originally developed to make sense of dye laser models, this host of techniques
have found a renewed interest in the field of Active Matter. In particular, they have
been employed to derive an effective steady state distribution for ABP and AOUP
with a pairwise energy function capturing the emergence of attractive interactions
from excluded-volume ones [84,85] .
Compared to the great effort to characterize the phase space and the structure
properties of active systems, which I tried to briefly summarize here, the transport
properties of active fluids have received little attention. Here I aim to address the
question of how systems of interacting active particles respond to an external small
perturbation. A key step in this direction is to study the validity/violations of the
Fluctuation-Dissipation Theorem (FDT) and characterize transport coefficients by
establishing extended Green-Kubo expressions. So far, attempts to extend the FDT
to characterize the linear response of active systems has been limited to specific
cases or regimes, mostly considering activity as a small parameter. In [89, 90], ac-
tivity is treated as the perturbation on an otherwise equilibrium state, while in [91]
a Fluctuation-Dissipation Relation (FDR) is obtained in a small activity regime for
which the dynamics of the system fulfils DB. In both cases, the reference state that
is perturbed is not a genuine non-equilibrium steady state (NESS): in the first case,
it is an equilibrium state with Boltzmann statistics, while in the latter an effective
equilibrium state with a generalized potential. The fundamental difficulties arising
from the violation of DB are therefore bypassed. The linear response beyond such
a small activity limit has been analysed for a single active particle in [92]. In [93],
response functions were obtained beyond such limit regimes, although they are not
written in terms of NESS time correlation functions, as one wills for establishing
FDR, but as weighted averages (in the spirit of Malliavin weight sampling [94]).
Another strategy consists in systematically quantifying the violation of the FDT
through an effective temperature [62, 80, 82, 83, 95–100]. While this approach pro-
vides useful insights into the dynamics of NESS, it does not carry the same piece
of information as a FDR, i.e. a generic way to assess the response function of an
active system in terms of the steady-state fluctuations of measurable observables.
In the following, I study both ABP and AOUP and build from the general frame-
work of out-of-equilibrium linear response developed in Chapter 2. For ABP the
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non-interacting limit and an effective equilibrium regime resulting from a Marko-
vian approximation are investigated. For AOUP a genuine, although approximated,
non-equilibrium FDR is derived unveiling the interplay between activity and inter-
actions. Furthermore, I discuss in detail the specificities of AOUP as compared with
ABP as well as the different approximation schemes used in the literature to deal
with many-body effects.
3.2 Active Brownian Particles
3.2.1 The model
Let considerN overdamped Active Brownian Particles moving in the 2D plane. They
self-propel with a constant velocity v0, along their orientation ni = (cos(θi), sin(θi))
and obey the following set of coupled Langevin equations
ṙi(t) = µ0Fi + v0ni(t) + ξi(t)
θ̇i(t) = νi(t) ,
(3.1a)
(3.1b)
where Fi = −∂U/∂ri accounts for all inter-particle potential forces (typically short-
range repulsions) and µ0 is the single particle mobility. The terms ξ and ν are
zero-mean Gaussian noises verifying
〈ξi(t)ξj(t′)〉 = 2µ0kBTδijδ(t− t′)1 (3.2a)
〈νi(t)νj(t′)〉 = 2Dθδijδ(t− t′) , (3.2b)
with 1 the 2× 2 unit matrix.
From the time integral of Eq. (3.1b), θi(t) = θi(0) +
∫ t
0 dt
′νi(t′) it is straightforward
to compute the autocorrelation function of the orientation vector 〈ni(t) · ni(0)〉 ≡
〈cos θi(t) cos θi(0)〉+ 〈sin θi(t) sin θi(0)〉 = 〈cos(θi(t)− θi(0))〉.






















dt2〈νi(t1)νi(t2)〉 = 2Dθt (3.4)
one finds:
〈ni(t) · ni(0)〉 = e−Dθt . (3.5)
The Active Brownian Motion is therefore characterized by a persistence time τ =
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where σ is a characteristic length-scale set, for instance, by the inter-particle po-
tential. Equilibrium is recovered both in the limit of v0 → 0 or τ → 0. In both
cases, the departure from equilibrium can be quantified by Pe. The generator, or
















where Γ ≡ {ri, θi}: All dynamical variables in ABP are considered even under
Time-Reversal.
3.2.2 Non-equilibrium character and non-interacting regime
As mentioned in Chapter 2, for overdamped dynamics like ABP, there are no re-
versible probability fluxes such that J0 ≡ J irr0 and the DB condition (2.4) corre-
sponds to J0 = 0. Therefore in this case DB is fulfilled if and only if{




with Ψ0(Γ) the steady state solution Ω0Ψ0 = 0. These two equations can not simul-
taneously hold due to the self-propulsion term, and therefore, ABP generically break
DB. By integrating the first condition, one gets log Ψ0 ∼ −β[U −
∑
i v0ni · ri/µ0].
However, the second condition imposes Ψ0 to be a function of positions only, which
is inconsistent with the first condition because of the term in ni · ri. In the passive
case, v0 → 0, DB is recovered together with the standard Boltzmann distribution.
An illustrative example for which the steady-state velocity can be computed













It is straightforward to check that a stationary solution of the Fokker-Planck equa-
tion is Ψ0(r, θ) = ρ0/2π [101]. The steady-state velocity corresponding to this
homogeneous NESS is then
V irr(t) = (V irrr ,V irrθ ) = (v0n(t), 0) . (3.9)
In order to apply the extended FDR in Eq. (2.47), let consider a constant force










ds〈ẋ(s) cos θ(0)〉0 . (3.10)
In the long time limit one recognizes on the lhs the particle mobility µ0 ≡ limt→∞〈ẋ〉/h
and, using Eq. (3.5) to compute the second integral in the rhs, obtains the following
extended Stokes-Einstein relation for t→∞
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where the active diffusion coefficient
Da ≡ µ0kBT + v20τ/2 (3.12)
was introduced. Therefore, non-interacting ABP fulfil the Stokes-Einstein relation
with an effective temperature




Eq. (3.13) is in accordance with the ideal gas law previously derived [63, 64, 79]. It
is worth noting here that, although in the non-interacting limit ABP admit a NESS
which fulfils the Stokes-Einstein relation, Eq. (3.11), the model generically breaks
DB in a fundamental way. This is a salient feature of ABP: they do not allow for a
zero current steady-state solution.
3.2.3 Interacting regime: an effective Markovian descrip-
tion
As evidenced by the extended FDR Eq. (2.45), the response of a non-equilibrium
system is not completely determined by NESS correlations of physical observables,
but also depends on the specific form of its steady-state velocity. In order to go
beyond the non-interacting limit considered above and establish explicit FDR for
interacting ABP one can approximate the dynamics by an effective equilibrium one
that fulfils DB. Such kind of approximation has been used for ABP (and also AOUP)
and comes under different names, the most usual ones being Unified Coloured Noise
and Fox approximation [18,84,88]. In both cases, DB is restored by approximating
a non-Markovian dynamics with a Markovian one in the small-τ limit. The steady-
state distribution of the new dynamics does not correspond to the equilibrium Boltz-
mann distribution in terms of the energy function of the original dynamics, but to
a ‘Boltzmann-like’ distribution in terms of an effective energy function. Despite
the non-Boltzmann character of the steady-state distribution resulting from these
approaches, all the difficulties associated with the absence of DB are lifted and one
can readily derive a FDR by direct application of the general results presented in
the previous Chapter.
To be more specific, let now turn into the analysis of interacting ABP within the Fox
approximation [102,103]. The starting point is to integrate out the angular variables
appearing in the ABP dynamics Eqs. (3.1a-3.1b). The equations of motion are then
approximated by:
ṙi(t) = µ0Fi + ηi(t) (3.14)
where the noise ηi is approximately Gaussian [104] with zero mean and variance
〈ηi(t)ηj(s)〉 = (2µ0kBTδ(t− s) + v20e−|t−s|/τ/2)δij1 . (3.15)
The first term on the rhs is the amplitude of the thermal noise coming from the cou-
pling with the thermal bath while the second term is the athermal noise associated
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with the self-propulsion. As usual [15], the integration of some stochastic variables
introduces memory in the dynamics, here in the form of a coloured noise with cor-
relation time τ . Therefore, the difficulty now resides on the non-Markovianity of
Eq. (3.14), which cannot be formulated in terms of a Smoluchowski operator; a long
standing problem in Statistical Mechanics [18, 102, 105, 106]. Note that even if it
were possible to write down a Fokker-Planck equation for the probability distribu-
tion Ψ(Γ, t), this would not tantamount to a full specification of the dynamics in
Eq. (3.14), making the problem highly unmanageable. One then typically attempts
to derive an approximated Fokker-Planck-like equation from Eq. (3.14) and proceeds
to interpret it as the Fokker-Planck equation of a Markovian process. The tacit as-
sumption is that the new dynamics so obtained is an approximation of the actual
dynamics and captures at least some of its features.
Fox originally developed a first order in τ expansion [102,103] for a one-dimensional
stochastic process with coloured noise (see Appendix 3.5 for details). Recently, the
method was extended to multidimensional systems and applied to active dynam-
ics [85, 86, 88]. Following this generalization, the ABP dynamics in the reduced
configuration space Γ̃ ≡ {ri} is approximated by an effective Fokker-Planck dynam-









where D ≡ {Dαβ}2Nα,β=1 is an effective 2N × 2N diffusivity tensor and Greek indices
run over both spatial coordinates and particle labels [88]. To first order in τµ0∂αFβ,
it reads







Note that the Fox approximation is meaningful only when |τµ0∂αFβ| < 1.
I will now prove that this effective dynamics fulfils DB. The first step is to write the








One then multiplies both sides by (D−1)αγ and sums over the index α to get:







 ≡ βF effγ (Γ̃) . (3.19)
Using Eq. (3.17) and Eq. (3.19) the effective force may be re-expressed as (see
Appendix 3.6):









∂γ(Fα(Γ̃))2 − ∂γ log[detD−1a D(Γ̃)] . (3.20)
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It is now straightforward to verify that the ‘thermodynamic curvature’ of the effec-
tive force in Eq. (3.20) vanishes:
∂βF
eff
γ − ∂γF effβ = 0 . (3.21)
This is precisely the condition of DB as stated in Eq. (2.6). This in turn implies
that F eff derives from an effective potential, and an analytical expression for Ψ0 in
terms of an effective energy function can be derived (see Appendix 3.6).
To derive the FDR a constant perturbation h is switched on along the x−direction
for a tagged n−particle. Its equation of motion Eq. (3.14) in the x−component then
reads ẋn = µ0F xn + µ0h + ηxi (t). By combining Eq. (3.19) with the extended FDR
Eq. (2.14) it is found:
〈A〉t − 〈A〉0 = −µ0βh
∫ t
0
ds〈F eff,xn (0)A(s)〉0 (3.22)
which is the analogous of the equilibrium FDT [Eq. (2.15)] with the effective force
replacing the actual one. By choosing A ≡ F xn into Eq. (3.22) one derives a Green-







ds〈F eff,xn (0)F xn (s)〉0
)
. (3.23)
As expected, Eq. (3.23) is identical to what one would get in the passive case by
replacing F eff,xn by F xn . The non-equilibrium character of the original problem is now
entirely encoded in the effective diffusivity (which depends on the relative positions
of all the particles) and the effective forces (which do not derive from the Boltzmann
potential) rather than on the (lack of) symmetries of the dynamics.
Before leaving this section, a diagonal approximation for D(Γ̃) can be introduced
[85–88] by noticing that the effective diffusivity D(Γ̃) only enters in the expression
for the effective force, Eq. (3.20), via its determinant. Thus, one may replace D(Γ̃)
with a diagonal matrix with entry [84]:





1− τµ0∂i · Fi
)
(3.24)
for particle i, which preserves the determinant of the matrix in Eq. (3.17). Within
this approximation, the effective force F effi on particle i may be expressed as:
F effi (Γ̃) = kBT (µ0Fi − ∂iDi)/Di (3.25)






∂i − βF effi (Γ̃)
]
, (3.26)
further simplifying the analysis of ABP within the Fox approximation. The pos-
sibility to neglect off-diagonal terms and use Eqs. (3.24-3.26) instead of the more
convoluted Eq. (3.16) and Eq. (3.20) should be considered, in my opinion, more of
an ansatz than an approximation.
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3.2.4 Breakdown of the Stokes-Einstein Relation
By using the Eqs. (3.24-3.25) into Eq. (3.23) one finds an extended Green-Kubo

























ds〈∂xn∂n · Fn(0)F xn (s)〉0 . (3.27)
For passive systems, only the terms in the first line survive, capturing how inter-
actions affect the ideal gas mobility. Here, activity plays a role in the statistics of
collisions, thus the force self-correlation function, and in the value of the prefac-
tor via the single particle active diffusivity Da. The remaining two terms ∝ (voτ)2
correspond to subdominant higher order correlations involving many-body interac-
tions. To characterize the departure from equilibrium linear response in terms of
the Stokes-Einstein relation, one can use (see Appendix 3.7 for a proof):
µ20〈F xn (0) · F xn (t)〉0 = 〈Dn〉0 δ(t)− 〈ẋn(0)ẋn(t)〉0 , (3.28)
which relates the force and the velocity autocorrelation functions, and whose func-
tional form depends only on the properties of the evolution operator (the special
case for equilibrium dynamics was derived in [107]). Once identified the diffusivity
with the velocity self-correlation function, the Green-Kubo expression is obtained










ds〈F xn (0)F xn (s)〉0 (3.29)










〈∂n · Fn〉0 + h.o.t. (3.30)
where h.o.t refers to higher order terms. Eq. (3.30) reduces to the usual Stokes-
Einstein relation in the passive limit. If ∂n · Fn = 0 a modified Stokes-Einstein
relation holds, µ = βeffD, with an effective temperature given by Eq. (3.13). Indeed,
genuine non-equilibrium behaviour results from the combined effect of interactions
and activity, as observed in active colloidal suspensions [64]. To illustrate these
results and put them into test, I run particle-based simulations of ABP Eq. (3.1a-
3.1b) with periodic boundary conditions.The pair potential U(r) = (σ/r)12 and the
following set of parameters: τ = 0.02, µ0 = 1, and β = 1 are used. The Peclet
number Pe and the mean density φ = (πσ2N/4L2) are varied in a range for which
the system remains homogeneous [Pe ∈ (0 : 10) and φ ∈ (0.01 : 0.2)].
I analyse the integrated response
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of the particles’ positions due to a constant force applied to all of them hi = εihux,
where εi = ±1 with equal probability [80] and ux is the versor in the x−direction.
χ is computed using two different strategies: (i) by explicitly applying a small force
and measuring the particle displacements it induces; (ii) by tracking the appropriate
stochastic variables needed to compute the response function of interest using simu-
lations of the unperturbed dynamics. The first ‘direct method’ involves computing
displacements generated by a small perturbation that guarantees the linear regime.
The second ‘Malliavin weight (MW) method’ overcomes the considerable numerical
uncertainties (and cost) related to the control of a small perturbation parameter in
Brownian dynamics simulations; it is thus extensively used in the following. This
method, originally introduced in the context of Monte Carlo simulations of spin
systems [108], and then generalized to Brownian dynamics [94, 109], was recently
extended to active particles [82,110].
I compute





from the long-time behaviour of the mean-square displacement (MSD). According
to the MW method, the response function of interest can be expressed as [82, 94]












ξxi (t) , (3.34)
and averages are taken over independent realizations of the unperturbed dynamics.
I thus compute χ using Eq. (3.33) and extract µ = limt→∞ χ(t)/t (after checking
consistency with the direct method). D and µ are also computed using the Green-
Kubo expressions previously obtained. To be concrete, the different terms involving
correlations and gradients of the potential that appear in Eq. (3.27) and Eq. (3.29)
are computed from simulations of ABP. The results obtained are shown in Fig. 3.1.
The diffusion coefficient follows the same growth ∼ Pe2 as the ideal gas in the
parameter range explored, but decreases with φ. Eq. (3.29) underestimates the value
of D obtained from MSD but retains its functional dependence. The mobility is not
affected by activity in the dilute regime but decreases as the density increases, as ex-
pected from Eq. (3.27) and Refs. [80,82]. At finite density and Pe, µ decreases with
density but remains roughly constant for Pe & 2. Such behaviour is reproduced
by Eq. (3.27), although it overestimated the numerical value. Our Green-Kubo
expressions predict the qualitative behaviour of D and µ, despite cannot reach a
precise quantitative agreement at high Pe and φ. Although such mismatch, ex-
pected from the basic assumptions behind the approximations made (small value of
τ and τµ0∂i ·Fi; neither too active nor too dense), prevents quantitative agreement,
the derived Green-Kubo expressions provide a general understanding on how the
interplay between activity and interactions affects the transport properties of ABP.
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Figure 3.1: Transport coefficients for ABP at φ = 0.01, 0.1 and 0.2 as a function
of Pe. (a) Diffusion coefficient obtained from the long time behaviour of the mean-
squared displacement (MSD, with points) compared to the Green-Kubo expression
Eq. (3.29) (GK, with line-points). (b) Mobility obtained from simulations of un-
perturbed ABP using Malliavin weights (MW, with error bars) compared to the
Green-Kubo prediction Eq. (3.27) (GK, with point-lines).
3.3 Active Ornstein-Uhlenbeck Particles
3.3.1 The model
Let consider in this section a similar model of self-propelled particles, now governed
by the following set of two-dimensional overdamped Langevin equations











where vi is the fluctuating self-propulsion velocity which is described by an Ornstein-
Uhlenbeck process with characteristic persistence time τ . For this reason, Eqs. (3.35a-
3.35b) are referred to as Active Ornstein-Uhlenbeck Particles (AOUP). Self-propulsion
introduces persistence in the spatio-temporal dynamics of the active particles via
the autocorrelation function of the self-propulsion velocity
〈vi(t)vj(t′)〉 = D0/τe−|t−t
′|/τδij1 , (3.36)
and reduces to passive (equilibrium) Brownian motion in the limit τ → 0, for which
〈vi(t)vj(t′)〉 → 2D0δ(t− t′)δij1. Although a standard thermal noise could be added
into the Langevin equation of AOUP, such contribution is assumed to be small with
respect to the ‘active noise’ v and might be considered redundant, as it is not needed
to recover equilibrium. As mentioned in the Introduction to this Chapter, AOUP
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can be thought of as an approximate treatment of the ABP dynamics. Indeed,
the reduced ABP dynamics obtained from the integration of the angular variables,
Eq. (3.14), can be identified, in the absence of translational noise (T = 0), to the
AOUP dynamics by setting v20/2 (in ABP) to D0/τ (in AOUP).
Although originally thought of as an overdamped process, Eq. (3.35a) involves
velocity variables v that can be considered as being odd under Time-Reversal. Fol-























−pi · ∂i − ∂pi ·
µ0(∑
j










where ∂pi ≡ ∂/∂pi and Γ = {ri,pi}.
3.3.2 Effective equilibrium regime
For the AOUP model, the DB condition Eq. (2.4) reduces to:
1
τ 2
∂pi log Ψ0(Γ) = β(
∑
j




where β ≡ µ0/D0. Its formal solution can be expressed up to a function Λ({ri})

















In order for DB to hold, the system must fulfil the following equation
∑
i





|∂jU |2 − β∂iU
Ψ0 = 0 .
(3.41)
This equation does not have a solution because of the second term comprising a
p−dependence. Interestingly, for a potential with vanishing third derivatives the
latter term vanishes and an exact ‘equilibrium’ solution exists [91, 111]:
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I wrote equilibrium in quotes because, contrary to the standard Boltzmann mea-
sure, the probability of a given configuration is not solely given by e−βU , but by
a more complicated function, also involving p. This form is not a priori obvious
from the mere inspection of the generator of the microscopic dynamics [The same
remark holds for ABP within the Fox approximation discussed earlier, as the ef-
fective potential Eq. (3.20) can hardly be guessed from the original Fokker-Planck
equation.] However, in this equilibrium-like regime, AOUP fulfil DB, there are no
irreversible fluxes, and the FDT holds. An equilibrium solution also exists in the
case of non-interacting particles U = 0 for which AOUP are formally equivalent to
an ideal gas of underdamped particles. In all other cases, for a generic U , the model
breaks DB and therefore falls out-of-equilibrium.
3.3.3 Non-equilibrium regime: Chapman-Enskog expansion
An approximated stationary distribution Ψ0 for AOUP, beyond its equilibrium-like
regime, has recently been derived via the Chapman-Enskog expansion by Bonilla
[111]. The aim being to study the impact of activity on the response of an interacting
system, I briefly present the Chapman-Enskog results as appeared in [111] and use
them to establish extended FDR for AOUP.
The Chapman-Enskog expansion constitutes a standard perturbative approach
to derive the Navier-Stokes equation from the Boltzmann equation [112, 113]. It is
based on the notions of local equilibrium and time scale separation. The latter is
accounted for by the introduction of a small parameter ε = `/L defined as the ratio
between a microscopic and a macroscopic characteristic length. In kinetic theory, ` is
typically the mean free path between collisional events and L the size of the system.
Likewise, one may associate to the AOUP two different scales: a microscopic one
associated to the persistence time τ and diffusive length
√
D0τ (characterizing the
local persistence due to activity), and a mesoscopic one associated to the inter-
particle interactions, with a ‘slow’ characteristic time τ0 and a ‘large’ characteristic
length L. Let introduce the ratio parameter ε ≡
√
D0τ/L ≡ τ/τ0 and rescale the
AOUP equations of motion Eqs. (3.37a-3.37b) according to t ≡ t/τ0, r ≡ r/L and
F ≡ FL/β−1. The Fokker-Planck equation of AOUP can thus be written in the
following non-dimensional form∑
i
∂pi · (pi + ∂pi) Ψ = ε∂tΨ + ε
∑
i
[pi · ∂i + Fi · ∂pi + ε∂pi · (
∑
j
pj · ∂j)Fi]Ψ . (3.43)
From here, the idea is to carry on a perturbative expansion in ε. For ε = 0, a






(2π)N R(r, t) (3.44)
where R(r, t) is the normalized marginal density such that
∫
ΠidriR(r, t) = 1. For
a system with strong time-scale separation, ε 1, one assumes that the functional
dependence on {pi} and R in Eq. (3.44) is preserved, and expand the probability






(2π)N R(r, t; ε) +
∑
j
εjφ(j)(Γ, R) . (3.45)
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The crucial assumption of the Chapman-Enskog method is to still interpret R in
Eq. (3.45) as the marginal distribution embedding the spatio-temporal dependence
upon integration over the velocities. This corresponds to impose for φ(j):∫
Πidpi φ(j)(Γ, R) = 0 ∀j . (3.46)
The ansatz Eq. (3.45) is inserted into Eq. (3.43), resulting in a hierarchy of equations
for the various terms in the expansion. The set of equations is solved up to ∼ o(ε3)
and the following (now made dimensional) probability distribution [91,111] obtained:















pj · ∂j)2U + βD0
∑
i,j
(pj · ∂j)∂2i U
+ τ 36 β(∑j pj · ∂j)3U
 . (3.47)
Some details on the derivation of Eq. (3.47) are given in the Appendix 3.10 for the
one dimensional case. The generalization to higher dimensions is straightforward
but lengthy (see also [111] for further details). It is now possible to compute the
non-equilibrium response of AOUP up to third order in ε. First, let decompose Ψ0
into its symmetric and antisymmetric parts (with respect to Time-Reversal):




























pi · ∂i)3U . (3.48b)
Note that, indeed Φ+ does not contain powers of p larger than 2, as forbidden
by the non-equilibrium constraint of Eq. (2.33). The signature of the departure
from equilibrium is all embedded in Φ− being different from zero (see Eq. (2.42b)).
Particularly, the latter vanishes for a quadratic potential, as expected from the
discussion in the previous section.
A constant force h is now applied along the x-axis on a tagged particle n. In
this case, the extended FDR Eqs. (2.44-2.45) reads














where δApxn = µ0h/τ and Dpxn = D0/τ 2, leading to















The first term is directly determined upon making the identificationAirrpxn = µ0(
∑
j pj ·
∂j)F xn−pxn/τ . The second integral requires the knowledge of the odd-symmetric part
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of Ψ0, which, to third order in ε is given by Eq. (3.48b). All in all, the following
FDR for AOUP is derived


























pj · ∂j)2F xn (0)〉0
 .
(3.50)
By choosing A ≡ pxn one eventually obtains an extended Stokes-Einstein relation:
µ = β























pj · ∂j)2F xn (0)〉0
) ,
(3.51)
where D is the many-body diffusivity D =
∫∞
0 ds〈pxn(s)pxn(0)〉. The expression above
embeds the violations to the usual Stokes-Einstein relation due to the interplay
between activity and inter-particle interactions, up to order o(τ 2). In the absence
of interactions the Stokes-Einstein relation is restored. This is also true for the case





being βeff = β(1 + µ0τk) an effective temperature which depends on the stiffness of
the external potential [62]. In contrast with ABP, the existence of a Stokes-Einstein
relation for a harmonic potential in AOUP is due to the fact that the model fulfils
DB.
3.4 Conclusion
The response of non-equilibrium systems is typically sensitive to details of the un-
perturbed initial state, hence the difficulty in establishing a general theory. Such
lack of universality is encoded in the presence of the generalized potential in ex-
tended Fluctuation-Dissipation Relations, arising from the breakdown of Detailed
Balance at the microscopic level.
While in Chapter 2 I have investigated the non-equilibrium linear response in a
very general setting, in this Chapter I have focused on models of active systems, with
the aim of setting the stage for a systematic response theory of active systems. In
particular, I have focused on two very popular models of Active Matter, namely Ac-
tive Brownian Particles (ABP) and Active Ornstein-Uhlenbeck Particles (AOUP).
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While ABP generically break Detailed Balance, AOUP fulfil Detailed Balance in the
dilute limit, or in the case of a harmonic potential. The non-equilibrium nature of
these two model systems is therefore not equivalent. In the case of ABP, the Markov
approximation method due to Fox was recalled and it was shown that the effective
dynamics resulting from it fulfils Detailed Balance, and therefore also the stan-
dard Fluctuation-Dissipation Theorem. Within this approximation scheme, valid
in the limit of small persistence time and moderate density, I put forward a closed
Green-Kubo expression for the mobility and diffusivity. This allows to quantify
the breakdown of the Stokes-Einstein relation due to the interplay between activity
and inter-particle interactions. For AOUP I exploit the Chapman-Enskog expansion
performed in [111] which allows to derive an extended Fluctuation-Dissipation Re-
lation beyond its effective equilibrium regime. The violations of the Stokes-Einstein
relation in these models of active particles as well as the possibility of quantifying
them in terms of effective temperatures were discussed. Although some of the results
presented here were known, as the existence of an effective equilibrium regime of
AOUP and the NESS solution obtained from the Chapman-Enskog expansion, the
discussion about the violations of DB and the FDT were scattered and scarce. The
extended FDR, as well as the connection with the parity of the NESS distribution
and the constraint on the steady-state velocity derived in Chapter 2, enrich previous
discussions on non-equilibrium response, clarify the non-equilibrium nature of ac-
tive model systems and provide a set of analytic results that should be of interest to
study non-equilibrium systems in general, well beyond the context of active systems.
3.5 Appendix: 1D Fox approximation
I report here some details on the Markovian approximation as originally put forward
by Fox [103]. Following the original paper, let consider the case of a one dimensional
system, described by the Langevin equation:
ẋ = F (x) + χ(t) , (3.53)
where χ(t) is a Gaussian noise with correlation function C(t− s) = 〈χ(t)χ(s)〉. The
Gaussian probability functional for χ(t) reads:









in which K is the inverse of the correlation function, i.e.
∫
dsK(t − s)C(s − s′) =
δ(t − s′) and N is a normalization constant. The probability functional enters in
the formal solution of Eq. (3.53) expressed as the integral of the functional Dirac δ
over all paths χ(t) :
Ψ(y, t) =
∫
D[χ]P [χ]δ(y − x(t)) . (3.55)
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D[χ]P [χ]δ(y − x(t)) [F (x) + χ(t)]
= − ∂
∂y
[F (y)Ψ(y, t)]− ∂
∂y
∫
D[χ]P [χ]χ(t)δ(y − x(t)) . (3.57)
Now using the functional derivative
δP [χ]
δχ(t) = −P [χ]
∫
dsK(t− s)χ(s) (3.58)
the product P [χ]χ(t) appearing into Eq. (3.57) can be rewritten as:
P [χ]χ(t) = P [χ]
∫
dsδ(t− s)χ(s) = −
∫
ds′C(t− s′) δP [χ]
δχ(s′) . (3.59)




















D[χ]P [χ]δ(y − x(t)) δx(t)
δχ(s′) .
(3.60)






δχ(s′) + δ(t− s
′) . (3.61)











































Eq. (3.63) is not (yet) a Fokker-Planck-like equation. In particular, the non-Markovian
character is embedded into the last integral which depends on x(s) for s < t.
It is now time to specify the nature of the Gaussian noise via its correlation function
C(t − s′). In the case of a white noise with C(t − s′) = 2Dδ(t − s′) the second
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[F (y)Ψ(y, t)] +D ∂
2
∂y2
Ψ(y, t) . (3.64)
Let now consider the case of an exponential decaying correlation function:








By making the change of variable t′ = t− s′ and approximating the argument of the


















dt′C(t′) exp [F ′ [x(t)] t′] . (3.66)












≈ D1− τF ′ [x(t)] (3.67)
where in the last step the limit for t→∞ was taken. Substituting Eq. (3.67) back













with an inhomogeneous effective diffusivity. Eq. (3.68) is the main result of Fox
approach [103]. The approximation used in Eq. (3.66) is consistent with assuming
a small persistence time τ , for which the correlation function C(t′) decays rapidly
with increasing t′. In the limit τ → 0 one recovers the standard (and exact) Fokker-
Planck equation (3.64).
3.6 Appendix: Effective equilibrium models for
Active Matter in comparison
In this Appendix I attempt a comparison between the Fox approach and the Unified
Coloured Noise Approximation (UCNA) [18]. Both the techniques were developed
in the 80s [18, 102, 103, 114] for a one dimensional system and recently extended
to multidimensional systems of active particles [84, 85]. This section should not
be taken as an introduction to the topic of Markovian approximations nor as an
extensive discussion over the two methods. Rather, it is aimed at a reader that
is already familiar with the two approaches; the objective is to point out some
similarities between them and give few mathematical details on the derivation of
their approximated steady state distributions. Herein, I follow [88] to which I refer
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for further details. Let start by writing the microscopic dynamics of a system of N
interacting active particles in 2 dimensions as:
ṙi(t) = µ0Fi + ξi(t) + χi(t) . (3.69)
ξ and χ are two Gaussian noise terms with zero average and variance respectively
given by 〈ξi(t)ξj(t′)〉 = 2µ0kBTδij1δ(t− t′) and 〈χi(t)χj(t′)〉 = v20/2δije|t−t
′|/τ1.
Note that the model given in Eq. (3.69) coincides with the reduced ABP dynam-
ics in Eq. (3.14) with ηi(t) = ξi(t) + χi(t). Alternatively, by identifying χi(t) with
the active fluctuating velocity vi(t) (instead of a noise) which fulfils an Ornstein-
Uhlenbeck equation, the model in Eq. (3.69) corresponds to the AOUP model (3.35a-
3.35b) in presence of an extra thermal noise ξi(t).





u(|ri − rk|) , (3.70)
so that Fi ≡ −∂iU .














µ0FαΨ− µ0kBT∂αΨ− v20τ2 ∑β ∂β(G−1)βαΨ
 , (3.71b)
where the Greek indexes run over both particles and spatial components. Note that
the flux in Eq. (3.71b) follows from extending the method described in Appendix 3.5
to multidimensional systems (see [86]). The diagonal and off-diagonal components
of the matrix G are respectively given by:
Gαβ = +µ0τ∂α∂βU ∀α 6= β (3.72a)
Gαα = 1 + µ0τ∂α∂αU . (3.72b)
In Eq. (3.72a) one recognizes the off-diagonal elements of the 2N×2N Hessian matrix
of the potential in Eq. (3.70). It follows that G is symmetric, so that Gαβ = Gβα.
As an example, I report the matrix G for a system of two particles. In this case, G
is a 4× 4 matrix and reads:
G =

1 + µ0τ∂x1∂x1U µ0τ∂x1∂y1U µ0τ∂x1∂x2U µ0τ∂x1∂y2U
µ0τ∂y1∂x1U 1 + µ0τ∂y1∂y1U µ0τ∂y1∂x2U µ0τ∂y1∂y2U
µ0τ∂x2∂x1U µ0τ∂x2∂y1U 1 + µ0τ∂x2∂x2U µ0τ∂x2∂y2U
µ0τ∂y2∂x1U µ0τ∂y2∂y1U µ0τ∂y2∂x2U 1 + µ0τ∂y2∂y2U
(3.73)
In this example, the determinant of G to first order in τ is:










U +O(τ 2). (3.74)
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Further, one may compute the cofactor Cij to first order in τ for each element
of the matrix G in order to find the elements of the inverse matrix (G−1)ij ≡
(−1)i+jCji/ detG. Returning to the case of N particles, to first order in τ , it
follows:
(G−1)αβ ' δαβ − µ0τ∂α∂βU +O(τ 2) (3.75a)
detG ' 1 + µ0τ
∑
α
∂2αU +O(τ 2). (3.75b)
For the model given by Eq. (3.69) the condition of Detailed Balance corresponds





∂β(DβαΨ0) = 0 , (3.76)
where Ψ0 is the stationary probability density and D is an effective diffusive matrix
which reads as:
D(UCNA)αβ ≡ Da(G−1)αβ (3.77a)




It follows that, at steady state, the difference between the UCNA and the Fox
approximations only enters through the definition of the effective diffusivity matrix
in Eqs. (3.77a-3.77b). By combining Eq. (3.77b) together with Eq. (3.75a) the
expression (3.17) in the main text is obtained.
Interestingly, Eq. (3.77a) and Eq. (3.77b) coincides in the case of negligible thermal
noise v20τ/2  µ0kBT . Also, note that taking v0 → 0 is not sufficient to recover
the passive limit in Eq. (3.77a). In the UCNA approximation the parameter to be
sent to zero in order to recover equilibrium is τ → 0. On the contrary, in the Fox
approximation the passive limit is correctly recovered both in the limit v0 → 0 and
τ → 0.
Requiring Detailed Balance for the UCNA model (as done for the Fox model in the







∂γ(G−1)γβ = 0 . (3.78)











Using the symmetry property ofG the rhs of Eq. (3.79) reduces to ∂αΨ0. Further,by
making use of the vectorial identity






= 0 , (3.80)
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GαβFβ +DaΨ0∂n log detG . (3.82)
In the last step I made explicit use of the Jacobi formula ∑γ,β(G−1)γβ∂αGβγ ≡
Tr(G−1∂αG) = ∂α log detG . Let now insert the definitions of Eqs. (3.72a-3.72b)
into Eq. (3.82) so that:









(∂βU)2 + ∂α log detG . (3.83)
Both sides in Eq. (3.83) are expressed as gradients, such that Eq. (3.83) can be
directly integrated to find the stationary distribution Ψ0 which fulfils Detailed Bal-
ance [84]. In particular, if expressing the stationary distribution in terms of an




it is straightforward to find:













where log (G) = − log (D−1a D) from the definition in Eq. (3.77a).
Along the same line, one can derive the effective potential within the Fox approxima-






















By comparing Eq. (3.84) and Eq. (3.85) it follows that to first order in τ the Fox
approximation returns a steady distribution very similar to that of UCNA. The two
effective potentials become identical for v20τ/2 µ0kBT as expected.
3.7 Appendix: Details for the derivation of
Eq. (3.28)
I report here some details on the derivation of the relation between the force-force
autocorrelation function and the autocorrelation function of the velocity, Eq. (3.28)
in the main text. For simplicity, I will sketch the derivation for a tagged particle
n moving in a bath of overdamped equilibrium particles as presented in [107]. The
extension to the effective dynamics given by the generator (3.26) is straightforward
(but lengthy).
Let start by recalling that for a 2D isotropic system the velocity autocorrelation
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function, Z(t) = 12〈vn(t) ·vn(0)〉0, can be written in terms of the Fourier components
cn(k, t) = exp [−k · rn(t)] as [107]:






〈cn(k, t)cn(−k, 0)〉0 . (3.86)
Explicitly, the ensemble average 〈·〉0 in Eq. (3.86) reads:


















where I have retained the same notation as in the main text with Γ̃ ≡ {ri}Ni=1 and in















where the property of the Laplace transform L(f ′′(t)) = z2L(f)− zf(0)− f ′(0) was
used. Introducing the operator identity:
(z − Ω0)−1 =
1
z




















































At this point one needs to introduce the explicit expressions for the generator and
its adjoint, which in the case of an equilibrium overdamped system read:
Ω0 = µ0
∑
i ∂i · (kBT∂i − Fi) , Ω†0 = µ0
∑
i
(kBT∂i + Fi) · ∂i . (3.90)
By inserting Eqs. (3.90) into Eq. (3.89) and taking the long-wavelength limit k → 0










The second term on the rhs is precisely the Laplace transform of the force-force
correlation function so, by taking the inverse transformation one finds:
1
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which is the equivalent of Eq. (3.28) for the overdamped dynamics given by the
generators in Eq. (3.90). It can readily be shown that Eq. (3.28) follows from the













∂i + βF effi (Γ̃)
]
Di(Γ̃) · ∂i (3.93)
with Di(Γ̃) and F effi (Γ̃) respectively given by Eq. (3.24) and Eq. (3.25).
3.8 Appendix: Response function computed from
the dynamics of the unperturbed system
I recast here the derivation presented in the supplementary material of the paper
from Warren and Allen [94] and apply it to the specific dynamics at hand. The goal
is to find an expression for the variation of a given observable 〈A〉 with respect to
some parameter λ quantifying an external drive, i.e. the response function of the














dΓA(Γ)Ψ(Γ, t)Qλ(Γ, t) (3.94)




ln Ψ(Γ, t) . (3.95)
The starting point is the introduction of an extra stochastic variable qλ in the phase
space Γ which in our case is the phase space of a 2D system of ABP such that
Γ = {ri, θi}Ni=1. One then introduces the joint probability density Ψ(Γ, qλ, t) which
is related to the probability density in the original phase space by
Ψ(Γ, t) =
∫
dqλΨ(Γ, qλ, t) , (3.96)








Ψ(Γ, t) . (3.97)




= 〈Aqλ〉t . (3.98)
This is useful because it reduces the calculation of the linear response function to a
weighted average done over the unperturbed system (by ‘just’ tracking A and qλ).
First, note that if the following equality
〈qλ〉Γ,t = Qλ(Γ, t) (3.99)
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= 〈Aqλ〉t . (3.100)
The proof goes as follows. By multiplying both sides of Eq. (3.97) by Ψ(Γ, t) and
using the definition Eq. (3.95) it follows that:
Ψ(Γ, t)〈qλ〉Γ,t =
∫


















Now, the question is how to find in practice the appropriate equation of motion for
qλ, the so-called Malliavin weight, in order to ensure Eq. (3.99). To answer this ques-
tion let first write the Chapman-Kolmogorov equation in terms of the conditional
probability density P (Γ′, t+ δt|Γ, t) to evolve from the state Γ to Γ′ in a single time
step δt :
Ψ(Γ′, t+ δt) =
∫
dΓΨ(Γ, t)P (Γ′, t+ δt|Γ, t) , (3.103)
and differentiate it with respect to λ so that:








Ψ(Γ, t)P , (3.104)
where for simplicity I write P = P (Γ′, t+ δt|Γ, t). At this stage one needs to specify
the dynamics and write an explicit expression for P (Γ′, t+ δt|Γ, t). The discretized
version of the ABP dynamics Eqs. (3.1a-3.1b) in the simple Euler scheme reads:
r′i − ri = v0niδt+ µ0Fiδt+
√
2µ0kBTδtξi ≡ ∆ri (3.105a)
θ′i − θi =
√
2Dθδtνi ≡ ∆θi (3.105b)
and, equivalently, for the auxiliary variable qλ:
∆qλ ≡ q′λ − qλ . (3.106)
In the path integral formalism, P (Γ′, t+ δt|Γ, t) can be expressed as:
P (Γ′, t+ δt|Γ, t) =
〈








Ψ(ξi)Ψ(νi)δ(r′i − ri −∆ri)δ(θ′i − θi −∆θi) , (3.107)
where the Dirac delta functions enforce the equations of motion (3.105a-3.105b) and
Ψ(ξi) and Ψ(νi) are the Gaussian probability distributions of the two noises. Thus,
Eq. (3.103) can be rewritten as:






δ(r′i − ri −∆ri)δ(θ′i − θi −∆θi) , (3.108)
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where ∏i dridθi ≡ dΓ. An extended version of Eq. (3.108) for the joint probability
density Ψ(Γ′, q′λ, t+ δt) reads:






δ(r′i − ri −∆ri)δ(θ′i − θi −∆θi)δ(q′λ − qλ −∆qλ)(3.109)
It follows that:






































(〈qλ〉Γ,t + ∆q)Ψ(Γ, t)P (Γ′, t+ δt|Γ, t) (3.110)
where sequentially I have used Eq. (3.109), integrated in q′λ, substituted Eq. (3.107),
and finally integrated in qλ. A direct comparison between Eq. (3.104) and Eq. (3.110)





Since the noises ξ and ν are normalized and Gaussian, the conditional density in
Eq. (3.107) explicitly reads:




















In our specific case a constant perturbation is applied in the x−direction so that






























3.9. Appendix: Numerical measurement of the response function



















3.9 Appendix: Numerical measurement of the re-
sponse function
In Fig. 3.2 the integrated response function obtained from unperturbed simulations
of a Brownian suspension (Pe=0) (purple line) is compared with simulations where
an external constant force is applied to all the particles fi = εiλux, where εi = ±1


























Figure 3.2: χ(t) vs. t for N = 1000 ABP at φ = 0.10 and several Pe values (from
Pe=0 to 10), obtained from simulations of the unperturbed system using Malliavin
weights method (in lines, with a color code associated to each Pe value, from purple
for Pe=0, to red for Pe=10). For Pe=0, the results obtained from simulations of the
unperturbed system using Malliavin weights (purple line) are compared with the
ones resulting from applying a small force (purple points).
In Fig. 3.2 it is also shown the integrated response function at different Pe,
showing that the mobility (the slope of these curves) rapidly increases for small Pe
but then saturates to a given value, as shown by the lines at different Pe numbers
which fall on top of each other for Pe > 1. This behavior is captured by the Green-
Kubo expression derived in the maintext.
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3.10 Appendix: Chapman-Enskog method for 1D
AOUP
Here I report some details of the Chapman-Enskog procedure for a one dimensional
system of AOUP. The starting point is the evolution equation (3.43) together with
the ansatz of Eqs. (3.45-3.46). By integrating (3.43) over p a conservation equation













where J = ∑j J (j) is the probability flux.
By substituting (3.116) into (3.43) one obtains to first order in ε an equation for
φ(1):





(∂xR + U ′R) (3.117)






with DR ≡ U ′R + ∂xR. Note that L[e−p
2/2] = 0 such that the functions φ(j) are
defined up to a constant in p which is uniquely determined by conditions (3.46).
The second order in ε reads:




[F (1)(R) + (p2 − 1)U ′′R] + p∂xφ(1) − U ′∂pφ(1) (3.119)
From Eq. (3.118) and (3.119) it follows that φ(2) is even in p, such that F (2) =∫





















with α = 12(∂xDR + U
′DR− U ′′R).
To third order in ε the evolution equation gives:
O(ε3) : L[φ(3)] = δφ
(1)
δR
F (1)(R) + p∂xφ(2) − U ′∂pφ(2) − U ′′∂p(pφ(1)) (3.122)





















(β(x)p2 + γ(x)) (3.124)
with β = −13(Dα−U
′′DR) and γ = D∂xDR−∂xα+U ′α. The hierarchy of equations
is truncated to ∼ o(ε3) and, going back to the conservative equation (3.116), an
expression for the first three components of the flux as a function of R is found:
J (1) = −DR (3.125a)
J (2) = 0 (3.125b)
J (3) = ∂xU ′′R (3.125c)
One has therefore a closed approximated equation for the evolution of R:
∂R
∂t
= −ε∂x[−∂xR− U ′R + ε2∂x(U ′′R)] + o(ε3) (3.126)
Eq. (3.126) is readily solved by looking at the zero-flux steady-state with solution:





′2 − U ′′
)]
+ o(ε3) (3.127)
In turn Eq. (3.127) is used to find the explicit expressions of φ(1,2,3) which are
substituted in (3.45) to get:













Finally, by using (3.127) into (3.128) and interpreting the term in square brackets
as the linearisation of an exponential exp(x) ∼ 1 + x one gets:























Stochastic Thermodynamics: some personal notes
In its original formulation Thermodynamics concerns the transformations between
equilibrium states of macroscopic systems. Thermodynamically, a system is de-
scribed by a set of measurable quantities, named thermodynamic state variables
which may be classified into extensive properties (like volume or energy) or inten-
sive properties (like temperature and pressure) depending on whether they vary or
not with the size of the system.
A thermodynamic model consists of an equation of state expressing the relation
among the state variables (the simplest example is the ideal gas law). It is a phe-
nomenological model based on the observation of the system, i.e. the information
collected from experimental measurements. As such, it strictly depends on the ac-
curacy of the measurement tools which in turn set the scale of validity of the model.
It can be argued that this reasoning in fact applies to all branches of physics.
Accordingly, Classical Thermodynamics applies on a macroscopic scale, describing
a system as it must have looked to a scientist of the XIXth century 1.
The first law of Thermodynamics is the translation in the thermodynamic language
of the principle of energy conservation for an isolated system (well-known in Clas-
sical Mechanics). Given the total internal energy of the system U , it relates its
variation between two different equilibrium states ∆U with the work w performed
on the system and the heat q absorbed by it:
∆U = q + w. (3.130)
The internal energy U is an extensive state function and it only depends on the ini-
tial and final equilibrium states. This is not true for q and w which do not describe
the equilibrium state of the system but rather its energy transformations among
states. They are conventionally positive when resulting in an increase of the system
energy.
The second law of Thermodynamics addresses the irreversibility of macroscopic pro-
cesses. In order to account for the fact that macroscopic processes occur only in ‘one
1Back then, the very existence of atoms was hypothetical. Nowadays it is well known that any
heat transfer is connected with the thermal motions of molecules. Hence, Thermodynamics itself
has a mechanical explanation, namely Statistical Mechanics.
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direction’ Thermodynamics introduces a second extensive function named entropy
S. Contrary to the internal energy, S is not conserved during a transformation




where ∆q is the heat exchange at a constant temperature T . The equality in
Eq. (3.131) only holds for quasi-static (reversible) processes.
Q: Can one generalize the thermodynamic framework to open systems subjected to
some external forces?
This is the goal of Non-Equilibrium Thermodynamics [115] which is based on a
local formulation of the principles of Classical Thermodynamics. It assumes that it
is possible to decompose the open system into small cells which can be thought to
be locally in equilibrium, in the sense that their relaxation to equilibrium occurs in
a much smaller time than the macroscopic time scale set by the observer. The hy-
pothesis of a separation of scale, also known as Local Thermodynamic Equilibrium
(LTE), allows to define local thermodynamic quantities and to treat them as con-
tinuous functions of space and time (x, t). The system is out-of-equilibrium if some
irreversible processes are taking place which result in a production of entropy as
stated by Eq. (3.131). Particularly for an isothermal system one might distinguish




= Tep(t) + q̇(t) , (3.132)
where q̇(t) is the rate of heat absorbed by the system and ep(t) is entropy production
rate. The former contribution is equal and opposite to the rate of heat dissipated into
the bath (hd), also named external entropy flow rate (T Ṡe). The latter contribution
is sometimes referred to as internal entropy production rate (Ṡi). To unify the
nomenclature (read jargon) then one may write:
q̇ = −hd = −T Ṡe (3.133a)
Ṡi = ep . (3.133b)
Another physical decomposition for the total heat q(t) has been proposed to char-
acterize non-equilibrium steady-states (NESS). Oono and Paniconi [116] proposed
to divide the total heat into the sum of the excess heat qex(t) due to the transfor-
mation between two different states and the house-keeping heat qhk(t) produced by
sustaining a single NESS:
q(t) = qex(t) + qhk(t) . (3.134)
If the system is in a NESS the entropy is constant (and positive) and qex = 0. It
follows that in this particular case Tep = −q̇hk and they do not depend on time.
A side note: Gibbs drew a useful connection between Equilibrium Thermody-
namics and molecular systems with the introduction of the notion of ensemble in
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Statistical Mechanics [117]. Ensembles do not exist in real life but are a very con-
venient mathematical trick to treat systems with many degrees of freedom. In this
framework, all the thermodynamic quantities such as internal energy U , free energy
G and entropy S can be recast as functionals of an ensemble probability density
Ψ(x, t) defined on a given phase spaceM such that x ∈ M [118]. In other words,
they are expressed as ensemble averages:
〈U〉t = −kBT
∫
dxΨ(x, t) log Ψeq(x) (3.135a)
〈S〉t = −kB
∫
dxΨ(x, t) log Ψ(x, t) (3.135b)








where Ψeq(x) is the long-time equilibrium probability density and kB is the Boltz-
mann constant. Note that all quantities appearing in Eq. (3.132) and Eq. (3.134) are
intended as macroscopic values, i.e. ensemble averages in the language of Statistical
Mechanics.
Q: Can one generalize the thermodynamic framework to systems that are not macro-
scopic?
This question became more and more urgent at the end of the XXth century with
the development of modern experimental techniques able to manipulate systems at
the micro/nanoscale. The theory of Markov stochastic processes turned out to be
the most suitable for the purpose.




= F (x;λ) +
√
2γkBTξ(t) , (3.136)
where γ is the friction coefficient, F = −∂U(x, λ)/∂x is the conservative force act-
ing on x and ξ(t) is a noise term. In particular ξ(t) is assumed to be a Gaussian
white noise (the formal derivate of the Wiener process) with zero average and unit
delta-correlated variance. In Eq. (3.136) the possibility to perform some work on
the system via an external parameter λ is included.
Sekimoto [119] was the first to draw a connection between the Langevin equa-
tion (3.136) and Thermodynamics. In his work Sekimoto starts by multiplying









◦ dx− F (x;λ) ◦ dx , (3.137)
where ◦ indicates the Stratonovich multiplication [43]. The first term on the rhs is
due to the coupling with the thermal bath, hence was interpreted as the infinitesimal














By identifying the second term on the rhs as the infinitesimal work performed on
the system by changing λ one obtains:
dU = dq + dw , (3.139)
which is the first law of Thermodynamics for the Langevin system in Eq. (3.136)
and it represents the foundation of Stochastic Energetics.
Following the same approach, Hatano and Sasa [120] derived an extended second
law of Thermodynamics for the stochastic system described by Eq. (3.136). Using
the decomposition of Oono and Paniconi, Eq. (3.134), the second law of Thermody-
namics can be recast as:
T 〈∆S〉0 ≥ 〈qex〉0 , (3.140)
where 〈·〉0 refers to the steady-state ensemble average. As mentioned above, qex
is obtained by subtracting from the total heat the house-keeping heat qhk which is
steadily generated even when the state of the system does not change. Let consider
the case of a Langevin dynamics in presence of a non-conservative force f , such that
F (x;λ) in Eq. (3.136) is now
F (x;λ) = −∂U(x;λ)
∂x
+ f. (3.141)
Traditionally a stochastic system can be driven out-of-equilibrium either by the pres-
ence of non-conservative forces or by an external time-dependent protocol changing
λ. The statistics of this system can be described by a steady-state probability den-
sity Ψ0(x;λ) which is assumed to have the following shape:
Ψ0(x;λ) = e−Φ(x;λ) , (3.142)
with Φ(x;λ) a generalized potential.
I won’t report here the full derivation of Eq. (3.140) but I rather focus on some











where the steady state velocity
















◦ ẋ(t) = γ
∫ τ
0




















where the term containing the time derivative of the protocol λ was added and
subtracted. From Eq. (3.137) one recognizes in the lhs the total heat transferred to
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the bath (−q(x, τ)) along the stochastic trajectory x(0) −→ x(τ). Then, by using











q(x, τ) = −γ
∫ τ
0







where ∆Φ ≡ Φ(x(τ);λ(τ)) − Φ(x(0);λ(0)). By identifying the house-keeping heat
as:
qhk(x, τ ;λ) = −γ
∫ τ
0
dt V(x;λ) ◦ ẋ(t) , (3.148)
it follows:






λ̇+ kBT∆Φ . (3.149)
Eqs. (3.147-3.149) are the expressions for respectively the total, house-keeping and
excess heat absorbed by the system during a stochastic evolution of length τ . In or-
der to be compared with thermodynamic quantities, one needs to take the ensemble
averages, i.e. to average over noise realizations and over the stationary distribution
Ψ0. In particular, using Eq. (3.135b) with Eq. (3.142) it immediately follows that
〈∆S〉0 = kB〈∆Φ〉0. The excess heat exchange, Eq. (3.149), then becomes









+ T 〈∆S〉0 . (3.150)
It is easy to show (check the paper for the derivation) that the first term on the rhs












= 1 . (3.151)










≥ 0 and Eq. (3.140) is
obtained. The expression (3.148) for the house-keeping heat occurs frequently in
the literature of Stochastic Thermodynamics.
In the same year of Hatano and Sasa, Qian [53] put forward a mesoscopic framework
of Thermodynamics based on Eq. (3.136). It is convenient to introduce the Fokker-
Planck equation for the time evolution of the probability density Ψ(x, t;λ) associated
to Eq. (3.136):




Ψ(x, t;λ) , (3.152)
where J is the probability flux and ∇ ≡ ∂/∂x. The time-dependent Gibbs entropy
of the system is:
〈S〉t = −kB
∫
dxΨ(x, t;λ) log Ψ(x, t;λ) . (3.153)
63
Intermezzo
Taking the time derivative of Eq. (3.153) one obtains for the rate of change of the
entropy of the system:
T 〈Ṡ〉t = −kBT
[∫






dx ∇J(x, t;λ) [log Ψ(x, t;λ) + 1] . (3.154)
By integrating by parts, adding and subtracting the force F (x;λ) to the term inside
the parenthesis one gets:
T 〈Ṡ〉t = −
∫
dx[kBT∇ log Ψ(x, t;λ)− F (x;λ)]J(x, t;λ)
−
∫
dxF (x;λ)J(x, t;λ) . (3.155)
Applying Ito’s formula [43] to Sekimoto’s definition of dissipated heat one gets:
(−dq(t)) = F (x;λ) ◦ dx = F (x;λ)dx+ 12dx∇Fdx . (3.156)
By substituting Eq. (3.136) into Eq. (3.156) and using the properties of the Wiener
process ξ(t)dt one finds:






+γ−1kBT∇F (x;λ)dt+O(dt2) . (3.157)
By taking the ensemble average of Eq. (3.157) one gets:
〈q̇〉t = −γ−1
∫
dxF (x;λ) [F (x, t;λ)Ψ(x, t;λ)− kBT∇Ψ(x, t;λ)]
= −
∫
dsF (x;λ)J(x, t;λ) , (3.158)
which is precisely the last term in the rhs of Eq. (3.155). One may therefore rewrite
Eq. (3.155) as:
T 〈Ṡ〉t = −
∫
dx[kBT∇ log Ψ(x, t;λ)− F (x;λ)]J(x, t;λ) + 〈q̇〉t
≡ T 〈ep〉t + 〈q̇〉t . (3.159)
Introducing the time-dependent velocity V(x, t;λ) as
V(x, t;λ) = γ−1F (x;λ)− γ−1kBT∇ log Ψ(x, t;λ) , (3.160)
allows us to write the entropy production rate as:
T 〈ep〉t =
∫
dx γV(x, t;λ)J(x, t;λ) . (3.161)





Ψ(x, t;λ) ≥ 0 , (3.162)
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where the definition Eq. (3.160) was used. Note that Eq. (3.162) is always non-
negative, in accordance with the second law of Thermodynamics. For this reason
usually Eq. (3.162) is interpreted as the ‘statistical version’ of the second law of
Thermodynamics2.
Finally, a connection can be drawn between the result Eq. (3.161) by Qian and the
definition of the house-keeping heat Eq. (3.148) put forward by Hatano and Sasa.
As already mentioned, at steady state the entropy production rate must equate the
heat flow released in the environment so that:
T 〈ep〉0 = 〈−q̇hk〉0 . (3.163)
This can be proved directly from Eq. (3.148) by taking the steady-state ensemble
average . The starting point is the stochastic integral:
qhk(x, τ) = −γ
∫ τ
0
dtV(x;λ) ◦ ẋ(t) ≡ −γ
∫ x(τ)
x(0)
V(x;λ) ◦ dx(t) . (3.164)
Let use Ito’s formula to make the change of variable:








The second term on the rhs vanishes after integrating over the noise statistics while
























By taking the time derivative of 〈qhk〉0 the equality (3.163) is eventually obtained.
2It is common to say that Eq. (3.162) reveals the very probabilistic nature of Thermodynamics.






Preamble: Charged surfaces in liquids
In this Chapter, I review some of the basic concepts underlying the behaviour of
electrolyte systems in contact with charged surfaces. Many of the results and no-
tions discussed here will be widely used in the remainder of the Thesis. For the time
being, I shall adopt the Poisson-Boltzmann (PB) formalism, which is a standard
continuum theory of electrolytes [121, 122]. Therein, the ions are described as a
continuous distribution of point-like charges interacting via an average electrostatic
potential. Further, correlations among ions are neglected and the solvent is treated
as a dielectric medium of uniform relative permittivity εr.
Let consider the following scenario (Fig. 4.1): a flat surface is immersed in a mono-
valent electrolyte solution of salt concentration cs. The surface acquires a uniform
surface charge density σ due to the binding/dissociation events occurring at the
solid-liquid interface which are favoured by solvents with high dielectric constant
like water (εr ≈ 80). As a consequence, a cloud of mobile counterions forms in the
vicinity of the wall to balance the surface charge, which takes the name of diffuse
double layer (DDL). The competition between electrostatic interactions and entropic
(osmotic) forces maintains a net charge within the DDL, determining the profiles
of the ionic concentrations c±, the electrostatic potential Φ and the electric field
Ey. Far from the surface, both the potential and the electric field vanish and the
concentrations of the ionic species are set by the reservoir:
Φ(y →∞) = 0 (4.1a)
c±(y →∞) = cs. (4.1b)
Let define now few important length scales associated with the electrolyte sys-
tem. Later on in this Chapter, the physical meaning of these lengths will be made
clear. The Bjerrum length is defined as the distance at which the interaction energy





where e is the elementary charge, ε0 is the vacuum dielectric constant, kB is the
Boltzmann constant and T is the temperature. Intuitively, the Bjerrum length
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Figure 4.1: Schematic view of a charged surface immersed in an electrolyte solution
with salt concentration cs. The ions rearrange in the proximity of the surface to
compensate for the surface charge giving rise to a net charge diffusive region, the
diffuse double layer. The y−axis denotes the distance from the surface.
sets the ‘molecular scale’ of the system, giving the minimum distance between two
identical ions in solution. It only depends on the temperature and the solvent
properties hence, in the following, it will be treated as a constant. For water at
room temperature `B ∼ 7Å.
The Gouy-Chapman length is the distance at which the interaction energy between











and characterizes the width of the DDL, i.e. the distance over which the imbalance
of the surface charge is screened. Interestingly, it only depends on the salt concen-
tration cs spanning from tens of nanometers for very dilute systems (cs ∼ 10−4M)
down to few Ångtröm for high salt concentrations (cs ∼ 1M).






4.1. The Poisson-Boltzmann theory
that is the ratio between the ions coming from the surface and that coming from
the bulk.
4.1 The Poisson-Boltzmann theory
For a dilute electrolyte solution the chemical potential of the ions may be written
as the sum of the ideal gas entropy and the electrostatic energy [123]:
µ± = kBT log(c±Λ3)± eΦ , (4.6)
where 1/Λ3 is a reference concentration. In equilibrium, the chemical potential of
each ionic species is constant and equal to the reservoir potential µres = kBT log(csΛ3).
As a consequence, each ionic concentration obeys a Boltzmann distribution:
c± = cse∓eΦ/kBT . (4.7)
Eq. (4.7) must be complemented with the Poisson equation relating the electrostatic





= 0 . (4.8)
By combining Eq. (4.7) and Eq. (4.8) one obtains the Poisson-Boltzmann equation











Eq. (4.9) is a non-linear second order differential equation and in order to solve for
Φ, two boundary conditions are required. The bulk value is fixed by Eq. (4.1a) while








where the electric field inside the surface (y < 0) is assumed to be zero1.
For the planar configuration of Fig. 4.1 the Poisson-Boltzmann equation can be
solved analytically. By multiplying Eq. (4.9) by dΦ/dy and using d cosh(eΦ/kBT )/dy =

















Integrating between y and ∞ and using the boundary condition (4.1a) one obtains


















1This is a good approximation for a insulator with thickness much larger than the Debye length
and with dielectric constant much smaller than the one of the solvent.
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which, by using the identity sign(x)
√













Some remarks follow from evaluating Eqs. (4.12-4.13) at the surface (y = 0). First,









which relates the surface charge density σ to the potential at the surface Φ0. In
the Debye-Hückel regime, when eΦ0  kBT , Eq. (4.14) can be linearized and the




Note that Eq. (4.15) is the equation of a planar capacitor with two plates holding a
charge density ±σ at a distance λD and capacitance C = ε0εr/λD. This analogy is

























where c0 ≡ c+(y = 0) + c−(y = 0) is the total ionic concentration at the surface.
This result shows that the ratio `Du/λD determines the total accumulation of ions
within the diffuse layer with respect to the bulk concentration.
































The Debye-Hückel regime (γ  1) is recovered by linearizing Eq. (4.19) so that:
Φ ' 4kBTγe−y/λD . (4.20)
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It follows that, for e|Φ0|  kBT , the electrostatic potential decays exponentially
and the Debye length appears naturally as the decaying characteristic length. The
(high) efficiency of the screening in Eq. (4.20) is due to the rearrangement of the
counterions and the coions, respectively close to and far from the surface. As a
consequence, for distances larger than ∼ λD the surface appears as almost neutral.
The potential profile changes dramatically in salt-free systems (cs = 0), where the
only charges in solution are the counterions coming from the dissociation of surface
groups [121]. In this case, the potential is found to scale logarithmically with the
distance from the surface Φ(y) ∼ log(y + `GC)2. It follows that in the absence
of added salt, charge screening is not as efficient as for electrolyte systems and the
Gouy-Chapman length `GC (instead of the Debye length) characterizes the structure
of the counterion diffusive layer close to the surface.
4.2 Electrolytes under confinement
Let now consider the case of an electrolyte solution that, instead of being in contact
with a single surface, is confined between two equally charged surfaces held at a
distance 2h. The slab geometry depicted in Fig. 4.2 will be used in the following
as a paradigmatic model of a nanoslit or nanochannel (I will use these two terms
indistinctly for the time being). The prefix ‘nano’ refers to the fact that h ∼ λD,
typically tens of nanometers in experimental realizations [124]. In the slab geometry,
the width Lz in the direction normal to the page is taken to be constant and much
larger than h (ideally infinite) such that Φ and c± do not depend on z and the system
is effectively 2D. The channel is open and in contact with two reservoirs (Fig 4.2).
In the absence of any external force applied through the reservoirs, such as pressure,
concentration or potential gradients, the equilibrium ionic distribution within the
two surfaces, and far from the openings, is still determined by the Poisson-Boltzmann









and the symmetry condition Ey = 0 applies at the midplane (y = 0). However,
the additional complexity due to the confinement does not allow for an analytical
solution of Eq. (4.9) even in the simple geometry considered here.
Still, it is useful to partition the general problem into different limiting regimes
which correspond to qualitatively different electrostatic scenarios. I report in Fig. 4.3
an attempt to give a unified representation of the various electrostatic regimes for
the system at hands (see [121] for further details). The independent parameters in
the two main axes are `GC/h ∼ σ−1 and λD/h ∼ c−1/2s , respectively associates with
the surface charge and the bulk concentration. Note that the Dukhin length `Du can





and determines the (continuous) transition between two different regimes: the Debye-
Hückel and the ideal gas. As anticipated, the Debye-Hückel regime corresponds to
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Figure 4.2: Schematic view of an electrolyte solution confined between two flat
surfaces of length L and constant surface charge density σ held at a separation
distance 2h from one another. I consider here a slab geometry in the xy−plane
centred at the midplane y = 0. The channel width is assumed to be constant along
the z direction pointing out of the page, and sufficiently large for the system to be
effectively translationally invariant in z. Sufficiently far from the openings of the
slit, the electrostatic potential only depends on y and fulfils the Poisson Equation
(4.8). The profile of the potential within the two surfaces is sketched in red.
the case of small surface potential e|Φ0|  kBT ∼ 25mV at room temperature. In
this case the Poisson-Boltzmann equation is linearised and solved analytically giving






where Φm is the potential at y = 0. Note that the Debye-Hückel regime extends
all the way from large separation and weak double layer overlap λD  h to small
separation and strong double layer overlap λD  h. The ideal gas regime corre-
sponds to the case of strong double layer overlap λD  h with electrostatic potential
large and almost constant along y. In this regime both the surface charge density
σ and the ionic concentration cs are small such that the only contribution to the
electrostatic pressure between the two surfaces comes from the entropy of mixing
of the ions P ∼ (h)−1. Hence the name ideal ‘gas’ [121]. The bottom region of the
diagram corresponds to the scenario of large surface charge density. Therein one
distinguishes a region of efficient screening (λD  h) and a region of unscreened
electrostatic interactions between the two surfaces (λD  h). In the former case the
potential profile is obtained just by linear superposition of the profile of two isolated
non-interacting surfaces.
Finally, it is important to stress that the transition lines between domains in Fig. 4.3
correspond to smooth transitions between different limiting expressions of the elec-
trostatic potential Φ(y) and the electrostatic pressure P (h).
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Figure 4.3: Unified view of the various limiting behaviours of the Poisson-Boltzmann
equation (4.9) for an electrolyte solution confined between two surfaces (Fig. 4.2). In
the main axes there are two dimensionless ratios, respectively the Gouy-Chapman
length (4.3) and the Debye length (4.4) normalized by the geometric confinement h.
Figure adapted from [121].
4.3 Local electroneutrality
By integrating the Poisson equation (4.8) from y = −h to y = +h and using the




dy nc = 0 . (4.24)
Eq. (4.24) is the condition of local electroneutrality for the equilibrium system in
Fig. 4.2. It indicates that the surface charge density is exactly compensated by the
integrated net charge at every point in x. It follows that local electroneutrality is
a direct consequence of the PB theory in equilibrium. It is instructive to introduce
now dimensionless quantities by rescaling the electrostatic potential with kBT/e,
the y−variable with h and the charge density with 2ecs. The condition of local
electroneutrality (4.24) thus becomes:
Du + 〈nc〉 = 0 (4.25)
where I have introduced the Dukhin number:
Du ≡ `Duh (4.26)
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and the average along y: 〈〉 ≡ 12
∫+1
−1 dy . Generally, when the system is driven
out-of-equilibrium the condition of local electroneutrality does not hold any more.









= 0 . (4.27)
Using the dimensionless quantities introduced above and rescaling the variable x











nc = 0 . (4.28)





〈Φ〉+ Du + 〈nc〉(x) = 0 . (4.29)
It follows that Eq. (4.25) holds in non-equilibrium conditions if the first term in
Eq. (4.29) can be neglected. By assuming L to be much larger than any other
length scales in the system (in particular λD/L → 0 and h/L → 0) the condition
of local electroneutrality is thus recovered. It follows that local electroneutrality is
a direct consequence of assuming a scale separation between the transversal length
scale and the longitudinal length scale. As will be discussed in the next Chapter,
such scale separation is at the basis of another important assumption, namely the
Fick-Jacobs approximation for the ionic concentrations. Before concluding this sec-
tion, a final point should be noted. In the case of abrupt changes in the potential
profile, such that d2〈Φ〉/dx2  1, the above reasoning is no longer applicable and
electroneutrality breaks down. This occurs at either entrance of the nanoslit where
both the concentration profile and the potential profile change rapidly as a conse-
quence of the local change in geometry and surface charge. Typically the scale of
this readjustment region is given by the Debye length. Thus, in the limit λD/L→ 0
the readjustment region can be treated as a point discontinuity in the ionic concen-
tration and the electrostatic potential. Electroneutrality is then imposed at either
side of the discontinuity.
4.4 Donnan equilibrium
Let now introduce an important concept associated with that of double layer overlap,
namely the Donnan equilibrium potential. Let consider a slit of half width h 
λD  L in equilibrium with two reservoirs of chemical potential:
µres = kBT log(csΛ3) . (4.30)
In this scenario the electrostatic potential, as well as the ionic concentrations c±, is
approximately uniform over the height of the channel (Fig. 4.4) and is indicated as
Φ ≡ VD.
The chemical potential of the ionic species in the slit reads:
µ± = kBT log(c±Λ3)± eVD , (4.31)
76
4.4. Donnan equilibrium
Figure 4.4: Sketch of the electrostatic potential profile (in red) in two channel con-
figurations, respectively with h  λD (left panel) and h  λD (right panel). The
latter case corresponds to having double layer overlap and an almost constant Don-
nan potential VD inside the channel. The potential builds up in equilibrium as a
consequence of the accumulation of counterions in the channel screening the surface
charge.
which equates the chemical potential of the two reservoirs in equilibrium. Solving
for the ionic concentrations one finds
c± = cse∓eVD/kBT (4.32)
and, consequently
c+ × c− = c2s . (4.33)
By combining Eq. (4.33) with the condition of local electroneutrality:












+ c2s . (4.35)












where S ≡ sign(σ). Due to the supplementary charge brought by the two surfaces,
a Donnan potential VD 6= 0 builds up in the channel interior while being zero in
the two reservoirs. At either ends of the slit, the Donnan potential drops off, in
association with a discontinuity in the ionic concentrations.
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4.5 The Poisson-Nernst-Planck equation
A common theoretical framework to describe ionic transport in nanofluidic systems
is the so-called Poisson-Nernst-Planck (PNP) theory, which is the non-equilibrium
variant of the PB theory introduced above. Let consider, once again, an electrolyte
system in the slab geometry represented in Fig. 4.2. In presence of an external
chemical potential difference ∆µ applied through the reservoirs, the flux densities





where D± are the diffusion coefficients of each ionic species. The first term in
Eq. (4.37) is the electrophoretic contribution to the ionic flux, proportional to the
external force here expressed as the gradient of the electrostatic energy. The sec-
ond term is the diffusive contribution due to concentration gradients, according to
Fick’s law. In equilibrium when the flux vanishes Eq. (4.37) gives exactly the Boltz-
mann distribution (4.7). The Nernst-Planck equation is then obtained by combining
Eq. (4.37) with the continuity equation for c±, ensuring mass conservation:
∂c±
∂t
+∇ · j± = 0 . (4.38)
In the following Chapters I will investigate the response of confined electrolyte under
steady state conditions in effective one dimensional model which corresponds to
having constant ionic fluxes
j± = const . (4.39)
The problem description is finalized by coupling Eqs. (4.37-4.39) with the Poisson
Equation (4.27) and with proper boundary conditions.
The PNP theory, likewise the PB theory, is a mean-field approximation treating the
ions as point-like charges and neglecting ionic correlations. Therefore the limits of
validity of the PNP equations are the same as for the PB theory [125]. Finally, note
that in Eq. (4.37) the electroosmotic contribution to the ionic fluxes is neglected.
This is the advective contribution due to the liquid flow induced by the external
potential gradient within the DDL. In order to take it into account an extra term
+c±v should be added to Eq. (4.37), with v the convective velocity described by the
Navier-Stokes equation. Nonetheless, when ∆µ is the only external force at play,
previous works [126,127] have shown that neglecting the electroosmotic contribution
in Eq. (4.37) is a good approximation for a wide range of surface charge and external
potential magnitudes.
4.6 An alternative definition for `Du
In this section I introduce a ‘dynamical’ definition of the Dukhin length alternative
to the one given in Eq. (4.5) and provide a mathematical proof of the equivalence of
the two definitions in certain regimes. To this aim, I follow the approach presented
in [128]. As described above, the DDL building up in the proximity of a charged
78
4.6. An alternative definition for `Du
surface contains more ions than the bulk. This results in an extra conductance κs
in the proximity of the surface and, in turn, an additional current in the presence
of an applied electric field. Accordingly, the ratio between the surface conductance
κs ∼ |σ| and the bulk conductance κb ∼ cs defines a length scale, probing the
relative amounts of free charge carriers in the DDL and in the bulk. This length





Let consider the system in Fig. 4.2 subject to an external electric field Ex directed
along the x− axis. For simplicity let take the diffusion coefficients of the two ionic
species to be equal D+ = D− = D. Using Eq. (4.37) the electric current (per unit
width) I ≡ 2
∫ 0














where in the second step I have decomposed the current into the bulk and the surface
contributions using the definition of surface and bulk conductances. In the absence












dy cosh(eΦ/kBT )− 1
]
, (4.42)
where in the second passage the Boltzmann distribution (4.7) was used. Let now












cosh(eΦ/kBT )− 1 . (4.43)
By using Eq. (4.13) together with the identity cosh(x)−1 = 2 sinh2(x/2) to integrate

























It follows that in the limit λD  `GC or equivalently `Du  λD one finds `Du '




Confinement-controlled Rectification in a
Nanofluidic Diode
5.1 Introduction
Dating back to the famous thought experiment of Maxwell’s demon (1867), the
dream of designing force-free transport devices has permeated different branches of
physics, including nanofluidics. In this context, one can imagine the ionic diode [7],
a nanofluidic device exhibiting ionic currents of unequal magnitude under voltages
of equal magnitude and opposite polarity, as a realization of such a demon. The
first realization of a nanometric ionic diode was reported by Siwy and Fuliński in
a geometrically asymmetric nanochannel obtained by asymmetric chemical etching
of a polymer foil [129]. Their conical channel demonstrated a strongly non-linear
ionic current under ac voltage, resulting in a net average current under zero average
forcing. Ionic Current Rectification (ICR) in conical nanochannels has since been
extensively studied experimentally [8,130–133], thanks to the considerable progress
made over the last twenty years in nano-fabrication technologies [134]. ICR has also
been observed in symmetric channels subject to a concentration gradient [135] and
in the presence of a surface charge discontinuity [136].
Empirically, the two features necessary to observe current rectification have been
identified as the presence of surface charge and broken symmetry in the direction of
transport, irrespectively of the nature of the broken symmetry. Alongside practical
applications in macromolecular sensing and manipulation [137,138], energy harvest-
ing [139–141] and water desalination [142,143], the phenomenon raises fundamental
questions on the nature of ionic transport at the nanoscale. At this length scale,
surfaces and entropic confinement strongly influence mass transport leading to the
emergence of non-linear and exotic responses [124], of which ICR is a prominent
example. A rationalization of the latter would then be a testbed for understanding
more complex behaviour occurring at the nanoscale [124] such as that of biological
functionalized protein channels [11,144,145].
In nano-sized fluidic diodes, electrostatic interactions between charged species
play a key role. In the presence of a surface charge density σ in contact with an
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electrolyte solution, a diffuse double layer (DDL) builds up inside the channel with
a characteristic decay given by the Debye length λD, defined in Eq. (4.4). In the
so-called entropic electrokinetic regime [146] the Debye length is comparable to the
tip of the nanopipette, i.e., the smallest aperture. This is typically the case in
most synthetic realizations of nanochannels [133,147,148] as well as in biological ion
channels. Notably, measures of ICR in micrometer-sized systems have been reported
more recently in the literature [149,150].
In contrast to λD, the Dukhin length `Du defined in Eq. (4.5) is a phenomenological
length: it does not directly correspond to a physically observable length in the sys-
tem. Therefore it can be much larger or smaller than the system’s size [124].
The theoretical literature on ICR has been mostly confined to numerical simulations
of the ion dynamics using the classical Poisson-Nernst-Planck (PNP) equations for
dilute electrolyte solutions [127,151–153]. Such a framework has quantitatively cap-
tured the phenomenon, demonstrating that a mean field continuum description is
still valid for ionic dynamics down to a few nanometers.
An early qualitative interpretation of ICR is traceable back to a paper of Dietrich
Woermann [154] who rationalized the phenomenon in terms of ionic transference
asymmetry between the ends of the channel.
At the same time, the study of particle transport over entropic barriers has attracted
the attention in Non-Equilibrium Statistical Physics [146, 155–157]. The first at-
tempt to characterize transport in confined systems dates back to the early work
of Jacobs [158] and Zwanzig [159] who proposed the so-called Fick-Jacobs approach
(FJ) to account for the transport of Brownian particles geometrically confined in a
quasi-one-dimensional system. Under the assumption of a separation of scales be-
tween the longitudinal and the transversal coordinates, the latter is integrated and
the description is reduced to an effective 1D equation now containing an entropic
term. The approach has proved quantitative in channel geometry with smoothly
varying cross-section, typically the case in nanofluidic experiments [133, 134, 160],
both for free diffusion [161, 162] and under moderate external fields [163]. More
recently, the approach has been extended to the regime of competition between en-
ergetic and entropic interactions in electrolyte dynamics [164].
The goal of the present Chapter is to gain insight on the fundamental mechanism
controlling current rectification in a geometric diode, i.e., a conical channel with uni-
form charge density in contact with two reservoirs held at the same electrolyte con-
centration. Such a configuration corresponds to an extensively studied nanopipette
experimental setup. Furthermore, it represents the conceptually intriguing case in
which symmetry breaking originates only from the geometric confinement; such a
system is thus able to harness entropy to rectify ionic current. To address the prob-
lem I adapt the FJ approach to a 2D conical slab geometry. Contrary to previous
works considering channels much larger than the Debye length [8, 165], the present
formalism allows us to investigate the regime of finite λD where partial Debye over-




Figure 5.1: Schematic view of the channel in contact with two reservoirs at fixed salt
concentration. The channel width is assumed to be constant along the z direction
pointing out of the page. The channel walls carry a uniform negative charge density
and a electrically charged double layer forms over a characteristic length λD.
5.2 Ionic dynamics
As shown schematically in Fig. 5.1, let consider an open channel with a slab conical
geometry characterized by longitudinal size L, width Lz and an x-dependent height
h(x) = h̄+ kL2 − kx , (5.1)
where h̄ is the half-aperture of the channel and k = |∂xh| = (hL − hR)/L is the
difference between the left hL and the right hR channel half-heights in units of chan-
nel length. In the following sections the channel slope is varied by keeping fixed
its half-height h̄ and length L in order to compare systems with the same aspect
ratio. The channel is filled with a symmetric monovalent electrolyte composed of
species having equal diffusion coefficient D, in contact with two reservoirs at fixed
temperature T and ionic concentration cs. Each wall bears a uniform negative sur-
face charge of density σ < 0. Let assume Lz  h̄ so that the z−dependence of any
variables of the model can be neglected and the resulting system is effectively 2D.
In order to characterize the ionic dynamics effective one-dimensional transport equa-
tions will be derived for the ionic concentration profiles c±. The approach relies on
the constraint of a small aspect ratio ε = h̄/L  1 , i.e. a slowly-varying channel
geometry. In this case, the transversal relaxation dynamics with characteristic time
τy ∼ h̄2/D is decoupled from the longitudinal relaxation dynamics with τx ∼ L2/D
and the ions are assumed to instantaneously adjust to the Boltzmann distribution
(4.7) at each cross-section. Such separation of scale is known as the hypothesis of Lo-
cal Thermodynamic Equilibrium (LTE) or, in this context, local Poisson-Boltzmann
equilibrium.
Under this assumption the steady-state Nernst-Planck equation for the positive and
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c±(x, y) . (5.2)
where j± is the constant mass flux density along x, kB is the Boltzmann constant,
e is the elementary charge and Φ(x, y) is the total electrostatic potential inside the
channel.
Eq. (5.2) must be supplemented by the Poisson equation relating the electrostatic








= 0 . (5.3)
In the next section Eq. (5.2) is reduced to an effective 1D equation by introducing
the FJ ansatz for the ionic concentration profiles as explained in 5.2.1. For consis-
tency, the same approximation is applied to the Poisson equation together with the
assumption of small transversal variation of Φ (see section 5.2.2), which allows to
formally integrate Eq. (5.3).
5.2.1 The Fick-Jacobs approach
Since the transversal and longitudinal dynamics are assumed to be decoupled, it is







dy c±(x, y) . (5.4)






dy e∓βeΦ(x,y) . (5.5)
The FJ ansatz corresponds to factor the volumetric concentrations c±(x, y) into the








· c±(x) . (5.6)
Martens et al [155] proved that Eq. (5.6) can be recovered as the zero-order term
of a perturbative expansion in series for the geometrical parameter k around the
zero-transversal-flux solution. In his original derivation [159], Zwanzig showed that
the range of validity of the FJ approach can be extended up to k ≤ 1 upon including
an extra x−dependence in the diffusivity D → D(x). Note that for a conical geom-
etry like the one considered here the aforementioned modification reduces a simple
rescaling of the diffusion coefficient thus making the theory here developed valid up
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to k ≤ 1 [162,166].
By integrating Eq. (5.2) in the y−coordinate and using Eq. (5.6), an effective
one-dimensional equation is obtained,
J± = Dc±(x)







where J± = 1/2
∫ h(x)
−h(x) dy j± is the longitudinal mass flux per unit width for each
species and ∂x = ∂/∂x. In Eq. (5.7) the concentrations c±(x) are the marginal
ones; in the following, I refer to the marginal concentrations unless both the x− and
y−dependence are explicitly noted.
Now let introduce dimensionless variables. As reported in Table 5.1 the coordinate
x is rescaled by the total length of the channel L and the coordinate y as well as
the Debye length λD and the channel profile h(x) by the half-height h̄. In this way
the channel profile reads
h(x) = 1 + κ2 − κx , (5.8)
where a rescaled channel slope κ = k/ε = kL/h̄ is introduced. Note that κ must
fulfil κ < 2 for geometrical consistency.
The electrostatic potential is rescaled by the thermal one kBT/e and the volumetric
concentrations c±(x, y) by the reservoir ionic strength 2cs. Consequently, the charge
density nc is rescaled by 2ecs, the mass flux J per unit width by 2Dcsh̄/L and the
conductance per unit width, G = ∂I/∂∆V with I the total ionic current (per unit
width) and ∆V the applied potential drop, by the bulk conductance 2Dcsh̄/L ×
e2/kBT .
In dimensionless form Eq. (5.7) reads:
J± = −c±
[
∂xβA± + ∂x log c±
]
= −c±∂xµ± , (5.9)
where the (dimensionless) chemical potential
µ±(x) = log c±(x) + βA±(x) (5.10)
was introduced. In Eq. (5.9) the electrophoretic contribution now appears in terms
of the previously introduced effective free energies A±(x). Note that for a neutral
species the effective free energy reduces to the standard Boltzmann entropy βA(x) =
− log h(x). In this case d
dx
βA(x) is referred to as an entropic force, originating from
the variation in ‘phase-space volume’ available for free diffusion along the channel.
For a charged species A embeds both enthalpic and entropic contributions.
Eq. (5.9) must be integrated with the appropriate boundary conditions, i.e. by
imposing continuity in the chemical potential at the ends of the channel 1.
1From Eq. (5.9) it follows that imposing a continuous chemical potential throughout the system
corresponds to ensure finite fluxes everywhere.
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Table 5.1: Adimensionalization of the independent and derived quantities of the
model.
Variables Rescaled variables
Longitudinal coordinate x x/L
Transversal coordinate y y/h̄
Channel profile h(x) h(x)/h̄
Debye length λD λD/h̄
Channel slope κ k/ε
Electrostatic potential Φ eΦ/kBT
Volumetric concentrations c± c±/2cs
Charge density nc nc/2ecs
Mass fluxes J± J±/(2Dcsh̄/L)
Differential conductance G G/(2Dcsh̄/L× e2/kBT )
Thus, a formal expression for the electric current I = J+ − J− follows:
I = −12










where the denominator is responsible for the non-linear (rectified) response of the
channel, as it expresses the coupling between the external driving and the geometric
asymmetry. For a flat channel, Eq. (5.11) reduces to the standard ohmic response










5.2.2 Local Debye-Hückel approximation
In dimensionless units, the Poisson equation (5.3) reads
ε2∂2xΦ(x, y) + ∂2yΦ(x, y) = −
1
λ2D
nc(x, y) . (5.13)
It is convenient to decompose the electrostatic potential as
Φ(x, y) = ψ(x, y) + 〈φ〉(x) + φext(x) , (5.14)
where 〈φ〉 = 12h(x)
∫+h(x)
−h(x) dy φ(x, y) is the average potential across y, ψ = φ − 〈φ〉 is




is the potential drop
applied externally, resulting in a constant electric field directed in the x−direction.
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By using FJ approximation into Eq. (5.13) together with Eq. (5.14) and by lin-
earizing in ψ under the assumption of small potential variation in the transversal
direction, Eq. (5.13) reduces to
ε2∂2xΦ + ∂2yψ = −
λ−2D
h
[(c+ − c−)− (c+ + c−)ψ] . (5.15)
I refer to the linearization used to derive Eq. (5.15) as a local Debye-Huckel (DH)
approximation: the potential is linearized with respect to the local cross-sectional
average preserving therefore global non-linearity. Note that the assumption of small
ψ is more general than the standard DH hypothesis, which requires small surface
potential Φ0 as well as a moderate external potential ∆V . As such, the hypothesis
of local DH allows to explore all the upper part of the diagram in Fig. 4.3, namely
the Debye-Hückel regime and the ideal gas regime, for arbitrarily Dukhin number
and arbitrarily external potential ∆V .





[(c+ − c−)− (c+ + c−)ψ] . (5.16)
Consistently, the scaling argument applies as well to the electrostatic Gauss bound-








where the Dukhin number Eq. (4.26) was introduced. It is straightforward to verify
that the local PB hypothesis previously introduced implies local electroneutrality
(4.24), in which the integrated charge density balances the surface charge density at
each cross-section.
One may say that, to first order, the FJ ansatz and hypothesis of local electroneu-
trality are different naming for the same unique assumption, i.e. separation of
transversal and longitudinal scales [167]. The reduced Poisson equation (5.16) can








where the potential is naturally expressed in terms of a local Dukhin number and a














dy c+(x, y) + c−(x, y) (5.20)
87
Chapter 5. Confinement-controlled Rectification in a Nanofluidic Diode
is the volumetric cross-sectionally averaged concentration.
One recognizes the first term on the rhs of Eq. (5.18) to be the Debye-Huckel po-
tential carrying an extra x−dependence due to the varying channel geometry. The
second term on the rhs ensures local electroneutrality.
Operatively, Eqs. (5.9) and (5.16) need to be solved numerically. It is thus conve-
nient to rewrite Eq. (5.9) in terms of ψ :
J+ = −∂xc+ + c+[∂x log h− (∂x〈φ〉 −∆V ) + ∂x log〈e−ψ〉] (5.21a)




[(c+ − c−)− (c+ + c−)ψ] (5.21c)
so that the coupling between the concentration profiles and the electrostatic poten-
tial is made now explicit. Finite-element simulations (COMSOL) are used to solve
the system of Eqs. (5.21a-5.21c) in order to look at the electric current I generated
by the applied potential drop ∆V . (See Appendix 5.6 for details on the numerical
simulations).
Previously proposed analytical approaches [154, 165, 168] assume λD to be the rel-
evant parameter for ionic transport by treating separately the case of no overlap
λD  1 and strong overlap λD  1. This is not necessary in the present framework,
where λD can vary continuously spanning across different regimes in the electro-
static phase space. Nevertheless, it is useful at this stage to introduce the regime of
strong Debye overlap as it represents a well-known scenario which will be used as a
benchmark to compare with numerical results.
5.2.3 Strong Debye overlap, λD  1
Let consider the regime in which the channel height is much smaller than the Debye
length. The DDL extends all throughout the interior of the confined electrolyte,
rendering the channel perfectly charge-selective. This scenario was discussed in
Section 4.4 for an equilibrium flat configuration. Both the electrostatic potential
Φ(x, y) ' Φ(x) and the volumetric concentrations c±(x, y) ' 〈c±〉(x) are approxi-
mately uniform in the transversal direction allowing for a substantial simplification
of the mathematical problem at hand.
Together with local electroneutrality which in this case reads
h(x) [〈c+〉(x)− 〈c−〉(x)] = Du , (5.22)
continuity in the chemical potential provides an expression for the Donnan potential




















− ∆V2 . (5.23b)
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Interestingly, already at equilibrium (∆V = 0) the varying geometry results in a
non-uniform tilted Donnan potential across the channel.











Hence, a jump in concentration profiles builds up at each junction of the channel
to compensate for the potential discontinuity Eqs. (5.23). Such a local balance is
known in the literature as local Donnan equilibrium. These expressions will allow
for asymptotic analytical predictions for the conductances when ∆V → ±∞.
The Nernst-Planck equation in this regime reduces to
2h(x) [∓〈c±〉(x)∂xΦ(x)− ∂x〈c±〉(x)] = J± , (5.25)
which, rewritten in terms of the total mass flux J = J+ + J− and electric current I,
becomes
J = −2h(x)∂x〈c〉(x)− 2Du ∂xΦ (5.26a)
I = −2h(x)〈c〉(x)∂xΦ + 2Du ∂x log 2h(x) . (5.26b)
In Eqs. (5.26a-5.26b) the hypothesis of local electroneutrality (5.22) was used to
further simplify the expressions.
5.3 Results
5.3.1 Current response and limiting conductances
Let now look at the current response obtained by numerically solving the system of
equations (5.21a-5.21c) under an applied potential difference ∆V . The two reservoirs
are kept at the same ionic strength so that the only external force at play is a constant
electric field along the x−coordinate. A positive (negative) ∆V corresponds to the
anode being placed at the left (right) reservoir.
A standard measure of Ionic Current Rectification is given by the current-voltage
(IV) curve reported in Fig. 5.2 for the case of λD = 1/2 and Du = 1/2 and for
different values of the channel slope. This regime corresponds to the case of partial
Debye overlap inside the channel: by moving from left to right the ions experience
the building up of a Donnan potential. The non-linear curves in Fig. 5.2 display the
usual diode-like behaviour reported in the literature, with a preferential direction of
ionic current. When the electric field is applied parallel to the x−direction with the
counterions moving from base to tip, the current is suppressed with respect to the
Ohmic response (grey curve) and the system is said to be in a low conductance state.
On the contrary, when the electric field is applied antiparallel to the x−direction
with the counterions moving from tip to base, the current is magnified and the
system is said to be in a high conductance state.
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Figure 5.2: Dimensionless current I as a function of ∆V for a channel with λD = 1/2,
Du = 1/2 at different values of channel slope, respectively κ = 0, 1, 3/2, 1.8. For
positive voltage drop (positive electric field) the system is in a low conductance
state, the current being smaller than the Ohmic one (grey line). On the contrary
for negative voltage drop (negative electric field) the current is magnified and the
system is said to be in a high conductance state.
The rectification magnitude increases monotonously with the channel slope. This
must come as no surprise since the channel slope is the only element introducing
asymmetry in the system. For κ → 0 the channel is flat and it behaves like a
standard Ohmic resistor.






For strong double layer overlap the equations of motion reduce to (5.26a-5.26b).
By neglecting the diffusive contribution to the mass flow with respect to the elec-
trophoretic contribution in (5.26a) and by integrating in x one obtains
J = 2Du∆V. (5.28)
Combining Eqs. (5.26a) and (5.26b) one solves for ∂x〈c〉 in terms of the ratio I/J :
2h∂x〈c〉+
(2Du)2









Eq. (5.29) is bound asymptotically if the prefactor on the rhs vanishes, i.e. DuI/h〈c〉J →






Eq. (5.30) implies that the marginal concentration inside the channel approaches a
uniform value in the limit ∆V → ±∞. When λD  1 the analytical expressions for
the concentration at the channel’s ends are known, respectively Eq. (5.24a) for the
left entrance and Eq. (5.24b) for the right entrance. It follows that (see Discussion






Du2 + h2L .
(5.31a)
(5.31b)
In Fig. (5.3) the IV curves is shown for λD = 2 and Du = 1, i.e. in the regime of
strong overlap. For κ = 3/2 the analytical predictions for the asymptotic curves
I±∞ = ±G±∞∆V obtained from (5.31) are reported with the dashed lines, showing
that these analytical expressions accurately capture the numerical results. Further
discussions on the saturation mechanism for the conductance are reported in the
Discussion section.
Figure 5.3: Dimensionless current I as a function of ∆V for a channel with λD = 2,
Du = 1/2 at different values of channel slope, respectively κ = 0, 1, 1.5, 1.8. The
black dashed lines are the limiting currents for κ = 3/2 in the limit of ∆V → ±∞
using Eqs. (5.31).
From the comparison between Fig. 5.2 and Fig. 5.3 one observes that the quanti-
tative structure of the IV curves does not change for partial double layer overlap
(λD = 1/2) and strong double layer overlap with (λD = 2). The Debye length
thus seems not to play a primary role in governing rectification. Notably, this is at
odds with previous understanding of ICR which relies on λD as the main controlling
parameter. In the next session this observation is further explored and clarified by
looking closely at the dependence of ICR on the electrostatic length scales.
91
Chapter 5. Confinement-controlled Rectification in a Nanofluidic Diode
5.3.2 Current rectification ratio
In order to gain further insights on the rectified behaviour of the present system let
introduce the rectification ratio η
η = |I(−∆V )|
|I(+∆V )| , (5.32)
defined as the ratio between the absolute value of the current for opposite polarity
of the external field. In the case of an ohmic resistor η = 1.
Fig. 5.4 displays η as a function of the external forcing, ∆V , for λD = 1/2 and
λD = 2. Each plot shows the rectification ratio for different values of the channel
slope. The asymptotic predictions for η obtained from Eqs. (5.31a) and (5.31b) are
reported in Fig.5.4-b (dashed black lines).
Fig. 5.4 shows a saturation behaviour for large value of ∆V . The saturation value
(a) (b)
Figure 5.4: (a) The rectification ratio η as a function of the amplitude |∆V | in the
case of λD = 1/2 and Du = 1 for κ = 0, κ = 1, κ = 3/2, and κ = 1.8. For a flat
channel η = 1 and the response is linear (gray line). (b) The rectification ratio η
as a function of the amplitude |∆V | in the case of λD = 2 and Du = 1 for κ = 0,
κ = 1, κ = 3/2, and κ = 1.8. The dashed black lines show the asymptotic value for
η in the limit of |∆V | → ∞.
increases with the channel slope as already observed for the IV curves. For strong
overlap the analytical expressions (dashed lines) are in good agreement with the
numerical results.
Let now turn our attention to the dependence of ICR on the Dukhin number. Fig 5.5
shows η as a function of the reference Dukhin number Du for λD = 2 and κ = 3/2
for different values of the external forcing. Interestingly, η shows a strongly non-
monotonic dependence on Du with a maximum of rectification approximately at
Du ≈ 1/2. For Du  1 or Du  1 the rectification ratio η → 1 and the standard
ohmic behaviour is recovered. For values of Du close to unity the rectification ratio
reaches a maximum which depends on the strength of the applied field upon reaching
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Figure 5.5: The rectification ratio η as a function of the reference Du for a channel
with λD = 2 and k = 3/2 at different values of external forcing, respectively ∆V =
10, 20, 40, 60. In the inset graph the analytical prediction for η in the regime of
strong overlap and of |∆V | → ∞ is reported. For sufficiently large Du it accurately
estimates the behaviour of η while in the limit of Du → 0 it deviates from the
numerical curves because of the breakdown of the hypothesis of strong overlap.
a saturation value as shown in Fig. 5.4.
The saturation value of ∆V is itself modulated by Du. Fig. 5.5 shows that Du is
Figure 5.6: The rectification ratio η as a function of the Debye length for different
values of the Dukhin, respectively Du = 1/10, Du = 1/2, Du = 1. The channel slope
is κ = 3/2 and the potential drop ∆V = 40. Dashed lines refer to the regime in
which the approximation of local Debye-Hückel approximation is no longer justified.
a critical parameter controlling rectification, in contrast with λD that seems not to
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(a) (b)
Figure 5.7: Volumetric cross-section average concentration 〈c〉 along the channel axis
for different amplitude of the applied potential, respectively ∆V = 0, ∆V = |10|,
∆V = |20|, ∆V = |40| and ∆V = |60|. In the figures solid lines corresponds to
a positive potential drop while dashed lines to a negative potential drop. Concen-
tration profiles for the following choice of parameters: (a) λD = 1/2, Du = 1 and
κ = 3/2 (b) λD = 2, Du = 1 and κ = 3/2.
be an adequate parameter to describe ICR. This is further illustrated by looking at
Fig. 5.6, where η is plotted as a function of λD for three different values of Du. A
dashed line is used when entering the regime in which linearization in ψ is no further
justified. This happens in the limit of small λD when the potential at the centerline
vanishes and ψ ∼ Φ0. In the regime of partial and strong overlap no significant
dependence on λD is shown. Albeit not quantitative, our results suggest that ICR
decreases while approaching the limit of vanishing λD. In this limit it is known that
ICR approaches a non-zero asymptotic value [169].
5.4 Discussion: The role of Dukhin number
The results of the previous section show that ICR is not primarily governed by
the Debye length but rather by the Dukhin length. This suggests that the Dukhin
number directly controls the high (low) conductance state, for negative (positive)
potential drop. This can be understood in terms of ionic concentration enrichment
and depletion for opposite polarity of the external field, as discussed in previous
works [147, 154, 168]. The panel in Fig. 5.7 shows the volumetric cross-sectionally
averaged concentration 〈c〉 along the channel axis for two different regimes of λD . In
both figures an overall increase (decrease) of ionic concentration for negative (posi-
tive) ∆V is observed with respect to the equilibrium profile, represented by the grey
line. Therefore the high conductance state for negative ∆V is due to an increase in
ionic concentration inside the channel. The larger the external forcing, the stronger
the accumulation of ions. On the contrary, when a positive voltage drop is applied
the electrical conductance decreases due to the decrease of ionic concentration.
In order to understand the phenomenon of salt accumulation and depletion let now
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(a) (b) (c)
Figure 5.8: Marginal concentration c along the channel axis for different amplitude of
the applied potential, respectively ∆V = 0, ∆V = |10|, ∆V = |20|, ∆V = |40| and
∆V = |60|. In the figures solid lines correspond to a positive potential drop while
dashed lines to a negative potential drop. Concentration profiles for the following
choice of parameters: (a) λD = 1/2, Du = 1 and κ = 3/2. (b) λD = 1, Du = 1
and κ = 3/2 (c) λD = 2, Du = 1 and κ = 3/2. The black dashed lines in (c)
correspond to the boundary value for the marginal concentration due to the local
Donnan equilibrium Eqs. (5.33).
(a) (b) (c)
Figure 5.9: Marginal concentration c along the channel axis for different amplitude of
the applied potential, respectively ∆V = 0, ∆V = |10|, ∆V = |20|, ∆V = |40| and
∆V = |60|. In the figures solid lines corresponds to a positive potential drop while
dashed lines to a negative potential drop. Concentration profiles for the following
choice of parameters: (a) λD = 2, Du = 1 and κ = 1/2. (b) λD = 2, Du = 1 and
κ = 1 (c) λD = 2, Du = 1 and κ = 3/2. The black dashed lines corresponds to the
boundary value for the marginal concentration due to the local Donnan equilibrium
Eqs. (5.33).
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turn our attention to the behaviour of the marginal concentrations for large fields.
As anticipated, in the limit of very large potential drop the marginal concentrations
are expected to saturate to a uniform value along the channel axis. Fig. 5.8 reports
the marginal concentrations along the longitudinal axis for increasing value of λD
(Fig. 5.8(a-c)). For increasing amplitude of the external forcing the marginal con-
centration indeed tends to a constant value which is determined by the boundary
value at either end of the channel. In the case of a negative potential drop the
marginal concentration saturates to the larger boundary value which is the value at
the left end of the channel (base). On the other hand, for positive potential drop
the marginal concentration saturates to the boundary value at the right site (tip).
Fig. 5.8 also shows an overshoot in the marginal concentration for large (but finite)
negative ∆V . The overshoot is not present in the case of positive ∆V which stands
as an additional sign of the asymmetry in the system. The microscopic mechanism
causing it is still not clear and requires further investigations. Fig. 5.9 reports the
marginal concentration profiles for increasing slope of the channel showing a signif-
icant dependence of the overshot on κ.
Fig. 5.8-c displays the marginal concentrations for strong overlap, λD  1. Local











+ 1 . (5.33b)
Asymptotically when Du  1, cL → cR, i.e. η → 1. In this regime transport is
dominated by the surface and entropic interactions are negligible with respect to
electrostatic interactions. As such, ions do not feel the symmetry breaking origi-
nated from the confinement and no current rectification is observed. That is to say,
enthalpy wins.
The local marginal selectivity, γ±(x) (directly proportional to the ionic marginal
concentrations), constitutes a second, relevant quantity. For the counterions, the







































making transparent the key role of the Dukhin number in controlling the local chan-
nel selectivity. Eq. (5.34) quantifies the relative importance of the counterion flux
over the total transport. Due to the conical shape of the channel, γR+ is larger than
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γL−, meaning that counterion transfer in presence of an external driving is larger at
the tip than at the base. Such imbalance in selectivities results in a transient ion
readjustment when an external driving is switched on. In the case of counterions
moving from tip to base (negative ∆V ) this imbalance in selectivities results in a
transient accumulation of ions inside the channel. On the contrary, when counteri-
ons move from base to tip (positive ∆V ) there will be a relatively larger amount of
ions leaving than entering the channel resulting in an overall decrease of salt con-
centration. In either case, the stationary state is reached when the non-equilibrium
accumulation/depletion dynamics counterbalances the asymmetry of local selectiv-
ity induced by the geometry. Eq. (5.34) implies that the imbalance in selectivities
is controlled by the asymmetry between Du/hL and Du/hR. Both Du  1 and
Du 1 result in a uniform selectivity between the two ends of the channel, i.e. no
rectification (see Fig. 5.10). High Dukhin number, Du 1, means that the selectiv-
Figure 5.10: The counterion selectivity at the tip γR+(blu) and at the base γL+(red) of
a channel with k = 3/2 as a function of the reference Dukhin number. For Du ∼ 1/2
the difference between the two selectivities (yellow curve) is maximized, leading to
a maximum of rectification.
ity of counterions at either end tends to one (that is the selectivity of coions tends
to zero): the coions are completely excluded from the system and the geometrical
asymmetry is nullified by the perfect selectivity of the channel. No bulk transport
is present so that the entirety of transport takes place in the EDL. On the other
side, for Du  1 the selectivity at either ends tends to its bulk value 1/2. In this
regime, irrespective of the physical extension of the EDL the entirety of transport
takes place in the unselective bulk and the ohmic bulk response is restored.
The asymmetry between DuL/hL and DuR/hR is maximized for Du ∼ 1 (in our case
Du ∼ 1/2 because of the normalization used for the marginal concentrations).
The qualitative interpretation of ICR caused by an asymmetry in the local selec-
tivity at either end of the nanochannel is consistent with the pioneer proposal of
Woarmann [154]. However, the present analysis provides a fresh interpretation of
an old puzzle. It shows that Du is the principal electrostatic parameter that locally
controls the channel selectivity, with a secondary effect due to λD, while Woermann
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pointed at λD as the main length to be compared with the channel confinement.
Although it may fly against intuition, it is not the physical size of the EDL that
determines the system capability to rectify ionic current.
5.5 Conclusion
In summary, in the present Chapter the phenomenon of Ionic Current Rectifica-
tion was addressed from a theoretical point of view. I have specifically focused on
the case of a geometric ionic diode where the symmetry breaking is caused only
by the conical geometry of the system. The theoretical framework mainly relies
on two assumptions: a slowly varying channel geometry and a small electrostatic
potential variation in the transversal direction. These ingredients allow to derive
formal expressions for the electrostatic potential, Eq. (5.18), and for the ionic cur-
rent, Eq. (5.11), and to explore the response of the system for different values of
λD and Du. The main outcome of the work is the identification of the Dukhin
length as the primary electrostatic length scale controlling rectification. It follows
that rectification is expected to be measured in systems with size comparable to
the Dukhin length, which remarkably can reach the micrometer scale [124]. This
fact may explain recent experimental works [149, 150] in which ICR is observed in
mesoscopic pores.
To conclude by misquoting Wolfgang Pauli 2, it is a dynamical usage of surfaces
that let the nanofluidic diode succeed where demons don’t.
2as Pauli once said God makes the bulk; the surface was invented by the devil.
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5.6 Appendix: numerical simulations
Here I report some details of the implementation in COMSOL for the numerical
integration of the following equations:
J+ = −∂xc+ + c+[∂x log h− (∂x〈φ〉 −∆V ) + ∂x log〈e−ψ〉] (5.35a)
J− = −∂xc− + c−[∂x log h+ (∂x〈φ〉 −∆V ) + ∂x log〈e+ψ〉] (5.35b)
∂2yψ = −
λ−2D
2h [(c+ − c−)− (c+ + c−)ψ] . (5.35c)
First of all let recall the appropriate boundary conditions for the system at hands.
In both ends of the channel one has to impose continuity in the electrochemical po-
tential for each species. Starting from the left side I write in adimensional variables:
log 12 ±
∆V







dy e∓φ(0,y) . (5.37)






dy e∓φL(y) , (5.38)
where the boundary condition for c±(0) is expressed in terms of the function φL(y) ≡











, x = 0
(5.39)
where 〈φL〉 = 12hL
∫ hL
−hL dyφL(y) , hL = 1 +
κ
2 and it was used the fact that:











dy sinh(φL(y)) . (5.40b)
Eq. (5.39) can be then numerically integrated using the standard electrostatic
boundary conditions:











dy e∓φR . (5.42)
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Therefore the expressions (5.38) and (5.42) are now numbers which can be directly
used as boundary conditions for the system in (5.35).
It is also convenient in COMSOL to rescale the y variable in the following way:
y → h(x)y′ (5.43a)
f(x, y)→ f(x, h(x)y′) ≡ f ′(x, y′) . (5.43b)
In this way the original domain is mapped to a square domain substantially simpli-
fying the COMSOL calculation. From the chain rule it follows:
∂xf(x, y)→ ∂xf ′(x, y′) = ∂xf ′(x, y′) + ∂y′f ′(x, y′)∂xy′
= ∂xf ′(x, y′)− ∂y′f ′(x, y′)
y′
h(x)∂xh(x) (5.44a)
∂yf(x, y)→ ∂yf ′(x, y′) = ∂y′f ′(x, y′)∂yy′
= ∂y′f ′(x, y′)
1
h(x) . (5.44b)
The only variables in the model that depend on y are ψ(x, y), φL(y) and φR(y). For
each of them Eqs. (5.44) are applied so that the electrostatic boundary condition
for ψ (likewise for φL and φR) becomes:
∂y′ψ′(x, y′ = 0) = 0 (5.45a)




and the rescaled Poisson equation:
∂2y′ψ′ = −λ2Dh(x) [(c+ − c−)− ψ′(c+ + c−)] . (5.46)
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6.1 Introduction
Surface charges are known to play a key role in interfacial science including nanoflu-
idics [124], cell biology [170, 171] and materials science [172, 173]. They govern
the properties of any surface which, immersed in an aqueous solution, acquires an
electrically charged double layer (DDL) due to the dissociation of surface groups.
Local detection and control of surface charges is accordingly crucial for nanoscale
application such as advancing the study of live cells [174] as well as the design of
bio-sensing [175,176], drug delivery [177–179] and energy harvesting nanofluidic de-
vices [140,180,181]. Standard techniques such as ζ potential measurements [182] or
conductance measurements in nanoconduits [183, 184] provide an integral estimate
of the surface charge and therefore are not suitable to resolve heterogeneous charge
structures. On the contrary, pipette-based microscopies exploit ionic current for
contact-free sensing and are posed to become a central tool for charge imaging with
nanoscale resolution. In particular, scanning ion conductance microscopy (SICM) is
a powerful technique that has proven extremely useful in topographical mapping of
non-conductive samples [185]. It was first developed in 1989 [186] with the following
operational principle (Fig. 6.1). A pipette is immersed in electrolyte solution and
positioned above a sample also bathed in electrolyte. An ionic current is generated
by a potential difference maintained between the base of the pipette, far from the
substrate, and the bulk solution, far from the pipette. As the tip of the pipette is
moved towards the sample an access resistance builds up due to the decrease of the
space available for the ions to flow, with the ionic current strongly suppressed for
separation distances of the order of the inner pipette radius [187]. This distance-
dependent modulation of the ionic current is used to control the vertical position of
the pipette as it scans the substrate to map the topography of the sample. Typi-
cally the pipette is maintained at a distance that results in ∼ 1% reduction of the
ionic current from its bulk value, corresponding to a separation distance of approx-
imately one inner pipette radius [174, 188] and ensuring no direct contact between
the probe and the sample. The resolution of the technique is determined by the
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inner radius of the pipette (typically tens of nanometers) and compares well with
the more invasive atomic force microscopy (AFM) [189] . Since its development
SICM was largely employed to scan living cells in physiological buffer for (i) track-
ing the activity of individual ionic pores [174, 186, 190, 191], (ii) localizing single
protein complexes and receptors in functioning cells [188, 192–194], (iii) real time
imaging of dynamical processes at cell membranes [195–198]. SICM measurements
are typically conducted at high ionic concentrations (e.g. ∼ 150 mM) so that the
DDL thickness and the Dukhin length are small relative to the separation distance
and the ionic current is therefore insensible to surface charge [124,169,199] . Recent
studies conducted at low ionic concentrations (e.g. ∼ 0.1 − 10 mM of NaCl) for
which the DDL thickness and the Dukhin length are comparable to the separation
distance have demonstrated that the polarity of the substrate influences the ion se-
lectivity of the pipette resulting in surface-induced rectification (SIR) of the ionic
current [200,201]. In this case, the access conductance is modified by the permselec-
tivity of the substrate DDL generally leading to a rectified ionic current response.
Typically via comparison with continuum simulations, the sign and magnitude of
the surface charge is extracted from SIR measurements with micrometric spatial
resolution, allowing for simultaneous topography and charge mapping [202–207]. In
the present chapter, a fundamentally different mechanism for charge detection via
SICM is proposed, based on the long-range modification of applied electric fields in
the presence of a discontinuity in surface charge [208]. Previous studies [128, 208]
have demonstrated in different contexts that in presence of an applied electric field
the discontinuity in surface ionic current associated with a discontinuity in surface
charge requires a long-range reorientation of bulk current, and hence electric field
lines, in order to satisfy charge continuity. The length scale of the perturbation to
the bulk electric field was shown to be set by the Dukhin length, which can reach
values on the order of tens or hundreds of nanometers for typical surface charge
densities and ionic strengths [124, 169]. By means of finite element method (FEM)
simulations, I demonstrate that this effect is detectable via SICM opening up to
the possibility of employing SICM to detect surface charge features much smaller
than what has previously been reported in the literature. I consider the case of an
isolated charge patch on an otherwise neutral substrate and study how the pipette
conductance is affected by the surface charge. A substantial modification of the
ionic current is found and rationalized with an effective electrostatic model for the
field structure. Similar to previous results for nanometric pores [128], it is proved
that isolated charge features acquire an apparent electric size that is magnified in
the case of high surface charge and/or low ionic strength. This mechanism could be
promptly employed in SICM experiments to dramatically improve the resolution of
the current technique.
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Figure 6.1: Illustration of the typical configuration of scanning ion conductance
microscroscopy (SICM). A nanopipette is immersed in an electrolyte solution and
brought in the proximity of the sample of interest. A potential difference is applied
between the base of the pipette and the bulk inducing an ionic current through
the pipette. Information over the sample topography and surface charge are in-
ferred from the ionic current measurements, via a feedback control over the pipette
position.
6.2 Long-range expression of surface charge dis-
continuities
In the standard picture of electrokinetics [121], electrostatic interactions between
charged surfaces immersed in an electrolyte solution decay over the Debye length
λD Eq. (4.4). Within a distance ∼ λD from the solid-liquid interface, an electrically
charged cloud of counterions accumulates to screen the charge of the surface giving
rise to an additional conductivity κs ∝ |σ|, being σ the surface charge density.
Accordingly, in the presence of an external electric field a surface current builds up
which vanishes outside of the DDL where κs = 0. As first pointed out by Khair and
Squires [208], such surface transport has important consequences for the electric
field outside of the DDL in presence of finite size surfaces and, more generically,
surface conduction discontinuities.
Let consider an isolated disk of charge on an otherwise neutral substrate immersed
in an electrolyte solution and construct a cylindrical control volume of arbitrary
radius r and height λD , such that the vertical extent of the DDL is contained within
this volume (Fig. 6.2). In the presence of the total electric field E = (Er, Ez) a
bulk current per unit area Jz ∼ κbEz exits vertically from the control volume sketch
in Fig. 6.2, with κb the bulk conductivity. At steady state such current has to be
equal and opposite in sign to the surface current per unit length Jr ∼ κsEr leaving
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Figure 6.2: Illustration of a disk of charge immersed in an electrolyte solution char-
acterized by a bulk conductivity κb. In the proximity of the charged patch an
electrically charged diffuse layer builds up with an extent given by the Debye length
λD. Within the diffuse layer there is an additional surface conductivity κs giving rise
to an additional surface current in presence of an external electric field. The ionic
current Jz leaving the element volume along z must then compensate the surface
current Jr in order to ensure charge conservation across the double layer.
the DDL in the radial direction. The flux balance associated with an infinitesimal
increase in the radial extent of the control volume δr therefore reads:∑
volume
Jout − Jin = −κs(r)Er · 2πr +
[
κs(r)Er + ∂r[(κs(r)Er]δr +O(δr2)
]
· 2π(r + δr)
+ κbEz · 2πrδr = 0 ,
(6.1)
where ∂r ≡ ∂/∂r and I have introduced an r−dependent surface conductivity defined
as κs(r) = κsΘ(Rpatch−r) with Θ the Heaviside function and Rpatch the radius of the







[rκs(r)Er] = 0 (6.2)
at the boundary of the diffuse layer–i.e., at a distance∼ λD from the surface. Rewrit-













(z = λD) , (6.3)
where the definition Eq. (4.40) for the Dukhin length was used. Via Eq. (6.3), a
straightforward consequence of charge conservation, one sees that a finite disk of
charge induces a modification in the bulk electric field that is controlled by two
length scale, respectively `Du and Rpatch. Notably in the case of an infinite line of
surface charge discontinuity in an otherwise uniform and planar distribution, the
effective boundary condition given in Eq. (6.3) would contain only a single length
scale: `Du [208].
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The effect described by Eq. (6.3) is magnified when `Du/λD  1, giving rise to long
range gradients of the electric field far outside the DDL.
6.3 An effective electrostatic model
In the following I prove via numerical simulations that the surface-driven effect in-
troduced above is detectable via SICM providing a new method for charge mapping
alternative to SIR. In particular, two assumptions will be made to reduce the de-
scription of the ionic transport to an effective electrostatic model [208]: (i) the length
scale over which the bulk electric field is modified by the surface charge discontinuity
is much larger than the Debye length, such that the DDL, and hence the control
volume, can be treated as infinitesimal in height, (ii) the ionic concentration outside
of the DDL is uniform such that the bulk conductivity κbis taken as a constant. The
former assumption is valid as long as the Dukhin length is large compared to the
characteristic DDL thickness. In the latter assumption any voltage-dependent con-
centration accumulation/depletion effects associated with the surface charge [154]
are neglected (see the Discussion section). Notably in the regime λD → 0, Eq. (6.3)
becomes an effective boundary condition at the interface (z = 0). Recalling the
electrostatic boundary condition E · n̂ = σ/ε0εr for the normal component of the
electric field in the proximity of a conducting or thick insulating surface (with n̂ the





≡ σeff [Φ] (z = 0) , (6.4)















which is proportional to the true surface charge density via the Dukhin length and
depends functionally on the electrostatic potential at the interface. In the bulk
electrolyte outside the DDL, the steady-state continuity equation∇·i = 0 is imposed
for the bulk current density i ≡ κbE ≡ −κb∇Φ, such that
∇2Φ = 0 . (6.6)
Through Eqs. (6.4-6.6) I have entirely neglected the solute dynamics reducing the
electrokinetic problem to an effective sourceless electrostatic problem with an exotic
boundary condition. This notably reduces the computational cost of the problem
allowing to perform three-dimensional simulations (see the section “Surface charge
mapping” below), so far out of reach due to the computational complexity [203].
Before leaving this section, the description is further simplified by introducing di-
mensionless variables: the electrostatic potential Φ is rescaled by the thermal voltage
kBT/e, and all lengths are rescaled by the internal pipette radius R. Consequently,
the conductance is rescaled by κbR, and the ionic current, by κbR × kBT/e. With
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≡ σeff [Φ] , (6.7)
with the Dukhin number given by Du ≡ `Du/R. The rescaled Laplace equation,
Eq. (6.6), is unchanged. In what follows, unless explicitly stated otherwise, all
equations, parameters and variables will be reported in these reduced units.
6.4 SICM approaching curves
6.4.1 Axisymmetric FEM model
Figure 6.3: Illustration of the two dimensional axisymmetric model configuration.
A nanotube of thickness τ , interior radius R and length Lp is held at a distance H
from a patch with radius Rpatch and an effective surface charge given by Eq. (6.4).
The model boundary conditions are reported in the schematics: a potential ∆V is
applied at the top of the pipette and the Neumann boundary condition Eq. (6.7)
is applied at the bottom boundary. No flux boundary conditions are applied at
the uncharged pipette walls and Dirichlet boundary conditions Φ = 0 are applied
in all remaining boundary domains. The dashed grey line is the axis of rotational
symmetry.
Eq. (6.6) together with Eq. (6.7) must be solved numerically. Let first consider
a 2D axisymmetric model containing a nanopipette of length Lp, thickness τ and
inner radius R ≡ 1 held at a distance H from the center of the charged patch. For
simplicity the pipette is assumed to be uncharged and the pipette thickness and
inner radius to be constant (Fig. 6.3). The model domain has a total radial extent
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R+τ+∆Rdomain and a total vertical extent ofH+Lp where the parameters ∆Rdomain
and Lp have been adjusted to ensure that the numerical results are insensitive to
the finite size domain (in all axisymmetric calculations, I take Lp = ∆Rdomain = 10).
The Laplace equation (6.6) is solved using FEM simulations (COMSOL) with the
boundary conditions indicated in Fig. 6.3. A fixed potential difference ∆V is applied
at the base of the pipette while the remaining exterior domain boundaries (except the
substrate) are held at Φ = 0. Since the pipette’s walls do not carry any charge, the
no-flux boundary condition applies at these boundaries. Finally, the axisymmetric
boundary condition Eq. (6.7) is applied on the lower boundary to account for the
substrate. The ionic current across the pipette tip is computed as I = −2π
∫ 1
0 dr rEz
for different Dukhin number, patch radius and separation distance, while keping the
thickness fixed at τ = 1. Values of the ratio of the wall thickness to the inner radius
of order unity (τ ∼ 1) are typical of multiwalled carbon nanotubes [160].
I first validate the model by looking at the approach curve I(H) in the absence of
the patch (Du = 0). In this case the ionic current follows the geometrical prediction
by Nitz et al [187]. By treating the pipette as a series of resistors the authors derived
a semi-analytical scaling for the ionic current as a function of the distance H
I ∝ Ibulk (1 + a/H)−1 , (6.8)
where Ibulk is the saturation current when H → ∞ and a is a length scale char-
acterising the geometry of the pipette. As the pipette approaches the sample, the
ionic current is geometrically hindered by the substrate and decreases to ultimately
vanish at the contact-point. In Fig. 6.4 the numerical results are compared with
the best-fit of the scaling in Eq. (6.8) finding a very good agreement. This indicates
that the numerical model accurately reproduces the known physics of SICM in the
absence of surface effects.
Figure 6.4: Dimensionless ionic current I as a function of the separation distance H
in the absence of the patch (Du=0). The numerical results (dots) are compared with
the analytical scaling Eq. (6.8) via a least-squares best fit. Isat and a in Eq. (6.8)
were used as fitting parameters. The results were obtained with the following choice
of parameters: τ = 1, Lp = 10, ∆Rdomain = 10, ∆V = 400.
In Fig. 6.5 the absolute value of the ionic current (Fig. 6.5 a and c) and the cur-
rent normalized by that obtained in the absence of the patch (Fig. 6.5 b and d)
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are plotted as a function of the separation distance H and for several values of Du
and Rpatch = 1 (panels a and b) and Rpatch = 2 (panels c and d). The approach-
ing curves are significantly modified by the surface charge depending strongly both
on Dukhin number and patch size. The supplementary contribution of the surface
charge results in an increase of the measured ionic current owing to the additional
transport in the DDL. The effect is more evident for the larger patch Rpatch = 2,
with the enhanced surface transport leading to an inversion of the approach curves
for large Dukhin numbers (Fig. 6.5 c). In this case, the enhanced surface transport
dominates over the natural drop associated with the steric hindrance down at least
to the smallest distance examined here (H = 0.2 × R in dimensional unit). The
signal grows with Dukhin number and reaches a magnitude & 10% of the current
obtained in the absence of the patch for separation distances H . 1. Notably, the
signal reported here originates neither from double layer overlap nor from inhomo-
geneities in solute concentration generally, since the present model is not resolving
the structure of the diffuse layer or the electrolyte dynamics.
6.4.2 Scaling of approach curves
The problem given by Eqs. (6.6-6.7) and the additional boundary conditions indi-
cated in Fig. 6.3 is analytically intractable. Nevertheless, the scaling behaviour of
the additional current induced by the surface charge (Fig. 6.5) can be extracted on
the basis of a simplified model, which is introduced in the present section. Let first
decompose the electrostatic potential as Φ = Φ(0) + δΦ where Φ(0) is the ’unper-
turbed’ potential in the absence of the patch (Du = 0), and δΦ is the modification
induced by the surface charge. The known [187] geometric influence on the electric
field is then entirely contained in Φ(0) and δΦ will be treated perturbatively [128] to
determine the enhancement of the ionic current due to the surface charge. For the
sake of analytical treatment, in what follows the complex no-flux boundary condi-
tions induced by the pipette (Fig. 6.3) are neglected. Strictly speaking, I anticipate
this approximation to be valid only when the Dukhin length and the patch size are
small compared to either the separation distance H or internal radius R; however,
the results indicate that the scaling so-obtained is more robust than these limits
would suggest. Since the unperturbed field E(0) ≡ −∇Φ(0) fulfils Ez|z=0 = 0 the



















Eq. (6.9) must be complemented with the Laplace equation for δΦ in the bulk
∇2δΦ = 0 (6.10)
and, since the influence of the pipette geometry on δΦ is neglected, homogeneous
boundary conditions at a large distance |r| =
√
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(a) (b)
(c) (d)
Figure 6.5: Ionic current as a function of separation distance H for Rpatch = 1
(panels a and b) and Rpatch = 2 (panels c and d) and several different values of Du,
as indicated in the legend in panels a. Panels a and c show the absolute value of the
ionic current, while panels b and d show the current normalized by that obtained in
the absence of surface charge (Fig. 6.4). The filled circles are values obtained via
finite element simulations and the dashed curves are guides for the eye. All curves
are computed for τ = 1, Lp = ∆Rdomain = 10 and ∆V = 400.
The electrostatic problem of Eqs. (6.9-6.11) may be solved using the Green’s











where rs ≡ r0|z0=0 is the integration point confined at the solid-liquid interface and
dΣs ≡ rsdrsdθs is the surface element on the interface. The corresponding contri-
bution to the electric field δE = E−E(0) = −∇δΦ is determined by differentiating











Since the pipette was entirely neglected in deriving Eq. (6.13), the latter will nec-
essarily break down in the pipette interior; however let assume that it provides a
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reasonable approximation up to the center point of the pipette tip (r = Hẑ). The
additional current sensed by the pipette at a separation distance H may therefore
be estimated as δI = −2π
∫ 1
0 rdrδEz|z=H ∝ −πδEz(Hẑ). By evaluating Eq. (6.13)











The only angular dependence is contained in rs and this term is killed by angular









(rsΘ(Rpatch − rs)Er(rs)) . (6.15)
Formal solution of Eq. (6.15) requires the knowledge of the full electric field Er
which is not accessible. Instead, the approach of Lee et al [128] can in treating (6.15)
perturbatively and substituting in Eq. (6.15) the unperturbed field E(0)r in order to
determine the first order correction δE(1)z to the electric field. The unperturbed field
typically scales as E(0)r ∼ ∆V/`drop, where `drop stands for the characteristic length
of the radial drop-off of the electrostatic field from the pipette tip. By substituting
this scaling into Eq. (6.15) and integrating by parts one estimates the first order
correction to the electric field. Consequently, the leading order modification to the










The scaling prediction in Eq. (6.17) is compared with the conductance anomaly
computed from numerical simulations as the ionic conductance minus that obtained
in the absence of the patch:
δG ≡ G(H; Du)−G(H; Du = 0) . (6.18)
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Figure 6.6: Conductance anomaly δG as a function of the separation distance H
for several values of Dukhin number. The color dots indicate the numerical values
of δG obtained via finite-element simulations and the solid lines are the fit to the
numerical data using the function α(Du)R3patch/H(H2 + R2patch)3/2. In the inset plot
the color dots report the fit coefficient α for the curves showed in the main plot plus
an additional curve for Du = 1. The solid line in the inset shows the best linear fit
for α. All curves are computed for Rpatch = 1, τ = 1, Lp = 10, ∆Rdomain = 10.
In Fig. 6.6 and 6.7 δG is rescaled with the bulk conductance Gbulk ≡ Ibulk/∆V for
H →∞ extrapolated from the best fit in Fig. 6.4. The geometrical dependence of
the normalized δG as a function of the separation distance H is reported in Fig. 6.6
for several values of Dukhin number and fixed Rpatch = 1. In order to test the verac-
ity of the scaling relation in Eq. (6.17), the numerical results (filled circles) in Fig.
6.6 are fitted to a relationship of the form δG = α(Du)R3patch/H(H2 + Rpatch2)3/2
(solid lines). One sees immediately that this functional dependence describes the
numerical data extremely well over the range of Dukhin numbers examined. The
dependence of the fitting coefficient α(Du) on the Dukhin number is further exam-
ined in the inner plot of Fig. 6.6. As anticipated by Eq. (6.17) the conductance
anomaly scales linearly with the Dukhin number, in accordance with the prediction
in Eq. (6.17), reaching up toO(10%) of the bulk conductance. Surprisingly, although
the calculated conductance anomaly in Eq. (6.17) is a leading order approximation
in Du, this scaling relationship appears to be robust over a wide range of Dukhin
numbers. Similarly Fig. 6.7 shows the numerically calculated conductance anomaly
as a function of H for several patch sizes and fixed Du = 5. Again the scaling
Eq. (6.17) is tested by fitting the numerical curves in Fig. 6.7 (filled circles) with the
function δG = β(Rpatch)Du/H(H2 +Rpatch2)3/2 (solid lines). Overall, the analytical
prediction works reasonably well for all examined patch sizes although it appears to
perform the best for Rpatch ' 1. The fit coefficient β(Rpatch) is reported in the inner
plot of Fig. 6.7 as a function of the patch radius. The cubic dependence on the patch
size (normalized with the pipette radius) found in Eq. (6.17) and confirmed in Fig.
6.7 is much stronger than the linear dependence on Dukhin number and prevails in
the limit of Rpatch  1. This suggests that the inner pipette radius puts a strong
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limitation on the resolution when Rpatch/R . 1. Although the surface-driven dis-
turbance does scale with the Dukhin number as expected, ultimately is the pipette
radius to set the resolution limit of the present mechanism for charge detection.
Figure 6.7: Conductance anomaly δG as a function of the separation distance H for
several values of Rpatch. The color dots indicate the numerical values of δG obtained
via finite-element simulations and the solid lines are the fit to the numerical data
using the function β(Rpatch)Du/H(H2 + R2patch)3/2. In the inset plot the color dots
report the fit coefficient β for the curves showed in the main plot. The solid line in
the inset shows the best cubic fit for β. All curves are computed for Du = 5, τ = 1,
Lp = 10, ∆Rdomain = 10.
6.5 Surface charge mapping
In order to access the off-center, lateral structure of the current response in the
presence of a charged patch, one must abandon the axisymmetric model introduced
above in favour of a model that allows the movement of the pipette off-set from the
central reference axis. To this end, I consider both a 2D translationally invariant
model and a 3D model implemented in COMSOL. This allows to simulate scanning
measurements in which the pipette is held at a fixed distance H from the substrate
and moved horizontally on top of it to map the surface charge distribution. The
3D calculations are computationally cumbersome, owing especially to the highly
refined mesh needed to resolve the nontrivial boundary condition at the substrate,
and they fail to converge for large values of Du. Hence the need to supplement these
calculations with a 2D translationally invariant model.
6.5.1 Two-Dimensional Translationally Invariant Model
For the 2D translationally invariant model let consider a slab geometry in the
xy−plane as shown in Fig. 6.8. The patch is now a semi infinite strip of charge cen-
tered in x = 0 with half-width Rpatch. Likewise now the pipette has a slab/channel
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Figure 6.8: Illustration of the 2D translationally invariant model. A pipette of
thickness τ , interior half-width R and length Lp is held at a distance H from an
isolated strip of charge with half-width Rpatch and an apparent surface charge given
by Eq. (6.19). The origin O of the xy reference frame is taken to be the center
of the patch. The pipette position is located in the point (Xc, Yc = H) indicated
in the figure. The model boundary conditions are reported in the schematics: a
potential ∆V is applied at the top of the pipette and Neumann boundary condition
Eq. (6.19) is applied at the bottom boundary. No flux boundary condition is applied
at the uncharged pipette walls and Dirichlet boundary condition Φ = 0 is applied
in all remaining boundary domains. The total horizontal extent of the domain is
LLx +Xc +R + τ + LRx and the total vertical extent is Lp +H.
configuration with half width R ≡ 1, thickness τ , and length Lp. As in the axisym-
metric model, the electrostatic potential Φ fulfils the Laplace equation (6.6) in the
bulk and an effective boundary condition at the solid-liquid interface (y = 0) which














All other boundary conditions are identical to those imposed previously as indicated
in Fig. 6.8. While this configuration is less physically meaningful than the axisym-
metric model considered above (or the 3D model considered below), the goal here
is to get a qualitative sense of the lateral structure of the current response across a
charged patch. It will be shown below that the qualitative features of the current
response observed in the 2D translationally invariant model are indeed reproduced
in the full 3D model (in the accessible range of Dukhin numbers). The transla-
tionally invariant configuration allows to fix the vertical position of the pipette at
Yc = H and compute the ionic current as a function of the pipette centerline Xc
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while moving it along the x−axis. In Fig. 6.9 the conductance anomaly is re-
ported, expressed as percentage increment of the conductivity in the absence of the
patch and obtained via lateral scanning measurements over a patch of half-width
Rpatch = 1 for different values of separation distance H and Dukhin number Du. As
anticipated, the signal increases monotonically with Dukhin number, reaching up
to 15− 20% of the background conductance measured in the absence of the surface
charge (Fig. 6.9). This suggests that the present mechanism for charge detection
could be readily tested in experiments with the SICM techniques currently available.
This is true even when the Dukhin length is smaller than both the inner amplitude
of the pipette (Du < 1) and the half-patch size (Du < Rpatch), as shown in Fig.
6.9-a. For most configurations a local maximum of the signal is observed in the
proximity of the charge discontinuities at Xc = ±Rpatch and a local minumum at
Xc = 0. This structure is especially prevalent for small to intermediate Dukhin num-
bers (Fig. 6.9 a and b) and disappears for Du = 5 for separation distances H & 0.5.
This suggests an enhanced sensitivity of the method to charge discontinuities, cor-
roborating the initial hypothesis, as well as a competition between the signals from
the charge discontinuity and from the uniform surface charge in the central region
of the patch, with the latter apparently dominating for large Dukhin numbers. The
signal in Fig. 6.9 decreases significantly at a distance Xc = Rpatch + R + τ from
the center, i.e. when the pipette has passed fully over the patch. This observation
suggests that the technique can be used for estimating the extent of charge features
from the structure of SICM measurements. Notably, the higher sensitivity towards
the charge discontinuity makes the present mechanism particularly suitable for an
estimation of the edges of spatially distributed charge features.
(a) (b) (c)
Figure 6.9: Conductance anomaly as a percentage of the unperturbed conductance
versus pipette position along the x−axis for several separation distances H, as indi-
cated in the legend in panel a, and for a) Du = 0.5, b) Du = 2 and c) Du = 5 . The
filled circles are values obtained via finite element simulations and the dashed curves
are guides for the eye. The green shading indicates the location of the charged strip.
All curves are computed for Rpatch = 1, τ = 1, Lp = 10 and LLx = LRx = 10.
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6.5.2 Three-Dimensional Model
In order to confirm the newfound features observed in Fig. 6.9, let now introduce
a full 3D FEM model. As noted above, the 3D calculations are computationally
intensive and converge only for small to intermediate values of Du. The configuration
of the 3D model is sketched in Fig. 6.10. A pipette of square cross-section with
uniform half-side of length R ≡ 1 and thickness τ is moved horizontally in the
xy−plane parallel to the substrate at a distance z = H from it. The substrate
contains a square patch of half-side of length Rpatch characterized by our typical





= Du∇H · [Θ(Rpatch − |x|)Θ(Rpatch − |y|)E|z=0
]
, (6.20)
where ∇H ≡ (∂/∂x, ∂/∂y) is the horizontal gradient operator. As usual, the elec-
trostatic potential verifies the Laplace equation (6.6) and the additional boundary
conditions induced by the SICM configuration (Fig. 6.10). I adopt a square config-
uration for the patch and pipette to avoid errors associated with the resolution of
circular features in a rectangular meshing pattern (see the Appendix 6.9 for more
details).
Figure 6.10: Schematics of the three-dimensional geometry used in COMSOL to sim-
ulate the scanning measurements of an SICM configuration. A rectangular pipette
of constant half-width R, length Lp and thickness τ (not shown in the illustration) is
placed on top of a square patch with half size Rpatch at a distance H. The origin O of
the xyz reference frame is taken to be the center of the patch. The model boundary
conditions are reported in the schematics: a potential ∆V is applied at the top of
the pipette and Neumann boundary condition Eq. (6.20) is applied at the bottom
plane. No flux boundary conditions are applied at the uncharged pipette walls and
Dirichlet boundary condition Φ = 0 are applied in the remaining boundaries.
In Fig. 6.11 and 6.12 the conductance anomaly maps obtained from horizontal
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scan of a squared patch of size Rpatch = 1 and Rpatch = 0.5 are shown for several dif-
ferent Dukhin numbers. All scans are conducted at a separation distance H = 0.2
from the substrate and the conductance anomaly is plotted as a function of the
position (Xc, Yc, Zc = H) of the center of the pipette. For clarity, the position of
the charged patch is indicated by a dashed red square in each panel. Furthermore,
for each bidimensional surface map the corresponding lateral line scan obtained by
fixing the y−position of the pipette at Yc = 0 is reported. This allows a direct
comparison between the results of the three dimensional model and the results of
the 2D translationally invariant model (Fig. 6.9). One notes immediately that the
presence of the charged patch produces a positive conductance anomaly, and the
region of enhanced conductivity forms a ring-like shape centered on the charge dis-
continuity, with the largest anomalies occurring at the corners of the patch. This
is qualitatively identical to the results of the 2D transversally invariant model, and
it confirms the predominant role of the discontinuities in the observed signal, at
least for the small to intermediate values of Du examined in the 3D model. This is
particularly evident for the case of a smaller patch and intermediate Du reported in
Fig. 6.12, for which the charge patch is almost exclusively detectable via the charge
discontinuities. As before, the conductance anomaly grows with Dukhin number
while the signal difference between the center of the patch and the boundary de-
creases. Overall, the 3D model produces a weaker signal than the translationally
invariant model (Fig. 6.9), presumably owing to the fact that the patch is finite in
all spatial directions in this configuration. Nevertheless, for all values of Du shown in
Fig. 6.11 the conductance anomaly at the patch’s boundaries is & 1% of the conduc-
tance obtained in the absence of the patch, well within the threshold of experimental
detectability using current SICM techniques. Such results demonstrate the capa-
bility of the surface-driven mechanism investigated here to produce high-resolution
visualizations of isolated charged features, and surface charge discontinuities.
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(a) (b) (c)
(d) (e) (f)
Figure 6.11: Upper panel: Conductance anomaly maps of a square patch of side half-
length Rpatch = 1 obtained from a pipette held at a separation distance H = 0.2
and with a) Du = 0.5, b) Du = 1 and c) Du = 2. The dashed red square in each
panel indicates the location of the patch. Bilinear interpolation of the raw datas
from numerical simulations is used to generate the surface map. Bottom panel:
Corresponding line scan for Yc = 0 obtained from the bidimensional map reported
on top. The green shading indicates the location of the charge patch. All curves are
computed for Rpatch = 1, τ = 1, Lp = 10, Lx = 17 and Ly = 17.
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(a) (b) (c)
(d) (e) (f)
Figure 6.12: Upper panel: Conductance anomaly maps of a square patch of side half-
length Rpatch = 0.5 obtained from a pipette held at a separation distance H = 0.2
and with a) Du = 0.5, b) Du = 1 and c) Du = 2. The dashed red square in each
panel indicates the location of the patch. Bilinear interpolation of the raw datas
from numerical simulations is used to generate the surface map. Bottom panel:
Corresponding line scan for Yc = 0 obtained from the bidimensional map reported
on top. The green shading indicates the location of the charge patch. All curves are
computed for Rpatch = 0.5, τ = 1, Lp = 10, Lx = 17 and Ly = 17.
6.6 Discussion
Approach curves like the ones showed in Fig. 6.5 and surface bidimensional maps as
reported in Fig. 6.11-6.12 are standard measures of the effect of surface charges in
the context of scanning probe microscopies. Although apparently similar to the ap-
proach curves and surface maps previously reported [202,206,207,209] in the context
of SIR-based SICM, the signal presented here is fundamentally different in nature.
Surface charge visualization based on SIR exploits ionic current rectification due to
local concentration polarization effects taking place at the interface between regions
of different permselectivity; here the tip of the pipette and the DDL of the substrate
(Fig. 6.13-b). As such, the signal measured using SIR strongly depends on the polar-
ity of the applied potential bias according to whether the counterion-enriched DDL
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results in a local accumulation or depletion of ions. In standard ICR, as sketch in
Fig. 6.13-a (and discussed extensively in the previous Chapter), a local imbalance
in ion selectivity between two (or more) coupled regions induces rectification that is
mainly controlled by the ratio between the local Dukhin length and the inner pipette
radius [8, 169, 199]. This is likely to apply also to SIR, and would explain previous
results in which SIR was measured at tip-to-substrate distances much larger than
the Debye length [200,203,204]. The present Chapter focused on a less investigated
Figure 6.13: (a) Sketch of the working principle of ICR in a conical nanopipette
with uniform surface charge. In this case the asymmetry is introduced by the
x−dependent radius which results in a longitudinally varying Dukhin number. The
unbalance causing rectification in this context is between the Dukhin number at the
tip and the Dukhin number at the base when Dutip 6= Dubase ∼ 1. (b) Sketch of the
working principle of SIR. In this case the nanopipette is brought in the proximity
of a charged substrate and the unbalance between the Dukhin number at the tip
of the pipette (Duinn) and the Dukhin number at the DDL of the substrate (Duext)
such that Duinn 6= Duext causes rectification.
but equally important effect due to surface charge inhomogeneities: the deforma-
tion of applied bulk electric fields due to ion charge conservation. As previously
discussed [208], this effect is predominant in the regime of large surface potential Φ0
beyond the standard Debye-Hückel regime, where `Du/λD ∼ ee|Φ0|/kBT  1. This is
typically the case for moderate-to-high surface charges (10 − 100 mC/m2) at mod-
erate electrolyte concentrations (0.1 − 1 mM). The signal reported in the previous
section is entirely due to the supplementary surface-driven current building up in
the proximity of the surface charge. As such, it is independent of both the polarity
of the applied electric field and the polarity of the substrate. Notably, in contrast
with rectifying behaviours which saturate at large Dukhin number [8, 169, 199], the
present mechanism increases linearly with Du thus suggesting the possibility of am-
plifying the resolution of current SICM techniques in certain regimes. In particular
I anticipate that two criteria are prerequisite for the isolation and the maximization
of the effect discussed here: (i) Dukhin length associated with the surface charge at
the tip of the pipette `(inn)Du ∝ σ(inn) and (ii) Dukhin length associated with the sur-
face charge of the substrate `(ext)Du ∝ σ(ext) both much larger than the pipette radius,
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such that Du(inn) ≡ `(inn)Du /R ∼ Du(ext) ≡ `
(ext)
Du /R  1. Such a regime can be easily
achieved by employing single multiwalls nanotubes of nanometric radii O(1 − 10)
nm as previously done in different contexts [9, 160]. In this regime, both ICR and
SIR are suppressed while the effect of surface charge discontinuities is maximized,
potentially allowing for molecular scale resolution of single charge features.
6.7 Conclusions
Up to now, surface charge detection via scanning ion conductance microscopy has
been based on (and limited to) the direct probing of the diffuse double layer at the
surface. Typically, electrostatic interactions between the nanopipette and the double
layer induce local current rectification which in turn is used to map the surface charge
distribution. In the present Chapter, an alternative mechanism for charge detection
via SICM is proposed based on the long-range, surface-mediated perturbation of
electric fields in electrolyte solutions [208]. It was demonstrated via continuum
(FEM) simulations and an analytical scaling argument that (i) this mechanism
is detectable using a current-based probe microscopy and (ii) it can be exploited
to substantially improve the resolution of surface charge mapping via SICM. In
particular, signals are found to be on the order of 1 − 10% well within the range
of experimental detectability, and it was shown that the proposed technique offers
nanometric resolution, an improvement over current methodologies. The technique
has proven to be highly sensitive to discontinuities in surface charge, suggesting
that it would be highly applicable to the mapping of small scale, rapidly varying
charge features. I anticipate this mechanism to be useful in nanotube-based SICM
experiments paving the way for charge detection of isolated charged features down
to ∼ 1nm.
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6.8 Appendix: Green’s function on a semi-infinite
domain
For completeness, I provide some mathematical details of the derivation of main
text Eq. (6.12). From main text Eqs. (6.10-6.11), the problem to be solved is
∇2δΦ = 0 (6.21)
in the semi-infinite domain Ω ≡ {(x, y, z) ∈ R × R × (0,∞)} above the xy−plane





















at infinity (i.e., as |r| ≡
√
r2 + z2 →∞). The problem statement and geometry are
sketched in Fig. 6.14.
Figure 6.14: Schematic of the electrostatic problem given by Eqs. (6.21-6.23) (main
text Eqs. (6.10-6.11). The Laplace equation for δΦ is solved in a semi-infinite domain
bounded at z = 0 by the electrically charged substrate. The latter is accounted for
by the effective Neumann boundary condition given in Eq. (6.22).
Let start by recalling Green’s theorem for the Laplacian operator ∇2, stated in
terms of two arbitrary scalar fields φ, ψ : Ω→ R defined on a 3D spatial domain Ω









dΣ · (φ∇ψ − ψ∇φ) . (6.24)
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In the above, dΣ is a surface element on ∂Ω with direction given by the outward
normal. Let introduce a Green’s function satisfying
∇2rG(r, r0) = ∇2r0G(r, r0) = −δ
(3)(r − r0), (6.25)




dΣ0 · [G(r, r0)∇r0δΦ(r0)− δΦ(r0)∇r0G(r, r0)] , (6.26)
where I have made use of Eq. (6.21) and set the variable of integration to r0.
Eq. (6.26) must be complemented with a proper choice of boundary conditions for
the Green’s function. From the boundary condition given in Eq. (6.23), the second
term on the rhs vanishes everywhere but at the solid-liquid interface. One can simi-
larly eliminate the first term on the rhs by requiring G(r, r0)→ 0 for |r0| → ∞ (or



















where rs ≡ r0|z0=0 is the source point confined to the solid-liquid interface (z0 = 0),
and Σs ≡ rsdrsdθs is the scalar surface element on the interface. The minus sign in
Eq. (6.27) is due to the fact that dΣs·∇ ≡ −dΣs∂/∂z0. To further simplify Eq. (6.27)
























where in the second line Eq. (6.22) was inserted.
Let now solve for the Green’s function appearing in Eq. (6.28) and verifying
Eq. (6.25), along with a homogeneous Dirichlet boundary condition at infinity and
a homogeneous Neumann condition at the interface; that is, to solve
∇2rG(r, r0) = ∇2r0G(r, r0) = −δ















= 0 . (6.31)
Homogeneous Dirichlet conditions are satisfied by the free-space Green’s function:





6.9. Appendix: 3D FEM simulations
In order to satisfy Eq. (6.31), the method of images is applied, adding to the free-
space solution its reflection with respect to the interface:




where r0′ = (r0,−z0) is the reflection of the source coordinate with respect to
the interface. The full Green’s function verifying Eqs. (6.29-6.31) is thus given by
G(r, r0) = G∞(r, r0) + V (r, r0′), which is evaluated at z0 = 0 to obtain




Eqs. (6.28) and (6.34) together give main text Eq. (6.12).
6.9 Appendix: 3D FEM simulations
All FEM calculations reported in the main text were performed using COMSOL
Multiphysics (5.3a). Three-dimensional configurations turned out to be computa-
tionally intense and difficult to properly mesh and were only feasible for simple ge-
ometries and low surface charges (small Dukhin numbers). In particular COMSOL
proved to be more robust with rectangular geometries than with circular geometries
due to the rectangular meshing patterns generated by default in COMSOL for 3D
geometries. For this reason, I opted for a rectangular pipette and a square patch as
illustrated schematically in Fig. 6.15 (a reproduction of main text Fig. 6.10). The
Laplace equation (6.6) was solved with the boundary condition given in Eq. (6.20)
imposed on the bottom plane and all other boundary conditions as reported in Fig
6.15. The pipette was moved horizontally in the xy−plane parallel to the bottom
plane at a fixed height H, and the current was computed at the pipette tip, cross-
checked against the current at the base and the average current in the pipette, as a
function of the lateral position. In Table 6.1 I report the values of the dimension-
less parameters used for generating the scans in Fig. 6.11. The parameter β refers
to the half-width of the second-order continuous Heaviside function ‘flc2hs’ used in
COMSOL to implement the boundary condition Eq. (6.20).
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Figure 6.15: Schematics of the three-dimensional geometry used in COMSOL to
simulate the scanning measurements of an SICM experiment. A rectangular pipette
of constant half-width R, length Lp and thickness τ (not shown in the illustration)
is placed on top of a square patch of half-width Rpatch at a separation distance H.
The origin O of the xyz reference frame is taken to be the center of the patch. The
model boundary conditions are reported in the schematic: a potential ∆V is applied
at the top of the pipette and an implicit Neumann boundary condition Eq. (6.20)
is applied at the bottom boundary. No-flux boundary conditions are applied at the
uncharged pipette walls, and the homogeneous Dirichlet boundary condition Φ = 0
is applied on all remaining boundaries.
Table 6.1: Parameters used in 3D simulations for Fig. 6.11 .






Lx = Ly = R + Lp + τ + 5
Lz = Lp +H
β = 0.1
∆V = 400
In order to properly resolve the spatial inhomogeneity of the Heaviside function
in Eq. (6.20), an inhomogeneous mesh was implemented at the bottom boundary
and refined in the proximity of the discontinuities. The mesh-independence of the
results was checked by examining the current as a function of the maximum mesh
element size in the vicinity of the the discontinuities. In Fig. 6.16 the current is
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normalized by the value obtained for the smallest mesh size achievable with the
computer resources at hands. The simulations in Figs. 6.11-6.12 were performed
with a maximum mesh element size (normalized by the pipette half-width) of 0.003.
For the latter value the simulations appear to be converged at least for values up to
Du . 1 (Fig. 6.16).
(a) (b)
(c) (d)
Figure 6.16: Ionic current as a function of the reciprocal of the maximum mesh ele-
ment size in the vicinity of the discontinuities for different values of Dukhin number:
a) Du = 0.2, b) Du = 0.5, c) Du = 1 and d) Du = 2. The current is normalized in
each panel by the value of ionic current obtained for the smallest element size. For




Two are the classes of systems that this thesis aims at studying: active systems and
electrolytes under confinement. For each of them, I started off in the introduction by
posing a question on the relationship between the non-trivial transport properties
that the system exhibits and its multiscale nature. The objective of the thesis was
precisely to unveil such connection, using the tools of Statistical Physics.
The quest is both practical and fundamental in nature, as it involves the investi-
gation of the transport coefficients of the two systems starting from minimal phe-
nomenological models.
In the case of Active Matter the essential feature to deal with is the capability of
each constituent to self-propel, i.e. to convert local energy into directed motion.
By doing so, the system intrinsically breaks Detailed Balance (DB) and naturally
evolves out-of-equilibrium. This is precisely the major challenge to be tackled when
it comes to study the transport properties of an active system as the Fluctuation-
Dissipation Theorem (FDT) is here inevitably violated.
As for electrolytes under confinement, the main feature to address is the large
surface-to-volume ratio typical of the nanoscale and the resulting strong interac-
tion between the electrolyte solution and the solid interface. As a consequence, the
standard features of electrolyte transport in bulk, well described by the phenomeno-
logical laws of Electrokinetics, here break down.
In both scenarios, the call is to step outside the standard formalism and build a
theory (or more than one) able to capture the specificity of the response in the two
classes of systems.
The present thesis takes steps in this direction and the main results herein collected
can be summarized as follows:
• Development of a general formalism for the linear response of non-equilibrium
systems exclusively based on the hypothesis of Markovianity. The formal-
ism includes both even and odd variables with respect to Time-Reversal and,
as such, applies generally to overdamped and underdamped dynamics. An
explicit expression for the Time-Reversal operator, Eq. (2.25), was derived
directly from the Fokker-Planck equation and further linked with the break-
down of Detailed Balance in presence of irreversible fluxes in Eq. (2.27). Mak-
ing use of the notion of house-keeping entropy production which quantifies
the irreversibility in a non-equilibrium steady state, general constraints to
be fulfilled by any non-equilibrium probability distribution were derived in
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Eq. (2.41) and promptly used into a generalized Fluctuation-Dissipation Re-
lation in Eq. (2.45).
• Derivation of Fluctuation-Dissipation Relations for two reference models of
active systems, respectively Active Brownian Particle (ABP) and Active Orn-
stein Uhlenbeck Particle (AOUP). Particular emphasis was directed to the role
of interparticle interactions and self-propulsion. The validity of the FDT in the
dilute regime as well as its breakdown in presence of interparticle interactions
were discussed in both models, highlighting the fundamental differences and
similarities between the two. Closed Green-Kubo expressions, respectively
Eq. (3.29) and Eq. (3.51) for ABP and AOUP, were derived making use of
two different theoretical techniques: a Markovian approximation that restores
Detailed Balance and a Chapman-Enskog expansion which explicitly breaks
it.
• Identification of the Dukhin length as the primarily electrokinetic length gov-
erning the phenomena of channel selectivity and ionic current rectification
(ICR) in a geometric nanofluidic diode. The non-linear response in a nanoflu-
idic diode was characterized via numerical and analytical methods starting
from an effective theoretical model embedding both electrostatic and entropic
interactions. Analytical expressions for the potential profile Eq. (5.18), the
ionic current Eq. (5.11) and the limiting conductances Eqs. (5.31a-5.31b) in
the case of strong Debye overlap were obtained.
• Extensive investigation via FEM simulations and a semi-analytical scaling
theory of the role of the Dukhin length in a model of scanning ionic conduc-
tance microscopy (SICM). It was shown than the sensitivity of the microscopy
technique considerably improves with high Dukhin lengths opening to the de-
tection of isolated charge features of order of ∼ nm. In this context, the
Dukhin length turned out to behave as a physical length setting the effective
size of the charge feature. The analytical scaling for the ionic conductance in
Eq. (6.17) was derived from an effective electrostatic model and shows very
good agreement with the results obtained from numerical simulations.
Finally, it is now time to delineate possible future directions of research; some of
practical implications potential, some other of more speculative character. A natural
continuation of Chapter 3 is the study of more complex transport coefficients such
as the shear viscosity of an active suspensions subjected to a velocity gradient. This
would help shedding light on the rheological properties of active fluids, as recently
investigated in bacterial baths [5, 6]. In this context an important role is played
by non-isotropic interactions, such as velocity-alignment interactions or torque-like
terms known to lead to a flocking transition [210]. Another interesting direction to
explore is the adaptation of the Chapman-Enskog approach to the ABP model in
order to derive a genuine, although approximated, out-of-equilibrium steady state
distribution for the latter model. Such a probability distribution would explicitly
break Detailed Balance potentially capturing more of the phenomenology of ABP as
compared to DB-restoring approaches discussed in the thesis. At the same time, the
Chapman-Enskog method relies on a formal expansion in the persistence time τ and,
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as such, is bound to small τ values failing to reproduce high-activity (persistence)
behaviour. Recent studies [83,211] precisely points at the crucial role played by the
parameter τ in quantifying the departure from equilibrium. All in all, a framework
to characterise transport properties beyond small-τ expansions is desirable and yet
to be developed.
Finally, the theoretical treatments presented in Part II of the thesis calls for an
experimental validation. In particular, the identification of the Dukhin length as
the primary parameter controlling ICR suggests a potential upscaling in the tech-
nology of energy conversion and reverse osmosis by exploitation of micrometer-sized
channels [212]. At the same time, the fundamentally new mechanism proposed to
exploit high Dukhin numbers for charge detection in SICM will have to be verified
in nanotube-based experimental setups. This is an immediate goal from the present
work as the preliminary results here reported suggest a potential improvement of
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