Specifically, performance of automatic speaker identification (SID) systems severely degrades in the presence of room reverberation [1] , [2] . Reverberation poses various detrimental effects on spectro-temporal characteristics of speech signals, most notably including temporal smearing, filling dips and gaps in the temporal envelope, increasing the prominence of low-frequency energy, and flattening formant transitions [3] . These effects in turn mask higher frequencies in the speech spectrum and blur spectral details, both of which are useful acoustic cues for speaker identification.
Several compensation techniques for alleviating the adverse impact of room reverberation on SID performance have been reported in the literature, most of which were first developed for automatic speech recognition (ASR) or speech enhancement. The techniques have been applied at different stages of SID systems, i.e., front-end (signal and feature) [4] [5] [6] , modeling [7] , [8] , and scoring stages [5] , [7] .
At the signal level, multichannel (e.g., microphone arrays) speech processing techniques have been employed to provide robustness to SID systems in reverberant and/or noisy conditions [4] , [9] . However, this is not applicable in cases where only a single-channel signal (e.g., telephone) or prerecorded mono speech data is available. Long-term log-spectral subtraction (LTLSS) [10] is a single-channel homomorphic filtering method that works in a similar manner as cepstral mean subtraction (CMS) [11] , except that it is applied at the signal level over a relatively long analysis window (typically longer than 1 second). The use of a long-term analysis window imposes the need for signal reconstruction before feature extraction. A more recent signal level technique to address reverberation is based on non-negative matrix factorization (NMF) [12] . The NMF based approach, which also requires signal reconstruction, is more sophisticated when compared to LTLSS and has been widely adopted for source separation tasks. In a more recent attempt [6] , a method based on inversion of the modulation transfer function was proposed for spectral enhancement of reverberant speech. The method was shown to result in improved speaker recognition performance on artificially reverberated speech.
At the feature level, despite its simplicity, CMS [11] has been shown to be helpful, but only for small reverberation times (a.k.a. 1 ) where the length of analysis windows is comparable to that of the room impulse response (RIR) [2] . Relative spectral (RASTA) processing [13] , [14] , which is a modulation filtering technique in the log-spectral domain, has also been shown to be successful in removing the short-term 1 is defined as the time period required for the signal power to decay by 60-dB after the sound source is switched off.
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effects of linear channel distortion on the speech signal. In [5] , it was assumed that reverberation can be modeled as additive noise, and a spectral subtraction method was adopted to suppress the reverberation before applying CMS. A feature warping method was also applied and a significant SID accuracy improvement was obtained over their baseline system. As an alternative feature level solution, several studies have introduced reverberant-robust acoustic feature parameters with varying SID improvement levels compared to the baseline mel-frequency cepstral coefficients (MFCC). In particular, feature parameters obtained from subband Hilbert envelopes have shown promise for SID tasks under reverberant mismatched conditions [15] [16] [17] . At the model level, assuming that there is access to RIRs and that a rough estimate of can be calculated, reverberation classification and acoustic model matching based on reverberant background model (RBM) have been successfully employed [7] , [18] . Furthermore, in a recent study [8] , multi-style training of probabilistic linear discriminant analysis (PLDA) models was adopted to bring reverberation robustness to an i-vector based speaker recognition system. Finally, at the scoring level, similar to methods used for channel mismatch conditions, in [5] and [7] a combination of different normalization strategies were used to remove possible biases in the calculated likelihoods.
In this study, the focus is on robust front-end solutions for improved SID under reverberant mismatched conditions. Specifically, we formulate a blind spectral weighting (BSW) technique for mitigating the destructive reverberation effects on SID performance. The weights are computed using a parametric gain function which is based on a priori signal-to-interference ratio (SIR) estimate. A smoothed and shifted version of the reverberant power spectrum is used as an approximation for the late reverberation spectral variance. The technique is entirely blind, meaning that prior knowledge of neither the anechoic signal nor the RIR is required.
Performance of the proposed technique in mitigating the adverse reverberation impact on SID is evaluated through speaker verification experiments under simulated and actual reverberant mismatched scenarios. Evaluations are conducted in the context of the conventional GMM-UBM [19] as well as the state-of-the-art i-vector [20] based systems. The GMM-UBM experiments are performed using seven distinct actual reverberant mismatched scenarios from the MultiRoom8 corpus made available by AFRL. The i-vector experiments are carried out with microphone data (interview and phone call) from the NIST SRE 2010 extended evaluation set which are digitally convolved with three different measured RIRs, with ranging from 0.48 s to 1.15 s, extracted from Aachen impulse response (AIR) database [21] , [22] . We employ the proposed spectral weighting solution as a pre-processing step in the standard MFCC feature extraction framework, and evaluate its effectiveness in suppressing the late reverberation effect on SID. For the sake of comparison, we also perform the same experiments with RASTA [13] , two other blind reverberation compensation strategies, namely LTLSS, [10] , and Gammatone subband based NMF [12] , and the recently introduced mean Hilbert envelope coefficients (MHEC) feature [16] . denotes the source-to-microphone distance. 
II. ROOM REVERBERATION

A. Background
In a reverberant enclosure, sound waves arrive at the receiver (e.g., ears or microphone) via a direct path, and via multiple paths and directions after reflecting off walls and objects defining the acoustic enclosure. This is illustrated in Fig. 1 where the sound source is captured at the microphone as a delayed sum of the direct sound and its reflections from the wall. The reflections arriving within 50-80 ms after the direct sound are called early reflections, which tend to build up to a level louder than the direct sound and cause an internal smearing effect known as the "self-masking effect". Echoes reaching the receiver after early reflections are called late reflections, which tend to smear the direct sound over time and mask succeeding sounds. This phenomenon is commonly referred to as the "overlap-masking effect", and has been shown to be the primary cause of degraded speech identification performance for both human and machine listeners [23] [24] [25] [26] . The overlap-masking effect can also mask/obscure spectral details and acoustic cues essential for automatic SID, resulting in a major drop in performance [1] , [5] , [16] .
Room reverberation can be completely characterized through the RIR with which it is possible to compute the reverberation time,
, and the direct-to-reverberant ratio (DRR), both of which are important parameters for understanding the reverberation effects on speech. An example RIR is shown in Fig. 2 for a office room with s. The sharp spike at the beginning represents the direct sound power, while the decaying portion of the determines how long the attenuated reflections persist over time after the sound source is switched off.
As noted earlier, reverberation has various destructive effects on spectro-temporal characteristics of speech signals. These effects are demonstrated in Fig. 3 in which sample spectrograms are shown for the TIMIT sentence "she had your dark suit in greasy wash water all year", in anechoic (left) and reverberant conditions (right). Both self and overlap-masking effects of reverberation are evident in this figure. The self-masking effect blurs spectral details of individual phonemes and results in flattened formant transitions, while the overlap-masking effect smears the high energy phonemes (e.g., vowels) over time and fills envelope gaps which in turn increases the prominence of low-frequency energy in the speech spectrum. Taken together, these effects pose a deleterious impact on performance of automatic SID systems, especially under mismatched conditions.
B. Mathematical Model of Reverberation
In order to develop objective solutions for compensating the reverberation effects on performance of SID, it is imperative to mathematically model reverberation. As discussed earlier, in a reverberant environment, the speech signal received at the microphone is a delayed sum of a direct sound and its reflections from walls and objects in the acoustic enclosure; hence reverberation can be modeled as the convolution of the RIR with the speech signal, (1) where and are the reverberant and anechoic signals, respectively, and is the RIR. The RIR, , can be partitioned into two components as, (2) where is the length of , and is a time window threshold chosen such that consists of the direct path signal and a few early reflections, while consists of all the late reflections. The time threshold is commonly set to a value within 50-80 ms range 2 . Late reflections that smear the speech spectra and reduce signal quality, are characterized by . These have a long-term effect on speech signals and therefore cannot be effectively compensated for using conventional cepstral mean subtraction (CMS) within the short-term speech analysis framework [2] . On the other hand, early reflections that cause coloration distortion are characterized by the DRR which is dependent on the distance between the sound source and microphone.
Taking (2) into account, (1) can be rewritten as,
where and are referred to as the early and late reverberant speech components, respectively. Our objective is to blindly suppress the late reverberant speech using spectral weighting to improve SID performance in reverberation. This is discussed in the next section.
III. BLIND SPECTRAL WEIGHTING (BSW) ALGORITHM
As discussed earlier, from a signal processing perspective, reverberation can be considered a convolutive/channel distortion. Nevertheless, in the seminal work of [24] it has been shown that the overlap-masking effect can be modeled as an uncorrelated additive interference. Hence, it can be compensated via spectral subtraction, given that an estimate of the late reverberation spectral variance is available. This has inspired several single and multichannel approaches that have considered spectral subtraction for blind late reverberation suppression [9] , [28] [29] [30] . Because a rough estimate of the reverberation time is required to compute the late reverberation spectral variance, performance of these approaches are highly dependent on the accuracy of the estimation. In this study, following the uncorrelated and additive assumption for late reverberation, we introduce a spectral weighting technique to mitigate the reverberation overlap-masking effect on automatic SID performance. The weights are computed using a parametric gain function which is based on the a priori 2 This choice of time boundary between early and late reflections is motivated by the temporal integration property observed with human auditory system in reverberant sound fields [27] . Due to this property, early reflections arriving within the first 50 ms time period after the direct sound are not perceived as separate sounds. Note, however, that this time threshold is dependent on characteristics of the source signal as well. For instance, the time threshold, , for slowly varying music is set to 80 ms (as opposed to 50 ms for speech). signal-to-interference ratio (SIR) estimate. A smoothed and shifted version of the reverberant power spectrum is used as an approximation for the late reverberation spectral variance. The technique is entirely blind, meaning that prior knowledge of neither the anechoic signal nor the RIR is required.
A. Problem Formulation
A block diagram of the proposed spectral weighting solution for late-reverberation suppression is depicted in Fig. 4 . The late reverberant speech is suppressed in the short-time Fourier transform (STFT) domain by applying spectral weights as, (4) with and being the time frame and frequency-bin indices, respectively. The spectral weights are computed using a parametric gain function defined as, (5) where denotes the a priori SIR, and and are some constant parameters. The a priori SIR is defined as, (6) where and denote spectral variances of the early and late speech components, respectively, both of which are to be estimated.
It is common practice to recursively estimate via the decision-directed method [31] as, (7) where is a smoothing constant that controls the trade-off between interference reduction and transient distortion introduced into the signal. The first term , represents the estimate of from the previous time frame, while the second term , is the maximum likelihood (ML) estimator for and solely dependent on the current frame. The parameter is called the a posteriori SIR and is defined as, (8) The two SIRs are related via . The recursive relationship in (7) provides smoothness in the estimate of which consequently helps suppress the musical noise distortion. In practice, to further reduce distortions introduced by the spectral weighting, the gain function is lower bounded by a constant gain floor as,
The motivation behind employing a gain function in the form of (5), is twofold. First, the parametric Wiener filtering [32] has been successfully applied to a similar problem in the context of noisy speech enhancement 3 . In addition, it can be easily shown that common speech enhancement algorithms such as spectral subtraction and maximum-likelihood methods, are special cases of the parametric Wiener filtering [35] . Second, the two parameters and provide more degrees of freedom and control over the late reverberation suppression and speech distortion reduction. It has been shown in [36] that the excessive speech distortion introduced by speech enhancement algorithms, which typically occurs due to inappropriate selection of noise suppression parameters, can result in severe performance degradation for automatic SID systems.
It is worthwhile remarking here that although the parametric Wiener filtering is adopted in this study to suppress the late reverberation, the non-stationary "reverberation noise" cannot be compensated for using traditional speech enhancement techniques that estimate the noise power spectrum from the initial silence and update it during gaps and silence regions within words and sentences. Late reverberation suppression requires a different treatment that involves estimation of the spectral variance of late reverberation, which is addressed in the next section.
B. Late Reverberation Power Estimation
In order to estimate the two SIRs, i.e., and , an estimate of the late reverberation spectral variance must be available. In [24] , a simple statistical model for the RIR was considered and an estimator for was derived. The estimator is dependent on , which can be estimated directly from reverberant data, albeit at the cost of a more complex algorithm. This approach was further investigated in [28] and [29] to accommodate for estimation and reduction of additive noise. In addition, an ML approach for estimation was proposed in [29] .
Here, an alternative approach for estimation of late reverberation spectral variance is taken which obviates the need for direct estimation. Considering the smearing effects of the late reverberation on speech, the power spectrum of the late speech component can be assumed to be a smoothed and shifted version of the reverberant speech power spectrum. It has also been proved mathematically in [24] that such assumption is valid. The spectral variance of the late speech component is thus expressed as [37] , (10) where the symbol denotes convolution in the time domain, is a smoothing function, and is the time threshold between early and late components of the RIR. As noted earlier, is commonly set to a value within 50-80 ms, and is independent of reverberation characteristics. The parameter is a scaling factor that specifies the relative strength of the late speech component.
Since RIRs have a decaying exponential shape (see Fig. 2 ), a right skewed smoothing function with a long tail would be a reasonable choice for . Therefore, as in [37] , Rayleigh distribution function is adopted, (11) where determines the overall spread of the smoothing function, and is set in accordance with the time threshold between early and late components of the RIR.
IV. EXPERIMENTS
Performance of the proposed blind spectral weighting technique for suppression of late reverberation is evaluated in the context of speaker verification tasks with GMM-UBM [19] and i-vector based [20] SID systems. We report equal error rates (EER) as performance measures. The proposed technique is integrated into the MFCC feature extraction framework as a preprocessing stage, and performance is compared to that of the baseline system with no pre-processing. Performance comparison is also made with RASTA [13] along with two other blind reverberation suppression techniques, namely LTLSS [10] , and Gammatone subband based NMF [12] , as well as the MHEC front-end [16] .
For GMM-UBM experiments, speech material from the MultiRoom8 corpus are utilized. The MultiRoom8 database, which is made available by AFRL, was designed to capture multi-session audio impacted by environmental contamination, i.e., background noise and room reverberation. It contains 1) a development set with a total of 100 speech recordings which are used to train background models, 2) 7 different enrollment-test conditions representing a range of distinct reverberant and noisy mismatched scenarios, and 3) an enrollment-test condition involving different communication channels which is not considered in this study. All recordings are sampled at 8 kHz. Four different rooms were used for data collection including: small, medium, large, and a conference room. The rooms are labeled as Sm, Med, Lg, and Enroll, respectively. Except for the conference room where recordings were collected using only close-talking microphones (CTM), for each environment, 6 uniand omni-directional microphones located at a range of distinct distances from the speaker were used for speech capture. Each session was recorded at least 1 week from the previous session for each speaker. In an interview-like scenario, a total of 52 speakers were recorded, although not every speaker is present for every room/microphone configuration. The average length of the recordings is approximately 3 minutes. Here, a 1024-mixture UBM is built on the development set, and individual speaker models are adapted from the UBM using maximum a posteriori (MAP) estimation [19] with a relevance factor of 19.0. Table I summarizes room/microphone configurations used to design the seven different enrollment-test conditions available in the MultiRoom8 corpus. The reverberation times, , are computed using the well-known method proposed by Schroeder [38] . As evident from the table, among different room/microphone configurations, speech recordings captured via microphone number 4 in the large room should be impacted the most by the overlap-masking effect of reverberation. Therefore, it is expected that speaker verification on trials involving Lg4 should be more challenging compared with other conditions. For i-vector based speaker verification experiments, microphone speech data (interview and phone call) from the NIST SRE 2010 extended evaluation set are used (only male speakers are considered in this study), which corresponds to core evaluation conditions 1, 2, and 4 (CC-1, CC-2, and CC-4). These three evaluation conditions share the same 1,108 interview models, however, the test conditions are different. CC-1 comprises 1,108 interview test segments recorded using the same microphone types as the models with 346,857 impostor trials and 1,978 target trials. CC-2 consists of 3,328 interview test segments captured via different microphone types compared to the models with 1,215,586 impostor trials and 6,932 target trials. CC-4 comprises 440 conversational telephone test segments recorded over room microphone channels, with 364,308 impostor trials and 1,886 target trials. To simulate different reverberant conditions, measured RIR samples extracted from the AIR database are digitally convolved with the test material. Three RIRs with distinct source-to-microphone distances (
) and with ranging from 0.48 s to 1.15 s are used. The RIRs were measured in office and lecture rooms as well as an stairway. Further information concerning the RIRs is summarized in Table II . To learn the i-vector extractor [20] , a gender dependent 1024-mixture UBM with diagonal covariance matrices is first trained using a total of 9,676 5-minute conversational telephone recordings (English only) from 951 (Part 1 and 2 ) corpora. These data corpora are available through Linguistic Data Consortium (LDC) [39] or by participating in the SRE evaluations (e.g., see [40] ). The zeroth and first order Baum-Welch statistics are then computed for each recording and used to learn a 400-dimensional total variability subspace. After extracting 400-dimensional i-vectors, we use linear discriminant analysis (LDA) to reduce the dimensionality to 200. The dimensionality reduced i-vectors are then mean and length normalized. For scoring, a Gaussian probabilistic LDA (PLDA) model with full covariance residual noise term [41] , [42] is learned using the i-vectors extracted from the UBM set as well as from microphone data found in NIST SRE 2005 and 2006 data releases. The Eigenvoice matrix in the PLDA model is full-rank with 200 columns. Note that all the models (i.e., the UBM, i-vector extractor, and PLDA) are trained only with the original non-reverberated data.
To perform the spectral weighting, the reverberant signals are transformed into the STFT domain using Hamming windowed frames of 25 ms duration with a 10 ms skip rate. The a priori SIR is estimated using the decision-directed approach (7) with a smoothing factor . The time threshold between early and late components of the RIRs is set to 50 ms which, considering the 10 ms skip rate, corresponds to 5 frames. The parameters of the parametric gain function (5) are set according to our preliminary experiments in [43] , where closed-set SID accuracy on a randomly selected subset of TIMIT corpus was used as the criterion for parameter tuning. It was found that setting and , on average yields the best performance across the various reverberant mismatched conditions which were simulated with RIRs from the AIR database. The gain floor parameter is fixed to 0.01 which is equivalent to a maximum attenuation of dB. In contrast to the findings reported in [37] , tuning the scaling factor , that specifies the relative strength of the late speech component, seems to be very important for SID tasks. Here, is set to 0.1, since greater values for this parameter will result in speech distortion that is intolerable for the SID system, which in turn can lead to a great drop in performance [36] . MFCC features are then extracted from the processed speech spectra. Out of 24 filterbank log-energies, the first 13 cepstral coefficients are retained after applying the DCT (including ), and the first and second temporal cepstral derivatives are appended to form a 39-dimensional feature vector for each frame. The MFCCs are also extracted from the unprocessed data to serve as the baseline. In order to perform non-speech frame dropping, we use time labels generated with an unsupervised speech activity detector called Combo-SAD [44] . After dropping the non-speech frames, cepstral mean and variance normalization (CMVN) is applied to remove the short-term linear channel effects. Table III presents speaker verification results obtained from the GMM-UBM experiments on different reverberant mismatched conditions available in the MultiRoom8 corpus. The results are reported in terms of EER, with and without the proposed blind spectral weighting algorithm as the pre-processing stage for the MFCC feature extraction. In addition, speaker verification performances are shown with RASTA along with two other blind reverberation suppression techniques. Also shown in Table III (last column) are results obtained with the MHEC front-end. Several observations can be made from the results given in this table. First, speaker verification performance degrades significantly when the mismatch between training (or enrollment) and test conditions is large. For instance, as noted earlier, the range of the reverberation time and the DRR in Lg4 is totally different from the other room/microphone conditions in MultiRoom8 corpus. Therefore, speaker verification performance on trials involving the recordings collected with Lg4 is inferior by far compared to the other setups. Furthermore, as discussed earlier, as the reverberation time increases the overlap-masking effect becomes the dominant cause of speech distortion. The overlap-masking effect has been shown to be the major source of performance degradation of speech system under reverberant conditions [16] , [24] . This constitutes another reason for the high error rates seen on Lg4-Med5 condition. The same argument holds for Enroll-Sm4 and Enroll-Sm6 conditions where speakers are enrolled using anechoic speech data collected with CTM in the Enroll room, while tests are performed using reverberant speech recordings.
V. RESULTS
The second observation from Table III is that RASTA technique is not as effective in suppressing the reverberation effects on speaker verification performance. It is well-established that RASTA is useful in reducing the short-term linear channel effects (i.e., telephone and microphone channels) in the log-spectral (or cepstral) domain. Nevertheless, it is clear from the results in the table that RASTA cannot effectively deal with the long-term reverberation effects for speaker verification tasks.
Third, it is clear that incorporating BSW within the MFCC feature extraction framework consistently results in significant improvements in speaker verification performance. An average absolute improvement of 3.56% is achieved over the baseline system with MFCC features extracted from unprocessed spectra.
Finally, to compare the performance of the proposed BSW technique with other blind reverberation compensation strategies, we perform the same speaker verification experiments using MFCC features extracted from speech data pre-processed with the LTLSS [10] , and Gammatone subband NMF [12] . Additionally, experiments are conducted with acoustic features extracted using the MHEC front-end. It is evident from the results in Table III that the proposed technique consistently outperforms the other strategies in suppressing the reverberation effects on SID. The MHEC front-end provides significant improvements over the baseline MFCCs, however, it cannot achieve the same performance level obtained with the BSW method. Note that the system performance with LTLSS and NMF under reverberant conditions is even worse than the performance with plain MFCCs. This is due to the fact that these methods introduce a great amount of processing artifacts which are intolerable for the SID system (this was confirmed through informal listening experiments). In addition to the superior performance, there is no need for signal reconstruction with the proposed technique, as required with both the LTLSS and NMF strategies.
Results for i-vector based speaker verification experiments conducted with artificially reverberated microphone data (interview and phone call) selected from the extended evaluation sets in NIST SRE 2010 are displayed in Figs. 5 and 6. Verification results for the three different room setups (i.e., office, lecture, and stairway) are shown in Fig. 5 in terms of EER. In general, the same trend in results is observed with the i-vector experiments compared to the GMM-UBM experiments. As the reverberation time increases and the overlap-masking effect becomes more dominant, the verification performance of the baseline system degrades more rapidly. For instance, the EER for the baseline system increases from 4% to 7%, which is an absolute performance degradation of 3%. The results shown here indicate that, in line with the findings in psychoacoustic studies (e.g., see [[23] , [26] ) and when compared to the self-masking effect, the overlap-masking effect has a greater impact on performance of SID systems. Suppressing this effect can thus alleviate its adverse impact on the performance. Here, BSW technique consistently provides significant gains in performance, especially for rooms with larger reverberation times (i.e., lecture and stairway). The MHEC front-end also provides gains in performance over the baseline system, although the gains are not as significant as those obtained with the proposed method. However, unlike the behavior observed with the GMM-UBM experiments, both RASTA and LTLSS methods only result in degraded performance, while the Gammatone subband based NMF yields moderate performance improvements. The variation in the behavior of these front-ends can be due to the change in the speaker verification paradigm, that is i-vector versus GMM-UBM framework. It was recently shown that [45] improvements/degradations due to front-end processing in the GMM-UBM paradigm may not necessarily translate into improvements/degradations in the i-vector paradigm and vice versa. This variation in behavior can also be attributed to the artificial nature of the task compared to the realistic scenarios in the MultiRoom8 corpus. More specifically, in the artificial scenario (i.e., SRE-2010 task) clean speech signal is digitally convolved with the RIR, while in the realistic scenario (i.e., MultiRoom8) speech signal is recorded using far-filed microphones and thus contains a perceivable level of background noise (e.g., AC noise). Therefore, the NMF based technique, which essentially represents a filtering operation formulated using a least-squares error criterion and is based on the convolutive assumption for the interference, performs as expected only on the artificial task. Nevertheless, the proposed BSW technique is the only reverberation suppression method that performs consistently well across the two paradigms. Fig. 6 presents the results from the same i-vector based experiments for the extended core conditions 1, 2, and 4 in NIST SRE 2010. The results are averaged across the three reverberant conditions (i.e., office, lecture, and stairway) for each test condition. The highest EERs are seen for CC-2, followed by CC-4 and CC-1. This is expected because, in addition to reverberation mismatch, there is also a microphone mismatch in CC-2. The general performance trends remain the same for all the front-ends across the three core evaluation conditions considered, and the BSW technique consistently yields the highest boosts in the performance.
VI. CONCLUSION
Reverberation overlap-masking effect causes severe performance degradations for both human and machine listeners. In this study we proposed a blind spectral weighting (BSW) technique for alleviating the impact of late reverberation on performance of SID systems. The technique is blind in the sense that prior knowledge of neither the anechoic signal nor the room impulse response is required. In addition, the late reverberation spectral variance was estimated without the direct need for estimation. It was confirmed that incorporating the proposed BSW technique as a pre-processing stage in the MFCC feature extraction framework results in significant improvements in automatic SID performance under simulated (NIST SRE 2010) and actual (MultiRoom8) reverberant mismatched conditions. The performance improvements were shown to be consistent across various evaluation conditions in both GMM-UBM and i-vector speaker verification paradigms. Performance comparisons were made with RASTA along with two other blind reverberation suppression techniques, namely LTLSS and Gammatone subband based NMF. It was shown that the BSW technique consistently outperformed the other methods in improving speaker verification performance under reverberation mismatch. We believe that this technique can potentially benefit other automatic speech applications, such as automatic speech recognition (ASR), under the same mismatched conditions.
