We analyze single-layer neural networks with the Xavier initialization in the asymptotic regime of large numbers of hidden units and large numbers of stochastic gradient descent training steps. We prove the neural network converges in distribution to a random ODE with a Gaussian distribution using mean field analysis. The limit is completely different than in the typical mean-field results for neural networks due to the 1 √ N normalization factor in the Xavier initialization (versus the 1 N factor in the typical mean-field framework). Although the pre-limit problem of optimizing a neural network is non-convex (and therefore the neural network may converge to a local minimum), the limit equation minimizes a (quadratic) convex objective function and therefore converges to a global minimum. Furthermore, under reasonable assumptions, the matrix in the limiting quadratic objective function is positive definite and thus the neural network (in the limit) will converge to a global minimum with zero loss on the training set.
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Introduction
Consider a single-layer neural network with the Xavier initialization:
where C i ∈ R, W i ∈ R d , x ∈ R d , and σ(·) : R → R. The number of hidden units is N and the output is scaled by a factor 1 √ N (the widely-used Xavier initialization, see [2] ). The objective function is
where the data (X, Y ) ∼ π(dx, dy), Y ∈ R, and the parameters θ = (C 1 , . . . , C N , W 1 , . . . , W N ) ∈ R N ×(1+d) . For notational convenience, we may refer to g N (x; θ) as g N (x) in our analysis below. The model parameters θ are trained using stochastic gradient descent. The parameter updates are given by:
for k = 0, 1, . . . , T N where T > 0. α N is the learning rate (which may depend upon N ). The data samples are (x k , y k ) are i.i.d. samples from a distribution π(dx, dy).
We impose the following assumption.
Assumption 1.1. We have that
• The activation function σ ∈ C 2 b (R), i.e. σ is twice continuously differentiable and bounded.
• The randomly initialized parameters (C i 0 , W i 0 ) are i.i.d., mean-zero random variables with a distribution µ 0 (dc, dw).
• The random variable C i 0 has compact support and w , µ 0 < ∞.
• The sequence of data samples (x k , y k ) is i.i.d. from the probability distribution π(dx, dy).
• There is a fixed dataset of M data samples (
and therefore π(dx, dy) =
δ (x (i) ,y (i) ) (dx, dy).
Note that the last assumption also implies that π(dx, dy) has compact support. We will study the limiting behavior of the network output g N k (x) for x ∈ D = {x (1) , . . . , x (M) } as the number of hidden units N and stochastic gradient descent steps T N simultaneously become large. The network output converges in distribution to the solution of a random ODE as N → ∞.
Main Results
Define the empirical measure
Note that the neural network output can be written as the inner-product
Due to Assumption 1.1, as N → ∞ and for x ∈ D,
where G ∈ R M is a Gaussian random variable. We also of course have that
Define the scaled processes
We will study convergence in distribution of the random process (µ
is the Skorokhod space and M(S) is the space of probability measures on S.
The main contribution of our work is a rigorous proof that a neural network with the Xavier initialization and trained with stochastic gradient descent converges in distribution to a random ODE as the number of units and training steps become large. In addition, our convergence analysis will also address several interesting questions:
• Our results provide a rigorous convergence guarantee for the Xavier initialization (i.e., the 1 √ N normalization factor), which is almost universally used in deep learning models. A priori it is unclear if the neural network g N k (x) will converge as N → ∞ since, for k > 0, the C i σ(W i x) is correlated with C j σ(W j x) and therefore a limit may not exist. If a limit did not exist, this would imply that the neural network model could have poor numerical behavior for large N . We prove that a limit does exist.
• Although the pre-limit problem of optimizing a neural network is non-convex (and therefore the neural network may converge to a local minimum), the limit equation minimizes a quadratic objective function.
• We show that the matrix in the limiting quadratic objective function is positive definite, and therefore the neural network (in the limit) will converge to a global minimum with zero loss on the training set.
Convergence to a global minimum for a neural network has been recently proven in [3] , [4] , and [5] . Our work contributes to this growing literature by showing that convergence to a global minimum is a simple consequence of the mean-field limit for neural networks. A detailed discussion of these papers and other related literature is provided in Section 1.2.
Our main results are presented below.
Proof. See Sections 3, 4, and 5.
Recall that G ∈ R M is a Gaussian random variable; see equation (1.2) . In addition, note thatμ t in the limit equation (1.3) is a constant, i.e. µ t = µ 0 for t ∈ [0, T ]. Therefore, (1.3) reduces to
, the solution h t is unique.
To better understand (1.4), define the matrix A ∈ R M×M where
A is finite-dimensional since we fixed a training set of size M in the beginning. Then, (1.4) becomes
). Therefore, h t is the solution to a continuous-time gradient descent algorithm which minimizes a quadratic objective function.
Therefore, even though the pre-limit optimization problem is non-convex, the neural network's limit will minimize a quadratic objective function.
An interesting question is whether h t →Ŷ as t → ∞. That is, in the limit of large numbers of hidden units and many training steps, does the neural network model converge to a global minimum with zero training error. Theorem 1.3 shows that h t →Ŷ as t → ∞ if A is positive definite. Corollary 1.4 proves that, under reasonable hyperparameter choices and if the data samples are distinct, A will be positive definite.
Proof. Consider the transformationh t = h t −Ŷ . Then,
Then,h t → 0 (and consequently h t →Ŷ ) as t → ∞ if A is positive definite. Proof. See Section 6.
Examples of activation units σ(·) satisfying the conditions in Corollary 1.4 include sigmoid functions and hyperbolic tangent functions. The data samples in the dataset will be distinct with probability 1 if the random variable X has a probability density function. Using a normal distribution for the initialization of the parameters in the neural network is a common choice in practice. [11] , [12] , [13] , and [15] study the asymptotics of single-layer neural networks with a
Literature Review
[14] studies the asymptotics of deep (i.e., multi-layer) neural networks with a 1 N normalization in each hidden layer. In the single layer case, the limit for the neural network satisfies a partial differential equation. As discussed in [11] , it is not necessarily true that the limiting equation (a PDE in this case) will converge to the global minimum of an objective function with zero training error. The 1 N normalization studied in [11] , [12] , [13] , and [15] is convenient since the single-layer neural network is then in a traditional mean-field framework where it can be described via an empirical measure of the parameters. However, the 1 √ N normalization that we study in this paper is more widely-used in practice (it is referred to as the Xavier initialization and was first introduced in [2] ). The
normalization requires different analysis than the standard mean-field analysis 1 N , and it produces a completely different limit. Importantly, under reasonable conditions, the limit equation converges to a global minimum with zero training error. In addition, for the limit to hold, we show that the Convergence to a global minimum for a neural network has been recently proven in [3] , [4] , and [5] . Although it has been long understood that neural networks have universal approximation properties (see [8] , [9] , and [10] ), it has until recently been commonly believed that training algorithms for neural networks (e.g., gradient descent) may converge to a local minimum (and not a global minimum) since neural networks are non-convex. [3] , [4] , and [5] showed that neural networks (under suitable conditions) will converge to a global minimum during training. This result is quite remarkable considering the optimization problem is non-convex, and it provides an important mathematical guarantee for the field of deep learning.
[3], [4] , and [5] do not study the mean-field limit of a neural network with the Xavier initialization, which is the focus of our paper. Once the mean field limit is established, we show that convergence to a global minimum is a simple consequence of the limit equation. There are also some differences between our assumptions and the assumptions required for the theorems of [3] , [4] , and [5] . [3] and [4] study gradient descent while our paper studies stochastic gradient descent, which introduces additional technical challenges due to the stochastic dynamics. [5] studies stochastic gradient descent for a framework where the neural network's output layer parameters are not trained. In their paper, the C i parameters are randomly generated and then frozen (i.e., they do not change during training). In practice, all of the parameters in the neural network, including the output layer parameters, are trained with stochastic gradient descent and therefore it is worthwhile to consider the more general case. [5] also imposes an assumption that the loss function vanishes at infinity. [3] , [4] , and [5] all require that every data sample has the same magnitude, i.e. x (i) = 1 for every i = 1, . . . , M . We do not require this assumption.
[6] proved a limit for neural networks with a Xavier initialization when they are trained with continuoustime gradient descent. Our paper proves a limit for neural networks trained with the (standard) discrete-time stochastic gradient descent algorithm which is used in practice. Our method of proof is also different than the approach of [6] . Whereas [6] begins their analysis in continuous time (due to their framework being continuous-time gradient descent), our paper rigorously passes from discrete time (where the stochastic gradient descent updates evolve) to continuous time through weak convergence analysis of appropriate stochastic processes and measure-valued processes. In [6] , the authors directly study the evolution of the derivatives of the output with respect to the parameters, while we address the limiting behavior of the underlying associated stochastic processes and measure-valued processes.
Organization of Paper
Section 2 derives equations describing the evolution of the pre-limit process (µ N , h N ). Relative compactness of the family of processes (µ N , h N ) is proven in Section 3. Section 4 proves that any limit point of the process must satisfy the equation (1.3). These results are collected together in Section 5 to prove that (µ N , h N ) converges in distribution to the solution of equation (1.3). Corollary 1.4 is proven in Section 6.
Evolution of the Pre-limit Process
We begin by analyzing evolution of the network output g N k (x). Using a Taylor expansion, 
We can re-write the evolution of g N k (x) in terms of the empirical measure ν
Using (2.3), we can write the evolution of h
Next, we decompose the summations into a drift and martingale component.
For convenience, we define the martingale terms (the third and fourth terms in the equation above) as M 
In addition, using conditional independence of the terms in the series for M 
We can also analyze the evolution of the empirical measure ν N k in terms of test functions f ∈ C 2 b (R 1+d ). Using a Taylor expansion, we find that 
Therefore,
Relative Compactness
In this section we prove that the family of processes {µ N , h N } N is relatively compact. Section 3.1 proves compact containment. Section 3.2 proves regularity. Section 3.3 combines these results to prove relative compactness.
Compact Containment
We first establish a priori bounds for the parameters (C i k , W i k ). Lemma 3.1. For all i ∈ N and all k such that k/N ≤ T ,
Proof. The unimportant finite constant C < ∞ may change from line to line. We first observe that
where the last inequality follows from the definition of g N k (x) and the uniform boundedness assumption on σ(·).
Then, we subsequently obtain that
0 take values in a compact set, we have that
By the discrete Gronwall lemma and using k/N ≤ T ,
Note that the constants may depend on T .
We can now combine the bounds (3.1) and (3.1) to yield, for any 0 ≤ k ≤ T N ,
where the last inequality follows from the random variables C i 0 taking values in a compact set. Now, we turn to the bound for W i k . We start with the bound (using Young's inequality)
for a constant C < ∞ that may change from line to line. Taking an expectation, using Assumption 1.1, the bound (3.2), and using the fact that k/N ≤ T , we obtain
for all i ∈ N and all k such that k/N ≤ T , concluding the proof of the lemma.
Using the bounds from Lemma 3.1, we can now establish a bound for g N k (x) for x ∈ D. Lemma 3.2. For all i ∈ N, all k such that k/N ≤ T , and any x ∈ D,
Proof. Recall equation (2.2), which describes the evolution of g
This leads to the bound
We now square both sides of the above inequality.
where the last line uses Young's inequality. Therefore,
Then, using a telescoping series,
Taking expectations,
Taking advantage of the fact that x j is sampled from a fixed dataset D of M data samples,
and therefore
Recall that
where (C 
Combining this bound with the bound (3.4) and using the discrete Gronwall lemma yields, for any
Substituting this bound into equation (3.3) produces the desired bound
We now prove compact containment for process {(µ
. Then, we have that K L is a compact subset of R 1+d , and for each t ≥ 0 and N ∈ N,
where we have used Markov's inequality and the bounds from Lemma 3.1. We define the compact subsets
and we observe that
Given that lim L→∞ ∞ j=1 C (L+j) 3/2 = 0, we have that, for each η > 0, there exists a compact setK L such that sup N ∈N,0≤t≤T
Due to Lemma 3.2 and Markov's inequality, we also know that, for each η > 0, there exists a compact set
Therefore, for each η > 0, there exists a compact setK
Regularity
We now establish regularity of the process µ
Proof. We start by noticing that a Taylor expansion gives for 0 6) where Assumption 1.1 was used as well as the bounds from Lemmas 3.1 and 3.2. Let's now establish a bound on
for s < t ≤ T with 0 < t − s ≤ δ < 1. We obtain
where we have again used the bounds from Lemmas 3.1 and 3.2. Now, we return to equation (3.5) . Due to Lemma 3.1, the quantities (c i ⌊N t⌋ ,w i ⌊N t⌋ ) are bounded in expectation for 0 < s < t ≤ T . Therefore, for 0 < s < t ≤ T with 0 < t − s ≤ δ < 1
where C < ∞ is some unimportant constant. Then, the statement of the Lemma follows.
We next establish regularity of the process h
. For the purposes of the following lemma, let the function q(z 1 , z 2 ) = min{ z 1 − z 2 , 1} where z 1 , z 2 ∈ R M and z = |z 1 | + · · · + |z M |.
Lemma 3.5. For any δ ∈ (0, 1), there is a constant C < ∞ such that for 0
Proof. Recall that
This yields the bound
where we have used the boundedness of σ ′ (·) (from Assumption 1.1) and the bounds from Lemma 3.1. Taking expectations,
Using the bounds (3.6) and (3.7),
The bound (3.7) holds for each x ∈ D. Therefore,
The statement of the Lemma then follows.
Combining our results to prove relative compactness
Lemma 3.6. The family of processes {µ
Proof. Combining Lemmas 3.3 and 3.4, and Theorem 8.6 of Chapter 3 of [7] proves that {µ 
Identification of the Limit
Let π N be the probability measure of a convergent subsequence of µ N , h N 0≤t≤T
. Each π N takes values in the set of probability measures M D E ([0, T ]) . Relative compactness, proven in Section 3, implies that there is a subsequence π N k which weakly converges. We must prove that any limit point π of a convergent subsequence π N k will satisfy the evolution equation (1.3). (y − h s (x ′ )) σ(wx)σ(wx ′ ), µ s π(dx ′ , dy)ds
Then, using equations (2.4) and (2.6), we obtain
. ≤ C E |M 1,N (t)| 
Proof of Convergence
We now combine the previous results of Sections 3 and 4 to prove Theorem 1.2. Let π N be the probability measure corresponding to (µ N , h N ). Each π N takes values in the set of probability measures M D E ([0, T ]) . Relative compactness, proven in Section 3, implies that every subsequence π N k has a further sub-sequence π N km which weakly converges. Section 4 proves that any limit point π of π N km will satisfy the evolution equation (1.3). Equation (1.3) is a finite-dimensional, linear equation and therefore has a unique solution. Therefore, by Prokhorov's Theorem, π N weakly converges to π, where π is the distribution of (µ, h), the unique solution of (1.3). That is, (µ N , h N ) converges in distribution to (µ, h).
