Abstract-Computational Intelligence (CI) holds the key to the development of smart grid to overcome the challenges of planning and optimization through accurate prediction of Renewable Energy Sources (RES). This paper presents an architectural framework for the construction of hybrid intelligent predictor for solar power. This research investigates the applicability of heterogeneous regression algorithms for 6 hour ahead solar power availability forecasting using historical data from Rockhampton, Australia. Data is collected across six years with hourly resolution from 2005 to 2010. We observe that the hybrid prediction method is suitable for a reliable smart grid energy management. Prediction reliability of the proposed hybrid prediction method is carried out in terms of prediction error performance based on statistical and graphical methods. The experimental results show that the proposed hybrid method achieved acceptable prediction accuracy. These potential model could be apply as a local predictor for any proposed hybrid method in the real life application for six hour in advance prediction to ensure constant solar power supply in the smart grid operation.
I. Introduction
Large scale penetration of solar power in the electricity grid provides numerous challenges to the grid operator, mainly due to the intermittency of sun. Since the power produced by a photovoltaic (PV) depends decisively on the unpredictability of the sun, unexpected variations of a PV output may increase operating costs for the electricity system as well as set potential threats to the reliability of electricity supply [1] . One of the main concerns of a grid operator is to predict changes of the solar power production, in order to schedule the reserve capacity and to administer the grid operations [2] [3] [4] [5] [6] . However, the prediction accuracy level of the existing methods for solar power prediction is not up to the mark; therefore, accurate solar power forecasting methods become very significant. Next to transmission system operators (TSOs), the prediction methods are required by various end-users as energy traders and energy service providers (ESPs), independent power producers (IPPs), etc. The accurate prediction methods are essential to provide inputs for different functions such as economic scheduling, energy trading and security assessment.
Experts in CI believe that a single algorithm (designed for classification, regression or other tasks) may not be successful in solving all problems. Since every inductive learning algorithm makes use of some biases, it performs well in some domains where its biases are suitable while it behaves poorly in other domains. One algorithm cannot be superior, in terms of generalization performance to another one among all the domains [7, 8] . To date, comparatively few researches have addressed ensembles for regression [9] [10] [11] . The success of the techniques that combine regression models comes from their ability to diminish the bias error as well as the variance error [12] . Most of ensemble methods described so far use models of one single class, e.g. neural networks [13] or regression trees [10] . Building ensembles of different models to get better performance in regression problems is recommended with the argument that an ensemble of heterogeneous models leads to a decrease of the ensemble variance because the errors of the individual models have small correlation and thus the cross terms in the variance are minute.
In this paper, a novel hybrid method for solar power prediction is proposed that can be used to estimate PV solar power with improved prediction accuracy. Here, the term 'hybridization' is anchored in the top most three selected heterogeneous regression algorithm based local predictors and a global predictor. The proposed method focuses one of the two decisive problems of ensemble learning namely heterogeneous ensemble generation for solar power prediction. There are no or little research works are carried out related to the proposed hybrid prediction method with numerous and different types of regression models for solar power prediction. Fig. 1 outlines the sequential structure of the proposed hybrid method of solar power prediction. For the time being this particular paper deals with the first two steps; presenting ensemble generation strategy and preliminary prediction performance of the local predictors based on the selected top most three regression algorithms. In the next section overview of the proposed hybrid method for solar power prediction is presented. The data used in the experiment is described in Section III. The experiment design for the ensemble generation, estimating and comparing the strengths of preliminary selected regression algorithms with 10 folds cross-validation and training and testing error estimator method are depicted in section IV. In the immediate next section six hours ahead individual predictions performed by the initially selected regression algorithms and the accuracy of the prediction performances are validated with the various error measurement metrics. Independent samples TTests are carried out as the statistical tests to evaluate the individual mean prediction performance of the preliminary selected regression algorithms. Discussion regarding those results is embodied in section VI and VII respectively. This study comes to an end with the concluding remarks and suggestions for further directions in current research.
II. Description of the Hybrid Prediction Method
For ensemble generation, ten very widely used and well-known regression algorithms are taken into consideration. The algorithms are namely Linear Regression (LR), Radial Basis Function (RBF), Support Vector Machine (SVM), Multilayer Perceptron (MLP), Pace Regression (PR), Simple Linear Regression (SLR), Least Median Square (LMS), Additive regression (AR), Locally Weighted Learning (LWL) and IBk. It must be mentioned that we used the free available source code for these algorithms by [14] for our experiments. From those three top most regression algorithms based on experimental results are selected to produce the ensemble as well as to act as the local predictors. Next to ensemble generation, feature selection is carried out. The feature selection aspect is fairly significant for the reason that with the same training data it may happen that individual regression algorithm can perform better with different feature sub sets [15] . The intention of this stage is to reduce the error of individual local predictors. The preliminary prediction using the selected three regression algorithms with feature selection is executed then.
In the next level, automatic parameter optimization of those selected regression algorithms will be performed with the intention to make those local predictors as accurate as possible. At this stage, predictions are again performed having the optimized parameter of those local predictors. In the final layer another regression algorithm or machine learning algorithm is used to combine the individual predictions supplied from the improved local predictors. This combination or integration will be performed with the intention to achieve the optimal final prediction accuracy. Finally that best possible predicted value of solar radiation will be converted to solar power using established and well defined mathematical equations. In a few words, the working mechanism of the proposed hybrid method for solar power prediction can be stated in the following way.
Raw set of data comprises stage one of data. Regression algorithm based local predictors operate in the stage. Stage two data are the preliminary predictions from the local predictors. A further learning procedure takes place by means of put in level two data as input to produce the ultimate prediction. For this stage a regression algorithm is employed for finding out the way to integrate the outcomes from the foundation regression modules. One of the key conditions to successfully develop this hybrid prediction method is to collect recent, reliable, accurate and long term historical weather data of the particular location selected for the experiments. The following section continues with the description and analysis of the raw data used for this research.
III. Data Collection
For the purpose of the present study, we used hourly raw data for a period of six years from 2005 to 4 th August, 2010. The raw data set is courtesy by CSIRO and composed of eleven features or attributes. Those are average air temperature, average wind speed, current wind direction, average relative humidity, total rainfall, vwsp wind speed, vwdir wind direction, maximum peak wind gust, current evaporation, average absolute barometer, average solar radiation (w/m 2 ). In Table 1 , there is a brief description of the used data set.
The number of features used for this project is the uppermost in comparison to other prediction approaches for solar power prediction established in the literature review. The next few sections will illustrate the procedure of base models generation i.e. ensemble generation.
IV. Experiment Design
A unified platform is used with WEKA release 3.7.3 for all of the experiments. The WEKA 3.7.3 Developer Version is a Java based learning tool and data mining Software which is issued under the GNU General Public License [14] . WEKA is an efficient data pre-processing tool which encompasses a comprehensive set of learning algorithms with graphical user interface as well as command prompt.
Regression, classification, and association rule mining, clustering and attribute selection; all these features are integrated in WEKA.
A. Prediction Accuracy Validation Metrics
The most well known measure for the degree of fit for a regression model to a dataset is the Correlation Coefficient (CC). If the actual target values are a 1 , a 2, … a n and the predicted target values are: p 1 , p 2, … p n then the correlation coefficient is given by the formula:
(1) As in [16] , the mean absolute error (MAE) and mean absolute percent error (MAPE) are used to measure the prediction performance; we have also used these evaluation metrics for our experiments. The definitions are expressed as Error of the experimental results was also analyzed according to mean absolute scaled error (MASE) [17] . MASE is scale free, less sensitive to outlier; its interpretation is very easy in comparison to other methods and less variable to small samples. MASE is suitable for uncertain demand series as it never produces infinite or undefined results. It indicates that the prediction with the smallest MASE would be counted the most accurate among all other alternatives [17] . Equation 4 states the formula to calculate MASE.
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B. Estimating and Comparing the Strengths of Initially Selected Regression Algorithms
To estimate model accuracy precisely, the wideranging practice is to perform some sort of crossvalidation method as well as training and testing method for error estimation. For this paper both the 10 folds cross-validation method and training (70%) and testing (30%) method are exercised. In Table II the results of applying 10 folds cross-validation method on initially selected regression algorithms are demonstrated. The above results obtained from applying 10 folds cross-validation method on the data set clearly show that in terms of the mean absolute error (MAE) the most accurate one is the multilayer perceptron (MLP) regression algorithm. Next to the MLP, support vector machine (SVM) is in the second best position and least median square (LMS) regression algorithm is in the third best position.
In Table III the results of applying training and testing error estimator method on initially selected regression algorithms are illustrated.
The above results obtained from applying training (70%) and testing (30%) method on the data set clearly show that in terms of the mean absolute error (MAE) the most accurate one is the multilayer perceptron (MLP) regression algorithm. Next to the MLP, support vector machine (SVM) is in the second best position and least median square (LMS) regression algorithm is in the third best position as well. Both of the 10 folds cross-validation and training and testing method suggests the top most three accurate and potential regression algorithms for this paper are MLP, SVM and LMS in descending order. In the immediate next section six hours ahead individual predictions performed by the initially selected regression algorithms and the accuracy of the prediction performances are validated with both the scale dependent and scale free error measurement metrics.
V. Preliminary Short Term Prediction with Base
Regression Algorithms
In this phase of this research, six hours ahead solar radiation prediction with the potential regression algorithms were performed to compare the errors of the individual prediction to select three decisive regression algorithms for the ensemble generation. It must be mentioned here that the PR, RBF and SLR are excluded in this stage; it happened due to the internal memory related problem of the used datamining tool WEKA. In Table IV the summary of six hours in advance prediction error for different regression algorithms with the various error measurement metrics are presented.
From the individual prediction results the regression algorithms are ranked. According to [18] MAE is strongly suggested for error measurement. Hence, the ranking is done based on the mean absolute error (MAE) of those regression algorithms' predictions. Based on mean absolute error (MAE) and mean absolute scaled error (MASE) the top most three regression algorithms for ensemble generation are Least Median Square (LMS), Multilayer Perceptron (MLP) and Support Vector Machine (SVM). In Fig. 2 the comparison between the actual and predicted values of the LMS regression algorithm is graphically presented. In the figures x axis represents the number of instances and y axis represents the solar radiation measured in W/m 2 . 
VI. Statistical Test
A statistical test provides a mechanism for making quantitative decisions about a process or processes. The intention is to determine whether there is enough evidence to "reject" an inference or hypothesis about the process. The Independent samples T-Tests are carried out in order to justify whether any significant difference exists between the actual and predicted results achieved by the selected three regression algorithms for ensemble generation.
In this paper, T-Test is performed between the mean actual and predicted values of individual regression algorithm. The T-Test is executed with the SPSS package-PASW Statistics 18 [19] and the results are discussed in the following section.
VII. Results and Discussions
The ensemble generation through empirically selected heterogeneous regression algorithms are presented in this paper. Those potential regression algorithms were applied as local predictors of the proposed hybrid method for six hour in advance prediction of solar power. Several performance criteria found in the solar power prediction method literature as: the training time, the modelling time and the prediction error. As the training process was in offline mode, the first two criteria were not considered to be relevant for this paper.
In this context, the prediction performance was evaluated only in term of prediction error, defined as the difference between the actual and the forecasted values and based on statistical and graphical approaches. CC, MAE, MAPE and MASE were applied as error validation metrics.
T-tests were performed as statistical error test criteria. T-Tests were performed between the mean actual and predicted values of individual regression algorithm. (Fig. 2) for the LMS regression algorithm is presented as graphical error performance. In Table IV the six hours in advance prediction errors of different regression algorithms are summarized. In fact, referring to the MAE and MASE criteria, it is observed that LMS, MLP and SVM have the lowest prediction error. Therefore, these three regression algorithms are empirically proved to be potential for the proposed hybrid prediction method and finally selected for the ensemble generation which is the first step to successfully develop the proposed hybrid method for solar power prediction.
VIII. Conclusion
In this paper, based on heterogeneous regression algorithms a novel hybrid method for solar power prediction that can be used to estimate PV solar power with improved prediction accuracy is presented. Here, the hybridization aspect is anchored in the top most selected heterogeneous regression algorithm based local predictors as well as a global predictor. One of the main decisive problems of ensemble learning namely heterogeneous ensemble generation for solar power prediction is mainly focused in this research. There are scopes to further improve the prediction accuracy of the selected individual regression algorithms namely LMS, MLP and SVM. As a consequence, the next step will be the efficient utilization of the feature selection aspect on the used data set to reduce the generalized error of those regression algorithms. Further tuning can be achieved through the parameter restructuring of those regression algorithms to make them as accurate and diverse as possible as well as to formulate the proposed hybrid method more effective. Finally, another regression algorithm or learning algorithm will be find out empirically to nonlinearly combine or integrate the individual predictions supplied from the improved local predictors. Further application of the proposed ensemble will include distributed intelligent management system for the cost optimization of a smart grid. The electric power grid is rapidly expanding and demanding innovative technologies for efficient, reliable and secure operation and control as the demand for electricity increases. The intricacy of a smart power grid is much more than that of the conventional power grid as intermittent sources of energy and new dynamic large scale loads are integrated into it. Sophisticated intelligent techniques are mandatory to handle the smart grid operation in an efficient and economical way. The strengths of CI paradigms have been demonstrated to resolve the ensemble generation confront for the proposed hybrid method for solar power prediction. Such hybrid solar power prediction methods are promising solutions to convey the expectations of a smart grid. 
