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POINTWISE APPROXIMATION THEOREMS FOR COMBINATIONS OF
BERNSTEIN POLYNOMIALS WITH INNER SINGULARITIES
WEN-MING LU AND LIN ZHANG
Abstract. We give direct and inverse theorems for the weighted approximation of functions with
inner singularities by combinations of Bernstein polynomials.
1. Introduction
The set of all continuous functions, defined on the interval I, is denoted by C(I). For any f ∈
C([0, 1]), the corresponding Bernstein operators are defined as follows:
Bn(f, x) :=
n∑
k=0
f(
k
n
)pn,k(x),
where
pn,k(x) :=
(
n
k
)
xk(1 − x)n−k, k = 0, 1, 2, . . . , n, x ∈ [0, 1].
Approximation properties of Bernstein operators have been studied very well (see [2], [4], [5]-[9], [14]-
[16], for example). In order to approximate the functions with singularities, Della Vecchia et al. [4]
and Yu-Zhao [14] introduced some kinds of modified Bernstein operators. Throughout the paper, C
denotes a positive constant independent of n and x, which may be different in different cases. Ditzian
and Totik [5] extended the method of combinations and defined the following combinations of Bernstein
operators:
Bn,r(f, x) :=
r−1∑
i=0
Ci(n)Bni(f, x),
with the conditions:
(a) n = n0 < n1 < · · · < nr−1 6 Cn,
(b)
∑r−1
i=0 |Ci(n)| 6 C,
(c)
∑r−1
i=0 Ci(n) = 1,
(d)
∑r−1
i=0 Ci(n)n
−k
i = 0, for k = 1, . . . , r − 1.
For any positive integer r, we consider the determinant
Ar :=
∣∣∣∣∣∣∣∣∣∣∣
1 1 1 · · · 1
2r + 1 2r + 2 2r + 3 · · · 4r + 1
(2r)(2r + 1) (2r + 1)(2r + 2) (2r + 2)(2r + 3) · · · (4r)(4r + 1)
· · · · · · · · · . . . · · ·
2 · · · (2r + 1) 3 · · · (2r + 2) 4 · · · (2r + 3) · · · (2r + 2) · · · (4r + 1)
∣∣∣∣∣∣∣∣∣∣∣
.
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We obtain Ar =
∏2r
j=2 j!. Thus, there is a unique solution for the system of nonhomogeneous linear
equations:

a1 + a2 + · · · + a2r+1 = 1,
(2r + 1)a1 + (2r + 2)a2 + · · · + (4r + 1)a2r+1 = 0,
(2r + 1)(2r)a1 + (2r + 1)(2r + 2)a2 + · · · + (4r)(4r + 1)a2r+1 = 0,
...
(2r + 1)!a1 + 3 · · · (2r + 2)a2 + · · · + (2r + 2) · · · (4r + 1)a2r+1 = 0.
(1.1)
Let
ψ(x) =


a1x
2r+1 + a2x
2r+2 + · · ·+ a2r+1x4r+1, 0 < x < 1,
0, x 6 0,
1, x = 1.
with the coefficients a1, a2, · · · , a2r+1 satisfying (1.1). From (1.1), we see that ψ(x) ∈ C(2r)(−∞,+∞),
0 6 ψ(x) 6 1 for 0 6 x 6 1. Moreover, it holds that ψ(1) = 1, ψ(i)(0) = 0, i = 0, 1, · · · , 2r and
ψ(i)(1) = 0, i = 1, 2, · · · , 2r.
Let
H(f, x) :=
r+1∑
i=1
f(xi)li(x),
and
li(x) :=
∏r+1
j=1,j 6=i(x− xj)∏r+1
j=1,j 6=i(xi − xj)
, xi =
[nξ − ((r − 1)/2 + i)]
n
, i = 1, 2, · · · r + 1.
Further, let
x
′
1 =
[nξ − 2√n]
n
, x
′
2 =
[nξ −√n]
n
, x
′
3 =
[nξ +
√
n]
n
, x
′
4 =
[nξ + 2
√
n]
n
,
and
ψ¯1(x) = ψ(
x− x′1
x
′
2 − x′1
), ψ¯2(x) = ψ(
x− x′3
x
′
4 − x′3
).
Set
F¯n(f, x) := F¯n(x) = f(x)(1 − ψ¯1(x) + ψ¯2(x)) + ψ¯1(x)(1 − ψ¯2(x))H(x).
We have
F¯n(f, x) =


f(x), x ∈ [0, xr−5/2] ∪ [xr+3/2, 1],
f(x)(1− ψ¯1(x)) + ψ¯1(x)H(x), x ∈ [xr−5/2, xr−3/2],
H(x), x ∈ [xr−3/2, xr+1/2],
H(x)(1 − ψ¯2(x)) + ψ¯2(x)f(x), x ∈ [xr+1/2, xr+3/2].
Obviously, F¯n(f, x) is linear, reproduces polynomials of degree r, and F¯n(f, x) ∈ C(2r)([0, 1]), provided
that f ∈ C(2r)([0, 1]). Now, we can define our new combinations of Bernstein operators as follows:
B¯n,r(f, x) := Bn,r(F¯n, x) =
r−1∑
i=0
Ci(n)Bni(F¯n, x),(1.2)
where Ci(n) satisfy the conditions (a)-(d).
2. The main results
Let φ : [0, 1] −→ R, φ 6= 0 be an admissible step-weight function of the Ditzian-Totik modulus of
smoothness, that is, φ satisfies the following conditions:
(I) For every proper subinterval [a, b] ⊆ [0, 1] there exists a constant C1 ≡ C(a, b) > 0 such that
C−11 6 φ(x) 6 C1 for x ∈ [a, b].
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(II) There are two numbers β(0) > 0 and β(1) > 0 for which
φ(x) ∼
{
xβ(0), as x→ 0+,
(1 − x)β(1), as x→ 1− .
(X ∼ Y means C−1Y 6 X 6 CY for some C).
Combining conditions (I) and (II) on φ, we can deduce that
C−1φ2(x) 6 φ(x) 6 Cφ2(x), x ∈ [0, 1],
where φ2(x) = x
β(0)(1 − x)β(1).
Let w¯(x) = |x− ξ|α, 0 < ξ < 1, α > 0 and Cw¯ := {f ∈ C([0, 1] \ ξ) : lim
x−→ξ
(w¯f)(x) = 0}. The norm in
Cw¯ is defined as ‖f‖Cw¯ := ‖w¯f‖ = sup
06x61
|(w¯f)(x)|. Define
W rφ := {f ∈ Cw¯ : f (r−1) ∈ A.C.((0, 1)), ‖w¯φrf (r)‖ <∞},
W rϕ,λ := {f ∈ Cw¯ : f (r−1) ∈ A.C.((0, 1)), ‖w¯ϕrλf (r)‖ <∞}.
For f ∈ Cw¯, we define the weighted modulus of smoothness by
ωrφ(f, t)w¯ := sup
0<h6t
sup
06x61
|w¯(x)△rhφ(x)f(x)|,
where
∆rhφf(x) =
r∑
k=0
(−1)k
(
r
k
)
f(x+ (
r
2
− k)hφ(x)),
−→
∆rhf(x) =
r∑
k=0
(−1)k
(
r
k
)
f(x+ (r − k)h).
Recently Felten showed the following two theorems in [6]:
Theorem A. Let ϕ(x) =
√
x(1 − x) and let φ : [0, 1] −→ R, φ 6= 0 be an admissible step-weight
function of the Ditzian-Totik modulus of smoothness([5]) such that φ2 and ϕ2/φ2 are concave. Then,
for f ∈ C[0, 1] and 0 < α < 2, |Bn(f, x)− f(x)| 6 ω2φ(f, n−1/2 ϕ(x)φ(x) ).
Theorem B. Let ϕ(x) =
√
x(1 − x) and let φ : [0, 1] −→ R, φ 6= 0 be an admissible step-weight
function of the Ditzian-Totik modulus of smoothness such that φ2 and ϕ2/φ2 are concave. Then, for
f ∈ C[0, 1] and 0 < α < 2, |Bn(f, x)− f(x)| = O((n−1/2 ϕ(x)φ(x) )α) implies ω2φ(f, t) = O(tα).
Our main results are the following:
Theorem 2.1. For any α > 0, min{β(0), β(1)} > 12 , f ∈ Cw¯, we have
|w¯(x)φr(x)B¯(r)n,r−1(f, x)| 6 Cn
r
2 ‖w¯f‖.(2.1)
Theorem 2.2. For any α > 0, f ∈W rφ , we have
|w¯(x)φr(x)B¯(r)n,r−1(f, x)| 6 C‖w¯φrf (r)‖.(2.2)
Theorem 2.3. For f ∈ Cw¯, α > 0, min{β(0), β(1)} > 12 , α0 ∈ (0, r), we have
w¯(x)|f(x) − B¯n,r−1(f, x)| = O((n− 12φ−1(x)δn(x))α0 )⇐⇒ ωrφ(f, t)w¯ = O(tα0 ).(2.3)
3. Lemmas
Lemma 3.1. ([15]) For any non-negative real u and v, we have
n−1∑
k=1
(
k
n
)−u(1− k
n
)−vpn,k(x) 6 Cx−u(1− x)−v.(3.1)
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Lemma 3.2. ([4]) If γ ∈ R, then
n∑
k=0
|k − nx|γpn,k(x) 6 Cn
γ
2 ϕγ(x).(3.2)
Lemma 3.3. For any f ∈W rφ , α > 0, we have
‖w¯φrF¯ (r)n ‖ 6 C‖w¯φrf (r)‖.(3.3)
Proof. We first prove x ∈ [xr−5/2, xr−3/2] (The same as the others), we have
|w¯(x)φr(x)F¯ (r)n (x)| 6 |w¯(x)φr(x)f (r)(x)|+ |w¯(x)φr(x)(f(x) − F¯n(x))(r)|
:= I1 + I2.
Obviously
I1 6 C‖w¯φrf (r)‖.
For I2, we have
I2 = w¯(x)φ
r(x)|(f(x) − F¯n(x))(r)| = w¯(x)φr(x)
r∑
i=0
n
i
2 |(f(x) − F¯n(x))(r−i)|.
By [5], we have
|(f(x)− F¯n(x))(r−i)|[xr−5/2,xr−3/2] 6 C(n
r−i
2 ‖f −H‖[xr−5/2,xr−3/2] + n−
i
2 ‖f (r)‖[xr−5/2,xr−3/2]).
So
I2 6 Cn
r
2 w¯(x)φr(x)‖f −H‖[xr−5/2,xr−3/2] + Cw¯(x)φr(x)‖f (r)‖[xr−5/2,xr−3/2]
:= T1 + T2.
By Taylor expansion, we have
f(xi) =
r−1∑
u=0
(xi − x)u
u!
f (u)(x) +
1
(r − 1)!
∫ xi
x
(xi − s)r−1f (r)(s)ds,(3.4)
It follows from (3.4) and the identity
r∑
i=1
xvi li(x) = Cx
v , v = 0, 1, · · · , r.
we have
H(f, x) =
r∑
i=1
r∑
u=0
(xi − x)u
u!
f (u)(x)li(x) +
1
(r − 1)!
r∑
i=1
li(x)
∫ xi
x
(xi − s)r−1f (r)(s)ds
= f(x) + C
r∑
u=1
f (u)(x)(
u∑
v=0
Cvu(−x)u−v
r∑
i=1
xvi li(x))
+
1
(r − 1)!
r∑
i=1
li(x)
∫ xi
x
(xi − s)r−1f (r)(s)ds,
which implies that
w¯(x)φr(x)|f(x) −H(f, x)| = 1
(r − 1)! w¯(x)φ
r(x)
r∑
i=1
li(x)
∫ xi
x
(xi − s)r−1f (r)(s)ds,
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since |li(x)| 6 C for x ∈ [xr−5/2, xr−3/2], i = 1, 2, · · · , r. It follows from |xi−s|
r−1
w¯(s) 6
|xi−x|r−1
w¯(x) , s
between xi and x, then
w¯(x)φr(x)|f(x) −H(f, x)| = Cw¯(x)φr(x)
r∑
i=1
∫ xi
x
(xi − s)r−1|f (r)(s)|ds
6 Cφr(x)‖w¯φrf (r)‖
r∑
i=1
(xi − x)r−1
∫ xi
x
φ−r(s)ds
6
C
nr/2
‖w¯φrf (r)‖.
So
I2 6 C‖w¯φrf (r)‖.
Then, the lemma is proved. 
Lemma 3.4. If f ∈W rφ , α > 0, then
w¯(x)|g(x)−H(g, x)| 6 C( δn(x)√
nφ(x)
)r‖w¯φrg(r)‖.(3.5)
Proof. By Taylor expansion, we have
f(xi) =
r−1∑
u=0
(xi − x)u
u!
f (u)(x) +
1
(r − 1)!
∫ xi
x
(xi − s)r−1f (r)(s)ds,
It follows from the above equality and the identity
r∑
i=1
xvi li(x) = Cx
v , v = 0, 1, · · · , r.
we have
H(f, x) =
r∑
i=1
r∑
u=0
(xi − x)u
u!
f (u)(x)li(x) +
1
(r − 1)!
r∑
i=1
li(x)
∫ xi
x
(xi − s)r−1f (r)(s)ds
= f(x) + C
r∑
u=1
f (u)(x)(
u∑
v=0
Cvu(−x)u−v
r∑
i=1
xvi li(x))
+
1
(r − 1)!
r∑
i=1
li(x)
∫ xi
x
(xi − s)r−1f (r)(s)ds,
which implies that
w¯(x)|g(x)−H(g, x)| = 1
(r − 1)! w¯(x)
r∑
i=1
li(x)
∫ xi
x
(xi − s)r−1g(r)(s)ds,
since |li(x)| 6 C for x ∈ [xr−5/2, xr−3/2], i = 1, 2, · · · , r. It follows from |xi−s|
r−1
w¯(s) 6
|xi−x|r−1
w¯(x) , s
between xi and x, then
w¯(x)|g(x)−H(g, x)| 6 Cw¯(x)
r∑
i=1
∫ xi
x
(xi − s)r−1|g(r)(s)|ds
6 C‖w¯φrg(r)‖
r∑
i=1
(xi − x)r−1
∫ xi
x
φ−r(s)ds
6 C
ϕr(x)
φr(x)
‖w¯φrg(r)‖
r∑
i=1
(xi − x)r−1
∫ xi
x
ϕ−r(s)ds
6 C
δrn(x)
φr(x)
‖w¯φrg(r)‖
r∑
i=1
(xi − x)r−1
∫ xi
x
ϕ−r(s)ds
6 C(
δn(x)√
nφ(x)
)r‖w¯φrg(r)‖.
6 WEN-MING LU AND LIN ZHANG

Lemma 3.5. For any α > 0, f ∈ Cw¯, we have
‖w¯B¯n,r−1(f)‖ 6 C‖w¯f‖.(3.6)
Proof. By (1.2), we have
|w¯(x)B¯n,r(f, x)| = |w¯(x)Bn,r(F¯n, x)| 6 w¯(x)
r−1∑
i=0
ni−1∑
k=1
Ci(n)|F¯n( k
ni
)|pni,k(x)
+w¯(x)
r−1∑
i=0
Ci(n)|F¯n(0)|pni,0(x) + w¯(x)
r−1∑
i=0
Ci(n)|F¯n(1)|pni,ni(x)
:= I1 + I2 + I3.
Now, the theorem can be proved easily. 
Lemma 3.6. ([17]) Let min{β(0), β(1)} > 12 , then for r ∈ N, 0 < t < 18r and rt2 < x < 1 − rt2 , we
have ∫ t
2
− t2
· · ·
∫ t
2
− t2
φ−r(x +
r∑
k=1
uk)du1 · · · dur 6 Ctrφ−r(x).(3.7)
Lemma 3.7. Let An(x) := w¯(x)
∑
|k−nξ|6√n
pn,k(x). Then An(x) 6 Cn
−α/2 for 0 < ξ < 1 and α > 0.
Proof. If |x − ξ| 6 3√
n
, then the statement is trivial. Hence assume 0 6 x 6 ξ − 3√
n
(the case
ξ + 3√
n
6 x 6 1 can be treated similarly). Then for a fixed x the maximum of pn,k(x) is attained for
k = kn := [nξ −
√
n]. By using Stirling’s formula, we get
pn,kn(x) 6 C
(ne )
n√nxkn(1 − x)n−kn
(kne )
kn
√
kn(
n−kn
e )
n−kn√n− kn
6
C√
n
(
nx
kn
)kn(
n(1 − x)
n− kn )
n−kn
=
C√
n
(1− kn − nx
kn
)kn(1 +
kn − nx
n− kn )
n−kn .
Now from the inequalities
kn − nx = [nξ −
√
n]− nx > n(ξ − x)−√n− 1 > 1
2
n(ξ − x),
and
1− u 6 e−u− 12u2 , 1 + u 6 eu, u > 0.
We have that the second inequality is valid. To prove the first one we consider the function λ(u) =
e−u−
1
2u
2
+u−1. Here λ(0) = 0, λ′(u) = −(1+u)e−u− 12u2+1, λ′(0) = 0, λ′′(u) = u(u+2)e−u− 12u2 > 0,
whence λ(u) > 0 for u > 0. Hence
pn,kn(x) 6
C√
n
exp{kn[−kn − nx
kn
− 1
2
(
kn − nx
kn
)2] + kn − nx}
=
C√
n
exp{− (kn − nx)
2
2kn
} 6 e−Cn(ξ−x)2.
Thus An(x) 6 C(ξ − x)αe−Cn(ξ−x)2 . An easy calculation shows that here the maximum is attained
when ξ − x = C√
n
and the lemma follows. 
Lemma 3.8. For 0 < ξ < 1, α, β > 0, we have
w¯(x)
∑
|k−nξ|6√n
|k − nx|βpn,k(x) 6 Cn
β−α
2 ϕβ(x).(3.8)
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Proof. By (3.2) and the lemma 3.7, we have
w¯(x)
1
2n (w¯(x)
∑
|k−nξ|6√n
pn,k(x))
2n−1
2n (
∑
|k−nξ|6√n
|k − nx|2nβpn,k(x)) 12n 6 Cn
β−α
2 ϕβ(x).

Lemma 3.9. For any α > 0, f ∈ W rφ , we have
‖w¯B¯(r)n,r−1(f)‖ 6 Cnr‖w¯f‖.(3.9)
Proof. We first prove x ∈ [0, 1n ) (The same as x ∈ (1− 1n , 1]), now
|w¯(x)B¯(r)n,r−1(f, x)| 6 w¯(x)
r−2∑
i=0
ni!
(ni − r)!
ni−r∑
k=0
Ci(n)|−→∆r1
ni
F¯n(
k
ni
)|pni−r,k(x)
6 Cw¯(x)
r−2∑
i=0
nri
ni−r∑
k=0
|−→∆r1
ni
F¯n(
k
ni
)|pni−r,k(x)
6 Cw¯(x)
r−2∑
i=0
nri
ni−r∑
k=0
r∑
j=0
Cjr |F¯n(
k + r − j
ni
)|pni−r,k(x)
6 Cw¯(x)
r−2∑
i=0
nri
r∑
j=0
Cjr |F¯n(
r − j
ni
)|pni−r,0(x)
+ Cw¯(x)
r−2∑
i=0
nri
r∑
j=0
Cjr |F¯n(
ni − j
ni
)|pni−r,ni−r(x)
+ Cw¯(x)
r−2∑
i=0
nri
ni−r−1∑
k=1
r∑
j=0
Cjr |F¯n(
k + r − j
ni
)|pni−r,k(x)
:= H1 +H2 +H3.
We have
H1 6 Cw¯(x)
r−2∑
i=0
nri
r∑
j=0
|F¯n(r − j
ni
)|pni−r,0(x)
6 Cnr‖w¯f‖
r−2∑
i=0
r∑
j=0
(
ni|x− ξ|
r − j − niξ )
α(1 − x)ni−r
6 Cnr‖w¯f‖
r−2∑
i=0
(ni|x− ξ|)α(1− x)ni−r
6 Cnr‖w¯f‖.
Similarly, we can get H2 6 Cn
r‖w¯f‖, and H3 6 Cnr‖w¯f‖.
When x ∈ [ 1n , 1− 1n ], according to [5], we have
|w¯(x)B¯(r)n,r−1(f, x)|
= |w¯(x)B(r)n,r−1(F¯n, x)|
6 w¯(x)(ϕ2(x))−r
r−2∑
i=0
r∑
j=0
Qj(x, ni)Ci(n)n
j
i
∑
k/ni∈A
|(x− k
n i
)j ||F¯n(k
n i
)|pni,k(x)
+ w¯(x)(ϕ2(x))−r
r−2∑
i=0
r∑
j=0
Qj(x, ni)Ci(n)n
j
i
∑
x′26k/ni6x
′
3
|(x− k
n i
)j ||H(k
n i
)|pni,k(x)
:= σ1 + σ2.
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Where A := [0, x′2]∪ [x′3, 1], H is a linear function. If kn i ∈ A, when
w¯(x)
w¯( kni
)
6 C(1+n
−α2
i |k−nix|α), we
have |k− niξ| >
√
ni
2 , also Qj(x, ni) = (nix(1− x))[
r−j
2 ], and (ϕ2(x))−rQj(x, ni)n
j
i 6 C(ni/ϕ
2(x))
r+j
2 .
By (3.2), then
σ1 6 Cw¯(x)
r−2∑
i=0
r∑
j=0
(
ni
ϕ2(x)
)
r+j
2
ni∑
k=0
|(x− k
n i
)j ||F¯n(k
n i
)|pni,k(x)
6 C‖w¯f‖
r−2∑
i=0
r∑
j=0
(
ni
ϕ2(x)
)
r+j
2
ni∑
k=0
[1 + n
−α2
i |k − nix|α]|x−
k
n i
|jpni,k(x)
:= I1 + I2.
By a simple calculation, we have I1 6 Cn
r‖w¯f‖. By (3.2), then
I2 6 C‖w¯f‖
r−2∑
i=0
r∑
j=0
n
−(α2+j)
i (
ni
ϕ2(x)
)
r+j
2
ni∑
k=0
|k − nix|α+jpni,k(x) 6 Cnr‖w¯f‖.
We note that |H( kni )| 6 max(|H(x′1)|, |H(x′4)|) := H(a).
If x ∈ [x′1, x′4], we have w¯(x) 6 w¯(a). So, if x ∈ [x′1, x′4], then
σ2 6 Cn
rw¯(a)H(a) 6 Cnr‖w¯f‖.
If x /∈ [x′1, x′4], then w¯(a) > n−
α
2
i , by (3.8), we have
σ2 6 Cw¯(a)H(a)w¯(x)
r−2∑
i=0
r∑
j=0
n
α
2
i (
ni
ϕ2(x)
)
r+j
2
∑
x′26k/ni6x
′
3
|x− k
n i
|jpni,k(x)
6 Cnr‖w¯f‖.
It follows from combining the above inequalities that the lemma is proved. 
4. Proof of Theorems
4.1. Proof of Theorem 2.1. When f ∈ Cw¯, min{β(0), β(1)} > 12 , we discuss it as follows:
Case 1. If 0 6 ϕ(x) 6 1√
n
, by (3.9), we have
|w¯(x)φr(x)B¯(r)n,r−1(f, x)| = Cϕr(x) ·
φr(x)
ϕr(x)
|w¯(x)B¯(r)n,r−1(f, x)|
6 Cn
r
2 ‖w¯f‖.(4.1)
Case 2. Case 2. If ϕ(x) > 1√
n
, we have
|B¯(r)n,r−1(f, x)| = |B(r)n,r−1(F¯n, x)|
6 (ϕ2(x))−r
r−2∑
i=0
r∑
j=0
Qj(x, ni)Ci(n)n
j
i
ni∑
k=0
|(x− k
n i
)j ||F¯n(k
n i
)|pni,k(x),
where
Qj(x, ni) = (nix(1 − x))[ r−j2 ], and (ϕ2(x))−rQj(x, ni)nji 6 C(ni/ϕ2(x))
r+j
2 .
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So
|w¯(x)φr(x)B¯(r)n,r−1(f, x)|
6 Cw¯(x)φr(x)
r−2∑
i=0
r∑
j=0
(
ni
ϕ2(x)
)
r+j
2
ni∑
k=0
|(x − k
n i
)j ||F¯n(k
n i
)|pni,k(x)
= Cw¯(x)φr(x)
r−2∑
i=0
r∑
j=0
(
ni
ϕ2(x)
)
r+j
2
∑
k/ni∈A
|(x − k
n i
)j ||F¯n(k
n i
)|pni,k(x)
+Cw¯(x)φr(x)
r−2∑
i=0
r∑
j=0
(
ni
ϕ2(x)
)
r+j
2
∑
x′26k/ni6x
′
3
|(x− k
n i
)j ||H(k
n i
)|pni,k(x)
:= σ1 + σ2.(4.2)
Where A := [0, x′2] ∪ [x′3, 1], we can easily get σ1 6 Cn
r
2 ‖w¯f‖, and σ2 6 Cn r2 ‖w¯f‖. By bringing these
facts together, the theorem is proved. 
4.2. Proof of Theorem 2.2. When f ∈W rφ , by [5], we have
B
(r)
n,r−1(F¯n, x) =
r−2∑
i=0
Ci(n)n
r
i
ni−r∑
k=0
−→
∆r1
ni
F¯n(
k
n i
)pni−r,k(x).(4.3)
If 0 < k < ni − r, we have
|−→∆r1
ni
F¯n(
k
n i
)| 6 Cn−r+1i
∫ r
ni
0
|F¯ (r)n (
k
n i
+ u)|du,(4.4)
If k = 0, we have
|−→∆r1
ni
F¯n(0)| 6 C
∫ r
ni
0
ur−1|F¯ (r)n (u)|du,(4.5)
Similarly
|−→∆r1
ni
F¯n(
ni − r
ni
)| 6 Cn−r+1i
∫ 1
1− rni
(1 − u) r2 |F¯ (r)n (u)|du.(4.6)
By (4.3), we have
|w¯(x)φr(x)B¯(r)n,r−1(f, x)|
6 Cw¯(x)φr(x)
r−2∑
i=0
nri
ni−r∑
k=0
|−→∆r1
ni
F¯n(
k
n i
)|pni−r,k(x)
6 Cw¯(x)φr(x)
r−2∑
i=0
nri
ni−r−1∑
k=1
|−→∆r1
ni
F¯n(
k
n i
)|pni−r,k(x)
+Cw¯(x)φr(x)
r−2∑
i=0
nri |
−→
∆r1
ni
F¯n(0)|pni−r,0(x)
+Cw¯(x)φr(x)
r−2∑
i=0
nri |
−→
∆r1
ni
F¯n(1)|pni−r,ni−r(x).(4.7)
which combining with (4.4)-(4.6) give
|w¯(x)φr(x)B¯(r)n,r−1(f, x)| 6 C‖wφrf (r)‖.
Combining with the theorem 2.1 and theorem 2.2, we can obtain
Corollary For any α > 0, 0 6 λ 6 1, we have
|w¯(x)ϕrλ(x)B¯(r)n,r−1(f, x)| 6
{
Cnr/2{max{nr(1−λ)/2, ϕr(λ−1)(x)}}‖w¯f‖, f ∈ Cw¯,
C‖w¯ϕrλf (r)‖, f ∈W rw¯,λ.
(4.8)
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4.3. Proof of Theorem 2.3.
4.3.1. The direct theorem. We know
F¯n(t) = F¯n(x) + F¯
′
n(t)(t− x) + · · ·+
1
(r − 1)!
∫ t
x
(t− u)r−1F¯ (r)n (u)du,(4.9)
Bn,r−1((· − x)k, x) = 0, k = 1, 2, · · · , r − 1.(4.10)
According to the definition of W rφ , for any g ∈ W rφ , we have B¯n,r−1(g, x) = Bn,r−1(G¯n(g), x), and
w¯(x)|G¯n(x)−Bn,r−1(G¯n, x)| = w¯(x)|Bn,r−1(Rr(G¯n, t, x), x)|, thereofRr(G¯n, t, x) =
∫ t
x
(t−u)r−1G¯(r)n (u)du,
we have
w¯(x)|G¯n(x) −Bn,r−1(G¯n, x)| 6 C‖w¯φrG¯(r)n ‖w¯(x)Bn,r−1(
∫ t
x
|t− u|r−1
w¯(u)φr(u)
du, x)
6 C‖w¯φrG¯(r)n ‖w¯(x)(Bn,r−1(
∫ t
x
|t− u|r−1
φ2r(u)
du, x))
1
2 ·
(Bn,r−1(
∫ t
x
|t− u|r−1
w¯2(u)
du, x))
1
2 .(4.11)
also
∫ t
x
|t− u|r−1
φ2r(u)
du 6 C
|t− x|r
φ2r(x)
,
∫ t
x
|t− u|r−1
w¯2(u)
du 6 C
|t− x|r
w¯2(x)
.(4.12)
By (3.2), (3.3) and (4.12), we have
w¯(x)|G¯n(x) −Bn,r−1(G¯n, x)| 6 C‖w¯φrG¯(r)n ‖φ−r(x)Bn,r−1(|t− x|r, x)
6 Cn−
r
2
ϕr(x)
φr(x)
‖w¯φrG¯(r)n ‖
6 Cn−
r
2
δrn(x)
φr(x)
‖w¯φrG¯(r)n ‖
= C(
δn(x)√
nφ(x)
)r‖w¯φrG¯(r)n ‖.(4.13)
By (3.3), (3.5) and (4.13), when g ∈ W rφ , then
w¯(x)|g(x) − B¯n,r−1(g, x)| 6 w¯(x)|g(x) − G¯n(g, x)|+ w¯(x)|G¯n(g, x)− B¯n,r−1(g, x)|
6 w¯(x)|g(x) −H(g, x)|
+ C(
δn(x)√
nφ(x)
)r‖w¯φrG¯(r)n ‖
6 C(
δn(x)√
nφ(x)
)r‖w¯φrg(r)‖.(4.14)
For f ∈ Cw¯, we choose proper g ∈ W rφ , by (3.6) and (4.14), then
w¯(x)|f(x) − B¯n,r−1(f, x)| 6 w¯(x)|f(x) − g(x)|+ w¯(x)|B¯n,r−1(f − g, x)|
+w¯(x)|g(x) − B¯n,r−1(g, x)|
6 C(‖w¯(f − g)‖+ ( δn(x)√
nφ(x)
)r‖w¯φrg(r)‖)
6 Cωrφ(f,
δn(x)√
nφ(x)
)w¯.
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4.3.2. The inverse theorem. The weighted K-function is given by
Kr,φ(f, t
r)w¯ := inf
g
{‖w¯(f − g)‖+ tr‖w¯φrg(r)‖ : g ∈W rφ}.
By [5], we have
C−1ωrφ(f, t)w¯ 6 Kr,φ(f, t
r)w¯ 6 Cω
r
φ(f, t)w¯.(4.15)
Proof. Let δ > 0, by (4.15), we choose proper g so that
‖w¯(f − g)‖ 6 Cωrφ(f, δ)w¯, ‖w¯φrg(r)‖ 6 Cδ−rωrφ(f, δ)w¯.(4.16)
For r ∈ N, 0 < t < 18r and rt2 < x < 1− rt2 , we have
|w¯(x)∆rhφf(x)| 6 |w¯(x)∆rhφ(f(x)− B¯n,r−1(f, x))|+ |w¯(x)∆rhφB¯n,r−1(f − g, x)|
+ |w¯(x)∆rhφB¯n,r−1(g, x)|
6
r∑
j=0
Cjr (n
− 12 δn(x+ (
r
2 − j)hφ(x))
φ(x + ( r2 − j)hφ(x))
)α0
+
∫ hφ(x)
2
−hφ(x)2
· · ·
∫ hφ(x)
2
−hφ(x)2
w¯(x)B¯
(r)
n,r−1(f − g, x+
r∑
k=1
uk)du1 · · · dur
+
∫ hφ(x)
2
−hφ(x)2
· · ·
∫ hφ(x)
2
−hφ(x)2
w¯(x)B¯
(r)
n,r−1(g, x+
r∑
k=1
uk)du1 · · · dur
:= J1 + J2 + J3.(4.17)
Obviously
J1 6 C(n
− 12φ−1(x)δn(x))α0 .(4.18)
By (3.9) and (4.16), we have
J2 6 Cn
r‖w¯(f − g)‖
∫ hφ(x)
2
−hφ(x)2
· · ·
∫ hφ(x)
2
−hφ(x)2
du1 · · · dur
6 Cnrhrφr(x)‖w¯(f − g)‖
6 Cnrhrφr(x)ωrφ(f, δ)w¯.(4.19)
By the first inequality of (4.8), we let λ = 1, and (4.16), then
J2 6 Cn
r
2 ‖w¯(f − g)‖
∫ hφ(x)
2
−hφ(x)2
· · ·
∫ hφ(x)
2
−hφ(x)2
ϕ−r(x +
r∑
k=1
uk)du1 · · · dur
6 Cn
r
2hrφr(x)ϕ−r(x)‖w¯(f − g)‖
6 Cn
r
2hrφr(x)ϕ−r(x)ωrφ(f, δ)w¯.(4.20)
By (3.7) and (4.16), we have
J3 6 C‖w¯φrg(r)‖w¯(x)
∫ hφ(x)
2
−hφ(x)2
· · ·
∫ hφ(x)
2
−hφ(x)2
w¯−1(x+
r∑
k=1
uk)φ
−r(x +
r∑
k=1
uk)du1 · · · dur
6 Chr‖w¯φrg(r)‖
6 Chrδ−rωrφ(f, δ)w¯.(4.21)
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Now, by (4.17)-(4.21), there exists a constant M > 0 so that
|w¯(x)∆rhφf(x)| 6 C((n−
1
2
δn(x)
φ(x)
)α0
+min{n r2 φ
r(x)
ϕr(x)
, nrφr(x)}hrωrφ(f, δ)w¯ + hrδ−rωrφ(f, δ)w¯)
6 C((n−
1
2
δn(x)
φ(x)
)α0
+ hrM r(n−
1
2
ϕ(x)
φ(x)
+ n−
1
2
n−1/2
φ(x)
)−rωrφ(f, δ)w¯ + h
rδ−rωrφ(f, δ)w¯)
6 C((n−
1
2
δn(x)
φ(x)
)α0
+hrM r(n−
1
2
δn(x)
φ(x)
)−rωrφ(f, δ)w¯ + h
rδ−rωrφ(f, δ)w¯).
When n > 2, we have
n−
1
2 δn(x) < (n− 1)− 12 δn−1(x) 6
√
2n−
1
2 δn(x),
Choosing proper x, δ, n ∈ N, so that
n−
1
2
δn(x)
φ(x)
6 δ < (n− 1)− 12 δn−1(x)
φ(x)
,
Therefore
|w¯(x)∆rhφf(x)| 6 C{δα0 + hrδ−rωrφ(f, δ)w¯}.
Which implies
ωrφ(f, t)w¯ 6 C{δα0 + hrδ−rωrφ(f, δ)w¯}.
So, by Berens-Lorentz lemma in [5], we get
ωrφ(f, t)w¯ 6 Ct
α0 .

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