Binary Classification with Bounded Abstention Rate by Shekhar, Shubhanshu et al.
Binary Classification with Bounded Abstention
Rate
Shubhanshu Shekhar
shshekha@eng.ucsd.edu
Mohammad Ghavamzadeh
mohammad.ghavamzadeh.inria.fr
Tara Javidi
tjavidi@eng.ucsd.edu
Abstract
We consider the problem of binary classification with abstention in
the relatively less studied bounded-rate setting. We begin by obtaining
a characterization of the Bayes optimal classifier for an arbitrary input-
label distribution PXY . Our result generalizes and provides an alternative
proof for the result first obtained by Chow (1957), and then re-derived
by Denis and Hebiri (2015), under a continuity assumption on PXY . We
then propose a plug-in classifier that employs unlabelled samples to decide
the region of abstention and derive an upper-bound on the excess risk of
our classifier under standard Hölder smoothness and margin assumptions.
Unlike the plug-in rule of Denis and Hebiri (2015), our constructed classifier
satisfies the abstention constraint with high probability and can also deal
with discontinuities in the empirical cdf. We also derive lower-bounds that
demonstrate the minimax near-optimality of our proposed algorithm. To
address the excessive complexity of the plug-in classifier in high dimensions,
we propose a computationally efficient algorithm that builds upon prior
work on convex loss surrogates, and obtain bounds on its excess risk in the
realizable case. We empirically compare the performance of the proposed
algorithm with a baseline on a number of UCI benchmark datasets.
1 Introduction
We consider the problem of binary classification with a caveat that the classifier
has an additional option to abstain, or not declare the label, for some points in
the input space. This framework, alternatively referred to as classification with
rejection (Cortes et al., 2016b) or selective classification (El-Yaniv and Wiener,
2010), allows the learner an option to withhold her decision over the highly
noisy parts of the input space, in which the probability of making an error is
large. Classification with abstention provides a suitable framework for modeling
several practical scenarios. One example of such a problem is automated medical
diagnosis systems, where the consequences of a wrong diagnosis may be much
more critical than the alternative of the subject having to undergo more tests.
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Other relevant areas of applications include DNA sequencing, dialog systems,
and detecting harmful contents on the internet.
The most common approach to learning with abstention is the fixed-cost
setting, in which the classifier incurs a fixed cost every time the abstain option is
invoked. Recent works exploring different aspects of this approach include Cortes
et al. (2016b); Wegkamp and Yuan (2011); Bartlett and Wegkamp (2008); Herbei
and Wegkamp (2006). In this paper, we consider the relatively less studied
formulation of this problem in which the learner is allowed to abstain for up to a
fixed fraction δ of the input samples without incurring any costs. This formulation
models situations where we cannot assign a precise cost to abstention but the
bottleneck is the rate at which the abstained inputs are processed (Pietraszek,
2007).
Prior Work. The formal analysis of the problem of classification with a reject
option was initiated by Chow (1957, 1970). Chow (1957) derived the Bayes
optimal classifier for this problem considering the fixed-cost abstention model, as
well as under the bounded-rate of abstention constraint. In the latter case, some
continuity assumptions were implicitly made on the joint distribution, which we
relax in this paper. Chow (1970) further obtained a functional relation between
the error rate and the rejection rate.
More recent works in this area have concentrated on the fixed-cost setting,
in which employing the abstain option incurs a fixed cost λ ∈ (0, 1/2), which
is assumed to be known to the learner. Herbei and Wegkamp (2006) obtained
convergence rates on the excess risk for plug-in and risk minimization based
classifiers. Bartlett et al. (2006) introduced a convex surrogate loss, called the
Generalized Hinge Loss, for this problem and proved results on its calibration
and excess risk. Yuan (2010) further obtained necessary and sufficient conditions
for the infinite sample complexity of arbitrary convex surrogate loss functions.
Other related works include Wegkamp (2007) and Wegkamp and Yuan (2011)
that analyzed the binary classification with reject option with `1-regularization.
Cortes et al. (2016b) considered this problem in a new framework, in which an
abstaining classifier is represented by a pair of functions (h, r), where the sign
of h is used for prediction and the sign of r decides whether to abstain or not.
They proposed new calibrated convex surrogate loss functions for this problem
and obtained generalization and consistency guarantees. This framework was
further extended to construct boosting classifier (Cortes et al., 2016a) as well as
to the online setting (Cortes et al., 2017). Other related work which employ a
pair of functions to represent abstaining classifiers include (El-Yaniv and Wiener,
2010; Wiener and El-Yaniv, 2011).
Unlike the fixed-cost setting, the literature is relatively sparse for the bounded-
rate of abstention. Pietraszek (2007) proposed algorithms for this as well as
related settings using ROC analysis. The work of Denis and Hebiri (2015) is
closely related to the results of Section 3 and Section 4 of our paper. More
specifically, Denis and Hebiri (2015) also obtained the Bayes optimal classifier for
the bounded-rate setting, and proposed a general plug-in strategy for constructing
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an abstaining classifier given any consistent estimator of the regression function.
However, both these results in Denis and Hebiri (2015) required certain continuity
assumptions (A1 and A2 in (Denis and Hebiri, 2015)), which we relax in our
work (Remark 1 and Remark 4). Furthermore, our approach in constructing the
plug-in classifier is complementary to that of (Denis and Hebiri, 2015) in the
following way: instead of proposing a general strategy which takes in as input
an estimator, we construct a specific estimator and and a particular randomized
rule which allows us to have certain desirable properties such as tight control
over abstention rate, and adaptivity to local smoothness parameters.
Contributions. We now highlight the four main contributions of this paper
to the problem of binary classification with bounded-rate of abstention. 1) In
Section 3, we derive the form of the Bayes optimal classifier for this problem
for arbitrary input-label joint distributions. The result extends the threshold
type classifier first derived by Chow (1957), and re-derived by Denis and Hebiri
(2015), and provides an alternate and more comprehensive proof (see Remark 1).
2) We then propose a plug-in abstaining classifier which adapts to the unknown
smoothness of the regression function in a data driven manner, and derive
upper-bounds on its excess risk in terms of the number of required labelled and
unlabelled samples. Unlike the plug-in classifier of (Denis and Hebiri, 2015),
our proposed classifier satisfies the constraint with high probability and does
not impose the continuity condition on the empirical cdf (see Remark 4). 3)
We also demonstrate the minimax near optimality of our classifier by deriving
lower-bound on the excess risk (Theorem 3). 4) Since the implementation of
the plug-in classifier may be intractable in higher dimensions, we also propose a
computationally feasible algorithm that leverages the existing algorithms for the
fixed cost setting, and derive bounds on its excess risk. We also propose a baseline
algorithm for comparison, which uses convex surrogates for both objective and
constraints. Preliminary empirical results suggest that these algorithms can be
used to learn classifiers with tight control over the rejection rate.
2 Problem Setup
Let X denote the input space, and Y = {−1, 1} denote the set of labels to
be assigned to points in X . For simplicity, we consider X = [0, 1]D for some
D > 0 and use ‖ · ‖ to represent the Euclidean norm on X . The classification
problem is completely specified by PXY , the joint distribution of the input-
label random variables. Equivalently, we can represent the problem in terms
of the marginal over the input space, PX , and the regression function η(x) :=
PY |X (Y = 1 | X = x).
A (randomized) abstaining classifier can be represented by a mapping g :
X 7→ P (Y1), where Y1 = Y ∪ {∆}, the symbol ∆ represents the option of the
classifier to abstain from declaring a label, and P(Y1) represents the set of
probability distributions on Y1. Such a classifier g comprises of three functions
gi : X → [0, 1], for i ∈ Y1, satisfying
∑
i∈Y1 gi(x) = 1, for all x ∈ X . A classifier
g is called deterministic if the functions gi take values in the set {0, 1}, for
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i ∈ Y1. Every deterministic classifier g partitions the set X into three disjoint
sets (G−1, G1, G∆) and we will use the two representations of a deterministic
classifier interchangeably. We define the misclassification risk of an abstaining
classifier g as
R(g) := PXY
(
g(X) 6= Y , g(X) 6= ∆).
The classification problem with bounded rate of abstention can then be formally
stated as
min
g
R(g), subject to PX
(
g(X) = ∆
) ≤ δ. (CAδ)
To construct an abstaining classifier, we assume the availability of a training set
of n labelled samples Sl = {(Xj , Yj) | 1 ≤ j ≤ n} and m unlabelled samples
Su = {Xj | n + 1 ≤ j ≤ n + m}. The unlabelled samples will be used to
estimate the measure of the region in which a candidate classifier abstains. We
will follow an approach analogous to that in Rigollet and Tong (2011); Tong
(2013) and impose the requirement that the constructed classifier must satisfy
the constraint in (CAδ) with high probability. This is in contrast to the scheme
proposed in (Denis and Hebiri, 2015), in which this constraint is only satisfied
asymptotically.
Assumptions. We now state the assumptions required for our theoretical
analysis.
(A.1) The input-label distribution PXY satisfies the margin assumption with
parameters C0 > 0 and ρ0 ≥ 0, for γ in the set {1/2 − γδ, 1/2 + γδ},
which means that for any t > 0, we have PX (|η(X)− γ| ≤ t) ≤ C0tρ0 , for
γ ∈ {1/2− γδ, 1/2 + γδ}.
(A.2) For the values of γ in the same sets as in (A.1), we define the detectability
condition with parameters C1 > 0 and ρ1 ≥ ρ0 as PX (|η(X)− γ| ≤ t) ≥
C1t
ρ1 , for any t > 0.
(A.3) The regression function η is Hölder continuous with parameters L > 0
and 0 < β ≤ 1, i.e., for all x1, x2 ∈ (X , ‖ · ‖), we have |η(x1) − η(x2)| ≤
L‖x1 − x2‖β .
(A.4) The marginal distribution over the input space, PX , has a density w.r.t. the
Lebesgue measure, which is bounded from below by µmin > 0.
(A.5) The marginal distribution over the input space, PX , has a density w.r.t. the
Lebesgue measure, which is bounded from above by µmax <∞.
The margin assumption (A.1) ensures that for a range of threshold values,
the amount of PX measure for sets with values in the vicinity of that level
is not too large. It has been employed in prior works such as (Herbei and
Wegkamp, 2006; Wegkamp, 2007; Bartlett and Wegkamp, 2008). The detectability
assumption (A.2) is in some sense a converse of the margin assumption, in that
it ensures that there is sufficient PX measure near these threshold values. This
assumption is necessary in order to ensure that the constraing in (CAδ) is
satisfied with high probability.
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3 Bayes Optimal Abstaining Classifier
In this section, we derive the form of the Bayes optimal classifier for the problem
(CAδ), for an arbitrary input-label distribution PXY . We begin by presenting a
structural result about the optimal (deterministic) classifier, and build upon it
to construct a randomized classifier, which is then shown to be Bayes optimal.
Informally, an optimal abstaining classifier, in the fixed-cost as well as in the
bounded-rate setting, must favor the abstain option in the regions of high
ambiguity, or equivalently regions of low confidence. In the fixed-cost setting,
this statement can be immediately obtained by a pointwise comparison of the
abstention cost λ with the probability of misclassification, i.e., by a pointwise
comparison of the three terms η(x), 1− η(x), and λ. Our first result presents a
way for formalizing this intuition in the bounded-rate setting.
Proposition 1. Assume that the marginal PX has a density that satisfies (A.4)
and (A.5), and furthermore assume that the regression function η(·) is continuous.
If g∗ =
(
G∗−1, G
∗
1, G
∗
∆
)
is optimal among the deterministic abstaining classifiers
that are feasible for (CAδ), then for any x1 ∈ int(G∗−1 ∪G∗1) and x2 ∈ int(G∗∆),
where “int" refers to the interior, we must have
|η(x1)− 1/2| ≥ |η(x2)− 1/2|.
The proof of this result proceeds by contradiction, and the details are given
in Appendix A.1. Proposition 1 motivates the following partition of the input
space: G∗−1 = {x ∈ X : η(x) < 1/2 − γδ}, G∗1 = {x ∈ X : η(x) > 1/2 + γδ},
G∗∆ = {x ∈ X : |η(x) − 1/2| < γδ}, ∂G∗1 = {x ∈ X : η(x) = 1/2 + γδ}, and
∂G∗−1 = {x ∈ X : η(x) = 1/2− γδ}, where γδ is defined as
γδ := sup
{
γ > 0 : PX (|η(X)− 1/2| ≤ γ) ≤ δ
}
. (1)
Furthermore, let δ1 = PX (G∗∆) ≤ δ, δ2 = δ1 +PX
(
∂G∗1 ∪ ∂G∗−1
) ≥ δ, and define
c0 =
δ−δ1
δ2−δ1 , where we use the convention 0/0 = 0.
Our next result tells us that if δ1 = δ then a deterministic classifier is Bayes
optimal, while for arbitrary joint distributions PXY , randomization is required.
Theorem 1. For any arbitrary joint distribution PXY , the following randomized
classifier achieves the Bayes optimal risk for the problem (CAδ):
g∗ =
(
g∗−1, g
∗
1 , g
∗
∆
)
:=

(0, 1, 0) for x ∈ G∗1,
(1, 0, 0) for x ∈ G∗−1,
(0, 0, 1) for x ∈ G∗∆,
(0, c0, 1− c0) for x ∈ ∂G∗1,
(c0, 0, 1− c0) for x ∈ ∂G∗−1.
(2)
Furthermore, in the special case when PX (∂G1 ∪ ∂G−1) = 0 (i.e., PX (G∗∆) = δ),
the optimal classifier reduces to the deterministic classifier g∗ = (G−1, G1, G∗∆).
The proof of this statement is given in Appendix A.2. We have also included
a separate simpler proof for the deterministic case as we will employ similar
arguments in later proofs.
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Remark 1. We note that the condition PX(G∗∆) = δ is satisfied, if the cdf of
|η(X) − 1/2| is continuous. The Bayes optimal classifier under this condition
was first obtained by Chow (1957), and was also re-derived by Denis and Hebiri
(2015). We remove this technical assumption, thus, obtaining a characterization
of Bayes optimal classifiers for arbitrary PXY , while also providing an alternative
proof for the continuous case.
Remark 2. For simplicity in the rest of the paper, we will restrict our attention
to the case where the cdf of |η − 1/2| has no jump at γδ, in which the Bayes
optimal classifier is deterministic. This optimal classifier coincides with the
optimal classifier for the classification problem with a fixed cost of abstaining
(e.g., Chow 1970; Herbei and Wegkamp 2006; Bartlett and Wegkamp 2008; Cortes
et al. 2016b). However, the key difference is that unlike the fixed cost setting,
the threshold γδ is not known to the learner and must be estimated from the
training data, thus, adding an additional layer of complexity to the problem.
4 Plug-in Classifier with Randomization
In this section, we present a simple plug-in classifier whose construction consists
of two steps: (i) construct an estimator of the regression function η(·) using n
labelled training samples, and (ii) determine the region of the input space to
abstain using m unlabelled samples.
Step 1: Estimating the regression function. Before describing the details
of the estimator, we need to introduce some more notation. For any 0 < h < 1,
we partition the input space X = [0, 1]D into Mh := d 1heD cubes (cells) denoted
by Eh,1, . . . , Eh,Mh . Let Eh = {Eh,1, . . . , Eh,Mh} be the partition (the set of
these Mh cubes). Each input point x ∈ X belongs to a single cube Eh,i in the
partition Eh. Mapping ih : X 7→ [Mh], where [Mh] = {1, . . . ,Mh}, takes a point
x ∈ X as input and returns the index of the cube it belongs to, i.e., if x ∈ Eh,i,
then ih(x) = i.
For a given partition Eh and n labelled training samples Sl = {(Xj , Yj)}nj=1,
we define the piecewise constant estimator of the regression function as
ηˆh(x) =

∑
j:ih(Xj)=ih(x)
Yj
n(Eh,ih(x))
, if n(Eh,ih(x)) > 0,
1
n
∑n
j=1 Yj , otherwise,
where n(Eh,i) is the number of the training samples in the cube Eh,i. Then, the
estimation error at any point x for the classifier ηˆh(·) can be written as
|η(x)− ηˆh(x)| ≤ |ηˆh(x)− η¯
(
Eh,ih(x)
) |+ |η¯ (Eh,ih(x))− η(x)|, (3)
where η¯(Eh,i) = (1/PX(Eh,i))
∫
Eh,i
η(x)dPX(x) is the average η(·) value in the
cube Eh,i. The first error term on the RHS of (3) is due to the observation
noise and the second error term is due to the variation of the regression function
values in the cell Eh,ih(x). These two error terms have opposite dependence
on the parameter h; as h increases the first (stochastic) term reduces due to
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the smoothing effect of larger grid size, while the second (deterministic) term
increases. As we will see in Proposition 4, we define an upper-bound eS(h, x)
for the stochastic term that is roughly proportional to (nhD)−1/2 and an upper-
bound eD(h, x) for the deterministic term that is proportional to hβ , assuming
that η(·) is Hölder continuous with parameters (L, β). Thus, the optimal choice
of h (up to a factor of 2) is O˜ (n−1/(2β+D)), which balances the two terms.
The optimal choice of the parameter h requires the knowledge of the parame-
ters L and β that may not be known to the learner. We now describe a data
driven approach for selecting the appropriate grid size h. Our approach employs
a modification of the Lepski’s estimator selection procedure (Nemirovski, 2000,
§ 3.2) to choose the best grid size h, which allows us to obtain pointwise control
over the estimation error.
Based on the concentration inequalities given in Proposition 4 in Appendix B.1,
we can obtain an upper-bound (with high probability) of the form
√
8 log(2n/hD)
nµminhD
on the first term in (3). Since we will restrict our attention to h ≥ 1/N , we can
further upper-bound this term and define eS(h, x) =
√
32 log(nµmin)
nµminhD
. The second
term in (3) is the difference between η(x) and the average η(·) value in the cell
Eh,i. We upper-bound this term by the maximum variation of η(·) in the cell
Eh,i and define eD(h, x) = supz1,z2∈Eh,ih(x) |η(z1) − η(z2)|. In the case where
η(·) is assumed to be Hölder continuous with parameters (L, β), we may define
eD(h, x) = L(
√
Dh)β .
We can now define the estimator ηˆ(·) as
∀x ∈ X , ηˆ(x) = ηˆhˆx(x), (4)
with hˆx selected according to the rule
hˆx := max
{
h ∈ H | |ηˆh(x)− ηˆh′(x)| ≤ 4eS(h′, x),∀ h′ ∈ H, h′ ≤ h
}
. (5)
We now state a pointwise bound on the error of the estimator ηˆ(·) defined by (4)
and (5).
Proposition 2. Suppose the events Ω1 and Ω2 introduced in Proposition 4 hold.
Then if the number of labeled training samples n is large enough to ensure that
Nh∗x ≥ 2D, for all x ∈ X , where D is the dimension of the input space X ,
N defined as in the statement of Proposition 4, and h∗x := max{h ∈ (0, 1) |
eS(h, x) ≥ eD(h, x)}, we have
∀x ∈ X , |ηˆ(x)− η(x)| ≤ 9eS(h∗x, x).
Furthermore, if (A.3) holds, then we have |ηˆ(x)− η(x)| ≤ bn = O˜(n−β/(2β+D)),
for all x ∈ X .
Proof outline. The proof is given in Appendix B.2. 
Remark 3. The assumption Nh∗x ≥ 2D, ∀x ∈ X , essentially imposes the
condition that the regression function η(·) does not change very sharply in any
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region of the input space. More formally, it assumes that n is large enough
to ensure that the variation of η(·) in any cell Eh,i of size h = k/N , with
k ∈ {1, 2, . . . , 2D − 1}, denoted by eD(h, x), is smaller than eS(h, x).
Step 2: Estimate the abstaining region. The second step in the con-
struction of the plug-in classifier is to define the abstaining region using the
estimator ηˆ(·) defined by (4) and (5). Since the true marginal PX is unknown
and the measure of the abstaining region must be empirically estimated from
the m unlabelled samples, it is necessary to introduce some slack to ensure that
the classifier is feasible for the problem (CAδ). Our next result presents an
appropriate value of the slack.
Proposition 3. Given m unlabelled samples Su = {Xj}n+mj=n+1, we define the
empirical measure of a set E as Pˆm(E) := 1m
∑n+m
j=n+1 1{Xj∈E}. Then, the event
Ω3 defined below occurs with probability at least 1− 1/m.
Ω3 :=
{
sup
c>0
{∣∣Pˆm(|ηˆ(x)− 1/2| ≤ c)− PX(|ηˆ(x)− 1/2| ≤ c)∣∣} ≤ am},
where the slack term am is defined as am :=
√
72 log(4m)/m.
Proof outline. The result follows by using the VC inequality along with the fact
that the VC dimension of the class of functions {1{|·|≤c} | c ∈ R} is 2 (Shalev-
Shwartz and Ben-David, 2014, § 6.3.2). The details of the proof are given in
Appendix B.3. 
Using the above results, we define the empirical estimate of the threshold as
γˆ := sup
{
γ > 0 : Pˆm(|ηˆ(x)− 1/2| ≤ γ) ≤ δ − am
}
. (6)
Next we introduce the following sets:
Gˆ−1 = {x ∈ X : ηˆ(x) < 1/2− γˆ − 2bn}, Gˆ1 = {x ∈ X : ηˆ(x) > 1/2 + γˆ + 2bn} ,
∂Gˆ−1 = {x ∈ X : γˆ < 1/2− ηˆ ≤ γˆ + 2bn}, ∂Gˆ1 = {x ∈ X : γˆ < ηˆ − 1/2 ≤ γˆ + 2bn}
Gˆ∆ = {x ∈ X : |ηˆ(x)− 1/2| ≤ γˆ} .
Define pˆ1 = Pˆm
(
Gˆ∆
)
, pˆ2 = Pˆm
(
Gˆ∆ ∪ ∂Gˆ−1 ∪ ∂Gˆ1
)
, and cˆ := (δ− 5am)/(pˆ2−
pˆ1) if pˆ1 < δ−5am, else cˆ = 0. Using the above terms, we can define a randomized
classifier as gˆ such that
gˆ(x) = i for x ∈ Gˆi, i ∈ {−1, 1,∆}, (7)
gˆ(x) = (1− cˆ, 0, cˆ) for x ∈ ∂Gˆ−1, (8)
gˆ(x) = (0, 1− cˆ, cˆ) for x ∈ ∂Gˆ1, (9)
We now prove an upper-bound on the excess misclassification error of the
plug-in classifier gˆ defined by (6) and (7) (see Appendix B.4 for the proof).
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Theorem 2. Suppose assumptions (A.1), (A.3) and (A.4) hold, and the number
of the labelled and unlabelled samples, n and m, are large enough. Then, for
the plug-in classifier gˆ, defined by (6) and (7), the following statements are true
with probability at least 1− 1/m− 2/n:
1. PX (gˆ(X) = ∆) ≤ δ.
2. The excess probability of misclassifiction (excess risk) of the plug-in clas-
sifier gˆ over the optimal classifier g∗ satisfies R (gˆ) − R (g∗) ≤ 5am +
4C0(5bn)
1+ρ0 , where am = O(
√
logm/m) and bn = O(
√
log n n−
β
2β+D ).
Remark 4. Denis and Hebiri (2015) proposed a general plug-in scheme which
takes in any consistent estimator of η(·) and constructs an abstaining classifier
which asymptotically satisfies the constraint in (CAδ). Our approach differs
from theirs in two important ways: 1) Denis and Hebiri (2015) construct the
abstain region by taking the inverse of the empirical cdf of |ηˆ − 1/2|, which
imposes continuity requirements on the empirical cdf, and thus, restricts the
class of estimators of η that can be used. For instance, the piecewise constant
estimator that we have constructed above does not satisfy their assumption A2.
On the other hand, we employ a randomized strategy motivated by the form
of the Bayes optimal in Theorem 1, which imposes no continuity restrictions
on the estimator of the regression function. 2) In many problem instances, it
is desirable that the bounded-rate constraint is strictly satisfied (see (Rigollet
and Tong, 2011, § 3.1) for a similar discussion in context of Neyman-Pearson
classification). Accordingly, our randomized approach implies that the abstention
constraint is satisfied with high probability. This is in contrast to the classifier
constructed by Denis and Hebiri (2015), which can only satisfy the constraint
asymptotically.
Remark 5. An important feature of our proposed classifier is that it auto-
matically adapts to the local smoothness of the regression function. While
this data-driven adaptivity to the smoothness parameters comes at the cost of
an additional log n factor in bn, it can result in much faster convergence rates
in spatially inhomogeneous functions. More specifically, if η is steep near the
boundaries (β ≈ 1) and flat away from it (β ≈ 0), then for n large enough, the
convergence rates of our algorithm will only depend on the local smoothness
near the boundaries.
Lower Bound. We conclude this section by deriving a minimax lower-bound
on the excess risk for the class of problems considered, i.e., PXY satisfying the
assumptions (A.1), (A.3). This lower bound demonstrates the near-optimality
of our adaptive plug-in classifier. To the best of our knowledge, this is the first
lower-bound result for the problem of classification with abstention.
Theorem 3. Let A represent any algorithm that learns an abstaining classifier
gˆ and let P (β, ρ0) represent the class of PXY satisfying assumptions (A.1)
and (A.3). Then, we have
inf
A
sup
PXY ∈P(β,ρ0)
R(gˆ)−R(g∗) = Ω(n−β(1+ρ0)/(2D+β)).
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Proof outline. The proof follows the general outline described in Audibert and
Tsybakov (2007) with two modifications: 1) a new comparison inequality and 2)
construction of a new class of hard problem instances. The details of these two
steps can be found in the proof of Theorem 2 in (Shekhar et al., 2019). 
5 Computationally Feasible Algorithms
The implementation of the plug-in classifier of Section 4 requires an exhaustive
search over a uniform grid partitioning the input space; an operation with an
exponential runtime complexity. We now present two computationally tractable
algorithms (in Sections 5.1 and 5.2) for constructing abstaining classifiers, as
their implementation involves solving convex programs.
Following Cortes et al. (2016b) and El-Yaniv and Wiener (2010), we now
consider classifiers g represented by the pair (h, r), where the sign of h is used
for predicting labels and the sign of r decides whether to abstain or not. The
original problem (CAδ) can now be re-written as
min
h,r
E
[
l
(
h(X)Y, r(X)
)]
, subject to E
[
1{r(X)≤0}
] ≤ δ, (CAδ,2)
where the loss function l is defined as l(z1, z2) := 1{z1≤0}1{−z2<0}.
5.1 Binary Search with Cost-based Rejection
As noted in Remark 2, the optimal solution to the problem (CAδ) is the same
as that in the fixed-cost setting, with cost equal to 1/2− γδ. Classification with
a fixed cost of abstention λ ∈ (0, 1/2) involves minimizing the cost function
lλ(g, x, y) := 1{g(x) 6=y}1{g(x)6=∆} + λ1{g(x)=∆}. Several works in the literature,
such as Bartlett and Wegkamp (2008); Yuan (2010); Cortes et al. (2016b),
have proposed convex surrogates ϕλ(·) to this loss function that are calibrated
w.r.t. the Bayes optimal solution. More specifically, computationally tractable
algorithms minimize the cost E
[
ϕλ(h, r,X, Y )
]
for (h, r) ∈ H ×R for suitable
choices of H and R. The definitions of these convex surrogate functions rely
heavily on the knowledge of the abstention cost λ, which cannot be determined
beforehand for the bounded rate setting. Thus the existing approaches to defin-
ing convex surrogate loss functions are not applicable here. We now propose
a computationally feasible algorithm for (CAδ) that leverages the above men-
tioned connection between the optimal solutions of (CAδ) and the problem of
classification with fixed-cost of abstention.
Algorithm 1: Take as input the labeled and unlabeled training sets Sl and Su,
a slack term αm, an interval In ⊂ (0, δ), and an algorithm A for learning with
fixed-cost of abstention. Set L1 = 0 and U1 = 1/2. For k ∈ {1, 2, . . . , } perform
the following steps:
1. Set the rejection cost to λk = (Lk + Uk)/2.
2. Use the algorithm A and learn a classifier gˆλk = (hk, rk) with abstention
cost λk on the labelled training set Sl with n samples.
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3. Compute Qk := 1m
∑n+m
j=n+1 1{rk(Xj)≤0}+αm using the unlabelled training
set Su with m samples.
4. If Qk ∈ In, then stop, else if Qk ≤ δ, update Uk ← λk, else update
Lk ← λk.
In the fixed-cost setting, in addition to the calibration results, there exist proven
bounds on the true excess risk in terms of the surrogate excess risk. More formally,
if R¯λ(g) = E[lλ(g,X, Y )] and R¯ϕλ(g) = E[ϕλ(g,X, Y )] denote the risk and the
convex risk, respectively, then we have R¯λ(g)− R¯λ(gλ) ≤ Ψ
(
R¯ϕλ(g)− R¯ϕλ(gλ)
)
,
where gλ = arg ming R¯λ(g) represents the optimal abstaining classifier for the
fixed-cost setting and Ψ : [0,∞) 7→ [0,∞) is some non-decreasing function with
Ψ(0) = 0. Our next result exploits this property to obtain bounds on the excess
risk of the classifier returned by our proposed Algorithm 1.
Theorem 4. Suppose the following conditions are satisfied:
1. Assumptions (A.1), (A.2), and (A.4) hold.
2. The Bayes optimal classifier lies in the function class H × R, for all
λ ∈ (0, 1/2).
3. The convex cost function ϕλ is calibrated for all values of λ ∈ (0, 1/2).
4. R¯ϕλ (gˆλ) − R¯ϕλ (gλ) ≤ A¯n w.p. at least 1 − 1/n, where limn→∞ A¯n = 0.
Moreover, define An = Ψ(An), where Ψ(·) is a non-decreasing function
with Ψ(0) = 0.
Suppose gˆλ is the output classifier when Algorithm 1 is run over the function
class H × R with parameters αm = 2Rm(R) +
√
2 log(2m)/m, where Rm is
the Rademacher complexity of R, and In = [δ − 3Bn, δ − 2Bn], where Bn :=
4C0
(
An
C0
)ρ0/(ρ0+1). Then, for m and n large enough, with probability at least
1− 1/n− 1/m, we have
R(gˆλ)−R(g∗) ≤ An + 4(1/2− γδ)Km,n + 4
(
K1+1/ρ1m,n /C
1/ρ1
1
)
,
where Km,n := (5Bn + 2αm)/2.
The proof of this result is given in Appendix C.1. An concrete example of
the terms A¯n and Ψ(·) is given in Remark 6 in Appendix C.1.
5.2 Baseline: Convex Surrogate with Convex Constraints
Since the loss function l is not convex, we now propose a baseline algorithm which
employs a convex surrogate as in Cortes et al. (2016b) using a convex function
ϕ1(·), which is an upper-bound on 1{·≤0} as l(z1, z2) = 1{z1≤0}1{−z2<0} ≤
1{max{z1,−z2}≤0} ≤ 1{ z1−z22 ≤0} ≤ ϕ1
(
z1−z2
2
)
. Similarly, we can also replace the
constraint with its convex relaxation by employing another function ϕ2(·) to
upper bound the indicator 1{·≤0}. Note that since ϕ2(·) is an upper bound on
1{·≤0}, we are restricting the set of feasible solutions.
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Algorithm 2: We now describe an algorithm that solves the following
empirical version of the convex relaxation of (CAδ,2), in which both ϕ1 and ϕ2
are set to the hinge loss ϕH(z) := max{0, 1− z}:
min
(h,r)∈H×R
1
n
n∑
j=1
ϕH
(
h(Xj)Yj − r(Xj)
2
)
, s.t.
1
m
n+m∑
j=n+1
ϕH
(
r(Xj)
) ≤ δ − τ√
m
,
(CS2)
where H and R are some function classes. The slack term τ/√m is introduced
in the empirical constraint of (CS2) in order to ensure that the feasible functions
for (CS2) also satisfy the constraint of (CAδ,2) with high probability. An
appropriate choice of τ depending on the function classR is given in Proposition 5
in Appendix C.1.
6 Experiments
Figure 1: Plot of the rejection rate versus
accuracy as δ varies from 0.1 to 0.6 for
the two algorithms on the PIMA dataset.
We now describe some empirical re-
sults on the performance of our pro-
posed algorithms. We emphasize that
the goal of these experiments is not to
construct the most accurate classifiers,
but to demonstrate that (i) absten-
tion improves classification accuracy,
and (ii) our proposed algorithms can
achieve tight control over the absten-
tion rate. We implemented the algo-
rithms using CVXPY (Diamond and
Boyd, 2016). Figure 6 shows the plot
of rejection rate versus classification
accuracy for the PIMA dataset, as the
parameter δ was varied from 0.1 to
0.6. As expected, the classification
accuracy increases with increase in δ.
Algorithm 1 was able to find classifiers with very rejection rates very close to
δ, while Algorithm 2 learned classifiers which were more conservative since it
searches over a smaller set. Additional experiments are reported in Appendix D.1.
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A Deferred Proofs from Section 3
A.1 Proof of Proposition 1
Proof outline. The proof proceeds by contradiction. We assume that there
exists an optimal abstaining classifier g∗ =
(
G∗−1, G
∗
1, G
∗
∆
)
with points x1 ∈
int
(
G∗−1 ∪G∗1
)
and x2 ∈ int(G∗∆), such that |η(x1)− 1/2| < |η(x2)− 1/2|. Then
using the continuity of η and the assumptions on PX , we can find appropriate
open balls in
(
G∗−1 ∪G∗1
)
and G∗∆ with the same PX measure, and use them to
construct a new classifier satisfying the constraint of (CAδ) with strictly better
objective function value. This contradicts the optimality of g∗. 
Proof. We proceed by contradiction. Suppose there exist x1 ∈ int
(
G∗−1 ∪G∗1
)
and x2 ∈ int(G∗∆) such that we have |η(x1) − 1/2| < |η(x2) − 1/2|. We will
show that if this happens, then we can construct a classifier that satisfies the
constraint in (CAδ) and has a strictly smaller risk R(·), and thus, contradicting
the optimality of g∗ = (G∗−1, G∗1, G∗∆).
We proceed in the following steps:
• Since x1 ∈ int(G∗−1 ∪G∗1) and x2 ∈ int(G∗∆), we can select an 1 > 0, such
that B(x1, 1) ⊂ int(G∗−1 ∪G∗1) and B(x2, 1) ⊂ int(G∗∆), where we denote
by B(x, ), the ball centered at x with radius .
• We define α0 := |η(x2)− 1/2| − |η(x1)− 1/2| > 0. By the continuity of η,
there exists an 0 < 2 ≤ 1 such that supx∈B(x2,2) |η(x)− η(x2)| ≤ α0/3
and supx∈B(x1,2) |η(x)− η(x1)| ≤ α0/3. Thus, we may write
inf
x∈B(x2,2)
|η(x)− 1/2| ≥ |η(x2)− 1/2| − sup
x∈B(x2,2)
|η(x)− η(x2)|
≥ |η(x2)− 1/2| − α0/3,
and similarly
sup
x∈B(x1,2)
|η(x)− 1/2| ≤ |η(x1)− 1/2|+ α0/3.
Together, these two inequalities imply that
inf
x∈B(x2,2)
|η(x)− 1/2| > sup
x∈B(x1,2)
|η(x)− 1/2|. (10)
• Assume that PX(B(x1, 2)) > PX(B(x2, 2)) (the case in which PX(B(x1, 2)) <
PX(B(x2, 2)) can be handled similarly, while in the case of equality,
we can skip this step). Since PX has a density w.r.t. the Lebesgue
measure which takes values in the range [µmin, µmax], for any  > 0,
we have CDµminD ≤ PX (B(x1, )) ≤ CDµmaxD, where CD is a con-
stant depending on the dimension D. This implies that the mapping
 7→ PX(B(x1, )) is continuous and takes the value 0 at  = 0. Hence, by
the Intermediate Value theorem, there must exist an 3 ∈ (0, 2) such that
PX (B(x1, 3)) = PX (B(x2, 2)).
15
• We now define G∆ =
(
G∗∆ \B(x2, 2)
)∪B(x1, 3), G1 = (G∗1 \B(x1, 3))∪
{x ∈ B(x2, 2) : η(x) − 1/2 ≥ 0}, and G−1 = (G∗−1 \ B(x1, 3)) ∪ {x ∈
B(x2, 2) : η(x)−1/2 < 0}. We first note that this new classifier g is feasible
for (CAδ) as PX(G∆) = PX(G∗∆) − PX(B(x2, 3)) + PX(B(x1, 2)) =
PX(G
∗
∆) ≤ δ.
To compute the excess risk of g over g∗, we need to introduce some notation.
Define F ∗1 = G∗1 \B(x1, 3), F ∗−1 = G∗−1 \B(x1, 3), E∗1 = G∗1 ∩B(x1, 3),
E∗−1 = G
∗
−1 ∩ B(x1, 3), U1 = {x ∈ B(x2, 2) | η(x) ≥ 1/2}, and
U−1 = {x ∈ B(x2, 2) | η(x) < 1/2}. Then we have
R(g)−R(g∗) =
∫
F∗−1∪U−1
η(x)dPX(x) +
∫
F∗1 ∪U1
(1− η(x)dPX(x)
−
∫
F∗−1∪E∗−1
η(x)dPX(x)−
∫
F∗1 ∪E∗1
(1− η(x))dPX(x)
=
(∫
U−1
η(x)dPX(x)−
∫
E∗−1
η(x)dPX(x)
)
+
(∫
U1
(1− η(x))dPX(x)−
∫
E∗1
(1− η(x))dPX(x)
)
:= τ1 + τ2
Now, we consider the two terms separately:
τ1 ≤ sup
x∈U−1
η(x)PX(U−1)− inf
x∈E∗−1
η(x)PX(E
∗
−1)
=
(
1
2
− inf
x∈U−1
(
1
2
− η(x)
))
PX(U−1)−
(
1
2
− sup
x∈E∗−1
(
1
2
− η(x)
))
PX(E
∗
−1)
=
1
2
(
PX(U−1)− PX(E∗−1)
)− inf
x∈U−1
(
1
2
− η(x)
)
PX(U−1) + sup
x∈E∗−1
(
1
2
− η(x)
)
PX(E
∗
−1).
τ2 ≤ sup
x∈U1
(1− η(x))PX(U1)− inf
x∈E∗1
(1− η(x))PX(E∗1 ).
=
(
1
2
− inf
x∈U1
(
η(x)− 1
2
))
PX(U1)−
(
1
2
− sup
x∈E∗1
(
η(x)− 1
2
))
PX(E
∗
1 )
=
1
2
(PX(U1)− PX(E∗1 ))− inf
x∈U1
(
η(x)− 1
2
)
+ sup
x∈E∗1
(
η(x)− 1
2
)
Next, we note the following:
min
{
inf
x∈U−1
(
1
2
− η(x)
)
, inf
x∈U1
(
η(x)− 1
2
)}
≥ inf
x∈B(x2,3)
∣∣∣∣η(x)− 12
∣∣∣∣
max
{
sup
x∈E∗−1
(
1
2
− η(x)
)
, sup
x∈E∗1
(
η(x)− 1
2
)}
≤ sup
x∈B(x1,2)
∣∣∣∣η(x)− 12
∣∣∣∣ .
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Combining these observations, we get the following:
τ1 + τ2 ≤ 1
2
(
PX(U−1) + PX(U1)− PX(E∗−1)− PX(E∗1 )
)
− (PX(U−1) + PX(U1)) inf
x∈B(x2,3)
∣∣∣∣η(x)− 12
∣∣∣∣
+
(
PX(E
∗
−1) + PX(E
∗
1 )
)
sup
x∈B(x1,2)
∣∣∣∣η(x)− 12
∣∣∣∣ .
Finally, by construction we have PX(U−1) + PX(U1) = PX(B(x2, 3)) =
PX(B(x1, 2)) = PX(E
∗
−1) + PX(E
∗
1 ) := Γ > 0. This gives us
τ1 + τ2 ≤ Γ
(
sup
x∈B(x1,2)
∣∣∣∣η(x)− 12
∣∣∣∣− infx∈B(x2,3)
∣∣∣∣η(x)− 12
∣∣∣∣
)
(a)
< 0,
where (a) follows from (10). This implies that the classifier g is feasible
for (CAδ) and has strictly smaller risk than g∗, thus contradicting the
assumption of optimality of g∗.
A.2 Proof of Theorem 1
Proof outline. For any randomized classifier g = (g−1, g1, g∆) that satisfies the
constraint of (CAδ), we may write R(g) =
∫
X η(x)g−1 + (1− η(x))g1dPX and∫
X g∆dPX ≤ δ. Since the five sets (G∗−1, G∗1, G∗∆, ∂G1∗, ∂G∗−1) partition X , we
may obtain a representation of R(g∗) as the sum of the integrals over these five
disjoint sets. The rest of the proof proceeds by employing the definition of g∗ to
show that R(g)−R(g∗) is non-negative, for any feasible abstaining classifier g.
We have also included a separate proof for the case of deterministic classifiers,
as this case is easier to follow (than the more general stochastic case) and we
will employ similar arguments in the proofs of Theorem 2 and Theorem 4 later
on in the paper. 
Proof. Given any randomized feasible classifier g = (g−1, g1, g∆), we can write
the excess risk R(g)−R(g∗) as
R(g)−R(g∗) =
∫
X
(ηg−1 + (1− η)g1) dPX −R(g∗)
We introduce the notation f(x) = η(x)g−1(x) + (1 − η(x))g1(x). Now, by
the definition of g∗, we obtain the following:
R(g)−R(g∗) =
∫
G∗1
(f − (1− η)) dPX +
∫
G∗−1
(f − η) dPX +
∫
G∗∆
fdPX
+
∫
∂G∗1
(f + c0(1− η)) dPX −
∫
∂G∗−1
(f − c0η) dPX
:= T1 + T2 + T3 + T4 + T5
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where the terms Ti, for i = 1, . . . , 5, are defined implicitly. Using the notation
λ =
(
1
2 − γδ
)
, we now bound these five terms separately as follows :
• T1 ≥ −λ
∫
G∗1
g∆dPX . To get this, we first use the fact that η ≥ 1 − η in
the set G∗1, which implies that f ≥ (1 − g∆)(1 − η). Finally, the result
follows from the fact that (1− η) ≤ λ in the set G∗1.
• T2 ≥ −λ
∫
G∗−1
g∆dPX follows from the fact that f ≥ (1− g∆)η, and η ≤ λ
in the set G∗−1.
• T3 ≥ −λ
∫
G∗∆
g∆dPX+λPX (G
∗
∆) follows from the fact that min{η, 1−η} ≥
λ in G∗∆, which implies that f ≥ λ(1− g∆) on G∗∆.
• T4 ≥ λc0PX (∂G∗1) − λ
∫
∂G∗1
g∆dPX follows from the fact that η = 1 − λ
on the set ∂G∗1.
• T5 ≥ λc0PX
(
∂G∗−1
)− λ ∫
∂G∗−1
g∆dPX follows from the fact that η = λ on
the set ∂G∗−1.
Combining these observations, we obtain
R(g)−R(g∗) ≥ −λ
∫
X
g∆dPX + λPX (G
∗
∆) + λc0PX
(
∂G∗1 ∪ ∂G∗−1
)
(a)
= λ
(
δ −
∫
X
g∆dPX
)
(b)
≥ 0,
where (a) follows from the choice of the term c0 and (b) follows from the
assumption that g is a feasible randomized classifier for the problem (CAδ).
Alternate proof for the non-randomized case: In the case where we have
PX (G
∗
∆) = δ, the terms T4 and T5 are zero since PX (∂G
∗
1) = PX
(
∂G∗−1
)
= 0.
The optimal classifier does not require randomization in these situations.
Since, we will use similar arguments for the proofs of Theorem 2 and Theo-
rem 4 , for completeness, we now provide the steps of a proof of the optimality
of the classifier g∗ = (G∗−1, G∗1, G∗∆) when restricted to the class of deterministic
classifiers.
Proof. Given any feasible (satisfies the constraint of (CAδ)) classifier g =
(G−1, G1, G∆), we can write the excess risk R(g)−R(g∗) as
R(g)−R(g∗) =
∫
G−1
η(x)dPX+
∫
G1
(1− η(x)) dPX−
∫
G∗−1
η(x)dPX−
∫
G∗1
(1− η(x)) dPX .
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Since we have Gi = (Gi ∩G∗−1)∪ (Gi ∩G∗1)∪ (Gi ∩G∗∆) and G∗i = (G∗i ∩G−1)∪
(G∗i ∩G1) ∪ (G∗i ∩G∆), for i ∈ {−1, 1,∆}, we obtain
R(g)−R(g∗) =
∫
G−1∩G∗1
(2η(x)− 1) dPX +
∫
G−1∩G∗∆
η(x)dPX +
∫
G1∩G∗−1
(1− 2η(x)) dPX
+
∫
G1∩G∗∆
(1− η(x)) dPX −
∫
G∗−1∩G∆
η(x)dPX −
∫
G∗1∩G∆
(1− η(x))dPX
:= L1 + L2 + L3 + L4 − L5 − L6,
where the terms Li, for i = 1, . . . , 6, are defined implicitly. We now bound these
six terms separately as follows:
• L1 > 2γδPX (G−1 ∩G∗1), since η(x) > 1/2 + γδ on the set G∗1.
• L2 ≥ (1/2− γδ)PX (G−1 ∩G∗∆), since η(x) ≥ 1/2− γδ on the set G∗∆.
• L3 > 2γδPX
(
G1 ∩G∗−1
)
, since η(x) < 1/2− γδ on the set G∗−1.
• L4 ≥ (1/2− γδ)PX (G1 ∩G∗∆), since η(x) ≤ 1/2 + γδ on the set G∗∆.
• L5 < (1/2− γδ)PX
(
G∗−1 ∩G∆
)
, since η(x) < 1/2− γδ on set G∗−1.
• L6 < (1/2− γδ)PX (G∗1 ∩G∆), since η(x) > 1/2 + γδ on the set G∗1.
Combining these observations, we obtain
R(g)−R(g∗) ≥ 2γδ
(
PX(G−1 ∩G∗1) + PX(G1 ∩G∗−1)
)
+
(
1
2
− γδ
)
PX
(
G∗∆ ∩ (G−1 ∪G1)
)
−
(
1
2
− γδ
)
PX
(
G∆ ∩ (G∗−1 ∪G∗1)
)
(a)
= 2γδ
(
PX(G−1 ∩G∗1) + PX(G1 ∩G∗−1)
)
+ (1− 2γδ)
(
PX(G
∗
∆)− PX(G∆)
)
(b)
= 2γδ
(
PX(G−1 ∩G∗1) + PX(G1 ∩G∗−1)
)
+ (1− 2γδ)
(
δ − PX(G∆)
)
(11)
(c)
≥ 0.
(a) comes from the fact that PX
(
G∗∆ ∩ (G−1 ∪G1)
)
= PX(G
∗
∆)− PX(G∆) and
PX
(
G∆ ∩ (G∗−1 ∪G∗1)
)
= PX(G∆)− PX(G∗∆).
(b) comes from the assumption that the classifier g∗ =
(
G∗−1, G
∗
1, G
∗
∆
)
satisfies
the constraint of (CAδ) with equality, and thus, PX(G∗∆) = δ.
(c) comes from the fact that neither of the two terms in (11) can be negative.
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B Details from Section 4
B.1 Concentration Results
Proposition 4. Define N =
⌊(
nµmin
16 logn
) 1
D
⌋
and H = { 1N , 2N , . . . , 1}. Then, we
have the following:
1. Event Ω1 = ∩h∈HΩ1,h occurs with probability at least 1− 1/n, where Ω1,h
is defined as
Ω1,h :=
{
|ηˆh(xh,i)− η¯(Eh,i)| ≤
√
2 log(2n/hD)
n(Eh,i)
,∀i ∈ [Mh]
}
,
where xh,i is any point in the cell Eh,i. Note that ηˆh(·) returns the same
value for all x ∈ Eh,i.
2. Event Ω2 = ∩h∈HΩ2,h occurs with probability at least 1− 1/n, where Ω2,h
is defined as
Ω2,h :=
{
n(Eh,i) ≥
(
nµminh
D
4
)
, ∀i ∈ [Mh]
}
.
Proof outline. The proof of the first statement uses the multiplicative form of the
Chernoff bound (Eq. 7 in Hagerup and Rüb 1990), while the second statement
follows by employing the Hoeffding’s inequality. The detailed proof is provided
in Appendix B.1. 
Proof. 1. If we show that the event Ωc1,h occurs with probability at most
1/(nN), then the final statement follows by a union bound over N members
of the set H. In order to show that P (Ωc1,h) ≤ 1/(nN), first consider the
event Eh,i(k) := {n(Eh,i) = k}, for k = 0, 1, . . . , n. Then, by the Hoeffding’s
inequality, for any tk > 0, we have
P
(
|ηˆ(xh,i)− η¯(Eh,i)| > tk
∣∣∣∣Eh,i(k)) ≤ 2e−kt2k/2.
Now, with tk =
√
2 log(2nNd1/he
D)
k , we have 2e
−kt2k/2 = 1Nnd1/heD, and
thus, we may write
P
(
(|ηˆ(xh,i)− η¯(Eh,i)| >
√
2 log(2nNd1/heD)
n(Eh,i)
)
=
n∑
k=0
P (Eh,i(k))P
(
|ηˆ(xh,i)− η¯(Eh,i)| > tk
∣∣∣∣Eh,i(k)) ≤
n∑
k=0
P (Eh,i(k)) 1
Nnd1/heD =
1
Nnd1/heD .
20
Thus, by taking a union bound over all theMh = d1/heD cubes Eh,1, . . . , Eh,Mh ,
we have P (Ωc1,h) ≤ 1/(nN).
2. If we show that the event Ωc2,h occurs with probability at most 1/(nN),
then the final statement follows by a union bound over N members of
the set H. In order to show that P (Ωc2,h) ≤ 1/(nN), we first introduce
the notation µh,i := PX(Eh,i). By the multiplicative form of the Chernoff
bound (Hagerup and Rüb, 1990, (7)), for any ch,i ∈ (0, 1), we have
PX
(
n(Eh,i) < (1− ch,i)nµh,i
) ≤ e−nµh,ic2h,i2 .
To complete the proof, it is sufficient to choose ch,i to ensure that e−
nµh,ic
2
h,i
2 ≤
1
nNMh
and (1− ch,i)nµh,i ≥ nµminh
D
4 . Now we prove that a suitable choice
of ch,i for obtaining these two inequalities is ch,i =
√
6 log(nµmin)
nµh,i
. We start
by showing
nµh,ic
2
h,i
2
= 3 log (nµmin)
(a)
≥ log
(
n(2D+1)/Dµ
(D+1)/D
min
)
= log
(
n(nµmin)
(D+1)/D
)
(b)
≥ log (nND+1) (c)≥ log (nNMh) .
(a) comes from the fact that for D ≥ 1, we have D+1D ≤ 2D+1D ≤ 3.
(b) follows from the fact that from the statement of the proposition, we
have N =
(
nµmin
16 logn
) 1
D
, and thus, nµmin ≥ nµmin16 logn = ND.
(c) comes from the fact h ≥ 1N (see the statement of the proposition) and
Mh = d1/heD.
This completes the prove of e−
nµh,ic
2
h,i
2 ≤ 1nNMh .
We now move on to prove (1− ch,i)nµh,i ≥ nµminh
D
4 . We start by showing
c2h,i =
6 log (nµmin)
nµh,i
(a)
≤ 6 log (nµmin)
nµminhD
(b)
≤ 6 log (nµmin)N
D
nµmin
(c)
=
6 log (nµmin)nµmin
nµmin16 log(n)
=
6 log (nµmin)
16 log(n)
(d)
≤ 6
16
=⇒ ch,i ≤
√
6
16
≤ 3
4
.
(a) comes from the fact that µh,i ≥ µminhD.
(b) comes from the fact h ≥ 1N from the statement of the proposition.
(c) comes from the definition of N from the statement of the proposition.
(d) comes from the fact that µmin ≤ 1.
Thus, we have under the event Ω2,h, we have
n(1− ch,i)µh,i ≥ n
(
1− 3
4
)
µminh
D =
nµminh
D
4
.
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B.2 Proof of Proposition 2
We drop the subscript x for h∗x, h∗1,x, and hˆx in this section. Introduce the
following definitions:
h∗ = max
{
h ∈ (0, 1) | eS(h, x) ≥ eD(h, x)
}
, h∗1 = max
{
h ∈ H | eS(h, x) ≥ eD(h, x)
}
,
hˆ = max
{
h ∈ H | |ηˆh(x)− ηˆh′(x)| ≤ 4eS(h′, x), ∀ h′ ∈ H, h′ ≤ h
}
.
Now we may write the following:
|ηˆ(x)− η(x)| = |ηˆhˆ(x)− η(x)| ≤ |ηˆhˆ(x)− ηˆh∗1 (x)|+ |ηˆh∗1 (x)− η(x)|
(a)
≤ 4eS(h∗1, x) + |ηˆh∗1 (x)− η(x)|
(b)
≤ 4eS(h∗1, x) + eS(h∗1, x) + eD(h∗1, x)
(c)
≤ 6eS(h∗1, x). (12)
(a) follows from the fact that h∗1 ≤ hˆ, and thus, |ηˆhˆ(x) − ηˆh∗1 (x)| ≤ 4eS(h∗1, x).
Now what is left to show is that h∗1 ≤ hˆ. To see this, we first define the set
Hˆ = {h ∈ H | |ηˆh(x)− ηˆh′(x)| ≤ 4eS(h′, x), ∀ h′ ∈ H, h′ ≤ h
}
. Clearly, hˆ is
the maximum element in H, from its definition. Thus, to show that h∗1 ≤ hˆ, it
suffices to prove that h∗1 ∈ Hˆ. Consider any h′ ≤ h∗1, h′ ∈ H. We then have the
following:
|ηˆh∗1 (x)− ηˆh′(x)| ≤ |ηˆh∗1 (x)− η(x)|+ |ηˆh′(x)− η(x)|
≤ eS(h∗1, x) + eD(h∗1, x) + eS(h′, x) + eD(h′, x)
≤ 2eS(h∗1, x) + 2eS(h′, x) ≤ 4eS(h′, x),
which implies that h∗1 ∈ Hˆ. Note that the last inequality comes from the fact
that eS(h, x) decreases as h is increased.
(b) is from Eq. 3.
(c) uses the definition of h∗1.
From the definitions of h∗ and h∗1, we have h∗ − 1/N ≤ h∗1 ≤ h∗, and thus,
we may write for D ≥ 2
eS(h
∗
1, x) = eS(h
∗, x)
(
h∗
h∗1
)D/2
≤ eS(h∗, x)
(
h∗
h∗ − 1N
)D/2
= eS(h
∗, x)
(
1
1− 1Nh∗
)D/2 (b)
≤ eS(h∗, x)
(
1
1− D2Nh∗
)
(c)
≤ 4
3
eS(h
∗, x). (13)
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(b) follows from the Bernoulli’s inequality (1 + x)z ≥ 1 + xz, for x ≥ −1 and
z ≥ 1.
(c) relies on the assumption that n is large enough to ensure that h∗N ≥ 2D.
The case D = 1 can be handled similarly as
eS(h
∗
1, x) ≤ eS(h∗, x)
(
1
1− 1Nh∗
)1/2
≤ eS(h∗, x)
(
1
1− 12
)1/2
=
√
2eS(h
∗, x) (14)
Since max{4/3,√2} ≤ 3/2, the final result follows from (12), (13), and (14),
i.e., under the events Ω1 and Ω2, for all x ∈ X , we have |ηˆ(x)−η(x)| ≤ 9eS(h∗, x).
We now further assume that the regression function η(·) is Hölder continuous
with exponent 0 < β ≤ 1. Since h has the opposite effect on the two error terms
eS(h, x) and eD(h, x), its optimal value that minimizes the upper-bound eS(h, x)+
eD(h, x) is obtained by putting these two terms equal, i.e., eS(h, x) = eD(h, x).
Putting eS(h, x) =
√
32 log(nµmin)
nµminhD
equal to eD(h, x) = L(
√
Dh)β will give us
h∗ =
(
32 log(nµmin)
nµminL2Dβ
) 1
2β+D
. Now plugging the value of h∗ in eD(h∗, x) = eS(h∗, x)
and using what we proved in the first part of this proposition, i.e., |ηˆ(x)−η(x)| ≤
9eS(h
∗, x), we have
|ηˆ(x)− η(x)| ≤ 9eS(h∗, x) = 9eD(h∗, x) ≤ 9L(
√
Dh∗)β
= 9L
D
2β+DD
βD
2(2β+D)
(
32 log(nµmin)
µmin
) β
2β+D
n
−β
(2β+D) = bn = O˜(n−β/(2β+D)).
B.3 Proof of Proposition 3
For this inequality, we first note that the class of functions F1 := {fc : R →
{0, 1} | fc(x) = 1{|x|≤c}, c ∈ R}, has the VC dimension of 2 (Shalev-Shwartz
and Ben-David, 2014, § 6.3.2). This implies the following uniform convergence
result with probability at least 1−1/m, for m samples {Zj}mj=1 drawn i.i.d. from
any distribution PZ (Shalev-Shwartz and Ben-David, 2014, § 28.1):
sup
fc∈F1
 1
m
∣∣∣∣∣∣
m∑
j=1
(
fc(Zj)− EPZ
[
fc(Zj)
])∣∣∣∣∣∣
 ≤ 2√16 log(em/2) + 2 log(4m)
m
≤ 2
√
18 log(4m)
m
:= am. (15)
Now, we note that conditioned on the labelled training set Sl, the estimator
ηˆ(·) is a fixed function, and {Xn+j}mj=1 are independent of the samples in Sl.
We define the random variables
{
Zj = ηˆ(Xn+j)
}m
j=1
and introduce the event
E =
 supfc∈F1
 1
m
∣∣∣∣∣∣
m∑
j=1
(
fc(Zj)− EPZ
[
fc(Zj)
])∣∣∣∣∣∣ ≤ am
 .
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Then, we have
P (Ec) = E [1Ec ] = E
[
E[1Ec
∣∣Sl]] = E [P (Ec∣∣Sl)] ≤ E [ 1
m
]
=
1
m
,
where the inequality follows from (15). This proves that P (E) = P (Ω3) ≥ 1− 1m .
B.4 Proof of Theorem 2
Proof. We assume that the events Ω1, Ω2, and Ω3 occur, whose probability is at
least 1− 1/m− 2/n (see Propositions 4 and 3).
We first present a lemma which tells us that the estimated threshold γˆ is
close to the true threshold γδ.
Lemma 1. Suppose m is large enough to ensure that
(
am
C1
)1/ρ1 ≤ bn. Then we
have
γδ − 4bn ≤ γˆ ≤ γδ + bn. (16)
Proof. We first prove the upper bound on γˆ.
Pˆm (|ηˆ − 1/2| ≤ γˆ) ≤ δ − am (i)⇒ PX (|ηˆ − 1/2| ≤ γˆ) ≤ δ
(ii)⇒ PX (|η − 1/2| ≤ γˆ − bn) ≤ δ = PX (|η − 1/2| ≤ γδ)
⇒ γˆ ≤ γδ + bn.
In the above display, (i) follows from Proposition 3, and (ii) follows from
Proposition 2.
Next, we observe that by the piecewise constant nature of the regression
function estimator, the maximum difference in the ηˆ values of any two adjacent
cells of the grid is no more than 2bn. This fact, coupled with the definition of
γˆ implies that Pˆm (|ηˆ − 1/2| ≤ γˆ + 2bn) ≥ δ − am. Thus we have the following
series
Pˆm (|ηˆ − 1/2| ≤ γˆ + 2bn) ≥ δ − am
⇒ PX (|η − 1/2| ≤ γˆ + 3bn) ≥ δ − 2am
Now, to obtain the lower bound on γˆ, we observe that by the assumption (A.2),
the following is true.
PX
(
|η − 1/2| ≤ γδ −
(
am
C1
)1/ρ1)
≤ δ − 2C1
((
am
C1
)1/ρ1)ρ1
= δ − 2am.
The result follows by using the assumption that bn ≥
(
am
C1
)1/ρ1
.
Part 1: We first show that PX (gˆ(X) = ∆) ≤ δ, i.e., the constructed classifier
gˆ is feasible for (CAδ). We consider two cases:
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• Case 1: pˆ1 ≥ δ − 5am. In this case, the classifier does not randomize, and
we have PX (gˆ(X) = ∆) = PX
(
Gˆ∆
)
≤ Pˆm
(
Gˆ∆
)
+ am ≤ δ.
• Case 2: pˆ1 < δ − 5am. In this case, due to randomization we have
PX (gˆ(X) = ∆) = PX
(
Gˆ∆
)
+ cˆPX
(
∂Gˆ−1 ∪ ∂Gˆ1
)
. By the definition of cˆ,
we have
PX (gˆ(X) = ∆) ≤ (pˆ1 + am) +
(
δ − 5am − pˆ1
pˆ2 − pˆ1 − 2am (pˆ2 − pˆ1 + 2am)
)
≤ pˆ1 + am + (δ − 5am − pˆ1) + (δ − 5am − pˆ1)4am
pˆ2 − pˆ1 − 2am
= δ − 4am + (δ − 5am − pˆ1)4am
pˆ2 − pˆ1 − 2am ≤ δ,
which completes the proof of the first part of Theorem 2.
Part 2: To prove the upper-bound on the excess risk, we first note that if
we remove the randomization and deterministically declare i in the region ∂Gˆi
for i ∈ {−1, 1}, the the excess risk can only increase. So, for the rest of this
section, we will use Gˆi to represent the entire region in which label i is declared,
i.e., Gˆi ∪ ∂Gˆi.
Thus, we write the excess risk of the plug-in classifier gˆ over the optimal
classifier g∗ as
R(gˆ)−R(g∗) =
∫
Gˆ−1
η(x)dPX +
∫
Gˆ1
(
1− η(x))dPX + ∫
∂Gˆ−1
(1− cˆ (17)
−
∫
G∗−1
η(x)dPX −
∫
G∗1
(
1− η(x))dPX . (18)
Using the fact that Gˆ−1 = Gˆ−1 ∩
(
G∗−1 ∪G∗1 ∪G∗∆
)
, we may split the first term
on the RHS of (17) as∫
Gˆ−1
η(x)dPX =
∫
Gˆ−1∩G∗−1
η(x)dPX +
∫
Gˆ−1∩G∗∆
η(x)dPX +
∫
Gˆ−1∩G∗1
η(x)dPX .
(19)
Similarly, we may split all the other terms on the RHS of (17) and obtain
R(gˆ)−R(g∗) =
∫
Gˆ−1∩G∗∆
η(x)dPX −
∫
Gˆ∆∩G∗−1
η(x)dPX +
∫
Gˆ1∩G∗∆
(
1− η(x))dPX
−
∫
Gˆ∆∩G∗1
(
1− η(x))dPX +Q1 +Q2, (20)
where
Q1 =
∫
Gˆ−1∩G∗1
(
2η(x)− 1)dPX , Q2 = ∫
Gˆ1∩G∗−1
(
1− 2η(x))dPX .
25
Now, we add and subtract (1/2− γδ) to the integrand of the first four terms
on the RHS of (20) and obtain
R(gˆ)−R(g∗) =
(
1
2
− γδ
)
(PX (G
∗
∆)− PX (gˆ(X) = ∆))+R1+R2+R3+R4+Q1+Q2,
(21)
where
R1 =
∫
Gˆ−1∩G∗∆
(
η(x)− 1
2
+ γδ
)
dPX , R2 =
∫
Gˆ∆∩G∗−1
(
1
2
− γδ − η(x)
)
dPX ,
R3 =
∫
Gˆ∆∩G∗1
(
η(x)− 1
2
− γδ
)
dPX , R4 =
∫
Gˆ1∩G∗∆
(
1
2
+ γδ − η(x)
)
dPX .
We now state a lemma that gives an upper-bound for the first term on the RHS
of (21).
Lemma 2. We have PX (gˆ(X) = ∆) ≥ δ − 5am.
Suppose m is large enough to ensure that C1(0/4)ρ1 > am and n is large
enough to ensure that bn < 0/2. Then, we have PX(Gˆ∆) ≥ δ − 2am − 2C0bρ0n .
Proof. We again have two cases:
• Case 1: pˆ1 ≥ δ − 5am. In this case, there is no randomization, and by
construction, we have PX (gˆ(X) = ∆) ≥ δ − 5am.
• Case 2: pˆ1 < δ − 5am. Here, we obtain a lower bound on the randomized
classifier
PX (gˆ(X) = ∆) = PX
(
Gˆ∆
)
+ cˆPX
(
∂Gˆ−1 ∪ ∂Gˆ1
)
≥ pˆ1 − am + δ − 5am − pˆ1 + am
pˆ2 − pˆ1 − 2am (pˆ2 − pˆ1 − 2am)
≥ δ − 3am.
Thus combining the two cases, we always have PX (gˆ(X) = ∆) ≥ δ − 5am.
Applying the lower-bound on PX(gˆ(X) = ∆) from Lemma 2, along with the
fact that PX(G∗∆) = δ, we may write
PX (G
∗
∆)− PX (gˆ(X) = ∆) ≤ 5am. (22)
We can now upper-bound the remaining terms in (21).
Lemma 3. Assume that the events Ω1, Ω2, and Ω3 hold, and that the number
of labelled samples n is greater than ζ := min{n ≥ 1 | bn ≤ (δ/2C0)1/ρ0}. Then
the following statements are true:
1. The terms Ri, i = 1, . . . , 4 satisfy
Ri ≤ C04ρ0+1
[(
am + C0b
ρ0
n
C1
)(ρ0+1)/ρ1
+ bρ0+1n
]
(23)
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2. The terms Qi = 0, i = 1, 2.
Proof. 1. We derive the required bound for the term R1. The other terms R2,
R3, and R4 can be bounded similarly.
Using the lower-bound on γˆ, we have the following:
R1 ≤ (γδ − γˆ + bn)PX (1/2− γδ ≤ η ≤ 1/2− γˆ + bn)
≤ 5bnPX (1/2− γδ ≤ η(X) ≤ 1/2− γδ + 5bn)
≤ C0(5bn)1+ρ0 .
2. We show that Q1 = 0 by proving that the set Gˆ−1 ∩ G∗1 is empty. The
result for Q2 follows similarly.
Gˆ−1 ∩G∗1 = {ηˆ < 1/2− γˆ , η > 1/2 + γδ}
(a)⊂ {1/2 + γδ < η < 1/2− γˆ + bn}
(b)⊂ {1/2 + γδ < η < 1/2 + bn}.
(a) follows from Proposition 2.
(b) uses the fact that γˆ ≥ 0.
Now, a necessary condition for the above set to be nonempty is that γδ < bn.
For n ≥ ζ, we can show that this is not the case. We start by
δ = PX(G
∗
∆) = PX(|η(x)−
1
2
| ≤ γδ) ≤ PX(|η(x)− 1
2
| ≤ 2γδ)
= PX (|η − 1/2 + γδ| ≤ γδ) + PX (|η − 1/2− γδ| ≤ γδ)
(a)
≤ 2C0γρ0δ .
(a) comes from applying the margin condition at levels 1/2− γδ and 1/2 + γδ.
This implies that γδ ≥
(
δ
2C0
)1/ρ0
, which by the assumption on n being large
enough ensures that bn ≤ γδ, and thus, the set Gˆ−1 ∩G∗1 is empty.
Combining these results, we obtain
R(gˆ)−R(g∗) ≤ 5am + 4C0(5bn)1+ρ0 .
as required.
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C Deferred Proofs from Section 5
C.1 Proof of Theorem 4
Proof outline. Suppose λ denotes the cost value at which the search algorithm
stops. By the triangle inequality, it suffices to obtain separate bounds on the
absolute value of the excess risks between the pairs (gˆλ, gλ) and (gλ, g∗). To
bound these terms, we first show that the corresponding sets of partitions of X
formed by gˆλ and gλ must have large overlap (in terms of PX measure) with
each other (Lemma 4). This allows us to obtain a lower-bound on the measure
of the set PX (gλ = λ) (Lemma 5), which in turn implies that the threshold λ is
not much different from the threshold 1/2− γδ. These results coupled with the
upper-bound on the excess surrogate (fixed-cost) risk between gˆλ and gλ allow
us to obtain the required bounds. 
Remark 6. A concrete example of the terms A¯n and Ψ(·) can be obtained from
Corollary 19 in Yuan (2010). Here H is some class of functions h : X 7→ R and
R = {1{|h|>c} | h ∈ H, c ∈ [0,∞)}. If Nn denotes the 1/n covering number
of H w.r.t. the uniform metric and ϕλ(·) is a convex surrogate satisfying the
conditions of Theorem 9 in Yuan (2010), then we have A¯n = O
(
1
n +
log(nNn)
n
)
and Ψ(x) = x1/(s+β−sβ), for some s > 0 and β = ρ0/(1 + ρ0).
Proof of Theorem 4 .
Proof. The choice of αm = 2Rm(R) +
√
2 log(2m)/m according to Claim ??,
which ensures that with probability at least 1 − 1/m, the empirical measure
and the PX measure differ by no more than αm. The choice of the stopping
interval is In = [δ − 3Bn, δ − 2Bn], and Bn is defined in (24). The algorithm
stops searching in round k if Qk ∈ In. This implies that the algorithm stops at
a cost value λ, at which the fixed cost algorithm with n labelled samples learns
a classifier gˆλ =
(
Gˆ−1, Gˆ1, Gˆλ
)
with δ − 3Bn − 2αm ≤ PX(Gˆλ) ≤ δ − 2Bn.
We consider the two classifiers gˆλ which is output by the algorithm, and
gλ = (G−1, G1, Gλ) which is the optimal classifier with cost of rejection λ.
R¯λ (gˆλ)− R¯λ (gλ) =
∫
Gˆ−1
ηdPX +
∫
Gˆ1
(1− η)dPX + λ
∫
Gˆλ
dPX−(∫
G−1
ηdPX +
∫
G1
(1− η)dPX + λ
∫
Gλ
dPX
)
.
The excess risk bound for convex surrogates of learning with fixed cost of absten-
tion implies that the above term can be upper bounded by An. Furthermore, by
proceeding as in proof of Theorem 2 we can obtain the following:
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An ≥
∫
Gˆ−1∩G1
(2η − 1)dPX +
∫
Gˆ−1∩Gλ
(η − λ)dPX +
∫
Gˆ1∩G−1
(c− η)dPX+∫
Gˆ1∩Gλ
(1− η − λ)dPX +
∫
Gˆλ∩G−1
(λ− η)dPX +
∫
Gˆλ∩G1
(λ− 1 + η)dPX
Our next result tells us that the sets Gˆi have large overlap in terms of PX
measure with the sets Gi for i = −1, 1 and λ.
Lemma 4. For i = −1, 1 and λ, we have PX
(
Gˆi ∩Gci
)
≤ Bn.
Proof. We partition the set G−1 as G−1 = G−1,a ∪G−1,b where G−1,a = {x ∈
G−1 | η(x) ≥ λ− } for some  > 0 to be decided later. Using this, we proceed
as follows:
An ≥
∫
Gˆλ∩G−1
(λ− η)dPX ≥
∫
Gˆλ∩G−1,b
(λ− η)dPX
≥ PX
(
Gˆλ ∩G−1,b
)
.
Assume that the cost λ ∈ [1/2−γδ− 0, 1/2−γδ + 0]. We can now upper bound
the probability mass of the intersection of Gˆλ with G−1 as follows:
PX
(
Gˆλ ∩G−1
)
≤ PX (G−1,a) + PX
(
Gˆλ ∩G−1,b
)
(a)
≤ 2
(
C0
ρ0 +
An

)
.
where (a) follows from the assumption that λ ∈ [1/2− γδ − 0, 1/2− γδ + 0] and
(A.1). By choosing  =
(
An
C0
)1/(ρ0+1)
, we get
PX
(
Gˆλ ∩Gcλ
)
≤ 4C0
(
An
C0
)ρ0/(ρ0+1)
:= Bn. (24)
Proceeding similarly, we can obtain the following bounds as well:
PX
(
Gˆ1 ∩Gc1
)
≤ Bn
PX
(
Gˆ−1 ∩Gc−1
)
≤ Bn
We now show that that PX(Gλ) is close to δ.
Lemma 5. We have δ −Km,n ≤ PX (Gλ) ≤ δ, where Km,n = αm + 52Bn.
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Proof. For getting the upper bound, we use the stopping rule of the algorithm,
and the results of Lemma 4.
PX(Gλ) = PX(Gλ ∩ Gˆλ) + PX(Gλ ∩ Gˆcλ)
≤ PX(Gˆλ) + PX(Gˆ−1 ∩Gλ) + PX(Gˆ1 ∩Gλ)
≤ PX(Gˆλ) + PX(Gˆ−1 ∩Gc−1) + PX(Gˆ1 ∩Gc1)
≤ δ − 2Bn + 2Bn = δ.
In the last inequality, we use PX(Gˆλ) ≤ δ − 2Bn due to the stopping rule, and
PX(Gˆi ∩ Gci ) ≤ Bn for i = −1, 1 from Lemma 4. Similarly, we also have the
following lower bound:
PX(Gλ) ≥ PX(Gˆλ ∩Gλ) = PX(Gˆλ)− PX(Gˆλ ∩Gcλ)
≥ δ − 2αm − 3Bn − 2Bn
:= δ − 2Km,n.
Lemma 6. Assume that the detectability assumptions (A.2) hold with some
0 > 0. Then we have λ ≤
(
1
2 + γδ
)
+ 2
(
Km,n
C1
)1/ρ1
.
Proof. The proof of this statement relies on the fact that Gλ and G∗∆ are both
sub-level sets of the function |η − 1/2|. From Lemma 5, we know that a lower
bound on PX measure of Gλ is δ − 2Km,n. Now, from our assumption that
|λ− 1/2 + γδ| ≤ 0, and the detectability assumption (A.2), we have
2Km,n ≥ PX (G∗∆)− PX (Gλ) (25)
(a)
≥ 2C1
(
λ− 1/2 + γδ
2
)ρ1
(26)
(27)
where (a) follows from the detectabilty assuption applied at level (1/2)(λ+1/2−
γδ). On simplification, this gives us(
λ− 1
2
+ γδ
)
≤ 2
(
Km,n
C1
)1/ρ1
(28)
as required.
We now proceed towards bounding the excess risk of the classifier output by
the binary search algorithm, gˆ, over g∗. We first decompose the excess risk into
two terms.
|R(gˆ)−R(g∗)| ≤ |R(gˆ)−R(gλ)|+ |R(gλ)−R(g∗)|. (29)
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The second term in (29) can be upper bounded as follows:
|R(gλ)−R(g∗)| ≤
∫
Gλ∩G∗−1
ηdPX +
∫
Gλ∩G∗1
(1− η)dPX
≤
∫
Gλ∩G∗−1
λdPX +
∫
Gλ∩G∗−1
(1− 1 + λ)dPX
= λPX
(
Gλ ∩
(
G∗∆
)c)
= λ (δ − PX(Gλ))
Now, for the first term, we have
|R(gˆ)−R(gλ)| ≤ An + λ|PX(Gˆλ)− PX(Gλ)|
≤ An + λ(δ − PX(Gλ))
(a)
≤ An +
(
1
2
− γδ +
(
Km,n
C1
)1/ρ1)
2Km,n
where (a) follows from Lemma 6. Combining these inequalities, we get the
required bound on the excess risk of the classifier gˆ.
R(gˆ)−R(g∗) ≤ An + 2λ(δ − PX(Gλ))
≤ An + 4
(
1
2
− γδ
)
Km,n + 4
K
1+1/ρ1
m,n
C
1/ρ1
1
.
It remains to show that the assumption that |λ− 1/2 + γδ| < 0 is satisfied.
Lemma 7. Suppose n and m are large enough to ensure that 2αm + 3Bn ≤
2C1(0/8)
ρ1 , and An < 2C1 (0/4)
1+ρ1 . Then |λ− 1/2 + γδ| is smaller than 0.
Proof. We proceed by contradiction. Assume that λ > 1/2− γδ + 0. (The case
λ < 1/2 − γδ − 0 can be handled similarly). Let λ1 denote the threshold at
which we have PX(|η − 1/2| ≤ λ1) = δ − 3Bn − 2αm, and let Gλ1 = {x ∈ X |
|η(x)− 1/2| ≤ λ1}. By the condition on m and n, we know that 3Bn + 2αm ≤
2C1 (0/8)
ρ1 , which implies that λ1 ≤ 1/2− γδ + 0/4.
Define the set U = {x ∈ X | |η − 1/2 + γδ − 0/2| ≤ 0/4}. By our
assumption that λ > 1/2− γδ + 0, the set U is a subset of Gλ1 \Gλ, and for all
x ∈ U , we have |η(x)− λ| ≥ 0/4. Furthremore, by applying the detectability
condition at level 1/2− γδ + /2, we have PX(U) ≥ 2C1
( )
4
)ρ1 .
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We now observe the following:
An ≥ R¯λ (gˆλ)− R¯λ(gλ) ≥
∫
Gˆλ\Gλ
|η − λ|dPX
(a)
≥
∫
Gλ1\Gλ
|η − λ|dPX ≥
∫
U
|η − λ|dPX
(b)
≥ 0
4
C1
(0
4
)ρ1
= 2C1
(0
4
)1+ρ1
> An,
which gives us the required contradiction. In the above display, (a) follows from
the fact that PX(Gλ1 \ Gλ) ≤ PX(Gˆλ \ Gλ), and an argument similar to the
proof of Proposition 1. (b) follows from the results on PX(U) and |η(x)− λ| for
x ∈ U .
C.2 Slack Term in (CS2)
We present a result which provides us with an appropriate value of slack which
ensures that the constraint in (CS2) is satisfied with high probability.
Proposition 5. Let ϕ¯H(z) := min{1, ϕH(z)} be the clipped version of the hinge
loss and define F := {ϕ¯H ◦ r | r ∈ R}. Then, for any m > 1 and all r ∈ R,
with probability at least 1− 1/m, we have
PX
(
r(X) ≤ 0) ≤ 1
m
n+m∑
j=n+1
ϕH
(
r(Xj)
)
+
τ√
m
,
where τ = 2
√
mRm (F)+
√
2 log(2m) and Rm(F) is the Rademacher complexity
of the function class F .
Proof outline. The proof follows by employing the standard Rademacher complex-
ity generalization bound (Shalev-Shwartz and Ben-David, 2014, Theorem 26.5)
over the bounded class of functions F , and then using the fact that ϕH◦r ≥ ϕ¯H◦r.
The detailed proof is given in Appendix C.2. 
Proof. We proceed as follows
E
[
ϕ¯H
(
r(X)
)] )− 1
m
m∑
i=1
ϕ¯H
(
r(Xi+m)
) (a)≤ 2Rm(F) +√2 log(2m)
m
⇒ E [ϕ¯H(r(X))]− 1
m
m∑
i=1
ϕH
(
r(Xn+i)
) (b)≤ 2Rm(F) +√2 log(2m)
m
.
The inequality (a) in the above display follows form the Rademacher complexity
generalization bounds for the bounded loss function ϕ¯H(·), while (b) follows from
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the fact that ϕH(x) ≥ ϕ¯(x) for all x. Finally, the result is obtained by using the
fact that P (r(X) ≤ 0) ≤ E [ϕ¯H(r(X))).
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D Details of Experiments
D.1 Details of Implementation
Algorithm 1. For the fixed cost subroutine required by Algorithm 1, we
implemented the primal form of the CHR algorithm of (Cortes et al., 2016b, § 4),
employing the random Fourier feature maps of (Rahimi and Recht, 2008) of RBF
kernel. For selecting the regularization parameters of the objective function of
CHR algorithm, we performed a grid search over the set {10i | −5 ≤ i ≤ 5}. We
set the slack term αm = 0.1/
√
m and the algorithm stopped when δ −Qk ≤ tol,
and we used the value tol = 0.01.
Algorithm 2. We used the hinge loss ϕH(·) for both the objective and the
constraint. This however, resulted in very conservative solutions for which the
abstention rate was much smaller than δ due to the more stringent constraints.
To alleviate this problem, we relaxed the constraint by using the term cδ for
c ∈ [1, 2], and the value of c was chosen by grid search.
We now report the figures for three other benchmark machine learning
datasets, namely cod-rna, skin and digits.
Figure 2: Plot of the rejection rate versus accuracy as δ varies from 0.1 to 0.6
for the two algorithms on the cod-rna dataset.
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Figure 3: Plot of the rejection rate versus accuracy as δ varies from 0.1 to 0.6
for the two algorithms on the skin dataset.
Figure 4: Plot of the rejection rate versus accuracy as δ varies from 0.1 to 0.6
for the two algorithms on the digits dataset.
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