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Abstract 
This paper explores two applied classification models supplying decision support system for contamination event detection in 
Water Distribution Systems (WDS). The two models include an outlier’s detection model and a following sequence analysis for 
the classification of event. The first model is an un-supervised minimum volume ellipsoid (MVE) and the second is a 
supervised support vector machine (SVM). The novelty of the two models is the multi-dimensional analysis of the data, 
differing from the parallel one-dimensional analysis that was conducted so far. The performance of the two models for the 
given problem is presented and compared.   
© 2013 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
1.1. Background 
Securing drinking water is one of the current central issues in the field of water planning and management. 
WDS are particularly vulnerable as they comprise numerous exposed elements which are prone to contamination 
events. In recent years many resources have been invested, both in academy and industry, in the development of 
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sensor networks for WDS monitoring.   Some attempts were made to develop sensors suitable for recognizing 
specific pollutants, according to their unique characteristics. The large variety of pollutants, made it impossible to 
deal with all, and problematic to focus just on some. In addition, the task of pollutant recognition was revealed as 
rather complex. Therefore, the specific contaminant recognizing approach was abandoned and a more generic 
approach was adopted (Hall et al., 2007). The latter features the use of typically monitored water quality 
parameters, such as turbidity, electrical conductivity, pH, and chlorine concentration, for the detection of 
exceptional behaviors in the system. The premise of this approach is that abnormal behaviour of these parameters 
is likely to imply an occurrence of a contamination event. Therefore it was established that information from online 
water quality sensors may provide an early indication of a pollution presence in the WDS. The challenge is then to 
distinguish between normal behavior of the parameters, and changes triggered by contaminants intrusion. 
Recently there were a few studies utilizing general water quality measurements for the aim of contamination 
event detection. The ones supplying a complete model include Hart et al. (2007) and Arad et al. (2013). Both of 
them include a parallel analysis of the water quality parameters. Some machine learning method learns the 
behavior of each parameter time series, and predicts the expected measured value of the next time step. That way, 
the models identify deviation in the measurements. The estimations of all the parameters were integrated by some 
probability measure to evaluate the probability of event occurrence.  
The understanding of the relationships between the quality parameters and their response to different events is 
still vague. There is no recorded measurements from a real time contamination event, thus events were simulated 
and superimposed on the original data (Hart et al. (2007), Arad et al. (2013)). The common working assumption is 
that a pollutant intrusion into the system causes some random uncharacterized disturbance to the parameters' 
measurements. The mentioned models both use supervised classification methods, utilizing the simulated events 
for training the classifier.      
1.2. MVE 
Minimum volume ellipsoid was introduced by Rousseeuw (1985) for the detection of outliers in 
multidimensional data. This is a classification method based on finding the minimal closed quadric surface which 
contains some group of vectors. The dimension of the ellipsoid corresponds to the given vectors dimension. 
Usually, the ellipsoid is required to include some set fraction out of the observations, where the fraction can be 
determined according to the certainty level of the measurements (i.e. if the data is more reliable the ellipsoid is 
required to include a larger fraction out of the vectors). After the ellipsoid is defined, any new observation can be 
classified as normal, if it’s inside the ellipsoid, or outlier, if it’s outside of it. The reliability of the method increases 
with time, as the number of observations rises, and the ellipsoid contains more points. 
1.3. SVM 
Support vector machine was introduced by Boser et al. (1992) for the classification of multidimensional data. 
The classifier utilizes the training data set to create a hyperplane which separates the space into two regions. This 
hyperplane defines the so-called decision boundary of the classifier, distinguishing between the two classes. The 
objectives that moderate the hyperplane construction are: maximize the distances between the hyperplane to the 
training vectors on the one hand, and minimizing the error of misclassified vectors, on the other. Naturally, this is a 
trade-off, since the more errors enabled, the larger the margin can be.  
1.4. Research objectives 
The paper aim is to explore and compare the two developed models for event detection in WDS. In particular the 
study focus on examine the application of a supervised classification model (SVM) to an un-supervised model.  
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2. Methodology 
Both of the models include a preliminary step of data cleaning and division, and an outlier’s classification, 
followed by a sequence analysis event classification.  The algorithms are described shortly bellow.  
2.1. Data cleaning and division 
Almost every measured data includes some measurement noises. These noises create a bias which is likely to 
negatively affect the classifier performance. Measurement noises usually appear as outliers vectors. The presence 
of such outliers may tilt the classifier, to define it as normal. Therefore, it seems expedient to filter the data before 
analyzing it. The two models includes a very simple data cleaning, consists of removing non-positive values, and 
values which exceed some standard deviation away from the mean. Negative values, or zeros, are physically 
impossible when referring to water quality parameters, and surely originate from measurements errors. Therefore 
all of the non-positives measurements are removed from the data. In addition, values which exceed more than 4 
standard deviations away from the mean are also removed. Of course, the data cleaning is conducted for each of 
the given water quality parameters measurements independently. 
After the data cleaning and the removal of some abnormal vectors out of the data, the data base is divided into 
training and testing data sets. The training data set includes 70% out of the data and is used to construct the 
classifier. The lasting 30% remains untouched and is used to test the classifier performance on an unfamiliar data 
set.    
2.2. MVE model 
The presented model is composed of two modular elements, an MVE outlier’s classification, and a following 
sequence analysis events classification. The complete process of the algorithm is presented in Figure 1, and 
described as follows:   
The MVE outlier’s classifier construction includes the finding of the minimal ellipsoid, consist 95% of the 
vectors in the training data set. The 95% value, chosen for the fraction of vectors required to be bounded in the 
ellipsoid, was set by trial and error. The dimension of the ellipse is determined by the number of measured water 
quality parameters. After the ellipsoid parameters are defined, the vectors of the testing data set are classified to 
normal (lying inside the ellipsoid) and outliers (lying outside of it). The output of the MVE classifier is a binary 
sequence, consist the normal (0) or outlier (1) classification of each time step measurements vector.   
A sequence of outliers is clearly much stronger evidence, to an event occurrence, than a single one. Thus, the 
classification of events is based on a sequence analysis of the MVE outlier’s classifier. 
In every time step the binary sequence of the last 6 time steps, ends in the current one, is utilized to classify it as 
normal or event time step. The sequence is evaluated by a weighted event likelihood measure. If the calculated 
measure exceeds the value of 0.6, set as alert threshold, the time step is classified as an event. The likelihood 
measure comprises two elements: 
• Outliers proportion - the proportion of outliers out of the sequence. Meaning the number of outliers divided by 
the sequence length. 
• Outlier’s continuity – the longest sequence of outliers within the analyzed sequence, divided by the sequence 
length.  
The weighted likelihood measure is given by:  
 (1)
 
The proportion element expresses how much it is exceptional relative to normal operation time and the continuity 
element represents the reliability of the outlier’s indications. That is to say, the presence of outliers in the sequence 
is stronger evident to an event if the outliers are successive and not segmented.   
The model parameters i.e. sequence length, measure weights, and alert threshold values were all determined by 
  = 0.75 0.25Likelihood measure proportion continuity∗ + ∗
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trial and error.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. MVE model scheme. 
2.3. SVM model 
The SVM model is more complex than the MVE as it includes some iterative processes. As a supervised model, 
the SVM uses the “known” (simulated) event time measurements in the training data set, to practice the classifier. 
Therefore, the model utilizes a part of the training data set, defined as validation data set, in order to calibrate the 
model parameters. That is to say, the model is iteratively constructed according to the training data set and tested 
on the validation data set, in order to find the most suitable parameters. The chosen parameters are used for the 
later real-time simulation of the testing data-set. Therefore, in the preliminary step of data division, the training 
data set is sub-divided into 70% training data set and 30% validation data set.   
The complete process of the algorithm is presented in Figure 2, and described as follows:   
The model includes weighted SVM in order to give the suitable importance to each support vector. A weighted 
SVM is used for blurring the difference between the two class sizes, and dealing with the time factor attribute. The 
time decay factor gives higher weight to the more recent observations. This weight vector corresponds to the 
difference between the measurement time and the current classification. That way, the classifier gives higher 
importance to recent observations, yet exploits the existing data base fully. Thus, for each support vector, the 
weight attributed to the objective function is a combination of the two factors: unbalanced group and time decay.  
The sequence analysis is similar to the one presented in the MVE model but in addition to the proportion and 
continuity of the likelihood measure, it includes the history based probability. Thus the likelihood measure 
comprises three elements: 
• Outlier’s proportion  
• Outlier’s continuity 
• History based Probability- the appearances of this exact sequence are checked to characterize its 
probability to represent event time observation. Meaning, the probability is the number of event time 
appearances, divided by the total number of appearances.  
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The model parameters are all set by data driven optimization. Therefore, the use of the model does not require 
the operator decision and the calibration of the system is completely autonomic.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. SVM model scheme. 
3. Application 
3.1. Data base 
Both models were applied and tested on real data originated from a utility in the United States and available 
from CANARY (2010). The data contains online multivariate water quality measurements taken every 5 minutes 
during one month (about 8000 time steps) of normal operating conditions. A segment out of the data base is shown 
in Figure 2. The data includes the following water quality parameters: Total chlorine, Electrical Conductivity (EC), 
pH, Temperature, Total Organic Carbon (TOC) and Turbidity.  
3.2. Event simulations 
In the absence of available data measured during an event occurrence, events were simulated and superimposed 
on the real data base (as shown in Figure 2). The simulated events were used by the SVM model to train the model, 
and by the two models to test their power. The events were characterized by their magnitude, direction, and effect 
duration. All of the mentioned were determined by a randomly with a uniform distribution selection from a set 
range of. The shape of the superimposed events fits the Beta distribution function shape (Keeping, 2010), where its 
two parameters (the multiplier and exponent) were set with the value 2. The average frequency of events is 
between once to twice a day, and the occurrence timing has no restriction (enabling long normal operation times 
together with overlapping events). The direction of the deviations was also set randomly positively or negatively 
superimposed on the data. Both magnitude and direction was set for each parameter separately. 
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Three types of scenarios were simulated, producing events in different intensities. The types differ in the events 
duration and magnitude. ‘High’ includes events with duration of 4-6 hours, and magnitudes of 1-2.5 standard 
deviations. ‘Medium’ includes events lasting 3-6 hours, with disturbances magnitudes of 0.5–2 standard 
deviations.  ‘Low’ includes events lasting 2-4 hours, with magnitudes of 0-1 standard deviations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. A data set example – water quality time series composed of normal operation time and simulated events. 
4. Results 
The models performance was tested for its ability to classify the unknown testing data set (includes 30% of the 
measured data with the superimposed events). The models were assessed by its accuracy and detection ratio, 
described by expressions 2 and 3, respectively: 
 
(2)
(3)
 
 
well classified time stepsAccuracy = 
total time steps number
detected eventsDetection ratio = 
total events number
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Fig. 4. A comparison example between the MVE model (a) and the SVM model (b) for a ‘Medium’ type events scenario.
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Table 1. The models performance on different scenarios – these are average results of 10 runs for each event type.  
 MVE model SVM model 
Events type Accuracy Detection ratio Accuracy Detection ratio 
High 0.96 1 0.94 0.98 
Medium 0.95 0.99 0.92 0.97 
Low 0.92 0.61 0.87 0.44 
 
Both models showed good performance reflected in high accuracy and good detection ability. As expected the 
results of the models were better as the event intensity was higher. The average run results for the 3 types of 
scenarios are presented in Table 1. The MVE model showed better results for any of the compared types of events.  
In most, the difference was very small, except for the low intensity events, where the MVE detection ratio was 
17% higher.  
That results may seem surprising as the MVE is much simplified compared to the SVM. It is simpler both in its 
formulation, and in its framework of data driven optimization, setting the parameters. The formulation of the SVM 
included time decay factor weights for the time series attribute of the data. In contrast, the MVE which treated all 
vectors the same way. In addition, the SVM was trained on events which are similar to the ones it was required to 
detect. The MVE advantage is attributed mainly to its quadratic surface used as separating boundary. That is likely 
to describe the data base well relative to the linear hyperplane of the SVM, due to the approximately Gaussian 
distribution of the data. The kernel functions used in the SVM didn’t cover that up. Moreover, the fact that the 
MVE is an un-supervised method gives it a fundamental advantage as the simulated events are necessarily limited 
in their ability to describe the events region.  In addition, the simulated events are very generic and unfounded and 
their realistic description of real time events measurements is certainly questionable. 
A comparison example of the two models performance, for a ‘medium’ type simulated events scenario, is 
presented in Figure 4. It can be seen that the two models detected the 4 existing events (in the testing data set), 
while the SVM raised two false alarms, and the MVE raised a single one. 
5. Conclusion 
This paper presents the application of two classification method, MVE and SVM, for event detection in WDS. 
The two methods enable the multi-dimensional analysis of the data, differing from the parallel single dimension 
analysis conducted so far. The multi-dimensional perspective supply different description of the system and might 
detect abnormal behavior of the relation between the parameters (i.e. cases in which two values are independently 
normal, but have an exceptional combination).  The SVM is a supervised classification method, utilizing simulated 
events for the construction of the classifier. In contrast, the MVE exploits only the real normal operation 
measurements. While the SVM construct the classifier boundary as a linear hyperplane, the MVE creates a smooth, 
quadric surface.     
The results showed a clear advantage to the MVE model upon the SVM. The preference of the MVE is 
explained by the lack of use in the events for constructing the classifier (i.e. un-supervised classification), and by 
the quadratic separating surface which seems suitable for describing the limits of the normal data set.  
On the whole, both models showed good results but the MVE seems more promising and holds higher potential 
for development. An additional improvement of the model may be achieved by the inclusion of a time decay factor 
and a more founded trial and error for the selection of classifier parameters.  
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