Abstract -The quantitative forecasting of spectral imaging system performance is an important capability at every stage of system development including system requirement definition, system design, and even sensor operation. However, due to the complexity of the end-to-end remote sensing system involved, the analyses are often performed piecemeal by various groups, and then merged together. The ability to understand system sensitivities also supports the best use of an operational system and is thus desirable.
I. INTRODUCTION
The quantitative forecasting of spectral imaging system performance is an important capability at every stage of system development including system requirement definition, system design, and even sensor operation. The ability to accurately predict the effects on utility of the data due to scene conditions, sensor performance, or even algorithm parameters is desirable. However, due to the complexity of the end-to-end remote sensing system involved, the analyses are often performed piecemeal by various groups, and then merged together. Scene characteristics are often defined by science investigators, and handed off to engineers who design the instrument. The data analysis algorithm developers are then left to design their algorithm to work with the resulting data characteristics, often with little opportunity for interaction amongst the system components. While this approach is sometimes unavoidable due to programmatic constraints, it is clearly undesirable from the perspective of obtaining an "optimum" design. The ability to understand system sensitivities also supports the best use of an operational system and is thus desirable.
It was with this perspective and goal to better perform endto-end remote sensing system analyses that work was undertaken in the late 1980's to develop models that can be efficiently used as part of the system design and operation. Both simulation [1] and analytical [2] models were developed. The simulation approach has the advantage of creating an actual image, which can include non-linear effects or specified instrument artifacts, while the analytical approach has the benefit of being much simpler computationally and amenable to large numbers of comprehensive trade studies. The analytical approach was applied at that time to the study of parameter sensitivity for a proposed hyperspectral imaging system. This earlier work evaluated the quantitative sensitivity of landcover classification accuracy to such system parameters as calibration error, solar zenith angle, as well as feature selection [3] .
In the mid 1990's, the analytical approach was extended to the case of unresolved object detection [4] . This application of hyperspectral imaging systems has emerged as a unique capability by which extended mapping of an area can be accomplished through relaxation of spatial resolution requirements leading to larger swaths and area coverage rates. By taking advantage of the spectral information, objects and materials that are not spatially resolved in the imagery can still be detected and identified. In the analytical approach the various classes of interest in the scene are characterized by their spectral reflectance mean vectors and covariance matrices. The sub-pixel objects are placed in a background class through the use of a linear mixing model. The end-to-end model has been exercised to study the interrelationships between system parameters in this application. Quantitative sensitivities have been developed to major system parameters including ground resolution, sensor signal-to-noise ratio, and number of spectral channels. Subsequently, this model, which was developed for the reflective solar part of the optical spectrum, was extended to the thermal infrared [5] . Here, surfaces are characterized not only by their spectral emissivity means and covariances, but also their physical temperature mean and standard deviation. The model has also been extended to explore linear unmixing applications through the implementation of multiple classes in the target class [6] . This has allowed the exploration of the role of class variability in unmixing abundance estimation.
This paper provides an overview of this model development activity as well as show examples of how it can be used in the various applications. Examples include the impact of system parameters on sub-pixel object detection and abundance estimation applications. Key capabilities as well as limitations of this analytical modeling approach are identified. System understanding developed through use of the model is highlighted, and future enhancements are discussed.
II. END-TO-END SYSTEM MODEL
The end-to-end remote sensing system model includes the scene (illumination, surface, and atmospheric effects), the sensor (spatial, spectral, and radiometric effects), and the processing algorithms (calibration, feature selection, application algorithm) that produce a data product. Fig. 1 presents an overview of the model. The underlying premise of the model is that the various surface classes of interest can be represented by first-and second-order spectral and temperature statistics and that the effects of various processes in the end-to-end spectral imaging system can be modeled as transformations and functions of those statistics.
The model is driven by an input set of system parameter descriptions that define the scenario, including the scene classes, atmospheric state, sensor characteristics, and processing algorithms.
These parameters are used in analytical functions to transform the spectral reflectance and surface temperature first-and second-order statistics of each class through the spectral imaging process. The spectral mean and spectral covariance matrix of each class is propagated from the surface to spectral radiance to sensor signals and, then, to features, where they are operated on to achieve a metric of system performance. The following section describes the scene, sensor, and processing components of the model.
III. MODEL COMPONENTS

A. Scene Model
The model considers a scene to consist of one, or more, background classes and a spatially unresolved target object class. The user supplies the proportion of the scene filled by each background class and the fraction of a pixel occupied by the object class. Each class is described by its first-and second-order spectral reflectance statistics (mean and covariance) in the reflective solar region (0.4 to 2.5 µm), and by its spectral emissivity and temperature statistics in the thermal infrared (3 to 14 µm). Currently, we do not consider the case of simultaneous solar illumination and thermal radiation. Weighted combinations of these spectral vectors and matrices, along with descriptions of the atmosphere and the observation geometry, are transformed by an atmospheric code into surface-reflected and path-scattered radiances. These radiances are then combined to produce the mean and covariance statistics of the spectral radiance at the input aperture of a spectral imaging sensor.
Notional scene geometry and sub-pixel object model. The model assumes a simple area-weighted linear mixing model for a sub-pixel object within a scene that contains one or more background classes, as shown in Fig. 2 . Each of the M background classes occupies a fraction f m of the scene, with the constraint the fractions sum to one. The sub-pixel object is considered to be embedded within one of these classes, denoted m * . It is important to note that this model does not actually simulate a specific spatial layout, but rather accounts for the effects of the multiple background classes through the area-weighting scheme. A simple linear mixing model is assumed for the objectclass pixel. The sub-pixel fraction f T (0<f T ≤1) defines the fractional area of the pixel occupied by the object with direct line-of-sight to the sensor. Parts of the object occluded by the background are accounted for in the background fraction.
The model has been generalized to allow for the target object pixel to be composed of multiple classes. The model for the P class target pixel uses the scalar class abundances a p , 0≤a p ≤1, Σa p =1, p=1...P, to weight the mean reflectance vectors ρ p (or emissivity in the thermal infrared) and covariances matrices Σ ρp as shown in (1) and (2) for the multiple class target.
The transformation from surface statistics to at-sensor spectral radiance statistics is performed using different equations depending on whether the system being modeled is in the solar reflective spectral region or the thermal emissive infrared. In both cases, the Air Force Research Laboratory radiative transfer code MODTRAN [7] is used to calculate the atmospheric transmittance and radiance functions.
Solar Illumination Only. The reflectance statistics are then converted to at-sensor spectral radiance L statistics for the target pixel as in (3) and (4). Note, the scalar fraction f T is used to model the P-class target object as sub-pixel in background B. The subscript S refers to surface reflected radiance, while the subscript P refers to atmospheric path scattered radiance. The subscripts 1 and 0 are used to denote the surface albedo used in the radiance calculations. The radiance statistics for the background classes are transformed similarly for each class individually.
Thermal Infrared Emission Only. The scene thermal radiance model considers a scene to consist of one or more background classes and one target class. Currently, the target object is considered to be subpixel or at most occupy a single pixel and is restricted to consist of only one class. As in the reflective solar only case, each class is defined by the fraction of the scene occupied by that class and a set of statistics. The input statistics for each class include the mean temperature T , the temperature variance 2 T σ , the mean spectral emissivity λ ε , and the full spectral emissivity covariance matrix ε Σ . The following equations describe how these surface statistics are transformed into at-sensor radiance statistics.
The at-sensor spectral radiance has three terms in the LWIR as shown in (5) . The first represents the surface emitted radiance, the second is the reflected downwelling radiance, and the third is the atmospheric emitted upwelling radiance.
Where, τ λ = atmospheric transmittance from the surface to the sensor, ε λ = surface spectral emissivity, B λ (T ) = Planck radiance function for temperature T , L λ ,Down = atmospheric emitted downwelling radiance, and
= atmospheric emitted upwelling radiance.
The various components are computed using MODTRAN, or simply through the Planck radiance equation. The spectral radiances for the target and background are computed using separate MODTRAN runs with the appropriate mean surface emissivity and mean temperature. For subpixel targets with subpixel fraction f, these components are linearly combined as in (6) .
The at-sensor spectral radiance covariance matrix was derived by computing the expectation of the scene radiance defined in equation (5) with the mean subtracted times the transpose of that quantity as shown in (7).
In the derivation, an assumption was made that the surface temperature of the object is uncorrelated with its spectral emissivity. This is not strictly true, as thermal cooling is dependent upon emissivity (among other parameters) and emissivity is often related to the solar albedo, which can govern the object's temperature during the day. However, these assumptions make the computations tractable and are not seen as overly restrictive to adequately characterize the variability in the spectral radiance. The resultant expression has six terms as shown in (8) for whole pixel objects. All terms are NxN where N is spectral dimensionality of the data. For subpixel thermal targets, the whole pixel covariances are weighted by a function of the target subpixel fraction f T as in (9) .
B. Sensor Model
The sensor model takes the spectral radiance mean and covariance statistics for the various ground classes and applies sensor effects to produce signal mean and covariance statistics that describe the scene as imaged by an imaging spectrometer. The sensor model includes a limited number of radiometric noise sources, with no spatial or spectral sources of error included. Also, as was noted earlier, the channel spectral response of the sensor is applied during the input radiance calculations described in the previous section.
Radiometric noise processes are modeled by adding variance to the diagonal entries of the spectral covariance matrices. Off-diagonal entries are not modified, based on the assumption that there is no channel-to-channel correlation in the noise processes.
The radiometric noise sources come from detector noise processes, including photon (shot) noise, thermal noise, and multiplexer/readout noise. Since detector parameters are often specified in terms of electrons, the noise terms are summed in a root sum squared sense in that domain before being converted to noise equivalent spectral radiance. The total detector noise is then calculated as the root-sumsquare of the photon noise σ np , the thermal noise σ nt , and the multiplexer/readout noise σ nm .
The total detector noise σ n (in electrons) is then converted back to noise equivalent spectral radiance σ Ln and scaled by a user-specified noise factor g n before being added to the diagonal entries of the spectral covariance matrices for each sensor spectral channel.
Another noise source is relative calibration error c R . This error is also assumed to be uncorrelated between spectral channels, with a standard deviation σ CR expressed as a percentage of the mean signal level. This error, expressed as a variance, 2 CR σ , is added to the diagonal entries of the covariance matrices of each class, as with the other noise sources.
The last two noise sources are the quantization noise in the analog-to-digital conversion and bit errors in the communications or data recording system. These both depend upon the assumed dynamic range of the sensor L max . The quantization error variance is calculated as shown in (10) for a system with Q radiometric bits. 
The model for the effect of bit errors in the data link (or onboard storage) assumes that bit errors are uniformly distributed across the data word and could be of either sign. Thus, for Q bits, the error will take on one of 2Q values, ±2 i for i=0,…,Q-1, with equal probability of 1/(2Q). The noise variance, σ nBe 2 , due to a bit error rate of B e is shown in (11). 
These last two noise terms σ nq 2 and σ nBe 2 are also added to the diagonal entries of the spectral covariance matrices. For reporting as a performance metric, the class-dependent sensor signal-to-noise ratio (SNR) is calculated as the ratio between the mean signal and the square root of the sum of the noise variance terms.
C. Processing Model
The processing model takes the sensor output class statistics and computes a performance metric. There are three steps in this process: atmospheric compensation (optional and only implemented for the reflective solar spectral region), feature extraction, and performance metric computation.
Atmospheric Compensation. Atmospheric compensation is accomplished by using low and high reflectance surrogate calibration panels and computing the slope m and offset o with a two-point linear fit between the mean panel signal and the known reflectance. This models the widely used empirical line method (ELM) for atmospheric compensation.
The slopes and offsets are applied to the mean signal and covariance matrices of the various target and background classes to compute the retrieved (or estimated) class reflectance mean ˆ ρ and covariance ˆ Σ statistics. The spectral characterization accuracy is described by the mean difference, SC bias , between the retrieved surface reflectance of the target and the initial known reflectance, and by the standard deviation, σ SC , of the difference for each spectral channel l, as in (12) and (13).
Feature Selection. Several options are available for extracting a reduced dimensionality feature vector from the signal vector. These include: 1) all channels within contiguous region(s), (e.g., to avoid water vapor absorption spectral regions), 2) principle components, or 3) band averaging to simulate multispectral channels. All options are implemented as a linear transformation using a feature selection matrix Ψ. This matrix is applied to both the mean vectors and the covariance matrices in the retrieved reflectance domain (if atmospheric compensation was performed) or in the signal domain directly on the statistics output by the sensor model.
In (14) and (15), the variable X refers to the signal type (retrieved reflectance or sensor signal) and the index i refers to the various target and background classes.
Performance Metrics. Three algorithms are available to determine a performance metric for a given scenario: 1) a version of the spectral matched filter known as Constrained Energy Minimization (CEM) [8] , 2) Total Error [9] , and 3) linear unmixing [10] . CEM can be used to predict P D /P FA curves. Total Error approximates classification error or the sum of false alarm and missed detection probabilities and is used as a metric to measure relative impacts on performance during parameter trade studies. Linear unmixing allows assessment of the variability in abundance estimates due to class variability.
The CEM operator uses a known target "signature" and an estimate of the background spectral covariance to minimize the energy from the background and to emphasize the desired target. In the model, the known "signature" is actually the unmodified original target mean reflectance used at the input to the model. The operator w is formed as shown in equation (16), where the subscript F indicates the signal means and covariances have been transformed to the desired feature space using equations (14) and (15).
This operator w is used to transform the means and covariances from the feature space to a scalar test statistic with mean θ and variance σ θ 2 , from which the P D /P FA curve can be calculated. The operator is applied to the combined target/background features and to the features of each of the background classes as shown in the following set of equations.
The probability of detection P Dm (computed separately for each background class m) is then computed for a specified probability of false alarm P FA , using a Gaussian assumption for the test statistic output by the CEM operator. This assumption is loosely justified by the Central Limit Theorem since the operator is really just the summation of a large number of random variables. The threshold h m is determined from the desired probability of false alarm and mean θ Bm and variance σ θBm 
For scenarios with multiple backgrounds, the threshold h * yielding the minimum P D is used to recompute the P FA 's for the other classes. These new P FA 's are then summed using the background class area fractions f m to yield a combined P FA . The combined P D is simply the minimum P Dm .
) (
The total error metric approximates the total error P e (i.e., the overlap between multivariate distributions) in a two-class equal a priori probability case as shown in (25).
While P e does not distinguish between errors due to false alarms or missed detections, it does provide a single scalar metric that can be used for relative performance comparisons. It is normally used to calculate the relative contribution to system error from the various system parameters. P e is calculated using the standard normal error function and the Bhattacharyya distance B, For performance prediction in linear unmixing applications, we have implemented the Unconstrained Least Squares linear unmixing [10] algorithm. This metric is only available for analyses run in the reflective solar spectral region. Estimates of the mean fractional abundances ˆ A of the endmembers in the target pixel are calculated as shown in (28) where S is the matrix of the original endmembers (selected bands) as shown in (29).
The variances of the abundance estimates are calculated using the same unmixing operator, but applied to the estimated covariance. The variances are the diagonal elements of ˆ Σ A calculated as shown in (30).
IV. VALIDATION
The model and its implementation have been validated with airborne hyperspectral imagery. A recent publication [4] included comparisons of measured data and model predictions at several points in the end-to-end spectral imaging process. These included the spectral radiance at the sensor input aperture, the sensor signal-to-noise ratio, and the detection performance (P D /P FA ) after application of a spectral matched filter. At all points in the process the model predictions compare closely to the empirical data.
V. EXAMPLE ANALYSIS RESULTS
To illustrate use of this model, we present three example analyses showing performance predictions and parameter sensitivities. The first example shows the sensitivity to atmospheric and sensor parameters of unresolved road detection. The second predicts accuracy and variability in abundance estimates and their sensitivity to various system parameters. The third example shows detection sensitivities for a calibration panel with a thermal infrared spectral sensor.
Example 1: Sub-pixel road detection sensitivity to system parameters. One use of the model is to study how sensitive a given sensor might be to either design changes or scene conditions. This type of analysis can be helpful when setting system requirements or when setting data collection parameters for systems which have controllable parameters.
To illustrate this use of the model, we present results of two analyses showing parameter sensitivities. The scenario for both is the detection of a sub-pixel road in a forested background, with the use of a road spectrum (from a library or previous data collection) and a spectral matched filter. The analysis uses a model for the Hyperion [11] sensor, and an atmospheric compensation algorithm with 1% (1 σ) accuracy.
In the examples given below, the results are presented as the probability of detection (at a constant false alarm rate) as a function of the fraction of a pixel occupied by the road. This pixel fill fraction can be loosely translated to an actual object size, given a pixel ground resolution, assuming the object is not split across adjacent pixels. As an example, Fig.  3 presents a graphic showing how a 15 meter wide road running through the middle of a 30 meter resolution pixel would roughly correspond to a 50% fill factor, ignoring the detailed effects of sensor and atmospheric point spread functions. Because the model assumes a linear mixing of the object and the background class, we can present P D as a function of this pixel fill fraction and avoid specifying a particular sensor spatial resolution and object size. Thus, the analysis results can be applied to a range of absolute ground resolutions and object sizes, although the exact performance will vary because of sensor noise considerations and the variability of the spectral statistics at the various resolutions. Changes in atmospheric visibility, specified by the meteorological range parameter, will affect the signal level in a spectrally-dependent manner, as well as affect the amount of radiance scattered from the background into the object pixel. Even though the scenario includes an atmospheric compensation step, this scattered radiance can affect performance. Fig. 4 shows that the required fill fraction f T for a high detection probability (P D ≥ 0.9) increases with decreasing meteorological range. However, the increase in required f T is relatively moderate (30% to 40%) for a significant decrease (80 km to 5 km) in the meteorological The effects of random error in the next analysis is studied by adding zero-mean "noise" with a standard deviation equal to a user-specified percentage of the mean radiance. In a real sensor system, this random error could come from a number of sources such as residual non-uniformity correction error or random errors in the atmospheric compensation 1 . Fig. 5 presents the sensitivity of detection probability to random errors of 0%, 1%, 2%, or 4% of the mean signal level. This range of additive error is typical for state-of-the-art sensors, non-uniformity correction routines, and atmospheric compensation algorithms. As in the previous example, for this range of values, the detection performance sensitivity is moderate, with the required (P D ≥ 0.9) fill fraction changing from 30% to 40%, as 4% additional error is added.
Example 2: Linear unmixing abundance variability estimation. The end-to-end modeling approach allows one to easily change system parameters and study the resulting effect on product accuracy. Numerous sources can contribute to errors in unmixing abundance estimates, including scene complexity, number and abundance of endmembers, material variability, non-linear mixing, atmospheric effects, sensor radiometric noise and calibration error, spatial point spread function effects, spectral calibration errors, endmember misidentification and spectral channel selection. 1 Another way to interpret these error levels is to recognize that with the additive error, the spectral radiance in each spectral channel has a signal-tonoise ratio hard limited to the inverse of the additive error. For example, with 2% random error added, the SNR cannot be higher than 50. Several studies were conducted with the model to explore the impact of a number of these potential error sources. In these examples, we have a two-class mixing problem: building roof and parking lot. Hyperion is the assumed sensor as in the previous example. In Table I we see that by setting the input covariances of the class statistics to zero, the standard deviation of the retrieved abundance estimates approach zero. Table II shows that by leaving the covariance alone and setting the instrument noise to zero, there is negligible effect on the standard deviation. These results demonstrate that for the typical values in this scenario, the natural variability (material reflectance covariance) has more impact on the spread of the abundance estimates than does sensor noise. Table III shows an expected decrease in predicted mean abundance with a -5% absolute radiometric calibration error. Table IV shows the significant impact on the abundance estimates of using only 43 VNIR channels compared to the 117 selected from the full VNIR and SWIR spectrum. The last experiment in the unmixing analysis was to include several endmembers in the abundance inversion that were not present in the modeled pixel of interest. Table V shows the result for the unconstrained unmixing algorithm for this case. We note the retrieved abundance for the parking lot is significantly different not only in the mean, but also in its standard deviation. This provides an example of the kind of errors that can be observed when improper assumptions of endmembers are used in the unmixing analysis. Example 3: Objection detection sensitivities in the thermal infrared. This example models a large calibration panel on a grass background being observed by the SEBASS LWIR sensor [12] in a scenario of detecting the panel using a precomputed radiance signature and the CEM matched filter. In this example, the calibration panel was initially set at a slightly higher temperature than the grass background (23.75ºC vs. 22.0ºC). However, the panel had a lower emissivity (0.95-0.98 spectrally varying vs. 0.99 spectrally constant). To study the effect of target/background mean temperature differences on detection performance, the background mean temperature was held constant while the target temperature was raised and detection performance computed. Fig. 6 presents the results that show a clear minimum at a temperature difference (target-background) of 1.4°C. At this value, the combination of a higher target temperature and a lower emissivity result in nearly equal mean spectral radiances for the target and background, leading to a minimum in detection performance. Temperature differences higher or lower lead to more contrast, and thus greater detection probabilities. To study the effect of target temperature variability, the temperature standard deviation of the calibration panel was varied from 0.0 to 1.0 °C while all other parameters were held constant. Fig. 7 presents the results, which show the decrease in detection performance as the target temperature variability increases. 
VI. SUMMARY AND CONCLUSIONS
An approach has been presented to predict detection performance and analyze system parameter sensitivities for multispectral or hyperspectral sensors. The end-to-end system model builds on a previously developed approach using firstand second-order spectral statistics and transformations of those statistics to predict performance. The model includes a linear mixing model for the sub-pixel objects, reflected solar or thermal emission surface and atmospheric models, radiometric sensor modeling capability, atmospheric compensation approaches, a matched filter detection algorithm, and a linear unmixing algorithm. Unlike image simulation models, this model does not produce a simulated image, but rather predicts detection or error probabilities, and the endmember abundance variability in unmixing applications. Thus, our model avoids the computational requirements for pixel-by-pixel ray tracing of simulation approaches.
The model has been, and continues to be, validated by showing good agreement between predictions and measurements of spectral radiances, sensor SNR's, and detection probabilities derived from airborne hyperspectral sensor data.
Several example analyses were presented to show how the model has been used to predict performance and explore parameter sensitivities. Examples were presented predicting unresolved road detection performance sensitivity to atmospheric and sensor parameters. Sensitivity to parameters in an unmixing application was also explored. Also, detection sensitivities in a thermal infrared observation scenario were examined. In these examples, the most important and most sensitive parameters were characteristics of the surface classes and environmental conditions of the scene, rather than sensor parameters or algorithmic choices. Certainly, though, situations exist where these parameters or choices can have significant effect.
The model has many advantages over other performance prediction tools, including quick execution, which enables extensive trade studies to be conducted expeditiously. It does, however, have a number of limitations, some of which can be addressed with further development, while others are inherent in the analytical approach. Limitations that are inherent include the inability to model specific geometries of scene objects or materials, especially those that involve multiple reflections, and sensor artifacts or processing algorithms that involve non-linear operations.
Limitations of the model that we plan to address through additional development include implementation of additional sensor types and artifacts (e.g., Fourier transform instruments, spectral jitter) and processing algorithms (e.g., physics-based atmospheric compensation, anomaly detection, linear unmixing, material identification). Also, we continue to assess the appropriate statistical distributions for various classes of hyperspectral data, as well as develop confidence intervals for detection probability predictions using appropriate models for the variability of the contributing factors.
Even as the model continues to be developed, it has been useful in understanding the potential performance and limiting factors in spectral imaging scenarios supported by its current status. Thus, it represents a step along the path toward the ultimate goal of a comprehensive understanding necessary for the optimal design and use of remote sensing systems.
