Abstract. A new method is proposed for selection of the optimal number of components of a mixture model for pattern classi cation. We approximate a class-conditional density by a mixture of Gaussian components. We estimate the parameters of the mixture components by the EM (Expectation Maximization) algorithm and select the optimal number of components on the basis of the MDL (Minimum Description Length) principle. We evaluate the goodness of an estimated model in a tradeo between the number of the misclassi ed training samples and the complexity of the model.
Introduction
In pattern recognition, we often apply clustering techniques over the training samples to understand the spatial structure of the samples and to reduce the computational costs of design of classi ers.
In approximating a class-conditional density by a mixture of Gaussian components, we encounter the situation of nding initial components for an iterative procedure called EM algorithm 1]. In this situation, two problems arise: 1) How should we select the number of components? and 2) How should we construct initial components? The rst problem is crucial but di cult, and there have been many e orts made to resolve this problem (these e orts are discussed in reference 2]). For example, Ichimura 3] has proposed a method for selecting the number of components based on information criteria. In this method, the optimal number of components is selected on the basis of the MDL principle 4] in a trade-o between the likelihood of the model to the training samples and the complexity of the model itself.
All of these studies have been carried out as unsupervised learning; that is, individual class-conditional density has been approximated without taking into account the relationship between classes. However, our main concern is in approximating boundaries between classes. In the case of a limited number of training samples, a better approximation of the class-conditional density of individual classes does not necessarily mean a better classi cation with the Bayes classi er based on the approximated densities. Therefore, we try to select the optimal number of components by evaluating both the classi cation error of the training samples and the complexity of the classi er in a supervised MDL principle.
Classi ers Based on Mixture Models
We describe a class-conditional density as follows:
where K is the number of the components, N(m k ; k ) is a Gaussian density with a mean vector m k and a covariance matrix k , and p k ( P K k=1 p k = 1) is the mixture ratio of the kth component. For M classes, f 1 (x); : : : ; f M (x) will be constructed.
In the EM algorithm 1], the mixture parameters are estimated so as to maximize the following log-likelihood: (1) where N is the number of training samples fx i g, and z ik ( P K k=1 z ik = 1) is the membership value of x i to the kth component. As initial membership values fz ik g to be given to the algorithm, we use the fuzzy c-means method with m = 1:6, m being the fuzziness factor 5].
We estimate the class-conditional densities for each class, then we construct a classi er on the basis of Bayes rule and classify unknown samples by the classi er.
Too many components in the case of a limited number of training samples may cause singularity of the covariance matrices. Thus, in this paper, we adopt only the number of components whose covariance matrices are not singular.
Selection of the Number of Components Based on the MDL Principle
We consider two approaches based on the MDL principle 4]: 1) one approach is in an unsupervised situation (i.e., clustering), and 2) the other approach is in a supervised situation (i.e., classi cation).
Unsupervised Approach
Ichimura 3] proposed a method for selecting the number of components in each class on the basis of the MDL principle. This method selects the number of components that minimizes the following formula:
; where L is the log-likelihood in Eq. (1), K is the number of the components for the class, and D is the number of the features. For each class, according to this formula, we select the optimal number of components.
Supervised Approach (Proposed Method)
To take into consideration information of the classi cation results of the training samples, we use the other MDL calculation method proposed by Kudo et al. 6] .
In this approach, both factors, the classi cation ability for the training sample set S and the complexity of the classi er c, are evaluated together in bit length.
We select a classi er that minimizes the following formula: In addition, we calculate the second term as L(c) = KD log 2 N; where K is the total number of the components for all classes, and and are the parameters for suppressing the overabundant e ect of this term. These parameters depend on the representation ability of the classi er but are independent of individual problems. We use = 0:088 and = 1:212 reported in reference 6]. This term decreases according to the simplicity of the classi er.
To select the optimal combination with respect to the numbers of components of all classes, we use a simple greedy algorithm. Starting with one component for every class, we increase by one the number of components of only the class for which L(Sjc) takes the minimum. This procedure is repeated as long as every covariance matrix of the components is nonsingular. From all examined combinations, we select the combination by which the MDL attains the minimum.
We carried out experiments on two arti cial datasets called Cross data and Ring data and on two real datasets called Vowel data 7] and Ship data 8].
Cross data is a two-class problem in 2-dimensional space: the rst class forms a cross and the second class is of four squares surrounding the cross. These classes are perfectly separable. In this dataset, 200 samples per class were used for training and 1000 samples per class were used for test. Ring data is also a two-class problem in 2-dimensional space: the rst class forms a ring with an inner radius of 2.147 and an outer radius of 3.030, and the second class is a Gaussian density with a mean at the origin and a covariance matrix of unity. The Bayes recognition rate is 95.5%. In this dataset, 100 samples per class were used for training and 1000 samples per class were used for test.
Vowel data is a Japanese ve-vowel dataset 7]. We used six features including formant frequencies. The number of training samples is 200 per class, and the number of test samples is 1000 per class. Ship data aims to distinguish eight types of military ships with eleven features. For details, see reference 8]. We split the dataset evenly into two sets for training and test. In advance, for these real datasets, we normalized all features to a mean of 0 and a variance of 1 in order to avoid singularity of the covariance matrices as far as possible.
We show the results in Figs. 1 { 4 with recognition rates. In these gures, each mixture component is represented by an ellipse drawn as points that are one standard deviation from the mean. For the arti cial datasets, an exhaustive search was carried out in addition to the simple greedy search.
In Cross data, the unsupervised method was superior to our supervised approach, but in Ring data, our approach was superior to the unsupervised approach, especially when the exhaustive search was used (Figs. 1 and 2 ). In the two real datasets, it can be seen that there exists a better solution than that of the unsupervised approach (Figs. 3 and 4) . This supports our basic insistence that we should consider separately the two problems of approximation of classconditional densities and of construction of classi ers based on approximated densities. The greedy search was not su cient for nding the best solution from all possible solutions. For example, in Ring data, the greedy search selected too many components for the rst class. Therefore, we should improve the search algorithm so as to examine a wider range of solutions without requiring much computation time. Several feature selection methods, including the Sequential Floating Forward (Backward) Search method 9], may be useful.
In all of the experiments, our supervised MDL had a tendency to overestimate the number of components, because the second term L(Sjc) of our MDL was too suppressed. Thus, the coe cients in the second term of our MDL criterion should be reexamined.
Conclusion
We tried to select the optimal number of components in mixture models for pattern classi cation using a classi cation-oriented MDL criterion.
In this study, we examined every combination of the numbers of components assigned to classes, for example, (1,1), (1,2), (1,3), (2,1), (2,2), (2,3), : : : for two classes. However, we can keep the results for each class and later combine them. This is useful for economizing computation costs.
To con rm the e ectiveness of our approach, experiments on more datasets are needed.
