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1 :
random walk $\{B_{t}\}_{t=0,1,2},\cdots(B_{0}=0)$ .
.
$B_{t}= \sum_{n=1}^{t}Y_{n}$ . (1.1)
$t=0,1,2,$ $\cdots$ , $\{Y_{n}\}_{n=1,2},\cdots$ $(i.i.d.)$ ,
$P(Y_{n}=1)=P(Y_{n}=-1)= \frac{1}{2}$ , $n=1,2,$ $\cdots$ , (1.2)
.
(Fujita [3], Fujita and Kawanishi [4]).
Theorem 1 (Fujita and Kawanishi [4]) Suppose $f$ is continuous on $R$, then we have
$f(B_{t+1})-f(B_{t})= \frac{f(B_{t}+1)-f(B_{t}-1)}{2}Y_{t+1}+\frac{f(B_{t}+1)-2f(B_{t})+f(B_{t}-1)}{2}$ .
Furthermore, if $f$ is continuous on $R\cross N$ , then we have
$f(B_{t+1}, t+1)-f(B_{t}, t)= \frac{f(B_{t}+1,t+1)-f(B_{t}-1,t+1)}{2}Y_{t+1}$
$+ \frac{f(B_{t}+1,t+1)-2f(B_{t},t+1)+f(B_{t}-1,t+1)}{2}$
$+f(B_{t}, t+1)-f(B_{t}, t)$ .






$Z_{t}= \frac{e^{\theta B_{t}}}{E[e^{\theta B_{t}}]}$ $(\theta\in R)$
. $\{Z_{t}\}_{t=0,1,2},\cdots$ martingale ,
.
$E[e^{\theta Y_{n}}]=\cosh\theta$
$f(x, t):= \frac{e^{\theta x}}{(\cosh\theta)^{t}}$
. 1 , ,








$X_{t+1}-X_{t}=\mu(X_{t}, t, u_{t})+\sigma(X_{t}, t, u_{t})(B_{t+1}-B_{t})$ , $t=0,1,2,$ $\cdots$ . (3.1)
$\mu,$ $\sigma$ . $\{u_{t}\}_{t=0,1,2},\cdots$ ,
. .
131




where the use of abbreviations $\mu_{t}$ $:=\mu(X_{t}, t, u_{t}),$ $\sigma_{t}$ $:=\sigma(X_{t}, t, u_{t})$ are made. Fur-
thermore, if $f$ is continuous on $R\cross N$ , then we have
$f(X_{t+1}, t+1)-f(X_{t}, t)= \frac{f(X_{t}+\mu_{t}+\sigma_{t},t+1)-f(X_{t}+\mu_{t}-\sigma_{t},t+1)}{2}Y_{t+1}$
$+(f(X_{t}+\mu_{t}, t+1)-f(X_{t}, t+1))$
$+ \frac{f(X_{t}+\mu_{t}+\sigma_{t},t+1)-2f(X_{t}+\mu_{t},t+1)+f(X_{t}+\mu_{t}-\sigma_{t},t+.1)}{2}$
$+(f(X_{t}, t+1)-f(X_{t}, t))$ .
(3.3)
.
$\mathcal{L}_{X}f(X_{t}, t):=f(X_{t}+\mu_{t}, t+1)-f(X_{t}, t+1)$
$+ \frac{f(X_{t}+\mu_{t}+\sigma_{t},t+1)-2f(X_{t}+\mu_{t},t+1)+f(X_{t}+\mu_{t}-\sigma_{t},t+1)}{2}$
$+f(X_{t}, t+1)-f(X_{t}, t)$ .
.
$V(x, t):= \sup_{\{u_{t}\}}J(x, t, u_{t})$ , (3.4)
, $V(x, t)$ $\{u_{t}\}_{t=0,1,2},\cdots$ .
, $T\in N$
$J(x, t, u_{t}):=E^{x,t}[ \sum_{k=t}^{T-1}U_{1}(X_{k}, k, u_{k})+U_{2}(X_{T}, T)|X_{t}=x]$ ,
. $U_{1},$ $U_{2}$ , $X_{k}$ ,
.
, Hamilton-Jacobi-Bellman (d-HJB) [5] .
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Theorem 3 (d-HJB equation) We have for $t=0,1,$ $\cdots,$ $T$ ,
$\sup_{\{u_{t}\}}\{\mathcal{L}_{X}^{u}V(x, t)+U_{1}(x, t, u_{t})\}:=$
$\sup_{\{u_{t}\}}\{V(x+\mu_{t}, t+1)-V(x, t+1)$
$+ \frac{V(x+\mu_{t}+\sigma_{t},t+1)-2V(x+\mu_{t},t+1)+V(x+\mu_{t}-\sigma_{t},t+1)}{2}$
$+V(x, t+1)-V(x, t)+C^{T_{1}}(x, t, u_{t})\}=0$
$V(x, T)=U_{2}(x, T)$ ,
(3.5)
where we have put
$\mu_{t}:=\mu(X_{t}, t, u_{t})$ , $\sigma_{t}:=\sigma(X_{t}, t, u_{t})$ .
verification theorem . .
Theorem 4 Let $W(x, t)$ solves the discrete Hamilton-Jacobi-Bellman equation (3.5):
$\sup_{\{u_{t}\}}\{\mathcal{L}_{X}^{u}W(x, t)+U_{1}(x, t, u_{t})\}=0$ ,
$W(x, T)=U_{2}(x, T)$ .
Then we have
$W(x, t)\geq J(x, t, u_{t})$ , (3.6)
for every $x\in R,$ $t=0,1,2,$ $\cdots,$ $T$ and adapted $\{u_{t}\}$ . Furthermore, if for every $x\in R$ ,
$t=0,1,2,$ $\cdots,$ $T$ there exists a $\{u_{t}^{*}\}\in \mathcal{A}$ with
$u_{k}^{*} \in\arg\sup_{\{y_{l}\}}(\mathcal{L}_{X}^{u}W(k, X_{k}^{*})+U_{1}(x, X_{k}^{*}, u_{k}))$ ,
for every $t\leq k\leq T$ , where $X_{k}^{*}$ is the controlled process corresponding to $u_{k}^{*}$ through
(3.1), then we obtain




Example 5(3.1) $\mu\equiv 0$ , $\sigma$ $\sigma(X, t, u)=\sigma uX$ .
$U_{1}\equiv 0$ $U_{2}=\sqrt{x}$ . , d-HJB (3.5)
.
$\sup_{\{u_{t}\}}\{\frac{V((1+\sigma u_{t})x,t+1)-2V(x,t+1)+V((1-\sigma u_{t})x,t+1)}{2}$




$g(T)=1$ . $(4.2)$ (4.1)
$\{\}\sup_{u_{t}}\{g(t+1)\frac{\sqrt{(1+\sigma u_{t})x}+\sqrt{(1-\sigma u_{t})x}}{2}-g(t)\sqrt{x}\}=0$
.
. , $u_{t}\equiv 0$ , $g(t)\equiv 1$
$V(x, t)\equiv\sqrt{x}$ .
Example 6 (3.1) $\mu(X, t, u)=u$ $\sigma(X, t, u)=\sigma u$ , $\sigma>1$ .
$U_{1}\equiv 0$ $U_{2}=$ V . d-HJB (3.5)
.













. $V(x, t)$ .
5
. random walk .
.
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