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1. Introduction
In 1979 Sam B. Nadler Jr. introduced the hyperspace suspension of a continuum [1]. In 2004 S. Macías, deﬁned the
n-fold hyperspace suspension of a continuum [2]. For a continuum X and n  2, in 2009, we deﬁne the n-fold symmetric
product suspensions of X [3], denoted by SFn(X), as the quotient space Fn(X)/F1(X), where Fn(X) is the hyperspace of
nonempty subsets of X with at most n points. Given a map f : X → Y between continua and an integer n  2, we let
Fn( f ) : Fn(X) → Fn(Y ) and SFn( f ) : SFn(X) → SFn(Y ) denote the corresponding induced maps. Let M be a class of maps
between continua. As it was done with hyperspaces (see, for example [4–8]), in this paper we study the interrelations
between the following three statements:
(1) f ∈ M;
(2) Fn( f ) ∈ M;
(3) SFn( f ) ∈ M.
The paper consists of ten sections. In Section 2, we give the basic deﬁnitions for understanding the paper. In Section 3, we
study homeomorphisms. Section 4 is devoted to monotone maps. Section 5 is about open maps. In Section 6, we discuss
conﬂuent maps. The light maps are analyzed in Section 7. In Section 8, we consider the class of quasi-interior maps and the
class of MO-maps. In Section 9, we prove results concerning to the class of quasi-monotone maps and the class of weakly
monotone maps. Finally, in Section 10 we study the class of weakly conﬂuent maps and the class of pseudo-conﬂuent
maps.
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The symbols N and R will denote the set of positive integers and the set of real numbers, respectively. A continuum is
a nonempty compact, connected metric space. A subcontinuum is a continuum contained in a space X . A continuum X is
said to be irreducible provided that no proper subcontinuum of X contains {p,q} for some p,q ∈ X . If X is a continuum,
then given A ⊂ X and  > 0, the open ball about A of radius  is denoted by V(A), the closure of A in X by ClX (A), and
the interior of A in X by intX (A). A map means a continuous function. A surjective map f : X → Y between continua is said
to be:
• conﬂuent provided that for each subcontinuum B of Y and for each component C of f −1(B), we have f (C) = B;
• light provided that f −1(y) is totally disconnected for each y ∈ Y ;
• monotone provided that f −1(y) is connected for each y ∈ Y ;
• open provided f (U ) is open in Y for each open subset U of X ;
• MO provided that there exist a continuum Z , an open map h : X → Z , and a monotone map g : Z → Y such that
f = g ◦ h;
• pseudo-conﬂuent provided that for each irreducible subcontinuum B of Y , there exists a component C of f −1(B) such
that f (C) = B;
• quasi-interior provided that for each y ∈ Y if U is an open subset of X containing a component of f −1(y), then y ∈
intY ( f (U ));
• quasi-monotone provided that for each subcontinuum B of Y having nonempty interior in Y , f −1(B) has only ﬁnitely
many components and each of these components maps onto B under f ;
• weakly conﬂuent provided that for each subcontinuum B of Y , there exists a component C of f −1(B) such that f (C) = B;
• weakly monotone provided that for each subcontinuum B of Y having nonempty interior in Y , each component
of f −1(B) is mapped by f onto B .
Given a continuum X and n ∈ N, the product of X with itself n times will be denoted by Xn , the symbol Fn(X) denotes
the n-fold symmetric product of X ; that is:
Fn(X) = {A ⊂ X | A has at most n points},
topologized with the Hausdorff metric, which is deﬁned as follows:
H(A, B) = inf{ > 0 ∣∣ A ⊂ V(B) and B ⊂ V(A)},
H always denotes the Hausdorff metric. Given a ﬁnite collection, U1, . . . ,Um , of subsets of X , 〈U1, . . . ,Um〉n , denotes the
following subset of Fn(X):{
A ∈ Fn(X)
∣∣ A ⊂ m⋃
k=1
Uk and A ∩ Uk 	= ∅ for each k ∈ {1, . . . ,m}
}
.
It is known that the family of all subsets of Fn(X) of the form 〈U1, . . . ,Um〉n , where each Ui is an open subset of X , forms
a basis for a topology for Fn(X) (see [4, 0.11]) called the Vietoris topology. The Vietoris topology and the topology induced
by the Hausdorff metric coincide [4, 0.13].
Given a continuum X and n ∈ N, with n  2, we deﬁne the n-fold symmetric product suspension of the continuum X [3],
denoted by SFn(X), as the quotient space:
SFn(X) = Fn(X)/F1(X)
with the quotient topology. The fact that SFn(X) is a continuum follows from 3.10 of [9].
Notation 2.1. Given a continuum X , qnX : Fn(X) → SFn(X) denotes the quotient map. Also, let FnX denote the point qnX (F1(X)).
Remark 2.2. Note that SFn(X) \ {FnX } is homeomorphic to Fn(X) \ F1(X), using the appropriate restriction of qnX .
Given a map f : X → Y between continua and an integer n 2, the function Fn( f ) : Fn(X) → Fn(Y ) given by Fn( f )(A) =
f (A) is the induced map by f between the n-fold symmetric products of X and Y . By [10, Corollary 1.8.23] Fn( f ) is continuous.
Also, we have an induced map SFn( f ) : SFn(X) → SFn(Y ) called the induced map by f between the n-fold symmetric product
suspensions of X and Y , which can be deﬁned by
SFn( f )(χ) =
{
qnY (Fn( f )((q
n
X )
−1(χ))), if χ 	= FnX ;
Fn , if χ = Fn .Y X
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Fn(X)
Fn( f )
qnX
Fn(Y )
qnY
SFn(X) SFn( f )
SFn(Y )
(∗)
is commutative.
Let X be a continuum and let n ∈ N. We denote by f Xn : Xn → Fn(X) the map given by f Xn ((x1, . . . , xn)) = {x1, . . . , xn}
(see [12, Lemma 1]), if there is no confusion, we write fn : Xn → Fn(X). Given a map f : X → Y between continua, we denote
by f nX,Y : X
n → Yn the map given by f nX,Y ((x1, . . . , xn)) = ( f (x1), . . . , f (xn)), if there is no confusion, we write f n : Xn → Yn .
In addition, the following diagram
Xn
f nX,Y
f Xn
Y n
f Yn
Fn(X) Fn( f )
Fn(Y )
(∗∗)
is commutative.
3. Homeomorphisms
We begin with some simple results.
Theorem 3.1. Let f : X → Y be a map between continua, and let n 2 be an integer. Then the following are equivalent:
(1) f : X → Y is injective;
(2) Fn( f ) : Fn(X) → Fn(Y ) is injective;
(3) SFn( f ) : SFn(X) → SFn(Y ) is injective.
Theorem 3.2. Let f : X → Y be a map between continua, and let n 2 be an integer. Then the following are equivalent:
(1) f : X → Y is surjective;
(2) Fn( f ) : Fn(X) → Fn(Y ) is surjective;
(3) SFn( f ) : SFn(X) → SFn(Y ) is surjective.
As an easy consequence of Theorems 3.1 and 3.2, we have the following:
Theorem 3.3. Let f : X → Y be a map between continua, and let n 2 be an integer. Then the following are equivalent:
(1) f : X → Y is a homeomorphism;
(2) Fn( f ) : Fn(X) → Fn(Y ) is a homeomorphism;
(3) SFn( f ) : SFn(X) → SFn(Y ) is a homeomorphism.
4. Monotone maps
We prove the equivalence of the monotonicity of all the maps we are considering.
Theorem 4.1. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. Then the following are equivalent:
(1) f : X → Y is monotone;
(2) Fn( f ) : Fn(X) → Fn(Y ) is monotone;
(3) SFn( f ) : SFn(X) → SFn(Y ) is monotone.
Proof. Suppose that f is monotone. Let B ∈ Fn(Y ). We assume that B = {y1, . . . , yr}, where r  n. Note that(
Fn( f )
)−1
(B) = 〈 f −1(y1), . . . , f −1(yr)〉n.
To prove this, take A ∈ (Fn( f ))−1(B). Then f (A) = B . Thus, A ⊂⋃ri=1 f −1(yi). For each i ∈ {1, . . . , r}, let xi ∈ A be such that
f (xi) = yi . It follows that for each i ∈ {1, . . . , r}, A ∩ f −1(yi) 	= ∅. Hence, A ∈ 〈 f −1(y1), . . . , f −1(yr)〉n . Thus, (Fn( f ))−1(B) ⊂
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Let yi ∈ B . Since D ∩ f −1(yi) 	= ∅, we can ﬁnd di ∈ D ∩ f −1(yi). Note that f (di) = yi ∈ f (D). Consequently, B ⊂ f (D). This
implies that Fn( f )(D) = f (D) = B . We have that D ∈ (Fn( f ))−1(B). Thus, 〈 f −1(y1), . . . , f −1(yr)〉n ⊂ (Fn( f ))−1(B).
Since f is monotone, for each i ∈ {1, . . . , r}, f −1(yi) is connected. By [13, Lemma 1], (Fn( f ))−1(B) is connected. There-
fore, (1) implies (2).
Note that qnY is a monotone map. If Fn( f ) is monotone, then, by [14, (5.1)], q
n
Y ◦ Fn( f ) is monotone. By (∗), we obtain
that SFn( f ) ◦ qnX is monotone. Hence, by [14, (5.15)], we have that SFn( f ) is monotone. Thus, (2) implies (3).
Finally, we prove that (3) implies (1). Let y ∈ Y . Take a point y′ ∈ Y \ {y}, and let B = {y, y′}. Let x, x′ ∈ X be such that
f (x) = y and f (x′) = y′ . Let A = {x, x′}. It follows that Fn( f )(A) = f (A) = B . Hence, A ∈ (Fn( f ))−1(B).
Since qnX and SFn( f ) are monotone maps, by [14, (5.1)], we have that SFn( f ) ◦ qnX is monotone. Thus, by (∗), qnY ◦ Fn( f )
is monotone. Then (qnY ◦ Fn( f ))−1(qnY (B)) is connected. Since B ∈ Fn(X) \ F1(X), we obtain that (qnY ◦ Fn( f ))−1(qnY (B)) =
(Fn( f ))−1(B). This implies that (Fn( f ))−1(B) is connected.
Since f −1(y) and f −1(y′) are closed subsets of X and f −1(y) ∩ f −1(y′) = ∅, there exists  > 0 such that V( f −1(y)) ∩
V( f −1(y′)) = ∅. We note that A ∈ (Fn( f ))−1(B) ⊂ 〈V( f −1(y)),V( f −1(y′))〉n . Then, by [15, Lemma 6.1], it follows
that (
⋃
(Fn( f ))−1(B)) ∩ V( f −1(y)) is connected. Since ⋃(Fn( f ))−1(B) = f −1(B) = f −1(y) ∪ f −1(y′), we have that
(
⋃
(Fn( f ))−1(B)) ∩ V( f −1(y)) = f −1(y). Hence, f −1(y) is connected. Therefore, f is monotone. 
5. Open maps
We study the relationship of openness between the considered maps.
Lemma 5.1. Let X be a continuum, let n, r ∈ N be such that r  n, and let U1, . . . ,Ur be open subsets of X . Then ⋃〈U1, . . . ,Ur〉n is
an open subset of X .
Proof. Let x ∈⋃〈U1, . . . ,Ur〉n . Then there exists Ax ∈ 〈U1, . . . ,Ur〉n such that x ∈ Ax . Let J = { j ∈ {1, . . . , r}: x ∈ U j}. Since
x ∈ Ax ⊂ ⋃ri=1 Ui , J 	= ∅, also x ∈ ⋂ j∈ J U j . We see that ⋂ j∈ J U j ⊂ ⋃〈U1, . . . ,Ur〉n . Let y ∈ ⋂ j∈ J U j , and let A = {y} ∪
(Ax \ {x}). Hence, A ∈ 〈U1, . . . ,Ur〉n . It follows that y ∈ ⋃〈U1, . . . ,Ur〉n . Thus, x ∈ ⋂ j∈ J U j ⊂ ⋃〈U1, . . . ,Ur〉n . Therefore,⋃〈U1, . . . ,Ur〉n is an open subset of X . 
As a consequence of Lemma 5.1, we have the following:
Corollary 5.2. Let X be a continuum and n ∈ N. If C is an open subset of Fn(X), then⋃C is an open subset of X .
Theorem 5.3. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is an open
map, then f : X → Y is an open map.
Proof. Let U be an open subset of X . Then 〈U 〉n is an open subset Fn(X). It follows that Fn( f )(〈U 〉n) is an open subset
of Fn(Y ). By Corollary 5.2,
⋃
Fn( f )(〈U 〉n) is an open subset of Y .
We see that
⋃
Fn( f )(〈U 〉n) = f (U ). Let y ∈ ∪Fn( f )(〈U 〉n). Then there exists B ∈ Fn( f )(〈U 〉n) such that y ∈ B . Hence,
there exists A ∈ 〈U 〉n such that Fn( f )(A) = B . Thus, B ⊂ f (U ). It follows that y ∈ f (U ). This implies that ⋃ Fn( f )(〈U 〉n) ⊂
f (U ). Now, let z ∈ f (U ). Take a ∈ U such that f (a) = z. Let C = {a} and D = {z}. It follows that C ∈ 〈U 〉n and Fn( f )(C) = D .
Hence, D ∈ Fn( f )(〈U 〉n) and z ∈ D . We have that z ∈ ⋃ Fn( f )(〈U 〉n). This implies that f (U ) ⊂ ⋃ Fn( f )(〈U 〉n). Therefore,⋃
Fn( f )(〈U 〉n) = f (U ). Hence, we obtain that f (U ) is an open subset of Y . We conclude that f is an open map. 
Theorem 5.4. Let f : X → Y be a surjective map between continua, and let n  2 be an integer. If SFn( f ) : SFn(X) → SFn(Y ) is an
open map, then f : X → Y is a homeomorphism.
Proof. It is suﬃcient to prove that f is injective. Suppose that there exist x1, x2 ∈ X such that x1 	= x2 and f (x1) = f (x2).
Let A = {x1, x2} and y = f (x1) = f (x2). Take a point z in Y different of y. Thus, we can take open subsets V and W of Y
such that y ∈ V , z ∈ W and V ∩ W = ∅. It follows that, f −1(V ) is an open subset of X . Moreover, x1, x2 ∈ f −1(V ). Let U1
and U2 be open subsets of X such that x1 ∈ U1 ⊂ f −1(V ), x2 ∈ U2 ⊂ f −1(V ) and U1 ∩ U2 = ∅. Let U = 〈U1,U2〉n . Hence,
U is an open subset of Fn(X) such that A ∈ U and U ∩ F1(X) = ∅. This implies that qnX (U) is open in SFn(X).
Now, for each k ∈ N, let zk ∈ Y be such that zk ∈ W , zk 	= z and such that the sequence {zk}∞k=1 converges to z in Y . For
each k ∈ N, let Ak = {zk, z}. Hence, the sequence {Ak}∞k=1 converges to {z} in Fn(Y ). Note that, for each k ∈ N, Ak /∈ 〈V 〉n .
Since Fn( f )(U) ⊂ 〈V 〉n , we have that, for each k ∈ N, Ak /∈ Fn( f )(U). This implies that, for each k ∈ N, Ak /∈ [F1(Y ) ∪
Fn( f )(U)]. Since [F1(Y ) ∪ Fn( f )(U)] = (qnY )−1(qnY (Fn( f )(U))), we obtain that, for each k ∈ N, Ak /∈ (qnY )−1(qnY (Fn( f )(U))).
Notice that {z} ∈ (qnY )−1(qnY (Fn( f )(U))). If (qnY )−1(qnY (Fn( f )(U))) is an open subset of Fn(Y ), there exists N ∈ N such that
if k  N , Ak ∈ (qn )−1(qn (Fn( f )(U))), which is a contradiction. Then (qn )−1(qn (Fn( f )(U))) is not an open subset of Fn(Y ).Y Y Y Y
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of SFn(Y ). Therefore, SFn( f ) is not an open map. 
Applying Theorems 5.4 and 3.3, we obtain the following:
Theorem 5.5. Let f : X → Y be a surjective map between continua, and let n  2 be an integer. If SFn( f ) : SFn(X) → SFn(Y ) is an
open map, then Fn( f ) : Fn(X) → Fn(Y ) is a homeomorphism.
The following example proves that the converse of Theorem 5.4 is not true.
Example 5.6. Let X = [−1,1], Y = [0,1], and let f : X → Y be deﬁned by f (x) = |x|. It is clear that f is an open map. If
SFn( f ) : SFn(X) → SFn(Y ) were an open map, where n  2, then, by Theorem 5.4, f would be a homeomorphism, which is
not true. Hence, SFn( f ) is not an open map.
Theorem 5.7. Let f : X → Y be a surjective map between continua. Consider the following conditions:
(1) f : X → Y is open;
(2) F2( f ) : F2(X) → F2(Y ) is open;
(3) SF2( f ) : SF2(X) → SF2(Y ) is open.
Then (1) and (2) are equivalent, (3) implies (1), (3) implies (2), (1) does not imply (3) and (2) does not imply (3).
Proof. By Theorem 5.3, we have that (2) implies (1). To prove that (1) implies (2). Consider the map f 2X,Y : X
2 → Y 2. Since f
is open, we obtain that f 2X,Y is open. Also, by [12, Lemma 9], we have that f
Y
2 is open. Hence, f
Y
2 ◦ f 2X,Y is open [14, (5.1)].
By (∗∗), it follows that F2( f ) ◦ f X2 is open. Then, by [14, (5.15)], we conclude that F2( f ) is open.
Applying Theorem 5.4, we have that (3) implies (1). Since (1) and (2) are equivalent, we obtain that (3) implies (2). By
Example 5.6, it follows that (1) does not imply (3). Since (1) and (2) are equivalent, (2) does not imply (3). 
It is known that only f X2 is an open map [12, Lemma 9]. So, we prove the following result:
Lemma 5.8. Let f : X → Y be a surjective map between continua and let n  2 be an integer. Let U1, . . . ,Un be open subsets of X
such that for each j, l ∈ {1, . . . ,n}, U j ∩ Ul = ∅ if j 	= l, and let U = U1 × · · · × Un. Then f Xn (U) is an open subset of Fn(X).
Proof. Let {b1, . . . ,bk} ∈ f Xn (U), where k  n. Then exists (a1, . . . ,an) ∈ U such that f Xn ((a1, . . . ,an)) = {b1, . . . ,bk}. Thus,{a1, . . . ,an} = {b1, . . . ,bk}. Notice that k = n. Since, for each j ∈ {1, . . . ,n}, a j ∈ U j , we have that {b1, . . . ,bn} ∈ 〈U1, . . . ,Un〉n .
Now, we see that 〈U1, . . . ,Un〉n ⊂ f Xn (U). Let {c1, . . . , cn} ∈ 〈U1, . . . ,Un〉n . Since, for each j, l ∈ {1, . . . ,n}, U j ∩ Ul = ∅
if j 	= l, without loss of generality, we assume that, for each j ∈ {1, . . . ,n}, c j ∈ U j . Hence, (c1, . . . , cn) ∈ U and
f Xn ((c1, . . . , cn)) = {c1, . . . , cn}. Thus, {c1, . . . , cn} ∈ f Xn (U). It follows that, 〈U1, . . . ,Un〉n ⊂ f Xn (U). Hence, we have that{b1, . . . ,bn} ∈ 〈U1, . . . ,Un〉n ⊂ f Xn (U). Therefore, f Xn (U) is an open subset of Fn(X). 
Theorem 5.9. Let f : X → Y be a surjective map between continua, and let n  3 be an integer. Then Fn( f ) : Fn(X) → Fn(Y ) is an
open map if and only if f : X → Y is a homeomorphism.
Proof. Suppose that Fn( f ) is an open map. It is enough to prove that f is injective. Suppose, on the contrary, that there
exist x1, x2 ∈ X such that x1 	= x2 and f (x1) = f (x2). Let p1 = f (x1) = f (x2). We can take p2, . . . , pn−1 ∈ Y \ {p1} such that
p j 	= pl if j 	= l and j, l ∈ {2, . . . ,n− 1}. Hence, for each i ∈ {1, . . . ,n− 1}, we take an open subset Vi of Y such that pi ∈ Vi ,
and V j ∩ Vl = ∅ if j 	= l.
Let U1 and U2 be open subsets of X such that x1 ∈ U1 ⊂ f −1(V1), x2 ∈ U2 ⊂ f −1(V1) and U1 ∩ U2 = ∅. For each
i ∈ {2, . . . ,n − 1}, let Ui+1 = f −1(Vi). Notice that, for each j, l ∈ {1, . . . ,n}, U j ∩ Ul = ∅ if j 	= l. Let U = U1 × · · · × Un . It
follows that U is an open subset of Xn . By Lemma 5.8, f Xn (U) is an open subset of Fn(X).
Since Fn( f ) is an open map, by Theorem 5.3, f is an open map. Hence, f nX,Y is an open map. Then f
n
X,Y (U) = f (U1) ×
· · · × f (Un) is an open subset of Yn such that (p1, p1, p2, . . . , pn−1) ∈ f nX,Y (U).
Now let {yk}∞k=1 and {zk}∞k=1 be sequences converging to p2 in Y such that y j 	= zl for each j, l ∈ N, for each
i ∈ {1, . . . ,n − 1} and for each k ∈ N, yk 	= pi and zk 	= pi . Note that {{p1, yk, zk, p3, . . . , pn−1}}∞k=1 is a sequence con-
verging to the point {p1, p2, . . . , pn−1} in Fn(Y ). Since (p1, p1, p2, . . . , pn−1) ∈ f nX,Y (U), it follows that {p1, p2, . . . , pn−1} ∈
f Yn ( f
n
X,Y (U)).
Suppose that f Yn ( f
n
X,Y (U)) is an open subset of Fn(Y ). Then there exists N ∈ N such that {p1, yN , zN , p3, . . . , pn−1} ∈
f Yn ( f
n (U)) and yN , zN ∈ f (U3) = V2. Notice that ( f Yn )−1({p1, yN , zN , p3, . . . , pn−1}) = {(y1, . . . , yn) ∈ Yn: {y1, . . . , yn} =X,Y
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( f Yn )
−1({p1, yN , zN , p3, . . . , pn−1}) has two different coordinates in f (U3) (yN and zN ). Since f (U3)∩ f (Ui) = ∅, for each i ∈
{1, . . . ,n}\{3}, we obtain that ( f Yn )−1({p1, yN , zN , p3, . . . , pn−1})∩ f nX,Y (U) = ∅. This implies that {p1, yN , zN , p3, . . . , pn−1} /∈
f Yn ( f
n
X,Y (U)), which is a contradiction. Thus, f Yn ( f nX,Y (U)) is not an open subset of Fn(Y ). By (∗∗), it follows that
Fn( f )( f Xn (U)) is not an open subset of Fn(Y ). Hence, Fn( f ) is not open map, which is a contradiction. Therefore, f is
injective.
By Theorem 3.3, the reverse implication follows. 
To see that the converse of Theorem 5.3 is not true, we have the following:
Example 5.10. Let X = [−1,1], Y = [0,1], and f : X → Y deﬁned by f (x) = |x|. It is clear that f is an open map. If
Fn( f ) : Fn(X) → Fn(Y ) were an open map, where n  3, by Theorem 5.9, f would be a homeomorphism, which is not
true. Hence, Fn( f ) is not an open map.
Theorem 5.11. Let f : X → Y be a surjective map between continua, and let n  3 be a positive integer. Consider the following
conditions:
(1) f : X → Y is open;
(2) Fn( f ) : Fn(X) → Fn(Y ) is open;
(3) SFn( f ) : SFn(X) → SFn(Y ) is open.
Then (2) and (3) are equivalent, (2) implies (1), (3) implies (1), (1) does not implies (3) and (1) does not implies (2).
Proof. Applying Theorems 5.3, 5.4, and 5.5, we have that (2) implies (1), (3) implies (1) and (3) implies (2), respectively.
Now, if Fn( f ) is open, then, by Theorem 5.9, f is a homeomorphism. Hence, by Theorem 3.3, SFn( f ) is a homeomorphism,
in particular SFn( f ) is open. Thus, (2) implies (3). By Example 5.6, (1) does not imply (3). Moreover, applying Example 5.10,
we obtain that (1) does not imply (2). 
6. Conﬂuent maps
Lemma 6.1. Let f : X → Y be a surjective map between continua, and let n 2 be an integer, and let B be a subcontinuum of Y . If C
is a component of f −1(B), then Fn(C) is a component of (Fn( f ))−1(Fn(B)).
Proof. We note that, by [16, p. 877], Fn(C) is connected. Furthermore, Fn(C) ⊂ (Fn( f ))−1(Fn(B)). Let C the component
of (Fn( f ))−1(Fn(B)) such that Fn(C) ⊂ C . By [15, Lemma 2.2], ⋃C is a subcontinuum of X such that C ⊂ ⋃C ⊂ f −1(B).
Hence, C = ⋃C . We see that C = Fn(C). Let A ∈ C . Thus, A ⊂ C . This implies that A ∈ Fn(C). Then, C ⊂ Fn(C). Therefore,
C = Fn(C). 
Theorem6.2. Let f : X → Y be a surjectivemap between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a conﬂuent
map, then f : X → Y is a conﬂuent map.
Proof. Let B be a subcontinuum of Y , and let C be a component of f −1(B). By Lemma 6.1, we have that Fn(C) is a compo-
nent of (Fn( f ))−1(Fn(B)). It follows that Fn( f )(Fn(C)) = Fn(B). Now, we prove that B ⊂ f (C). Let b ∈ B . Then there exists
H ∈ Fn(C) such that f (H) = {b}. This implies that b ∈ f (C). Thus, we have that B ⊂ f (C). Hence, we obtain that f (C) = B .
Therefore, f is a conﬂuent map. 
Theorem6.3. Let f : X → Y be a surjectivemap between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a conﬂuent
map, then SFn( f ) : SFn(X) → SFn(Y ) is a conﬂuent map.
Proof. Since qYn is monotone, by [9, Theorem 13.15], q
Y
n is conﬂuent. Then, by [17, 2.6], we have that q
Y
n ◦ Fn( f ) is conﬂuent.
Hence, by (∗), SFn( f ) ◦ qXn is conﬂuent. By [14, 5.16], we obtain that SFn( f ) is conﬂuent. 
The proof of the following theorem is similar to the proof [6, Theorem 18]. We include the details for the convenience
of the reader.
Theorem 6.4. Let f : X → Y be a surjective map between continua, and let n  3 be an integer. Then Fn( f ) : Fn(X) → Fn(Y ) is
a conﬂuent map if and only if f : X → Y is a monotone map.
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a conﬂuent map.
Now, we assume that f is not monotone. Then there exists y ∈ Y such that f −1(y) is not a connected subset of X . Let P
and Q be different components of f −1(y), and let p ∈ P and q ∈ Q . We take a point z ∈ Y \ {y}. Let R be a subcontinuum
of Y such that {z}  R ⊂ Y \ {y} [9, Corollary 5.5]. Let
K = {{y} ∪ K : K ∈ Fn−1(R)}.
It is clear that K is a subcontinuum of Fn(Y ). We take a point s ∈ X such that f (s) = z. Let S be the component of f −1(R)
such that s ∈ S . Let C be the component of (Fn( f ))−1(K) such that {p,q, s} ∈ C . Let Z = ⋃C . Then, by [15, Lemma 2.2],
Z ∈ Cn(X). We note that P ∪ Q ∪ S ⊂ Z .
We see that P is a component of Z . Let P ′ be the component of Z such that P ⊂ P ′ . We assume that P  P ′ . Let
w ∈ P ′ \ f −1(y). Then f (w) ∈ f (P ′) ∩ R . We note that y ∈ {y} ∩ f (P ′) and f (P ′) ⊂ {y} ∪ R . Thus, we have that f (P ′) is not
connected, a contradiction. Hence, P is component of Z . Similarly, Q is component of Z .
Now, we prove that Fn( f )(C) ⊂ {{y}∪K : K ∈ Fn−2(R)}. Let A ∈ C . Since C is a connected subset of 2Z , by [18, Lemma 3.1,
p. 241], A ∩ P 	= ∅ and A ∩ Q 	= ∅. Thus, f (A) ∈ {{y} ∪ K : K ∈ Fn−2(R)}.
Since {{y} ∪ K : K ∈ Fn−2(R)}  K, we have that Fn( f )(C)  K. Therefore, Fn( f ) is not conﬂuent. 
As a consequence of the proof of Theorem 6.4, we have the following:
Theorem 6.5. Let f : X → Y be a surjective map between continua, and let n  3 be an integer. Then SFn( f ) : SFn(X) → SFn(Y ) is
a conﬂuent map if and only if f : X → Y is a monotone map.
Applying Theorems 4.1, 6.4 and 6.5, we obtain the following:
Theorem 6.6. Let f : X → Y be a surjective map between continua, and let n 3 be an integer. Then the following are equivalent:
(1) f : X → Y is monotone;
(2) Fn( f ) : Fn(X) → Fn(Y ) is monotone;
(3) SFn( f ) : SFn(X) → SFn(Y ) is monotone;
(4) Fn( f ) : Fn(X) → Fn(Y ) is conﬂuent;
(5) SFn( f ) : SFn(X) → SFn(Y ) is conﬂuent.
The following example proves that the converse of Theorem 6.2 is not true.
Example 6.7. Let X = [−1,1], Y = [0,1], and f : X → Y deﬁned by f (x) = |x|. It is readily seen that f is conﬂuent, but f is
not monotone. By Theorem 6.6, Fn( f ) : Fn(X) → Fn(Y ), where n 3, is not conﬂuent.
Theorem 6.8. Let f : X → Y be a surjective map between continua. If SF2( f ) : SF2(X) → SF2(Y ) is a conﬂuent map, then f : X → Y
is a conﬂuent map.
Proof. Let B be a subcontinuum of Y , and let C be a component of f −1(B). If B = Y , then C = X and f (C) = B . We assume
that there exists a point y ∈ Y \ B . Let
K = {{y} ∪ K : K ∈ F1(B)}.
We note that K is a subcontinuum of F2(Y ) such that K ∩ F1(Y ) = ∅. Hence, q2Y (K) is a subcontinuum of SF2(Y ).
Now let z ∈ f −1(y), and we deﬁne A = {{z}∪ A: A ∈ F1(C)}. Then A is a connected subset of (F2( f ))−1(K). Let C be the
component of (F2( f ))−1(K) such that A ⊂ C . Thus, q2X (C) is a component of (SF2( f ))−1(q2Y (K)). Since SF2( f ) is a conﬂuent
map, we have that SF2( f )(q2X (C)) = q2Y (K). By (∗), q2Y (F2( f )(C)) = q2Y (K). Since K ∩ F1(Y ) = ∅, F2( f )(C) = K.
On the other hand, since
⋃C ⊂ f −1(y) ∪ f −1(B), ⋃C is not connected. Moreover, by [15, Lemma 2.2], ⋃C = C1 ∪ C2,
where C1 and C2 are the components of
⋃C . Without loss of generality, we assume that C1 ⊂ f −1(y) and C2 ⊂ f −1(B). It
follows that C2 = C .
We prove that B ⊂ f (C). Let b ∈ B . Then {y,b} ∈ K. Thus, there exists D ∈ C such that F2( f )(D) = {y,b}. Hence, b ∈
f (D) ⊂ f (C1) ∪ f (C). If b ∈ f (C1), then b = y, a contradiction. This implies that b ∈ f (C). Then B ⊂ f (C). Therefore, f is
a conﬂuent map. 
Lemma 6.9. If f : X → Y is a conﬂuent map between continua and Y is locally connected, then f is a quasi-interior map.
Proof. Let y ∈ Y , let C be a component of f −1(y) and let U be an open subset of X such that C ⊂ U . Since Y is locally
connected, there exists a sequence {Bi}∞ of subcontinua of Y such that ⋂∞i=1 Bi = {y} and, for each i, Bi+1 ⊂ Bi andi=1
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have that C ⊂ Ci+1 ⊂ f −1(Bi). Hence, for each i, Ci+1 ⊂ Ci . Let K = ⋂∞i=1 Ci . By [9, Theorem 1.8], K is a continuum. We
note that C ⊂ K . Moreover, K ⊂ f −1(y), because if x ∈ K , then f (x) ∈⋂∞i=1 Bi = {y}, thus x ∈ f −1(y). It follows that C = K .
By [9, Proposition 1.7], there exists a positive integer N such that for each i  N , Ci ⊂ U . Let j  N . Hence, f (C j) ⊂ f (U ).
Since f is a conﬂuent map, we have that B j ⊂ f (U ). Since y ∈ int(B j), we conclude that y ∈ int( f (U )). Therefore, f is
a quasi-interior. 
Theorem 6.10. Let f : X → Y be a surjective map between continua, and let Y be locally connected. Then the following are equivalent:
(1) f : X → Y is conﬂuent;
(2) F2( f ) : F2(X) → F2(Y ) is conﬂuent;
(3) SF2( f ) : SF2(X) → SF2(Y ) is conﬂuent.
Proof. If f is a conﬂuent map then, by Lemma 6.9, f is a quasi-interior map. By [17, 3.1], there exist a continuum Z ,
a monotone map h : X → Z , and an open map g : Z → Y such that f = g ◦h. Hence, by Theorems 4.1 and 5.7, it follows that
F2(h) is a monotone map and F2(g) is an open map, respectively. Furthermore, F2( f ) = F2(g) ◦ F2(h). Then, by [17, 3.1],
F2( f ) is a quasi-interior map. By [17, 2.7], SF2( f ) is a conﬂuent map. Thus (1) implies (2).
By Theorems 6.3 and 6.8, it follows that (2) implies (3) and (3) implies (1), respectively. 
Question 6.11. Let f : X → Y be a surjective map between continua such that Y is not locally connected. If SF2( f ) : SF2(X) →
SF2(Y ) is a conﬂuent map, then is F2( f ) : F2(X) → F2(Y ) a conﬂuent map?
7. Light maps
It is easy to verify that if f : X → Y is a light map between continua and A is a subcontinuum of X , then f |A : A → f (A)
is a light map. Therefore, we have the following:
Lemma 7.1. Let f : X → Y be a surjective map between continua, and let n ∈ N. If Fn( f ) : Fn(X) → Fn(Y ) is a light map, then
Fm( f ) : Fm(X) → Fm(Y ) is a light map, for each m ∈ N with m n.
Lemma 7.2. Let X be a continuum, and let n 2 be an integer. If C1, . . . ,Ck, where k n, are totally disconnected closed subsets of X
and Ci ∩ C j = ∅, for each i 	= j, then 〈C1, . . . ,Ck〉n is a totally disconnected subset of Fn(X).
Proof. Suppose that there exists a nondegenerate component C of 〈C1, . . . ,Ck〉n . By [15, Lemma 2.2], ⋃C has at most
n components, we say that
⋃C = ⋃si=1 Ki , where Ki is a component of ⋃C and s  n. If Ki is degenerate, for each
i ∈ {1, . . . , s}, then C is degenerate, which is a contradiction. Hence, there exists j ∈ {1, . . . , s} such that K j is not degenerate.
Since
⋃C ⊂⋃ki=1 Ci , there exists l ∈ {1, . . . ,k} such that K j ⊂ Cl , which is a contradiction. Therefore, 〈C1, . . . ,Ck〉n is a totally
disconnected subset of Fn(X). 
Theorem 7.3. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. Then Fn( f ) : Fn(X) → Fn(Y ) is a light
map if and only if f : X → Y is a light map.
Proof. Suppose that Fn( f ) : Fn(X) → Fn(Y ) is a light map. Applying Lemma 7.1, we have that F1( f ) : F1(X) → F1(Y ) is
a light map. On the other hand, since X and Y are homeomorphic to F1(X) and F1(Y ), respectively, we can consider two
homeomorphisms h : X → F1(X) and k : Y → F1(Y ) such that k ◦ f = F1( f ) ◦ h. It follows that f is a light map.
Now assume that f : X → Y is a light map. Let B ∈ Fn(Y ). Let B = {b1, . . . ,bk}, where k n and bi 	= b j , for each i 	= j. It
is easy to see that (Fn( f ))−1(B) = 〈 f −1(b1), . . . , f −1(bk)〉. Hence, by Lemma 7.2, we conclude that (Fn( f ))−1(B) is a totally
disconnected subset of Fn(X). Thus, Fn( f ) is a light map. 
Theorem 7.4. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If SFn( f ) : SFn(X) → SFn(Y ) is a light
map, then Fn( f ) : Fn(X) → Fn(Y ) is a light map.
Proof. Let B ∈ Fn(Y ). Then we have the following cases:
Case (1). B ∈ F1(Y ).
It follows that qY (B) = F Yn . Since SFn( f ) is light, we obtain that (SFn( f ))−1(FnY ) is a totally disconnected subset of SFn(X).
Suppose that there exists a nondegenerate component C of (Fn( f ))−1(B). Then, by [15, Lemma 2.2],
⋃C has at most n
components, say C1, . . . ,Cr , where r  n. We note that there exists j ∈ {1, . . . , r} such that C j is nondegenerate. Hence,
Fn(C j) is a nondegenerate subcontinuum of Fn(X) such that Fn(C j) ∩ (Fn(X) \ F1(X)) 	= ∅. Since Fn(C j) ⊂ (Fn( f ))−1(B) ⊂
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−1((SFn( f ))−1(FnY )), it follows that qnX (Fn(C j)) is a nondegenerate subcontinuum of (SFn( f ))−1(FnY ). Which is a contra-
diction. Thus, C is degenerate. This implies that (Fn( f ))−1(B) is a totally disconnected subset of Fn(X).
Case (2). B ∈ Fn(Y ) \ F1(Y ).
Then qY (B) ∈ SFn(X) \ {FnY }. Hence (SFn( f ))−1(qY (B)) is totally disconnected and (SFn( f ))−1(qY (B)) ⊂ SFn(X) \ {FnX }. It
follows that (qX )−1((SFn( f ))−1(qY (B))) is totally disconnected. Since (qX )−1((SFn( f ))−1(qY (B))) = (Fn( f ))−1(B), we con-
clude that (Fn( f ))−1(B) is totally disconnected. Therefore, Fn( f ) is a light map. 
Applying Theorems 7.3 and 7.4, we obtain the following:
Theorem 7.5. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If SFn( f ) : SFn(X) → SFn(Y ) is a light
map, then f : X → Y is a light map.
The following example proves that the converse of Theorems 7.4 and 7.5 are not true.
Example 7.6. Let S1 = {eit : t ∈ R}, f : S1 → S1 such that f (z) = z2, and let n  2 be an integer. We note that f is a light
map. By Theorem 7.3, Fn( f ) is a light map. Let A = {{eit, ei(π+t)}: t ∈ [0, π2 ]}. Then A is a nondegenerate connected subset
of Fn(S1) such that A ∩ F1(S1) = ∅ and Fn( f )(A) ⊂ F1(S1). It follows that qnS1 (A) is a nondegenerate connected subset
of SFn(S1) such that qnS1 (A) ⊂ (SFn( f ))−1(FnS1 ). This implies that SFn( f ) is not a light map.
8. Quasi-interior maps and MO-maps
Theorem 8.1. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a quasi-
interior map, then f is a quasi-interior map.
Proof. Let y ∈ Y , let U be an open subset of X , and let C be a component of f −1(y) such that C ⊂ U . Then,
by Lemma 6.1, Fn(C) is a component of (Fn( f ))−1({y}). Moreover, 〈U 〉n is open in Fn(X) and Fn(C) ⊂ 〈U 〉n . Hence,
{y} ∈ intFn(Y )(Fn( f )(〈U 〉n)). Let U1, . . . ,Um be open subsets of Y such that {y} ∈ 〈U1, . . . ,Um〉n ⊂ Fn( f )(〈U 〉n). We deﬁne
V =⋂mi=1 Ui . It follows that y ∈ V ⊂ f (U ). Thus, y ∈ intY ( f (U )). Then f is a quasi-interior map. 
Theorem 8.2. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a quasi-
interior map, then SFn( f ) : SFn(X) → SFn(Y ) is a quasi-interior map.
Proof. Since qnY is a monotone map, by [17, 2.1], it follows that q
n
Y is a quasi-interior map. Then, by [17, 2.8], q
n
Y ◦ Fn( f ) is
a quasi-interior map. By (∗), SFn( f ) ◦ qnX is a quasi-interior map. Then, by [14, 5.20] and [17, 3.1], SFn( f ) is a quasi-interior
map. 
Theorem 8.3. Let f : X → Y be a surjective map between continua, and let n 3 be an integer. Then the following are equivalent:
(1) f : X → Y is monotone;
(2) Fn( f ) : Fn(X) → Fn(Y ) is quasi-interior;
(3) SFn( f ) : SFn(X) → SFn(Y ) is quasi-interior.
Proof. If f is a monotone map then, by Theorem 4.1, Fn( f ) is a monotone map. Hence, by [17, 2.1], Fn( f ) is a quasi-interior
map. Thus, (1) implies (2).
If Fn( f ) is a quasi-interior map, by Theorem 8.2, SFn( f ) is a quasi-interior map. We obtain that (2) implies (3).
Finally, if SFn( f ) is a quasi-interior map then, by [17, 2.7], SFn( f ) is a conﬂuent map. By Theorem 6.6, we have that f is
a monotone map. 
Theorem 8.4. Let f : X → Y be a surjective map between continua. Then the following are equivalent:
(1) f : X → Y is quasi-interior;
(2) F2( f ) : F2(X) → F2(Y ) is quasi-interior;
(3) SF2( f ) : SF2(X) → SF2(Y ) is quasi-interior.
Proof. We assume that f is a quasi-interior map. Then, by [17, 3.1], there exist a continuum Z , a monotone map h : X → Z ,
and an open map g : Z → Y such that f = g ◦ h. Using Theorems 4.1 and 5.7, we have that F2(h) is a monotone map
and F2(g) is an open map. Furthermore, F2( f ) = F2(g) ◦ F2(h). Hence, by [17, 3.1], F2( f ) is a quasi-interior map. Thus,
(1) implies (2).
By Theorem 8.2, it follows that (2) implies (3).
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let C be a component of f −1(y) such that C ⊂ U . If f (U ) = Y , then y ∈ intY ( f (U )) = Y . We suppose that there exists a
point z ∈ Y \ f (U ). Let V and W be open subsets of Y such that y ∈ V , z ∈ W and V ∩ W = ∅. We deﬁne U1 = U ∩ f −1(V )
and U2 = f −1(W ). Then U1 and U2 are open subsets of X such that U1 ∩ U2 = ∅. Let U = 〈U1,U2〉2. It follows that U is an
open subset of F2(X) such that U ∩ F1(X) = ∅.
We take a component K of f −1(z). Let A = 〈C, K 〉2 and B = {y, z}. By [13, Lemma 1], A is connected. We note that
A ⊂ U and A ⊂ (F2( f ))−1(B).
Next we prove that A is component of (F2( f ))−1(B). Let C be the component of (F2( f ))−1(B) such that A ⊂ C . Then
C ∪ K ⊂ ⋃A ⊂ ⋃C . Since ⋃C ⊂ f −1(y) ∪ f −1(z), (⋃C) ∩ f −1(y) 	= ∅ and (⋃C) ∩ f −1(z) 	= ∅, we have that ⋃C is not
connected. By [15, Lemma 2.2],
⋃C has exactly two components. Let ⋃C = C1 ∪ C2, where C1 and C2 are the components
of
⋃C . Without loss of generality, we assume that C1 ⊂ f −1(y) and C2 ⊂ f −1(z). It follows that C1 = C and C2 = K . Hence,⋃C = C ∪ K . To see that C ⊂ A, let D ∈ C . Thus, D ⊂ C ∪ K . We suppose that D ∩ K = ∅. This implies that D ⊂ C . Then
B = f (D) ⊂ f (C) = {y}, a contradiction. Hence, D ∩ K 	= ∅. Similarly, D ∩C 	= ∅. We obtain that D ∈ A. It follows that C ⊂ A.
Therefore, A is component of (F2( f ))−1(B).
We note that q2X (U) is an open subset of SF2(X), q2X (A) ⊂ q2X (U) and q2X (A) is a component of (SF2( f ))−1(q2Y (B)).
Since SF2( f ) is a quasi-interior map, we have that q2Y (B) ∈ intSF2(Y )(SF2( f )(q2X (U))). By (∗), q2Y (B) ∈ intSF2(Y )q2Y (F2( f )(U)).
Since F2( f )(U) ⊂ F2(Y ) \ F1(Y ) and q2Y |F2(Y )\F1(Y ) : F2(Y ) \ F1(Y ) → SF2(Y ) \ {F 2Y } is a homeomorphism, we obtain that
B ∈ intF2(Y )(F2( f )(U)).
Now we prove that y ∈ intY ( f (U )). Let V1, . . . , Vm be open subsets of Y such that B ∈ 〈V1, . . . , Vm〉2 ⊂ F2( f )(U). We
deﬁne I = {i ∈ {1, . . . ,m}: y ∈ Vi} and G = (⋂i∈I V i) ∩ V . To see that G ⊂ f (U ), let x ∈ G . We put D = {z, x}. Then D ∈〈V1, . . . , Vm〉2. Let E ∈ U be such that f (E) = D . We have that x ∈ f (E) ⊂ f (U1) ∪ f (U2). If x ∈ f (U2), then x ∈ V ∩ W ,
a contradiction. Hence, x ∈ f (U1) ⊂ f (U ). Thus, y ∈ G ⊂ f (U ). This implies that y ∈ intY ( f (U )). Therefore, f is a quasi-
interior map. 
Theorem 8.5. Let f : X → Y be a surjective map between continua, and let n 3 be an integer. Then the following are equivalent:
(1) f : X → Y is monotone;
(2) Fn( f ) : Fn(X) → Fn(Y ) is an MO-map;
(3) SFn( f ) : SFn(X) → SFn(Y ) is an MO-map.
Proof. We assume that f is a monotone map. Then, by Theorem 4.1, Fn( f ) is a monotone map. Hence, Fn( f ) is an
MO-map [14, p. 16].
If Fn( f ) is an MO-map then, by [17, 3.2] and [17, 3.1], Fn( f ) is a quasi-interior map. By Theorem 8.3, f is a monotone
map. This implies, by Theorem 4.1, that SFn( f ) is a monotone map. Thus, SFn( f ) is an MO-map [14, p. 16].
If SFn( f ) is an MO-map then, by [17, 3.2] and [17, 3.1], SFn( f ) is a quasi-interior map. By Theorem 8.3, we have that f
is a monotone map. 
Theorem 8.6. Let f : X → Y be a surjective map between continua. If f is an MO-map, then F2( f ) : F2(X) → F2(Y ) is an MO-map.
Proof. We assume that f is an MO-map. Let Z be a continuum, let h : X → Z be an open map, and let g : Z → Y be a
monotone map such that f = g ◦ h. By Theorems 5.7 and 4.1, we have that F2(h) is an open map and F2(g) is a monotone
map. Furthermore, F2( f ) = F2(g) ◦ F2(h). Hence, F2( f ) is an MO-map. 
9. Quasi-monotone maps and weakly monotone maps
Theorem 9.1. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a quasi-
monotone map, then f is a quasi-monotone map.
Proof. Let B be a subcontinuum of Y such that intY (B) 	= ∅. Let y ∈ intY (B) and let U be an open subset of Y such that
y ∈ U ⊂ B . This implies that {y} ∈ 〈U 〉n ⊂ Fn(B). Hence, Fn(B) is a subcontinuum of Fn(Y ) such that intFn(Y )(Fn(B)) 	= ∅.
Then (Fn( f ))−1(Fn(B)) has only ﬁnitely many components, K1, . . . ,Km , and Fn( f )(Ki) = Fn(B) for each i ∈ {1, . . . ,m}.
Now let C be a component of f −1(B). Then, by Lemma 6.1, Fn(C) is a component of (Fn( f ))−1(Fn(B)). Thus, there
exists j ∈ {1, . . . ,m} such that Fn(C) = K j . We note that, by [15, Lemma 2.2], ⋃K j is connected; also C ⊂⋃K J ⊂ f −1(B).
It follows that C =⋃K j . Hence, f −1(B) has at most m components. Furthermore, if b ∈ B , then there exists D ∈ Fn(C) such
that f (D) = {b}. Then b ∈ f (C). Hence, B ⊂ f (C). Thus, we obtain that f (C) = B . Therefore, f is a quasi-monotone map. 
With similar arguments to the ones given to prove Theorem 9.1, we can verify the following theorem:
Theorem 9.2. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a weakly
monotone map, then f is a weakly monotone map.
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monotone map, then SFn( f ) : SFn(X) → SFn(Y ) is a quasi-monotone map.
Proof. We note that qnY is a monotone map. Then, by [9, Proposition 13.18], q
n
Y is a quasi-monotone map. Hence,
by [14, Theorem 5.6], qnY ◦ Fn( f ) is a quasi-monotone map. By (∗), SFn( f ) ◦ qnX is a quasi-monotone map. By [14, 5.19],
it follows that SFn( f ) is a quasi-monotone map. 
It is known that the composition of weakly monotone maps may not be weakly monotone [14, 5.9]. However, the
following is true.
Lemma 9.4. Let f : X → Z be a weakly monotone map between continua and let g : Z → Y be a monotone map between continua.
Then g ◦ f : X → Y is a weakly monotone map.
Proof. Let B be a subcontinuum of Y such that intY (B) 	= ∅ and let C be a component of (g ◦ f )−1(B). Since g is a monotone
map, by [19, 2.2, p. 138], g−1(B) is a subcontinuum of Z . Furthermore, intZ ( f −1(B)) 	= ∅. Since f is a weakly monotone
map, f (C) = g−1(B). Then (g ◦ f )(C) = B . Hence, g ◦ f is a weakly monotone map. 
Theorem 9.5. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a weakly
monotone map, then SFn( f ) : SFn(X) → SFn(Y ) is a weakly monotone map.
Proof. Since qnY is a monotone map. Then, by Lemma 9.4, q
n
Y ◦ Fn( f ) is a weakly monotone map. Hence, by (∗), SFn( f ) ◦ qnX
is a weakly monotone map. By [14, 5.19], it follows that SFn( f ) is a weakly monotone map. 
Example 9.6. Let f : [−1,1] → [0,1] be deﬁned by f (x) = |x| and let n  3 be an integer. We note that f is a quasi-
monotone map and, by [14, 4.40], f is a weakly monotone map, but f is not a monotone map. We assume that SFn( f ) is
a weakly monotone map. By [3, Theorem 5.2], SFn([0,1]) is locally connected. Then, by [18, Lemma 7.1], SFn( f ) is a conﬂuent
map. Hence, by Theorem 6.5, f is a monotone map, a contradiction. Therefore, SFn( f ) is not a weakly monotone map. Thus,
by Theorem 9.5, Fn( f ) is not a weakly monotone map. By [14, 4.40], it follows that neither SFn( f ) nor Fn( f ) is a quasi-
monotone map.
We note that, by [9, Proposition 13.18] and [9, Theorem 13.20], the class of weakly monotone maps whose range is
locally connected coincide with the class of conﬂuent maps. Thus, we have the following:
Question 9.7. Let f : X → Y be a surjective map between continua such that Y is not locally connected.
(1) If SF2( f ) : SF2(X) → SF2(Y ) is a weakly monotone map, then is F2( f ) : F2(X) → F2(Y ) a weakly monotone map?
(2) If SF2( f ) : SF2(X) → SF2(Y ) is a weakly monotone map, then is f a weakly monotone map?
Also, by [9, Theorem 13.23], the class of quasi-monotone maps whose domain is locally connected coincide with the
class of conﬂuent maps. Thus, we have the following:
Question 9.8. Let f : X → Y be a surjective map between continua such that X is not locally connected.
(1) If SF2( f ) : SF2(X) → SF2(Y ) is a quasi-monotone map, then is F2( f ) : F2(X) → F2(Y ) a quasi-monotone map?
(2) If SF2( f ) : SF2(X) → SF2(Y ) is a quasi-monotone map, then is f a quasi-monotone map?
10. Weakly conﬂuent and pseudo-conﬂuent maps
Theorem 10.1. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a weakly
conﬂuent map, then SFn( f ) : SFn(X) → SFn(Y ) is a weakly conﬂuent map.
Proof. Since qnY is a monotone map, it is clear that q
n
Y is a weakly conﬂuent map. Hence, by [14, 5.4], q
n
Y ◦ Fn( f ) is a weakly
conﬂuent map. By (∗), SFn( f ) ◦ qnX is a weakly conﬂuent map. By [14, 5.16], it follows that SFn( f ) is a weakly conﬂuent
map. 
The proof of the following theorem is similar to the one given to prove Theorem 10.1, we need to use [14, 5.9]
and [14, 5.4].
Theorem10.2. Let f : X → Y be a surjectivemap between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a pseudo-
conﬂuent map, then SFn( f ) : SFn(X) → SFn(Y ) is a pseudo-conﬂuent map.
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a weakly conﬂuent map, then f : X → Y is a weakly conﬂuent map.
Proof. Let B be a subcontinuum of Y . We assume that Y \ B 	= ∅. Let y1, . . . , yn−1 be points in Y \ B such that yi 	= y j if
i 	= j. Let D = {y1, . . . , yn−1}. We deﬁne
K = {D ∪ K : K ∈ F1(B)}.
Then K is a subcontinuum of Fn(Y ) such that K∩ F1(Y ) = ∅. This implies that qnY (K) is a subcontinuum of SFn(Y ) such that
FnY /∈ qnY (K). Then there exists a component C of (SFn( f ))−1(qnY (K)) such that SFn( f )(C) = qnY (K). Since FnX /∈ C, (qnX )−1(C)
is a component of (qnX )
−1((SFn( f ))−1(qnY (K))) = (Fn( f ))−1(K). We note that Fn( f )((qnX )−1(C)) = K.
On the other hand, we have that
⋃
(qnX )
−1(C) ⊂ f −1(y1) ∪ · · · ∪ f −1(yn−1) ∪ f −1(B), (⋃(qnX )−1(C)) ∩ f −1(yi) 	= ∅ and
(
⋃
(qnX )
−1(C)) ∩ f −1(B) 	= ∅. Since, by [15, Lemma 2.2], ⋃(qnX )−1(C) has at most n components, it follows that ⋃(qnX )−1(C)
has exactly n components, C1, . . . ,Cn . Without loss of generality, we assume that C1 ⊂ f −1(y1), . . . ,Cn−1 ⊂ f −1(yn−1) and
Cn ⊂ f −1(B). Let C the component of f −1(B) such that Cn ⊂ C .
We prove that f (C) = B . Let b ∈ B and let E = D∪{b}. Then E ∈ K. Hence, there exists A ∈ (qnX )−1(C) such that f (A) = E .
This implies that b ∈ f (A) ⊂ f (⋃(qnX )−1(C)) = f (C1)∪ · · · ∪ f (Cn). If there exists j ∈ {1, . . . ,n− 1} such that b ∈ f (C j), then
b = y j , a contradiction. Hence, b ∈ f (Cn). Thus, b ∈ f (C). It follows that B ⊂ f (C). Therefore, f is a weakly conﬂuent
map. 
Given a continuum X , an integer n  2, B a subcontinuum of X and D = {x1, . . . , xn−1} ∈ Fn(X), it is easy to see that
K = {D∪ K : K ∈ F1(B)} is homeomorphic to B . Hence, if B is an irreducible continuum, then K is an irreducible continuum.
Therefore, with similar arguments to the ones given to prove Theorem 10.3, we can verify the following:
Theorem 10.4. Let f : X → Y be a surjective map between continua, and let n  2 be an integer. If SFn( f ) : SFn(X) → SFn(Y ) is
a pseudo-conﬂuent map, then f : X → Y is a pseudo-conﬂuent map.
By Theorems 10.1 and 10.3, we obtain the following:
Theorem 10.5. Let f : X → Y be a surjective map between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a weakly
conﬂuent map, then f : X → Y is a weakly conﬂuent map.
As a consequence of Theorems 10.2 and 10.4, we have the following theorem:
Theorem10.6. Let f : X → Y be a surjectivemap between continua, and let n 2 be an integer. If Fn( f ) : Fn(X) → Fn(Y ) is a pseudo-
conﬂuent map, then f : X → Y is a pseudo-conﬂuent map.
The following example shows that the converse of Theorems 6.2 (for n = 2), 6.8, 10.3, 10.4, 10.5 and 10.6 are not true.
Example 10.7. Let
A1 = {(x, y) ∈ R2: y = sin( 1x ) − 1, 0 < x 1},
B1 = {(x, y) ∈ R2: x = 0, −3 y  0},
A2 = {(y, x) ∈ R2: (x, y) ∈ A1},
B2 = {(y, x) ∈ R2: (x, y) ∈ B1},
A3 = {(−x, y) ∈ R2: (x, y) ∈ A1}.
We deﬁne X = A1 ∪ B1 ∪ A2 ∪ B2, Y = A1 ∪ B1 ∪ A3 (see Fig. 1), and f : X → Y such that
f
(
(x, y)
)= { (x, y), if (x, y) ∈ A1 ∪ B1;
(−y, x), if (x, y) ∈ A2 ∪ B2.
Then f is a conﬂuent map (weakly conﬂuent map, pseudo-conﬂuent map). However, F2( f ) is not a pseudo-conﬂuent
map (either weakly conﬂuent map or conﬂuent map).
We prove that F2( f ) is not a pseudo-conﬂuent map. Deﬁne
A = {{(0, y − 1), (0, y)} ∈ F2(X): −2 y  0},
B = {{(y − 1,0), (y,0)} ∈ F2(X): −2 y  0}.
It follows that A and B are subcontinua of F2(X) such that A ⊂ F2(B1), B ⊂ F2(B2) and A ∩ B = ∅.
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Let α1 : [0,1) → A1 be a homeomorphism. Let α1(t) = (x(t), y(t)). Hence, α2 : [0,1) → A2 given by α2(t) = (y(t), x(t)) is
a homeomorphism. We take the maps δ1 : [0,1) → F2(X) given by δ1(t) = {α1(t), (0, y(t)− 1)} and δ2 : [0,1) → F2(X) given
by δ2(t) = {α2(t), (y(t)−1,0)} Let H = δ1([0,1)) and K = δ2([0,1)). Then H and K are disjoint connected subsets of F2(X).
Moreover, these subsets of F2(X) do not intersect A (or B). Since A ⊂ ClF2(X)(H), we have that A ∪ H ⊂ ClF2(X)(H). On
the other hand, we note that ClF2(X)(H) ∩ F2(B1) = A and ClF2(X)(H) \ H ⊂ F2(B1). This implies that ClF2(X)(H) ⊂ A ∪ H.
Hence, ClF2(X)(H) = A ∪ H. Similarly, ClF2(X)(K) = B ∪ K. Therefore, ClF2(X)(H) and ClF2(X)(K) are disjoint subcontinua
of F2(X). Note each continuum ClF2(X)(H) and ClF2(X)(K) is homeomorphic to the sin 1x -continuum, with remainder A
and B, respectively. Hence, ClF2(X)(H) and ClF2(X)(K) are irreducible continua. Also, each continuum F2( f )(ClF2(X)(H))
and F2( f )(ClF2(X)(K)) is homeomorphic to the sin 1x -continuum, with remainder F2( f )(A) and F2( f )(B), respectively.
Let
D = F2( f )
(
ClF2(X)(H)
)∪ F2( f )(ClF2(X)(K)).
Since F2( f ) identiﬁes A and B only (F2( f )(A) = F2( f )(B) = A), it follows that D is an irreducible subcontinuum of F2(Y ).
We note that D = H ∪ A ∪ F2( f )(K). Let
A1 = {{(y − 1,0), (0, y)} ∈ F2(X): −2 y  0},
B1 = {{(0, y − 1), (y,0)} ∈ F2(X): −2 y  0}.
Then A1 and B2 are disjoint subcontinua of F2(X) each of which is disjoint to ClF2(X)(H) and ClF2(X)(K). We note that
(F2( f ))−1(A) = A ∪ B ∪ A1 ∪ B1. Now we put
H1 = {{α1(t), (y(t) − 1,0)} ∈ F2(X): 0 t < 1},
K1 = {{α2(t), (0, y(t) − 1)} ∈ F2(X): 0 t < 1}.
It follows that H1 and K1 are connected sets such that H1 ∩K1 = ∅, each of which is disjoint to ClF2(X)(H) and ClF2(X)(K).
Furthermore, (F2( f ))−1(H) = H ∪ H1 and (F2( f ))−1(F2( f )(K)) = K ∪ K1. We note that ClF2(X)(H1) = H1 ∪ A1 and
ClF2(X)(K1) = K1 ∪ B1. Hence, ClF2(X)(H), ClF2(X)(K), ClF2(X)(H1) and ClF2(X)(K1) are the components of (F2( f ))−1(D).
We observe that neither of these components is mapped onto D under F2( f ). Therefore, F2( f ) is not a pseudo-conﬂuent
map. Hence, F2( f ) is not either a weakly conﬂuent map or a conﬂuent map.
To see that SF2( f ) is not a pseudo-conﬂuent map, we note that D ∩ F1(Y ) = ∅ and (F2( f ))−1(D) ∩ F1(X) = ∅.
Since F2(Y ) \ F1(Y ) is homeomorphic to SF2(Y ) \ {F 2Y }, it follows that q2Y (D) is an irreducible subcontinuum of SF2(Y ).
Similarly, we obtain that q2X (ClF2(X)(H)), q2X (ClF2(X)(H1)), q2X (ClF2(X)(K)) and q2X (ClF2(X)(K1)) are the components of
(SF2( f ))−1(q2Y (D)) neither of which is mapped onto q2Y (D) under SF2( f ). Therefore, SF2( f ) is not a pseudo-conﬂuent map.
Hence, SF2( f ) is not either a weakly conﬂuent map or a conﬂuent map.
Example 10.7 shows a conﬂuent map f whose range is not locally connected such that neither F2( f ) or SF2( f ) is a
conﬂuent map. However, Theorem 6.10 is true.
Question 10.8. Let f : X → Y be a surjective map between continua and let n  2 be an integer. If SFn( f ) : SFn(X) →
SFn(Y ) is a weakly conﬂuent map (pseudo-conﬂuent map), then is Fn( f ) : Fn(X) → Fn(Y ) a weakly conﬂuent map (pseudo-
conﬂuent map)?
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