Abstract A finite point process motivated by the cooperative sequential adsorption model is proposed. Analytical properties of the point process are considered in details. It is shown that the introduced point process is useful for modeling both aggregated and regular point patterns. A possible scheme of maximum likelihood estimation of the process parameters is briefly discussed.
Introduction
This paper is devoted to studying a finite point process motivated by the cooperative sequential adsorption (CSA) model. CSA models are widely used in physics and chemistry for modeling adsorption processes like chemisorption on single-crystal surfaces, adsorption in colloidal systems and other similar processes. For the physics-chemistry background and for surveys of the relevant literature we refer to Evans (1993 ), Privman (2000 and references therein. It should be noted that another area of applicability of such models is biological, ecological and sociological systems (Evans 1993). To imagine the phenomena one can think of some material that attracts particles from the space around. The main peculiarity of all cooperative sequential adsorption models is that adsorbed particles change adsorption properties of the material. The dependence on V. Shcherbakov is on leave from Laboratory of Large Random Systems, Faculty of Mathematics and Mechanics, Moscow State University, Moscow.
V. Shcherbakov (B) Department of Mathematical Sciences, University of Bath, Bath BA2 7AY, UK e-mail: V.Shcherbakov@bath.ac.uk previously adsorbed particles can be modeled in various ways. A relatively simple variant is the one when the adsorption rates at a point depend on a number of previously adsorbed particles in some vicinity of the point. In lattice setting it is known in statistical physics as a model of monomer filling with cooperative effects (Evans 1993) . The proposed point process directly relates to this CSA model and we call it CSA point process.
CSA point process might be useful for modeling point patterns in a particular situation where an interaction between points mimics the inter-particle interaction in physical CSA models. By this we mean point patterns formed by marked points, where a point mark is a real non-negative number interpreted as an "arrival time" and a point can interact only with those points that have lower marks. In this case it might be technically convenient to represent a point process state by a sequence of random points. The process distribution is then specified by a density with respect to a reference measure which corresponds to random point sequences formed by a Poisson's number of points, such that each point is uniformly distributed in a compact set D ∈ R d . We use here this approach following recent research by Lieshout (2006a) on sequential Markov point processes, see also Lieshout (2006b Lieshout ( , 2006c for more details and examples.
We prove sufficient conditions for existence of a well-defined (integrable) process density and show that in most interesting (non-degenerated) cases these conditions are also necessary. Then we briefly discuss Markov properties of the process. In particular, an explicit formula for a clique interaction function is obtained. It is interesting to note that the clique interaction functions can be expressed in terms of the wellknown Pascal triangle. For simulation of the process we use the Metropolis-Hastings and spatial birth-death algorithms adopted in Lieshout (2006a) for sequential Markov point processes. To ensure the convergence of the algorithms a point process should be locally stable. In general CSA point process is not locally stable and we construct an example of that. It is proved that the process is locally stable in all practically important cases. A formula for the local stability bounds is given in these cases. Moreover, it is shown that the obtained local stability bounds cannot be improved in general.
We argue that the proposed point process provides a simple and flexible choice for modeling both aggregated and regular point patterns. The mechanism of clusters formation is explained and examples of computer simulations are given.
In Sect. 5 we describe a scheme of maximum likelihood estimation for a class of CSA point processes which seems to be useful in applications.
CSA point process
Let D be a compact subset of R d with positive Lebesgue measure. Denote F D = ∪ ∞ n=0 D n the set of finite sequences x = (x 1 , . . . , x n ), x i ∈ D, i = 1, . . . , n, assuming D 0 = ∅, and let F D be the standard σ -algebra on F D . By t (x) we denote a number of points in x. Point y ∈ D is called neighbor of point x ∈ D if the distance between y and x is not greater than some fixed positive constant R. For any point x ∈ D and sequence x = (x 1 , . . . , x k ) let n(x, x) be a number of neighbors of point x in the sequence x. By definition n(x, ∅) = 0, where ∅ is an empty sequence.
