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The linear extension majority (LEM) graph (X, >p) of a finite partially 
ordered set (X, P) has x >P y  for elements x and y  in X just when more linear 
extensions L of P on X have xLy than yL.x. A linear extension L of P on X is a 
linear order on X with P _C L. There exist finite partially ordered sets (X, P) 
whose LEM graphs have no >p-maximal elements, in which case every x in X 
has an n’ in X for which x’ >r x. 
1. INTRODUCTION 
Given a finite partially ordered set (X, P), where P is an asymmetric and 
transitive binary relation on X, the linear extension majority graph 
(LEM graph) of (X, P) is the directed graph (X, >,) in which >p on X is 
defined by 
X>PY if and only if S(x, y) > S(y, x), 
where S(x, y) is the number of linear orders L on X which include P and 
have xLy, or (x, y) E L. Clearly x >p y if xPy, hence P C >p . Also, 
S(x, y) + S(y, x) is the number of linear orders on X which include P, 
for all x # y in X. 
A previous paper [l] gave a partial order P on a 31-point set whose 
LEM graph included a cycle of the form {x >p y, y >p z, z >p x}. The 
P-maximal elements in this example included x but not y or z. The purpose 
of the present paper is to give another example which shows that the LEM 
graph of a finite partially ordered set may have no >,-maximal elements. 
In particular, we give an (X, P) with I X I = 304 in which {x, y, z} is the 
set of P-maximal points in X and for which x >= y, y >p z, and z >p x. 
The next section presents the general form of the example used to 
establish this potentially paradoxical conclusion and explains how it can 
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arise. The specific computations which yield x’ >p y, ~1 >p .z, and z ,bp x 
for certain values of the parameters used in the general example are given 
in the third section. 
2. EXAMPLE 
The generic form of a partially ordered set (X, P) that will be used to 
obtain a >p cycle on the P-maximal points in X is shown in the Hasse 
diagram of Fig. 1. The bottom point b, which is not in X, has been sketched 
b 
FIGURE 1 
in simply to show that the result can be obtained with a one-component 
partial order. The presence or absence of b has no effect on our compu- 
tations since if it were in X then it would be at the bottom of every linear 
order extension of P. Henceforth, b will be ignored. 
Thus (A’, P) has two components which we shall refer to as the xy graph, 
consisting of the r + s + t + 2 points on the left of Fig. 1, and the z chain, 
consisting of u linearly ordered points. The P-maximal point set is {x, y, z}. 
The following simple lemma will provide the basis of our computations 
for LEM relations involving x, y, and z. 
LEMMA 1. Zf a partially ordered set (Y, P’) with 1 Y 1 = m + n consists 
entirely of two disjoint linear orders (chains) on m and n points respectively, 
then there are (“A”) linear orders on Y which include P’. 
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Since each linear order on Y which includes P’ is uniquely described by 
the positions iI ,..., i, with 1 < iI < *** < i,,, < m + n in the linear order 
which are occupied by the m points in the first chain in P’, and since these 
positions can be chosen in (“A”) distinct ways, the lemma follows imme- 
diately. 
To see how an xyzx LEM cycle can arise for (X, P) as in Fig. 1, observe 
first that the LEM relation between x and y is independent of the disjoint z 
chain. Each linear order on the r + s + t + 2 points in the xy graph which 
includes the P relations of the xy graph corresponds to (r+8+~z+U) linear 
orders which include all of P, according to Lemma 1. With respect to 
the xy graph by itself, the number of linear orders with y in first place is 
( +‘+s:l+t) since this is the number of ways that the (r + s + l)-point 
chain with x at the top can be merged with the disjoint t-point chain below 
y to give a linear order on the points in the xy graph which includes the 
xy graph and has y at the top. Now suppose that x is fixed at the top of 
linear orders which include the xy graph. The (r + $)-point chain below x 
can be merged in ( ‘+~~~++l) ways with the (t + I)-point chain headed by y, 
according to Lemma 1. Since these two chains have a connection w, which 
requires y to be above w, we must subtract the linear orders thus obtained 
which place y below w. The number of such orders is the number of ways 
the (s - 1)-point chain beneath w  can be merged with the (t + l)-point 
chain headed by y, or ( “:14+‘) = (i$. Consequently, 
X>~Y iff ( r+;;:“,-(;=;) >(r+s;t+l). (1) 
Setting s = t for computational convenience, the strict inequality in (1) 
will hold for (I, t) pairs in which r is much smaller than t. For example, 
x >P y when r = 4 and s = t = 100, in which case the xy graph has 
206 points. Now the key fact which leads to x >P y, y >P z, and z >P x 
is this: Although more linear orders on the xy graph have x in first place 
than have y in first place when (r, t) = (4, lOO), y is always very near to 
the top of these linear orders (it must be above 200 of the 205 other points) 
whereas x can be comparatively far down in some of the linear orders 
since as many as t + 1 = 101 points can be above x. Consequently, when 
the z chain is merged with linear orders which include the xy graph by 
itself and we consider the various positions that z can occupy in such 
mergers, it can happen that y is above z in a majority of mergers whereas x 
is below z in a majority of mergers. As shown in the next section, this is 
precisely what happens for certain values of r, t, and U. 
Before going on to specific computations, we need to specify just when 
y >r z and z >P x. First, for y over z, we merge the t-point chain beneath 
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y with the u-point chain headed by z in (“$“) ways. Each of these linear 
orders on t + u + 1 points can be merged with the (r + s + I)-point 
chain with x at the top in (t+U$Jzsfl) ways, but from these we must 
subtract the (‘+~$$- ) ways in which y can fall below W. Hence 
S(Y,Z) = (‘; u)[(r+;;;;;+2) - (;;:;;,I. G9 
Since the total number of linear orders on X which include P equals the 
sum of two sides of > in (1) [the number of linear orders on the xy graph 
by itself] times the number of ways the z chain can be merged with each 
of these, 
S(YT 4 + Sk Y> 
-[(r+~~~+2)-(;~;)](r+"+~+"+2). (3) - 
Hence y >P z iff twice the right-hand side of (2) exceeds the right-hand side 
of (3). 
The computation for z >P x is less direct. Letting N(fgh) be the number 
of linear orders on X which include P and have f over g and g over h, 
Sk x) = NYZX) + N(zyx) + WV) (4) 
in which 
r+s+u r+s+t+u+l 
Nyzx)=( u-l )( t 1 , 
WY4 = ( r+s+t+l r+s+t+u+l t )( M-l 1 , 
The last two of these begin with the two sides of > in (1) and continue 
in the obvious way. The expression for N(yzx) is obtained by first merging 
the (U - l)-point chain under z with the (r + s + 1)-point chain headed 
by X, and then merging the t-point chain under y with these. Since 
S(X, z) + S(z, x) = S(y, z) + S(z, y), z >P x iff twice the right-hand side 
of (4) exceeds the right-hand side of (3). 
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3. COMPUTATIONS 
Having obtained numerical necessary and sufficient conditions for 
x >p y, y >p z and z >p x in the context of Fig. 1, we turn to specific 
parameter values which yield the desired cycle. Preliminary computations 
indicated that a cycle might be obtained by taking 
s=t and u=r+t, (5) 
the latter of which says that the z chain, given s = t, has one less point 
than the (r + t + 1)-point chain headed by x. 
Given (5), straightforward manipulations on (1) yield 
X>PY iff r > [t; t + r + I]/[21 + 1; 2t + 1 + r] (6) 
where, in general, [p; q] = (p)(p + 1) *-- (q) with p < q. Next, (2), (3), 




> [3t + r + 1; 3t + 2r + 21 
( 
r-l 
[f; t + r + 11 2t+r+l ) 
2t + 2 
+2t+r+l (7) 
and (3), (4), and (5) give 
Z>~X iff [t; t + r + 11 2(t + l)(t + r) 
[2t + 1; 2t + r + 2]+ (t + 2)(2t + 2r + 1) ’ lo 
The smallest positive integer r for which there exists a t which satisfies 
(6), (7), and (8) was determined to be r = 4. Thus, with r = 4, we get 
x>,y,y>,zandz>,xiff 
4 > [t; t + 5]/[2t + 1; 2t + 51, (6’) 
[3t + 5; 3t + lo] > [3t + 5; 3t + lo] 3 
[2t + 1; 2t + 61 [t; t + 51 (2t + 5) + gg7 (7’) 
[t; t + 51 20 + 110 + 4) [2t+ 1;2t+6] + 0 + 2)(2t + 9) > 1 - 03’) 
Numerical computation reveals that (6’) holds iff t < 120 since its rhs 
increases in t with values of 3.986... at t = 120 and 4.017... at t = 121; 
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that (7’) holds iff t > 98 (its two sides are respectively 11.915.. and 
11.874... at t = 98, but they are 11.927... and 12.095... at t = 97); and 
that (8’) holds iff t 3 89 since its lhs increases in t with values of 0.999... 
at t = 88 and l.OOOl... at t = 89. Consequently, (6’), (7’), and (8’) 
simultaneously hold if and only if t E (98, 99,..., 120). 
Thus, given (5), the smallest r that gives an xyzx LEM cycle is r = 4, 
and the smallest t which gives a cycle when r = 4 is t = 98. These smallest 
values produce an (X, P) in the form of Fig. 1 that has 304 points. 
4. CONCLUDING REMARKS 
In general, when neither xPy nor yPx, it should be apparent that the 
computation of S(x, y) is a very complicated combinatorial problem. 
Consequently, the example used in this paper was devised to facilitate the 
required S computations while yielding the conclusion that there exist 
LEM graphs which have no maximal points. The question of how small 
1 X I can be with no maximal points in the LEM graph of (X, P) is wide 
open. Apart from the form shown in Fig. 1, I have not been able to verify 
specific examples of this phenomenon. It is hoped that this paper will 
stimulate further efforts along this line and that it may encourage more 
general investigations on LEM graphs. 
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