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COURANTS DU TYPE RE´SIDUEL ATTACHE´S A` UNE
INTERSECTION COMPLE`TE
EMMANUEL MAZZILLI
Abstract. We construct in complete intersection’s case, elementary currents
which describe the local ideal, and give a decomposition in it for holomorphic
function.
1. Introduction et pre´liminaires.
Si f est une fonction holomorphe sur une varie´te´ complexe, on lui associe deux
courants importants en analyse et ge´ome´trie complexe, le courant d’inte´gration sur
{f = 0} et la valeur principale associe´e a` f (voir [7] et [5]) de la manie`re suivante:
< Vp(f), φ >= lim
ε→0
∫
|f |≥ε
φ
f
,
< [f = 0], φ >=
∫
f=0
φ.
Ces de´finitions me´ritent quelques commentaires : pour ce qui concerne le courant
d’inte´gration, d’apre`s les travaux de P.Lelong, il faut comprendre que l’inte´grale
est prise sur les points re´guliers de {f = 0}, et que cette dernie`re est une inte´grale
ge´ne´ralise´e convergente, car les singularite´s de {f = 0} sont de codimension au
moins 1 dans {f = 0} (voir par exemple [5] pour les de´finitions rigoureuses);
l’existence de la valeur principale est plus de´licate et re´side essentiellement sur
le the´ore`me de la re´solution des singularite´s (voir [6], [7]). Il y a un prix a` payer
a` l’utilisation de ce re´sultat : aucune information sur l’ordre de cette distribution.
Ces de´finitions peuvent eˆtre ge´ne´ralise´es a` la codimension supe´rieure, voir [6], [10],
pour la valeur principale et [5] pour le courant d’inte´gration. Dans ce qui suit,
nous allons parler des ge´ne´ralisations de la valeur principale, les courants re´siduels;
dans [10], apparaissent les courants suivants, XJI , pour I et J deux sous-ensembles
disjoints de {1, · · · , p} et θ → ε(θ) un pave´ admissible (voir [10] et [6], pour la
de´finition). Si {f1, · · · , fp} est une intersection comple`te,
< XJI , φ >= lim
θ→0
∫
{|fI |≥εI(θ),|fJ |=εJ (θ)}
φ
fIfJ
.
Ces derniers courants sont tre`s importants (qui sont toujours obtenus par la re´solu-
tion des singularite´s) car il est montre´ dans [10], que X
{1,··· ,p}
∅ donne la description
de l’ide´al engendre´ par (f1, · · · , fp), et que les courantsX
J
I donne une de´composition
”explicite” d’une fonction appartenant a` l’ide´al engendre´ par (f1, · · · , fp).
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Il est bien connu (voir [10]) que la caracte´risation de l’ide´al engendre´ par (f1, · · · , fp)
est de nature cohomologique : si l’on de´finit
Resf (φ) :=
∫
{|f1|=ε1,··· ,|fp|=εp}
φ
f1 · · · fp
,
avec φ une (n, n − p)-forme test ∂¯-ferme´e au voisinage de f−1(0), alors Resf est
inde´pendant de ε assez petit, et nous avons le re´sultat :
Theorem 1.1. ([10])Si g est holomorphe au voisinage de z0 ∈ {f = 0}, alors
g ∈ If (localement au voisinage de z0) si et seulement si gResf = 0.
Par le the´ore`me d’Hahn-Banach, l’action de Resf peut eˆtre prolonge´ en un
courant X sur les (n, n − p)-formes tests qui va de´crire If , mais cette approche
n’est pas constructive car elle repose sur l’axiome du choix. Dans [10], on construit
une extension particulie`re de Resf , X
{1,··· ,p}
∅ , qui est minimale dans le sens ou`
g¯X
{1,··· ,p}
∅ = 0, si g ∈
√
If ; malheureusement, elle est obtenue par le the´ore`me de
re´solution des singularite´s, ce qui ne rend pas le proce´de´ plus explicite pour autant.
Dans ce papier, nous proposons la construction d’une extension de Resf par-
faitement explicite (uniquement avec le the´ore`me de pre´paration de Weierstrass),
mais qui n’est pas minimale au sens pre´ce´dent, et donc diffe`re du courant de Coleff-
Herrera.
Dans [8], nous avions construit une extension explicite de Resf dans le cas de
la codimension 1 et dans certains cas particuliers d’intersection comple`te, pour la
codimension supe´rieure. On ve´rifie aise´ment - comme nous l’a signale´ le referee -
que le courant X obtenu pour, par exemple f = (z21 − z
2
2), n’a pas la proprie´te´
d’extension minimale et n’est donc pas le courant re´siduel classique ∂¯Vp(f).
Evidemment plus les courants pre´ce´dents sont obtenus de manie`re explicite, plus
on obtient d’informations sur l’ide´al et sur la de´composition d’un e´le´ment partic-
ulier; c’est pourquoi, le the´ore`me de re´solution des singularite´s peut s’ave´rer un ob-
stacle difficilement surmontable par exemple, pour obtenir des de´compositions dans
certains espaces de re´gularite´s pour les fonctions holomorphes (par des me´thodes
L2, H.Skoda a obtenu un the´ore`me de ce type important dans les espaces L2 a`
poids).
Ici, nous proposons une autre approche plus e´le´mentaire, pour construire des
courants ayant les meˆmes proprie´te´s de ceux de Coleff-Herrera-Passare (en ce qui
concerne la description de If et de la de´composition dans If ) dans le cas d’une
intersection comple`te quelconque. Cette approche repose essentiellement sur le
the´ore`me de pre´paration de Weierstrass et donne donc l’ordre des courants constru-
its. Cette construction est la suite d’articles pre´ce´dents (voir [8], [9]) qui donnaient
ces courants dans des intersections comple`tes particulie`res. Pour rendre l’article
plus lisible, nous commencons la construction pour une intersection comple`te de
codimension 2, le cas ge´ne´ral est obtenu avec la meˆme philosophie dans les parties
suivantes.
Liste des notations.
-Pour φ =
∑
φIJdzI ∧dz¯J une (p, q)-forme diffe´rentielle, on note ∂¯φ la partie de
bidegre´s (p, q + 1) de sa diffe´rentelle exte´rieure.
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-On notera ∂¯l(φ), la forme diffe´rentielle de bidegre´s (p, q) de´finie par l’expression:
∂¯l(φ) =
∑ ∂φIJ
∂z¯l
dzI ∧ dz¯J .
-Pour f une fonction holomorphe ve´rifiant les conditions du the´ore`me de Weier-
strass par rapport a` la variable zl, on note P
f
l son polynoˆme de Weierstrass par
rapport a` zl associe´. En ge´ne´ral, nous de´signerons par Nl le degre´s de P
f
l par
rapport a` zl.
-Pour (f1, · · · , fp) une intersection comple`te au voisinage de 0, nous noterons
e´galement (f).
-Si Pl, Ql sont deux polynoˆmes de Weierstrass par rapport a` la variable zl,
Rl(Pl, Ql) de´signe le re´sultant de Pl et Ql par rapport a` la variable zl (il est a`
noter que Rl ne de´pend pas de la variable zl).
Dans [8] et [9], nous avions de´gage´ ”les proprie´te´s fonctionnelles” que devaient
ve´rifier une famille de courants attache´e a` (f1, f2) afin de de´crire If . Plus pre´cise´ment,
rappelons le the´ore`me de [8] :
Theorem 1.2. Soit (θ1, θ2) une intersection comple`te de´finie au voisinage de 0 ;
s’il existe une famille de courant (X1, X2) ve´rifiant les proprie´te´s ci-dessous :
θ1X1 = 1, θ2X2 = ∂¯X1, θ1X2 = 0,
alors g ∈ Iloc(θ1, θ2) si et seulement si g∂¯X2 = 0.
Remarque 1.3. Le the´ore`me pre´ce`dent (et le the´ore`me 4.1 par la suite, pour la
codimension supe´rieure) est encore vrai de`s que l’on peut trouver (X1, X2) ve´rifiant
les deux proprie´te´s ci-dessus, sans que (θ1, θ2) soit force´ment une intersection comple`te
- la preuve de [8] repose uniquement sur les proprie´te´s fonctionnelles des courants
-. Nous le mentionnons dans le cas d’une intersection comple`te car il s’agit du
cadre naturel de son application : en effet dans le cas non intersection comple`te, il
est clairement impossible, en ge´ne´ral, de produire des courants avec ces proprie´te´s -
pour s’en convaincre, conside´rer la situation f = (z1, z1) -. De meˆme, le the´ore`me
de de´composition (3.1) est valable - par la meˆme preuve produite dans [8] - sans
l’hypothe`se d’intersection comple`te.
On nous a fait remarquer que l’on peut obtenir les the´ore`mes 1.2 et 4.1 en
utilisant la the´orie ge´ne´rale de´veloppe´e dans [1]et [2]. Mais a` notre avis, l’approche
de [8] est plus e´le´mentaire et suffit a` notre construction.
Enfin, nous tenons a` signaler que dans le cas d’une intersection comple`te, le
calcul sur les courants re´siduels classiques (les courants XJI de´finis pre´ce´demment)
de´veloppe´ dans [11], [4] et [13], assure qu’ils ve´rifient les conditions du the´ore`me
1.2, et en codimension supe´rieure les conditions (1) et (2) du the´ore`me 4.1.
Ici, nous voulons produire d’autres courants (que les courants de Coleff-Herrera-
Passare) ve´rifiant les hypothe`ses du the´ore`me 1.2 - sans utiliser le the´ore`me d’Hironaka
-, et de la manie`re la plus constructive possible. En ge´ne´ral, il est tre`s diffi-
cile de construire directement de tels courants, sauf dans certains cas particuliers
d’intersections comple`tes (voir [8] et [9]). L’ide´e est donc de toujours se ramener a`
cette situation (voir, section : Construction d’une intersection comple`te adapte´e et
ce qui suit pour la codimension 2).
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Soit (f1, f2) une intersection comple`te de´finie au voisinage de 0 dans C
n avec
0 ∈ {f1 = f2 = 0} ; quitte a` faire un changement line´aire de coordonne´es, on
peut supposer que (f1, f2) ve´rifient les conditions du the´ore`me de pre´paration de
Weierstrass par rapport a` la variable z1, et obtenir ainsi : f1 = Uf1P
f1
1 et f2 =
Uf2P
f2
1 au voisinage de 0, avec Ui des unite´s.
Nous avons donc :
R1(P
f1
1 , P
f2
1 )(Z
′
) = a1(z)f1(z) + a2(z)f2(z) (∗),
avec ai des fonctions holomorphes au voisinage de 0 ; on peut remarquer que si
(f1, f2) est une intersection comple`te alors (f1, R1) l’est e´galement. Clairement g ∈
Iloc(f1, f2) si et seulement si gdet(A) ∈ Iloc(f1, R1), ou` A est la matrice holomorphe
de passage de (f1, f2) a` (f1, R1) ; on peut e´crire, en utilisant A, (∗) sous la forme :
R1(Z
′
) = a1(z)f1(z) + det(A)f2(z) (∗∗).
Ainsi, nous allons appliquer le the´ore`me 1.2, non pas directement a` (f1, f2), mais
a` l’intersection comple`te (f1, R1) qui elle est adapte´e.
2. Description de Iloc(f1, f2).
Commencons par nous placer - quitte a` faire a` nouveau un changement line´aire
de coordonne´es, mais uniquement sur les variables (Z
′
), cette fois - dans un syste`me
de variables, pour lequel R1 ve´rifie les conditions du the´ore`me de Weierstrass par
rapport a` la variable z2 (ceci nous sera utile par la suite).
De´finissons le courant XΓ1 , pour Γ ∈ N, par son action sur les (n, n)-formes tests
au voisinage de 0 :
< XΓ1 , φ >=
∫
Cn
(P f11 )
Γ
f1
∂¯ΓN11 (φ),
ou` N1 est le degre´s de P
f1
1 . Il est alors assez facile de voir ([8]), que X
Γ
1 ve´rifie
l’e´quation - modulo une constante de normalisation - :
f1X
Γ
1 = 1, ∀ Γ ∈ N;
de meˆme, il est aise´ d’obtenir l’expression de ∂¯XΓ1 sur les (n, n− 1)-formes :
< ∂¯XΓ1 , φ >=
∫
Cn
∂¯(P f11 )
Γ
f1
∂¯ΓN11 (φ).
Maintenant, construisons XΓ2 , un (n, n− 1)-courant, par la formule :
< XΓ2 , φ >=
∫
Cn
PR12
R1
∂¯N22
(
∂¯(P f11 )
Γ
f1
∂¯ΓN11 (φ)
)
,
ou` N2 est le degre´s du polynoˆme de Weierstrass associe´ a` R1 - P
R1
2 -, et enfin Γ est
choisi de sorte que l’inte´grande soit une fonction re´gulie`re.
Fait 1 : R1X
Γ
2 = ∂¯X
Γ
1
En effet, explicitons l’action du courant a` droite de le´galite´ :
< R1X
Γ
2 , φ >=
∫
Cn
PR12 ∂¯
N2
2
(
∂¯(P f11 )
Γ∂¯ΓN11 (φ)
f1
)
,
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et donc, a` l’aide de N2-inte´gration par partie - par rapport a` la variable z2 -, on
obtient l’e´galite´.
Fait 2 : f1X
Γ
2 = 0
En effet, nous avons les e´galite´s :
< f1X
Γ
2 , φ > =
∫
Cn
PR12
R1
∂¯N22
(
∂¯(P f11 )
Γ∂¯ΓN11 (φ)
)
=
∑
α+β=N2
∫
Cn
PR12
R1
∂¯α2
(
∂¯(P f11 )
Γ
)
∂¯β2
(
∂¯ΓN11 (φ)
)
=
∑
α+β=N2
∫
Cn
PR12
R1
∂¯α2
(
∂¯(P f11 )
Γ
)
∂¯ΓN11
(
∂¯β2 (φ)
)
;
le facteur
P
R1
2
R1
ne de´pend pas de la variable z1, ceci entraˆıne - en inte´grant ΓN1-
fois par partie par rapport a` la variable z1, et car ∂¯
α
2
(
∂¯(P f11 )
Γ
)
est de degre´s
strictement infe´rieur a` ΓN1 - l’e´galite´ souhaite´e.
Nous pouvons maintenant de´crire l’ide´al local, en 0, engendre´ par (f1, f2):
Theorem 2.1. g ∈ Iloc(f1, f2) si et seulement si le courant gdet(A)∂¯(X
Γ
2 ) = 0.
Remarque :
Le proce´de´ pour obtenir le courant XΓ2 est parfaitement explicite-la matrice A et
le re´sultant R1 s’obtiennent en de´roulant l’algorithme d’Euclide pour les polynoˆmes
de Weierstrass (P f11 , P
f2
1 ) -.
Preuve du the´ore`me :
comme nous avons vu lors de la section 1, g ∈ Iloc(f1, f2) si et seulement si
gdet(A) ∈ Iloc(f1, R1) ; mais nous sommes capables de de´crire cet ide´al-car la
famille (XΓ1 , X
Γ
2 ) ve´rifie les conditions du the´ore`me 1.2-, et donc g ∈ Iloc(f1, f2) si
et seulement si gdet(A)∂¯(XΓ2 ) = g∂¯(det(A)X
Γ
2 ) = 0.
3. Formule de de´composition dans Iloc(f1, f2).
Dans cette section, nous supposerons que θ = (θ1, θ2) est de´finie au voisinage de
B¯r, la boule ferme´e de C
n de centre 0 et rayon r.
Nous conside`rons e´galement des fonctions θi1(ζ, z) et θ
i
2(ζ, z) holomorphes sur
Br ×Br telles que :
θ1(z)− θ1(ζ) =
∑
i
θi1(ζ, z)(zi − ζi) θ2(z)− θ2(ζ) =
∑
i
θi2(ζ, z)(zi − ζi),
autrement dit une de´composition de Hefer de θ1 et θ2 sur Br. Si (X1, X2) est une
famille de courants ve´rifiant les conditions du the´ore`me 1.2, nous avons le re´sultat
plus pre´cis de de´composition dans Iθ1,θ2 (voir [8]).
Theorem 3.1. Soit g holomorphe sur B¯r avec g∂¯X2 = 0. Alors, il existe P1(ζ, z),
P2(ζ, z) deux noyaux inte´graux holomorphes en z, ne de´pendant que de Br, tels que
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∀z ∈ Br :
g(z) = θ1(z) < gX1, P1(., z) >+ θ1(z) <
∑
i
θi2(ζ, z)dζi ∧X2, P2(., z) >
+ θ2(z) <
∑
i
θi1(ζ, z)dζi ∧X2, P2(., z) > .
Conside´rons le courant det(A)XΓ2 construit a` la section pre´ce´dente, alors nous
avons d’une part :
f1det(A)X
Γ
2 = 0,
et d’autre part,en utilisant les proprie´te´s des courants (XΓ1 , X
Γ
2 ),
f2det(A)X
Γ
2 = (R1 − a1f1)X
Γ
2 = R1X
Γ
2 = ∂¯X
Γ
1 .
Par conse´quent, la famille de courants (XΓ1 , det(A)X
Γ
2 ) ve´rifie, pour (f1, f2), les
conditions d’application du the´ore`me 3.1 - a` des constantes de normalisation pre`s
-, et l’on obtient une formule de de´composition pour g ∈ Iloc(f1, f2).
4. Cas de la codimension supe´rieure a` 1.
Enoncons les deux re´sultats de [8], sur lesquels repose cette construction.
Soit (θ1, · · · , θp) une intersection comple`te au voisinage de 0 ; supposons qu’il
existe une famille de courants (X1, · · · , Xp) ve´rifiant les proprie´te´s (1) et (2) suiv-
antes: {
(1) : θ1X1 = 1, θjXj = ∂¯Xj−1, ∀j ∈ {2, · · · , p},
(2) : ∀i ∈ {2, · · · , p}, θjXi = 0, ∀j ∈ {1, · · · , i− 1}.
Alors, nous avons la description de Iloc(θ1, · · · , θp) :
Theorem 4.1. Sous les conditions pre´ce´dentes :
g ∈ Iloc(θ1, · · · , θp) si et seulement si g∂¯Xp = 0.
Remarque 4.2. Comme pour le the´ore`me 1.2, le re´sultat est valable de`s que
l’on peut trouver des courants ve´rifiant (1) et (2), sans l’hypothe`se d’ intersection
comple`te - la preuve est la meˆme que celle de [8]-.
De meˆme, le the´ore`me suivant de de´composition est valable de`s que les courants
ve´rifient (1) et (2) avec la meˆme preuve de [8].
En fait, nous avons un re´sultat de de´composition dans Iloc(θ1, · · · , θp), comme
dans la cas de la codimension 2 :
Theorem 4.3. Soit (θ1, · · · , θp), une intersection comple`te sur une boule de centre
0 et de rayon r, Br, soit (X1, · · · , Xp) une famille de courant ve´rifiant les conditions
(1) et (2) ci-dessus, et enfin, g holomorphe sur B¯r avec g∂¯Xp = 0. Alors, il existe
des noyaux inte´graux, P1(ζ, z), · · · , Pp(ζ, z), holomorphes en z, ne de´pendant que
de Br, tels que, ∀ z ∈ Br :
g(z) =
∑
i≥j
Cijθj(z) < g(ζ)B
j
i (ζ, z) ∧Xi, Pi(., z) >,
avec les notations suivantes :

Bj(ζ, z) = b1(ζ, z) ∧ · · · ∧ bj(ζ, z),
Blj = b1(ζ, z) ∧ · · · ∧ b̂l(ζ, z) ∧ · · · ∧ bj(ζ, z), l ≤ j et B
1
1(ζ, z) = 1,
bl(ζ, z) =
∑n
i=1 b
i
l(ζ, z)dζi ou` θl(z)− θl(ζ) =
∑n
i=1 b
i
l(ζ, z)(zi − ζi).
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Si (f1, · · · , fp) est une intersection comple`te donne´e au voisinage de 0, comme
dans la section pre´ce´dente, nous n’allons pas construire directement-car cela est a`
priori pas e´vident...-la famille (X1, · · · , Xp) associe´e ; mais, nous allons passer par
une intersection comple`te interme´diaire, construite a` partir de la premie`re, pour
laquelle, il est facile de construire la famille de courant adhoc.
5. Construction d’une intersection comple`te adapte´e.
Nous allons proce´der par induction. Soit U1 le vecteur de composantes (fi)1≤i≤p;
pour construire U2, commencons par faire un changement de coordonne´es line´aires,
afin que les fi ve´rifient le the´ore`me de pre´paration de Weierstrass par rapport a` la
variable z1. Dans ces nouvelles coordonne´es, U2 est le vecteur de composantes
(f1, R1(P
f1
1 ,
2∑
l=1
λl2,2P
fl
1 ), · · · , R1(P
f1
1 ,
j∑
l=1
λl2,jP
fl
1 ), · · · , R1(P
f1
1 ,
p∑
l=1
λl2,pP
fl
1 )),
ou` j est l’indice qui indique la position dans le p-uplet U2, les λ
l
2,j sont des scalaires
choisis de manie`re a` ce que U2 soit une intersection comple`te en 0; ceci est possible
car (f1, · · · , fp) l’est.
1
En effet, soit (g1, · · · , gp) des polynoˆmes de Weierstrass par rapport a` la vari-
able z1, de´finissant une intersection comple`te en ze´ro : il suffit de montrer que si
(g1, R1(g1, g2), · · · , R1(g1, gi)) est une intersection comple`te au voisinage de ze´ro et
(g1, R1(g1, g2), · · · , R1(g1, gi), R1(g1, gi+1)) non, alors il existe (λl) tels que
(g1, R1(g1, g2), · · · , R1(g1, gi), R1(g1,
i+1∑
l=1
λlgl))
soit de dimension n− i− 1. Notons pour l ≤ p
Wl := {R1(g1, g2) = · · · = R1(g1, gl) = 0} ⊂ C
n−1 = (z2 · · · , zn) ,
Vl := {g1 = · · · = gl = 0};
Wi+1 ne de´pend pas de la variable z1 donc - si Wi+1 ∩ {g1 = 0} n’est pas une
intersection comple`te en ze´ro -, alors R1(g1, gi+1) est identiquement nulle sur une
composante irre´ductible Cj0 de Wi. Conside´rons la projection pi1 :
{g1 = 0} → C
n−1 , (z1, · · · , zn)→ (z2, · · · , zn);
1Il faut remarquer que (f1, R1(P
f1
1
, P
f2
1
), · · · , R1(P
f1
1
, P
fp
1
)) n’est pas une intersection compl-
e`te en ge´ne´ral-meˆme si (f1, · · · , fp) l’est-; il est donc ne´cessaire de choisir des scalaires, (λl2,j )(2 ≤
j ≤ p, 1 ≤ l ≤ j), pour que
(f1, R1(P
f1
1
, λl2,2P
f2
1
), · · · , R1(P
f1
1
, λl2,jP
fl
1
), · · · , R1(P
f1
1
, λl2,pP
fl
1
)),
ou` l’on somme sur l’indice du haut variant de 1 a` l’indice du bas a` droite, soit elle, une intersection
comple`te. En voici un exemple :
(f1(z) = (z1 + z2)(z1 + z3 + z2z3), f2(z) = z1 + z
2
2 , f3(z) = z1 + z2 + z3);
un calcul e´le´mentaire conduit aux expressions suivantes :
R(f1, f2) = z2(z
3
2 − z
2
2 − z
2
2z3 + z3), R(f1, f3) = z2z3(1− z3).
Ainsi sur {z2 = 0}, R(f1, f2) et R(f1, f3) sont tous deux nuls...mais en prenant une perturbation
line´aire de f3, soit en posant g = af2 + bf3 avec a, b des constantes complexes, on obtient
(f1, R(f1, f2), R(f1, g)) qui elle, est une intersection comple`te.
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nous avons pi1(Vi) ⊂Wi, Vi ⊂ pi
−1
1 (Wi) et de plus, dim(Vi) = dim(pi
−1
1 (Wi)) = n−i,
ce qui entraˆıne que pi−11 (Wi) posse`de quelques composantes irre´ductibles de plus que
Vi :
pi−11 (Wi) = (∪kΓ
k
Vi
) ∪ (∪jΓ
j),
ou` ΓlVi sont les composantes irre´ductibles de Vi et Γ
j les autres!
Maintenant R1(g1, gi+1) identiquement nulle sur C
j0 implique gi+1 identique-
ment nulle sur une composante irre´ductible de pi−11 (Wi); Vi+1 est une intersection
comple`te et donc, ∀ k dim({gi+1 = 0}∩Γ
k
Vi
) = n− i− 1, ce qui entraˆıne l’existence
de j1 tel que gi+1 = 0 sur Γ
j1 , identiquement.
Conside`rons l’ensemble A:
A := {j/gi+1 = 0 sur Γ
j};
pour tout j ∈ A, dim(Γj ∩Vi) = n− i− 1, il existe donc (λl) - λi+1 peut eˆtre choisi
non nul - tels que
∑i+1
l=1 λlgl est non identiquement nulle sur Γ
j pour tout j ∈ A et
sur Γj pour tout j. Clairement une combinaison line´aire de ce type ne peut eˆtre
identiquement nulle sur un ΓkVi , on a donc
∑i+1
l=1 λlgl non identiquement nulle sur
une composante irre´ductible de pi−11 (Wi), ainsi
dim({R1(g1,
i+1∑
l=1
λlgl) = 0} ∩Wi) = n− i− 1.
ce qui termine la preuve de l’assertion.
On note en outre que les composantes U j2 de U2, j > 1, sont des fonctions
holomorphes des variables (z2, · · · , zp).
Supposons Ui−1 un p-vecteur donne´, de´finissant une intersection comple`te au
voisinage de 0, de coordonne´es U ji−1 avec U
j
i−1 des fonctions holomorphes des vari-
ables (zj , · · · , zn), ve´rifiant le the´ore`me de pre´paration de Weierstrass par rapport
a` la variable zj pour j < i − 1, et U
j
i−1 des fonctions holomorphes des variables
(zi−1, · · · , zp), pour j ≥ i− 1.
Le vecteur Ui est alors obtenu de la manie`re suivante-en effectuant un change-
ment de coordonne´es line´aires en les variables (zi−1, · · · , zp), de facon a` ce que les
U ji−1, j ≥ i − 1, ve´rifient le the´ore`me de pre´paration de Weierstrass par rapport a`
la variable zi−1-; on choisit des scalaires λ
l
i,j , (j ≥ i), (l ≤ j) comme ci-dessus et
l’on pose:
Ui = (U
1
i−1, · · · , U
i−1
i−1 , Ri−1(P
U
i−1
i−1
i−1 ,
i∑
l=1
λli,iP
Uli−1
i−1 ), · · · , Ri−1(P
U
i−1
i−1
i−1 ,
p∑
l=1
λli,pP
Uli−1
i−1 )).
-On note d’une part, que U ji sont des fonctions holomorphes en les variables
(zj, · · · , zn) pour j < i qui ve´rifient le the´ore`me de pre´paration de Weierstrass par
rapport a` zj, et U
j
i sont des fonctions holomorphes des variables (zi, · · · zn), pour
j ≥ i.
-D’autre part, que Ui de´finit une intersection comple`te au voisinage de 0 si Ui−1
en de´finit une, pourvu que les λli,j soient correctement choisis.
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-Pour finir, on pose (f1, R2, · · · , Rp) := Up et nous avons la situation suivante :
les fonctions Ri, sont des fonctions holomorphes en les variables (zi, · · · zn) ve´rifiant
le the´ore`me de pre´paration de Weierstrass par rapport a` zi.
6. Construction de la famille (X1, · · · , Xp) associe´e a` (f1, R2, · · · , Rp)
E´tant donne´ une intersection comple`te, il n’est pas simple en ge´ne´ral de constru-
ire une famille de courants ve´rifiant les conditions de la section 4. Par contre, pour
une intersection comple`te de la forme (θ1, · · · , θp) avec θi des fonctions holomorphes
des variables (zi, · · · , zn) ve´rifiant le the´ore`me de pre´paration par rapport a` zi, cela
est plus aise´. Choisissons (Γ1, · · · ,Γp) une famille de p entiers naturels de manie`re
a` ce que les fonctions intervenant dans les inte´grandes soient re´gulie`res, et posons,

< X1, φ >=
∫ (P¯ θ1
1
)Γ1
θ1
∂¯Γ1N11 (φ),
< Xi, φ >=
∫ (p¯θi
i
)Γi
θi
∂¯ΓiNii
( ∂¯(P¯ θi−1
i−1
)Γi−1
θi−1
∂¯
Γi−1Ni−1
i−1
(
· · ·
· · ·
(
∂¯Γ2N22
( ∂¯(P¯ θ1
1
)Γ1
θ1
∂¯Γ1N11 (φ)
))
· · ·
)
.
Alors, par des arguments similaires au cas de la codimension 2, on ve´rifie sans peine
que la famille de courants (X1, · · · , Xp) posse`de toutes les proprie´te´s requises.
Soit A = (ai,j)-i de´signe la colonne et j la ligne-la matrice triangulaire supe´rieure,
dont le pivot a1,1 vaut 1, qui transforme (f1, · · · , fp) en (f1, R2, · · · , Rp); soit
δl :=
∏l
i=1 ai,i, pour l ∈ {1, · · · , p} et enfin, (X1, · · · , Xp) les courants ve´rifiant
les hypothe`ses du the´ore`me 4.1 pour l’intersection comple`te (f1, R2, · · · , Rp).
Corollaire 6.1. Soit (f1, · · · , fp) une intersection comple`te. Alors, nous avons
g ∈ Iloc(f1, · · · , fp) si et seulement si gdet(A)∂¯Xp = 0.
Preuve du corollaire :
Nous avons g ∈ Iloc(f1, · · · , fp) si et seulement si gdetA ∈ Iloc(f1, R2, · · · , Rp)-on
peut par exemple utiliser la formule de transformation des courants re´siduels clas-
siques (voir [3])2-. Pour conclure, il suffit d’appliquer le the´ore`me 4.1 a` (f1, R2, · · · , Rp).
Comme a` la section pre´ce´dente, nous allons obtenir une de´composition dans
l’ide´al local a` partir de la famille (X1, · · · , Xp).
Nous avons
∑
i ai,pfi = Rp, et donc{
δpfp = δp−1Rp − δp−1
∑p−1
i=1 ai,pfi,
δpfpXp = δp−1∂¯Xp−1 −
∑p−1
i=1 ai,pδp−1fiXp.
Comme i ∈ {1, · · · , p − 1} et que A est triangulaire, alors
∑
ai,pδp−1fi s’exprime
en fonction de f1, R2, · · · , Rp−1, et donc
δpfpXp = δp−1∂¯Xp−1.
2Remarquons que la loi de transformation des courants classiques de Coleff-Herrera ([3]) as-
sure que, si (f), (g) sont deux intersections comple`tes et (g) = A(f) avec A une p × p-matrice
holomorphe, alors
∂¯
[ 1
f1
]
∧ · · · ∧ ∂¯
[ 1
fp
]
= det(A)∂¯
[ 1
g1
]
∧ · · · ∧ ∂¯
[ 1
gp
]
.
C’est cette proprie´te´ qui est particulie`re aux courants re´siduels classiques dans l’ensemble des
courants de´crivant l’ide´al local de f . Il serait inte´ressant de voir si cette proprie´te´ les caracte´rise
totalement dans cet ensemble...
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De plus, pour tout l < p-toujours car A est triangulaire-
flδp = flal,lδ
l
p = δ
l
pRl −
l−1∑
i=1
ai,lδ
l
pfi,
ou` δlp signifie que l’on omet al,l dans le produit. Par conse´quent, flδp s’exprime
en fonction de f1, R2, · · · , Rl, ce qui entraˆıne flδpXp = 0, pour tout l < p. On
ve´rifie de la meˆme manie`re que fp−1δp−1Xp−1 = δp−2∂¯Xp−2 et flδp−1Xp−1 = 0,
pour tout l < p − 1. Au bout du compte, il vient sans difficulte´ que la famille
(X1, δ2X2, · · · , δpXp) ve´rifie toutes les conditions requises du the´ore`me 4.2, et nous
avons donc une de´composition, en termes de courants e´le´mentaires, dans Iloc(f).
7. Quelques exemples.
Conside´rons (f1, f2), l’intersection comple`te au voisinage de 0 de´finie par :
(z21 + z2z3, z
2
1 + z3z1 + z
2
2 − z
3
3);
des calculs e´le´mentaires donnent les expressions suivantes :
R1(f1, f2) = z2z
3
3 + (z
2
2 − z
3
3 − z2z3)
2.
En posant P (z) = z1 − z
2
2 + z
3
3 + z2z3, nous avons :
R1(f1, f2) = (z
2
3 + P (z))f1(z)− P (z)f2(z) := h1(z)f1(z) + h2(z)f2(z).
En appliquant les re´sultats des sections 1 et 2, nous obtenons la famille (X1, h2X2)
qui de´crit l’ide´al associe´ a` (f1, f2) :{
< X1, φ >=
∫ f¯5
1
f1
∂¯101 (φ),
< X2, φ >=
∫ R¯1(f1,f2)
R1(f1,f2)
∂¯42
( ∂¯(f¯5
1
)
f1
∂¯10(φ)
)
.
Nous allons donner un autre exemple d’une intersection comple`te au voisinage
de 0 dans C3 :
(f1, f2, f3) := (z
3
1 + z
3
2 + z
3
3 , z
2
1 + z
2
2 , z
2
1 + z2z3);
comme pre´ce´dement des calculs e´le´mentaires conduisent aux re´sultants :
R(f1, f2) = 2z
6
2 + 2z
3
2z
3
3 + z
6
3 ,
R(f1, f3) = z
6
2 + 3z
3
2z
3
3 + z
6
3 ;
De la meˆme manie`re, on obtient que le re´sultant de ces deux dernie`res expres-
sions est z93 . Ainsi, il existe une matrice A(que l’on peut calculer avec l’algoritme
d’Euclide), qui transforme (f1, f2, f3) en l’intersection comple`te (z
3
1+z
3
2+z
3
3 , 2z
6
2+
2z32z
3
3 + z
6
3 , z
9
3) := (g1, g2, g3). Pour cette dernie`re, il est facile de construire la
famille de courants de´crivant l’ide´al en 0 engendre´ par (g1, g2, g3), en choisissant
N1 et N2 deux entiers suffisamments grands afin que les expressions ci-dessous
soient inte´grables :

< X1, φ >=
∫ g¯N1
1
g1
∂¯3N11 (φ),
< X2, φ >=
∫ g¯N2
2
g2
∂¯6N22
( ∂¯(g¯N1
1
)
g1
∂¯3N11 (φ)
)
,
< X3, φ >=
∫
g¯3
g3
∂¯93
(
∂¯(g¯2)
N2
g2
∂¯6N22
(
∂¯(g¯1)
N1
g1
∂¯3N11 (φ)
))
.
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En utilisant les notations de la section 3, la famille de courants (X1, δ2X2, δ3X3)
de´crit donc l’ide´al en 0 engendre´ par (f1, f2, f3).
Conside´rons dans C2, l’intersection comple`te :
f = (z22 + z
2
1 + z
3
1 , z
4
1) = (f1, f2).
Cette exemple est important car Tsikh-Passare, dans [12], montre que pour obtenir
le courant re´siduel associe´ a` f , il est ne´cessaire de conside´rer θ → ε(θ) un pave´
admissible (les limites de´pendent de la manie`re de ”tendre vers ze´ro”). Ne´anmoins,
nous remarquons que f est de´ja` du type re´gulier et il est aise´ de voir que les courants
suivants de´crivent l’ide´al local de f :
 < X1, φ >=
∫ f¯5
1
f1
∂¯102 (φ),
< X2, φ >=
∫ z¯4
1
z4
1
∂¯41
( ∂¯(f¯5
1
)
f1
∂¯102 (φ)
)
.
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