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Stochastic optimization lies at the heart of machine learning, and
its cornerstone is stochastic gradient descent (SGD), a method intro-
duced over 60 years ago. The last 8 years have seen an exciting
new development: variance reduction (VR) for stochastic optimiza-
tion methods. These VR methods excel in settings where more than
one pass through the training data is allowed, achieving a faster con-
vergence than SGD in theory as well as practice. These speedups
underline the surge of interest in VR methods and the fast-growing
body of work on this topic. This review covers the key principles and
main developments behind VR methods for optimization with finite
data sets and is aimed at non-expert readers. We focus mainly on
the convex setting, and leave pointers to readers interested in exten-
sions for minimizing non-convex functions.
optimization, machine learning, variance reduction
1. Introduction
One of the fundamental problems studied in the field of ma-
chine learning is how to fit models to large datasets. For
example, consider the classic linear least squares model,
x? ∈ argmin
x∈Rd
{
1
n
n∑
i=1
(a>i x− bi)2
}
. [1]
Here, the model has d parameters given by the vector x ∈ Rd
and we are given n data points {ai, bi} consisting of feature
vectors ai ∈ Rd and target values (labels) bi ∈ R. Fitting
the model consists of tuning these d parameters so that the
model’s output a>i x is “close” (on average) to the targets
bi. More generally, we might use some loss function fi(x) to
measure how close our model is to the i-th data point,
x? ∈ argmin
x∈Rd
{
f(x) := 1
n
n∑
i=1
fi(x)
}
. [2]
If fi(x) is large, we say that our model’s output is far from the
data, and if fi(x) = 0 we say that our model fits perfectly the
i-th data point. The function f(x) represents the average loss
of our model over the full dataset. A problem of the form [2]
characterizes the training of not only linear least squares, but
many models studied in machine learning. For example, the
logistic regression model solves
x? ∈ argmin
x∈Rd
{
1
n
n∑
i=1
log(1 + exp(−bia>i x)) + λ2 ‖x‖
2
}
, [3]
where we are now considering a binary classification task with
bi ∈ {−1,+1} (and predictions are made using the sign of
a>i x). Here, we have also used λ2 ‖x‖2 := λ2
∑d
i=1 x
2
i , as a
regularizer. This and other regularizers are commonly added
to avoid overfitting to the given data, and in this case we
replace each fi(x) by fi(x) + λ2 ‖x‖2. The training procedure
in most supervised machine learning models can be written in
the form [2], including L1-regularized least squares, support
vector machines, principal component analysis, conditional
random fields, and deep neural networks.
A key challenge in modern instances of problem [2] is that
the number of data points n can be extremely large. We regu-
larly collect datasets going beyond terabytes, from sources such
as the internet, satellites, remote sensors, financial markets,
and scientific experiments. One of the most common ways
to cope with such large datasets is to use stochastic gradient
descent (SGD) methods, which use a few randomly chosen data
points in each of their iterations. Further, there has been a
recent surge in interest in variance-reduced (VR) stochastic
gradient methods which converge faster than classic stochastic
gradient methods.
Stochastic variance-reduced methods are as cheap to
update as SGD, and also have a fast exponential con-
vergence like full gradient descent.
Fig. 1. Comparison of the GD, AGD (Accelerated GD (Nesterov, 1983)),
SGD and ADAM (Kingma and Ba, 2015) methods to the VR methods SAG
and SVRG on a logistic regression problem based on the mushrooms data
set (Chang and Lin, 2011), where n = 8, 124 and d = 112.
A. Gradient and Stochastic Gradient Descent. The classic GD
(gradient descent) method applied to problem [2] takes the
form
xk+1 = xk − γ 1
n
n∑
i=1
∇fi(xk), [4]
where γ > 0 is a fixed stepsize∗. At each iteration the GD
method needs to calculate a gradient ∇fi(xk) for every ith
∗The classic way to implement GD is to determine γ as the approximate solution to
minγ>0 f (xk − γ∇f(xk)). This is called a line search since it is an optimization over a
line segment (Armijo, 1966; Malitsky and Mishchenko, 2019). This line search requires multiple
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Fig. 2. Level set plot of 2D logistic regression with the iterates of SGD (left) and SAG
(right) with constant stepsize. The green star is the x∗ solution.
data point, and thus GD takes a full pass over the n data points
at each iteration. This expensive cost per iteration makes GD
prohibitive when n is large.
Consider instead the stochastic gradient descent (SGD)
method,
xk+1 = xk − γ∇fik (xk), [5]
first introduced by Robbins and Monro (1951). It avoids the
heavy cost per iteration of GD by using one randomly-selected
∇fik (xk) gradient instead of the full gradient. In Figure 1, we
see how the SGD method makes dramatically more progress
than GD (and even the “accelerated” GD method) in the initial
phase of optimization. Note that this figure plots the progress
in terms of the number of epochs, which is the number of times
we have computed n gradients of individual training examples.
The GD method does one iteration per epoch while the SGD
method does n iterations per epoch. We compare SGD and
GD in terms of epochs taken since we assume that n is very
large and that the main cost of both methods is computing
the ∇fi(xk) gradients.
B. The Issue with Variance. Observe that if we choose the
random index ik ∈ {1, . . . , n} uniformly, P [ik = i] = 1n for
all i, then ∇fik (xk) is an unbiased estimate of ∇f(xk) since
E [∇fik (xk) | xk] =
n∑
i=1
1
n
∇fi(xk) = ∇f(xk). [6]
Thus, even though the SGD method is not guaranteed to de-
crease f in each iteration, on average the method is moving in
the direction of the negative full gradient, which is a direction
of descent.
Unfortunately, having an unbiased estimator of the gradient
is not enough to guarantee convergence of the iterates [5] of SGD.
To illustrate this, in Figure 2 (left) we have plotted the iterates
of SGD with a constant stepsize applied to a logistic regression
function using the fourclass data set from LIBSVM (Chang
and Lin, 2011). The concentric ellipses in Figure 2 are the
level sets of this function, that is, the points x on a single
ellipse are given by {x : f(x) = c} for a particular constant
c ∈ R. Different constants c give different ellipses.
The iterates of SGD do not converge to the solution (the
green star), and instead form a point cloud around the solution.
In contrast, we have plotted the iterates of a VR method SAG
(that we present later) in Figure 2 using the same constant
stepsize.
evaluations of the full objective function f(xk), which in our setting is too expensive since this
would require loading all the data points multiples times. This is why we use fixed constant stepsize
instead.
The reason why SGD does not converge in this example is
because the stochastic gradients themselves do no converge to
zero, and thus the method [5] with a constant stepsize never
stops. This is in contrast with GD, where the method naturally
stops since ∇f(xk)→ 0 as xk → x?.
C. Classic Variance Reduction Methods. There are several
classic techniques for dealing with the non-convergence due
to the variance in the ∇fi(xk) values. For example, Robbins
and Monro (1951) address the issue of the variance using a
sequence of decreasing stepsizes γk. This forces the product
γk∇fik (xk) to converge to zero. However it is difficult to tune
this sequence of decreasing stepsizes so that the method does
not stop to early (before reaching the solution) or to late (thus
wasting resources).
Another classic technique for decreasing the variance is to
use the average of several ∇fi(xk) values in each iteration to
get a better estimate of the full gradient ∇f(x). This is called
mini-batching, and is especially useful when multiple gradients
can be evaluated in parallel. This leads to an iteration of the
form
xk+1 = xk − γ 1|Bk|
∑
i∈Bk
∇fi(xk), [7]
where Bk ⊂ {1, . . . , n} is a set of random indices and |Bk| is the
size of Bk. When Bk is sampled uniformly with replacement,
the variance of this gradient estimator is inversely proportional
to the “batch size” |Bk|, so we can decrease the variance by
increasing the batch size.† However, the cost of this iteration
is proportional to the batch size. Thus, this form of variance
reduction comes at a computational cost.
Yet another common strategy to decrease variance and im-
prove the empirical performance of SGD is to add “momentum”,
an extra term based on the directions used in past steps. In
particular, SGD with momentum takes the form
mk = βmk−1 +∇fik (xk) [8]
xk+1 = xk − γmk, [9]
where the momentum parameter β is in the range (0, 1). Set-
ting m0 = 0 and expanding the update of mk in [8] we have
that mk is a weighted average of the previous gradients,
mk =
k∑
t=0
βk−t∇fit(xt). [10]
Thus mk is a weighted sum of the stochastic gradients. More-
over since
∑k
t=0 β
k−t = 1−β
k+1
1−β , we have that
1−β
1−βk−1mk is a
weighted average of stochastic gradients. If we compare this
with the expression of the full gradient which is a plain average,
∇f(xk) = 1n
∑n
i=1∇fi(xk), we can interpret 1−β1−βkmk (and
mk) as an estimate of the full gradient. This weighted sum
decreases the variance but it also brings about a key problem:
Since the weighted sum [10] gives more weight to recently
sampled gradients, it does not converge to the full gradient
∇f(xk) which is a plain average. The first variance reduced
method we will see in Section 2.A contours this issue by using
a plain average, as opposed to any weighted average.
† If we sample without replacement the variance decreases at a faster rate (see Section 2.7 in Lohr
(1999)), and with |Bk| = n the variance is zero.
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D. Modern Variance Reduction Methods. As opposed to clas-
sic methods that use one or more ∇fi(xk) directly as an ap-
proximation of ∇f(xk), variance-reduced methods use ∇fi(xk)
to update an estimate gk ∈ Rd of the gradient so that
gk ≈ ∇f(xk). With this gradient estimate, we then take
approximate gradient steps of the form
xk+1 = xk − γgk, [11]
where γ > 0 is again the stepsize. To make [11] converge with
a constant stepsize, we need to ensure that the variance of our
gradient estimate gk converges to zero, that is‡
E
[
‖gk −∇f(xk)‖2
]
−→
k→∞
0, [12]
where the expectation is taken with respect to all the random
variables in the algorithm up to iteration k. Property [12]
ensures that the VRmethod will stop when reaching the optimal
point. We take [12] to be a defining property of variance-
reduced methods and thus refer to it as the VR property. Note
that “reduced” variance is a bit misleading since the variance
converges to zero. The property [12] is responsible for the
faster convergence of VR methods in theory (under suitable
assumptions) and in practice as we see in Figure 1.
E. First example of a VR method: SGD?. One easy fix that
makes the SGD recursion in [5] converge without decreasing
the stepsize is to simply shift each gradient by ∇fi(x?), that
is, to use the following method
xk+1 = xk − γ (∇fik (xk)−∇fik (x?)) , [13]
called SGD? (?). We note that it is unrealistic that we would
know each ∇fi(x?), but we use SGD? as a simple illustration
of the properties of VR methods. Further, many VR meth-
ods can be seen as an approximation of the SGD? method;
instead of relying on knowing each ∇fi(x?), these methods
use approximations that converge to ∇fi(x?).
Note that SGD? uses an unbiased estimate of the full gradi-
ent. Indeed, since ∇f(x?) = 0,
E [∇fik (xk)−∇fik (x?)] = ∇f(xk)−∇f(x?) = ∇f(xk).
Furthermore, SGD? naturally stops when it reaches the optimal
point since, for any i,(
∇fi(x)−∇fi(x?)
)∣∣
x=x?
= 0.
Next, we note that SGD? satisfies the VR property [12] as xk
approaches x? (for continuous ∇fi) since
E
[
‖gk −∇f(xk)‖2
]
= E
[
‖∇fi(xk)−∇fi(x?)−∇f(xk)‖2
]
≤ E
[
‖∇fi(xk)−∇fi(x?)‖2
]
,
where we used Lemma A.2 with X = ∇fi(xk) − ∇fi(x?)
and then used that E [∇fi(xk)−∇fi(x?)] = ∇f(xk). This
property implies that SGD? has a faster convergence rate than
classic SGD methods, as we detail in Appendix B.
‡To be exact [12] is not explicitly the total variance of gk , but rather the trace of the covariance
matrix of gk .
F. Faster Convergence of VR Methods. In this section we in-
troduce two standard assumptions that are used to analyze
VR methods, and discuss the speedup over classic SGD meth-
ods that can be obtained under these assumptions. Our first
assumption is Lipschitz continuity of the gradients, meaning
that the gradients cannot change arbitrarily fast.
Assumption 1.1. The function f is differentiable
and L-smooth, meaning that
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖ [14]
for all x and y and some 0 < L < ∞. Each fi :
Rd → R is differentiable, Li-smooth and let Lmax :=
max{L1, . . . , Ln}.
While this is typically viewed as a weak assumption, in
Section 4 we comment on VR methods that apply to non-
smooth problems. This L-smoothness assumption has an
intuitive interpretation for univariate functions that are twice-
differentiable: it is equivalent to assuming that the second
derivative is bounded by L, |f ′′(x)| ≤ L for every x ∈ Rd.
For multivariate twice-differentiable functions, it is equivalent
to assuming that the singular values of the Hessian matrix
∇2f(x) are upper bounded by L for every x ∈ Rd. For the
least squares problem [1], the individual Lipschitz constants Li
are given by Li = ‖ai‖2, while for the L2-regularized logistic
regression problem [3], we have Li = 0.25‖ai‖2 + λ.
The second assumption we consider in this section lower
bounds the curvature of the functions.
Assumption 1.2. The function f is µ-strongly con-
vex, meaning that the function x 7→ f(x) − µ2 ‖x‖2 is
convex for some µ > 0. Furthermore, fi : Rd → R is
convex for each i = 1, . . . , n.
This is a strong assumption. While each fi is convex in the
least squares problem [1], the overall function f is strongly
convex if and only if the design matrix A := [a1, . . . , an] has
full row rank. On other hand, the L2-regularized logistic
regression problem [3] satisfies this assumption with µ ≥ λ
due to the presence of the regularizer. As we detail in Section 4,
it is possible to relax the strong convexity assumption as well
as the assumption that each fi is convex.
An important problem class where the assumptions are
satisfied are problems of the form
x? ∈ argmin
x∈Rd
{
f(x) = 1
n
n∑
i=1
`i(a>i x) +
λ
2 ‖x‖
2
}
[15]
in the case when each “loss” function `i : R 7→ R is twice-
differentiable with `′′i bounded between 0 and some upper
bound M . This includes a variety of loss functions with
L2-regularization in machine learning, such as least squares
(li(α) = (α−bi)2), logistic regression, probit regression, Huber
robust regression, and a variety of others. In this setting, for
all i we have Li ≤M‖ai‖2 + λ and µ ≥ λ.
The convergence rate of GD under these assumptions is
determined by the ratio κ := L/µ, which is known as the
condition number of f . This ratio is always greater or equal to
one, and when it is significantly larger than one, the level sets
of the function become very elliptical which causes the iterates
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Fig. 3. Here we graph the level sets two logistic regression loss functions. The left
level sets are each of a well-conditioned logistic function with κ ≈ 1. The right level
sets are of an ill-conditioned logistic functions with κ 1.
of the GD method to oscillate. This is illustrated in Figure 3.
In contrast, when κ is close to 1, GD converges quickly.
Under Assumptions 1.1 and 1.2, VR methods converge at
a linear rate. We say that the function values {f(xk)} of a
randomized method converge linearly (in expectation) at a
rate of 0 < ρ ≤ 1 if there exists a constant C > 0 such that
E [f(xk)]− f(x?) ≤ (1− ρ)kC = O(exp(−kρ)), ∀k. [16]
This is in contrast to classic SGD methods that only rely on
an unbiased estimate of the gradient in each iteration, which
under these assumptions can only obtain the sublinear rate
E [f(xk)]− f(x?) ≤ O(1/k).
Thus, classic SGD methods become slower the longer we run
them, while VR methods continue to cut the error by at least
a fixed fraction in each step.
As a consequence of [16], we can determine the number of
iterations needed to reach a given tolerance ε > 0 on the error
as follows
k ≥ 1
ρ
log
(
C
ε
)
, then E [f(xk)]− f(x?) ≤ ε. [17]
The smallest k satisfying this inequality is known as the
iteration complexity of the algorithm. Below we give the
iteration complexity and the cost of one iteration in terms of
n for the basic variant of GD, SGD, and VR methods:
Algorithm # Iterations Cost of 1 Iteration
GD O(κ log(1/ε)) O(n)
SGD O(κmax(1/ε)) O(1)
VR O((κmax + n) log(1/ε)) O(1)
The total runtime of an algorithm is given by the product
of the iteration complexity and the iteration runtime. Above
we have used κmax := (maxi Li)/µ. Note that κmax ≥ κ,
thus the iteration complexity of GD is smaller than that of the
VR methods.§ But the VR methods are superior in terms of
total runtime since each iteration of gradient descent costs
n-times more than an iteration of a VR method¶. Classic
SGD methods have the advantage that their runtime and their
convergence rate does not depend on n, but it does have a
much worse dependency on the tolerance ε which explains
SGD’s poor performance when the tolerance is small. ‖
§ In Section 4 we discuss how non-uniform sampling within VR methods leads to a faster rate, de-
pending on the mean L¯ := 1
n
∑
i
Li rather than on the maximum maxi Li .
¶And since Lmax ≤ nL.
‖We have omitted an additional term for the SGD iteration complexity of the formO(σ2/µε), where
σ2 ≥ Ei
[
‖∇fi(x∗)‖2
]
, see Theorem 2.1 in Needell et al. (2015)
In Appendix B we give a simple proof showing that the
SGD? method has the same iteration complexity as the VR
methods.
2. Basic Variance-Reduced Methods
The first wave of variance-reduced methods that achieve the
convergence rate from the previous section started with the
stochastic average gradient (SAG) method (Le Roux et al.,
2012; Schmidt et al., 2017). This was followed shortly after by
the stochastic dual coordinate ascent (SDCA) (Richtárik and
Takáč, 2014; Shalev-Shwartz and Zhang, 2013), MISO (Mairal,
2015), stochastic variance-reduced gradient (SVRG/S2GD) (Mah-
davi and Jin, 2013; Johnson and Zhang, 2013; Konecný and
Richtárik, 2013; Zhang et al., 2013), and SAGA (stochastic av-
erage gradient “amélioré”) (Defazio et al., 2014) methods. In
this section we present several of these original methods, while
Section 4 covers more recent methods that offer improved
properties in certain settings over these original methods.
A. Stochastic Average Gradient (SAG). The first VR method is
based on mimicking the structure of the full gradient. Since the
full gradient ∇f(x) is a plain average of the ∇fi(x) gradients,
our estimate gk of the full gradient should be an average of
estimates of the ∇fi(x) gradients. This idea leads us to our
first variance-reduced method: the stochastic average gradient
(SAG) method.
The stochastic average gradient (SAG) method (Le Roux
et al., 2012; Schmidt et al., 2017) is a stochastic variant of the
earlier incremental aggregated gradient (IAG) method (Blatt
et al., 2007). The idea behind SAG is to maintain an estimate
vik ≈ ∇fi(xk) for each data point i. We then use the average
of the vik values as our estimate of the full gradient, that is
g¯k =
1
n
n∑
j=1
vjk ≈
1
n
n∑
j=1
∇fj(xk) = ∇f(xk). [18]
At each iteration, SAG samples ik ∈ {1, . . . , n} and updates
the vjk using
vjk+1 =
{∇fik (xk) if j = ik ,
vjk if j 6= ik ,
[19]
where each v0i might be initialized to zero or to an approx-
imation of ∇fi(x0). As we approach a solution x?, each vi
converges to ∇fi(x?) which gives us the VR property [12].
To implement SAG efficiently, we need to take care in com-
puting g¯k using [18], since this requires summing up n vectors
in Rd, and since n can be very large, computing this sum
can be very costly. Fortunately we can avoid computing this
summation from scratch every iteration since only one vik term
will change in the next iteration. That is, suppose we sample
the index ik on iteration k. It follows from [18] and [19] that
g¯k =
1
n
n∑
j=1,j 6=ik
vjk +
1
n
v
ik
k
= 1
n
n∑
j=1,j 6=ik
vjk−1 +
1
n
v
ik
k (Since v
j
k−1 = v
j
k for all j 6= ik)
= g¯k−1 − 1
n
v
ik
k−1 +
1
n
v
ik
k . (Plus and minus 1nv
ik
k−1) [20]
4 | et al.
Since the vjk−1 are simply copied over to v
j
k, when implement-
ing SAG we can simply store one vector vj for each j. This
implementation is illustrated in Algorithm 1.
Algorithm 1 SAG: Stochastic Average Gradient method
1: Parameters: stepsize γ > 0
2: Initialize: x0, vi = 0 ∈ Rd for i = 1, . . . , n
3: for k = 1, . . . , T − 1 do
4: Sample ik ∈ {1, . . . , n}
5: g¯k = g¯k−1 − 1
n
vik
6: vik = ∇fik (xk)
7: g¯k = g¯k +
1
n
vik
8: xk+1 = xk − γg¯k
9: Output: xT
The SAG method was the first stochastic methods to enjoy
linear convergence with an iteration complexity of O((κmax +
n) log(1/ε)), using a stepsize of γ = O (1/Lmax) . This linear
convergence can be seen in Figure 1. Note that since an Lmax-
smooth function is also L′-smooth for any L′ ≥ Lmax, this
method obtains a linear convergence rate for any sufficiently
small stepsize. This is in contrast to classic SGD methods,
which only obtain sublinear rates and only under difficult-to-
tune-in-practice decreasing stepsize sequences.
At the time, the linear convergence of SAG was a remarkable
breakthrough given that SAG only computes a single stochastic
gradient (processing a single data point) at each iteration.
However, the convergence proof by Schmidt et al. (2017) is
notoriously difficult, and relies on computer verified steps.
What specifically makes SAG hard to analyze is that gk is a
biased estimate of the gradient. Next we introduce the SAGA
method, a variant of SAG that uses the concept of covariates to
make an unbiased variant of the SAG method that has similar
performance but is easier to analyze.
B. SAGA. A common way to reduce the variance of the basic
unbiased estimate ∇fik(xk) is by using what is known as
covariates (or “control variates”). Let vi ∈ Rd be a vector
for i = 1, . . . , n. Using these vectors we can rewrite our full
gradient as
∇f(x) = 1
n
n∑
i=1
(∇fi(x)− vi + vi)
= 1
n
n∑
i=1
(
∇fi(x)− vi + 1
n
n∑
j=1
vj
)
:= 1
n
n∑
i=1
∇fi(x, v), [21]
where ∇fi(x, v) := ∇fi(x)−vi+ 1n
∑n
j=1 v
j . Now we can build
an unbiased estimate of the full gradient ∇f(x) by sampling
a single ∇fi(x, v) uniformly for i ∈ {1, . . . , n}. That is, we
can solve [2] by applying the SGD method with the gradient
estimate
gk = ∇fik (xk, v) = ∇fik (xk)− vi +
1
n
n∑
j=1
vj . [22]
To see the effect of the choice of the vi’s on the variance
of gk, substituting gk = ∇fik(xk, v) and using Ei∼ 1
n
[
vi
]
=
1
n
∑n
j=1 v
j in [12] gives
[12] = E
[∥∥∥∇fi(xk)− vi +Ei∼ 1
n
[
vi −∇fi(xk)
]∥∥∥2]
≤ E
[∥∥∇fi(xk)− vi∥∥2], [23]
where we used Lemma A.2 with X = ∇fi(xk) − vi. This
bound [23] shows us that we obtain the VR property [12] if vi
approaches ∇fi(xk) as k grows. This is why we refer to the
vi’s as covariates. We are free to choose any vi, so we can
choose them to reduce the variance.
As an example, the SGD? method [13] also implements this
approach with vi = ∇fi(x?). But again, this is not practical
since often we do not know ∇fi(x?). A more practical choice
for vi is the gradient ∇fi(x¯i) around a point x¯i ∈ Rd that
we do know. SAGA uses a reference point x¯i ∈ Rd for each
function fi and uses the covariate vi = ∇fi(x¯i) where each x¯i
will be the last point for which we evaluated ∇fi(x¯i). Using
these covariates we can build a gradient estimate following [22]
which gives
gk = ∇fik (xk)−∇fik (x¯ik ) +
1
n
n∑
j=1
∇fj(x¯j). [24]
To implement SAGA, instead of storing the n reference points x¯i
we can store the gradients∇fi(x¯i) That is, let vj = ∇fj(x¯j) for
j ∈ {1, . . . , n}, and similar to SAG we update vj of one random
gradient in each iteration. We formalize the SAGA method
as Algorithm 2, which is similar to the implementation of
SAG (Algorithm 1) except now we store the previously known
gradient of fik in a dummy variable vold so that we can then
form the unbiased gradient estimate [24].
Algorithm 2 SAGA
1: Parameters: stepsize γ > 0
2: Initialize: x0, vi = 0 ∈ Rd for i = 1, . . . , n
3: for k = 1, . . . , T − 1 do
4: Sample ik ∈ {1, . . . , n}
5: vold = vik
6: vik = ∇fik (xk)
7: xk+1 = xk − γ
(
vik − vold + g¯k
)
8: g¯k = g¯k−1 +
1
n
vik − 1
n
vold
9: Output: xT
The SAGA method has an iteration complexity of O((κmax +
n) log(1/ε)) using a stepsize of γ = O(1/Lmax) as in SAG,
but with a much simpler proof. However, as with SAG, the
SAGA method needs to store the auxiliary vectors vi ∈ Rd
for i = 1, . . . , n which amounts to an O(nd) storage. This
can be infeasible when both d and n are large. We detail in
Section 3 how we can reduce this memory requirement for
common models like regularized linear models [15].
When the n auxiliary vectors can be stored in memory,
SAG and SAGA tend to perform similarly. When this memory
requirement is too high, the SVRG method that we review next
is a good alternative. The SVRG method achieves the same
convergence rate, and is often nearly as fast in practice, but
only requires O(d) memory for general problems.
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C. SVRG. Prior to SAGA, the first works to use covariates used
them to address the high memory required of SAG (Johnson
and Zhang, 2013; Mahdavi and Jin, 2013; Zhang et al., 2013).
These works build covariates based on a fixed reference point
x¯ ∈ Rd at which we have already computed the full gradient
∇f(x¯). By storing x¯ and ∇f(x¯), we can implement the up-
date [24] using x¯j = x¯ for all j without storing the individual
gradients ∇fj(x¯). In particular, instead of storing these vec-
tors, we compute ∇fik(x¯) in each iteration using the stored
reference point x¯. Originally presented under different names
by different authors, this method has come to be known as the
stochastic variance-reduced gradient (SVRG) method, following
the naming of (Johnson and Zhang, 2013; Zhang et al., 2013).
We formalize the SVRG method in Algorithm 3. Us-
ing [23] we have that the variance of the gradient estimate gk
is bounded by
E
[
‖gk −∇f(xk)‖2
]
≤ E
[
‖∇fi(xk)−∇fi(x¯)‖2
]
≤ L2max‖xk − x¯‖2,
where the second inequality uses the Li-smoothness of each
Li
∗∗. Notice that the closer x¯ is to xk, the smaller the variance
of the gradient estimate.
To make the SVRG method work well, we need to trade
off the cost of updating the reference point x¯ frequently, and
thus having to compute the full gradient, with the benefits
of decreasing the variance. To do this, the reference point is
updated every t iterations to be a point close to xk: see line
11 of Algorithm 3 That is, the SVRG method has two loops:
one outer loop in s where the reference gradient ∇f(x¯s−1) is
computed (line 4), and one inner loop where the reference
point is fixed and the inner iterates xk are updated (line 10)
according to stochastic gradient steps using [22].
In contrast to SAG and SAGA, SVRG requires O(d) memory
only. The downsides of SVRG are 1) we have an additional
parameter t, the length of the inner loop, which needs to be
tuned and 2) two gradients are computed per iteration and the
full gradient needs to be computed every time the reference
point is changed.
Algorithm 3 SVRG: Stochastic Variance-Reduced Gradient
method
1: Parameters stepsize γ > 0
2: Initialization x¯0 = x0 ∈ Rd
3: for s = 1, 2, . . . do
4: Compute and store ∇f(x¯s−1)
5: x0 = x¯s−1
6: Choose the number of inner-loop iterations t
7: for k = 0, 1, . . . , t− 1 do
8: Sample ik ∈ {1, . . . , n}
9: gk = ∇fik (xk)−∇fik (x¯s−1) +∇f(x¯s−1)
10: xk+1 = xk − γgk
11: x¯s = xt.
Johnson and Zhang (2013) showed that SVRG has iteration
complexity O((κmax + n) log(1/ε)), similar to SAG and SAGA.
∗∗When each fi is also convex, we can derive the bound
E[‖∇f(x¯s−1)−∇f(xk)‖2] ≤ 4Lmax(f(xk)− f(x∗) + f(x¯s−1)− f(x∗))
using analogous proof to Lemma A.1. This bound on the variance is key to proving a good conver-
gence rate for SVRG in the convex setting.
This was shown assuming that the number of inner iterations
t is sampled uniformly from {1, . . . ,m}, where a complex
dependency must hold between Lmax, µ, the stepsize γ, and t.
In practice, SVRG tends to work well by using γ = O(1/Lmax)
and inner loop length t = n, which is the setting we used in
Figure 1.
There are now many variations on the original SVRG method.
For example, there are variants that use alternative distribu-
tions for t (Konecný and Richtárik, 2013) and variants that
allow stepsizes of the form O(1/Lmax) (Hofmann et al., 2015;
Kulunchakov and Mairal, 2019; Kovalev et al., 2020). There
are also variants that use a mini-batch approximation of ∇f(x¯)
to reduce the cost of these full-gradient evaluations, and that
grow the mini-batch size in order to maintain the VR prop-
erty (Harikandeh et al., 2015; Frostig et al., 2015). And there
are variants that repeatedly update gk in the inner loop ac-
cording to (Nguyen et al., 2017)
gk = ∇fik (xk)−∇fik (xk−1) + gk−1, [25]
which provides a more local approximation. Using this
continuous update variant [25] has shown to have distinct
advantages in minimizing nonconvex functions, as we briefly
discuss in Section G. Finally, note that SVRG can use the values
of ∇f(x¯s) to help decide when to terminate the algorithm.
D. SDCA and Variants. A drawback of SAG and SVRG is that
their stepsize depends on Lmax, which may not be known
for some problems. One of the first VR methods (pre-
dating SVRG) was the stochastic dual coordinate ascent (SDCA)
method (Shalev-Shwartz and Zhang, 2013) which extended
recent work on coordinate descent methods to the finite-sum
problem.††
The intuition behind SDCA, and its variants, is that the co-
ordinates of the gradient provide a naturally variance-reduced
estimate of the gradient. That is, let j ∈ {1, . . . , d} and let
∇jf(x) := ∂f(x)∂xj ej be the coordinate-wise derivative of f(x),
where ej ∈ Rd is the jth unit coordinate vector. An important
feature of coordinate-wise derivatives is that ∇jf(x?) = 0,
since we know that ∇f(x?) = 0. This is unlike the derivative
for each data point ∇fj that may be different than zero at x?.
Due to this feature, we have that
‖∇f(x)−∇jf(x)‖2 −→
x→x?
0, [26]
and thus coordinate-wise derivative satisfies the VR prop-
erty [12]. Furthermore, we can also use ∇jf(x) to build an
unbiased estimate of ∇f(x). For instance, let j be a random
index sampled uniformly on average from {1, . . . , d}. Thus for
any given i ∈ {1, . . . , d} we have that P [j = i] = 1
d
. Conse-
quently d×∇jf(x) is an unbiased estimate of ∇f(x) since
E [d∇jf(x)] = d
d∑
i=1
P [j = i] ∂f(x)
∂xi
ei =
d∑
i=1
∂f(x)
∂xi
ei = ∇f(x).
Thus ∇jf(x) has all the favorable properties we would like
for a variance reduced estimate of the full gradient without
using covariates. The downside of using this coordinate-wise
††The modern interest in coordinate ascent/descent methods began with Nesterov (2012), which
considered coordinate-wise gradient descent with randomly-chosen coordinates, and included a
result showing linear convergence forL-smooth strongly convex functions. This led to an explosion
of work on the problem, as for many problem structures we can very-efficiently compute coordinate-
wise gradient descent steps (Richtárik and Takácˇ, 2014)
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gradient is that for our sum-of-terms problem [2] it is expensive
to compute. This is because computing ∇jf(x) requires a full
pass over the data since
∇jf(x) = 1
n
n∑
i=1
∇jfi(x).
So it would seem that using coordinate-wise derivatives is
incompatible with the structure of our sum-of-terms prob-
lem. Fortunately though, we can often rewrite our original
problem [2] in what is known as a dual formulation where
coordinate-wise derivatives can make use of the inherit struc-
ture.
To illustrate, the dual formulation of the L2-regularized
linear models of the form [15] is given by
v? ∈ argmax
v∈Rn
{
1
n
n∑
i=1
−`?i (−vi)− λ2
∥∥∥∥∥ 1λn
n∑
i=1
viai
∥∥∥∥∥
2}
, [27]
where `?i (v) := supx{〈x, v〉 − f(x)} is the convex conjugate of
`i. We can recover the x variable of our original problem [15]
using the mapping
x = 1
λn
n∑
i=1
viai.
Consequently, plugging in the solution v? to [27] in the right
hand side of the above gives x?, the solution of [15].
Notice that this dual problem has n real variables vi ∈ R,
one for each training example. Furthermore, each dual loss
function `?i in [27] is a function of a single vi only. That is,
the first term in the loss function is separable over coordinates.
It is this separability over coordinates, combined with the
simple form of the second term, that allows for an efficient
implementation of a coordinate ascent method.‡‡ Indeed,
Shalev-Shwartz and Zhang (2013) showed that coordinate
ascent on this dual problem has an iteration complexity of
O((κmax + n) log(1/ε)), similar to SAG, SAGA and SVRG.§§ The
iteration cost and algorithm structure are also quite similar:
by keeping track of the sum
∑n
i=1 v
iai to address the second
term in [27], each dual coordinate ascent iteration only needs
to consider a single training example and the cost per iteration
is independent of n. Further, we can use a one-dimensional
line-search to efficiently compute a stepsize that maximally
increases the dual objective as a function of one vi. This
means that the fast worst-case runtime of VR methods can be
achieved with no knowledge of Lmax or related quantities.
Unfortunately, the SDCA method also has several disadvan-
tages. First, it requires computing the convex conjugates `?i
rather than simply gradients. We do not have an equivalent
of automatic differentiation for convex conjugates, so this may
increase the implementation effort. More recent works have
presented “dual-free” SDCA methods that do not require the
conjugates and instead work with gradients (Shalev-Shwartz,
2016). However, it is no longer possible to track the dual
objective in order to set the stepsize in these methods. Second,
while SDCA only requires O(n+ d) memory for problem [15],
SAG/SAGA also only requires O(n+d) memory for this problem
‡‡We call it “coordinate ascent” instead of “coordinate descent” since [27] is a maximization problem.
§§This iteration complexity is in terms of the duality gap. Related results for certain problem structures
include Strohmer and Vershynin (2009); Collins et al. (2008).
class (see the next section). Variants of SDCA that apply to
more general problems have the O(nd) memory of SAG/SAGA
since the vi become vectors with d-elements. A final subtle
disadvantage of SDCA is that it implicitly assumes that the
strong convexity constant µ is equal to λ. For problems where
µ is greater than λ, the primal VR methods often significantly
outperform SDCA.
3. Practical Considerations
In order to implement the basic VR methods and obtain a
reasonable performance, several implementation issues must
be addressed. In this section, we discuss several issues that
are not addressed above.
A. Setting the stepsize for SAG/SAGA/SVRG. While we can
naturally use the dual objective to set the stepsize for SDCA,
the theory for the primal VR methods SAG/SAGA/SVRG relies on
stepsizes of the form γ = O(1/Lmax). Yet in practice one may
not know Lmax and better performance can often be obtained
with other stepsizes.
One classic strategy for setting the stepsize in full-gradient
descent methods is the Armijo line-search (Armijo, 1966).
Given a current point xk and a search direction gk, the Armijo
line-search for a γk that is on the line γk ∈ {γ : xk + γgk}
and such that gives a sufficient decrease of the function
f(xk + γkgk) < f(xk)− cγk‖∇f(xk)‖2. [28]
This requires calculating f(xk + γkgk) on several candidates
stepsizes γk, which is prohibitively expensive since evaluating
f(x) requires a full pass over the data.
So instead of using the full function f(x), we can use a
stochastic variant where we look for γk such that
fik (xk + γkgk) < fik (xk)− cγk‖∇fik (xk)‖2. [29]
This is used in the implementation of Schmidt et al. (2017)
with c = 12 on iterations where ‖∇fik (xk)‖ is not close to zero.
It often works well in practice with appropriate guesses for
the trial stepsizes, although no theory exists for the method.
Alternatively, Mairal (2015) considers the “Bottou trick”
for setting the stepsize in practice.¶¶ This method takes
a small sample of the dataset (typically 5%), and performs
a binary search that attempts to find the optimal stepsize
when performing one pass through this sample. Similar to
the Armijo line-search, the stepsize obtained with this method
tends to work well in practice but no theory is known for the
method.
B. Termination Criteria. Iteration complexity results provide
theoretical worst-case bounds on the number of iterations to
reach a certain accuracy. However, these bounds depend on
constants we may not know and in practice the algorithms
tend to require fewer iterations than indicated by the bounds.
Thus, we should consider tests to decide when the algorithm
should be terminated.
In classic full-gradient descent methods, we typically con-
sider the norm of the gradient ‖∇f(xk)‖ or some variation
on this quantity to decide when to stop. We can naturally
implement these same criteria to decide when to stop an SVRG
¶¶ Introduced publicly by Léon Bottou during his tutorial on SGD methods at NeurIPS 2017.
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method, by using ‖∇f(x¯s)‖. For SAG/SAGA we do not explic-
itly compute any full gradients, but the quantity g¯k converges
to ∇f(xk) so a reasonable heuristic is to use ‖g¯k‖ in deciding
when to stop. In the case of SDCA, with a small amount of extra
bookkeeping it is possible to track the gradient of the dual
objective at no additional asymptotic cost. Alternately, a more
principled approach is to track the duality gap which adds an
O(n) cost per iteration but leads to termination criteria with a
duality gap certificate of optimality. An alternative principled
approach based on optimality conditions for strongly convex
objectives is used in the MISO method (Mairal, 2015), based
on a quadratic lower bound (Lin et al., 2018).
C. Reducing Memory Requirement. Although SVRG removes
the memory requirement of earlier VR methods, in practice
SAG/SAGA require fewer iterations than SVRG on many problems.
Thus, we might consider whether there exist problems where
SAG/SAGA can be implemented with less than O(nd) memory.
In this section we consider the class of linear models, where
the memory requirement can be reduced substantially.
Consider linear models where fi(x) = `i(a>i x). Differenti-
ating gives
∇fi(x) = `′i(a>i x)ai.
Provided we already have access to the feature vectors ai, it
is sufficient to store the scalars `i(a>i x) in order to implement
the SAG/SAGA method. This reduces the memory requirements
from O(nd) down to O(n). SVRG can also benefit from this
structure of the gradients: by storing those n scalars, we can
reduce the number of gradient evaluations required per SVRG
“inner” iteration to 1 for this problem class.
There exist other problem classes, such as probabilistic
graphical models, where it is possible to reduce the memory
requirements (Schmidt et al., 2015).
D. Sparse Gradients. For problems where the gradients∇fi(x)
have many zero values (for example, for linear models with
sparse features), the classical SGD update may be implemented
with complexity which is linear in the number of non-zero
components in the corresponding gradient, which is often
much less than d. This possibility is lost in plain variance
reduced methods. However there are two known fixes.
The first one, described by Schmidt et al. (2017, Section 4.1)
takes advantage of the simple form of the updates to implement
a “just-in-time” variant where the iteration cost is proportional
to the number of non-zeroes. For SAG (but this applies to all
variants), this is done by not explicitly storing the full vector
vik after each iteration. Instead, in each iteration we only
compute the elements vikj corresponding to non-zero elements,
by applying the sequence of updates to each variable vikj since
the last iteration where it was nonzero.
The second one, described by Leblond et al. (2017, Sec-
tion 2) for SAGA, adds an extra randomness to the update
xk+1 = xk − γ (∇fik (xk)−∇fik (x¯ik ) + g¯k), where ∇fik(xk)
and ∇fik(x¯ik) are sparse, but g¯k is dense. The components
of the dense term (g¯k)j , j = 1, . . . , d, are replaced by wj(g¯k)j ,
where w ∈ Rd is a random sparse vector whose support is
included in one of the ∇fik(xk), and in expectation is the
constant vector of all ones. The update remains unbiased
(but is now sparse) and the added variance does not impact
the convergence rate; the details are given by Leblond et al.
(2017).
4. Advanced Algorithms
In this section we consider extensions of the basic VR methods.
Some of these extensions generalize the basic methods to
handle more general scenarios, such as problems that are
not smooth and/or strongly convex. Other extensions use
additional algorithmic tricks or problem structure to design
faster algorithms than the basic methods.
A. Hybrid SGD and VR Methods. The convergence rate ρ of the
VR methods depends on the the number of training examples
n. This is in contrast to the convergence rates of classic SGD
methods, which are sublinear but do not have a dependence on
n. This means that VR methods can perform worse than classic
SGD methods in the early iterations when n is very large. For
example, in Figure 1 we can see that SGD is competitive with
the two VR methods throughout the first 10 epochs (passes
over the data).
Several hybrid SGD and VR methods have been proposed to
improve the dependence of VR methods on n. Le Roux et al.
(2012) and Konecný and Richtárik (2013) analyzed SAG and
SVRG, respectively, when initialized with n iterations of SGD.
This does not change the convergence rate, but significantly
improves the dependence on n in the constant factor. However,
this requires setting the stepsize for these initial SGD iterations,
which is more complicated than setting the stepsize for VR
methods∗∗∗.
More recently, several methods have been explored which
guarantee both a linear convergence rate depending on n, as
well as a sublinear convergence rate that does not depend on
n. For example, Lei and Jordan (2017) show that this “best of
both worlds” result can be achieved for the “practical” SVRG
variant where we use a growing mini-batch approximation of
∇f(x¯).
B. Non-Uniform Sampling. Instead of improving the depen-
dence on n, a variety of works have focused on improving the
dependence on the Lipschitz constants Li by using non-uniform
sampling of the random training example ik. In particular,
these algorithms bias the choice of ik towards the larger Li
values. This means that examples whose gradients can change
more quickly are sampled more often. This is typically com-
bined with using a larger stepsize that depends on the average
of the Li values rather than the maximum Li value. Under an
appropriate choice of the sampling probabilities and stepsize,
this leads to improved iteration complexities of the form
O((κmean + n) log(1/ε)),
which depends on κmean := ( 1n
∑
i
Li)/µ rather than on
κmax = (maxi Li)/µ. This improved rate under non-uniform
sampling has been shown for the basic VR methods SVRG (Xiao
and Zhang, 2014), SDCA (Qu et al., 2015), and SAGA (Schmidt
et al., 2015; Gower et al., 2018).
Virtually all existing methods use fixed probability distribu-
tion over {1, . . . , n} throughout the iterative process. However,
it is possible to further improve on this choice by adaptively
changing the probabilities during the execution of the algo-
rithm. The first VR method of this type, ASDCA, was developed
∗∗∗The implementation of Schmidt et al. (2017) does not use this trick. Instead, it replaces n in
Line 7 of Algorithm 1 with the number of training examples that have been sampled at least once.
This leads to similar performance and is more difficult to analyze, but avoids needing to tune an
additional stepsize.
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by (Csiba et al., 2015) and is based on updating the probabili-
ties in SDCA by using what is known as the dual residue.
Schmidt et al. (2017) present an empirical method that tries
to estimate local values of the Li (which may be arbitrarily
smaller than the global values), and show impressive gains
in experiments. A related method with a theoretical backing
that uses local Li estimates is presented by Vainsencher et al.
(2015).
C. Mini-batching. Another strategy to improve the dependence
on the Li values is to use mini-batching, analogous to the
classic mini-batch SGD method [7], to obtain a better approxi-
mation of the gradient. There are a number of ways of doing
mini-batching, but here we will focus on a fixed batch-size
chosen uniformly at random. That is, let b ∈ N and we choose
a set Bk ⊂ {1, . . . , n} with |Bk| = b with uniform probability
from all sets with b elements. We can now implement the VR
method by replacing each ∇fi(xk) with a mini-batch estimate
given by 1
b
∑
i∈Bk ∇fi(x
k).
There were a variety of early mini-batch methods (Takáč
et al., 2013; Konečný et al., 2016; Harikandeh et al., 2015;
Hofmann et al., 2015), but the most recent methods are able
to obtain an iteration complexity of the form (Qu et al., 2015;
Qian et al., 2019; Gazagnadou et al., 2019; Sebbouh et al.,
2019)
O
(
L(b)
µ
+ n
b
)
log
(1
ε
)
, [30]
using a stepsize of γ = O(1/L(b)), where
L(b) = 1
b
n− b
n− 1Lmax +
n
b
b− 1
n− 1L, [31]
is a mini batch smoothness constant first defined in (Gower
et al., 2018, 2019). This iteration complexity interpolate
between the complexity of full-gradient descent when L(n) = L
and VR methods where L(1) = Lmax. Since L ≤ Lmax ≤
nL it is possible that L  Lmax. Thus using larger mini
batches allows for the possibility of large speedups, especially
in settings where we can use parallel computing to evaluate
multiple gradients simultaneously. However, computing L is
typically more challenging than computing Lmax.
For generalized linear models [15] with `′′ < M we have
that L ≤ Mλmax(AA>) where A = [a1, . . . , an] ∈ Rd×n
and λmax(·) is the largest eigenvalue function. The largest
eigenvalue can be computed using a reduced SVD at a cost of
O(d2n) or by using a few iterations of the power method to
get an approximation. Unfortunately, for some problems this
cost may negate the advantage of using mini batches. In such
a case, we could replace L with the upper bound 1
n
∑n
i=1 Li.
But this may be a very conservative upper bound.
D. Accelerated Variants. An alternative strategy for improving
the dependence on κmax is Nesterov or Polyak acceleration (aka
momentum). It is well-known that Nesterov’s accelerated GD
improves the iteration complexity of the full-gradient method
from O(κ log(1/ε)) to O(√κ log(1/ε)) (Nesterov, 1983). Al-
though we might naively hope to see the same improvement
for VR methods, replacing the κmax dependence with
√
κmax,
we now know that the best complexity we can hope to achieve
is O((√nκmax + n) log(1/ε)) (Woodworth and Srebro, 2016;
Lan and Zhou, 2018), which was first achieved by an ac-
celerated SDCA method (Shalev-Shwartz and Zhang, 2014).
Nevertheless, this complexity still guarantees better worst-case
performance in ill-conditioned settings (where κmax  n).
A variety of VR methods have been proposed that incorpo-
rate an acceleration step in order to achieve this improved com-
plexity (see, e.g., Shalev-Shwartz and Zhang, 2014; Zhang and
Xiao, 2017; Allen-Zhu, 2017a). Moreover, the “catalyst” frame-
work of Lin et al. (2018) can be used to modify any method
achieving the complexity O((κmax +n) log(1/ε)) to an acceler-
ated method with a complexity of O((√nκmax + n) log(1/ε)).
E. Relaxing Smoothness. A variety of methods have been pro-
posed that relax the assumption that f is L-smooth. The
first of these was the SDCA method, which can still be ap-
plied to [2] even if the functions {fi} are non-smooth. This
is because the dual remains a smooth problem. A classic
example is the support vector machine (SVM) loss, where
fi(x) = max{0, 1− bia>i x}. This leads to a convergence rate
of the form O(1/ε) rather than O(log(1/ε)), so does not give
a worst-case advantage over classic SGD methods . However,
unlike classic SGD methods, we can optimally set the stepsize
when using SDCA. Indeed, prior to new wave of VR methods,
dual coordinate ascent methods have been among the most
popular approaches for solving SVM problems for many years.
For example, the widely-popular libSVM package (Chang and
Lin, 2011) uses a dual coordinate ascent method.
One of the first ways to handle non-smooth problems that
preserves the linear convergence rate was through the use of
proximal-gradient methods. These methods apply when f
has the form f(x) = 1
n
∑n
i=1 fi(x) + Ω(x). In this framework
it is assumed that f is L-smooth and that the regularizer
Ω is convex on its domain. But the function Ω may be non-
smooth and may enforce constraints on x. However, Ω must be
“simple” in the sense that it is possible to efficiently compute
its proximal operator applied to step of GD, that is
xk+1 = argmin
x∈Rd
1
2‖x− (xk − γ∇f(xk))‖
2 + γΩ(x), [32]
should be relatively inexpensive to compute. The above
method is known as the proximal-gradient algorithm (see, e.g.,
Combettes and Pesquet, 2011), and it achieves the iteration
complexity O(κ log(1/ε)) even though Ω (and consequently
f) is not L-smooth or even necessarily differentiable. A com-
mon example where [32] can be efficiently computed is the
L1-regularizer, where Ω(x) = λ‖x‖1 for some regularization
parameter λ > 0.
A variety of works have shown analogous results for proxi-
mal variants of VR methods. These works essentially replace
the iterate update by an update of the above form, with
∇f(xk) replaced by the relevant approximation gk. This
leads to iteration complexities of O((κmax + n) log(1/ε)) for
proximal variants of SAG/SAGA/SVRG if the functions fi are Li
smooth (Xiao and Zhang, 2014; Defazio et al., 2014).
Several authors have also explored combinations of VR meth-
ods with the alternating direction method of multipliers (ADMM)
approaches (Zhong and Kwok, 2014), which can achieve im-
proved rates in some cases where Ω does not admit an efficient
proximal operator. Several authors have also considered the
case where the individual fi may be non-smooth, replacing
them with a smooth approximation (see Allen-Zhu, 2017a).
This smoothing approach does not lead to linear convergence
rates, but leads to faster sublinear rates than are obtained with
SGD methods on non-smooth problems (even with smoothing).
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F. Relaxing Strong Convexity. While we have focused on the
case where f is strongly convex and each fi is convex, these
assumptions can be relaxed. For example, if f is convex but
not strongly convex then early works showed that VR methods
achieve a convergence rate of O(1/k) (Schmidt et al., 2017;
Mairal, 2015; Konecný and Richtárik, 2013; Mahdavi and Jin,
2013; Defazio et al., 2014). This is the same rate achieved by
GD under these assumptions, and is faster than the O(1/√k)
rate of SGD in this setting.
Alternatively, more recent works replace strong convexity
with weakened assumptions like the PL-inequality and KL-
inequality (Polyak, 1963), that include standard problems like
(unregularized) least squares but where it is still possible to
show linear convergence (Gong and Ye, 2014; Karimi et al.,
2016; Reddi et al., 2016b,a).
G. Non-convex Problems. Since 2014 a sequence of papers
have gradually relaxed the convexity assumptions on the func-
tions fi and f , and adapted the variance reduction methods to
achieve state-of-the-art complexity results for several different
non-convex settings. Here we summarize some of these results,
starting with the setting closest to the strongly convex setting
and gradually relaxing any such convexity assumptions. For a
more detailed discussion see Zhou and Gu (2019) and Fang
et al. (2018).
The first assumption we relax is the convexity of the
fi functions. The first work in this direction was for solv-
ing the PCA problem where the individual fi functions
are non-convex (Shamir, 2015; Garber and Hazan, 2015).
Both Garber and Hazan (2015) and Shalev-Shwartz (2016)
then showed how to use the catalyst framework (Lin et al.,
2018) to devise algorithms with an iteration complexity of
O(n+ n3/4√Lmax/√µ) log(1/ε) for Li–smooth non-convex fi
functions so long as their average f is µ–strongly convex. Re-
cently, this complexity was shown to match the lower bound
in this setting (Zhou and Gu, 2019). Allen-Zhu (2017b) took
a step further and relaxed the assumption that f is strongly
convex, and instead, allowed f to be simply convex or even
have “bounded non-convexity” (strong convexity but with a
negative parameter −µ). To tackle this setting, Allen-Zhu
(2017b) proposed an accelerated variant of SVRG that achieves
state-of-the-art complexity results which recently have been
shown to be optimal (Zhou and Gu, 2019). †††
Even more recently, the convexity assumptions on f have
been completely dropped. By only assuming that the fi’s are
smooth and f has a lower bound, Fang et al. (2018) present
an algorithm based on the continuous update [25] that finds
an approximate stationary point such that E
[
‖∇f(x)‖2
]
≤ ε
using O
(
n+
√
n/ε2
)
iterations. Concurrently to this, Zhou
et al. (2018) presented a more involved variant of SVRG that
uses multiple reference points and achieves the same iteration
complexity. Fang et al. (2018) also provided a lower bound
showing that the preceding complexity is optimal under these
assumptions.
An interesting source of non-convex functions are problems
where the objective is a composition of functions f(g(x)),
where g : Rd → Rm is a mapping. Even when both f and
g are convex, their composition may be non-convex. There
are several interesting applications where either g is itself an
†††Note that, when assuming that f has a bounded non-convexity, the complexity results are with
respect to finding a point xk ∈ Rd such thatE
[
‖∇f(xk)‖2
]
≤ ε.
average (or even expectation) of maps, or f is an average of
functions, or even both (Lian et al., 2017). In this setting, the
finite sum structures can also be exploited to develop variance
reduced methods, most of which are based on variants of
SVRG. In the setting where g is a finite sum, state-of-the-art
complexity results have been achieved using the continuous
update [25], see (Zhang and Xiao, 2020).
H. Second-Order Variants. Inspired by Newton’s method,
there are now second-order variants of the VR methods of
the form
xk+1 = xk − γkHkgk, [33]
where Hk ∈ Rd×d is an estimate of the inverse Hessian matrix
∇2f(xk)−1. The challenge in designing such methods is finding
an efficient way to update Hk that results in a sufficiently
accurate estimate and does not cost too much. This is a
difficult balance to achieve, for if Hk is a poor estimate it may
do more damage to the convergence of [33] than help. On the
other hand, expensive routines for updating Hk can make the
method inapplicable when the number of data points is large.
Though difficult, the rewards are potentially high. Second
order methods can be invariant (or at least insensitive) to
coordinate transformations and ill-conditioned problems. This
is in contrast to the first order methods that often require some
feature engineering, preconditioning and data preprocessing
to converge.
Most of the second order VR methods are based on the
BFGS quasi-Newton update (Broyden, 1967; Fletcher, 1970;
Goldfarb, 1970; Shanno, 1971).
The first stochastic BFGS method that makes use of subsam-
pling was the online L-BFGS method (Schraudolph and Simon,
2007) which uses subsampled gradients to approximate Hessian-
vector products. The regularized BFGS method (Mokhtari and
Ribeiro, 2014, 2015) also makes use of stochastic gradients,
and further modifies the BFGS update by adding a regularizer
to the Hk matrix.
The first method to use subsampled Hessian-vector prod-
ucts in the BFGS update, as opposed to using differences of
stochastic gradients, was the SQN method (Byrd et al., 2016).
Moritz et al. (2016) then proposed combining SQN with SVRG.
The resulting method performs very well in numerical tests
and was the first example of a 2nd order VR method with a
proven linear convergence, though with a significantly worse
complexity than the O(κmax +n) log(1/) rate of the VR meth-
ods. Moritz et al. (2016)’s method was later extended to a
block quasi-Newton variant and analysed with an improved
complexity by Gower et al. (2016). There are also specialized
variants for the non-convex setting (Wang et al., 2017). These
2nd order quasi-Newton variants of the VR methods are hard
to analyse and, as far as we are aware, there exists no quasi-
Newton variants of [33] that have an update cost independent
of n and is proven to have a better global complexity than the
O((κmax + n) log(1/ε)) of VR methods.
However, there do exist stochastic Newton type methods,
such as Stochastic Dual Newton Ascent (SDNA) (Qu et al., 2016)
that perform minibatch type Newton steps in the dual space,
with a cost that is independent of n and does have a better
convergence rate than SDCA. Furthermore, more recently Ko-
valev et al. (2019) preposed a minibatch Newton method with
a local linear convergence rate of the form O((n/b) log(1/ε))
that is independent of the condition number, where b is the
mini-batch size.
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Yet another line of stochastic second order methods is being
developed by combining variance reduction techniques with
the cubic regularized Newton method (Nesterov and Polyak,
2006) . These methods replace both the Hessian and gradient
by variance reduced estimates and then minimize at each iter-
ation an approximation of the second order Taylor expansion
with an additional cubic regularizer. What is particularly
promising about these methods is that they achieve state-of-
the-art sample complexity, in terms of accesses gradients and
Hessians of individual functions fi, for finding a second-order
stationary points for smooth non-convex problems Zhou et al.
(2019); Wang et al. (2018). This is currently a very active
direction of research.
5. Discussion and Limitations
In the previous section, we presented a variety of extensions
of the basic VR methods. We presented these as separate ex-
tensions, but many of them can be combined. For example,
we can have an algorithm that uses mini-batching and acceler-
ation while using a proximal-gradient framework to address
non-smooth problems. The literature has now filled out most
of these combinations.
Note that classic SGD methods apply to the general problem
of minimizing a function of the form f(x) = Ezf(x, z) for some
random variable z. In this work we have focused on the case
of the training error, where z can only take n values. However,
in machine learning we are ultimately interested in the test
error where z may come from a continuous distribution. If we
have an infinite source of examples, we can use them within
SGD to directly optimize the test loss function. Alternatively,
we can treat our n training examples as samples from the test
distribution, then doing 1 pass of SGD through the training
examples can be viewed as directly making progress on the
test error. Although it is not possible to improve on the test
error convergence rate by using VR methods, several works
show that VR methods can improve the constants in the test
error convergence rate compared to SGD (Frostig et al., 2015;
Harikandeh et al., 2015).
We have largely focused on the application of VR methods
to linear models, while mentioning several other important ma-
chine learning problems such as graphical models and principal
component analysis. One of the most important applications
in machine learning where VR methods have had little impact
is in training deep neural networks. Indeed, recent work shows
that VR may be ineffective at speeding up the training of deep
neural networks (Defazio and Bottou, 2019). On the other
hand, VR methods are now finding applications in a variety of
other machine learning applications including policy evalua-
tion for reinforcement learning (Wai et al., 2019; Papini et al.,
2018; Xu et al., 2019), expectation maximization (Chen et al.,
2018), simulations using Monte Carlo methods (Zou et al.,
2019), saddle-point problems (Palaniappan and Bach, 2016),
and generative adversarial networks (Chavdarova et al., 2019).
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A. Lemmas
Here we provide and prove several auxiliary lemmas.
Lemma A.1. Let fi(x) be convex and Lmax-smooth for i =
1, . . . , n. Let i be sampled uniformly on average from {1, . . . , n}.
It follows that for every x ∈ Rd we have that
Ek
[
‖∇fi(x)−∇fi(x?)‖2
]
≤ 2Lmax(f(x)− f(x?)). [34]
Proof. Since fi is convex we have that
fi(z) ≥ fi(x?) + 〈∇fi(x?), z − x?〉 , ∀z ∈ Rd, [35]
and since fi is smooth we have that
fi(z) ≤ fi(x)+ 〈∇fi(x), z − x〉+ Lmax2 ‖z − x‖
2, ∀z, x ∈ Rd,
[36]
see Section 2.1.1 in Nesterov (2014) for more equivalent ways
of re-writing convexity and smoothness. It follows for all
x, z ∈ Rd that
fi(x?)− fi(x) = fi(x?)− fi(z) + fi(z)− fi(x)
[35]+[36]
≤ 〈∇fi(x?), x? − z〉+ 〈∇fi(x), z − x〉
+Lmax2 ‖z − x‖
2.
To get the tightest upper bound on the right hand side, we
can minimize the right hand side in z, which gives
z = x− 1
Lmax
(∇fi(x)−∇fi(x?)). [37]
Substituting this in the above gives
fi(x?)− fi(x) =
〈
∇fi(x?), x? − x+ 1
Lmax
(∇fi(x)−∇fi(x?))
〉
− 1
Lmax
〈∇fi(x),∇fi(x)−∇fi(x?)〉
+ 12Lmax
‖∇fi(x)−∇fi(x?)‖2
= 〈∇fi(x?), x? − x〉
− 12Lmax ‖∇fi(x)−∇fi(x?)‖
2.
Taking expectation over i in the above and using that
Ei [fi(x)] = f(x) and E [∇fi(x?)] = 0, gives the result. 
Lemma A.2. Let X ∈ Rd be a random vector with finite
variance. It follows that
E
[
‖X −E [X]‖2
]
≤ E
[
‖X‖2
]
. [38]
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Proof.
E
[
‖X −E [X]‖2
]
= E
[
‖X‖2
]
− 2E [‖X‖]2 +E [‖X‖]2
= E
[
‖X‖2
]
−E [‖X‖]2 ≤ E
[
‖X‖2
]
.
[39]

B. Convergence Proof Illustrated via SGD?
For all VR methods, the first steps of proving convergence are
the same. First we expand
‖xk+1 − x?‖2 = ‖xk − x? − γgk‖2
= ‖xk − x?‖2 − 2γ 〈xk − x?, gk〉+ γ2‖gk‖2.
Now taking expectation conditioned on xk and using [6], we
arrive at
Ek
[
‖xk+1 − x?‖2
]
= ‖xk − x?‖2 + γ2Ek
[
‖gk‖2
]
− 2γ 〈xk − x?,∇f(xk)〉 .
Using either convexity or strong convexity, we can get rid
of the 〈xk − x?,∇f(xk)〉 term. In particular, since f(x) is
µ-strongly convex, we have
Ek
[
‖xk+1 − x?‖2
]
≤ (1− µγ)‖xk − x?‖2 + γ2Ek
[
‖gk‖2
]
− 2γ(f(xk)− f(x?)). [40]
To conclude the proof, we need a bound on the second moment
Ek
[
‖gk‖2
]
of gk. For the plain vanilla SGD, often it is simply
assumed that this variance term is bounded uniformly by an
unknown constant B > 0. But this assumption rarely holds
in practice, and even when it does, the resulting convergence
speed depends on this unknown constant B. In contrast, for a
VR method we can explicitly control the second moment of gk
since we can control the variance of gk and
Ek
[
‖gk −∇f(xk)‖2
]
= E
[
‖gk‖2
]
− ‖∇f(xk)‖2. [41]
To illustrate, we now prove the convergence of SGD?.
Theorem B.1 (?). Consider the iterates of SGD? [13].
If Assumptions 1.1 and 1.2 hold and γ ≤ 1
Lmax
, then
the iterates converge linearly with
E
[
‖xk+1 − x?‖2
]
≤ (1− γµ)E
[
‖xk − x?‖2
]
. [42]
Thus, the iteration complexity of SGD? is given by
k ≥ Lmax
µ
log
(1
ε
)
⇒ E
[
‖xk − x?‖2
]
‖x0 − x?‖2
< ε. [43]
Proof. Using Lemma A.1, we have
Ek
[
‖gk‖2
]
= Ek
[
‖∇fi(xk)−∇fi(x?)‖2
]
≤ 2Lmax(f(xk)− f(x?)). [44]
Using the above in [40] we have
Ek
[
‖xk+1 − x?‖2
]
≤ (1− µγ)‖xk − x?‖2
+ 2γ(γLmax − 1)(f(xk)− f(x?)). [45]
Now by choosing γ ≤ 1
Lmax
we have that γLmax−1 < 0 and
consequently 2γ(γLmax − 1)(f(xk)− f(x?)) is negative since
f(xk) − f(x?) ≥ 0. So it now follows by taking expectation
in [45] that
E
[
‖xk+1 − x?‖2
]
≤ (1− µγ)E
[
‖xk − x?‖2
]
.

This proof also shows that the shifted SGD method is a
variance-reduced method. Indeed, since
E
[
‖gk −∇f(xk)‖2
]
= E
[
‖∇fi(xk)−∇fi(x?)−∇f(xk)‖2
]
≤ E
[
‖∇fi(xk)−∇fi(x?)‖2
]
≤ 2Lmax(f(xk)− f(x?)),
where in the first inequality we used Lemma A.2 with X =
∇fi(xk)−∇fi(x?).
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