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The He() photoelectron spectrum of furfural has been investigated, with its vibrational structure
assigned for the first time. The ground and excited ionized states are assigned through ab initio
calculations performed at the outer-valence Green’s function level. Triple differential cross sections
(TDCSs) for electron-impact ionization of the unresolved combination of the 4a′′+ 21a′ highest
and next-highest occupied molecular orbitals have also been obtained. Experimental TDCSs are
recorded in a combination of asymmetric coplanar and doubly symmetric coplanar kinematics.
The experimental TDCSs are compared to theoretical calculations, obtained within a molecular
3-body distorted wave framework that employed either an orientation average or proper TDCS
average. The proper average calculations suggest that they may resolve some of the discrepancies
regarding the angular distributions of the TDCS, when compared to calculations employing the orbital
average. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4935444]
I. INTRODUCTION
Furfural or 2-furaldehyde (C5H4O2) is an important chem-
ical in the petroleum, plastics, agro-chemical, and pharmaceu-
tical industries.1 It has also been identified as a key platform
chemical2,3 in the commercial realisation of bio-refineries.4 At
this stage, no direct synthetic methods for furfural production
exist, and it is solely produced on the industrial scale through
the thermochemical treatment of biomass.1 Hybrid interdisci-
plinary strategies are currently being investigated to optimize
and control the chemical conversion of biomass into desirable
chemicals. These include utilizing atmospheric plasma pre-
treatments,5,6 or electron-beam irradiation7,8 to overcome the
natural recalcitrance of biomass. A knowledge of electron-
and photon-driven processes with key bio-refinery compounds
will also play an important role in understanding the chemical
kinetics associated with non-thermal plasma-assisted combus-
tion of complex biofuel-air mixtures, where conventional high-
temperature combustion models may not be applicable.9 A
detailed understanding of the quantum chemical structure of
the biomass sub-unit furfural, and its reaction dynamics, is
therefore an important part of developing innovative tech-
a)Authors to whom correspondence should be addressed. Electronic
addresses: plimaovieira@fct.unl.pt; madison@mst.edu; and michael.
brunger@flinders.edu.au
niques that can improve the energy and conversion efficiency
for the processing and for the realisation of next-generation
biofuels.
To partially address these requirements, an investigation
into the photon- and electron-impact ionization of furfural is
reported in this manuscript. Furfural is a planar molecule that
can exist in either a trans- or cis-conformation (see Fig. 1).
The preferred furfural structure and its rotational barrier have
been the subject of many investigations (see Refs. 10 and 11
and references therein), so that it is now well established that
in the gas phase the trans conformer is preferred, and that
the relative conformation populations are trans (79.5%) and
cis (20.5%). For the ionization dynamics of furfural, to the
best of our knowledge there has only been one low-resolution
photoelectron study undertaken.12 A high-resolution photo-
ionization study has therefore been carried out here, in order
to characterise the vibrational structure of its low-lying ionic
states. This study complements allied investigations into the
electron- and photon-impact discrete excitation of furfural.13
The dynamics of photon- and electron-impact ionization
of complex polyatomic species also furthers understanding
about the influence of target structure in the dynamics of the
ionization process. In this respect, the triple-differential cross
sections (TDCSs) for the electron-impact ionization reaction
have been measured,
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FIG. 1. Schematic representation of furfural in its cis- and trans-
conformations.
e−0 (E0,k0) + M → M+ (ϵ,q) + e−1 (E1,k1) + e−2 (E2,k2) . (1)
Here, an incident electron with energy E0 and momentum
k0, e−0 (E0,k0), ionizes the furfural target M (assumed to be
at rest) with an ionization energy ϵ , to produce a furfural ion
M+ recoiling with a momentum q to conserve momentum.
The energies (Ei ′s) and momenta (ki ′s) of both outgoing
electrons (i = 1 or 2) are then determined so as to observe
a kinematically complete reaction. This study of furfural is
performed here with a combination of asymmetric coplanar
and doubly symmetric coplanar scattering geometries, as
depicted in Fig. 2.
This combination of experiments, performed over a range
of scattering kinematics, provides a strong test of theoretical
calculations aimed at describing the electron-impact ionization
process. Here, we have performed calculations at the
molecular three body distorted wave (M3DW) level, that
either employ an orbital average or a proper TDCS average
to account for the random orientation of the molecules in the
experimental studies.14 In this way, the validity and limitation
of approximations made in calculating electron scattering
cross sections across a range of scattering regimes can be
assessed. This also builds on earlier studies evaluating the role
of molecular structure in electron-impact ionization scattering
dynamics from key organic compounds.15–20
The outline of this manuscript is as follows. In Section II,
details of the experimental configurations are presented,
while in Section III, the scattering and quantum chemistry
calculations are outlined. The experimental and theoretical
results are then presented and discussed in Section IV. Finally,
conclusions from this work are drawn in Section V.
II. EXPERIMENTAL DETAILS
A. Furfural sample
In all of the experiments described here, vapour from a
liquid furfural sample (Sigma Aldrich; 99% assay) was used.
FIG. 2. Schematic diagrams of the
present electron impact ionization scat-
tering geometries. (a) The asymmet-
ric coplanar geometry. (b) The dou-
bly symmetric geometry, which be-
comes coplanar (ψ= 0◦) when all three
electrons are confined to the detection
plane. The analyser angles (ξ1 and ξ2)
are measured with respect to the pro-
jection of the incident electron beam k0
onto this plane as shown. See text for
further details.
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The samples were employed without further purification,
except that they were subjected to repeated freeze pump-thaw
cycles to remove dissolved gases.
B. Photoelectron experimental details
He() (21.22 eV) photoelectron spectra of furfural were
recorded at the Université de Liège, Belgium. The apparatus
that was employed has been described in detail previously.21
Briefly, the spectrometer consists of a 180◦ cylindrical
electrostatic analyser with a mean radius of 5 cm. The
analyser is used in constant energy pass mode. The incident
photons are produced by a DC discharge in a two stage
differentially pumped lamp. The energy scale was calibrated
using the well-known xenon lines (2P3/2 = 12.130 eV and
2P1/2 = 13.435 eV).22,23 The resolution of the present spectrum
is 30 meV as determined from the full width half maximum
(FWHM) of the Xe peaks in the presence of furfural. The
intensities in the spectrum were corrected for the transmission
of the analysing system. The accuracy of the energy scale is
estimated to be ±2 meV.
C. Asymmetric coplanar kinematics experimental
configuration at Flinders
TDCS for the electron impact ionization of the unresolved
combination of the highest occupied and next-highest
occupied molecular orbitals of furfural (HOMO+NHOMO;
4a′′+ 21a′) has been measured on an apparatus housed
at Flinders University. This apparatus has been described
previously,24 so only those details relating to the present
measurements are repeated here. These measurements were
performed in an asymmetric coplanar geometry, as depicted
in Fig. 2(a). Here, an incident electron beam, with energy
E0 = 250 eV, was crossed with a beam of furfural vapour.
A coincidence technique25 was employed to measure the
angular distributions of the slow ejected electron, with energy
E2 = 20 eV, while detecting the fast scattered electron at fixed
scattering angles of either θ1 = −5◦, −10◦, or −15◦. Note
that the scattered electron energy was selected to conserve
energy in the ionization of the unresolved HOMO+NHOMO
(IP ∼9.2 eV). Here, the coincidence energy resolution was
typically∼1.1 eV (FWHM). The angular distributions for fixed
scattering angles were then inter-normalised, by measuring the
angular distribution of the scattered electron when the ejected
electron angle is fixed at θ2 = 90◦. In this way, theoretical
TDCSs can be compared to the measured experimental
data through a single normalisation factor applied to all
experimental data. This normalisation factor was determined
using a least squares technique applied to the experimental
data in the binary region of the θ1 = −10◦ angular distribution.
In the asymmetric coplanar geometry, the detection
energy and angle of the fast scattered electron define the
momentum transferred to the target (K = k0 − k1) during the
ionization process. When the slow electron leaves the collision
in the direction close to that of the momentum transfer, this is
considered as a binary interaction with the target. Conversely,
when the slow electron is ejected in directions close to being
anti-parallel to the momentum transfer direction, the residual
ion must recoil with substantial momentum. These angular
regions of the TDCS are then described either as the binary
or recoil regions, depending on if they lie close to parallel or
anti-parallel to the momentum transfer direction, respectively.
D. Doubly symmetric coplanar kinematics
experimental configuration at Manchester
The experimental data collected at the University of
Manchester utilised a computer controlled and computer
optimised (e,2e) spectrometer. This spectrometer has been
described elsewhere,26 however, the relevant details are briefly
given here for completeness. The incident electron beam is
produced by a two-stage electron gun. The outgoing electron
analyzers are mounted on individual turntables that enable
them to rotate independently around the detection plane.
For this study, the spectrometer was operated in a coplanar
geometry [see Fig. 2(b)], where the momentum of the incident
electron k0 lies in the detection plane defined by the two
outgoing electrons k1 and k2. Doubly symmetric kinematics
were adopted with E1 = E2 = E and ξ1 = ξ2 = ξ. In this case,
E = 20 eV and ξ were scanned over the range from 35◦ to
120◦. To ensure the spectrometer remained optimised over
the time of data collection, the electrostatic lenses in the
apparatus were adjusted under computer control at each
angle of ξ, to maximise the electron count rate in each
analyser. This corrected for any variation in the signal as the
analysers swept back and forth around the detection plane. The
typical coincidence energy resolution for this apparatus was
determined to be ∼1.4 eV (FWHM) from the measurement of
the binding energy spectrum of helium.
As furfural is a liquid at room temperature, it was
necessary at both Flinders and Manchester to heat the sample
and the gas handling lines to obtain sufficient target density
for the measurements. In addition to this, the vacuum chamber
at Manchester was also heated to ∼40 ◦C. High purity furfural
was admitted at Manchester into the interaction region via a
gas jet. The flow of furfural was regulated by a needle valve
so that the vacuum in the chamber was raised from a base
pressure of ∼1 × 10−7 Torr to a stable working pressure of
∼7 × 10−6 Torr. As a large background was observed in the
coincidence timing spectrum, it was necessary to use a low
incident electron beam current of ∼150 nA to improve the
coincidence signal to background ratio.
The incident electron energy of the spectrometer was
calibrated by measuring the coincidence binding energy
spectrum of the outer valence orbitals of furfural. The
incident electron energy was then set to match the energy
of the structure corresponding to the unresolved HOMO and
NHOMO states within the binding energy spectrum.
The data presented here for a coplanar geometry have been
normalised to unity at ξ = 45◦, since absolute measurements
of the TDCS were not obtained. The theoretical calculations,
obtained within different frameworks, are also normalised to
unity in the region of ξ = 45◦ to enable a comparison with
the data. The uncertainty in the measurements at each angle
ξ was generated from the standard error, determined from
averaging the data at a given angle for all sweeps of the
detection plane. Six sweeps were used to produce the TDCS,
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with data being accumulated at each angle for 2000 s each
sweep. The angular uncertainties in the measurements were
estimated to be approximately ±3◦.
III. COMPUTATIONAL METHODS
To assist in the assignment of the present spectra, quantum
chemical calculations have been performed at the outer
valence Green’s function (OVGF)27 level using an augmented
correlation consistent valence double zeta basis set (aug-cc-
pVDZ).28,29 The ionized orbital characters were also studied
using a density functional theory framework employing the
B3LYP functional30 with the same aug-cc-pVDZ basis. Here,
we calculated spherically averaged orbital momentum profiles
for the ionized orbitals that were studied experimentally. Those
momentum profiles were obtained using the HEMS program
outlined in Cook and Brion.31 Note that those quantum
chemical calculations were performed within the Gaussian
09 package.32
To investigate the dynamics of the electron impact ioniza-
tion process, triple differential cross sections were calculated
at the M3DW level. These calculations were performed for
both the asymmetric coplanar and doubly symmetric coplanar
scattering geometries. The triple differential cross section for









(|Tdir|2 + |Texc|2 + |Tdir − Texc|2) , (2)





χ−1 (k1,r1) χ−2 (k2,r2)Cscat−ejec (r12)
× |V −U0| φOADY (r2) χ+0 (k0,r1)

. (3)
The exchange scattering amplitude, Texc, is calculated in the
same way as the direct scattering amplitude, except that
the outgoing electrons in the final state are interchanged. In
calculating scattering amplitudes, the initial state is the product
of the incident distorted wave χ+0 (k0,r1), and the orientation
averaged Dyson orbital φOADY (r2). The final state is described as
the product of distorted waves for the two outgoing electrons,
χ−1 (k1,r1) and χ−2 (k2,r2), and a Coulomb distortion factor
Cscat−ejec (r12). Here, r12 is the distance between the two out-
going electrons. If we neglect the Coulomb distortion factor
in the final state, the M3DW reduces to the distorted-wave
Born approximation (DWBA).
To calculate a TDCS employing a proper average, the
fixed-in-space Dyson orbital replaces the orientation averaged
Dyson orbital in the description of the initial state. The
proper-averaged TDCS can then be obtained from the TDCS
for fixed-in-space molecules by numerically performing a
subsequent spherical averaging procedure.14
For furfural, the orientation-averaged or fixed-in-
space Dyson orbitals are obtained using a frozen-orbital
approximation. The Dyson orbital is then described by the
ionized Kohn-Sham orbital (either 4a′′ or 21a′) calculated
within a density functional theory framework employing the
FIG. 3. The present He() photoelectron spectrum of furfural as measured in
the 8.8–12.0 eV binding energy region.
standard hybrid B3LYP functional30 with a TZ2P (triple-zeta
with two polarization functions) Slater type basis set within
the ADF 2007 (Amsterdam Density Functional) program.33
More details about the M3DW method can be found in the
work of Madison and Al-Hagan.34
In order to compare the calculated TDCS to the data, the
TDCS were calculated for the HOMO and NHOMO of furfural
in both the cis and trans conformers. A relative conformer
population weighting 0.205 × (cis) and 0.795 × (trans) was
then applied, which is in line with the known relative popu-
lations of the two conformers in the gas phase under the
experimental conditions.10,11 Owing to the high computational
cost of performing the proper average calculations, these
calculations were only performed for the NHOMO of the
trans geometry which displayed a larger cross section at the
M3DW level. As the proper average calculations are only
performed for the NHOMO, we apply a normalisation factor
to rescale this calculation so it can be compared with the
experimental data and M3DW calculation. That normalisation
factor was determined using a least squares fitting procedure
FIG. 4. A representative binding energy spectrum of furfural obtained in
asymmetric coplanar kinematics with E0= 250 eV, E2= 20 eV, and the
scattered and ejected electrons being detected at θ1=−10◦ and θ2= 75◦,
respectively.
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applied to the normalised experimental data of the binary
region of the θ1 = −10◦ angular distribution.
IV. RESULTS AND DISCUSSION
A. Photon and electron impact ionization
and state assignments
In Figures 3 and 4, we present our high resolution
photoelectron spectrum and the (e,2e) binding energy
spectrum obtained in the asymmetric coplanar geometry. In
Table I, we further present a summary of the electronic
state assignments, and where possible the assignments of
the vibrational substructure for the ionic states of furfural.
Those assignments are additionally compared to results from
the calculations, and those made using the photoelectron
spectrum previously reported by Klapstein and co-workers.12
The high resolution photoelectron spectra display three
distinct bands, peaking at 9.223 ± 0.002 eV (4a′′, π),
9.956 ± 0.002 (21a′, nO), and 10.678 ± 0.002 (3a′′, π) eV.
These values are largely consistent with the early photoelec-
tron spectroscopic investigation.12 The ionization processes of
these three features either relate to the removal of electrons
from the π-bonding structure of the 5-member ring, or to
the oxygen lone-pair (nO) in the carbonyl group. We do,
FIG. 5. Experimental and theoretical triple differential cross sections for
electron impact ionization of the unresolved HOMO+NHOMO (4a′′+ 21a′)
of furfural in the double symmetric coplanar geometry. Here, the electrons
were detected with E1= E2= 20 eV. See also legend in figure.
however, note that in the 21a′ orbital, the in-plane oxygen lone
electron pair (nO) does couple to the carbon frame through a
σ–like interaction. The calculated values, shown in Table I,
further suggest that both the cis and trans conformers all have
TABLE I. Experimental and theoretical ionization potentials (eV) of furfural. Also presented are the ionic


















9.2 9.223a . . . . . . ν00 9.22 (4a′′)−1 9.25 0.90 9.18 0.90
9.346 0.123 . . . 1ν′10 9.32
9.382 . . . 0.159 1ν′9b 9.39
9.52(7)c . . . 0.181 1ν′10+1ν′9b 9.57
9.9 9.765 0.048 . . . ν18 . . . (21a′)−1 10.46 0.88 10.49 0.88
9.813a . . . . . . ν00 9.80a
9.956d . . . 0.143 1ν′9 9.94d
10.07(4)c . . . 0.118 2ν′9 10.08
10.24(8)c . . . 0.174 3ν′9 10.22
10.8 10.678 . . . . . . ν00 10.67 (3a′′)−1 10.78 0.89 10.74 0.89
10.765 0.087 . . . 1ν′16/1ν′17 10.76
10.860 0.095 . . . 2ν′16/2ν′17 10.86
10.92(9)c 0.069 . . . 3ν′16/3ν′17 10.96
11.02(6)c 0.097 . . . 4ν′16/4ν′17 . . .
13.5 13.5 (2a′′)−1 13.76 0.83 13.79 0.83
(20a′)−1 13.81 0.90 13.85 0.90
14.3 (19a′)−1 14.57 0.90 14.52 0.90
15.0 14.8 (18a′)−1 14.72 0.89 14.68 0.89
15.7 15.97 (17a′)−1 15.74 0.87 15.30 0.88
(1a′′)−1 15.77 0.76e 15.76 0.75e
(16a′)−1 15.89 0.86 16.42 0.87
17.2 17.2 (15a′)−1 17.97 0.85 17.91 0.86
aAdiabatic value.
bSee text for more detail.
cShoulder structure (the last decimal of the energy value is given in brackets for these less-resolved features).
dVertical value.
eHere the one-particle picture of ionization is breaking down.
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very similar ionization energies. The measured low-lying
vertical ionization energies of furfural in both conformations
agree reasonably well, to within ±0.5 eV, with the OVGF
theoretical predictions. Here, the OVGF theory is consistent
with results from the density functional theory calculations
at the B3LYP/aug-cc-pVDZ level, in that the ordering of the
HOMO and NHOMO is 4a′′ and 21a′, respectively.
The high-resolution photoelectron spectra also show
substantially more detail for each of the initial three ionic
bands than had been previously observed. The structures
within each of these features are reminiscent of those observed
in previous studies on furan,35 its methyl derivative,36 and
2-vinyl furan.37 The first adiabatic energy of furfural is
9.223 ± 0.002 eV (Figure 3 and Table I), followed by a
vibrational peak centred at 9.382 eV, which is 0.159 eV
from the 0–0 transition. This peak is quite broad and
asymmetric, and on the low energy side, a structure may be
tentatively positioned at 0.123 eV from the origin. The weak
broad band at higher energy [9.52(7) eV] may be mainly
assigned to combination and overtone bands of these two
vibrations. However, the relatively poorer apparent resolution
here compared with the corresponding band in furan35 and
the other furan derivatives36,37 suggests that many vibrations
may be actively adding to the linewidth. This assignment of
vibrational states is further complicated by the observation
of Fermi resonances in the infrared vibrational excitation
spectra.38 We therefore tentatively propose the following
possible vibrational mode assignments (with ground state
vibration energies for trans- and cis-conformers, respectively):
to the main 0.159 eV peak, ν9 (0.169 eV) with other possible
contributing vibrational modes ν6 (0.195 and 0.194 eV), ν7
(0.182 and 0.183 eV) and ν8 (0.173 eV), and to the 0.123 eV
feature, ν10 (0.155 and 0.158 eV). All these vibrations are
totally symmetric (a′)38 and involve displacement of the
heavier atoms (C and O).39 For the next ionic band, A˜ 2A′, the
peak at 9.813 ± 0.002 eV is assigned to the 0–0 transition.
The peak at 9.956 eV is therefore 0.143 eV from this origin.
A possible contributing vibrational mode in this case is (with
ground state vibration energies for trans- and cis-conformers,
respectively) ν9 (0.169 eV). A weak shoulder appears on the
low energy side of the 0–0 transition, around 0.048 eV, and
may be due to a hot-band involving mode ν18 (0.062 eV). As
FIG. 6. Experimental and theoretical triple differen-
tial cross sections for electron impact ionization of the
HOMO+NHOMO (4a′′+ 21a′) of furfural in the asym-
metric kinematics with E0= 250 eV, E2= 20 eV, and
with the scattered electron being detected at (a) θ1=−5◦,
(b) θ1=−10◦, and (c) θ1=−15◦. See text and legend in
the figure for further details. Note that a.u. here repre-
sents atomic units.
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far as the third ionic band is concerned, we assign the structure
to either excitation of mode ν16 (0.109 eV) or ν17 (0.094 eV).
As a consequence, we have labelled its features in Figure 3
and Table I as ν16/ν17.
B. Electron impact ionization dynamics
In Fig. 5, TDCS for the electron impact ionization of
the unresolved HOMO+NHOMO (4a′′+ 21a′) are presented,
measured in the doubly symmetric coplanar geometry with
a detected electron energy of 20 eV. The measured TDCSs
are compared to theoretical calculations performed at the
DWBA and the M3DW level. In order to facilitate a qualitative
comparison between the experiment and different calculations,
both the theoretical and experimental results have been
normalised to unity at ξ1 = ξ2 = ξ = 45◦ as noted above.
In this comparison, it is observed that the DWBA calculation
adequately reproduces the shape of the data in the 35◦-65◦
range. However, the DWBA calculation gives unphysical
behaviour in the limit of ξ = 0◦, where the TDCS must be
zero owing to the repulsive Coulombic interaction between the
outgoing electrons. The M3DW calculation correctly accounts
for this asymptotic behaviour; however, it fails to predict the
correct shape of the experimental TDCS. Note that the TDCS
data increase in intensity as the angle of detection increases
from 100◦ to 120◦. Interestingly, however, both the DWBA
and M3DW calculations predict decreasing intensity as this
angle increases.
TDCSs have also been measured in an asymmetric
coplanar geometry, with the results presented in Fig. 6. Here,
angular distributions of the ejected electrons (E2 = 20 eV)
were measured while the scattered electrons were detected at
fixed angles of (a) θ1 = −5◦, (b) θ1 = −10◦, and (c) θ1 = −15◦.
The TDCSs are compared with corresponding results from
M3DW calculations (for the HOMO+NHOMO) that either
employ an orientation average molecular orbital (OAMO) or
include a proper average to account for the random orientation
of the target in the experiment. Here, we again note that as the
experimental angular distributions for each scattered electron
angle have been inter-normalised, only a single normalisation
factor is employed between the M3DW calculation and the
experimental data. We reiterate that this factor was determined
using a least squares technique in the binary region of the
θ1 = −10◦ angular distribution.
In contrast to the doubly symmetric coplanar geometry,
the M3DW calculations using an OAMO approach (dashed red
FIG. 7. Theoretical M3DW orientation averaged molec-
ular orbital (OAMO) triple differential cross sections for
electron impact ionization of the HOMO and NHOMO
of each furfural conformer. Results are for asymmetric
coplanar kinematics with E0= 250 eV, E2= 20 eV, and
with the scattered electrons being detected at (a) θ1
=−5◦, (b) θ1=−10◦, and (c) θ1=−15◦. Note that a.u.
here represents atomic units. See also legend in figure.
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FIG. 8. (a) Theoretical spherically av-
eraged momentum profiles and (b)
molecular orbital representations of the
HOMO and NHOMO of furfural in
both the cis and trans conformers. See
also legend in the figure.
line) qualitatively reproduce the shape and relative magnitude
of the TDCS for the scattering angles of θ1 = −5◦ and −10◦
(see Fig. 6). However, the M3DW (OAMO) calculations fail
to reproduce the experimental behaviour observed when the
scattered electron angle is changed to θ1 = −15◦. Specifically,
the M3DW (OAMO) predicts that the TDCS has a maximum
intensity in the direction of the momentum transfer, while
experimentally a minimum is observed. The M3DW (OAMO)
calculation also predicts a greater recoil intensity than that
observed experimentally at θ1 = −5◦ and −15◦.
To try to understand these deficiencies in the M3DW
(OAMO) model, calculations employing a proper TDCS
average were also performed. These calculations are
computationally demanding, so they were restricted to
electron-impact ionization of the NHOMO. This restriction,
being different from that which is measured in the experiments,
led us to normalise those proper average calculations to the
experimental data. It is hoped that these computationally
demanding calculations for the NHOMO will still provide
some insights into the merits of the proper TDCS averaging
procedure in general. These results are represented by the
solid green lines in Fig. 6.
The proper average result has more success in resolving
the observed discrepancies in the angular distribution of the
binary region for a scattered electron angle of θ1 = −15◦.
Further, the proper average result displays relative binary
and recoil peak intensities that are somewhat consistent with
those observed experimentally. This suggests that the proper
average might resolve the deficiencies within the OAMO
approach. However, the significant computational cost, thus
only allowing for the calculation of the proper average
TDCS for the NHOMO, while experimentally the HOMO
and NHOMO are investigated, does limit our ability to fully
assess the merits of this theoretical approach.
It is therefore important to try to understand the sources
of the discrepancies observed between experiment and theory
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at the M3DW (OAMO) level, particularly given this high
computational cost of carrying out the proper average
calculations. To assist in this, TDCS obtained at the M3DW
level (with an orbital average) for the HOMO and NHOMO of
both conformers are presented in Fig. 7. Additionally, in Fig. 8
we present orbital momentum profiles and schematic diagrams
of the ionized orbitals. In Fig. 7, it is seen that the TDCS
calculated for the NHOMO is substantially larger in magnitude
than that for the HOMO, for almost the entire angular
distribution of each scattered electron angle considered. When
the spherically averaged momentum profiles for the HOMO
and NHOMO are considered in Fig. 8, it is only in the smallest
(.0.3 a.u.) or largest (&1.3 a.u.) momentum regions that the
NHOMO displays larger intensity than that for the HOMO.
Note that in high-impact energy electron impact ionization
kinematics where the collision can be described impulsively,
the TDCS is proportional to the modulus squared of the
spherically averaged orbital momentum profile (i.e., so called
electron momentum spectroscopy25,40). While the present
asymmetric coplanar kinematical conditions substantially
differ from those required to probe the orbital structure, we
have previously observed that the underlying orbital character
still persists in the angular distribution of the dynamical
TDCS under similar conditions.16–20 Here, we note that the
influence of an orbital’s character to TDCS behaviour was
first discussed in Xu et al.41 In this study, the range of
recoil momenta magnitudes covered in these asymmetrical
kinematics are 0.77-1.66 a.u., 0.44-1.98 a.u., and 0.10-2.33 a.u
for θ1 = −5◦, −10◦, and −15◦, respectively. For this reason,
it appears that the calculations for the TDCS of the M3DW
(OAMO) HOMO may be substantially underestimated. Note
also that the M3DW failed to describe the observed angular
distribution for the HOMO+NHOMO of phenol.19 In the case
of phenol, both the HOMO and NHOMO are dominated
by orbital contributions that form an out-of-plane π-bonding
network. This is similar to the HOMO of furfural, which can
also be described as an out-of-plane π-bonding orbital. We
therefore suspect that the inverse symmetry, or a substantial
delocalisation of these orbital contributions away from the
nucleons, is the cause of the reduction in the TDCS intensity
of the HOMO within the orbital average M3DW framework.
This therefore represents a limitation in the application of that
theoretical approach.
V. CONCLUSIONS
In this manuscript, an in-depth study into the photon
and electron impact ionization to low-lying ionic states of
furfural has been presented. Measurement of high resolution
He() photoelectron spectra has provided the first vibrational
spectral assignments of the ionic states. The dynamics of
the electron-impact ionization process have been evaluated
in asymmetric coplanar and doubly symmetric coplanar
geometries. These results have been compared to those
from sophisticated molecular three-body distorted wave
calculations that employ either an orbital or proper average
to account for the random orientation of the target. It
was observed that in asymmetric kinematics, the orientation
average failed to accurately reproduce the angular dependence
of the measurements over the complete set of kinematical
conditions studied experimentally. The inter-normalisation of
the experimental TDCS measurements for different scattered
angles also revealed discrepancies with the absolute scale of
the M3DW calculations within the orbital average formulation.
TDCSs calculated using a proper average appear to resolve
some of these problems, however, their high computational
cost makes them prohibitive for calculating all possible
contributing states (the results presented here took over one
year to calculate using all of the available computing resources
at our disposal). It therefore remains desirable to understand
the limitations within the orientation average M3DW model.
Clearly, strategies for reducing the computational demands of
the proper average calculations are desirable so that the merits
of this approach can be definitively assessed.
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