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ABSTRACT
Plasmon coupling is known to cause distance dependent red-shifts of the char-
acteristic plasmon resonance and localize strong electric fields to the gap between
individual nanoparticles. These effects form the basis of nanoscale plasmonic sensors
designed by creating specific structures of coupled nanoparticles. The simplest of
these structures, a nanoparticle dimer, can easily be assembled through molecular
self-assembly, resulting in a structure called a plasmon ruler. These plasmon rulers
are crucial tools for the measurement of nanoscale distances, but the impact of the
molecular linker on the plasmonic response of the coupled system remains insuffi-
ciently understood. In this dissertation, plasmons rulers composed of 40 nm gold
nanoparticles are utilized to systematically investigate the potential effects of one
molecular linker, DNA, on the strength of the plasmon coupling at a variety of inter-
particle separations. The strength of the plasmon coupling is determined based on the
shifting of the plasmon resonance, which, at separations below 2.7 nm, is significantly
blue-shifted when compared to expected values from electromagnetic simulations and
experiments without DNA linkers. This deviation indicates a reduced charge accu-
mulation on the nanoparticles in the gap region and is ascribed to DNA-mediated
charge transfer.
vi
Enhancements to the charge transfer capabilities of the DNA were also inves-
tigated, through the deposition of interstitial palladium nanocrystals on the DNA
linkers. The deposition of these nanocrystals results in a variety of structural changes
to the plasmon rulers, associated with blue- and red-shifts of the plasmon resonance
relative to electromagnetic simulations without gap material and experimental spec-
tra of structures without molecular or metallic linkers. The relative blue-shift of the
resonance results from a variety of scenarios, including short interparticle separations
bridged by DNA or palladium nanocrystals, the build-up of palladium nanocrystals
within the gap, or the incorporation of discrete palladium nanoparticles in the DNA
linkers. The underlying mechanisms of the observed spectral shifts are analyzed. The
red-shifted resonances resulted from a significant build-up of palladium nanocrystals
in the gap, effectively linking the gold nanoparticles and forming a hybrid nanorod-like
structure.
vii
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Chapter 1 INTRODUCTION
Nanoparticles have been studied and admired since ancient times due to the intriguing
optical properties that are present in nanoscale materials.1 The most well-known use
of nanoparticles (NPs) in ancient times is undoubtedly in stained glass windows or
the classic Lycurgus cup, whose unique color changing properties result from the
incorporation of gold (Au) and silver (Ag) NPs in the glass of the cup.2 In more
recent times, NPs are studied for the vastly different electrical and optical properties
they exhibit as compared to the bulk. Possibilities for applications in sensing,3–7 drug
delivery,8–10 electrical components,11–13 and catalysis,14 among others, have driven
the rapid expansion of available nanoscale techniques and the use of nanoparticles in
every scientific discipline.
Early work in nanoparticles and nanostructures indicated a disparity between the
properties of the nanoscale and bulk materials.15–17 These disparities result when the
size of the NP is close to or smaller than the potential screening skin-depth of the
metal in response to impinging electromagnetic (EM) waves. When the NP size is
smaller than the skin-depth, an EM wave can excite all the conduction electrons in
the NP, which results in dramatic differences in the optical response of the material.
While bulk materials will always interact with the EM waves in the same manner;
nanoscale materials exhibit changes in the optical properties dependent on a variety of
factors, including size,18 shape,18–20 surrounding medium,21 and even the excitation
source. This property, which enabled the historic use of nanoparticles in artistic forms
as mentioned above, also enables a wide variety of sensing and imaging techniques in
the modern world.
Particular interest for sensor development, as well as increasing attention for electron-
ics and computing, focuses around the field of plasmonics. Plasmonics, the study of
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the interaction of the EM field and the free electrons in nanoscale materials, includes
a strong focus on the surface plasmon resonance (SPR).22,23 This phenomenon, oc-
curring at the interface of the nanoscale material and surrounding dielectric medium,
results in the enhancement of the local electric field and the scattering of the inci-
dent light at an energy determined by the dielectric properties of both the nanoscale
material and the medium. Although surface plasmons have been detected in metallic
and semiconducting materials,24–28 the focus remains on metallic structures, due to
the energy and quality of the SPRs associated with metals resulting from the high
carrier density in metals compared to semiconductors. Noble metals, which typically
have resonances in the visible range of the EM spectrum, are of particular interest in
the sensor community due to this property, which is explained further in chapter 1.1.
When the SPR is confined to a nanoparticle, the resulting resonance is called a local-
ized surface plasmon resonance (LSPR).4 Use of the LSPR in optical detection tech-
niques leads to a broad range of potential applications, due to the variability in struc-
ture and potential for colloidal synthesis and application. Additionally, LSPRs exhibit
the interesting property of plasmon coupling when multiple plasmonic nanoparticles
are in close proximity.29–32 Typically occurring at distances below that of the NP
radius, plasmon coupling results in the dramatic enhancement and confinement of
the electric field (E-field) resulting from the electron oscillation as well as an easily
detectable shift in the scattering spectrum.
Coupled plasmonic structures can be synthesized in a variety of ways, which are bro-
ken down into two main categories: top-down construction and bottom-up assembly.
Top-down approaches, typically lithographic techniques, are capable of producing a
large variety of shapes as well as complicated assembled structures, but face difficul-
ties with achieving closely coupled structures and are typically isolated to on-chip
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synthesis.6,33,34 Bottom-up assembly, also called self-assembly, eliminates difficulties
with achieving the closely coupled structures and is typically achieved through col-
loidal synthetic methods, but it is difficult to achieve consistent structure and shape
formation.35,36 Additionally, self-assembly methods customarily feature the use of
a molecular linker, which can introduce further complexity to the coupled system.
The variety of molecularly assembled plasmonic structures will be explored further in
chapter 1.4, with special attention paid to self-assembled nanoparticle dimers, called
Plasmon Rulers (PRs).
Molecular complexity added to the coupled plasmonic structure can affect the plas-
mon resonance in a variety of ways, predominately through refractive index shifts
due to the presence of the molecule or through the charge transfer properties of the
molecule. Refractive index shifting is beneficial to sensing capabilities and is therefore
a well-studied phenomenon that can be accounted for in the molecularly assembled
structures. The potential for charge transfer through the molecular linker is gaining
increasing interest,37–39 both as a potential complication and as a unique monitor
for molecular conductivity on the nanoscale. With increasing interest in the single
molecule conductivity of biomolecules and the potential to develop molecular elec-
tronics, the ability to consistently measure and utilize this potential conductivity and
its resulting charge transfer properties is quickly becoming a crucial step in these
fields.
This chapter will outline the aforementioned concepts with particular focus on the
molecularly based self-assembly of plasmonic structures, particularly plasmonic NP
dimers. Subsequently, the potential complications due to charge transport through
molecular linkers will be explored, as well as current nanoscale conductivity mea-
surement techniques. Finally, some theoretical efforts to incorporate the molecular
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linker and in particular, to examine the effect of conductivity on the plasmon coupling
will be presented and some experimental applications of these measurements will be
overviewed.
1.1 Noble Metal Nanoparticles
Noble metal NPs are some of the most commonly used plasmonic NPs due to the
plasmon resonance presenting in the visible range of the EM spectrum,15,40,41 which
can be explained by representing the NPs as first order dipole antennas with a con-
stant EM field throughout the NP.18,42 This approximation is valid for NPs whose size
is well below the diffraction limit, typically applied to NPs with radii below ∼50 nm,
where higher order modes are negligible. Under these approximations, the polarizabil-
ity, α, for a spherical NP of radius, R, can be calculated with the Clausius-Mossotti
relation:22
α = 4pi0R
ε(ω)− εm
ε(ω) + 2εm
(1.1)
where ε(ω), εm are the dielectric constants of the metal (frequency, ω, dependent) and
surrounding medium, respectively and ε0 is the permittivity of vacuum. Considering
this relation, the plasmon resonance occurs when ε(ω) = ε1(ω)+iε2(ω) = −2εm. Since
all natural materials have a positive εm, the real part of the dielectric function must
be negative for a plasmon resonance to exist. Noble metals, such as gold (Au), silver
(Ag) and copper (Cu) meet this criterion in the visible range of the EM spectrum, as
shown in the dielectric functions plotted in Figure 1.1.43,44
LSPR decay can occur through radiative or non-radiative processes, and NPs can
be tuned to display either high scattering cross-sections (radiative) or high absorp-
tion cross-sections (non-radiative) dependent on the potential applications.21,45,46 In
general, smaller NPs will be used for applications demanding high absorption while
larger NPs will be used for single-particle scattering applications, particularly for
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Figure 1.1: Real (solid line) and imaginary (dashed line) dielectric functions of gold
(orange, Johnson and Christy), silver (gray, Palik) and copper (red, Palik). Visible
portion of EM spectrum is shaded in yellow.
sensing and imaging.47 Typically, single-particle imaging or sensing applications re-
quire NPs larger than 20 nm (Ag) or 40 nm (Au) for ease of detection in a darkfield
microscope.48
Advantages and disadvantages exist for the use of both Au and Ag NPs, outlined
in Table 1.1.49–51 The key advantages for the use of Au NPs exist in the remarkable
chemical stability of Au and the strength of the Au-thiol bond used to functionalize
NPs.52–54 Au NPs are also favored in biomedical applications, where the low chem-
ical toxicity and high stability are crucial factors for drug delivery, in vivo imaging
and cancer treatments.51,55–57 Ag NPs are typically used for applications that require
high scattering cross-sections or resonances in the higher energy range of the visi-
ble spectrum (400-500nm, 2.5-3.0 eV), such as sensing and broad spectrum energy
harvesting.58–60 Other metallic NPs are becoming more common for applications in
the ultraviolet (UV) or infrared (IR) portions of the EM spectrum, particularly solar
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Material Advantages Disadvantages
Gold (Au)
• Chemical & photo- stability
• Low toxicity
• LSPR in visible range
• Strength of Au-thiol bond
• Straightforward synthesis
(Turkevich method)62
• Low scattering cross-section
• Hard to shift LSPR beyond
near-IR range
Silver (Ag)
• High scattering cross-section
• Strong enhancement (∼2x
higher than Au)
• LSPR in UV/vis range
• Bonding to thiol- or amine-
terminated ligands
• Potential antimicrobial
properties63
• Oxidizes in air
• Sensitive synthesis
• Hard to shift LSPR beyond
visible range
Table 1.1: Comparison of biomedical, imaging and sensing properties for gold and silver
nanoparticles
energy harvesting, but require surface passivation to overcome a variety of chemical
instabilities. Semiconducting NPs are gaining popularity for the wide variety of pos-
sible resonances, ranging from the UV to the far-IR,61 but require significant doping
and chemical manipulation to increase the carrier density and decrease the bandgap
sufficiently to achieve consistent plasmon resonance conditions between individual
batches of NPs.
The dielectric function of the NP itself is not the only consideration when observing
the plasmon resonance. Alterations in the shape, size, and surrounding medium can
considerably alter the properties of the plasmon. While the surrounding medium is
often considered for specific sensing platforms, the size and shape remain the dominat-
ing factors of the plasmon resonance when comparing NPs of the same composition.
Overall trends indicate that: i) the plasmon resonance peak red-shifts and resonance
intensity increases with increasing size (Figure 1.2a); ii) the plasmon resonance peak
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(a)
(b)
(c)
Figure 1.2: Red-shifting of the plasmon resonance due to: (a) increasing size for Au
monomers with diameters (D) of 20 nm (yellow), 40 nm (green), 60 nm (dark blue),
80 nm (purple) & 100 nm (brown); (b) increasing corner sharpness for 40 nm Au
monomers, from a sphere (green), to a cube with rounded edges (light blue), to a cube
with sharp corners (red); (c) increasing aspect ratio for Au nanorods of aspect ratios
(length:diameter, L/D) of 2:1 (turquoise), 3:1 (pink) & 4:1 (gray).
red-shifts with increasing corner sharpness (Figure 1.2b); and iii) the plasmon res-
onance peak red-shifts for increasing aspect ratio (Figure 1.2c) in anisotropic NPs.
Tuning these parameters results in a wide variety of NPs with plasmon resonances
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spanning the majority of the visible spectrum.64–66
1.2 Plasmon Coupling
Another parameter that is often used to shift the plasmon resonance is the interac-
tion of the EM fields of multiple plasmonic NPs when they exist in close proximity
to each other (separations smaller than one NP diameter).42,67,68 In plasmonic nanos-
tructures with multiple NPs, the E-field is isolated to the gaps between the NPs and
boosted significantly by this confinement and interaction.22 The resulting plasmon
resonances can be explained through the plasmon hybridization model.69,70 It should
be noted that this is a classical model which does not account for quantum tunneling
of the plasmonic electron gases71–75 nor the nonlocal dielectric effects attributed to
charge flow kinetics, driven by the mechanisms of quantum pressure and disorder or
entropy.76–79 This model also fails to account for non-classical molecular effects, a
topic which this dissertation will explore more extensively in chapter 1.5.
In the classical model, the simplest plasmonic nanostructure, a dimer of two identi-
cal NPs, has been successfully modeled as a dipole-dipole interaction,18,42 with the
plasmon resonance shifting to lower energies (higher wavelengths) as the interparti-
cle separation decreases. The intensity of the scattering cross-section will increase
in predictable fashion, which can be modeled as proportional to the square of pair
polarizability, Λ:80
Λ =
η
3
[
1
1− 2η(s/D)3 +
2
1 + η(s/D)3
]
, with η =
ε(ω)− εm
ε(ω) + 2εm
(1.2)
where s is the interparticle separation, and D is the diameter of the NPs. The resulting
inverse dependence on the interparticle separation for the interaction causes a red-
shift in the plasmon resonance peak. The relationship between plasmon resonance
wavelength, λ, and interparticle separation, s, has been experimentally studied for
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NPs of a variety of sizes, shapes and compositions.17,81–91 For a dimer of NPs, the
relationship has been empirically determined to exhibit an exponential trend, known
as the universal scaling law:31,32,88,92
∆λ
λ0
≈ Ae
(
−(s/D)
B
)
(1.3)
where ∆λ is the shift relative to the resonance wavelength of an individual nanosphere,
λ0. The coefficients, A and B, are related to the size, shape and composition of the
NPs involved in the dimer. For a dimer of 40 nm Au NPs, the experimentally de-
termined universal scaling law is shown in Figure 1.3, along with example near-field
intensities (insets) to demonstrate the strong E-field enhancement as the interpar-
ticles separation decreases. The distance-dependency of the plasmon coupling has
been exploited for a variety of sensing techniques, most notably, plasmon coupling
microscopy (PCM).80,93–100 This technique involves the attachment of NPs to specific
ligands, often on a membrane,101 followed by the tracking of these NPs by mapping
the shifts in the plasmon resonance as the NPs interact at close proximity due to the
movement of the ligands on the membrane. While this universal scaling law applies
effectively to a wide variety of NP dimers, the classical nature of this relationship
inhibits its application to closely coupled dimers (separations under a few nanome-
ters).82,85,102 The difficulties with modeling the closely-coupled dimers are of crucial
importance, because the strong E-field in these gaps is ideal for sensing, imaging and
some biomedical applications.
Complex nanostructures, with more than 2-3 NPs, can also be sufficiently modeled so
as to provide an understanding of the effect of long-range coupling.40 Dependent
on the level of symmetry, clusters can be treated the quasi-static approximation
developed by Clippe, Evrad, Lucas and Ausloos when there is high symmetry (linear
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Figure 1.3: Universal scaling law for plasmon coupling of 40 nm Au dimers. Insets
show near-field maps for of NP dimers with s/D = 0.05, 0.125, and 0.5 (s = 2, 5, and
20 nm for 40 nm NPs), indicating strengthening of E-field as interparticle separation,
s, decreases. Reprinted with permission from reference 103, c© 2017 World Scientific
Publishing Co Pte Ltd.
chains, tetramers, etc);104,105 or by Generalized Mie Theory (GMT), when there is low
symmetry (randomly distributed NPs).106–110 These complex structures are important
in sensing and imaging research but lie beyond the scope of this dissertation, which
focuses on the dimer of NPs explained above.
1.2.1 Plasmonic Modes
Classical coupling in plasmonic NP dimers typically accounts for only one form of
interaction experienced by the free electron gases, the dipole-dipole interaction. Since
this is the dominating interaction is most of the typical plasmonic nanostructures,
the early focus of plasmonics research was on the exact nature of this interaction
and more importantly, the observable shift in the plasmon resonance peak due to the
strengthening of the coupling between the NPs.111,112 As more complicated structures,
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(a) (b) (c)
Figure 1.4: Most common plasmonic modes for NP dimer. (a) Longitudinal bonding
dipolar plasmon (BDP) mode, also called the ”bright” mode since it is excited by
incident light (inset, example spectrum). (b) Anti-bonding dipolar plasmon mode,
also called the ”dark” mode. (c) Transverse plasmon mode, which runs opposite the
longitudinal BDP and sometimes presents in the scattering spectrum at approximately
λ0 (inset, example spectrum with transverse plasmon shaded).
including heterogeneous dimers, were explored, the need to account for multiple modes
(dipole-quadrupole, quadrupole-quadrupole, etc.), as well as non-visible (dark) modes
became necessary to explain the observed spectral features.113–117
Examination of the potential dipole alignments for a dimer of identical NPs demon-
strates three alignments that will result in different plasmon resonance energies. The
first alignment, with the dipolar plasmons aligned symmetrically, is shown in Figure
1.4a and results in the dominant plasmon resonance that was used to empirically
determine the universal scaling law.31,32 This arrangement of the dipoles is called
the longitudinal bonding dipolar plasmon (BDP) mode, and is often referred to as
the bright mode, since it can be excited by an incident light source (Figure 1.4a,
inset).86 This alignment of charges on the NPs resembles a capacitor, leading to the
terminology of capacitive coupling when referring to this arrangement of dipoles.118
The second alignment, shown in Figure 1.4b, possesses no net dipole moment due to
the anti-symmetric arrangement of the dipoles, and therefore, cannot be excited by
incident light sources. This dark mode has been subject to a number of experimental
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studies with incident electron beams, such as those present in electron energy loss
spectroscopy (EELS).86,119,120 A final alignment, shown in Figure 1.4c, exists when
the dipoles are aligned in the transverse direction, and do not interact with each other.
This transverse mode is also a bright mode that interacts with incident light sources
but is equivalent to the interaction of a single particle.17,121 The significantly lower
intensity of the single particle plasmon means that this mode is often overshadowed
by the BDP in spectra, but presents at approximately the plasmon resonance wave-
length of a monomeric NP (λ0). The absence of the longitudinal mode from plasmon
resonance spectra is easily obtained by polarizing the incident light to excite only the
non-interacting dipole mode shown in Figure 1.4c. Conversely, the elimination of the
transverse mode, which may be present as a shoulder on the BDP mode (Figure 1.4c,
inset), can also be achieved through the polarization of the incident light source.
Higher order modes, such as the quadrupole mode, may also be excited in dimers.
The E-field is not necessarily constant across an individual NP, so the strengthening
of the localized E-field, associated with plasmon coupling, can result in the emergence
of quadrupole excitation.122–125 Located at higher energies than the BDP mode, the
quadrupole mode interactions should be considered for strongly coupled structures
and have been experimentally relevant in dimers of touching NPs.
Conductive coupling, as compared to capacitive coupling described above, also be-
comes particularly relevant for dimers of touching NPs, especially as the NPs ap-
pear to merge together, as shown in Figure 1.5.122 The emergence of a new plasmon
mode, the charge transfer plasmon (CTP), in the IR, has led to significant interest in
the movement of electrons between the NPs in this type of coupled system.82,126–129
Named due to the oscillation of electrical current in the gap or junction between the
NPs, the CTP presents intriguing potential for the measurement of electrical trans-
12
(a) (b)
Figure 1.5: Conductive coupling in overlapping NP dimers shown in polarized transmis-
sion spectra, showing the development and increase in intensity of the charge transfer
plasmon (CTP). (a) Increasing the NP overlap from point contact (0 nm) through the
widening of the overlap ”neck” (-10 nm) into a single nanorod-like structure (-30 nm).
(b) Extended transmission spectra to emphasize the growth of the conductive overlap
between the NPs. Reprinted with permission from reference 122, c© 2004 American
Chemical Society.
port through small conductive junctions in dimers.130–132 Further compression of the
gap, or growth of the junction, eventually leads to a single nanorod-like structure,
with longitudinal and transverse plasmon resonance wavelengths dependent on the
aspect ratio of the structure. Theoretical determination of the CTP is expanded in
chapter 1.5.2 and the experimental observation of the emergence of a CTP mode in
conductively coupled dimers is referenced in chapter 4.
1.3 Molecular Assembly of Plasmonic Nanostructures
Assembling plasmonic structures requires remarkable precision and specificity, partic-
ularly when attempting to create structures with high reproducibility and complexity.
Strongly coupled structures are especially hard to synthesize with consistency due to
spatial limitations with traditional, “top-down” synthetic approaches.16,133,134 The
phrase “top-down” refers to the application of customary nanofabrication tools to
shape a bulk material into a nanomaterial of specific size. These techniques include
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printing, lithography and, more recently, vapor-deposition.135–138 Spatial resolution
for these techniques is typically on the order of tens of nanometers (nm), making
the construction of small interparticle separations difficult and inconsistent. One of
the most advanced lithographic techniques, electron beam lithography (EBL), can
achieve better spatial resolution, as well as highly complex structural formations, but
does so at extremely high monetary and temporal costs.139–142
Synthesis of consistent, small interparticle separations can be achieved through an-
other approach, typically referred to as the “bottom-up” synthesis or molecular assem-
bly. These names refer to the manipulation and utilization of the chemical properties
of single molecules for the formation of more complex structures.17,36,143–145 Typi-
cal molecular assembly approaches for synthesis of plasmonic structures rely on the
binding of self-assembling or self-organizing molecules to the surfaces of the plasmonic
components. Assembly of the plasmonic components then occurs dependent on the
assembly of the molecules, resulting in high consistency for relatively little cost, espe-
cially compared to lithographic techniques. Additionally, the molecular self-assembly
process is often an entirely colloidal process (for NP assembly), resulting in a mate-
rial that can be distributed on a wide variety of substrates or used in solution-based
imaging or sensing techniques.
Self-assembly methods can use a wide variety of potential molecular components but
one of the most common in NP self-assembly is deoxyribonucleic acid (DNA) due to
its unique design and hybridization features.11,20,35,146–150 DNA, the macromolecule
responsible for genetic encoding in many lifeforms, is constructed of four simple nu-
cleotides, called bases, attached to a backbone composed of sugar and phosphate
groups.151,152 The bases of the DNA, shown in Figure 1.6, can pair in a specific
fashion (adenine-thymine, AT, and cytosine-guanine, CG) through hydrogen bond-
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Figure 1.6: Chemical structures of the DNA bases. Adenine (A) hybridizes with
Thymine (T), Cytosine (C) pairs with Guanine (G).
ing.152 This unique pairing mechanism, called hybridization, allows for two comple-
mentary strands of single-stranded DNA (ssDNA) to combine, typically in a helix, to
form double-stranded DNA (dsDNA). Since hybridization of complementary ssDNA
strands is energetically favorable, the use of DNA in self-assembly techniques results
in the formation of structures with little to no additional energy input. In addition to
the natural hybridization of the DNA strands, the ability to synthesize specific DNA
sequences and to modify the ends of the DNA stands with molecular linkers, such
as thiols, has resulted in the explosion of DNA self-assembled nanostructures, with
increasing consistency and complexity as techniques are perfected.153,154
1.3.1 Plasmon Rulers
As dimers of NPs are the simplest structure that utilizes plasmon coupling for the ma-
nipulation of the plasmon resonance, the simplest self-assembled plasmonic structures
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are DNA-linked dimers, called Plasmon Rulers (PRs).81,84,133,155–157 The term “ruler”
derives from the ability to use these dimers to measure molecular-length distances
due to the predictable shift in the plasmon resonance peak. Originally designed as
an alternative to organic dye-based molecular rulers, such as Fluorescence Resonance
Energy Transfer (FRET), plasmon rulers can measure significantly longer molecular
distances, up to tens of nanometers depending on the size of the NPs.158 Additionally,
since noble metal NPs, especially Au, do not have significant environmental interac-
tions, such as photobleaching, measurements with PRs do not require high temporal
resolution and are often stable over many days.159
Plasmon rulers have been used to study a variety activities performed on DNA and
ribonucleic acid (RNA), which is also composed of nucleic acids and used for ge-
netic encoding in viruses. Studies include the dynamics of nucleic acid bending,80,160
cleavage of DNA and RNA through various nucleases,161 the interactions of DNA
with structural proteins,94–96 the measurement of polymer linker stiffness20 and the
measurement of drug delivery rates.162
DNA-linked PRs are not only the simplest form of plasmon coupling, but also the
simplest form of DNA hybridization for nanostructure formation. Since PRs consist of
only two NPs, there are only two complementary strands of ssDNA that are necessary
for the synthetic approaches. By modifying the terminal group of the backbone
with a thiol group, the DNA strands can be effectively linked to Au or Ag NPs,
creating two separate batches of NPs that will spontaneously form dimers when mixed
together in solution. Formation of larger clusters is also possible in the presence of
multiple DNA linkers per NP, although the structure can be highly variable and
the efficiency decreases unless energy is introduced to encourage hybridization over
the electrostatic repulsion of multiple NPs interacting.163 Complexity in molecular
16
self-assembly can also be achieved with DNA linkers through a process called DNA
origami, the nanoscale folding of DNA scaffolds into specific structures, with specified
binding sites for NPs.164 DNA origami techniques are of significant interest in the
development of plasmonic crystals and chiral plasmonic structures.154,165–172
1.4 Conductivity on the Nanoscale
Miniaturization of electronic and computing devices requires the ability to create
components that are sufficiently small, ultimately down to the atomic scale, while
maintaining consistent conductive properties for the required purpose. Achievement
of this goal not only necessitates the development of nanoscale conductive materi-
als but additionally, the ability to determine conductive or resistive properties in
these components.173 Development of these materials is significantly spatially limited
through traditional “top-down” fabrication methods. Currently, developing methods
in nanoscale electronics focuses on the development of increasingly precise lithographic
techniques, as described briefly in chapter 1.3, as well as the development of molecular
electronics, which relies on molecular self-assembly. Use of molecular components in
these electronic devices is especially promising due to the potential for faster charge
transport through the small molecular distances and the significant reduction in ex-
penses associated with molecular self-assembly when compared to lithographic tech-
niques.174,175 Additionally, there is a much larger variety in molecular modification
compared to the ability to dope and alloy current silicon based devices.176
While molecular electronics have significant potential for the development of nanoscale
electronics, the molecules often do not behave as expected, due to considerations
such as quantum tunneling and other practical considerations like the movement of
electrons through various molecular bonds. These considerations lend further sig-
nificance to the measurement of conductive properties in nanoscale structures or
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molecules. Current measurement techniques focus on a variety of structures called
“metal-molecule-metal” (MMM) junctions, practical examples of which is shown in
Figure 1.7a & b.177 As the name suggests, these junctions consist of two metal elec-
trodes, typically large in comparison to the molecule of interest, which links the
electrodes. The electrodes are hooked up to a battery or other source to provide
the voltage bias necessary for conductive measurements. Experimental preparation
of these MMMs varies but the most common junctions are developed by deposit-
ing molecules on a metal substrate (bottom electrode) and then scanning with a
metallic probe (top contact), such as those found in scanning tunneling microscopy
(STM).178 More recently, significant electrical measurements have been made utiliz-
ing break junctions,179–181 where a nanowire is progressively pulled apart until there
is a mechanical breakage, and the molecular linker enters the gap through diffusion or
chemically active anchor groups, such as thiols or amines.182 Break junction measure-
ments are typically shown as conductance versus time traces, with step-wise changes
equal to the conductance quantum, G0 = 2e
2/h ≈ 77.5µS, where e is the electron
charge and h is Plancks constant. This step-wise trace decreases consistently as the
nanowires are pulled apart due to the deceasing number of single-atom-wide connec-
tions between the larger nanowire segments.183 When the breakage of the nanowire
occurs, the conductance abruptly drops below G0, at which point, molecular linkers
can be attached and new conductance values can be measured resulting from the
molecules.
1.4.1 Molecular Charge Transport
Charge transport in molecules can depend significantly on the size of the molecule due
to stochastic nuclear motions, which contribute significantly as molecular conduction
strength increases in larger molecules. In small molecules, electron transport occurs
predominately as coherent electron tunneling while incoherent components like ther-
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(a) (b) (c)
Figure 1.7: Metal-molecule-metal (MMM) junctions. (a) Schematic example of a
MMM junction in atomic force microscopy (AFM). (b) Schematic example of a MMM
junction in a crossed-wire setup. (c) Simple drawing of MMM junction with molecule
represented by molecular energy levels, while the metal contacts serve as essentially
free electron reservoirs. (a) and (b) reprinted with permission from reference 177, c©
2006 American Physical Society.
mally assisted hopping, electron-phonon and electron-electron interactions, dominate
the electron transport in larger molecules. This size dependence necessitates a variety
of models to analyze the transport in the molecular junctions, invoking a varying level
of quantum mechanics as the system develops more quantum characteristics at small
sizes.183
Molecule-metal-molecule junctions can initially be modeled with a very simple picture
(Figure 1.7c) due to the relative size of the electrodes compared to the molecule.
These electrodes are treated as essentially unlimited sources of free electrons with
continuous energy spectra. The molecular energy levels are then determined relative
to the effective coupling strength between the molecule and the electrodes, since
the character of the molecular orbitals will shift as the coupling increases.184 The
charge transfer for the molecules shifts the Fermi level in a process similar to the
shifting of the Fermi level through doping in semiconductors. The transfer between
the electrodes is then driven by the difference between the molecular and electrode
levels as well as the cost of the charge buildup on the molecule, resulting in the
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distribution of the charge to the electrodes when the molecule is no longer able to
accept electrons.183
When a bias voltage is assumed across the junction, the electrode contacts will have
different electrochemical potentials,185 with the molecular energy levels maintaining
the electron current through the gap region. In this model, electrons tunnel from one
electrode to the other using the unoccupied molecular orbitals as intermediate states,
a process that occurs with respect to the polarity of the bias voltage.186
1.4.2 Charge Transport in DNA
One of the most interesting molecules with potential for significant applications in
molecular electronics is DNA,187,188 which was initially studied due to the potential
from charge transport through the pi-stacked base pairs in the dsDNA double he-
lix,189,190 illustrated in Figure 1.8.152 First reported in the 1990s, both short- and
long-range charge transport in DNA have been studied under a wide variety of con-
ditions and with many conduction measurement techniques.191–201 Although the di-
versity in experimental procedures has not resulted in a consensus about the exact
mechanisms and strength of charge transport through DNA, it is generally agreed
upon that there are at least two regimes dependent on the length of the junction that
the DNA bridges.202 The first regime, for short distances under 30 A˚ (3 nm), consists
of a coherent tunneling process through the pi orbitals of the DNA bases.189,190,202
The second defined regime, which can occur for distances up to tens of nanometers,
is dominated by incoherent hopping between the bases, especially guanine (G).203 In
the hopping regime, electrons are able to reside temporarily on the base and will hop
from base to base, with the hopping speed and efficiency determined by the spacing
of guanines in the DNA sequence. An additional regime may exist as an intermediary
between tunneling and hopping, where the delocalization of the orbitals over several
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(a)
(b)
(c)
Figure 1.8: Model of the DNA double helix. (a) Longitudinal view of the Watson Crick
model of the DNA double helix. (b) Axial view of the Watson Crick model of the DNA
double helix. (c) Axial view showing the stacking of the bases inside the double helix.
Reprinted from reference 152, c© 2012 W.H. Freeman and Company.
consecutive bases results in a partially coherent hopping mechanism over distances
longer than the traditional coherent tunneling regime.190
Despite the inconsistencies in the measurements of charge transport in DNA, the
consensus that transport occurs suggests that DNA can be utilized for molecular
electronics.189–194,197,198,201–203 Efforts have been made to increase the conductivity
of DNA nanowires by binding metallic cations (M2+) to either the major groove of
the DNA double helix204,205 or through replacement of imino protons in the back-
bone.206–208 Both methods for incorporation show significant increases in the con-
ductivity of the DNA, whether by introducing more positive holes in the DNA or
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through the reduction of the cations to elemental metal to create DNA-structured
NP wires.204
Establishing a consistent model for the transport mechanism(s), as well as defining
distance and sequence dependency, remains a crucial task for the development of
DNA-based electronics. Additionally, developing new measurement techniques for
conduction and charge transport may impact the variability of DNA conductivity
measurements and introduce simpler and more consistent methods for all nanoscale
conductivity measurements.
1.4.3 Optical Monitors for Conductivity
Although current techniques for measurements of charge transport rely on the mea-
surement of changes in the electrical properties as the molecular junction is estab-
lished or broken, there is considerable interest in developing simpler methods for
the measurement of conductivity.209 Measurement of nanoscale conductivities is of
special interest due to the difficulties associated with the electrode formation and re-
producible molecular integration.210 The optical properties associated with many of
the typical electrode materials, especially Au, which is a common electrode due to its
inertness, have sparked significant speculation about the potential of optical measures
of conductivity.211–214 Although this remains a new and evolving field, there are clear
initial indications that the SPR and LSPR may feature prominently in the future of
conductivity measurement for nanoscale electronic components.214
1.5 Theoretical Incorporations of Conductivity in Plasmonic Dimers
Manipulation of the LSPR in plasmonic dimers through the incorporation of con-
ductive materials in the interparticle gap would allow for a simple optical monitor
for conductivity as well as provide a significant contribution to the understanding
of the potential pitfalls associated with various linker materials for molecular assem-
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bly. As some common linker molecules, most notably DNA, have significant potential
conductive contributions, the modeling of conductivity in plasmonic gaps has gained
importance in recent years. In addition to potential molecular contributions, the con-
cept of conductivity or charge transfer (used interchangeably in this section) allows
for more efficient modeling of the charge transfer associated with quantum tunneling
in much smaller gaps (< 0.5 nm).215 This section will outline two influential models
for the incorporation of conductivity in plasmonic gaps and the theoretically observ-
able shifts in the LSPR associated with this conductive material in the interparticle
gap.
1.5.1 Conductive Junction Model
The conductive junction model, introduced by Nordlander, Aizpurua and coworkers
in 2010,214 relies on a simple, conductive bridge linking two metallic NPs. In this
specific case, the NPs are silica-gold core-shell NPs, shown in Figure 1.9a. The
conductive linker is a simple cylinder of material that is modeled as a pure conductor
with conductivity, κj, which can be varied to give a specific conductance, G :
G =
κjpia
2
d
(1.4)
where a is the radius of the junction and d is the interparticle separation, or the
length of the junction. The conductance can be varied through changes to the junction
dimensions or to the conductivity to achieve conductances that are equal to an integer
number of quantum units of conductance (G0). These conductance/conductivity
values are typically input through a conversion to a frequency-dependent complex
dielectric function, ε(ω):
ε(ω) = 1 + i
4piκj
ω
(1.5)
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(a) (b) (c)
(d) (e) (f)
Figure 1.9: Optical spectroscopy of conductive junctions in NP dimers simulated using
the conductive junction model. (a) Schematic representation of the core-shell NP used
for modeling. (b) Extinction spectra as a function of conductance for junction radius,
a = 3 nm. (c) Near-field map showing dissipation of the coupling strength as screened
bonding dipolar plasmon (SBDP) mode forms. (d) Resistor model used to describe
the response of the core-shell NP. (e) Extinction spectra for a junction radius, a = 5
nm, with varying conductance to show development of charge transfer plasmon (CTP)
in the IR. (f) Extinction spectra for dimers with varying radii but fixed conductivity,
κj = κAu, showing the dissipation and increasing red-shift for smaller junction radii.
Reprinted with permission from reference 214, c© 2010 American Chemical Society.
The incorporation of this conductive junction results in multiple changes to the the-
oretically modeled spectral response, dependent strongly on the conductance of the
junction material.
At low junction conductances, when κj is much less than the conductivity of Au
(κAu), the spectral profile associated with the BDP mode initially blue-shifts as the
conductance of the region is increased, shown for a junction with radius, a = 3 nm,
in Figure 1.9b. This blue-shift of the BDP mode is associated with a decrease in the
coupling strength across the gap due to the charge transfer induced by the presence of
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the conductive material, illustrated in Figure 1.9c as a screening effect which results
in the screened bonding dipolar plasmon (SBDP) mode. The magnitude of the blue-
shift is also strongly correlated with the radius of the junction, due to the removal of
more surface charge, which results in a much lower field enhancement. Additionally,
the SBDP broadens significantly as the screening effect increases, due to increased
power dissipation, Wj, which can be understood from the simple resistor model in
Figure 1.9d:
Wj =
V2rj
(2rAu + rj)2
(1.6)
where V is the potential applied and rAu, rj, are the resistances of Au NPs and the
conductive junction, respectively. Based on this model, the dissipation scales as an
inverse to the resistance of the junction, rj or linearly to the conductivity, κj, at
low conductances, which results in a linear increase in the broadening of the SBDP
resonance peak.
As the junction conductance is increased significantly (κj approaches κAu), the SBDP
remains blue-shifted but begins to narrow and a new peak emerges in the IR, asso-
ciated with the charge transfer plasmon (CTP) mode described in chapter 1.2. The
CTP continues to strengthen and sharpen as the conductance is further increased,
eventually acting as one continuous nanorod in the limit of κj  κAu, shown in Fig-
ure 1.9e. In this structure, the resonances remain highly dependent on the geometry
of the junction, with increasing red-shift and significant dissipation associated with
smaller junction radii, shown in Figure 1.9f. Monitoring of the BDP/SBDP and CTP
resonances presents a new method of detecting the presence of conductive molecu-
lar components in the gap of plasmonic dimers and potentially probing the charge
transfer mechanisms of these molecules through optical methods.
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(a) (b)
(c) (d)
Figure 1.10: Demonstrating the effectiveness of the quantum corrected model (QCM)
for NP dimers. All plots are extinction spectra (far-field) as a function of separation
distance (in A˚) and extinction cross-section (in nm2). The most relevant modes: BDP,
bonding quadrupolar plasmon (BQP), CTP and higher-order charge transfer plasmon
(CTP’), are indicated on the plots. (a) QCM for Na spheres. (b) Quantum mechanical
(QM) calculated spectra for Na spheres (R = 2.17 nm). (c) QCM for larger, plasmonic
spheres. (d) Classical model for larger, plasmonic spheres. Reprinted with permission
from reference 124, c© 2012 Springer Nature.
1.5.2 Quantum Corrected Model
Further computational and theoretical work has focused on the modeling of the quan-
tum regime in plasmonic nanostructures, with the goal of determining the potential
plasmon resonances without resorting to full quantum mechanical (QM) calculations.
These QM calculations can be time-consuming and complex for plasmonic systems
due to the massive number of electrons present in the NPs.123 In 2012, Aizpurua and
colleagues extended the conductive junction model to incorporate potential quantum
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tunneling, resulting in the “quantum-corrected model” (QCM).124,215 This model in-
corporates a junction material whose frequency and separation-dependent dielectric
function, ε(l, ω), is defined through the separation-dependent tunneling damping,
γg(l):
ε(ω) = ε∞ −
ω2g
ω
(
ω + iγ(l)
) , with γg(l) = ω2p
4piσ0(l)
(1.7)
where the plasma frequency, ωg, and dielectric screening, ε∞, are assumed equal
to the surrounding medium (ωg = ωp, ε∞ = 1) and the tunneling damping can
be determined from the static conductivity, σ0. This static conductivity remains
separation-dependent and can be computed from tunneling theory. The static con-
ductivity is a valid choice in this scenario, which assumes that the E-field modulation
is slow relative to the tunneling process, allowing for the system to be described
through quasiadiabatic processes.91 The optical responses from QCM, shown in Fig-
ure 1.10a, closely resemble those obtained by full QM calculations, shown in Figure
1.10b. These spectral profiles are obtained for dimers of Na spheres (R = 2.17 nm)
but the application of QCM to larger, metallic dimers results in significant deviations
from the classical model, shown in Figure 1.10c,d respectively. These changes asso-
ciated with the application of the QCM approach indicate that this novel approach
can be applied to determine the effects of quantum tunneling on the optical prop-
erties of the LSPR, resulting in more complete models for biochemical sensing and
molecular spectroscopy, which may experience quantum tunneling effects beyond the
molecularly-based tunneling described above, particularly in small gaps (< 0.5 nm).
1.6 The Scope and Organization of this Dissertation
The work set out in this dissertation focuses on the optically observable effects of the
molecular linker, DNA, on self-assembled nanoparticle dimers and potential modifi-
cations to the DNA to increase the separation distance over which these effects are
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observed. Chapter 2 highlights the synthetic and computational techniques used to
create and analyze a variety of self-assembled NP dimers using different concentra-
tions of DNA to control the separation of the NPs and the potential effects on the
LSPR. Additionally, chapter 2 outlines a variety of optical and electron microscopic
techniques used in tandem for the analysis of the plasmon resonance and structure
of individual NP dimers. Correlative darkfield and transmission electron microscopy
(TEM) techniques as well as hyperspectral and ratiometric darkfield imaging are
examined in detail.
In chapter 3, DNA-linked PRs are studied using correlative darkfield spectroscopy
and TEM.216 Special emphasis is placed on the PRs with separations below 3 nm, in
the region where DNA supports charge transfer through a coherent tunneling method.
Different sequences of dsDNA linkers are examined to determine whether the inherent
differences in the conductivity of the DNA bases is observable through monitoring
of the plasmon resonance. The incorporation of the conductive junction model in
finite-difference time-domain (FDTD) simulations allows for the effective simulation
of specific experimental PRs when accounting for the shape and size of the DNA linker.
Finally, the DNA is removed to confirm that the effect on the plasmon resonance is
a result of the DNA, not the binding of the PRs to a surface or another component
in the system.
The conductivity of the DNA linker is enhanced through the deposition of interstitial
Pd NPs in chapter 4. The DNA-mediated deposition of Pd2+ allows for the subse-
quent growth of small Pd NPs that can be isolated to the gap in the PRs if the DNA
concentration on the PRs is limited. When the concentration of the DNA on the
PRs is increased, the resulting increase in the Pd NP growth results in the eventual
formation of a bimetallic nanorod structure, which can be further perfected by the
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removal of the DNA. Simulative efforts to incorporate the Pd NPs through enhance-
ment of the conductive junction model resulted in conductance value limits for the
various shifting of the coupled LSPR that is observed. Finally, in chapter 5, future
directions for the enhancement of the DNA linker as well as potential applications for
the current Pd-enhanced structures are discussed.
This dissertation includes material from two publications by the author. Chapter
2 includes material from references 103 and 216. Chapter 3 is reproduced with
permission from reference 216, c© 2016 John Wiley and Sons. Chapter 4 is based on
unpublished work that is in review for publication.
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Chapter 2 EXPERIMENTAL METHODS
2.1 General
Gold NPs were synthesized following a Turkevich method,62,217–220 where initial Au
NP seeds (∼20 nm diameter) are synthesized via the reduction of gold (III) chloride
hydrate (HAuCl4, Aldrich, 99.995%) with L-ascorbic acid (Sigma, ≥99.5%). Au
seeds are grown to the desired size, ∼40 nm, through the subsequent reduction of
additional HAuCl4 using ascorbic acid and sodium citrate tribasic hydrate (Sigma-
Aldrich, ≥99.0%) to stabilize the NPs. The average diameter of the NPs used for
each chapter is noted in the relevant chapter’s Materials and Methods section.
Au NPs were combined to form Au PRs with dsDNA linkers, following the general pro-
cedure outlined in Figure 2.1a. Briefly, two batches of citrate-stabilized Au NPs are
incubated with Bis(p-sulfonatophenyl)phenylphosphine dihydrate dipotassium salt
(BSPP, Strem Chemicals, Figure 2.1b) for 16-24 hours. The BSPP-stabilized Au
NPs are then incubated with complementary thiol modified ssDNA handles (Inte-
grated DNA Technologies, Inc; dissolved to 100 µM in 10 mM pH 7.0 Tris buffer,
Ambion) of the same length. Specific sequences used are identified in Table 2.1,
as well as in the Materials and Methods section of the relevant chapter, while the
thiol modification (C6 S-S) is shown in Figure 2.1b. After 24-48 hours, an addi-
tional molecular stabilization component is added, either shorter ssDNA (Table 2.1)
or thiolated polyethylene glycol carboxylic acid (HS-PEG-COOH; ProChimia Sur-
faces; HSC11H22(OC2H4)6OCH2COOH, Molecular Weight, MW = 526 Da; Figure
2.1b) to ensure the stability of the PRs. After significant washing with T20 buffer
(20 mM sodiume chloride [NaCl], Ambion; 10 mM pH 8.0 Tris, Ambion), the Au NPs
are suspended in T80 buffer (80 mM NaCl, 10 mM pH 8.0 Tris) and combined in a
hot water bath at 60oC. Depending on DNA concentration, the hybridization of the
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Figure 2.1: General synthesis of plasmon rulers. (a) Synthesis process for PRs: initial
incubation with the primary single-stranded DNA (ssDNA) handles is followed by an
incubation with the stabilization molecule of choice and hybridization to form dimers.
(b) Chemical structures of molecular components relevant to PR synthesis: Bis(p-
sulfonatophenyl)phenylphosphine dihydrate dipotassium salt (BSPP; left) for stabi-
lization of colloidal NPs; DNA 5’-thiol modifier C6 S-S (center); thiolated polyethylene
glycol carboxylic acid (HS-PEG-COOH, right) used for stabilization of PRs in (a). (c)
Example isolation of dimers (second band from top) through agarose gel electrophore-
sis.
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ssDNA to form NP dimers with dsDNA linkers takes up to 48 hours. Au NP
dimers are isolated through gel electrophoresis in a 1% weight/volume (w/v) agarose
gel (homemade; agarose, CalBioChem; Tris Borate Ethylenediaminetetraacetic acid
[TBE], 0.5x) at 140V for 30 minutes (Daigger 300 power supply) in 0.5x TBE so-
lution.35,221–225 Example gels are shown in Figure 2.1c, with labels on the controls
(uncombined monomeric NPs), and dimer band which is isolated through physical
removal. These dimers are then removed from gel by dialysis in 6-8kDa D-Tube Dia-
lyzers (Millipore) in MilliQ H2O or T20 buffer. Unless otherwise noted, experiments
in this dissertation utilize MilliQ H2O (Barnstead, EASYpure II, 17.8-18.2 MΩ-cm)
and chemicals were purchased from Sigma-Aldrich.
2.2 Instrumentation
Centrifugation was performed using a Thermo MicroCl 21 centrifuge or Eppendorf
5804R centrifuge. Dynamic light scattering (DLS) bulk size measurements and zeta
potential measurements were performed on a Zetasizer Nanoseries Nano-ZS90 instru-
ment. Bulk UV/vis measurements were obtained with a fiber-coupled Ocean Optics
STS-VIS miniature spectrometer, with illumination provided by an Ocean Optics
halogen light source (HL-2000) and analyzed on OceanView spectroscopy software.
2.2.1 Darkfield Imaging and Spectroscopy
Darkfield imaging or spectroscopy refers to a setup where the background is dark and
the scattered light from the sample is detected and mapped, either through imaging
on a charge coupled device (CCD) or a spectrometer.4 There are two main setups
used for the collection of darkfield images or spectra, performed on an upright or
inverted microscope.
Upright Darkfield Spectroscopy: Shown in Figure 2.2a, the setup for the upright
darkfield imaging and spectroscopy involves illumination from below the sample, with
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the scattered light from the sample transmitted through an objective lens to the
spectrometer or CCD on the top of the sample. Measurements were completed with
an Olympus BX51W1 microscope, with an oil-based condenser (numerical aperture,
NA = 1.2-1.4) and a 60x oil objective (NA = 0.65). Both the condenser and objective
were immersed in refractive index (RI) matching microscope oil (RI = 1.518, Zeiss) in
order to limit losses of scattering intensity due to reflection at the boundaries. Samples
were illuminated with an unpolarized whitelight from a 100 watt (W) Tungsten lamp,
shown as scattered from a 4.0 µm polystyrene (PS) bead in Figure 2.2b. Imaging was
Name Use & Chapter Sequence
Lerch02
Primary DNA handle (CG rich)
Chapter 3
HS-GGG ACG TGG CGT
GGT GGA GCT GGC
TGG AGG GCG CGT
GCC G
Lerch03
Primary DNA handle (CG rich)
Chapter 3
HS-CGG CAC GCG CCC
TCC AGC CAG CTC CAC
CAC GCC ACG TCC C
Lerch04
Primary DNA handle (AT rich)
Chapters 3 & 4
HS-AAA TTG ATC TTA
AAG TTG TTC AAC TAC
CTA AAA AAG TTA A
Lerch05
Primary DNA handle (AT rich)
Chapters 3 & 4
HS-ACT TT TTA GGT
AGT TGA ACA ACT TTA
AGA TCA ATT T
ShortT Thiol
Short DNA handle (AT rich)
Chapter 3
HS-TTT TTT TTT TTT
TTT TTT TT
ShortA
NonThiol
Short DNA handle (AT rich)
Chapter 3
AA AAA AAA AAA AAA
AAA AAA
ShortG Thiol
Short DNA handle (CG rich)
Chapter 3
HS-GG GCG GGC GGG
CGG GCG GGC
ShortG
NonThiol
Short DNA handle (CG rich)
Chapter 3
GCC CGC CCG CCC
GCC CGC CC
Table 2.1: List of DNA sequences used for PR synthesis, including the chapter in which
these sequences were used.
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(a) (b)
Figure 2.2: Upright microscope setup for darkfield spectroscopy. (a) Schematic of
microscope setup. (b) Normalized whitelight spectrum from a 100 watt (W) Tungsten
source from 400-800nm taken from a 4.0 µm PS bead and used for whitelight correction
of spectra as described in text.
accomplished with a back-illuminated CCD (Andor DV437-BV) while spectra were
recorded using a 303 focal length imaging spectrometer (Andor, Shamrock) with a
150 lines/mm grating and back-illuminated CCD (Andor DU401-BR-DD).
Inverted Darkfield Spectroscopy: The schematic for the inverted darkfield spectroscopy
is shown in Figure 2.3, and involves the illumination from above the sample, while the
scattered light is collected below the sample. An Olympus IX71 microscope was used
for inverted spectroscopy, with the same oil-based condenser and 60x oil objective
as used in the upright setup. Scattered light was also provided by the unpolarized
Tungsten lamp (Figure 2.2b), while the spectra were recorded with a 303 focal length
imaging spectrometer (Andor, Shamrock) centered at 600 nm.
Hyperspectral Darkfield Imaging: Inverted microscopy was additionally used for a
process called hyperspectral imaging (HSI), which involves the use of a tunable filter
(CRi Varispec VIS, bandwidth = 10 nm) to alter the wavelength of the illumination
source, as shown in Figure 2.3b.226,227 The scattered light is imaged with a back-
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(a) (b)
Figure 2.3: Schematic of the inverted microscope setup for darkfield spectroscopy and
imaging.(a) Standard setup for inverted darkfield spectroscopy. (b) Setup for inverted
darkfield hyperspectral imaging, including the tunable filter to scan the excitation
wavelength from 500-700nm in 10 nm steps.
illuminated CCD (Andor iXon+) and the integrated intensity over a 3×3 square
pixel area are plotted versus the illumination wavelength to obtain the spectra of
a specific point or region. Figure 2.4 demonstrates this process for the whitelight
correction spectrum, obtained from a 2.0 µm PS bead, shown in the CCD images for
each wavelength (subset of full CCD image, centered around PS bead). The colored
square marks the area in each image for which the intensity is integrated to provide
the intensity of the PS bead at each wavelength. The colors for each square correspond
to the colored points in the whitelight spectrum provided, showing the normalized
intensity and wavelength for each picture. Illumination was filtered from 500-700 nm,
with images taken at 10 nm intervals, providing a spectrum in that range.
Darkfield Dual Color Ratiometric Imaging: Inverted microscopy was also used for a
process to track the changes in the plasmon resonance over time, which is called ra-
35
Figure 2.4: Hyperspectral Imaging (HSI) procedure and whitelight spectrum from 2.0
µm PS bead. HSI is completed by altering the excitation wavelength using a tunable
filter, as described in the text and shown in Figure 2.3b. Charge-coupled device (CCD)
images are obtained at each wavelength, shown here, and the integrated intensity of
a 3×3 pixel square, marked with the colored square in the CCD images, is plotted
versus the excitation wavelength (spectrum provided). Colored points in the spectrum
correspond to the colored squares in the CCD images while the gray line is a best fit
curve for the whitelight spectrum.
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Figure 2.5: Inverted microscope setup for dual color ratiometric imaging, where the
scattered light is split by a 580nm dichroic mirror and filtered at 550 & 600 nm to
allow for the tracking of the relative plasmon resonance based on the intensities in each
channel.
tiometric imaging.20 Measurements were performed on the Olympus IX71 microscope
with the same unpolarized Tungsten lamp for illumination through the oil condenser.
Scattered light was collected by the 60x oil objective and then split using a dichroic
mirror (Omega, 580nm) and each path was filtered (Omega, 550 nm & 600 nm, band-
pass = 10 nm), as shown in Figure 2.5. Signals were collected by 2 back-illuminated
CCDs (Andor iXon+), which were synced via a digital delay generator (Stanford
Research Systems, DG645) to collect images at a rate of 1 frame/second (fps).
2.2.2 Transmission Electron Microscopy
Transmission electron microscopy (TEM)228 was performed on an FEI Osiris TEM
located at the Boston University Photonics Center. This TEM operates with a 200
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kV field emission gun (FEG), with a maximum magnification of 960 kx (high mag-
nification range, HM). All measurements in this dissertation were determined using
the FEI Tecnai Imaging & Analysis (TIA) software at magnifications in the standard
aperture (SA) range, typically at 180 kx. For gaps < 2 nm, measurements were also
obtained in the HM range, at 360-420 kx magnification. For these measurements,
confirmation of gap size was provided through analysis of the crystal lattice structure
in the Au NPs, where the lattice parameter, a, of Au is 4.08 A˚ (0.408 nm).229 Since
the strain on the lattice parameter is proportional to the size of the NP,230,231 we can
calculate the potential contraction of the lattice parameter for a 40 nm Au NP:232
∆a
a
= − 1
1 +
(
α1/2G
γ
)
(2R)
(2.1)
where α is the shape factor (α = 1 for spherical NPs), G is the shear module and γ
is the surface energy. Using values for Au obtained from reference 232, the variation
relative to the lattice parameter (∆a/a) for the NP in Figure 2.6a should be 14%,
reducing the lattice parameter to 3.51 A˚ (0.351 nm). As shown in Figure 2.6b, the
line profile (calculated with ImageJ software) of the lattice structure originally gives
a lattice parameter of 0.25 nm (±0.01 nm), due to errors in the HM TEM calibration.
By applying the measurement of the new lattice parameter, we can supply a corrected
scale bar, shown in Figure 2.6a (blue). This new lattice parameter, aNP, was used
for confirmation of gap size measurements in all HM TEM images to avoid potential
calibration issues with the TIA software that presented in the HM range. It was
additionally confirmed that the measurements with the new lattice parameter at HM
matched the measurements taken at 180kx, as shown in Figures 2.6c (180kx) and
2.6d (420kx), confirming that measurements at this range are calibrated correctly.
In some images, such as Figure 2.7a, the nonmetallic shell (typically DNA) was ob-
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(c) (d)
Figure 2.6: Transmission Electron Microscopy (TEM) image adjustments. (a) Sample
high magnification (HM) image with the original scale bar (white, 5nm) and the cor-
rected scale bar (blue, 5nm) based on adjusting to the appropriate lattice parameter,
as described in text, using the line profile (yellow). (b) Line profile of area indicated in
(a), with measurements based on original scale bar. (c) TEM image (standard aperture
[SA], 180kx magnification) with gap separation, s = 0.94 nm. Scale bar is 10 nm. (d)
TEM image of same dimer as in (c) at 420 kx magnification, with original s = 0.69
nm (white, scale bar is 5 nm) and corrected s = 0.95 nm (blue, scale bar is 5 nm),
indicating the original measurement at 180kx matches the corrected HM measurement.
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(a) (b)
Figure 2.7: Visible DNA in TEM images. (a) TEM image (180kx magnification) with
observable DNA layer surrounding the NPs. Scale bar is 10 nm. (b) TEM image from
(a) with DNA outlined for ease of viewing. Scale bar is 10 nm.
servable in the TEM. For ease of viewing, this shell is outlined with dashed black
lines in Figure 2.7b and in all future figures where the measurement of this shell is
relevant.
2.3 Electromagnetic Simulations
The finite-difference time-domain (FDTD) simulation technique solves the time-depen-
dent Maxwell’s equations through a grid-based numerical analysis that can cover a
large frequency range and variety of material properties.233 The EM simulations in
this dissertation were performed using Lumerical FDTD Solutions (version 8.7), with
the Johnson and Christy dielectric function for Au43 and the Palik dielectric function
for Pd,44 shown for the visible region of the EM spectrum in Figure 2.8a. The sim-
ulation area was a cube defined with 400 nm length on each side and a cubic mesh
override region of 140 nm on each side with a 2 nm mesh size. A further mesh override
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(a) (b)
Figure 2.8: FDTD simulation components. (a) Real (solid line) and imaginary (dashed
line) dielectric functions of gold (orange) and palladium (gray) in the visible region
of the EM spectrum (390-700nm) used for FDTD simulations in this dissertation. (b)
Convergence of the resonance wavelength for a dimer of 40nm Au NPs with a 2 nm
gap with decreasing mesh size. Confirms use of mesh size = 0.25nm for gap mesh in
simulations throughout the dissertation.
area with a 0.25nm mesh size was created directly around the gap of the nanoparticles
(center-to-center) to ensure accurate information about the interparticle separation
area. The mesh for this region was determined using convergence testing on an Au
monomer, shown in Figure 2.8b. A total field scattered field (TFSF) source was in-
jected 120 nm below the plane of the dimers, with a wavelength range of 300 to 2000
nm and a polarization parallel to the dimer axis. The scattered light was detected by
six 2-D power detectors on each side of the mesh override region. An example setup
is shown in Figure 2.9, with appropriate structures noted. Additional components
were added to simulations in chapters 3 and 4, which are noted in the text and figures
relevant to simulations or in the relevant Materials and Methods section.
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Figure 2.9: Example FDTD simulation setup for a dimer of 40nm Au NPs with a 2
nm gap. Important structures are noted on the image, including: far-field detector
for scattering (yellow, outer box); TFSF source (gray) & its polarization (blue & pink
arrows); near-field detector for E-field mapping (yellow, inner square); simulation mesh
of 2 nm (brown, outer box); Ggap mesh of 0.25 nm (brown, inner box); Au dimers
(yellow spheres). The gray shaded area indicates symmetry arguments for the analysis.
42
Chapter 3 QUANTUM PLASMONICS: OPTICAL MONITORING OF
DNA-MEDIATED CHARGE TRANSFER IN PLASMON RULERS
Self-assembly using DNA linkers or scaffolds is an increasingly common method for the
synthesis of plasmonic structures, both simple and complex. These self-assembled NP
structures not only provide a simple and efficient method for synthesis but also provide
a unique opportunity to explore and utilize the effect of quantum tunneling, including
molecularly-enhanced tunneling, on the plasmon resonance. The classical model for
the bonding dipolar plasmon (BDP) resonance in plasmonic nanoparticle dimers,
also called plasmon rulers, indicates an increasing red-shift of the BDP resonance as
the interparticle separation, s, decreases. In this chapter, the effect of dsDNA as a
molecular linker is investigated using correlated single particle spectroscopy and TEM
for a variety of interparticle separations. The spectral characterization reveals that, at
separations below 2.8 nm, the classical model for plasmon coupling does not accurately
predict the BDP resonance due to the DNA-mediated charge transfer across the gap,
which dissipates the charge build-up associated with the classical coupling model.
Confirmation that this is a DNA-related effect comes from correlated hyperspectral
imaging before and after the removal of the DNA from the PRS. The experimental
observations are reproduced through simulations incorporating a simple conductive
bridge that can be altered to the correct conductance based on the conductivity of
the DNA as well as the length and radius of the junction.
3.1 DNA-Dependent Interparticle Separation
One requirement for probing the potential role of DNA in promoting direct charge
exchange between the NPs in the quantum plasmonic regime is the ability to consis-
tently assemble PRs with very short gaps. To that end, we used assembly strategy A1
outlined in Figure 3.1a. Two flavors of NPs (D = 38.5 ± 4.6 nm) functionalized with
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self-assembled monolayers of complementary 40 nucleotides (nts) long ssDNAs were
annealed in 60 mM NaCl in 10 mM Tris buffer for 5 minutes after which non-thiolated
complementary DNAs were added to quench the reaction and to prevent the forma-
tion of larger clusters. For more details regarding the assembly and characterization
of the PRs used in this work, please refer to chapter 2 and chapter 3.6.1. The PRs
were immobilized on a polylysine coated carbon film to measure s values on the sin-
gle dimer level by high-resolution TEM. The dimers showed a narrow s distribution
(Figure 3.1b) with an average s of 1.5 ± 0.5 nm. To generate PRs with longer s, we
applied assembly strategy A2 (Figure 3.1a). Here, we reduced the number of DNA
tethers in the PRs by replacing the number of complementary tether ssDNAs on one
of the NPs by a shorter 20 nts spacer ssDNA. After 48 hours of incubation in 60
mM NaCl in 10 mM Tris buffer, complementary DNA was again added to stop the
formation of larger agglomerates and to convert all ssDNA into dsDNA. The s value
distribution of these PRs as determined by TEM is significantly broadened and shifted
to longer gap width (Figure 3.1b). The average s was determined as 10.8 ± 7.7 nm.
For both classes of PRs, A1 and A2, we assembled PRs with AT or CG rich DNAs
to evaluate potentially sequence specific differences in the conductivity.196–198,203 The
AT/CG composition of the 20 nts long surface passivating DNA in A2 mimicked that
of the long DNA tethers.
To obtain BDP resonance wavelengths of individual dimers with known s, we com-
bined darkfield spectroscopy with high-resolution TEM (Figure 3.1c) of the same field
of view to correlate elastic scattering spectra and structures on the single PR level.83
The PRs were immobilized on a polylysine treated TEM grid, immersed in index-
matching glycerol and then first characterized by optical spectroscopy to avoid any
changes induced by the electron beam.83 After the spectral analysis, the glycerol was
removed by rinsing with methanol and the samples were transferred into the TEM for
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(a)
(b)
(c)
(d)
Figure 3.1: DNA-programmed self-assembly of PRs and correlated spectral/structural
characterization. (a) Scheme of PR assembly strategies. Approach A1 uses a high
density of hybridizing DNA, whereas synthesis approach A2 uses a 1:1 ratio of handle
DNA to NP. (b) Cumulative probability distribution plots of the interparticle sepa-
ration, s, for assembly strategies A1 and A2. Gap separations over 20 nm were not
considered as PRs. (c) Correlation of dark-field microscopy/spectroscopy (left) and
TEM (right). NP patterns (here marked 1-3) in the vicinity of PS marker beads are
used to localize PRS characterized by optical spectroscopy in the TEM at low magnifi-
cation (210×, scale bars are 1 µm). Images are then recorded at higher resolution (180
000×, scale bars are 10 nm) to obtain structural details of the PRs, as shown on the
right. (d) Correlated TEM image and dark-field spectra (inset) of a PR. Scale bar is
10 nm. Reprinted with permission from reference 216, c© 2016 John Wiley and Sons.
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optical inspection. We validated in control experiments that the glycerol treatment
did not affect the interparticle separation of the surface immobilized NPs (see chapter
3.6). The alignment of the darkfield and TEM images was alleviated by polystyrene
beads (2 µm) bound to the TEM grids. The beads formed easily detectable patterns
in both optical and electron microscopy (Figure 3.1c), which allowed the identification
of PRs previously characterized by optical spectroscopy in the TEM. The structure
of the individual PRs was characterized with a spatial resolution of down to ∼1 A˚.
Figure 3.1d shows an example of a paired TEM image and scattering spectrum for
an arbitrarily chosen PR obtained with assembly strategy A2.
3.2 Correlation of Plasmon Ruler Resonances with TEM Measurements
The NPs used in this study show a natural distribution in size and shape, which
influences the PR spectral response. As this work focuses on the distance dependent
aspect of plasmon coupling in dimers with very short interparticle separations, we
included only PRs containing NPs with a maximum diameter of D = 38.5 ± 4.6 nm
and with an aspect ratio < 1.2. Asymmetrical dimers, whose NP diameters devi-
ated more than 15%, were also removed from the analysis. The peak BDP resonance
wavelength (λres) for the individual PRs was determined from Gaussian fits to the
scattering spectra (Figure 3.1d) after background subtraction and normalization by
the profile of the excitation light profile. The monomer resonance wavelength of λ0
= 562 ± 4 nm was obtained as average of 30 spherical monomeric NPs. Figure 3.2a
summarizes the resulting normalized spectral shift ∆λ/λ0, where ∆λ = λres − λ0, as
function of the ratio s/D, for PRs containing AT or CG rich DNAs. Figure 3.2b com-
pares the ∆λ/λ0 distributions for PRs with short separations (yellow shaded area in
Figure 3.3a) and AT or CG rich DNA tethers, indicating that there is no observable
difference in the ∆λ/λ0 distributions between the sequences used. We will discuss
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this point in more detail below. Overall, we characterized 165 PRs with separations
between s = 0.5 nm and s = 40.9 nm. Those PRs with s values significantly longer
than the DNA contour length (15.9 nm) reflect a small fraction of PRs whose DNA
tether rips during the immobilization on the TEM grid. As the NP plasmons still
couple at this separation, we included these dimers in Figure 3.2a in order to map
plasmon coupling over the largest possible distance range. Figure 3.2c provides ten-
tative structural models for DNA tethered NPs in different distance ranges as marked
in Figure 3.2a. Depending on the gap separation, the DNA structure changes from
extended to bent to melted at very short separations.
The predicted distance dependence for ∆λ/λ0 according to the universal scaling law
for plasmon coupling between two gold NPs is included in Figure 3.2a as red con-
tinuous line.31 For s/D > 0.07 (s > 2.8 nm) the measured ∆λ/λ0 for both the AT-
and CG-rich sequences are in good agreement with the prediction, confirming that
this separation range is dominated by classical electromagnetic coupling. However,
for s/D ≤ 0.07 (s ≤ 2.8 nm) we observe a dramatic asymmetric broadening of the
λres distribution. The measured wavelength shifts lie broadly scattered below the
predicted ∆λ/λ0 values. The systematic blue-shift relative to the classical prediction
indicates a weakening of the interparticle coupling.
The experimentally observed departure from classical electromagnetic coupling for s
≤ 2.8 nm is a first indication of an efficient charge transfer between the NPs reduc-
ing the charge density on both side of the gap. The sudden onset of the spectral
broadening and decreased ∆λ/λ0 in Figure 3.2a is consistent with a coherent charge
transport phenomenon, as incoherent charge hopping processes would result in a grad-
ual (linear) decrease of conductivity as function of s.191,192 Importantly, the observed
threshold separation sthresh = 2.8 nm is close to the reported onset of coherent charge
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(a) (b)
(c)
Figure 3.2: Distance dependent plasmon coupling in PRs. (a) Normalized spectral shift,
∆λ/λ0, as function of the ratio of interparticle separation to NP diameter, s/D. The gray
circles belong to PRs containing CG enriched DNA, green circles correspond to PRs
with AT enriched DNA. The continuous red line represents the universal scaling law
prediction. The yellow area highlights s/D ≤ 0.07 (s ≤ 2.8 nm) where the experimental
spectra deviate from the classical electromagnetic prediction. (b) Histogram of ∆λ/λ0
for PRs containing CG enriched (gray) or AT enriched (green) DNA. (c) Possible DNA
configurations at varying lengths. At longer separations than IV the DNA is ruptured
and does no longer span the gap between the NPs. Scale bars are 10 nm. Reprinted
with permission from reference 216, c© 2016 John Wiley and Sons.
transport in DNA at 3 nm,193,194,202 which further supports the hypothesis of a direct
tunneling through the DNA as cause for the spectral changes. However, nonlocal
effects of the metal dielectric function also impact charge screening and spill out of
electron density out of NPs in PRs with short interparticle separations.74,76,234,235
These effects are known to induce a relative blue-shift of the BDP in metal NPs, as
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well.
3.3 Verification of DNA Contribution to Blue-shifting Behavior
To verify the role of the DNA tether in determining the relative BDP blue-shift in
PRs with s ≤ 2.8 nm we, therefore, compared the scattering spectra of identical
PRs with and without DNA tether. To that end, we acquired the scattering spectra
of at least 300 PRs obtained through assembly strategy A1 (average interparticle
separation, s = 1.5 ± 0.5 nm) by hyperspectral imaging with a tunable filter before
and after removal of DNA through mild plasma cleaning. In these experiments we
used a series of monochromatic images recorded in 20 nm intervals between 500
nm and 700 nm to acquire the scattering spectra of all PRs in the field of view
(143 × 143 µm2) simultaneously and determined the peak wavelength, λres, from the
fitted spectra. The plot of the fitted λres before and after removal of the DNA for
a representative field of view in Figure 3.3a-c illustrate a drastic red-shift of the PR
spectra upon DNA removal. For the PR marked with a white + in Figure 3.3b and
c we included the complete spectra before and after removal of DNA as obtained
through hyperspectral imaging. The presence of a systematic spectral shift upon
DNA removal is corroborated by a statistical analysis of the fitted λres values for all
> 300 investigated PRs (Figure 3.3e).
We performed two systematic controls to elucidate the nature of the large spectral
shift observed upon removal of the DNA in PRs with very short interparticle sep-
arations. First, we systematically increased the average interparticle separation by
assembling PRs with a 80 bps long DNA tether using strategy A2. The distribution
of the resulting λres values is red-shifted and broadened when compared with that
obtained for PRs with the average interparticle separation of s = 1.5 ± 0.5 nm before
plasma cleaning (Figure 3.3e). Importantly, the λres distribution of the PRs with
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(a) (b) (c)
(d) (e)
Figure 3.3: DNA removal through plasma cleaning red-shifts the plasmon resonance
of PRs with short interparticle separation (average interparticle separation: s = 1.5 ±
0.5 nm). (a) Monochromatic dark-field image of arbitrarily chosen field of view. PRs
present before and after plasma cleaning are encircled. (b) Peak wavelengths of the
individual PRs before plasma cleaning as determined by hyperspectral imaging (see
text). The peak wavelength is encoded in the color as given by the color map. (c)
Peak wavelengths of the same PRs after 60 s of plasma cleaning. Scale bars for (a)
(c) are 1 µm. (d) Sample spectra obtained from hyperspectral imaging before (red)
and after (green) plasma cleaning for the PR marked with white + in (b) and (c).
Simulated spectra of PRs before (σ0 = 7.8 S/m) and after (σ0 = 0) plasma cleaning
are included in blue and black, respectively. (e) Distribution of the fitted resonance
wavelength of >300 PRs with short interparticle separation before (green) and after
(blue) plasma cleaning. The spectra after plasma cleaning are significantly red-shifted.
Distributions for PRs with 80 bps spacer before (red) and after (yellow) plasma cleaning
are included as larger interparticle separation control. Reprinted with permission from
reference 216, c© 2016 John Wiley and Sons.
the longer DNA tether shows a much smaller red-shift upon plasma cleaning than the
PRs with the very short interparticle separation. Furthermore, a closer analysis of the
spectra of individual PRs before and after plasma cleaning reveals that the spectral
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shift of the 80 bps DNA containing PR distribution after plasma cleaning is primarily
caused by a sub-population at the low energy side of the distribution (see chapter 3.6)
whose initial λres values overlap with the spectral range of PRs with s = 1.5 ± 0.5
nm. In contrast, PRs with initial λres values consistent with classical electromagnetic
coupling show only negligible red-shifts. In a second set of control experiments we
compared the scattering spectra of individual DNA functionalized 80 nm gold NP
before and after plasma cleaning. The two conditions resulted in nearly identical λres
distributions (see chapter 3.6). Based on these controls, we rule out structural changes
as cause for the plasma-cleaning induced spectral changes. Instead, we attribute the
observed red-shift after plasma cleaning of PRs with short interparticle separations,
s ≤ 2.8 nm, to the termination of a DNA-mediated charge transfer between the NPs
upon removal of the DNA. The decrease in charge transfer between the NPs results
in an increase of the charge polarization across the NP gap, which strengthens the
capacitive plasmon coupling and accounts for the observed red-shift of the BDP.
3.4 Application of the Conductive Junction Model for DNA Linkers
To further validate the observed relative blue-shift of λres and to account for the
observed spectral spread for s ≤ 2.8 nm, we applied the quantum corrected model
introduced by Aizpurua, Nordlander and colleagues124,214,215 to simulate the effect of
DNA-mediated coherent charge transfer on the distance-dependent optical tunneling
between the NPs. In this model the tunneling current density in the gap is mimicked
by a classical current density provided by an effective material placed in the gap
(Figure 3.4a). We assumed that the current I in the gap experiencing a local E-field
is determined by the conductivity of the DNA. For the sake of simplicity we assume
a homogenous field and express I (ω) in the adiabatic limit as: I(ω) = G× E(ω)× s
where G is the static conductance of the gap. For a justification of the adiabatic
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(a) (b)
(c) (d)
(e)
Figure 3.4: FDTD Simulations of PRs. (a) Structural parameters for the model con-
taining a conductive junction to mimic tunneling through a DNA linker. Comparison
of the simulated and experimental spectra for three selected PRs with minimum in-
terparticle separations of (b) s = 1.05 nm, (c) s = 2.1 nm, and (d) s = 3.3 nm. The
fitted experimental and simulated peak resonance wavelengths λexp and λsim are noted.
TEM images (scale bars are 10 nm) for the individual PRs, together with the geo-
metric parameters s, R, and D are included. The circumference of the DNA corona
around the NPs is indicated as dashed line. R was determined from the separation of
the dotted lines in the center of the interparticle gap. (e) Simulated ∆λ/λ0 versus s/D
plot (green triangles) assuming a quantum corrected model with a gap conductivity
of σ0 = 7.8 S/m for s < 3 nm and σ0 = 0 for s > 3 nm (R = 10 nm). The universal
scaling prediction (red line) and experimental data (filled black circles) are included
for completeness. Reprinted with permission from reference 216, c© 2016 John Wiley
and Sons. 52
assumption, please refer to reference 215. G depends on the morphology of the gap
and its conductivity as: G = σ0 × As/s. Here, σ0 is the static conductivity of DNA
in the coherent tunneling regime and As is the cross-section of the conducting gap
region, defined by the radius, R. We assumed a DNA conductivity of σ0 = 7.8 S/m
in our simulations. This value represents the average of the DC conductivities of
AT-enriched DNA and CG-enriched DNA in the coherent tunneling regime.200,236 We
validated in test-calculations that the difference in longitudinal conductivity between
AT and CG DNAs did not result in a notable shift of the plasmon resonance (see
chapter 3.6).197 This result is consistent with our experimental observations shown
in Figure 3.2b. With σ0 in hand, we calculated the effective permittivity for selected
PR geometries (s, R, D were determined from the high resolution TEM images as
shown in Figure 3.4b-d) as
ε(s, A) = 1 + i
4piσ0(s, As)
ω
(3.1)
and simulated the PR spectra using the finite difference time domain (FDTD) method
for numerically solving Maxwells equations (see chapter 3.5). Figure 3.4b-d compares
the experimental and simulated spectra for selected PR geometries. Our results show
that, provided the morphology of the gap region is correctly accounted for, simulation
and experiment are in excellent agreement. In the next step, we assumed an average
R = 10 nm and simulated λres as function of s. In the coherent tunneling regime (s <
3 nm) we assumed σ0 = 7.8 S/m and we set σ0 = 0.6 S/m for s > 3 nm consistent with
a much lower conductivity of DNA over longer length scales.197 The resulting plot
in Figure 3.4e successfully reproduces the main features of the experimental data. It
shows an abrupt blue-shift in ∆λ/λ0 relative to the classical electromagnetic coupling
model at s/D ∼= 0.07 (s ∼= 2.8 nm) and for s > 2.8 nm the curve shows a continu-
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ous red-shift with decreasing interparticle separation. The reproduction of the main
features in the ∆λ/λ0 vs. s/D relationship through the quantum corrected model
with constant R in Figure 3.4e confirms that a correct prediction of the PR response
at short interparticle separations with high local E-fields requires an explicit con-
sideration of the DNA conductivity through coherent charge transfer. Furthermore,
the almost perfect reproduction of the experimental PR spectra in the nonclassical
regime through a quantum corrected model that explicitly considers the actual PR
structure (Figure 3.4b-d) reveals that the observed broad spread of the measured
resonance wavelength for s ≤ 2.8 arises from the strongly gap morphology dependent
conductance.
3.5 Conclusion
In conclusion, chemical assembly strategies can create plasmonic gap structures with
truly molecular dimensions, but the properties of the molecules in these electromag-
netic hot-spots and their influence on the resonant properties of the coupled plasmonic
system still pose many questions. We have demonstrated in this Communication that
the conductivity of the DNA linker at short separations profoundly affects the spectral
response of PRs in the quantum plasmonic regime and extends the range of coherent
charge transfer between gold NPs to sthres ≈ 2.8 nm. Besides improving the funda-
mental understanding of the PRs, the characterization of PRs in the non-classical
plasmon coupling regime has important tangible applications. For instance, in com-
bination with the PR mediated ability to optically monitor the conductivity in the
DNA containing gap region, DNA mediated tunneling up to sthres ≈ 3 nm paves the
path towards utilizing changes in the tunneling current due to ion or protein binding
to DNA as a new biosensor concept.
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3.6 Materials and Methods
DNA Programmed Self-Assembly of PRs:
A1 : Citrate stabilized gold NPs were mixed with a fully complementary 5' thiolated
DNA handles (Integrated DNA Technologies, IDT) in a ratio of 1:5,000 (NP:DNA) in
∼=50 µL. AT and CG rich sequences were used: AT-Seq1 (HS-AAA TTG ATC TTA
AAG TTG TTC AAC TAC CTA AAA AAG TTA A), AT-Seq2 (HS-ACT TTT TTA
GGT AGT TGA ACA ACT TTA AGA TCA ATT T), GC-Seq1 (HS-GGG ACG
TGG CGT GGT GGA GCT GGC TGG AGG GCG CGT GCC G), GC-Seq2 (HS-
CGG CAC GCG CCC TCC AGC CAG CTC CAC CAC GCC ACG TCC C). The
NaCl concentration in the DNA/NP mixes was gradually raised from 0 mM to ∼=400
mM through multiple small additions of NaCl over a 36 hour period. The formed
NP-DNA conjugates were then washed by repeated centrifugation and resuspension
(5× in T20 20mM NaCl, 10mM Tris-HCl, pH 7.0; 1× in T80). Equal volumes of
the NP conjugates were combined and incubated for 2 minutes before the addition
of a non-thiolated version of Seq1. After 15 minutes of incubation, a non-thiolated
version of Seq2 was added. The hybridization mix was then purified on a 1% agarose
gel, using a 0.5× Tris Borate EDTA (TBE) running buffer at 140V for 30 minutes.
The dimer band was isolated from the gel and the dimers were recovered through
electroelution and stored in 60mM Tris buffer at 4o C for up to 3 days.
A2 : Citrate stabilized NPs was incubated with Bis(p-sulfonatophenyl)phenylphospine
(BSPP, 0.6g/mL) for 16 hours. The BSPP-stabilized nanoparticles were then incu-
bated with Seq1 in a 1:1 ratio in T20 for 12 hours. After that, an excess of short
DNA was added, AT-Seq1-short (HS-TTT TTT TTT TTT TTT TTT TT) or CG-
Seq1-short (HS-GG GCG GGC GGG CGG GCG GGC), and incubated for another
12 hours. Following the 24 hour DNA incubation period, the NaCl concentration of
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the solution was raised from 20 mM to ∼=400 mM through multiple small additions
of NaCl over a 36 hour period. A second batch of NP DNA conjugates was pre-
pared with the corresponding Seq2 as described under A1. The nanoparticle-DNA
conjugates were washed by repeated centrifugation and resuspension (5× in T20, 1×
in T80). Equal volumes of the nanoparticle conjugates (50 µL, 5 × 109 NPs/mL)
were then combined and incubated overnight before the addition of the non-thiolated
versions of Seq1 and Seq1-short, to suppress the formation of larger clusters. The
mixture of monomers, dimers and larger clusters was purified by gel-electrophoresis
as described for A1.
TEM Sample Preparation: A carbon Type-B three slot grid (Ted Pella, Inc) was
used for the correlative darkfield spectroscopy and TEM analysis. These grids were
incubated with polylysine solution (10 µL, 2%) for 10 minutes in a water vapor
saturated environment. A drop of PRs solution was incubated on the grid for 10-30
s before it was removed with the help of a filter paper. The grid was then incubated
with 10 µL of 2.0µm polystyrene (PS) marker beads (0.04%, Thermo Scientific Duke
Standards). Finally, the grid was rinsed with T60 and DDI water. Grids were dried
under ambient atmosphere for 30 minutes and then stored under vacuum for up to 1
week before optical analysis in the darkfield microscope.
Darkfield Measurements and Spectrum Processing: Optical measurements were per-
formed with an Olympus BX51WI microscope under darkfield illumination (numerical
aperture, NA = 1.2−1.4) using unpolarized whitelight from a 100W Tungsten lamp.
The scattered light was collected with a 60× oil objective (NA = 0.65) and either im-
aged with a back-illuminated CCD camera (Andor DV437-BV) or spectroscopically
analyzed using a 303 nm focal length imaging spectrometer (Andor, Shamrock) with
a 150 lines/mm grating and back-illuminated CCD camera (Andor DU401-BR-DD).
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(a) (b)
Figure 3.5: Control experiments for removal of glycerol from PRs with methanol wash-
ing. Scale bars are 10 nm. (a) PR before glycerol immersion and methanol wash. (b)
The same PR (rotated 180o during TEM sample loading phase) after glycerol immer-
sion for 2 hours and methanol washing procedure described in text. Reprinted with
permission from reference 216, c© 2016 WILEYVCH Verlag GmbH & Co. KGaA,
Weinheim.
The recorded spectra were background corrected by subtracting the spectrum of an
area void of PRs and corrected for the spectral profile of the excitation light. Once the
grid was fully analyzed, the glycerol was removed through a quick rinse in methanol,
followed by a rinse in DDI water. The glycerol immersion and methanol wash do no
affect on the PRs, as seen in Figure 3.5.
TEM Imaging: Correlated TEM measurements were obtained as described in the
main text on an FEI Tecnai Osiris TEM at 200 kV. Initial low magnification images
were taken from 60x to 1800x while higher magnifications used were 120kx, 180kx,
and 255kx. Due to the morphology changes induced by the electron beam in the
TEM, some of the images show a darkening, particularly in the short separation gaps.
This darkening is an artifact of the TEM which does not influence the spectra, since
they are obtained prior to the TEM imaging, as noted in the main text. Additional
TEM images of PRs with a variety of interparticle separations, and their correlated
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s = 0.53 nm s = 0.76 nm s = 0.91 nm s = 1.27 nm s = 1.81 nm
s = 2.05 nm s = 2.47 nm s = 2.66 nm s = 2.7 nm s = 3.06 nm
s = 3.97 nm s = 4.27 nm s = 4.37 nm s = 5.41 nm s = 6.79 nm
s = 7.52 nm s = 7.66 nm s = 10.45 nm s = 13.53 nm s = 15.72 nm
Figure 3.6: TEM images of PRs with assembled with dsDNA, with gaps of s = 0.5
- 2.0 nm (i-v), s = 2.0 - 3.1 nm (vi-x), s = 3.1 - 7.0 nm (xi-xv), and s = 7.0 - 20.0
nm (xvi-xx). Scale bars are 10 nm. The spectra of these structures are summarized in
Figure 3.7.
darkfield spectra, are included in Figures 3.6 and 3.7, respectively.
Plasma Cleaning and Hyperspectral Analysis: Plasma cleaning samples were prepared
by incubating polylysine (2%, 100 µL) on a cleaned glass slide for 15 minutes. After
washing with DDI water, Au PRs (A1 synthesis, 100 µL, ∼= 6 × 109 NPs/mL) were
incubated on the slide for 30 seconds. After a final DDI wash, the sample was dried
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Figure 3.7: Additional spectra for PRs assembled with dsDNA, corresponding to num-
bered TEM images in Figure 3.6 above. Spectra are normalized and the expected peak
resonance wavelength from FDTD simulations (without junction material) is indicated
by the black lines on each spectrum. Please note: Blue-shifted resonances relative to
the FDTD simualtions are present for PRs i - viii, demonstrating the cutoff of s = 2.7
nm as mentioned in the text.
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and observed on an Inverted darkfield microscope (Olympus IX71, NA = 0.92−0.8)
using unpolarized light from a 100W Tungsten lamp. Scattered light was collected
using a 60× air objective (NA = 0.1−1.3) and imaged using a back-illuminated CCD
(Andor iXon+). After initial white light investigation of the sample, the area of
interest was then imaged using a multispectral filter (CRi Varispec) from 500 nm to
700 nm, every 20 nm. Following the analysis with no plasma cleaning, the sample
was subjected to O2 plasma (Harrick Plasma, 10W) for 15 seconds. Further darkfield
and multispectral imaging was completed for the same area of interest. This process
was completed for time points at 0, 15, 30, 45, 60 seconds. A further experiment
with long (80 base pairs) DNA: AT-Seq1 (HS-TTT TTT TTT ATT TTT TTT TAT
TTT TTT TTA TTT TTT TTT ATT TTT TTT TAT TTT TTT TTA TTT TTT
TTT ATT TTT TTT TT), AT-Seq2 (HS-AAA AAA AAA ATA AAA AAA AAT
AAA AAA AAA TAA AAA AAA ATA AAA AAA AAT AAA AAA AAA TAA
AAA AAA ATA AAA AAA AA), synthesized using the A2 synthesis and procedure
above, were performed to demonstrate that the observed red-shift is an effect of the
DNA only in short separations. Spectra from long DNA were analyzed and the ∆λres
versus the initial λres for each PR is shown in Figure 3.8a. As noted in the main
text, there is a clear sub-population with λres < 570 nm which displays a significant
red-shift upon plasma cleaning. This population explains the small red-shift observed
during the long DNA experiment. A control sample of DNA-conjugated 80 nm Au
NPs was analyzed in the same fashion for 0 and 120 seconds to determine that the
plasma cleaning itself did not contribute to the effect observed and the distributions
are presented in Figure 3.8b.
Electromagnetic Simulations: FDTD simulations for dimers of 40 nm gold NPs were
performed using Lumerical FDTD solutions (version 8.7) using the Johnson and
Christy dielectric functions for gold43 and assuming an ambient refractive index of
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(a) (b)
Figure 3.8: Controls for plasma cleaning of DNA from PRs. (a) Distribution of long
DNA PRs with regards to the peak resonance wavelength (nm) and the ∆λres (nm).
The distribution demonstrates two distinct populations, those with initial resonances
below 570 nm (which have a large red-shift after plasma cleaning) and those with longer
peaks resonances (which do not demonstrate the red-shift after plasma cleaning). (b)
Number of NPs vs. peak λres for the control DNA-conjugated 80nm Au NPs before
(green) and after (yellow) plasma cleaning for 120 seconds.Reprinted with permission
from reference 216, c© 2016 John Wiley and Sons.
nr = 1.57. The simulation area was a cube defined with 400 nm length on each side
and a cubic mesh override region of 140 nm3 with a 2 nm mesh size. A further mesh
override area with a 0.25 nm mesh size was created directly around the gap of the
nanoparticles (center-to-center) to ensure accurate information about the conductive
junction area. A total field scattered field source (TFSF) was injected 120 nm below
the plane of the dimers, with a wavelength range of 300 to 2000 nm and a polariza-
tion parallel to the dimer axis. The scattered light was detected by six 2-D power
detectors on each side of the mesh override region. The permittivity of the gap region
was defined as described in the text. The conductivities used in the determination
of the gap region are mentioned in the main text as σ0 = 7.8 S/m for the charge
transfer regime (s < 3nm) or σ0 = 0.6 S/m for the charge hopping regime (s > 3
nm). These values are the the result of averaging values obtained for AT and CG
sequences,198 which do not exhibit enough difference to change the resonance spectra
and resulting ∆λ/λ0 vs. s/D curve (Figure 3.9). We also note that our conductivities
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Figure 3.9: Comparison of spectral shift due to AT and CG rich DNA sequences. ∆λ/λ0
vs. s/D curve for AT rich conductivity (σ0 = 6.6 S/m) vs. CG rich conductivity (σ0 =
9.2 S/m), indicating that the difference in the conductivities from s = 1 nm to s = 5
nm (s/D = 0.025:0.125) is not noticeable in the plasmon resonance, as observed in the
main text. Reprinted with permission from reference 216, c© 2016 John Wiley and
Sons.
neglected the transverse direction for the individual bases.196,237 While this direction
shows a significantly larger difference between individual bases, the PRs that involve
this range (s < 1 nm) will have junction areas (As) that encompass a variety of bases,
making the differences between the sequences negligible.
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Chapter 4 EFFECT OF INTERSTITIAL PALLADIUM ON PLASMON
DRIVEN CHARGE TRANSFER IN NANOPARTICLE DIMERS
Capacitive coupling of the plasmons between two Au NPs is characterized by the
increasing red-shift of the BDP mode in the classical EM regime, following the em-
pirically determined universal scaling law, as described in chapter 1.2. This classical
model breaks down at short separations, where the plasmon-driven charge transfer
induces a decrease in the charge build-up, dissipating the effective capacitive cou-
pling. This charge transfer may be modelled as the inducement of a gap current
between the NPs with a magnitude and separation dependence that can be modu-
lated if molecules are present in the gap, demonstrated in chapter 3 with dsDNA
linker molecules. In this chapter, the linker DNA is used as a scaffold for the growth
of small (2-5 nm) Pd NPs in the gap between the two Au NPs204,238 and the effect
of increasing Pd NP concentration on the BDP mode is investigated. Pd was chosen
as Pd2+ cations are known to bind to DNA, and hierarchical PdAu heterostructures
have interesting sensor applications. This chapter characterizes the effect of discrete
Pd NPs localized in the gap on BDP depolarization in the capacitive coupling regime
through correlated optical single dimer spectroscopy and high-resolution transmission
electron microscopy (TEM) and tests the hypothesis that the generation of Pd NP in
the gap of DNA-connected plasmonic molecules provides a chemical strategy to tune
their collective plasmon resonance after self-assembly.239 Consistent with enhanced
plasmon-driven charge transfer, the integration of discrete Pd NPs depolarized the
capacitive BDP mode over longer interparticle separations than is possible in the
DNA-linked Au PRs. Higher Pd NP densities in the gap increases the conductance
significantly and induces the transition from capacitive to conductive coupling.
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(a) (b) (c)
Figure 4.1: DNA-guided growth of Pd NPs in Plasmon Rulers (PRs). (a) Model
for PR assembly from Au NPs functionalized with a low number of DNA molecules
incorporated into a monolayer of PEG-COOH for colloidal stability. (b) Integration of
Pd NPs. Pd2+ is bound to the DNA and is subsequently reduced through the reducing
agent, DMAB. Distributions of the plasmon resonance wavelength of PRs before and
after Pd2+ binding are included as green and orange histograms, respectively. (c) TEM
images of PEGylated NP control (top, scale bar is 10 nm), 15DNA/NP PRs (middle,
scale bars are 10 nm [left] and 5 nm [right]), and 30 DNA/NP PRs (bottom, scale bar
is 10 nm) after reduction of Pd2+.
Sample Zeta, ζ, Potential
dsDNA/PEG dimers (in DI H2O) -24.0 mV (± 3.0 mV)
dsDNA/PEG dimers, incubated with
Pd2+ (in DI H2O)
-8.0 mV (± 3.0 mV)
Table 4.1: Zeta, ζ, potentials of dsDNA/PEG dimers. Pd2+ion binding changes the ζ
potentials of the PRs used in this chapter and indicates the binding of Pd2+ ions. ζ
potentials were measured after 4 hour incubation.
4.1 Incorporation and Growth of Pd NPs in Plasmon Ruler Gaps
DNA-linked Au NP dimers, referred to in the following as Plasmon Rulers (PRs),81,155,158
were assembled through DNA-programmed self-assembly outlined in Figure 4.1a.
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Briefly, two aliquots of 41 (±16) nm Au NPs were incubated with complementary
ssDNA handles, followed by incubation with an excess of carboxylic acid terminated
polyethylene glycol (PEG-COOH) to ensure colloidal stability. After removal of excess
ssDNA and PEG-COOH through centrifugation and resuspension, the two different
NP flavors were combined and hybridized by incubation for several hours at 60oC
and subsequent annealing. We generated PRs with difference handle-DNA/NP ratios
of 15/1, 22/1, and 30/1. After isolation of successfully formed dimers through gel
electrophoresis (see chapter 4.5),35 palladium (Pd) NPs were integrated into the DNA
linker through a two-step DNA-templated reduction procedure (Figure 4.1b). In the
first step, Pd2+ was bound to DNA. Subsequently, the DNA-bound Pd2+ ions were re-
duced with 4 mM dimethylamine borane (DMAB), resulting in the coalescence of Pd
NPs. Our experimental strategy was adapted from reference 204 and is described in
detail in the chapter 4.5. Successful Pd2+ binding to the DNA was confirmed through
the red-shift of the plasmon resonance wavelength distribution of the PR, shown in
the insets in Figure 4.1b. The red-shift results from an increase in the local refractive
index associated with the binding of Pd2+ ions to DNA. Additional confirmation of
Pd2+ binding is given by the neutralization of the zeta potential of the PRs (Table
4.1). Figure 4.1c shows representative TEM images of PEG-COOH functionalized
NPs (no DNA, top) and PRs with DNA/NP ratios of 15/1 (middle), and 30/1 (bot-
tom). PEGylated NPs hade no or only a very low number of Pd NPs attached. For
PRs, the number of Pd NPs showed some variability, but the number and average
size of Pd NPs bound to the DNA-functionalized NPs increased overall with DNA
loading (Table 4.2). For low DNA handle concentrations, some PRs contained Pd
NPs exclusively localized to the gap region, which we attribute to a residual mobility
of DNA handles on the NP surface.240 DNA handles can diffuse into the gap region,
where they get trapped upon hybridization with a complementary strand bound to
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15 DNA/NP 22 DNA/NP 30 DNA/NP
High Pd NP Loading 115 152 126
Percentage of Total 40.1% 49.8% 67.7%
Low Pd NP Loading 172 153 60
Percentage of Total 59.9% 50.2% 32.3%
Total number of PRs 287 305 186
Table 4.2: Pd NP binding with different DNA/NP ratios. Pd NPs were formed in PRs
with different DNA/NP raitios (from left to right: 15/1, 22/1, 30/1) and inspected in
the TEM. Based on coverage of the PR with Pd NPs, the PRs were categorized as
high (more than approx. 40 Pd NPs) or low (less than approx. 40 Pd NPs) loading.
the second NP. Overall, this process results in an enrichment of DNA in the gap
region.
4.2 Darkfield Analysis of the Reduction of Pd2+ to Pd NPs
In the next step, we evaluated the spectral changes associated with Pd NP formation
on the optical response of single 15/1 DNA/NP PRs in a massively parallel fashion in
real time. PRs were pre-incubated with Pd2+, washed, and then immobilized on the
inner surface of a poly-L-lysine treated flowchamber that was imaged with a darkfield
microscope at 60× magnification. A typical field of view with dimensions up to 143
by 143 µm2 contained approximately 500 individual scatterers (see chapter 4.5), of
which typically 300-400 were PRs. The majority of NP monomers were excluded from
all subsequent analysis through an intensity thresholding, and our analysis focuses
primarily on dimers. A small fraction of monomers was, however, retained due to
some overlap between monomer and weakly coupled PR intensity distributions. We
first applied a ratiometric imaging approach to detect spectral changes triggered by
the formation of Pd NPs upon addition of DMAB reducing agent in real time. We split
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the detected light using a dichroic mirror (580 nm) and monochromatic wavelength
filters (550 nm & 600 nm) and recorded two wavelength images on two separate
cameras, shown in the schematic in Figure 4.2a. The 550 nm channel coincides with
the initial PR resonance and the 600 nm channel lies on the red tail of the PR
spectrum. The comparison of the relative intensities of the two wavelength channels
makes it possible to detect shifts of the plasmon resonance wavelength in real time.
Figures 4.2b-d show representative trajectories of controls (PRs without Pd2+ pre-
treatment but incubated with DMAB) and of Au PRs during Pd2+ reduction. The
trajectories were recorded with a rate of 1 frame per second and the reducing agent
(4mM DMAB) was flushed into the chamber with a rate of 0.8µL/second.
While the PR control (no Pd2+) in Figure 4.2b shows no significant change in the
relative intensities of the 550 nm and 600 nm channels, upon addition of the reducing
agent, formation of Pd NPs induces measurable spectral shifts. Intriguingly, both red-
shifts (Figure 4.2c) and blue-shifts (Figures 4.2d) are observed for PRs pre-incubated
with Pd2+ after addition of the reducing agent. To determine the frequency of blue
and red-shifts and quantify their magnitudes, we measured the spectra of hundreds
of individual 15/1 and 30/1 DNA/NP PRs in the field of view through hyperspectral
imaging in a widefield darkfield microscope (Figure 4.3a). We recorded 21 monochro-
matic images in steps of 10 nm in the spectral range between 500 nm and 700 nm
before and after the reduction of Pd2+ cations to form Pd NPs using a tunable filter.
The measured intensities of the individual PRs in the monochromatic images were
then used to construct their scattering spectra, and the longitudinal BDP resonance
wavelengths were determined by Gaussian fits around the peak intensity. We verified
the accuracy of the spectral information obtained through hyperspectral imaging for
a random group of PR using a conventional imaging spectrometer (see chapter 4.5).
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(a) (b)
(c) (d)
Figure 4.2: Detection of resonance shifts during the formation of Pd NPs. (a) Schematic
drawing of the ratiometric imaging set-up, with representative CCD images on the
monitored wavelength channels of 550 and 600 nm (magnified sub-section of the entire
field of view, scale bar = 10µm) at time points t = 0, 40 & 120 seconds. Plots of
the monitored intensities as a function of time for the circled point are shown in (c).
(b) Intensities and calculated intensity ratios of the PR controls (no Pd2+) during the
incubation with DMAB. Gray line represents the ratio of the red (600 nm, red line) and
green (550 nm, green line) wavelength channels. The shaded area marks an interval
without flow before the reducing agent was flushed in. (c)-(d) Sample trajectories for
15 DNA/NP PR during the reduction of Pd2+ to Pd NPs showing (c) a red-shift and
(d) a blue-shift.
Figure 4.3b correlates the resonance wavelengths of PRs with 15 DNA/NP measured
before (λinitial) and after (λfinal) Pd2+ reduction. The resonance wavelengths of controls
(PRs treated with DMAB in the absence of Pd2+) and individual NPs (monomers) in
Pd2+ containing aqueous solution are included for comparison. The λinitial distribution
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(a) (b)
(c) (d)
Figure 4.3: Hyperspectral imaging of Pd2+ loaded PRs before and after reduction. (a)
Schematic overview of hyperspectral darkfield imaging set-up with representative CCD
images for λ = 550, 600 & 650 nm. Images are magnified sub-sections of a larger field
of view (scale bar = 20µm). The spectrum of the circled scatterer is shown in (c).
(b) Plot of the plasmon resonance after Pd2+ reduction (λfinal) as a function of the
resonance wavelength before Pd2+ reduction (λinitial) for 1031 PRs with 15 DNA/NP
(blue). λinitial and λfinal for control PRs (identical treatment but without Pd
2+) and
NP monomers are included in green and yellow, respectively. The inset contains the
distribution of λfinal. (c) Exemplary hyperspectral data for an individual PR with
15 DNA/NP whose plasmon resonance blue-shifts upon Pd NP formation. (d) Plot
of the plasmon resonance after Pd2+ reduction (λfinal) as a function of the resonance
wavelength before Pd2+ reduction (λinitial) for 1056 individual PRS with 30 DNA/NP.
of the PRs is red-shifted relative to that of the monomers due to near-field coupling
between the NPs. The broad spread of the PR λinitial values reflects a large variability
in the interparticle separation of the immobilized PRs. Importantly, different from
the PR control for which λfinal and λinitial are strongly correlated and the majority
of the population (92%) shows a spectral shift, ∆λ= λfinal - λinitial, of less than ±
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10 nm (black line), the Pd2+ containing PRs show a large distribution of positive
and negative ∆λafter addition of DMAB. Only 27% of PRs cluster around the ∆λ=
0 (± 10 nm) line, while 43% of PRs experience a red-shift of ∆λ> +10 nm and,
intriguingly, 30% of PRs show a blue-shift of |∆λ| > | − 10| nm as consequence of
Pd NP formation. Figure 4.3c shows the spectra before and after Pd2+ reduction of
a PR that experiences a strong blue-shift of ∆λ= −95 nm from λinitial = 645 nm to
λfinal = 550 nm. In principle, the conversion of a dimer into a monomer through loss
of a NP could account for a spectral blue-shift. However, due to the absence of a
systematic blue-shift in the PR (no Pd2+) controls and PR scattering intensities that
remain significantly higher than those of monomers (see chapter 4.5), we exclude loss
of a NP as a trivial reason for the observed blue-shift.
In addition to the induction of spectral shifts, the integration of Pd NPs also affects
the width of the individual PR spectra. In the absence of Pd2+, PRs assembled from
NPs with 15 DNA/NP have an average full width at half maximum (FWHM) of 78 ±
12 nm, which increases to 98 ± 31 nm after binding of Pd2+. The creation of Pd NPs
through reduction of Pd2+ in the next step further broadens the single PR spectra.
75% of the PRs that exhibit a blue-shift upon Pd NP integration show a significant
broadening. The average FWHM increases from 103 nm 24 nm for Pd2+ loaded PR
to 139 nm 34 nm after reduction of the Pd2+ ions. Similarly, 80% of the red-shifting
sub-population spectrally broaden. The FWHM before and after Pd2+ reduction in
this case are 100 nm ± 31 nm and 144 nm ± 31 nm, respectively. The observed
spectral broadening shows that the metallic Pd NPs located in the near-field of the
gold NPs represent parasitic elements that dampen the coupled plasmons of the PRs.
The dampening results from dissipative losses in the small Pd NPs as well as from a
heterogeneous modulation of the carrier density (and dielectric function) across the
PR after introduction of a new metallic component.
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The spectral shifts, ∆λ, upon formation of Pd NP measured for individual PRs assem-
bled from Au NPs with 30/1 DNA/NP are summarized in Figure 4.3d. Intriguingly,
the fraction of PRs that experiences a blue-shift has dropped to 12%, while the frac-
tion that experiences a red-shift has increased to 55% in this case. 15/1 and 30/1
DNA/NP differ in the concentration, size and spatial arrangement of the formed Pd
NPs (see Figure 4.1c). The significant decrease of the blue-shifted PR sub-population
for PRs assembled from NPs with 30/1 DNA/NP that contain more and larger Pd
NPs is a first indication that the blue-shift is favored by a lower concentration of Pd
NPs in the gap region.
4.3 Correlative Darkfield, TEM and Electromagnetic Simulations
To understand the effect of Pd NP formation on the PR spectra in more detail and
to elucidate the structural differences that result in spectral blue- or red-shifts, we
combined in the next step single PR spectroscopy with high-resolution TEM. This
strategy allowed the correlation of single PR structures with the associated spectra.
This correlative optical / electron microscopy procedure was described in detail pre-
viously216 (Chapter 3) and relies on pattern recognition, aided by 2 µm polystyrene
(PS) beads, to effectively align the darkfield and TEM images. Consistent with our
hyperspectral data from Figure 4.3, we found PRs with a blue-shift (∆λ< 0), a red-
shift (∆λ> 0) or no shift (∆λ= 0) relative to the classical electromagnetic prediction
after Pd NP formation. An overview of 20 pR structures and correlated spectra for
different Pd NP loadings and interparticle separations is provided in Chapter 4.5.
Figure 4.4 shows selected examples for PRs assembled from NPs with 15 DNA/NP
with ∆λ< 0 (a-c), ∆λ> 0 (d), and ∆λ= 0 (e) that illustrate the dependence of the
spectra on the interparticle separation, s. The left column in each row contains a
TEM image of an individual dimer, the middle row contains the experimental scat-
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tering spectrum (blue), the FDTD simulated spectrum of the dimer embedded in
index matching glycerol with constant refractive index of n = 1.570 (including the
gap region), and the corrected FDTD simulation200,236 that accounts for a DNA-
mediated static gap conductivity of σ0 = 7.8 S/m as well as the presence of Pd NPs
in the gap region (orange) if applicable. The right column shows the structural PR
model used assumed in the corrected FDTD simulation and a charge density map for
the supported plasmon modes. In the following, we refer to the peak wavelength of
the experimental scattering spectrum as λexp; and λsim and λcorr correspond to the
peak wavelengths of the FDTD simulated spectra with and without correcting for
DNA and Pd NPs, respectively. We also added the effective gap conductance, G,
of a homogeneous medium filling the space between the two Au NPs that in FDTD
simulations best reproduces the experimental spectra of the individual PRs in the
right column of Figure 4.4.
Figure 4a shows a PR with a short interparticle separation of s = 2 nm. Intrigu-
ingly, the measured BDP resonance wavelength of λexp = 586 nm is much shorter
than the FDTD prediction of λsim = 651 nm. The interparticle separation s = 2 nm
is below the threshold separation sthresh = 2.7 nm for which we have previously ob-
served a characteristic blue-shift relative to the classical electromagnetic prediction to
occur, and which we attributed to a DNA-mediated gap conductance.155,216 Indeed,
the corrected FDTD simulations that account for DNA-mediated gap conductance
yield a peak resonance wavelength of λcorr = 580 nm and successfully reproduces the
experimental spectrum for the dimer in Figure 4a. The PR with short interparticle
separation in Figure 4a does not contain a Pd NP in the gap. For completeness, we
add that an increase in gap conductance due to an interstitial Pd NP that touches
both Au NPs and forms a conductive bridge between the Au NPs provides a very
similar spectrum (Figure 4.5). Consequently, at very short interparticle separations,
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(a)
(b)
(c)
(d)
(e)
Figure 4.4: Caption on next page.
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Figure 4.4: Correlated spectroscopy and TEM structural analysis of Pd NP containing
PRs. (a) Gap width, s = 2.0 nm; experimental peak wavelength (blue), λexp = 586
nm; peak wavelength of the FDTD simulated spectrum (black), λsim = 651 nm; peak
wavelength of the corrected FDTD simulations (orange), λcorr = 580 nm. Scale bar =
5 nm. (b) s = 4.0 nm; λexp = 575 nm; λsim = 612 nm; λcorr = 566 nm. Scale bar = 5
nm. (c) s = 5.6 nm; λexp = 580 nm; λsim = 599 nm; λcorr = 578 nm. Scale bar = 10
nm. (d) s = 8.3 nm; λexp = 621 nm (shoulder λexp = 569 nm); λsim = 590 nm; λcorr =
632 nm (shoulder λcorr = 562 nm). Scale bar = 10 nm. (e) s = 18.0 nm; λexp = 573
nm; λsim = 572 nm; λcorr = 572 nm. Scale bar = 10 nm.
a moderate gap conductance mediated either by DNA or discrete contacts established
by Pd NPs accounts for a significant spectral blue-shift.
The PR in Figure 4.4b has a longer gap separation of s = 4.0 nm, and the TEM shows
individual Pd NPs interspersed in the gap. Although the Pd NPs do not establish
a continuous metallic connection between the two Au NPs, and the interparticle
separation is significantly longer than sthresh, the BDP resonance is still remarkably
blue-shifted (λexp = 575 nm) when compared to the classical electromagnetic predic-
tion (λsim = 615 nm). s is too long to allow for direct tunneling from one Au NP to
the other, but the separations between the individual Pd NPs fall below sthresh. The
measured BDP blue-shift indicates, thus, a non-negligible gap conductance that arises
from multiple plasmon-driven and DNA-mediated tunneling events between Au and
PD NPs, as well as between Pd NPs in the gap. This model, which is reminiscent of
electron percolation in films of NPs connected by organic molecules,211,241–246 is sup-
ported by the spectral blue-shift obtained in FDTD simulations that contain discrete
2 nm diameter Pd NPs integrated into a DNA matrix with static conductivity of σ0
= 7.8 S/m in the gap region. In excellent agreement with the experimental results,
this model yields a peak resonance of wavelength of λcorr = 566 nm for a gap with of
s = 4 nm. We observed this characteristic blue-shift in Pd NP containing PRs with
separations up to at least s = 4.4 nm (see chapter 4.5).
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Figure 4.5: FDTD simulated spectra (orange) for a PR (s = 2 nm, λcorr = 581 nm)
conductively bridged by a 2 nm Pd NP (inset). This structure experiences a similar
shift to the PR modelled in Figure 4a, due to an increase in the gap conductance when
compared to the same PR in vacuum (black, λsim = 651 nm).
An example of a third class of frequently observed structures is shown in Figure 4.4c.
PRs of this type show significant accumulation of Pd NPs in the gap, but the Pd
NPs do not yet establish a continuous connection between the Au NPs over large
areas of the gap region. For the PR in Figure 4.4c, the TEM image shows a narrow
gap with low electron density (sontrast) between the Pd NPs and the surface of the
right Au NP. The edge-to-edge separation between the two Au NPs is s = 5.6 nm
and the experimental spectrum of this PR peaks at λexp = 580 nm, which compares
with λsim = 599 nm. We attribute the shift between λexp and λsim in this case to the
fact that the Pd NP accumulation sufficiently narrows the gap to allow for some gap
current between the Au NPs through i) the formation of a limited number of point
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contacts between the Pd NP clusters in the gap and the Au NP surfaces and/or ii)
direct tunneling across the remaining metal-free gap space. If the width of the metal-
free region drops below sthres, DNA-mediated charge transport across the junction
becomes feasible even in the absence of a direct contact. The relative spectral shift
between λexp and λis is weaker for Figure 4.4c than for Figure 4.4a and Figure 4.4b
due to the larger gap separation, which reduces the coupling between the particle
plasmons. This is well illustrated by the charge density plots in the right column that
show a progressive decrease in the gap region as the interparticle gap is increased for
Figure 4.4a-c.
If the Pd NP concentration is further increased, the nature of the coupled plasmon
dimer fundamentally changes. This is illustrated in Figure 4.4d where the entire PR
gap region is filled with inter-connected Pd NPs that also connect to both Au NP
surfaces to establish a conductive connection across the two entire PR. While for
Figure 4.4a-c, the coupling between the two Au NPs is capacitive in nature with
a charge build-up on the opposite sides of the gap, for the structure modeled in
Figure 4.4d, two modes at λcorr = 562 nm and λcorr = 636 nm can be identified
with the dominating longer wavelength mode showing clear indication of conductive
coupling. In particular, charge accumulation occurs for this mode only on the outer
surfaces of the Au NPs but not in the gap region, which is a reliable indicator of
a transition from capacitive to conductive coupling due to a sufficiently high gap
conductance. The mode at λcorr = 562 nm could, in principle, represent a quadrupole
mode as these have been shown to couple to far-field radiation in dimer of touching
NPs.122 The simulated charge distribution and the fact that the mode remains lower
in energy than the BDP of the uncoupled monomer, whereas the quadrupole mode
lies higher in energy (Figure 4.6), suggests, however, that the λcorr = 562 nm mode
remains capacitive in nature and is dominated by dipolar coupling. Furthermore,
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Figure 4.6: FDTD simulated spectra for a 40nm Au NP monomer (blue) and a 40 nm
Au NP dimer with a 2 nm gap (orange) showjing the quadrupolar mode lies blue-shifted
to the monomer resonance. This rules out multipolar radiation for the blue-shifted
resonance that remains in Figure 4.4d, as that mode is not shifted further than the
monomer resonance. Additional confirmation can be found in the experimental data
from reference 122.
the structure in Figure 4.4d with a continuous conductive Pd bridge between two
gold NPs is conceptually similar to an all Au dumbbell structure, for which the co-
existence of localized coupled modes and long wavelength standing modes as result
of conductive coupling have been demonstrated before.82,247
The determined gap conductance, G, provides a rational metric to characterize the
evolution of the PR spectra as the concentration of Pd NPs in the gap and the
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interparticle separation increase from 4.4ad. Moderate gap conductances of G <
1×10−1 S facilitated by individual Pd NP bridges, DNA mediated tunneling, or point
to point tunneling along a network of Pd NPs, decrease the charge accumulation on
the two adjacent surfaces of otherwise strongly coupled Au NPs and induce a blue-shift
of the capacitive BDP mode (Figure 4.4a and b). The depolarizing effect of the gap
conductance on the BDP resonance decreases as the charge accumulation decreases
with increasing interparticle separation (Figure 4.4c). However, once a sufficiently
high number of Pd NPs is localized to the gap to fill it with touching Pd NPs, the
gap conductance becomes high enough to induce the transition from capacitive to
conductive coupling (Figure 4.4d).
For completeness, Figure 4.4e also includes an example of PRs without noticeable
spectral shift (∆λ= 0), which comprises Au NP dimers with large separation (s > 10
nm). The interparticle separation of S = 18 nm is well above sthres and the density
of Pd NPs in the DNA is too low to establish a conductive contact between the Au
NPs. Consequently, the observed plasmon resonance (λexp = 572 nm, blue circles)
is in good agreement with the simulated plasmon resonance (λsim = 573, black line,
orange line) for the PR.
To further validate the relevance of DNA-bound Pd NPs for determining the spectral
response of PRs, we measured the spectra of Pd NP containing, immobilized PRs
with conductive (Figure 4.7a) and capacitive (Figure 4.7b) coupling before and after
removal of DNA by incubation with an excess of mercaptoethanol. Difference plots are
provided in Figure 4.7c and 4.7d. For completeness, we also included the spectra of the
same PRs before reduction of bound Pd2+ to Pd NPs. Conductive coupling requires a
high density of Pd NP in the gap region, establishing essentially a continuous bridge
of NPs between the two Au NPs. These assemblies can be sufficiently stable so
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(a) (b)
(c) (d)
Figure 4.7: Effect of DNA removal on PR spectra. (a) Exemplary hyperspectral spectra
collected from the same PR before reduction of Pd2+ (orange), after reduction of Pd2+
to Pd NPs (blue), and after DNA removal (gray). (b) Same data as in (a) but for a PR
that shows a blue-shift upon Pd NP NP formation. (c) Difference spectra calculated
from the normalized PR spectra for (i) Pd2+ reduction to Pd NPs (blue) and (ii)
the removal of DNA (purple) from (a). (d) Difference spectra calculated from the
normalized PR spectra from (b).
that replacement of DNA by the smaller and charge neutral mercaptoethanol does
not remove the metal from the gap region but, instead, results in an even denser
packing of Pd NPs and increased electron transport in an applied field. The associated
gain in conductance is consistent with the strong red-shift of the delocalized mode
and simultaneous elimination of the NP-localized plasmon mode (blue shoulder in
original spectrum) in Figure 4.7a. The PR dominated by capacitive coupling in
Figure 4.7b shows a blue-shift of the spectrum upon integration of Pd NPs. Based on
our analysis from Figure 4.4, we anticipate that this PR contains only a relatively low
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number of discrete NPs in the gap region. In this case, removal of the DNA matrix
through mercaptoethanol removes the gap-localized Pd NPs, and the accompanying
loss of gap conductance red-shifts the plasmon resonance back close to the initial
value measured before Pd2+ reduction. The experimentally observed spectral change
observed upon DNA removal confirm the relevance of the DNA-Pd NP hybrid material
in the gap region for determining the PR spectrum and reaffirm conductive and
capacitive coupling models for the PRs in Figure 4.7a and 4.7b, respectively.
4.4 Conclusion
In this study, we have investigated the impact of interstitial Pd NP generation on
the scattering spectra of DNA-connected dimers of Au NPs (Plasmon Rulers) in the
visible range of the electromagnetic spectrum through correlation of single dimer
spectroscopy, high resolution TEM, and electromagnetic simulations. We have shown
that spectral effect of Pd NP generation depends sensitively on the gap width and
the density of Pd NPs in the gap. The integration of interstitial Pd NPs increases
the gap conductance and achieves a significant reduction of the charge pile-up on the
opposite sides of the gap formed by strongly coupled Au NPs. This depolarization
induces a measurable spectral blue-shift of the capacitive BDP resonance relative to
the classical electromagnetic prediction. Intriguingly, we observed a blue-shift of the
BDP in PRs containing discrete Pd NPs with a separation as large as 4.4 nm. A
non-negligible gap conductance over this large separation is indicative of an efficient
electron transport through subsequent electron tunneling between multiple NPs in
the gap region.Higher concentrations of Pd NPs result in a partial filling of the gap
with connected Pd NPs and can establish singular contacts between the Au NPs,
which also results in the a blue-shift of the BDP. Importantly, with increasing Pd
NP density in the gap, the gap conductance increases, which eventually induces the
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transition from capacitive to conductive coupling. This transition was indicated by a
new peak in the long wavelength range of the PR spectrum.
DNA is known as a highly programmable and versatile linker, which facilitates a
scalable fabrication of nanoplasmonic structures containing multiple coupled plas-
monic components with pre-determined geometric arrangements by DNA-guided self-
assembly. Our work shows that DNA is more than a simple structural element, but
that its chemical modification provides opportunities for modulating the near- and
far-field optical responses of the assembled plasmonic nanostructures. Our findings
suggest that it is feasible to change between different regimes of plasmon coupling in
PRs by inserting varying amounts of Pd NPs into the gap region. The ability to detect
and differentiate couplig regimes at a defined interparticle separation using the cou-
pled plasmon as an optical transducer has potential applications in nanoscale energy
transfer, information processing and sensing. A further refinement of the assembly
strategies to enable networks of plasmonic NPs tethered by individual molecules, for
instance with photo-switchable conductivities,248 will eventually result in experimen-
tal platforms that can greatly enhance active control of plasmons by fusing molecular
electronics with nanoplasmonics.
4.5 Materials and Methods
Assembly of dsDNA/PEG functionalized Au NP Dimers: Aliquots of Au colloidal
particles (41 ± 16 nm diameter) were mixed with two complimentary thiolated DNA
handles (L-04: AAA TTG ATC TTA AAG TTG TTC AAC TAC CTA AAA AAG
TTA A & L-05: T TAA CTT TTT TAG GTA GTT GAA CAA CTT TAA GAT
CAA TTT) in ratios of 15:1 & 30:1 DNA:NP. After incubation, these DNA-NPs were
combined with PEG-COOH (526 Da) to ensure the stability of the NP in solution.
These DNA/PEG-NPs were washed thoroughly with DI water and finally suspended
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in T80 buffer (10 mM Tris, 80 mM NaCl). The NPs were combined in equal con-
centrations and incubated in a 60oC water bath for 24+ hours before the samples
were allowed to cool down to room temperature. The formed PRs were then isolated
through gel electrophoresis. The dimer band, shown for PRs assembled with 15/1,
22/1, & 30/1 DNA/NP in Figure 4.8, were excised from the gel and immersed in
DI water to recover the PRs. The average gap size of these dimers was 8 (±7) nm.
Following dialysis, the PRs were stored at 4oC for up to a week.
Generation of Interstitial Pd NPs: A solution of palladium acetate, Pd(OAc)2, was
made by dissolving 10 mg of palladium acetate in 1 mL DI water and sonicating for
10 minutes. The solution was centrifuged at 2500 g−1 for 5 minutes to concentrate
any undissolved palladium acetate. The supernatant was removed and diluted to
10 mL for use. An aliquot of the dsDNA/PEG Au NP dimers (200 µL) and the
palladium acetate (200 µL) were combined and incubated while shaking for 4 hours.
This solution was washed through prepared 40K desalting columns to remove the
excess Pd(OAc)2, resulting in a solution of Pd
2+ containing dimers. Flow chambers
or TEM grids were prepared by incubation with 0.1% poly-L-lysine for 15 minutes,
followed by thorough washing with filtered DI H2O. The Pd
2+-dimer solution from
above was then incubated in the flow chamber or on the TEM grid for 5-15 minutes,
depending on the concentration of the solution. After washing with filtered DI H2O,
these samples are incubated with DMAB solution (2.5g/L sodium citrate, 2.5g/L 85%
lactic acid solution, 2.5g/L dimethylamine borane [DMAB]) for 2 hours. The samples
were finally washed with filtered DI H2O for a final time.
Ratiometric Imaging: Pd2+ loaded PRs were immobilized using poly-L-lysine (0.1%,
10 minute incubation in flow chamber) in a flow chamber and the reduction process
was initiated by inducing a constant flow (0.8µL/second) of the DMAB reducing
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(a)
(b)
(c)
Figure 4.8: Caption on next page.
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Figure 4.8: Images of gels used for the electrophoretic separation of PRs with different
DNA/NP ratios (15/1, 22/1, 30/1). Monomer controls are included for comparison.
(a) The 15 DNA/NP sample shows a monomer band (77.5%) and a dimer band (22.5%)
after 48 hours incubation at 60oC with no significant larger clusters and no aggrega-
tions. The %-values refer to the relative contributions of the individual species and
were calculated from the integrated intensities of the individual bands. (b) 22 DNA/NP
sample after 30 hours of incubation of 60oC. The gel shows a monomer band (45.5%),
a strong dimer band (21.1%), a trimer band (11.8%) and a faint tetramer badn (9.5%,
larger clusters), in addition to some aggregation (12%). The stronger contribution from
larger assemblies when compared with (a) indicates a higher efficiency of hybridization
due to increased DNA loading on the NP. (c) 30 DNA/NP sample after 5 hours of incu-
bation of 60oC shows a monomer band (42.7%), a strong dimer band (19.8%), a trimer
band (11.7%), a tetramer band (10.1%), as well as a significant aggregation (15.7%). 30
DNA/NP samples are typically incubated at room temperature to avoid the formation
of significant aggregations, but were incubated at 60oC here for consistency with (a)
and (b).
agent. Optical measurements were performed on an Olympus IX71 inverted mi-
croscope under darkfield illumination (numerical aperture, N.A. = 1.2−1.4) using
unpolarized whitelight from a 100W Tungsten lamp. The scattered light was col-
lected with a 60× oil objective (N.A. = 0.65) and then split using a dichroic mirror
(580 nm) and filtered (550 nm & 600 nm, bandpass 10 nm). Due to different signal
intensities, the green signal was enhanced during capture with an electron multiplier
(EM) gain of 2. These signals were then collected at a rate of 1 frame/second with 2
back-illuminated CCD cameras (Andor iXon+), which were synced via a digital delay
generator (Stanford Research Systems, DG645). Images were background corrected
by subtracting the average of an area void of PRs and normalized to the starting area
averaged intensity of each analyzed PR.
Hyperspectral Imaging: Hyperspectral imaging (HSI) enables spectral analysis of en-
sembles through the use of a tunable filter and CCD camera. HSI was performed on
an Olympus IX71 inverted microscope under darkfield illumination (N.A. = 1.2−1.4)
using unpolarized whitelight from a 100W Tungsten lamp. Scattered light from the
sample was collected with a 60× oil objective (N.A. = 0.65) and imaged on a back-
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(a)
(b) (c)
Figure 4.9: Confirmation of hyperspectral imaging data. (a) Monochromatic darkfield
scattering image (full field of view) containing 595 discretely detectable scatterers.
Scale bar is 10 µm. A smaller sub-field of this view is included in Figure 4.3a. (b)
Intensity data for monomers (gray) and PRs before (green) & after (orange) reduction
of Pd2+ to Pd NPs. Intensity cutoff to distinguish monomers from dimers, located at
1×103 a.u. (black line), was used throughout the analyses in this chapter. This inten-
sity cutoff represents the average monomer intensity plus one standard deviation. (c)
Example spectra showing accuracy of hyperspectral imaging technique (green) com-
pared to a typical spectrometer (gray). Hyperspectral imaging techniques are detailed
in the text.
illuminated CCD (Andor iXon+). After an initial whitelight image (full field of view
in Figure 4.9a) was obtained, a tunable filter (CRi Varispec VIS, bandwidth = 10
nm) was placed in the path of the light and cycled from 500 nm to 700 nm with CCD
images acquired every 10 nm. The experiments were performed at sufficiently low
dilution so that the individual scatterers were well separated. All whitelight images
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were initially intensity filtered (the average monomer intensity plus one standard de-
viation was used as threshold, due to the distributions shown in Figure 4.9b), and for
each emitter the integrated intensity over a 3×3 square pixel area was determined in
each individual image. All intensities were background subtracted and corrected for
the spectral profile of the incident light. The corrected intensities were fitted with
a single Gaussian function or in cases where the spectra showed additional shoulder
or other features with multiple Gaussian functions. Any signals without significant
variance (Var < 0.1) of the signal intensities on the monitored wavelength channels
(indicating a clear plasmon resonance) or with particularly poor fits (R2 < 0.7) were
excluded from the subsequent analysis. This process was repeated after the Pd2+
reduction after application of a drift correction if necessary. The accuracy of a PR
spectrum obtained by HSI was verified by comparison to the spectrum obtained from
a conventional imaging spectrometer, shown in Figure 4.9c (Andor, Shamrock spec-
trometer).
Correlated Darkfield/TEM Single PR Studies: Samples prepared on TEM grids were
first analyzed using darkfield spectroscopy to obtain scattering spectra and then in-
spected in the TEM. The TEM grids used had large windows (Ted Pella, Triple slot,
Carbon Film) to allow for sufficient darkfield contrast. Patterns of marker beads,
2.0 µm polystyrene (PS), were used to ensure that the same dimers were analyzed in
darkfield and TEM.
Pd2+-loaded PRs were first electrostatically attached on a TEM grid and washed
before a 4 mM DMAB solution was added for 120 min to reduce the DNA-bound
Pd2+. After removal of the DMAB and a subsequent washing step, darkfield analysis
was performed on an inverted Olympus IX71 (N.A. = 1.2−1.4) microscope using
unpolarized light from a 100W Tungsten lamp. The scattered light was collected
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with a 60× oil objective (NA = 0.65), while the sample was immersed in glycerol
and sandwiched between two slides. Spectra were recorded on an Andor Shamrock
spectrometer, centered at 600 nm, and additional CCD images (Andor iXon+) were
taken to determine the patterns of the PS beads and isolate the spectrally-observed
areas. After spectroscopy, the samples were cleaned through immersion in methanol
to remove the glycerol and water. The samples were dried under a heat lamp and
stored under vacuum until inspected in the TEM (FEI Tecnai Osiris). Example
TEM images are provided in Figure 4.10, showing PR structures with a range of Pd
NP incorporation from DNA only (i-v) to a dense Pd NP bridge (xvii-xx), with the
correlated spectra provided in Figure 4.11.
Electromagentic Simulations: FDTD simulations for 40 nm Au dimers with 2-5 nm
Pd NP(s) were carried out with Lumerical FDTD Solutions software (version 8.7),
using the Johnson and Christy dielectric function for Au and the Palik dielectric
function for Pd. Simulations assumed an ambient refractive index of nr = 1.57 for
glycerol to match the correlative darkfield/TEM experiments. The simulation area
was a cube defined with 400 nm length on each size and a cubic mesh override region
of 140 nm3 with a 2 nm mesh size. An additional cubic override mesh with a 0.25 nm
mesh size for the area immediately surrounding the NPs. A TFSF source was injected
120 nm below the plane of the dimers with a wavelength range of 300 to 900 nm and
a polarization parallel to the dimer axis. The scattered light was detected with six
2D power detectors on each side of the mesh override region. The DNA conductivity
was defined by a permittivity in the gap, following the method in reference 214, with
a conductivity of σ0 = 7.8 S/m.
200,236
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s = 1.05 nm s = 2.09 nm s = 2.68 nm s = 2.71 nm s = 3.05 nm
s = 1.37 nm s = 1.44 nm s = 2.17 nm s = 4.03 nm s = 4.39 nm
s = 2.9 nm s = 4.48 nm s = 5.65 nm s = 7.31 nm s = 7.47 nm
s = 0.81 nm s = 1.82 nm s = 3.33 nm s = 8.32 nm s = 9.34 nm
Figure 4.10: TEM images of PRs with only DNA (i-v), PRs containing discrete Pd
NPs (vi-x), PRs with Pd NPs forming a low number of point contacts between the Au
NPs and/or partially filling the gap (xi-xv), and PRs containing an even higher density
of Pd NPs so that the gap region is (nearly) completely filled and a broad region of
contact between the Au NPs is formed through a dense Pd NP bridge whose end points
touch the gold NPs (xvi-xx). Scale bars are 10 nm. The spectra of these structures
are summarized in Figure 4.11.
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Figure 4.11: Additional spectra for PRs with DNA only or PRs containing Pd NPs,
corresponding to numbered TEM images in Figure 4.10 above. Spectra are normalized
and the expected peak resonance wavelength from FDTD simulations (black spectra in
Figure 4.4) is indicated by the black lines on each spectrum. Please note: PR x, which
shows a clear blue-shift between the experimental spectrum and FDTD simulations has
an interparticle separation of s = 4.39 nm.
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Chapter 5 FUTURE DIRECTIONS
Measurement of changes in conductivity using optically-based methods has the poten-
tial to significantly influence nanoscale electronics and computing, when harnessed
correctly, as well as allow access to regions of conductivity that are not easily ex-
plored with traditional means. Biomolecular conductivity is of particular interest
due to the unique structural and chemical arrangements that are found in complex
biomolecular components. The application of optical monitoring of conductivity in
biomolecules is emerging but the incorporation of plasmonic components will rapidly
advance this field. Additionally, as demonstrated in chapter 3, the incorporation of
conductive components into plasmonic systems results in a dramatic blue-shift of the
BDP mode, a phenomenon that is not associated with any other potential changes
to the system (i.e. refractive index, increasing size, increasing corner sharpness).
Although further increase of the conductive linker does not necessarily continue the
trend, as demonstrated in chapter 4, the potential for monitoring the dramatic tran-
sition from capacitive to conductive coupling presents its own potential applications
in sensor development.
Single molecule conductivity measurements remains important for the advancement
of nano-scale electronics, especially as devices approach the atomic limit and begin
to rely on molecular transistors, capacitors, diodes and wires. While optical mon-
itoring of these structures is highly useful, it is also important to ensure that the
components will consistently function as anticipated. Although not used in this man-
ner, the structures in chapters 3 and 4 demonstrate that computational models and
experimentally determined relationships developed specifically for nanoscale applica-
tions can begin to break down in the presence of certain molecular components, as
well as the anticipated break down of models due to the onset of quantum tunneling.
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Developing specific synthetic procedures designed to overcome these molecular-scale
limitations is a challenge that will ultimately need to be solved before the nanoscale
electronics field can progress. Refinement of self-assembly synthetic approaches, like
those presented in this dissertation, can provide an alternative to the cost and spa-
tial limitations of “top-down” techniques. Intriguingly, some recent applications of
self-assembly techniques in nanoscale electronics have combined self-assembly meth-
ods with more complex lithographic patterning to simplify the synthetic procedure
while maintaining the precision and specificity associated with the lithographic tech-
niques.17,33,34,66,163,249–251
Plasmonic structures remain of the utmost importance to a variety of sensing tech-
niques. Surface-Enhanced Raman Spectroscopy (SERS), surface-enhanced infrared
absorption spectroscopy (SEIRA) and other surface-enhanced detection techniques
increasingly utilize complex plasmonic structures, designed to amplify the hot-spot
associated enhancements. The possibility of molecular incorporation decreasing the
hot-spot region and therefore decreasing the enhancement factor, must be examined
thoroughly and accounted for in the development of surface-enhancing substrates.
While many of the molecules used in these spectroscopies are not likely to result in a
significant change in the conductivity of the junction region, molecular conductivity
is a relatively new field of interest that needs to be explored further, especially in
relation to plasmonically-based structures.
The incorporation of materials with traditionally non-visible plasmonic modes (i.e.
Pd) into plasmonic structures with visible resonances also presents new prospective
sensing applications. Extensive work has already been accomplished with the in-
corporation of Pd into a variety of Au or Ag plasmonic structures for hydrogen (H2)
sensing enhancements.239,252–256 The structures presented in chapter 4 are another po-
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tential arrangement but additionally, the DNA-based synthetic approach could with
utilized by other metallic cations known to incorporate into dsDNA. Use of other
metals could result in sensors for molecular catalysis, heavy metals, or other poten-
tial containments. These structures not only provide the potential for new sensor
applications, but the emphasis on the nontoxic, chemically stable Au NPs as the
major component allows that the structures may be significantly more environmen-
tally friendly than other detectors which rely on larger quantities of the more reactive
components.
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Appendix A Data Organization and Storage
The data in presented in this dissertation can be found on the Boston University
Research Drive in the folder for Sarah Lerch in the Reinhard Lab:
(U:/eng research reinhard/Sarah Lerch)
This is a short introduction to the data presented in that folder. If you need fur-
ther assistance, I can be contacted through email at sarahml@bu.edu or lerch.s.m@
gmail.com.
Folder: PAPERS
This folder features all of the manuscripts I worked on during my time at BU. They
are organized alphabetically by journal.
AdvMat QuantumPlasmonics: This folder features all of the writing and data
associated with my first paper, Quantum Plasmonics: Optical Monitoring of DNA-
Mediated Charge Transfer in Plasmon Rulers, published in Advanced Materials,216
and included in this dissertation in Chapter 3. Below are the sub-folders, with a brief
summary of the files included.
Dimer Correlated Data: This includes all of the correlated data obtained for this
paper, including the correlated darkfield/TEM and the DNA removal through plasma
cleaning.
Manuscript : This includes all figure graphic files and some drafts of the manuscript
(main text, supporting information & reviewer response).
BU 2ndYearProposal: This folder has all of the drafts, figures & presentation
documents from my second year proposal. This may be helpful if you need an outline
for how to arrange the second year proposal or presentation.
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BU Dissertation: This folder includes all of the manuscript variations, figure files
and articles used in this document. Articles are only provided if they were used for
figures in this document.
IJMPB SpectralSignaturesOfChargeTransfer: This folder includes drafts, fig-
ures & articles associated with the review paper, Spectral signatures of charge transfer
in assemblies of molecularly-linked plasmonic nanoparticles, published in the Inter-
national Journal of Modern Physics B.103
NComms InterstitialPalladium: This folder features all of the writing and data
associated with my second paper, Effect of Interstitial Palladium on Plasmon Driven
Charge Transfer in Nanoparticle Dimers, which was accepted at Nature Communica-
tions, but unpublished at the time of writing this document, and is included in this
dissertation in Chapter 4. Below are the sub-folders, with a brief summary of the
files included.
Pd Dimers : This includes all of the correlated data obtained from the deposition
and reduction of Pd NPs on gold PRs. This includes the hyperspectral imaging,
ratiometric imaging, correlated darkfield/TEM, and DNA removal through mercap-
toethanol incubation & replacement. Individual data folders are marked with their
relevance while the correlated data is in a separate folder, organized by gap size.
Manuscript : This includes all of the figure graphic files and manuscript drafts
(main text, supporting information & reviewer response).
Folder: SIMULATIONS
This includes all of the simulations associated with papers I published, including this
thesis. The files are typically named with relatively straightforward names, indicating
NP material, gap size and NP size. Importantly, the files in Au dimers are relevant to
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Chapter 3 of this dissertation, while the files in Pd incorporated dimers are associated
with Chapter 4 of this dissertation.
Folder: MATLAB CODES
This includes a variety of Matlab codes used for analysis of darkfield (individual bands-
sliding), hyperspectral imaging (new msi processing & new msi processing 2nd) &
ratiometric imaging (ratiometric imaging multi). Additional codes included are for
whitelight processing (WHITELIGHT, wl corr v1 ), converting to .mat files from .ascii
(multiAsciitoMatconverter) or .sif files (Converttomatlabformat), & particle finder
(pkfind, bpass, particle coordinate).
Folder: PRESENTATIONS
This folder contains all of the presentations I gave during my time at BU, including
lunch meetings with visiting professors, group meeting presentations, PChem seminar
presentations, & conference posters. They are organized in folders by these areas and
are indicated by date in the file name.
Folder: GROUP STUFF
This folder includes a variety of group files, including website pictures (Website),
group posters (Group Posters), synthesis procedures (PR Synthesis), & my weekly
meeting updates with Bjo¨rn (Bjoern Meeting), archived by date.
Folder: MISCELLANEOUS
This folder contains a variety of data and other information that may be helpful in
reference to my work. The sub-folders are indicated here with brief descriptions of
the contents.
Photocatalyst: This folder contains work done by my high school & undergradu-
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ate students on the use of Au NPs and PRs as reduction catalysts for resazurin to
resorufin. This project was never completed, but the information may help with the
use of the Gamry Instruments potentiostat.
Articles: This is a small subset of the articles used in this dissertation, as well as a
full bibliography BibTex file (thesis.bib) for this manuscript.
TEM Images: This folder includes all TEM images taken at the BU Photonics Cen-
ter, using the FEI Osiris Tecnai TEM. Images are organized by date and sometimes
the topic of imaging, if it was not for the papers included here. Any TEM images used
in the papers (whether shown or simply used for gap measurements) are included in
the PAPERS folder, as mentioned above.
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