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Many queueing systems are subject to time-dependent changes in system parameters, such as the arrival
rate or number of servers. Examples include time-dependent call volumes and agents at inbound call
centers, time-varying air trafﬁc at airports, time-dependent truck arrival rates at seaports, and cyclic
message volumes in computer systems.
There are several approaches for the performance analysis of queueing systems with deterministic
parameter changes over time. In this survey, we develop a classiﬁcation scheme that groups these
approaches according to their underlying key ideas into (i) numerical and analytical solutions, (ii)
approaches based on models with piecewise constant parameters, and (iii) approaches based on mod-
iﬁed system characteristics. Additionally, we identify links between the different approaches and provide
a survey of applications that are categorized into service, road and air trafﬁc, and IT systems.
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(J.A. Schwarz),1. Introduction
Many queueing systems feature time-dependent changes in
parameters. Examples of non-stationary parameters, such as the
arrival rate or number of servers, include time-dependent call
Approaches 
based on 
modified
system 
characteristics Fluid approximation(FLUID)
Diffusion approximation
(DIFF)
Pointwise stationary fluid 
flow approximation (PSFFA)
Infinite-server approximation 
(INFSA)
Modified offered load 
approximation (MOL)Number of servers
Job characteristics Uniform acceleration(UA)
Approaches 
based on 
models with
piecewise 
constant 
parameters
Uniformization/
randomization (UR)
Stationary backlog-carryover 
approximation (SBC)
Coordinate transformation 
technique (CTT)
Stationary indep. period-by-
period approximation (SIPP)
Simple stationary 
approximation (SSA)
Pointwise stationary 
approximation (PSA)
Approaches based on
transient models (BOT)
Piecewise stationary 
(independent periods)
Piecewise transient Discrete-timeapproaches (DTA)
Piecewise stationary 
(linked periods)
Numerical
and analytical 
solutions
Surrogate distribution 
approximation (SDA)
Semi-analytical, semi-
numerical approaches (SASN)
Solution of Chapman-
Kolmogorov equations (CKE) Explicit results (EXPL)
Fig. 1. Classiﬁcation of approaches.
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trafﬁc at airports, non-stationary truck arrival rates at container
terminals, and cyclic message volumes in IT systems. Because
these time-dependent parameter changes can have a substantial
impact on a queueing system's performance, they must be con-
sidered in the design and control of such systems.
In this paper, we classify performance evaluation methods for
single-stage queueing systems with time-dependent but deter-
ministic parameter changes. While such systems are also called
non-stationary, time-varying, time-inhomogeneous, or non-
homogeneous queueing systems, we solely use the term time-
dependent queueing systems.
The analysis of time-dependent queueing systems has a long
tradition dating back to Kolmogorov (1931) [131]. Since then, the
practical relevance of such systems has stimulated increasing
interest in various research areas, including mathematics, com-
puter science, and operations management. Such an analysis itself
is difﬁcult since common relations for steady-state queueing sys-
tems, such as Little's law, must be reformulated [18].
The contribution of the present work is a survey and classiﬁ-
cation of the literature on performance evaluation approaches for
time-dependent queueing systems and their applications. Addi-
tionally, links between different approaches are identiﬁed and
discussed.
The remainder of this paper is organized as follows. Both, the
scope and the classiﬁcation scheme, are introduced in Section 2.
In Section 3, approaches for the analytical treatment of time-
dependent queueing systems are reviewed and classiﬁed accord-
ing to the developed scheme. A visualization of links between the
approaches and a review of numerical studies that compare sev-
eral methods are provided in Section 4. Areas of application and
their unique characteristics are described in Section 5. In Section 6,
concluding remarks and areas for future research are provided.2. Scope and classiﬁcation scheme
The survey presented in this paper reviews and classiﬁes
approaches for the time-dependent performance evaluation of
single-stage queueing systems without spatial dimension, known
as point queues, that include
 abandonments and retrials,
 arrivals from an inﬁnite population that are served individually
by a single server or one of multiple parallel servers (for atreatment of ﬁnite source systems, see e.g. Alfa [7], Chung and
Min [39], and references within),
 waiting rooms larger or equal to one (i.e., waiting or loss-
waiting systems; for a recent but incomplete survey of time-
dependent loss queues, see Alnowibet and Perros [12]),
 and deterministic system parameters that change over time (the
transient analysis of systems with constant parameters is
addressed, e.g., by Van de Coevering [220], Tarabia [211], and
references within).
We survey approaches that allow for the performance analysis of
arbitrary time instances. Discrete event simulation is also applied
for time-dependent performance evaluation. However, it is asso-
ciated with a simulation error. This error can be reduced by an
increase in the number of replications at the price of increasing
run times [167]. Moreover, structural system properties remain
intractable. Thus, the survey comprises only approaches which do
not require the generation of random numbers.
We identify three main categories of evaluation approaches:
the ﬁrst category comprises numerical and analytical solution
approaches for systems of equations that describe the time-
dependent behavior of a queueing system (Section 3.1); the sec-
ond category includes approaches that assume piecewise constant
parameters and that apply stationary or transient models (Section
3.2); and the third category includes approximation methods that
modify the number of servers or properties of the processed jobs
(Section 3.3). Fig. 1 presents our classiﬁcation scheme including
these categories and all evaluation approaches reviewed in this
work. In the corresponding sections, each approach is described in
terms of its key idea, its chronological development, and its
advantages and limitations. These descriptions include only
references that develop or methodologically extend an approach.
All surveyed references together with the characteristics of the
analyzed queueing systems are listed in Tables 2,3, and 5–10.
For each reference that considers several queueing systems, the
characteristics of the most general one are given. The references
are sorted chronologically for each approach. The notation used in
the following sections is provided in Table 1.
The development of approaches for the performance evaluation
is often driven by real-world problems. Hence, many articles
include both an evaluation approach and its application to a real-
world problem. The classiﬁcation according to the area of appli-
cation considers the references that include a detailed description
of a speciﬁc application accompanied by a numerical study. The
reviewed applications of the approaches are divided into the areas
Table 1
Notation.
Model description
λ Arrival rate
X Arriving batch size distribution
c Number of parallel servers
μ Processing rate
Y Batch service size distribution
s Max. no. of jobs served by a batch server
ρ¼ λ
cμ
Trafﬁc intensity
K Maximum no. of jobs in the system
PPrio Preemptive priority
NPPrio Non-preemptive priority
t Time parameter
ðÞ0 Derivatives with respect to time
Performance measures
U Utilization
LQ No. of jobs in the queue
LS No. of jobs in the system
WQ Waiting time of a job
WS Sojourn time of a job
Probabilities
Pn ¼ PðLS ¼ nÞ Probability of n jobs in the system
Pw ¼ PðWQ40Þ Probability of waiting
P¼ ðP0; P1 ;…Þ Vector of state probabilities
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tion 5.2), and IT systems (Section 5.3).3. Performance evaluation approaches
3.1. Numerical and analytical solutions
The Chapman–Kolmogorov equations (CKEs) compose a set of
differential equations (DEs) that describes the dynamic behavior of
a Markovian queueing system. For an MðtÞ=MðtÞ=c system, the DEs
are given as
P00ðtÞ ¼ μðtÞ  P1ðtÞλðtÞ  P0ðtÞ; n¼ 0
P0nðtÞ ¼ ðnþ1ÞμðtÞ  Pnþ1ðtÞþλðtÞ  Pn1ðtÞ
ðλðtÞþnμðtÞÞ  PnðtÞ; 1rnoc
P0nðtÞ ¼ cμðtÞ  Pnþ1ðtÞþλðtÞ  Pn1ðtÞðλðtÞþcμðtÞÞ  PnðtÞ; nZc:
ð1Þ
Analytical solutions for these DEs exist only for special cases,
e.g., c¼1. However, solutions can be obtained numerically by
using the Euler method or a Runge Kutta scheme. Systems with an
inﬁnite waiting room result in an inﬁnite number of DEs. Kolesar
et al. [130] suggest approximating such systems by using a system
with a ﬁnite but sufﬁciently large waiting room.
The CKEs are introduced by Kolmogorov [131] for an MðtÞ=M=c
system. The numerical solution of the CKEs is used for the perfor-
mance evaluation of an MðtÞ=M=1=K system by Koopman [133], an
MðtÞ=MðtÞ=1=K system with two separate queues and a common
server by Bookbinder [21], and a multi-class MðtÞ=MðtÞ=1=K=NPPrio
system by Van As [219]. In addition, the numerical solution is used in
the evaluation part of optimization algorithms, e.g., by Parlar [182]
and Nozari [175], as well as in the dynamic programming approaches
of Bookbinder and Martell [22] and Jung and Lee [112].
The numerical solution for the CKEs has the advantage that the
complete time-dependent distribution of the state probabilities is
obtained. Thus, this solution can be used to calculate relevant
quantiles [103]. However, the main disadvantages are that the
solution approach applies only to Markovian systems and has long
computation times [101].Approximation approaches are proposed to reduce computa-
tion times. Instead of solving the CKEs directly, Escobar et al. [68]
suggest ﬁrst reducing the state space of an MðtÞ=EkðtÞ=c=K system
as an approximation of the original state space and then solving
the reduced number of DEs numerically.
Another widely used approach for reducing the computational
effort is the closure approximation or surrogate distribution
approximation (SDA). In this approach, the large or inﬁnite number
of CKEs is replaced by a small number of DEs for the moments of
the distribution of the number of jobs in the system. The k-th
moment differential equation (MDE) is obtained by summation of
the differential equations in (1), each multiplied by nk. The dif-
ferential equations for the ﬁrst moment E½LSðtÞ and the variance
Var½LSðtÞ of an MðtÞ=MðtÞ=c system are given by
E½LSðtÞ0 ¼
X1
n ¼ 0
nP0nðtÞ ¼ λðtÞcμðtÞþμðtÞ 
Xc1
n ¼ 0
ðcnÞPnðtÞ; ð2Þ
Var½LSðtÞ0 ¼
X1
n ¼ 0
nE½LSðtÞ
 2
 P0nðtÞ
¼
X1
n ¼ 0
n2P0nðtÞ2  E½LSðtÞ
X1
n ¼ 0
nP0nðtÞ
¼ λðtÞþcμðtÞμðtÞ 
Xc1
n ¼ 0
ðcnÞPnðtÞ  2E½LSðtÞþ12n
 
:
ð3Þ
MDEs (2) and (3) are independent of the maximum number of
jobs in the system. Hence, systems with a large or inﬁnite waiting
room can be analyzed efﬁciently. However, to solve these MDEs,
the time-dependent state probabilities PnðtÞ must be known. They
are assumed to follow a certain distribution that closes the set of
MDEs. This surrogate distribution is always chosen such that its
ﬁrst and second moments match E½LSðtÞ and Var½LSðtÞ, respec-
tively. The closed MDEs can then be solved numerically.
The idea of focusing on the analysis of MDEs is used in an earlier
study by Clarke [41]. However, Rider [191] reports the ﬁrst attempt to
approximate the expected queue length of an MðtÞ=MðtÞ=1 system
with a closure for the probability of an idling server. Since then, dif-
ferent types of distributions have been used as a surrogate distribu-
tion. For instance, Rothkopf and Oren [195] use the negative binomial
distribution for the number of jobs in an MðtÞ=MðtÞ=c system. Clark
[40] shows that the Polya Eggenberger distribution yields superior
results for the same type of system. The Polya Eggenberger distribu-
tion is also used for priority queues by Taaffe and Clark [208] and
phase-type arrival and service processes by Ong and Taaffe [178].
These models go along with an increased state space. Taaffe and Ong
[209] introduce state-space partitioning to handle the growing state
space. Instead of using a single SDA for the complete state space, the
approximation quality is improved by introducing subspaces and
allowing for different surrogate distributions depending on the
respective subspaces. Lau and Song [139] analyze a queue with mul-
tiple job classes by ﬁrst aggregating the classes, then applying the
model of Rothkopf and Oren [195], and subsequently disaggregating
the results again. Pender [185] uses the Poisson distribution as a
surrogate distribution and obtains a closed-form solution for E ½LSðtÞ.
To improve the quality of the approximation of Var ½LSðtÞ, he suggests
a truncated Poisson–Charlier polynomial expansion. In an approach
unlike the other approaches, Massey and Pender [160] propose using
a continuous distribution for the approximation of the queueing
process. Thereby, they derive the so-called Gaussian-variance and
Gaussian-skewness approximations. These approaches are com-
plemented by the approach of Pender [186], who includes the fourth
MDE, reﬂecting the kurtosis of the queue length distribution, in his
approximation based on a Gram Charlier expansion.
Table 2
Numerical solution approaches.
Reference Queueing system
Numerical solution of the CKEs
Kolmogorov [131] M(t)/M/c
Leese and Boyd [140] M(t)/M/1
Koopman [133] M(t)/M/1/K
Kolesar et al. [130] M(t)/M(t)/c(t)
Rider [191] M(t)/M(t)/1
Bookbinder and Martell [22] M(t)/M/c/K
Rothkopf and Oren [195] M(t)/M(t)/c
Clark [40] M(t)/M(t)/c
Parlar [182] M(t)/M(t)/c/K
Nozari [175] M(t)/M/c
Bookbinder [21] M(t)/M(t)/1/K
Van As [219] M(t)/M/1/K/NPPrio
Taaffe and Ong [209] PH(t)/M(t)/c/K
Ong and Taaffe [178] PH(t)/PH(t)/1/K
Taaffe and Clark [208] M(t)/M(t)/1/K/NPPrio
Jung and Lee [112] M(t)/M/c(t)
Tipper and Sundareshan [215] M(t)/M/1
Green and Kolesar [82] M(t)/M/c
Green et al. [83] M(t)/M/c
Jung [113] M(t)/M/c
Green and Kolesar [84] M(t)/M/c
Green and Kolesar [85] M(t)/M/c
Massey and Whitt [161] M(t)/M/c
Escobar et al. [68] M(t)/Ek(t)/c/K
Ingolfsson et al. [103] M(t)/M/c(t)/K
Ingolfsson et al. [101] M(t)/M/c(t)
Czachórski et al. [47] G(t)/G/1/K/PPrio
Gillard and Knight [78] M(t)/M/c(t)
Jacquillat and Odoni [104] M(t)/Ek(t)/1
Surrogate distribution approximation (SDA)
Rider [191] M(t)/M(t)/1
Rothkopf and Oren [195] M(t)/M(t)/c
Clark [40] M(t)/M(t)/c
Rothkopf and Johnston [194] M(t)/G/1
Taaffe and Ong [209] PH(t)/M(t)/c/K
Ong and Taaffe [178] PH(t)/PH(t)/1/K
Taaffe and Clark [208] M(t)/M(t)/1/K/NPPrio
Ingolfsson et al. [101] M(t)/M/c(t)
Lau and Song [139] M(t)/M/c
Massey and Pender [160] M(t)/M/c(t) þ M
Pender [185] M(t)/M(t)/c(t) þ M(t)
Pender [186] M(t)/M(t)/c(t) þ M(t)
Semi-analytical, semi-numerical approaches (SASN)
Clarke [41] M(t)/M(t)/1
Luchak [147] M(t)/PH(t)/1
Luchak [148] M(t)/PH(t)/1
Wragg [234] M(t)/M(t)/1
Leese and Boyd [140] M(t)/M/1
Rosenlund [193] MðtÞX /G/1
Lyubarskii [149] G(t)/G(t)/1
Stadje [200] M(t)/M(t)/2
Zhang and Coyle [240] M(t)/M(t)/1
Margolius [154] M(t)/M(t)/c
Al-Seedy and Al-Ibraheem [5] M(t)/M(t)/1
Nelson and Taaffe [168] PH(t)/PH(t)/1
Margolius [155] M(t)/M(t)/c
M(t)/M/c(t)
Margolius [156] PH(t)/M(t)/1
Margolius [157] M(t)/Ek/1
M(t)/M(t)/1
Al-Seedy et al. [6] M(t)/M(t)/1
El-Sherbiny [66] M(t)/M(t)/1
Nasr and Taaffe [167] PH(t)/M(t)/c/K
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tribution. Thus, the performance analysis is limited to these
moments. Typically, the ﬁrst and second moments of the number
of jobs in the system are calculated. The SDA requires the Markov
property for the arrival and service process. However, the use of
phase-type distributions allows for the analysis of differentcoefﬁcients of variations [208]. This comes at the cost of an
increased, but still limited, number of DEs [178].
Markovian queueing systems are often described by generating
functions that can often be reduced to an integral equation or
formulations that include modiﬁed Bessel functions. These eva-
luation approaches are known as semi-analytical, semi-numerical
(SASN) approaches [210]. A survey and numerical comparison of
early SASN approaches is provided by Leese and Boyd [140].
Clarke [41] obtains a Volterra-type integral equation for the
probability of an empty system in anMðtÞ=MðtÞ=1 system. An explicit
solution is found for the special case of a constant relation λðtÞ=μðtÞ.
The approaches of Luchak [147,148] involve Taylor expansions to
obtain the probability of jobs in the system and the busy period of an
MðtÞ=PHðtÞ=1 system, respectively. Rosenlund [193] studies the busy
period of an MðtÞX=G=1 system with batch arrivals distributed
according to X. The system also features balking, i.e., arriving jobs join
the queue only with a certain probability. Lyubarskii [149] obtains the
busy period of a GðtÞ=GðtÞ=1 system as a two-dimensional Volterra
integral equation. Wragg [234] and Zhang and Coyle [240] ﬁnd the
complete state probability distribution of anMðtÞ=MðtÞ=1 system as a
solution of integral equations. Stadje [200] develops a solution
approach for the MðtÞ=MðtÞ=2 system that is similar to the approach
of Clarke [41]. A multi-server MðtÞ=MðtÞ=c system is analyzed by
Margolius [154]. Margolius [155] derives integral equations for the
probability distribution of jobs in an MðtÞ=MðtÞ=cðtÞ system. By con-
sidering quasi-birth-and-death processes, Margolius [156] gen-
eralizes her results to phase-type distributions and establishes a
connection with matrix analytic methods [157]. Al-Seedy et al. [6]
extend the analysis of MðtÞ=MðtÞ=1 systems by incorporating time-
dependent balking. For a special structure of λðtÞ and μðtÞ, Al-Seedy
and Al-Ibraheem [5] and El-Sherbiny [66] obtain the probability
distribution of LSðtÞ in an MðtÞ=MðtÞ=1 system.
Nelson and Taaffe [168] derive a quasi-closed form of MDEs that
describes the expected number E½LSðtÞ and the variance Var½LSðtÞ of
jobs in the system in a PHðtÞ=PHðtÞ=1 system and integrate them
numerically. Similarly, Nasr and Taaffe [167] derive quasi-closedMDEs
for the ﬁrst and second moments of the departure process of a
PHðtÞ=MðtÞ=c=K system. In contrast to the SDA, the partial-moment
differential equations that are used to close the MDEs are exact.
Table 2 summarizes the references that use a numerical solution
approach and links them to the considered queueing systems. It
becomes apparent that the approaches are applicable to a wide range
of queueing systems with features such as priorities and abandon-
ments. However, the numerical solutions of the CKEs and the SDA
exploit the Markovian property. Notably, Czachórski et al. [47] use the
CKE approach only for the special case of exponential distributions,
and Rothkopf and Johnston [194] analyze an MðtÞ=M=1 system and
then scale the results according to the Polaczek-Kintchine formula to
integrate general service times.
Analytical results and explicit solutions (EXPL) for time-
dependent queueing systems exist only for special system con-
ﬁgurations and usually cannot be generalized.
Palm [179] and Khintchine [117] show that in an MðtÞ=M=1
system, the number of jobs LSðtÞ is Poisson distributed for a
queueing system which started operating in the distant past.
Newell [169] extends the results to general service times.
Ramakrishnan [190] provides a simple argument for these ﬁndings
for the special case of deterministic service times. Sharma and
Gupta [198] consider an MðtÞ=PH=1 system and prove that LSðtÞ is
Poisson distributed if it follows a Poisson distribution at the
beginning of the time horizon. For exponentially distributed ser-
vice times and a given number of jobs at t¼0, Thakur et al. [213]
derive the mean and variance of LSðtÞ. Abol'nikov [1] obtains the
generating function for the number of jobs in an MðtÞX=M=1
system and uses it to derive E½LSðtÞ. Shanbhag [197] studies an
MðtÞX=G=1 system and conﬁrms that LSðtÞ is a Poisson process for
Table 3
Analytical results and explicit solutions (EXPL).
Reference Queueing system
Palm [179] M(t)/M/1
Newell [169] M(t)/G/1
Shanbhag [197] MðtÞX /G/1
Abol'nikov [1] MðtÞX /M/1
Brown and Ross [26] MðtÞXðtÞ/G(t)/1
Khintchine [117] M(t)/M/1
Thakur et al. [213] M(t)/M/1
Purdue [188] M(t)/M(t)/1
Purdue [189] M(t)/G(t)/1
Collings and Stoneman [42] M(t)/M(t)/1
Thakur and Rescigno [212] M(t)/M(t)/1
Kambo and Bhalaik [115] M(t)/M(t)/1
Ramakrishnan [190] M(t)/D/1
Foley [73] M(t)/G(t)/1
Sharma and Gupta [198] M(t)/PH(t)/1
Eick et al. [64] M(t)/G/1
Eick et al. [65] M(t)/G/1
Dai [48] M(t)/M(t)/1
Green and Kolesar [86] M(t)/G/1
Knessl and Yang [125] M(t)/M(t)/1
McCalla and Whitt [162] GðtÞXðtÞ/G(t)/1
Buczkowski and Kulkarni [27] M(t)/G/1
Green and Soares [90] M(t)/M/c(t)
Ellis [67] M(t)/M(t)/1
Kuraya et al. [134] M(t)/M/1
Kim and Ha [118] M(t)/M/c(t) þ M
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all jobs arrive individually. Carrillo [28] and Eick et al. [65] review
reported analytical results with respect to the MðtÞ=G=1 system.
In addition, Eick et al. [65] highlight that in contrast to the sta-
tionary case, LSðtÞ depends on the service time distribution beyond
its mean.
Brown and Ross [26] and Purdue [188,189] extend the analysis
to time-dependent service time distributions. Brown and Ross [26]
show that for the MðtÞXðtÞ=GðtÞ=1 system, LSðtÞ and the number of
departures DS;cðtÞ up to time t follow a compound Poisson process.
Purdue [189] and Foley [73] demonstrate that LSðtÞ and DS;cðtÞ
correspond to Poisson processes if the system is initially empty
and if batch arrivals are omitted. McCalla and Whitt [162] derive
an explicit formula for E½LSðtÞ in a GðtÞXðtÞ=GðtÞ=1 system and
propose an approximation for the distribution of LSðtÞ, since it is
not a Poisson distribution.
Several authors focus on the analysis of the MðtÞ=MðtÞ=1 sys-
tem. Purdue [188] obtains the mean and variance of LSðtÞ, given the
initial distribution of jobs LSð0Þ. For the special case of an initially
empty or Poisson-distributed number of jobs in the system, Coll-
ings and Stoneman [42] conﬁrm that LSðtÞ is Poisson distributed.
Additionally, Kambo and Bhalaik [115] obtain the joint probability
distribution of LSðtÞ and DS;cðtÞ, which is used to derive the time-
dependent mean and variance of both LSðtÞ and DS;cðtÞ. Seemingly
unaware of the previous ﬁndings, Ellis [67] derives the same for-
mulas for E½LSðtÞ and Var½LSðtÞ as obtained earlier by Kambo and
Bhalaik [115]. Both Ellis [67] and Kambo and Bhalaik [115]
demonstrate that the expected number of jobs in the system can
be described by DE (4) with solution (5)
E½LSðtÞ0 ¼ λðtÞμðtÞ  E½LSðtÞ; ð4Þ
E½LSðtÞ ¼ E½LSð0Þ  e
R t
0
μðτÞ dτþe
R t
0
μðτÞ dτ 
Z t
0
λðτÞe
R τ
0
μðrÞ dr dτ: ð5ÞThakur and Rescigno [212] establish that solution (5) for a sto-
chastic system is equivalent to the solution for a DðtÞ=DðtÞ=1
system.
Dai [48] derives bounds on the moment-generating function of
LSðtÞ for an MðtÞ=MðtÞ=1 system and discusses bounds on E½LSðtÞ.
Knessl and Yang [125] obtain explicit results for an MðtÞ=MðtÞ=1
system given a special form of the trafﬁc intensity. Green and
Soares [90] ﬁnd exact formulas for the probability PðWQ ðtÞ4wÞ of
waiting longer than w time units in an MðtÞ=M=cðtÞ system under
the assumption that the state probabilities PnðtÞ are known and
that a maximum of one change in the number of servers occurs in
the interval under consideration. For the case of more than one
change, they propose approximation formulas. Kim and Ha [118]
exploit the property that the explicit solution for an MðtÞ=M=1
system can be used to model an MðtÞ=M=cðtÞþM system with
Poisson abandonments if the abandonment rate equals the
service rate.
Except for four references in Table 3, all the references report
results for inﬁnite-server systems. In addition, all but one of the
analyzed queueing systems share the property of a Poisson arrival
process with time-dependent rate.
3.2. Approaches based on models with piecewise constant
parameters
3.2.1. Piecewise stationary models with independent periods
This set of approaches divides the overall time horizon T into
intervals for which constant input parameters are assumed. The
performance in each interval ½ai;bi (i¼ 1;2;…; I) is then analyzed
independently by using steady-state formulas. The approaches
differ in the length l of the analyzed intervals and the determi-
nation of the input parameters in the corresponding performance
calculations (see Table 4 for the case of a time-dependent arrival
rate λðtÞ).
The simple stationary approximation (SSA) averages the system
parameters over the complete time horizon. Green et al. [83] apply
this approach to systems with periodic time-dependent input
parameters. The simple peak epoch approximation (SPEA) approx-
imates the time-dependent performance based on the stationary
performance by using the instantaneous peak input parameters. In
a similar way, the simple peak hour approximation (SPHA) divides
the time horizon into intervals and uses the input parameters of
the peak interval as inputs in the performance calculation. Both
concepts are used by Green and Kolesar [84] for an MðtÞ=M=c
system and by Green and Kolesar [86] for an MðtÞ=M=1 system,
each with a periodic input arrival rate.
Shorter intervals are used by the stationary independent period-
by-period approximation (SIPP). Therein, the SIPP Avg considers the
average over an interval; the SIPP Max, the maximum; and the SIPP
Mix, a combination of the mean and maximum as inputs in the
performance calculations. The lagged versions of the SIPP incor-
porate a time lag of one expected service time between the input
parameters and the resulting system performance.
The interval length is set to l¼0 in the pointwise stationary
approximation (PSA). Here, the instantaneous parameter values
serve as inputs in the performance calculation. Similar to the Lag
SIPP, the Lagged PSA considers a time lag between the input
parameters and the resulting performance values. The average
stationary approximation (ASA) uses the mean value over the pre-
ceding interval ½t1=μ; t as the input in the performance calcu-
lation at time t. In the similar effective arrival rate approximation
(EAA), the considered interval of input parameters is additionally
shifted backward in time by the expected waiting time. The recent
approximation (RA) calculates a weighted average of the para-
meters up to time t with weight factor δ. This approach is applied
to inﬁnite-server queues with dependencies among successive
Table 4
Performance evaluation methods based on piecewise stationary models.
Interval length Interval i Method Input in performance evaluation Reference
l¼T tA ½0; T SSA ~λðiÞ ¼ 1
T
R T
0 λðtÞ dt
Green et al. [83]
SPEA ~λðiÞ ¼ max
tA ½0;T 
λðtÞ Green and Kolesar [84]
SPHA ~λðiÞ ¼ 1
ba
R b
a λðtÞ dt with peak interval ½a;b
Green and Kolesar [84]
0o loT tA ½ai ;bi SIPP Avg ~λðiÞ ¼ 1
l
R bi
ai
λðtÞ dt Kolesar et al. [130]
SIPP Max ~λðiÞ ¼ max
tA ½ai ;bi 
λðtÞ Green et al. [87]
SIPP Mix
~λðiÞ ¼
1
l
R bi
ai
λðtÞ dt; if dλðtÞ
dt
40 8 tA ½ai ; bi
max
tA ½ai ;bi 
λðtÞ; otherwise
8><
>:
Green et al. [87]
Lag Avg ~λðiÞ ¼ 1
l
R bi 1=μ
ai 1=μ λðtÞ dt
Green et al. [87]
Lag Max ~λðiÞ ¼ max
tA ½ai  1μ;bi  1μ
λðtÞ Green et al. [87]
Lag Mix
~λðiÞ ¼
1
l
R bi 1=μ
ai 1=μ λðtÞ dt; if
dλðtÞ
dt
40 8 tA ai
1
μ
;bi
1
μ
 
max
tA ½ai  1μ;bi  1μ
λðtÞ; otherwise
8><
>:
Green et al. [87]
l¼0 t ¼ ai ¼ bi PSA ~λðiÞ ¼ λðtÞ Newell [174]
Lagged PSA ~λðiÞ ¼ λ t1
μ
 
Green and Kolesar [85]
ASA ~λðiÞ ¼ μ R tt1=μ λðτÞ dτ Whitt [227]
EAA ~λðiÞ ¼ μ R tE½WQ 
t1=μE½WQ  λðτÞ dτ
Thompson [214]
RA ~λðiÞ ¼ R10 λðtτÞδe δτ dτ Pang and Whitt [181]
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[180]. A peak epoch analysis of a periodic MðtÞ=M=c system is
performed by Green and Kolesar [85] with a lagged PSA, which
considers the difference between the time of the peak value of the
probability of delay when the standard PSA is applied and the time
of the real peak value.
The main advantage of the approaches described in this sub-
section is their low computational complexity, especially when
closed-form steady-state solutions exist for the considered system
conﬁguration [101]. However, any transient behavior within an
evaluation interval is neglected, which results in approximation
errors, especially for highly utilized systems in which long tran-
sient phases occur until the steady state is reached [82]. Further
approximation errors result from the independent analysis of
consecutive intervals, as a high number of waiting jobs at the end
of one interval, e.g., has a substantial impact on the expected
waiting time in the subsequent interval. The approaches cannot be
used for the analysis of overloaded systems if no steady state exists
[110]. Whitt [227] shows that the PSA is asymptotically correct for
anMðtÞ=MðtÞ=c system if the arrival and service rates increase with
constant trafﬁc intensity (compare with uniform acceleration in
Section 3.3.2). The accuracy of the PSA for an MðtÞ=M=c system
with and without abandonments is analyzed by Steckley and
Henderson [201]. Eick et al. [64] analyze the SSA and the PSA for
inﬁnite-server queueing systems with periodic arrival rate and
compare their results with the exact solutions.
An overview of the literature on the evaluation approaches
described in this subsection is presented in Table 5. The approa-
ches are applicable to a wide range of system characteristics,
including abandonments and heterogeneities. However, most
analyzed systems consider Poisson arrivals, and many consider
exponentially distributed service times.3.2.2. Piecewise stationary models with linked periods
Similar to the approaches described in Section 3.2.1, the sta-
tionary backlog-carryover approximation (SBC) divides the overall
time horizon into intervals and applies steady-state formulas.
However, backlogs of non-served arrivals within an interval are
carried over to the succeeding interval and are then considered in
its performance evaluation.
Each interval is analyzed in two steps. In the ﬁrst step, a loss
system is assumed to calculate a backlog of unserved arrivals
based on the lost jobs. These unserved arrivals are carried over to
the successive interval. In the backlog calculation, the actual arri-
vals and the backlog of arrivals carried over from the previous
interval are used as the input. In the second step, the performance
measures are calculated based on the steady-state model of the
corresponding waiting system. Here, a modiﬁed arrival rate is
chosen such that the utilization of the waiting system equals the
utilization of the loss system, as approximated in the ﬁrst step.
The SBC is introduced by Stolletz [202] for an MðtÞ=MðtÞ=cðtÞ sys-
tem. Stolletz [203] extends the SBC to the analysis of MðtÞ=GðtÞ=1
systems.MðtÞ=G=cðtÞ systems are considered by Stolletz [204]. Stolletz
and Lagershausen [205] analyze GðtÞ=G=1=K systems. To improve the
accuracy of the approximation, these authors use a variable interval
length that depends on the utilization of the system. Selinka et al.
[196] extend the SBC to the analysis of a queueing systemwith two job
classes, two server classes, and a routing decision on arrival.
To account for overload situations, the coordinate transforma-
tion technique (CTT) uses a model partially based on a deterministic
ﬂuid approximation (Section 3.3.2) that offers an accurate perfor-
mance approximation for overloaded periods.
An interval's performance is calculated by using a transforma-
tion of a steady-state queueing formula. The transformation is
chosen such that it converges to both the performance according
to the steady-state formula for decreasing trafﬁc intensities and
the performance according to a deterministic ﬂuid approximation
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Fig. 2. Transformation with LS¼0 as initial condition [121].
Table 5
Approaches based on piecewise stationary models (independent periods).
Reference Queueing system
Kolesar et al. [130] M(t)/M(t)/c(t)
Foote [74] M(t)/M/c(t)
Rider [191] M(t)/M(t)/1
Curry et al. [45] M(t)/M/c
Newell [174] M(t)/D/1
Kolesar [128] M(t)/M/c/K
Sze [207] M(t)/G/c
Kwan et al. [137] M(t)/M/c(t)
Agnihothri and Taylor [3] M(t)/PH/c(t)
Green and Kolesar [82] M(t)/M/c
Green et al. [83] M(t)/M/c
Whitt [227] M(t)/G/c
Deng et al. [58] M(t)/M(t)/c(t)
Andrews and Parsons [13] M(t)/M(t)/c(t)
Eick et al. [64] M(t)/G/1
Thompson [214] M(t)/M(t)/c(t)
Green and Kolesar [84] M(t)/M/c
Choudhury et al. [38] M(t)/G(t)/1
Green and Kolesar [85] M(t)/M/c
Green and Kolesar [86] M(t)/G/1
Kolesar and Green [129] M(t)/M/c
Green et al. [87] M(t)/M/c(t)
Ingolfsson et al. [103] M(t)/M/c(t)/K
Green et al. [88] M(t)/M/c(t)
Koole and van der Sluis [132] M(t)/M/c(t)
Dietz and Vaver [61] M(t)/M/c(t)
Green et al. [91] M(t)/M/c(t)
de Bruin et al. [54] M(t)/M/1
Ingolfsson et al. [101] M(t)/M/c(t)
Steckley and Henderson [201] M(t)/M/c þ M
Wall and Worthington [225] M(t)/G/c
Atlason et al. [15] M(t)/M/c(t)
Liu and Wein [141] M(t)/M/c/K
Singer and Donoso [199] M(t)/M/c(t)
M(t)/G/c(t)
Stolletz [202] M(t)/M(t)/c(t)
Kuraya et al. [135] M(t)/M/1
Manohar et al. [153] M(t)/G(t)/1
Zhang [241] M(t)/M/c
M(t)/G/c
Ingolfsson et al. [102] M(t)/M/c(t)
Dietz [60] M(t)/M(t)/c(t) þ M
Stolletz [204] M(t)/G/c(t)
Pang and Whitt [180] GðtÞX /GD/1
Pang and Whitt [181] G(t)/GD/1
Chassioti et al. [30] Mðt;nÞ/G/c
Chen and Yang [36] M(t)/G/c
Vanberkel et al. [222] M(t)/G/1
Selinka et al. [196] M(t)/M/c
Table 6
Approaches based on piecewise stationary models (linked periods).
Reference Queueing system
Catling [29] M(t)/G/1
Kimber et al. [121] M(t)/M(t)/1
Kimber and Hollis [120] M(t)/M(t)/1
Kimber and Daly [119] G(t)/G(t)/1
Brilon and Wu [25] M(t)/D/1
Grifﬁths et al. [92] M(t)/Gð0;sÞ/1
Holland and Grifﬁths [99] M(t)/Mð1;sÞ/c
Stolletz [202] M(t)/M(t)/c(t)
Stolletz [203] M(t)/G(t)/1
Stolletz [204] M(t)/G/c(t)
Chen et al. [34] M(t)/Ek/c(t)
Stolletz and Lagershausen [205] G(t)/G/1/K
Selinka et al. [196] M(t)/M/c
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analysis of an MðtÞ=MðtÞ=1 system is shown in Fig. 2. As the per-
formance at the end of an interval is used as the initial condition in
the ﬂuid approximation of the succeeding interval, the CTT inte-
grates dependencies between successive intervals.
Kimber et al. [121] introduce the CTT for an MðtÞ=MðtÞ=1 sys-
tem. However, the shape of the time-dependent trafﬁc intensity is
restricted to a rectangular peak and adjacent-to-peak periods with
a trafﬁc intensity of zero. Kimber and Hollis [120] extend this
approach in analyzing peaks with non-zero adjacent-to-peak
periods and considering general shapes of the peak trafﬁc inten-
sity. Catling [29] analyzes an MðtÞ=G=1 system and allows for a
general shape of the input arrival rate that is not restricted to a
single peak. The CTT for GðtÞ=GðtÞ=1 systems with arbitrary input
parameters is considered by Kimber and Daly [119]. Brilon and Wu
[25] derive a formula for the average queue length in an MðtÞ=D=1
system with a parabolic shape of the time-dependent arrival rate.
Grifﬁths et al. [92] expand the CTT to an MðtÞ=Gð0;sÞ=1 system withbatch service up to a maximum of s jobs. However, in their version
of the CTT, dependencies between successive time intervals are
not considered. These dependencies are considered again by
Holland and Grifﬁths [99], who use the CTT to analyze the time-
dependent performance of MðtÞ=Mð1;sÞ=c systems.
Including dependencies between consecutive intervals, the SBC
and the CTT take the transient behavior of a system's performance
into consideration. Moreover, they can be applied to the perfor-
mance evaluation of temporarily overloaded systems [120,202].
The characteristics of the analyzed systems are quite different
(Table 6). However, all but one of the cited references consider
systems with an inﬁnite waiting room.
3.2.3. Piecewise transient models
The approaches described in this paragraph are based on tran-
sient models (BOT) that are used to analyze consecutive intervals
with constant input parameters. The system state at the end of an
interval serves as initial condition for the performance evaluation
of the subsequent interval.
The transient solution of a queueing system with a ﬁnite
waiting room is used by Upton and Tripathi [218] to approximate
the performance of an MðtÞ=M=1 system with an inﬁnite waiting
room. Choudhury et al. [38] use numerical transform inversion
and apply transient models to analyze an MðtÞ=GðtÞ=1 system.
Parthasarathy and Sudhesh [183] derive the exact transient solu-
tion for an M=M=1 system by using generating functions and then
apply it to an MðtÞ=MðtÞ=1 system with piecewise constant input
parameters. This approach is extended by Grifﬁths et al. [93] to the
case of Erlang-distributed service times. Duda [63] and Czachórski
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performance evaluation (see also Section 3.3.2).
A common approximation technique for the transient analysis
of Markovian queueing systems is the uniformization/randomiza-
tion (UR) approximation. This approach analyzes the transient
performance of a continuous-time Markov chain (CTMC) by
transformation in a discrete-time Markov chain (DTMC).
The transition probability matrix A of the DTMC is derived by
the uniformization of the generator matrix of the original CTMC. If
the overall outgoing transition rates are identical for all states in
the CTMC, the probability g(j) for j transitions within one evalua-
tion interval of the DTMC follows a Poisson distribution. Thus, self-
transitions are included to unify the overall transition rates out of
every state in the original CTMC. Then, the state probability vector
PðiÞ at the end of interval i can be calculated according to Eq. (6),
where Aj denotes a j-times multiplication of the matrix A by itself.
Here, the transitions within an interval are randomized according
to the Poisson distribution mentioned above. Only a maximum of
m possible transitions within one interval is considered to pre-
serve computational tractability. The chosen value of m must be
sufﬁciently large to achieve a reasonable approximation quality of
the inﬁnite number of possible state transitions.
PðiÞ ¼
Xm
j ¼ 0
gðjÞ  Pði1Þ  Aj ð6Þ
To account for non-stationary input parameters, the time-
dependent generator matrix and the resulting time-dependent
transition probability matrix must be considered.
Grassmann [80] reports the ﬁrst study to use the concept of the
uniformization/randomization approximation. Here, the transient
behavior of an M=M=1 system is analyzed, but only constant input
parameters are considered. However, the applicability of the approach
to the analysis of time-dependent systems is mentioned by Gross and
Miller [94] and assessed for general Markovian systems by Van Dijk
[221]. Dormuth and Alfa [62] apply the uniformization/randomization
approach in the performance analysis of an MAPðtÞ=PHðtÞ=1=K sys-
tem. Furthermore, they extend the approach by incorporating an
online adaptation of the length of the discretization intervals to
improve the performance approximation. Flexible interval lengths are
also included in the modiﬁcation of Arns et al. [14]. Although their
approach is applicable to general Markovian systems, it is applied to
the analysis of an MðtÞ=MðtÞ=1=K system in their numerical study.
Creemers et al. [44] apply the uniformization/randomization
approximation in the analysis of PHðtÞ=PHðtÞ=cðtÞþPHðtÞ systems
with limited and unlimited waiting rooms to approximate queueing
systems with general distributions.
A major advantage of the uniformization/randomization approach
is its applicability to any Markovian queueing system. Furthermore,
the complete time-dependent distribution of the state probabilities isTable 7
Approaches based on piecewise transient models.
Reference Queueing system
Upton and Tripathi [218] M(t)/M/1
Gross and Miller [94] M(t)/M(t)/c(t)/K
Mok and Shanthikumar [165] M(t)/M/c(t)/K þ M
Choudhury et al. [38] M(t)/G(t)/1
Dormuth and Alfa [62] MAP(t)/PH(t)/1/K
Hebert and Dietz [98] M(t)/PH(t)/1
Parthasarathy and Sudhesh [183] M(t)/M(t)/1
Ingolfsson et al. [101] M(t)/M/c(t)
Grifﬁths et al. [93] M(t)/Ek/1
Arns et al. [14] M(t)/M(t)/1/K
Ingolfsson et al. [102] M(t)/M/c(t)
Creemers et al. [44] G(t)/G(t)/c(t) þ G(t)
G(t)/G(t)/c(t)/K þ G(t)derived [94]. However, the approach is characterized by high com-
putation times [81,101]. Table 7 shows that piecewise transient
models can be used in the performance evaluation of a wide range of
system conﬁgurations. Such models require only a tractable method
for the transient analysis with arbitrary initial conditions.
The underlying idea of the discrete-time approach (DTA) is to
replace the continuous time with discrete points in time at which
the system state is observed. The use of this approach leads to an
approximation error if the system does not operate with time
slots. The state probabilities for the next observation point are
obtained by multiplying the state probability vector of the current
observation point with a time-dependent transition probability
matrix. The evolution of the system performance over time is then
obtained through recursive vector matrix multiplications. In con-
trast to the UR, which discretizes a CTMC via uniformization, the
DTA directly assumes that time is discrete and that only one
transition per interval is possible. Depending on the queueing
system and the length of the discretization interval, one transition
accounts for multiple arrivals and/or multiple service completions.
Galliher and Wheeler [75] introduce the basic idea for an
MðtÞ=DðtÞ=cðtÞ system. Setting the interval length equal to the
service time is reported to work well if the deterministic service
time is rather short compared with the time interval of interest.
Otherwise, Minh [164] suggests modifying the interval length and
introducing auxiliary state variables for the remaining service time
in addition to the number of jobs in the system. This concept is
also used by Alfa [8], Omosigho and Worthington [176,177], Bra-
himi and Worthington [23,24], Mejía-Téllez and Worthington
[163], and Chassioti and Worthington [31] to model a general
service time distribution. Regarding the arrival process, these
models require only that the number of arrivals in each dis-
cretization interval be an independent random variable. This
assumption allows for time-dependent Poisson processes, poten-
tially with batch arrivals, and DXðtÞ arrival processes where the
inter-arrival time is equal to the interval length and where the
batch size distribution X is time-dependent. Although Powell and
Simão [187] call their approach numerical simulation, they use the
same technique of auxiliary variables in analyzing a discrete-time
MðtÞX=GðtÞY=1=K bulk queue with a random number of Y jobs that
can be served simultaneously under different dispatching rules for
the server. Kahraman and Gosavi [114] focus on stranded custo-
mers, i.e., unserved customers that remain in the queue directly
after the visit of the server, and consider different dispatching
rules. Alfa [9] and Alfa and Chen [10] avoid the use of computa-
tionally expensive auxiliary variables by approximating the prob-
ability of an empty system by using the Maximum Entropy Prin-
ciple. The expected queue length is then obtained based on the
probability of an empty system. Using an approach unlike the
approaches discussed so far, Moore [166] observes the system
state at the departure time of the jobs from the queue. At these
observation points, the expected queue length of an MðtÞXðtÞ=Ek=1
system is computed. Worthington and Wall [233] provide a survey
of most of the existing DTAs for systems with time-dependent
Markovian arrival processes, generally distributed service times,
and single or multiple servers.
The main advantage of the DTA is its ﬂexibility with respect to
the service time distribution (see Table 8) and the derivation of the
time-dependent probability distribution for the complete state
space. Hence, the approach allows one to obtain quantiles of the
number of jobs in the system and the distribution of the virtual
waiting time [164,225]. The major disadvantage of the DTA is the
rapidly growing state space with an increasing waiting room and
the need for an additional auxiliary variable for every additional
server.
Table 9
Inﬁnite-server approximations (INFSA).
Reference Queueing system
Sze [207] M(t)/G/c
Jennings et al. [108] G(t)/G(t)/c(t)
Green and Kolesar [85] M(t)/M/c
Massey and Whitt [161] M(t)/M/c
Ingolfsson et al. [101] M(t)/M/c(t)
Feldman et al. [69] M(t)/G/c(t) þ G
Liu and Wein [141] M(t)/M/c/K/PPrio
Liu and Whitt [143] M(t)/G/c(t) þ G
Yom-Tov and Mandelbaum [239] M(t)/G/c(t)
Table 8
Discrete-time approaches (DTA).
Reference Queueing system
Galliher and Wheeler [75] M(t)/D(t)/c(t)
Koopman [133] M(t)/D/1/K
Moore [166] MðtÞXðtÞ/Ek/1
Minh [164] MðtÞX /G/1
Alfa [8] MðtÞX /GY/1
MðtÞX /GY/1/K
Upton and Tripathi [218] M(t)/M/1
Omosigho and Worthington [176] MðtÞXðtÞ/G/1/K
DXðtÞ/G/1/K
Powell and Simão [187] MðtÞX /GðtÞY /1/K
DXðtÞ/GðtÞY /1/K
Omosigho and Worthington [177] MðtÞXðtÞ/G/1/K
DXðtÞ/G/1/K
Alfa [9] M(t)/D/1
Brilon and Wu [25] M(t)/D/1
DXðtÞ/D/1
Alfa and Chen [10] M(t)/G/1
Brahimi and Worthington [23] DXðtÞ/G/1
Brahimi and Worthington [24] M(t)/G/c/K
DXðtÞ/G/c/K
Lackman et al. [138] M(t)/D/1 þ D
M(t)/D/1 þ D/NPPrio
Mejía-Téllez and Worthington [163] M(t)/Gð0;sÞ/1
Daniel [49] M(t)/D/c/K
Bennett and Worthington [16] DXðtÞ/G/1
Daniel and Pahwa [52] M(t)/D/c/K
Chassioti and Worthington [31] M(t)/G/c(t)
M(t)/G/c(t)/K
Wall and Worthington [225] M(t)/G/c
DXðtÞ/G/c
Alfa and Margolius [11] M(t)/M(t)/c(t)
Daniel and Harback [50] M(t)/D/c/K
Daniel and Harback [51] M(t)/D/c/K
Viti and van Zuylen [223] M(t)/D(t)/1/K
Viti and van Zuylen [224] M(t)/D(t)/1/K
Kahraman and Gosavi [114] M(t)/GY/1
Blumberg-Nitzani and Bar-Gera [20] DXðtÞ/D/1
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3.3.1. Modiﬁed number of servers
Although most real systems have a ﬁnite number of servers, the
explicit results for inﬁnite-server systems gain relevance in
approximation approaches. An overview of the literature on these
approaches is presented in Table 9.
In queueing systems with an inﬁnite number of parallel servers,
the time-dependent number of busy servers LBðtÞ is comparatively
easy to determine (see Section 3.1). Thus, this number can be used
to estimate performance measures of systems with a ﬁnite num-
ber of servers. Such an inﬁnite-server approximation (INFSA) is
applied by Jennings et al. [108] to analyze the probability of
waiting in a GðtÞ=GðtÞ=cðtÞ system. They use a normal approxima-
tion to estimate the distribution of busy servers in the inﬁnite-
server system and apply their results to derive a stafﬁng formula.
Feldman et al. [69] use such an INFSA to analyze MðtÞ=G=cðtÞþG
systems. Liu and Whitt [143] derive a delayed-inﬁnite-server (DIS)
approximation model that is applied in a stafﬁng algorithm for an
MðtÞ=G=cðtÞþG system by decomposing the original system into
two inﬁnite-server systems – one representing the waiting jobs
including abandonments and the other representing the jobs in
service.
The key idea of the modiﬁed offered load approach (MOL) is the
approximation of the time-dependent offered load in a queueing
system by the number of busy servers in the corresponding system
with an inﬁnite number of servers. Based on this relation, amodiﬁed arrival rate is derived, and this arrival rate is then used to
calculate the system's performance for every point in time by
using steady-state models. In doing so, the MOL takes advantage of
the known solution of the DE describing the number of jobs in an
inﬁnite-server system (see Section 3.1).
For an MðtÞ=MðtÞ=1 queueing system, the expected number
LSðtÞ ¼ LBðtÞ of busy servers at time t is given by Eq. (5). The
modiﬁed arrival rate λMARðtÞ ¼ E½LBðtÞ  μðtÞ is chosen such that the
expected number of busy servers in the stationary M=M=c system
equals the expected number of busy servers in the time-
dependent inﬁnite-server system.
Jagerman [105] introduces the MOL to analyze the blocking
probability in MðtÞ=M=c=c systems. The applicability of the MOL to
the analysis of more general queueing systems with waiting rooms
is mentioned by Jennings et al. [108]. Massey and Whitt [161]
apply the MOL to evaluate an MðtÞ=M=c system and compare their
results with the numerical solution of the CKEs. Feldman et al. [69]
extend the MOL to analyze MðtÞ=G=cðtÞþG systems. In addition to
the DIS approach mentioned above, Liu and Whitt [143] develop
the DIS-MOL, which is an extension in which the offered load in
the queue, representing the jobs in service, is used as an input for a
stationary M=G=cþG system. Using an approach similar to the
MOL, Yom-Tov and Mandelbaum [239] use the time-dependent
number of busy servers in an inﬁnite-server system as the input in
their stafﬁng algorithm for an MðtÞ=G=cðtÞ system.
In contrast to the methods described in Section 3.2.1, the MOL
does not analyze the performance of intervals independently.
Nevertheless, as the derivation of the modiﬁed arrival rate corre-
sponds to the calculation of the exponentially weighted moving
average over the period ½1; t, the MOL is similar to the EAA and
the RA described in Section 3.2.1, which also use a moving average
as the input in the performance calculations according to steady-
state formulas [101]. The transient behavior and dependencies
between intervals are taken into account in the derivation of the
modiﬁed arrival rate. Thus, the MOL has a structure similar to the
SBC (Section 3.2.2). Owing to the application of inﬁnite-server
systems, the approximation quality of the MOL renders this
approach more suitable for systems with a decreasing probability
of waiting, i.e., an increasing number of servers or decreasing
trafﬁc intensity [109,161]. Additionally, the approximation quality
decreases with increasing rate of change in the input arrival rate
[105]. Jennings and Massey [109] show that the idea of the MOL is
applicable to any time-dependent system if its state space is a
subset of the state space of a larger system for which the perfor-
mance is simpler to evaluate. Massey [159] provides an overview
through 2002 of the literature on approaches that use the explicit
solution of inﬁnite-server systems.
3.3.2. Modiﬁed job characteristics
The ﬂuid approximation, the pointwise stationary ﬂuid ﬂow
approximation, and the diffusion approximation replace discrete
jobs with a continuum. These approaches differ in the way that
Table 10
Approximations based on modiﬁed job characteristics.
Reference Queueing system
Fluid approximation (FLUID)
Newell [171] G(t)/G/1
Gaver [77] D(t)/D(t)/1
Horonjeff [100] D(t)/D(t)/1
Paullin and Horonjeff [184] D(t)/D/c
Newell [173] D(t)/D(t)/1
Koopman [133] D(t)/D/1/K
Newell [174] D(t)/D/1
de Neufville and Grillot [55] D(t)/D/1
Wirasinghe and Shehata [232] D(t)/D/1
Jung and Lee [111] G(t)/G/c(t)
Wirasinghe and Bandara [231] D(t)/D/c
Whitt [228] M(t)/G/c/PPrio
Mandelbaum et al. [152] M(t)/M(t)/c(t) þ M(t)
Aguir et al. [4] M(t)/M/c(t) þ M
M(t)/M/c(t)/K þ M
Jiménez and Koole [110] M(t)/M/c
Ridley et al. [192] M(t)/M/c/PPrio
de Barros and Tomber [53] D(t)/D/1
Kuwahara [136] D(t)/D/1
Hampshire et al. [95] M(t)/M/c(t)/K(t) þM
Janic [107] D(t)/D(t)/1
Viti and van Zuylen [223] M(t)/D(t)/1/K
Bertsimas and Doan [17] M(t)/M/c(t) þ M
Chen and Yang [35] D(t)/D/1
Ko and Gautam [126] M(t)/M/c(t)
Viti and van Zuylen [224] M(t)/D(t)/1/K
Liu and Whitt [142] G(t)/M(t)/c(t) þ G(t)
Stolletz [144] M(t)/G/c(t)
Liu and Whitt [144] G(t)/G/c(t) þ G
Swaroop et al. [206] D(t)/D/1
Ko and Gautam [127] M(t)/M(t)/c(t) þ M(t)
Massey and Pender [160] M(t)/M/c(t) þ M
Chen and Yang [36] M(t)/G/c
Pender [185] M(t)/M(t)/c(t) þ M(t)
Pointwise stationary ﬂuid ﬂow approximation (PSFFA)
Agnew [2] G(t)/G/1
Filipiak [71] M(t)/M/1
Tipper and Sundareshan [215] M(t)/M/1
Wang et al. [226] M(t)/G/1
G(t)/G/1
M(t)/M/1/K
Chen et al. [37] M(t)/G/1
Chen et al. [32] M(t)/Ek/c(t)
Chen et al. [33] M(t)/Ek/c(t)
Chen et al. [34] M(t)/Ek/c(t)
Yang et al. [237] M(t)/Ek/c(t)
Chen and Yang [36] M(t)/G/c
Xu et al. [235] D(t)/D/1
Diffusion approximation (DIFF)
Newell [170] G(t)/G/1
Newell [171] G(t)/G/1
Newell [172] G(t)/G/1
Keller [116] M(t)/M(t)/1
Filipiak [70] M(t)/M(t)/1
Duda [63] G(t)/G(t)/1
Giorno et al. [79] M(t,n)/M(t,n)/1
Jung and Lee [111] G(t)/G/c(t)/K
Di Crescenzo and Nobile [59] M(t,n)/M(t,n)/1
Knessl [123] G(t)/G(t)/1
Knessl and Yang [124] G(t)/G(t)/1
Mandelbaum et al. [152] M(t)/M(t)/c(t) þ M(t)
Janic [106] G(t)/G(t)/1
Czachórski et al. [47] G(t)/G/1/K/PPrio
Czachórski et al. [46] G(t)/G/1/K
Ko and Gautam [126] M(t)/M/c(t)
Ko and Gautam [127] M(t)/M(t)/c(t) þ M(t)
Lovell et al. [146] G(t)/G(t)/1/K
Massey and Pender [160] M(t)/M/c(t) þ M
Pender [185] M(t)/M(t)/c(t) þ M(t)
Uniform acceleration (UA)
Keller [116] M(t)/M(t)/1
Massey [158] M(t)/M(t)/1
Mandelbaum and Massey [150] M(t)/M(t)/1
Yang and Knessl [236] M(t)/G/1
Yin and Zhang [238] M(t)/M(t)/1
Flick and Liao [72] M(t)/M(t)/c
Tan et al. [210] M(t)/M/1/K
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acceleration, modiﬁes the arrival and service rate of the jobs.
The key idea of the ﬂuid approximation (FLUID) is to replace
randomly arriving discrete jobs with a deterministic continuum.
This continuum can be interpreted as a ﬂuid that ﬂows with rate
λðtÞ into a reservoir. The service process is approximated by a
deterministic outﬂow from the reservoir. The level of ﬂuid in the
reservoir then serves as an approximation for the number of jobs
in the system. The derivative with respect to time of the ﬂuid level
for a queueing system with c parallel servers without a queue
length limit is given by
E½LSðtÞ0 ¼
0; if E½LSðtÞ ¼ 04λðtÞrμðtÞ  c;
λðtÞμðtÞ minfc; E½LSðtÞg; otherwise:
(
ð7Þ
The ﬂuid approximation represents one of the ﬁrst approaches for
the analysis of time-dependent queueing systems. It is described
in the book of Newell [173] as engineering approach for the per-
formance evaluation of systems for which temporary overload
rather than randomness is the primary reason for the existence of
queues. A direct application of the ﬂuid approximation can be
found in Horonjeff [100], Koopman [133], Wirasinghe and Shehata
[232], and Janic [107]. It is also used by Harrison and Zeevi [97]
and Swaroop et al. [206] within optimization approaches. Man-
delbaum et al. [152] investigate a ﬂuid approximation for an
MðtÞ=MðtÞ=cðtÞþM(t) system with retrials. An adjusted ﬂuid
approximation for this system is proposed by Ko and Gautam
[127]. Aguir et al. [4] modify the queueing model and include the
effect of balking but assume a time-invariant service rate. By
choosing a balking probability of 0 if LSoK and 1 otherwise,
their model can also approximate systems with a ﬁnite waiting
room. Whitt [228] develops the ﬂuid approximation for an
MðtÞ=G=c=PPrio system by reducing the service rate of a given class
by the demand of all higher classes. Ridley et al. [192] derive the
ﬂuid approximation for a two-class MðtÞ=M=c=PPrio system that is
supported by a limit theorem. Ko and Gautam [126] propose a
Gaussian-based adjustment of the ﬂuid approximation for a sys-
tem with servers that switch between an active and an
inactive pool.
Hampshire et al. [95] combine the ﬂuid approximation with the
MOL approach (see Section 3.3.1) to analyze the abandonments
and blocking probability in an MðtÞ=M=cðtÞ=KðtÞþM system.
Liu and Whitt [144] introduce the ﬂuid approximation for a
GðtÞ=G=cðtÞþG system. They separately track the ﬂuid in the queue
and on the servers. For both parts, two-parameter functions
LQ ðt; yÞ and LSðt; yÞ describe the amount of ﬂuid at time t that has
spent at most y time units in the queue and on the server,
respectively. Thus, abandonments can be treated as a proportion of
the ﬂuid that leaves the queue without being served depending on
y. The authors develop an algorithm that generates approxima-
tions for E½LQ ðtÞ and E½LSðtÞ, as well as for the expected head of
line and virtual waiting time. Liu and Whitt [142] use this mod-
eling approach to establish an asymptotic loss of memory property
for a GðtÞ=MðtÞ=cðtÞþGðtÞ ﬂuid approximation, i.e., the performance
of the queue becomes asymptotically independent of the initial
condition as time proceeds.
Apart from the use of the ﬂuid approximation for performance
evaluation, another literature stream establishes ﬂuid limits for
stochastic queueing systems. The existence of such ﬂuid limits
supports the use of the ﬂuid approximation, particularly under
heavy trafﬁc. For a more in-depth discussion on ﬂuid limits
and their derivation, see Jiménez and Koole [110], Liu and Whitt
[145], and the references therein. As Table 10 shows, the ﬂuid
approximation is often used for queueing systems with stochastic
inter-arrival and service times. However, for periods of persistent
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since it neglects randomness as a reason for the occurrence of
queues. Pender [186] notes that a deterministic surrogate dis-
tribution also leads to a ﬂuid approximation. The ﬂuid approx-
imation gains additional relevance as integral part of other ana-
lytical approaches, namely, in the CTT (Section 3.2.2) and in the
pointwise stationary ﬂuid ﬂow approximation, which is described
in the next paragraph.
The pointwise stationary ﬂuid ﬂow approximation (PSFFA) com-
bines the deterministic ﬂuid approximation with steady-state
queueing formulas to integrate stochasticity. The ﬂuid ﬂow
described by Eq. (7) is modiﬁed such that the outﬂow from the
system depends on the server utilization. The utilization is
approximated by the inverse of stationary queueing formulas such
that the utilization becomes a function of the expected number of
jobs in the system E½UðtÞ ¼ g1ðE½LSðtÞ; cÞ. All parameters are
assumed to be constant, and the queueing system is assumed to be
in the steady state at time t, i.e., pointwise stationary (Section
3.2.1). The resulting DE (8) can be integrated numerically to obtain
the expected number of jobs in the system over time
E½LSðtÞ0 ¼ λðtÞμðtÞ  c  g1ðE½LSðtÞ; cÞ: ð8Þ
A ﬁnite waiting room causes blocking and reduces the effective
arrival rate. Consequently, for ﬁnite waiting rooms, an additional
function that relates the blocking probability to the expected
number of jobs in the system is required. Chen et al. [37] note that
Eq. (8) can be used directly for queueing systems with a ﬁnite
waiting room by solving it subject to the constraint E½LSðtÞrK .
Agnew [2] reports the ﬁrst attempt to relate the outﬂow of a
ﬂuid queue to the expected number of jobs in the system. He
derives general properties of the function E½U ¼ g1ðE½LSðtÞ;1Þ
and notes that this function can be either determined through
statistical analysis from real systems or determined analytically.
Tipper and Sundareshan [215] analyze a heterogeneous MðtÞ=M=1
system where arrivals originate from multiple independent sour-
ces. They introduce a DE similar to Eq. (8) for the total number of
jobs in the system and one additional equation for each job class.
Coining term PSFFA, Wang et al. [226] provide approximations for
MðtÞ=G=1, GðtÞ=G=1, and MðtÞ=M=1=K systems. Chen et al. [34]
invert the approximation of Cosmetatos [43] numerically with a
bisection method and, thus, extend the approach to a multi-server
MðtÞ=Ek=cðtÞ system. Based on a data set, Xu et al. [235] use poly-
nomial curve ﬁtting to derive g1ðE½LSðtÞ;1Þ.
The PSFFA delivers results only for the expected value of the
number of jobs in the system. Higher moments remain intractable.
E½LSðtÞ converges to exact steady-state values for constant para-
meters if the inverse function g1ðE½LSðtÞ; cÞ is exact. However,
Tipper and Sundareshan [215] and Wang et al. [226] report that
the PSFFA reaches the steady state too rapidly. This leads to an
overestimation of peaks and an underestimation of valleys for
quickly varying input rates. Although the PSFFA and the SDA
(Section 3.1) are independently developed approaches, they share
the same MDE as the starting point, i.e., for c¼1, Eq. (2) simpliﬁes
to Eq. (8) [71]. The approaches differ in how they obtain the
unknown probability 1P0 ¼ E½U.
The diffusion approximation (DIFF) replaces the mathematically
intractable discrete stochastic process LSðtÞ with a continuous
stochastic process X ðtÞ which is known as Brownian motion. The
incremental changes dX ðtÞ ¼X ðtþdtÞX ðtÞ are normally dis-
tributed with inﬁnitesimal mean bdt and inﬁnitesimal variance
adt. For a non-empty system, the stochastic process X ðtÞ is
described by diffusion equation (9)
∂f ðx; tÞ
∂t
¼ aðtÞ
2
⋅
∂2f ðx; tÞ
∂x2
bðtÞ⋅∂f ðx; tÞ
∂x
: ð9Þ
Eq. (9) is also known as the Kolmogorov or Fokker–Planckequation with probability density function f ðx; tÞ and x as a con-
tinuous approximation of the number of jobs in the system.
Depending on a(t) and b(t) as well as on the boundary conditions,
explicit solutions of the partial differential equation (9) exist;
otherwise, it must be solved numerically. The diffusion approx-
imation goes along with three key modeling decisions.
(i) Depending on the system characteristics, a(t) and b(t) must be
chosen. They either are a function of time [170] or are assumed to
be piecewise constant, and transient solutions are combined as
described in Section 3.2.3 [63]. (ii) Boundary conditions must be
imposed to model the behavior of the stochastic process if the
system is empty or, if applicable, if it reaches its waiting room limit
K. For heavy trafﬁc situations, Eq. (9) is typically solved subject to
boundary conditions. This leads to a reﬂected Brownian motion,
i.e., trajectories of X ðtÞ do not spend time at the boundary but are
directly reﬂected. Such a condition does not work for underload
situations, as idle times of the server must be taken into account.
Thus, elementary return barriers are imposed, which ensure that
X ðtÞ stays in a boundary state for a certain period of time
according to a stochastic holding time distribution. (iii) Only the
moments of LSðtÞ may be directly approximated by their equiva-
lents of X ðtÞ. To obtain the state probabilities PnðtÞ, the continuous
density function f ðx; tÞ must be re-discretized [63].
In his pioneering works, Newell [170–172] proposes the diffusion
approximation for GðtÞ=G=1 systems. He considers the case of a rush
hour caused by an increasing arrival rate that eventually exceeds the
service rate and then returns to values below the service rate. Knessl
[123] provides an exact solution of the diffusion process for ρ 1 with
an initially empty queue, which is generalized to arbitrary initial
conditions by Knessl and Yang [124]. Both models assume that ρðtÞ
either is linear in t or increases in a single step. Giorno et al. [79]
propose the diffusion approximation for the queue length distribution
of the M(t,n)/M(t,n)/1 system. In their study, the arrival and service
rates are time- and state-dependent such that they increase with the
number of jobs n in the system. Their ﬁndings resemble the results of
the special case discussed by Clarke [41]. Di Crescenzo and Nobile [59]
also analyze an M(t,n)/M(t,n)/1 system but use a more general arrival
rate function that includes the model by Giorno et al. [79] as a special
case. Ko and Gautam [126] obtain an adjusted diffusion model by
using an adjusted ﬂuid approximation. Mandelbaum et al. [152] pro-
vide numerical results for the diffusion approximation of an
MðtÞ=MðtÞ=cðtÞþMðtÞ system with retrials, which is based on a limit
theorem established by Mandelbaum et al. [151]. The adjusted version
of the limit theorem by Ko and Gautam [127] improves the approx-
imation quality of the diffusion approximation for systems with a
small number of servers and for E½LSðtÞ close to c(t). Massey and
Pender [160] show that their SDA is equivalent to the approach of Ko
and Gautam [127]. Filipiak [70] suggests moving the reﬂecting barrier
from 0 to 1 to approximate underload situations in an MðtÞ=MðtÞ=1
system. Following the idea of a piecewise transient analysis (Section
3.2.3), Duda [63] proposes an elementary return barrier diffusion
approximation with Coxian distributed holding times at the return
barrier for the transient solution of a G=G=1 system. Czachórski et al.
[47] and Czachórski et al. [46] introduce another elementary return
barrier with exponentially distributed holding times to model a ﬁnite
waiting room for a G=G=1=K=PPrio system with multiple job classes
and a simple G=G=1=K system, respectively. Kimura [122] provides a
limited survey with respect to time-dependent and steady-state dif-
fusion models.
The diffusion approximation can be used for non-Markovian sys-
tems since a(t) and b(t) depend on the means and variances of the
arrival and service processes (Table 10). In addition, the use of the
diffusion approximation for such systems results in an approximation
of the complete probability distribution of LSðtÞ. Further, it is rigor-
ously supported by limit theorems and results of the uniform accel-
eration technique, which is described in detail in the next paragraph.
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the arrival and service rate such that their ratio remains ﬁxed. UA may
be regarded as the non-stationary analogue to steady-state analysis
[159]. Similar to the INFSA, which utilizes the tractability of inﬁnite-
server systems, the derived scaled queueing systems allow for an
enhanced analytical understanding of the time-dependent behavior.
Keller [116] reports the ﬁrst attempt to use this scaling. Starting
with the discrete stochastic process, he provides an attempt to rigor-
ously derive Newell's diffusion approximation. Massey [158] coins the
term UA and proposes ρnðt0; tÞ ¼ sup0r t0r t
R t
t0
λðτÞ dτ= R tt0 μðτÞ dτ as
a modiﬁed parameter to differentiate between underloaded and
overloaded queues. The results are reﬁned by Yin and Zhang [238].
Mandelbaum and Massey [150] apply UA to the sample path of an
MðtÞ=MðtÞ=1 system and obtain an asymptotic expansion. Yang and
Knessl [236] correct the results of Keller [116] and further extend
them to general service processes. Flick and Liao [72] extend the
approach of Massey [158] to queueing systems with more than one
server. The case of ﬁnite waiting rooms is treated by Tan et al. [210].
The results of the UA serve as rigorous justiﬁcation for the PSA,
the ﬂuid approximation, and the diffusion approximation. These
results suggest that the PSA works well for underloaded queuesNumerical and 
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Approaches ba
piecewise con
N
um
er
ic
al
 a
nd
 
an
al
yt
ic
al
 so
lu
tio
ns
A
pp
ro
ac
he
s b
as
ed
 o
n 
m
od
el
s w
ith
 
pi
ec
ew
is
e 
co
ns
ta
nt
 p
ar
am
et
er
s
A
pp
ro
ac
he
s b
as
ed
 o
n 
m
od
ifi
ed
sy
st
em
 c
ha
ra
ct
er
ist
ic
s
PS
A
SI
PP
SS
A
EX
PL
SA
SN
SD
A
C
K
E
CKE
SDA
SASN
EXPL
SSA
SIPP
PSA
SBC
BOT
UR
DTA
INFSA
MOL
CTT
FLUID
PSFFA
DIFF
UA
X X X
X
X
X
XX
X
XX
X X
X
X X
XX
X
X
X
X
X
Fig. 3. Methodological links between approaches for the[72] and that overloaded queues are well approximated by the
ﬂuid approximation [150]. In addition, these ﬁndings substantiate
the core idea of the CTT.4. Methodological relations and numerical comparisons
The classiﬁcation scheme introduced in Section 2 groups
approaches that share a common idea in their analysis. In addition,
we discuss links between approaches in Section 3. These links are
summarized in Fig. 3, which reveals that there are links between
approaches not only within classiﬁcation categories but also
beyond category boundaries.
Besides the identiﬁed methodological links, some approaches are
compared numerically in the literature. References that include
numerical studies comparing two or more approaches for single-,
multi-, and inﬁnite-server systems are listed in Table 11. The majority
of these numerical studies focus on multi-server systems with Mar-
kovian properties. Further, some studies include general distribu-
tions, abandonments, or heterogeneities. From a methodological
point of view, it becomes apparent that a popular benchmark is thesed on models with 
stant parameters
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performance evaluation of time-dependent systems.
Table 11
Numerical comparisons of time-dependent queueing systems.
Reference Compared methods Queueing system Performance measures
Single-server queueing systems, c¼1
Leese and Boyd [140] CKE, SASN MðtÞ=M=1 LQ ðtÞ
Newell [171] DIFF, FLUID GðtÞ=G=1 E½LSðtÞ
Koopman [133] CKE, DTA, FLUID MðtÞ=GðtÞ=1=K E½LQ ðtÞ
Rider [191] CKE, SDA, PSA MðtÞ=MðtÞ=1 E½LSðtÞ, P0ðtÞ
Upton and Tripathi [218] BOT, DTA MðtÞ=M=1 E½LSðtÞ
Ong and Taaffe [178] CKE, SDA PHðtÞ=PHðtÞ=1=K E½LSðtÞ, SD½LSðtÞ
Taaffe and Clark [208] CKE, SDA MðtÞ=M=1=K=NPPrio E½LSðtÞ
Brilon and Wu [25] CTT, DTA MðtÞ=D=1 E½LQ ðtÞ
Tipper and Sundareshan [215] CKE, PSFFA MðtÞ=M=1 E½LSðtÞ
Choudhury et al. [38] BOT, SIPP MðtÞ=GðtÞ=1 E½ Workload ðtÞ
Czachórski et al. [47] CKE, DIFF MðtÞ=M=1=K=PPrio E½LSðtÞ; P0ðtÞ; PK ðtÞ
Viti and van Zuylen [223] DTA, FLUID MðtÞ=DðtÞ=1=K E½LSðtÞ, SD½LSðtÞ
Viti and van Zuylen [224] DTA, FLUID MðtÞ=DðtÞ=1=K E½LSðtÞ, SD½LSðtÞ
Multiple server queueing systems, 1rco1
Rothkopf and Oren [195] CKE, SDA MðtÞ=M=c E½LSðtÞ, SD½LSðtÞ
Clark [40] CKE, SDA MðtÞ=M=c E½LSðtÞ, Var½LSðtÞ, E½WQ ðtÞ
Sze [207] SIPP, MOL MðtÞ=G=c E½WQ ðtÞ
Taaffe and Ong [209] CKE, SDA PHðtÞ=MðtÞ=c=k E½LSðtÞ, SD½LSðtÞ
Jung and Lee [111] DIFF, FLUID GðtÞ=G=cðtÞ E½LSðtÞ
Green and Kolesar [82] CKE, PSA, SSA MðtÞ=M=c E½LQ ðtÞ, PwðtÞ
Green et al. [83] CKE, SSA MðtÞ=M=c E½LQ ðtÞ, E½WQ ðtÞ, PwðtÞ
Green and Kolesar [84] CKE, PSA, SPHA, MðtÞ=M=c PwðtÞ, E½WQ ðtÞ
Green and Kolesar [85] CKE, INFSA, Lagged PSA, SPEA MðtÞ=M=c PwðtÞ
Massey and Whitt [161] CKE, MOL MðtÞ=M=c PwðtÞ, E½WQ ðtÞ
Green et al. [87] SIPP avg/max/mix, Lag avg/max/mix MðtÞ=M=cðtÞ PwðtÞ
Ingolfsson et al. [103] CKE, SIPP MðtÞ=M=cðtÞ=K PwðtÞ
Ingolfsson et al. [101] CKE, INFSA, Lag avg, MOL, SDA, UR MðtÞ=M=cðtÞ PðWQrαÞðtÞ
Wall and Worthington [225] DTA, PSA, SSA MðtÞ=G=c E½WQ ðtÞ, Quant 0:95½WQ ðtÞ
Whitt [229] PSA, Lagged PSA, MOL MðtÞ=M=cðtÞþM E½LSðtÞ, PwðtÞ
Atlason et al. [15] SIPP avg/max/mix, Lag avg/max/mix MðtÞ=M=cðtÞ PwðtÞ
Stolletz [202] SBC, SIPP MðtÞ=MðtÞ=cðtÞ E½UðtÞ, E½LSðtÞ, E½LQ ðtÞ
Stolletz [204] FLUID, SBC, SIPP MðtÞ=G=cðtÞ E½UðtÞ, E½LQ ðtÞ, E½WQ ðtÞ
Chen et al. [34] PSFFA, SBC MðtÞ=Ek=c E½LQ ðtÞ
Massey and Pender [160] FLUID, DIFF, SDA MðtÞ=M=cðtÞþM E½LSðtÞ, Var½LSðtÞ
Chen and Yang [36] FLUID, PSA, PSFFA MðtÞ=G=c E½LQ ðtÞ
Pender [185] FLUID, DIFF, SDA MðtÞ=MðtÞ=cðtÞþMðtÞ E½LSðtÞ, Var½LSðtÞ
Selinka et al. [196] SBC, SIPP MðtÞ=M=c E½UðtÞ, E½LSðtÞ, E½LQ ðtÞ, E½WSðtÞ, E½WQ ðtÞ
Inﬁnite-server queueing systems, c¼1
Eick et al. [64] EXPL, PSA, SSA MðtÞ=G=1 E½LSðtÞ
Green and Kolesar [86] EXPL, SPEA, SPHA MðtÞ=G=1 E½LSðtÞ
Pang and Whitt [181] PSA, RA MðtÞ=GD=1 Var½LSðtÞ
J.A. Schwarz et al. / Omega 63 (2016) 170–189182numerical solution of the CKEs, as the approximation error then
originates only from the numerical solution scheme. Ingolfsson et al.
[101] compare approaches from all three main categories of our
classiﬁcation scheme for an MðtÞ=M=cðtÞ system. Apart from that
study, most studies compare approaches within a single category.
The quality of approximation approaches strongly depends on the
system parameters. Nevertheless, some conclusions with respect to
the applicability of a subset of the discussed approaches are provided
by Stolletz [203] and Chen et al. [34].5. Areas of application
5.1. Service systems
Many customer service systems experience time-dependent
arrival rates and numbers of servers [214,230]. Surveys on time-dependent queueing models that are used for stafﬁng decisions in
service systems are provided by Green et al. [89], Whitt [229], and
Defraeye and Van Nieuwenhuyse [56,57]. Hampshire and Massey
[96] integrate the performance analysis of time-dependent
queueing systems in the optimization of multiple aspects of the
communications industry. The applications can be categorized into
the areas of telephone call centers, health care facilities, emer-
gency services, service counters, and repair facilities.
Inbound telephone call centers are often characterized by a
time-dependent arrival rate and a time-dependent number of
agents [76]. Whereas Sze [207], Aguir et al. [4], and Ridley et al.
[192] describe the performance evaluation of call centers, all other
references cited in this paragraph concentrate on the development
of stafﬁng algorithms for call centers. Kolesar and Green [129]
focus on the analysis of the peak hour in their stafﬁng analysis.
Most of the models for call centers apply queueing systems with
Poisson arrivals and exponentially distributed service times
Table 12
Applications in the area of service systems.
Reference Emb. Real data Eval. method
Telephone call centers
Sze [207] SIPP
Mok and Shanthikumar [165] x x UR
Andrews and Parsons [13] x x SIPP
Kolesar and Green [129] x x SPHA
Green et al. [87] x x SIPP
Green et al. [88] x x SIPP
Koole and van der Sluis [132] x x SIPP
Aguir et al. [4] x FLUID
Ridley et al. [192] x FLUID
Dietz and Vaver [61] x SIPP
Atlason et al. [15] x SIPP
Feldman et al. [69] x INFSA, MOL
Hampshire et al. [95] x FLUID
Bertsimas and Doan [17] x x FLUID
Ingolfsson et al. [102] x SIPP, UR
Dietz [60] x x SIPP
Kim and Ha [118] x x EXPL
Chassioti et al. [30] x PSA
Health care
Collings and Stoneman [42] EXPL
Agnihothri and Taylor [3] x x SIPP
Brahimi and Worthington [23] x DTA
Bennett and Worthington [16] x DTA
de Bruin et al. [54] x SIPP
Singer and Donoso [199] x SIPP
Gillard and Knight [78] x CKE
Vanberkel et al. [222] x x PSA
Yom-Tov and Mandelbaum [239] x x MOL
Emergency services
Kolesar et al. [130] x x CKE, SIPP
Bookbinder and Martell [22] x x CKE
Green and Kolesar [84] SPHA
Ingolfsson et al. [103] x x CKE, SIPP
Green et al. [91] x x SIPP
Alfa and Margolius [11] x DTA
Service counters
Horonjeff [100] x FLUID
Paullin and Horonjeff [184] x FLUID
Foote [74] x SIPP
de Neufville and Grillot [55] x FLUID
Kolesar [128] x SIPP
Kwan et al. [137] x x SIPP
Wirasinghe and Shehata [232] x FLUID
Wirasinghe and Bandara [231] x x FLUID
Thompson [214] x SIPP
de Barros and Tomber [53] x FLUID
Liu and Wein [141] x MOL, PSA
Zhang [241] SIPP
Stolletz [204] SBC
Repair facilities
Jung and Lee [111] x DIFF, FLUID
Jung [113] x CKE
Buczkowski and Kulkarni [27] x EXPL
Lau and Song [139] x SDA
J.A. Schwarz et al. / Omega 63 (2016) 170–189 183[13,129,87,88,132,192,61,15,95,102]. Abandonments are con-
sidered by Feldman et al. [69], Hampshire et al. [95], Bertsimas and
Doan [17], Dietz [60], and Kim and Ha [118]. Customers who
reenter the system after abandonment (retrials) are analyzed by
Sze [207] and Aguir et al. [4]. Sze [207] considers abandonments as
part of the arriving jobs that require a service time of zero. All of
the models mentioned above consider systems with an inﬁnite
waiting room. In contrast, Mok and Shanthikumar [165] consider a
system with a limited waiting room. A call center that can be
modeled as an Mðt;nÞ=G=c queueing system with state-dependent
balking is considered by Chassioti et al. [30]. Mok and Shanthi-
kumar [165] consider a heterogeneous queueing system with two
server classes, i.e., scheduled servers and standby servers that are
used only if the queue exceeds a predetermined threshold. Dif-
ferent job classes and job class-dependent priorities are con-
sidered by Ridley et al. [192] and Bertsimas and Doan [17].
The request for medical services at health care facilities, such as
emergency departments, can vary signiﬁcantly over time [19].
Consequently, the number of medical personnel is often also
time-dependent. Applications include the performance analysis of
emergency facilities [42,54], stafﬁng in clinical wards [3,78,239],
and ambulance management [199]. Yom-Tov and Mandelbaum
[239] derive a model that includes re-entrant patients/repetitive
service in clinical wards. Brahimi and Worthington [23] and Ben-
nett and Worthington [16] use the DTA to analyze out-patient
appointment systems. The optimal patient mix with respect to
patient service requirements is analyzed by Vanberkel et al. [222].
Similarly, emergency services providers, such as police or ﬁre
ﬁghters, face time-dependent service requests. Such systems are
considered in the stafﬁng and scheduling algorithm of Green et al.
[91]. Green and Kolesar [84] evaluate peak hour effects for emer-
gency service systems. Bookbinder and Martell [22] minimize the
damage potential of forest ﬁres by considering the allocation of
available helicopters. Alfa and Margolius [11] evaluate the queue of
requests for police patrol cars, and Kolesar et al. [130] and
Ingolfsson et al. [103] apply time-dependent queueing systems as
part of scheduling algorithms for police patrol cars.
Service counters and facilities in airport terminals, such as
check-in counters, security checks, departure lounges, and bag-
gage claim facilities, experience time-dependent traveler arrivals.
A detailed description of these applications is provided in the
survey by Tošić [216]. The approaches of Horonjeff [100], Paullin
and Horonjeff [184], de Neufville and Grillot [55], Wirasinghe and
Shehata [232], Wirasinghe and Bandara [231], and de Barros and
Tomber [53] rely on the ﬂuid approximation. Stolletz [204] uses
the SBC to analyze the performance of check-in counters. As
another type of service counter with time-dependent arrivals, a
fast food restaurant is studied by Kwan et al. [137]. Foote [74]
evaluates the performance of a drive-in banking facility with
multiple lines involving jockeying. Kolesar [128] analyzes the
expected number of waiting customers in front of automated teller
machines to evaluate different layouts for a bank lobby. The
stafﬁng at border crossings in the form of a stationary congestion-
based policy is considered by Zhang [241]. Liu and Wein [141]
derive a model to determine the number of necessary beds for the
detention and removal of illegal aliens at border crossings.
The demand for repairs at repair facilities is also often time-
dependent. The analysis of such systems provides insights into the
required inventory level of spare parts over time. Jung [113] ana-
lyzes a repair facility for expensive aircraft parts. Jung and Lee
[111] and Lau and Song [139] optimize stocking levels of spare
parts in repair facilities in a military context. Buczkowski and
Kulkarni [27] use the explicit solution of an MðtÞ=G=1 system to
model the time-dependent number of items under warranty to
determine the optimal funding of a warranty reserve.All references reporting an application in the area of service
systems are listed in Table 12. The second column (Emb.) shows
that the performance evaluation is often embedded within opti-
mization algorithms, especially for call centers and emergency
services. The third column indicates whether real-world data are
used in the numerical study. The ﬂuid approximation and methods
based on stationary models are most frequently used.
5.2. Road and air trafﬁc systems
Road trafﬁc systems, such as roads, bridges, and intersections,
are often analyzed by using time-dependent queueing systems to
model rush hour and off-peak effects in trafﬁc ﬂows. Catling [29]
Table 13
Applications in the areas of road and air trafﬁc.
Reference Emb. Real data Eval. method
Road trafﬁc
Gaver [77] FLUID
Catling [29] CTT
Kimber et al. [121] CTT
Kimber and Hollis [120] CTT
Kimber and Daly [119] x CTT
Brilon and Wu [25] x DTA
Grifﬁths et al. [92] CTT
Kuwahara [136] x FLUID
Grifﬁths et al. [93] x BOT
Viti and van Zuylen [223] DTA, FLUID
Viti and van Zuylen [224] DTA, FLUID
Blumberg-Nitzani and Bar-Gera [20] DTA
Car and truck handling facilities
Curry et al. [45] x SIPP
Deng et al. [58] x x SIPP
Chen and Yang [35] x FLUID
Chen et al. [37] x PSFFA
Chen et al. [32] x x PSFFA
Chen et al. [33] x x PSFFA
Chen et al. [34] x PSFFA
Yang et al. [237] x PSFFA
Chen and Yang [36] x FLUID, PSA, PSFFA
Selinka et al. [196] x SBC
Air trafﬁc
Galliher and Wheeler [75] x DTA
Koopman [133] x CKE, DTA, FLUID
Omosigho and Worthington [176] x DTA
Bookbinder [21] x CKE
Jung and Lee [112] x CKE
Daniel [49] x x DTA
Hebert and Dietz [98] x BOT
Daniel and Pahwa [52] x x DTA
Janic [106] x x DIFF
Daniel and Harback [50] x x DTA
Stolletz [203] SBC
Daniel and Harback [51] x x DTA
Janic [107] x FLUID
Swaroop et al. [206] x x FLUID
Lovell et al. [146] x DIFF
Jacquillat and Odoni [104] x x CKE
J.A. Schwarz et al. / Omega 63 (2016) 170–189184applies the CTT for an MðtÞ=G=1 system to analyze the delay at
road junctions. The same approximation method is used by Kim-
ber et al. [121], Kimber and Hollis [120], and Kimber and Daly [119]
to analyze the performance of three-arm major/minor priority
junctions. Kimber et al. [121] and Kimber and Hollis [120] apply an
MðtÞ=MðtÞ=1 model and restrict their analysis to artiﬁcial data,
whereas Kimber and Daly [119] consider real-world data and apply
a GðtÞ=GðtÞ=1 system. The CTT is applied by Grifﬁths et al. [92] to
analyze the Channel Tunnel between France and England modeled
as an MðtÞ=Gð0;sÞ=1 system. Brilon and Wu [25] compare the results
of a discrete-time approach with empirical data for a one-lane
street with a trafﬁc light. Viti and van Zuylen [223,224] develop a
DTA to evaluate the queue length at the end of and within a green/
red cycle of intersections. Blumberg-Nitzani and Bar-Gera [20]
obtain within-cycle results through an interpolation between the
results of the end-of-cycle model. Grifﬁths et al. [93] analyze a 24-
hour ﬂow pattern on the Severn Bridge between England and
Wales as an MðtÞ=Ek=1 system based on piecewise transient
models. Gaver [77] applies the ﬂuid approximation to analyze the
time-dependent queueing delays that occur during and after
accidents on freeways. Departure time choice and commuting
problems also often rely on the deterministic ﬂuid approximation
(see Kuwahara [136] and the references therein).
Time-dependent demand is also distinct for car and truck
handling facilities. Chen and Yang [35,36], Chen et al. [32–34,37],and Yang et al. [237], analyze truck handling facilities at seaports.
Based on these analyses, several optimization techniques are
proposed to optimize the time-dependent truck arrival process.
Selinka et al. [196] apply the SBC to the performance evaluation of
the truck handling system at an air cargo hub with heterogeneous
jobs and heterogeneous servers.
Curry et al. [45] analyze the performance of the queueing
process at an airport's taxi stand. In their analysis, they consider
the exponentially distributed clearing of a queue that corresponds
to a context in which busses collect all customers waiting for a
taxi. Deng et al. [58] develop a model for the optimal allocation of
taxis to service zones.
Air trafﬁc is also often time-dependent. Early models for the
analysis of runways are proposed by Galliher and Wheeler [75],
Koopman [133], and Omosigho and Worthington [176]. Book-
binder [21] analyzes a Markovian queueing system with two
separate queues for landing and departing aircrafts and a single
runway as a common server. Stolletz [203] analyzes a similar
model with generally distributed service times. Hebert and Dietz
[98] use the uniformization/randomization approximation and
Lovell et al. [146] use the diffusion approximation to evaluate the
time-dependent performance of a single runway. Janic [107]
investigates delays on airport runways under heavy snowfall. In
the analysis, the runway's service rate depends on a second queue
representing the accumulated snow at airports. Jacquillat and
Odoni [104] use a queueing model in their algorithm to control
departure and arrival service rates to maximize the efﬁciency of an
airport's runway system. Jung and Lee [112] propose a dynamic
programming approach with an embedded time-dependent
queueing model to staff air trafﬁc controllers. Congestion-based
prices for airport capacity are determined based on the diffusion
approximation by Janic [106], whereas Daniel [49], Daniel and
Pahwa [52], and Daniel and Harback [50,51] use the basic DTA of
Galliher and Wheeler [75]. Swaroop et al. [206] include the ﬂuid
approximation in their derivation of slot-controlled ﬂight
schedules.
All references considered in this section are included in
Table 13. The number of servers in road and air trafﬁc systems
cannot be adjusted over time. Instead, arrival patterns are opti-
mized, e.g., at truck handling facilities.
5.3. IT systems
Computer and communication networks transfer data packets
whose arrival rates often signiﬁcantly vary over time [217]. The
amount of data that can be stored at a certain node is limited. Full
buffers may lead to serious performance degradations owing to
delays from waiting for transmission capacity or packet retrans-
missions. Lackman et al. [138] develop a DTA for a statistical
multiplexer that processes real-time and non-real-time trafﬁc. Van
As [219] compares a common-buffer conﬁguration with a
foreground-background congestion control mechanism. Tipper
and Sundareshan [215] demonstrate how the PSFFA can be used to
ﬁnd optimal time-dependent arrival rates to individual nodes. The
PSFFA is also used by Xu et al. [235] to evaluate the performance of
nodes in multihop wireless networks with constant bit rate trafﬁc.
Czachórski et al. [47,46] use the diffusion approximation to model
nodes in a wireless network based on the IEEE 802.11 standard and
the impact of an adaptive increase and decrease in TCP ﬂow. The
ﬂuid and diffusion approximations are used by Ko and Gautam
[126] for the performance evaluation of queues that occur for
peer-based multimedia content delivery. The number of active
nodes of two different classes in a peer-to-peer (P2P) internet
telephony system is modeled with an MðtÞ=M=1 system and
analyzed via the SIPP and explicit solutions by Kuraya et al.
[134,135]. McCalla and Whitt [162] evaluate the volume of lines in
Table 14
Applications in the area of IT systems.
Reference Emb. Real data Eval. method
Rothkopf and Johnston [194] x SDA
Van As [219] CKE
Tipper and Sundareshan [215] x PSFFA
Lackman et al. [138] DTA
McCalla and Whitt [162] x EXPL
Kuraya et al. [135] SIPP
Czachórski et al. [47] DIFF
Manohar et al. [153] PSA
Czachórski et al. [46] DIFF
Ko and Gautam [126] DIFF, FLUID
Kuraya et al. [134] EXPL
Xu et al. [235] PSFFA
J.A. Schwarz et al. / Omega 63 (2016) 170–189 185private line telecommunication services by using the explicit
solution of a GðtÞXðtÞ=GðtÞ=1 system.
Rothkopf and Johnston [194] apply the SDA to predict the
queues in front of printers for which the arrival rate of jobs is
time-dependent. The coverage process on a straight line in a
sensor ﬁeld is analyzed by Manohar et al. [153], who show that
this process can be modeled as a time-dependent MðtÞ=GðtÞ=1
system. In such a system, the time corresponds to the location in
the sensor ﬁeld, and the number of jobs in the system corresponds
to the number of sensors that cover the associated area.
All references reporting applications with IT systems are pre-
sented in Table 14. In contrast to studies on other areas of appli-
cation, most references focus on the performance evaluation only.6. Conclusions and future research
This paper provides a structured overview of approaches for
the performance evaluation of time-dependent queueing systems
(Section 3). We discuss links between the different approaches and
demonstrate that numerical comparisons exist only for a subset of
the existing approaches (Section 4). Thus, a research gap remains
for a comprehensive numerical study comparing the approxima-
tion quality of approaches within all three categories for different
types of queueing systems with various levels of stochasticity and
different time-dependent patterns for the system parameters.
Moreover, a methodological extension of some approaches is
needed to analyze general systems. An opportunity for the
development of new approaches lies in the combination of exist-
ing ideas concerning approximation. For instance, a transforma-
tion, as suggested by the CTT, could be integrated into approaches
that currently rely on regular steady-state queueing formulas.
Section 5 demonstrates the wide range of areas of application
for time-dependent queueing systems, including service, road and
air trafﬁc, and IT systems. The currently used evaluation methods
are often based on stationary models, discrete-time approaches, or
ﬂuid approximations. Notably, some evaluation methods are used
only within a single area of application. For example, the CTT is
used only for the analysis of road trafﬁc systems, and the PSFFA is
used mainly for truck handling facilities. In general, for all areas of
application, a systematic test of other evaluation approaches may
represent a worthwhile investigation. Most of the optimization
algorithms that use embedded time-dependent queueing formulas
involve decisions regarding the number of servers in service sys-
tems. In the area of truck handling and IT systems, the arrival rate
is treated as a decision variable. The optimization of service rates is
addressed only by the theoretical work of Parlar [182] and is a
potential ﬁeld of future research. Another open ﬁeld is the time-
dependent decision regarding the provision of waiting rooms,which is introduced in a call center context by Hampshire et al.
[95]. In summary, this review shows that there are numerous areas
of application for time-dependent queues. A promising ﬁeld of
research is the extensive use of time-dependent performa-
nce evaluation approaches as embedded with optimization
procedures.References
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