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EDGE-SIGNED GRAPHS WITH SMALLEST
EIGENVALUE GREATER THAN −2
GARY GREAVES1, JACK KOOLEN2, AKIHIRO MUNEMASA,
YOSHIO SANO3, AND TETSUJI TANIGUCHI4
Dedicated to Alan J. Hoffman on the occasion of his ninetieth birthday.
Abstract. We give a structural classification of edge-signed graphs
with smallest eigenvalue greater than −2. We prove a conjecture
of Hoffman about the smallest eigenvalue of the line graph of a tree
that was stated in the 1970s. Furthermore, we prove a more general
result extending Hoffman’s original statement to all edge-signed
graphs with smallest eigenvalue greater than −2. Our results give
a classification of the special graphs of fat Hoffman graphs with
smallest eigenvalue greater than −3.
1. Introduction
The (adjacency) eigenvalues of a graphG onm vertices are defined as
the eigenvalues of its adjacency matrix A. Since A is a real symmetric
matrix, its eigenvalues λi(A) are real; we arrange them as follows
λ1(A) 6 λ2(A) 6 · · · 6 λm(A).
For convenience we will sometimes also refer to each λi(A) as λi(G).
Much attention has been directed towards the study of graphs with
smallest eigenvalue at least −2 [3, 6, 7, 15, 19]. Most of this atten-
tion has centred around the beautiful theorem of Cameron, Goethals,
Shult, and Seidel [4], which classifies graphs having smallest eigenvalue
at least −2. In the late 1970s Hoffman [11] studied graphs G with
λ1(G) > −1 −
√
2 and later Woo and Neumaier [20] furthered Hoff-
man’s work, introducing the so-called Hoffman graph. Recently, Jang,
Koolen, Munemasa, and Taniguchi [14] proposed a programme to clas-
sify fat Hoffman graphs with smallest eigenvalue at least −3. The
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present work fills a part of this programme, and includes the results of
[17].
In this article we classify, up to switching equivalence, edge-signed
graphs with smallest eigenvalue greater than −2. (See Section 2 for the
definition of the eigenvalues of an edge-signed graph.) In particular,
we recover as a special case the classification of graphs with smallest
eigenvalue greater than −2 given earlier by Doob and Cvetkovic´ [7].
As an application, we classify the special graphs of fat Hoffman graphs
with smallest eigenvalue greater than −3. Some of such graphs are
related to the modified adjacency matrix that appeared in a paper of
Hoffman [10]. Below we describe the conjecture Hoffman made about
these modified adjacency matrices.
Let T be a tree on m > 2 vertices with line graph L(T ) and let e
be an end-edge of T (one of whose vertices has valency 1). Then e
is a vertex of L(T ). For a graph G and a vertex v ∈ V (G), define
Aˆ(G, v) to be the adjacency matrix of G, modified by putting a −1
in the diagonal position corresponding to v. In one of his papers [10],
Hoffman conjectured that λ1(Aˆ(L(T ), e)) < λ1(L(T )) for all trees T
and end-edges e. In Section 4 we prove this conjecture, which we
record as the following theorem.
Theorem 1. Let T be a tree and let e be an end-edge of T . Then
λ1(Aˆ(L(T ), e)) < λ1(L(T )).
Furthermore, using the classification of edge-signed graphs (see The-
orem 6) with smallest eigenvalue greater than −2, we prove a gener-
alised version of Hoffman’s conjecture (see Theorem 15).
In Section 2 we give our preliminaries. In Section 3 we prove the main
part of the classification theorem of edge-signed graphs with smallest
eigenvalue greater than −2 leaving the exceptional case to Section 5. In
Section 4 we prove Theorem 1 and its generalised version, and in Sec-
tion 6 we comment on the application to Hoffman graphs with smallest
eigenvalue greater than −3.
2. Edge-signed graphs and representations
In this section we introduce some terminology that we use in our
results. An edge-signed graph G is a triple (V,E+, E−) of a set V of
vertices, a set E+ of 2-subsets of V (called (+)-edges), and a set E−
of 2-subsets of V (called (−)-edges) such that E+ ∩ E− = ∅.
Let G be an edge-signed graph. We denote the set of vertices of G by
V (G), the set of (+)-edges of G by E+(G), and the set of (−)-edges of
G by E−(G). By a subgraph G′ = (V (G′), E+(G′), E−(G′)) of G we
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mean a vertex induced edge-signed subgraph, i.e., V (G′) ⊆ V (G) and
E±(G′) = {{x, y} ∈ E±(G) | x, y ∈ V (G′)}. The underlying graph
U(G) of G is the unsigned graph (V (G), E+(G) ∪ E−(G)).
Two edge-signed graphs G and G′ are said to be isomorphic if there
exists a bijection φ : V (G) → V (G′) such that {u, v} ∈ E+(G) if and
only if {φ(u), φ(v)} ∈ E+(G′) and that {u, v} ∈ E−(G) if and only if
{φ(u), φ(v)} ∈ E−(G′).
For an edge-signed graphG, we define its signed adjacency matrix
A(G) by
(A(G))uv =


1 if {u, v} ∈ E+(G),
−1 if {u, v} ∈ E−(G),
0 otherwise.
To ease language, we will refer to the signed adjacency matrix simply
as the adjacency matrix. The eigenvalues of G are defined to be those
of A(G).
A switching at vertex v is the process of swapping the signs of each
edge incident to v. Two edge-signed graphs G and G′ are said to be
switching equivalent if there exists a subset W ⊂ V (G) such that
G′ is isomorphic to the graph obtained by switching at each vertex
in W . Note that switching equivalence is an equivalence relation that
preserves eigenvalues.
Let G be an edge-signed graph with smallest eigenvalue at least −2.
A representation of G is a mapping φ from V (G) to Rn for some
positive integer n, such that (φ(u), φ(v)) = ±1 if {u, v} ∈ E±(G) re-
spectively, and (φ(u), φ(v)) = 2δu,v otherwise, where δu,v is Kronecker’s
delta, i.e., δu,v = 1 if u = v and δu,v = 0 if u 6= v. Since, for A
the adjacency matrix of G, the matrix A + 2I is positive semidefinite,
A + 2I is the Gram matrix of a set S of vectors x1, . . . ,xm. These
vectors satisfy (xi,xi) = 2 and (xi,xj) = 0,±1 for i 6= j. Sets of vec-
tors satisfying these conditions determine line systems. We denote by
[x] the line determined by a nonzero vector x, in other words, [x] is
the one-dimensional subspace spanned by x. We say that G is rep-
resented by the line system S if G has a representation φ such that
S = {[φ(v)] : v ∈ V (G)}.
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Below we give descriptions of three line systems, An, Dn and E8. Let
e1, . . . , en be an orthonormal basis for R
n.
An = {[ei − ej ] : 1 6 i < j 6 n + 1} (n > 1),
Dn = An−1 ∪ {[ei + ej] : 1 6 i < j 6 n} (n > 4),
E8 = D8 ∪
{
[
1
2
8∑
i=1
ǫiei] : ǫi = ±1,
8∏
i=1
ǫi = 1
}
.
These line systems are used in the following classical result of Cameron,
Goethals, Shult, and Seidel.
Theorem 2 ([4]). Let G be a connected edge-signed graph with λ1(G) >
−2. Then G is represented by a subset of either Dn or E8.
Let G be an edge-signed graph represented by a line system S. If S
embeds into Zn for some n, then we say that G is integrally repre-
sented or that G has an integral representation. By Theorem 2,
for an edge-signed graph G with λ1(G) > −2, G has an integral rep-
resentation if and only if G is represented by a subset of Dn for some
n, or equivalently, G is represented by D∞, in the sense of [18]. We
record this observation as the following corollary.
Corollary 3. Let G be a connected edge-signed graph with λ1(G) > −2.
Then G has no integral representation if and only if G is represented
by a subset of E8 but not by a subset of Dn for any n.
Corollary 3 motivates our next definition. Let G be a connected
edge-signed graph with λ1(G) > −2. We call G exceptional if it does
not have an integral representation. Clearly there are only finitely
many exceptional edge-signed graphs.
3. Classification of edge-signed graphs with λ1 > −2
In this section we classify integrally represented edge-signed graphs
with smallest eigenvalue greater than −2. We leave the exceptional
case until Section 5.
Lemma 4. Let G be an edge-signed graph whose underlying graph is a
cycle. Then λ1(G) > −2 if and only if the number of (+)-edges of G
is odd.
Proof. If the number of (+)-edge is even, then G is switching equivalent
to the edge-signed cycle in which all edges are (−)-edges, hence λ1(G) =
−2. Conversely, suppose G has an odd number of (+)-edges. If the
length of G is odd, then G has an even number of (−)-edges, hence G
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is switching equivalent to an unsigned cycle. Thus λ1(G) > −2. If the
length of G is even, then, up to switching, A(G) = B⊤B − 2I where
B =


1 0 · · · 0 −1
1 1
. . . 0
0 1 1
. . .
...
...
. . .
. . . 0
0 · · · · · · 1 1


.
Since this matrix is nonsingular, λ1(G) > −2. 
Let G be a graph with an orientation assigned to its edges. We
define the oriented incidence matrix B = B(G) of G to be the
{0,±1}-matrix whose rows and columns are indexed by V (G) and E(G)
respectively such that the entry Bve is equal to 1 if v is the head of
e, −1 if v is the tail of e, and 0 otherwise. See [9] for properties of
oriented incidence matrices.
Let G be an edge-signed graph with smallest eigenvalue greater than
−2. Assume that G has an integral representation φ. This means that,
with m = |V (G)|, there exists an n×m matrix
M =
(
v1 · · · vm
)
,
with entries in Z, such that (vi,vj) = ±1 if {i, j} ∈ E±(G) respectively,
and (vi,vj) = 2δi,j otherwise. We may assume that M has no rows
consisting only of zeros. Since vi ∈ Zn, vi has two entries equal to ±1,
and all other entries 0. This means that we can regardM as an oriented
incidence matrix of a graph H and the underlying graph of G is the
line graph of H . More precisely, H is a graph with n vertices, and the
vertices i and j are joined by the edge k whenever {i, j} = supp(vk).
Note that the graph H may have multiple edges. A graph without
multiple edges is called simple. We call H the representation graph
of G associated with the representation φ. Note that H has no isolated
vertex. If G is connected, then so is H .
Lemma 5. Let G be an m-vertex connected edge-signed graph having
an integral representation φ and smallest eigenvalue greater than −2.
Let H be the n-vertex representation graph of G associated with the
representation φ. Then n ∈ {m,m + 1}. Moreover, if n = m, then H
is a unicyclic graph or a tree with a double edge and if n = m+1, then
H is a tree.
Proof. Since M⊤M = A(G) + 2I is positive definite, M has rank m.
This implies n > m. IfH is disconnected, then so is G, which is absurd.
Thus H is connected, which forces n 6 m+ 1. 
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Let H be a unicyclic graph whose unique cycle C has at least 4
vertices and let G = L(H). Then for each edge e of G there exists a
unique maximal clique that contains e. For such a graph G, we denote
by CG(e) the unique maximal clique of G containing the edge e. Let
uu′ be an edge of L(C). Define L†(H, uu′) to be the edge-signed graph
(V,E+, E−), where V = V (L(H)),
E− = {uv ∈ E(L(H)) | v ∈ CG(uu′)}
and E+ = E(L(H))\E−. Observe that, for all edges uu′ and vv′ of
L(C), the graph L†(H, uu′) is switching equivalent to L†(H, vv′).
Theorem 6. Let G be a connected integrally represented edge-signed
graph having smallest eigenvalue greater than −2. Let H be the repre-
sentation graph of G for some integral representation. Then one of the
following statements holds:
(i) H is a simple tree or H is unicyclic with an odd cycle, and G
is switching equivalent to the line graph L(H),
(ii) H is unicyclic with an even cycle C, and G is switching equiv-
alent to L†(H, uu′) where uu′ is an edge of L(C).
(iii) H is a tree with a double edge, and G is switching equivalent
to the edge-signed graph obtained from the line graph L(H),
by attaching a new vertex u′, and join u′ by (+)-edges to every
vertex of a clique in the neighbourhood of u, (−)-edges to every
vertex of the other clique in the neighbourhood of u, where u is
a fixed vertex of L(H).
Conversely, if G is an edge-signed graph described by (i), (ii), or (iii)
above, then G is integrally represented and has smallest eigenvalue
greater than −2.
Proof. By Lemma 5, we can divide the proof into three cases.
Case 1: H is a simple tree. Since G has smallest eigenvalue greater
than −2, G cannot contain a triangle switching equivalent to one with
three (−)-edges. By repeatedly applying switching, one can move the
locations of (−)-edges toward an end block, and eventually end up with
an unsigned graph. Therefore, G is switching equivalent to L(H).
Case 2: H is unicyclic. We prove either (i) or (ii) holds by induction
on the number of vertices of H minus the length of the cycle in H .
First suppose that H is a cycle. By Lemma 4, G is either an odd cycle
with an even number of (−)-edges, or G is an even cycle with odd
number of (−)-edges. In the former case, G is switching equivalent to
an unsigned odd cycle. In the latter case, G is switching equivalent to
an even cycle with one (−)-edge and the clique of the underlying graph
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of G containing the (−)-edge is then switching equivalent to the one
described in (ii).
Now suppose that H is not a cycle. Then H has a vertex v of degree
one, adjacent to a vertex w. Let φ be the integral representation of G
to which H is associated. Let H ′ be the graph obtained from H by
removing the vertex v, and let G′ be the graph obtained from G by
removing the vertex x corresponding to the edge vw in H . Clearly H ′
is the representation graph of G′ associated to φ restricted to G′ and,
by induction, H ′ and G′ satisfy either (i) or (ii). If H ′ and G′ satisfy
(i) then, since H does not have any double edges, each nonzero entry
Mw,y (for y ∈ V (G′)) has the same sign. On the other hand, if H ′ and
G′ satisfy (ii), that is, G′ is switching equivalent to L†(H ′, uu′) then,
without loss of generality we can assume that w is not incident to the
edge u of H . Now, again, since H does not have any double edges, we
observe that each nonzero entry Mw,y (for y ∈ V (G′)) has the same
sign. Since v has degree one, we are free to switch the vertex x so that
either (i) or (ii) holds for G and H .
Case 3: H is a tree with a double edge. If H has a double edge, then
the matrix M has a submatrix(
1 1
−1 1
)
.
Let u′ (resp. u) denote the vertex of G corresponding to the first (resp.
second) column of this matrix (which in turn corresponds to a column
of M), and let v+ (resp. v−) denote the vertex of H corresponding to
the first (resp. second) row of this matrix (which in turn corresponds
to a row of M). Let G′ = G−u′. Then the graph H ′ obtained from G′
is a tree. We have already shown that, in this case, we may take G′ to
be the unsigned line graph of H ′. Let K+ (resp. K−) be the clique of
G in the neighbourhood of u consisting of vertices u′′ with Mv+,u′′ = 1
(resp. Mv−,u′′ = 1). Then in the graph G, u
′ is joined to every vertex of
K+ by (+)-edges, and u′ is joined to every vertex of K− by (−)-edges.
Therefore (iii) holds.
Conversely, suppose G is described by (i), (ii), or (iii). First, we
describe how to construct M for each case. For (i), M is the incidence
matrix of H . For (ii), let v be the vertex incident to both the edges u
and u′ of H . Then M is the incidence matrix of H adjusted so that
Mv,u = −1. For (iii), let v and w be incident to the edge u in H . Then
M is the incidence matrix of H together with an extra column for u′
with Mv,u′ = 1, Mw,u′ = −1, and the remaining entries 0.
To prove the converse, it suffices to show that, in each case, M⊤M is
positive definite. If G is the line graph of a tree then this is well known.
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Thus we can immediately restrict our attention to when n = m. We
will show that, in both remaining cases, M⊤M has determinant 4. We
inductively show that det(M⊤M) = 4 for H unicyclic. Suppose that
the underlying graph of G is the line graph of a unicyclic graph. If H
is a cycle then, by Lemma 4, M is nonsingular. Hence the rows of M
are a basis for Dn, which has discriminant 4. Thus M has determinant
±2. Otherwise, H has a vertex v of degree 1. Let M ′ be a the matrix
obtained by removing v. Then det(M) = ± det(M ′). Hence M⊤M
is positive definite, as required. The same inductive approach can be
applied when starting with the double-edge where M is the matrix(
1 1
−1 1
)
,
which has determinant 2. 
Note that, if G is represented by the line system An, then one can
relax the assumption of Theorem 6 to having smallest eigenvalue at
least −2. Ishihara [13] shows that, in this case, the underlying graph
of G is a claw-free block graph.
4. Hoffman’s conjecture
In this section we settle Hoffman’s conjecture, i.e., we prove Theo-
rem 1. Moreover, we prove a stronger version of Hoffman’s conjecture
extended to edge-signed graphs.
Lemma 7. Let A = (ai,j) be a real symmetric matrix, and let A
′ =
(a′i,j) be the matrix defined by a
′
i,j = ai,j − δi,1δj,1. Suppose there exists
an eigenvector x of A belonging to the eigenvalue λ1(A) with x1 6= 0.
Then λ1(A) > λ1(A
′).
Proof. We may assume without loss of generality that ‖x‖ = 1. Then
λ1(A) = x
⊤Ax = x⊤A′x + x21 > λ1(A
′) + x21 > λ1(A
′). 
Remark 8. One might wonder if Theorem 1 can be proved by showing
that the adjacency matrix of L(T ) satisfies the assumption of Lemma 7
when we take the first entry to correspond to an end-edge of a tree T .
This approach, however, does not work. In fact, let T be the Dynkin
diagram E6, and let the first entry of A correspond to the unique end
edge attached to the vertex of degree 3. Then the smallest eigenvalue
−(√5 + 1)/2 of L(T ) has multiplicity 1, and the eigenvector has 0 in
its first entry. Hence, E6 is an example of a graph to which we cannot
apply Lemma 7.
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Lemma 9. Let M be an n ×m real matrix. Then M⊤M and MM⊤
have the same nonzero eigenvalues (including multiplicities). More ex-
plicitly, for any nonzero eigenvalue θ of M⊤M , the multiplication by
M gives a linear map from ker(M⊤M − θI) to ker(MM⊤ − θI) whose
inverse is given by v 7→ θ−1M⊤v.
Proof. Follows from [2, Lemma 2.9.2]. 
It is easy to see that if G is a bipartite graph then there exists an
orientation of G such that the oriented incidence matrix B of G satisfies
B⊤B = A(L(G)) + 2I.
Lemma 10. Let G be a connected bipartite graph on m vertices and
n edges, with oriented incidence matrix B satisfying B⊤B = A + 2I
where A is the adjacency matrix of the line graph of G, and let L be
the Laplacian matrix of G. Then for each i ∈ {2, . . . , m}, B ker(A −
λi+n−m(A)I) = ker(L−λi(L)I) and ker(A−λi+n−m(A)I) = B⊤ ker(L−
λi(L)I).
Proof. Since G is connected, the multiplicity of 0 as an eigenvalue of
L is 1. Since B⊤B = A + 2I and BB⊤ = L, Lemma 9 implies that
λi(L) = λi+n−m(A + 2I) = λi+n−m(A) + 2 for 1 < i ≤ m. Moreover,
Lemma 9 implies B ker(B⊤B − λi+n−m(B⊤B)I) = ker(L − λi(L)I)
and ker(B⊤B − λi+n−m(B⊤B)I) = B⊤ ker(L− λi(L)I). Since B⊤B −
λi+n−m(B
⊤B)I = A− λi+n−m(A)I, we obtain the desired result. 
Let G be a graph and let v be a vertex of G. Recall that Aˆ(G, v) is
the adjacency matrix of G, modified by putting a −1 in the diagonal
position corresponding to v.
Lemma 11 ([10, Lemma 2.1]). Let T be a tree and let e be an end-edge
of T . Then λ1(Aˆ(L(T ), e)) > −2.
We are now ready to prove Theorem 1.
Proof of Theorem 1. Let T be a tree on n+1 vertices and n edges, and
let A = (ai,j) denote the adjacency matrix of the line graph L(T ) of
T . Since T is bipartite, one can orient its edges so that its oriented
incidence matrix B = (bi,j) satisfies
B⊤B = A + 2I.
We also have BB⊤ = L, the Laplacian matrix of T .
Let r and s be the vertices of the end-edge e, and assume r has
valency 1 in T . We may choose B so that the first row and column
correspond to r and e respectively, and the second row corresponds to
s.
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Let the column vectors ei (resp. fi) be the canonical bases of the Eu-
clidean spaces Rn (resp. Rn+1). Without loss of generality, we assume
Be1 = f1 − f2 and B⊤f1 = e1.
We obtain the matrix C from B by setting b1,1 = 0. Define matrices
A′ and L′ by
C⊤C = A′ + 2I, and CC⊤ = L′.
Then A′ can be obtained from A by setting a1,1 = −1, that is, A′ =
Aˆ(L(T ), e). The matrix L′ can be obtained from L by setting all entries
of the first row and column to zero.
By Lemma 11, C⊤C is positive definite. It then follows from Lemma 9
that L′ is a positive semidefinite (n+ 1)× (n+ 1) matrix with rank n.
Let X be the principal submatrix of L′ obtained by removing the first
row and column of L′. Since the matrix L′ has only zeros in its first
row and column, the matrix X is positive definite.
Moreover, X is an M-matrix, that is, in addition to being positive
definite, its off-diagonal entries are non-positive. By [12, Theorem
2.5.3], X−1 is a non-negative matrix. By the Perron-Frobenius theorem
(see, for example, [9]), any eigenvector corresponding to the smallest
eigenvalue of X has no zero entry.
By Lemma 9, λ1(A
′+2I) = λ2(L
′) = λ1(X), and λ1(A+2I) = λ2(L).
Thus, to prove Theorem 1, it suffices to show that λ1(X) < λ2(L). By
Lemma 7, we can assume ker(A− λ1(A)I) ⊂ f⊥1 .
Let w be an eigenvector of L belonging to the eigenvalue λ2(L).
Then
B⊤w ∈ B⊤ ker(L− λ2(L)I)
= ker(A− λ1(A)I) (by Lemma 10)
⊂ e⊥1 .
Thus w ∈ (Be1)⊥ = (f1 − f2)⊥.
Therefore w1 = w2.
On the other hand, again by Lemma 10, the eigenvector w can be
written as Bv where v is in ker(A − λ1(A)I) ⊂ e⊥1 . Then it follows
that w1 = f
⊤
1 Bv = e
⊤
1 v = 0.
Hence w1 = w2 = 0.
Since the first row of L can be written as f⊤1 − f⊤2 , we have
Lw =
(
0
Xy
)
,
where w⊤ = (0,y⊤).
GRAPHS WITH SMALLEST EIGENVALUE GREATER THAN −2 11
Hence, w restricts to an eigenvector y of X . But the first entry of y
is zero. Since X is an M-matrix, λ2(L) is not the smallest eigenvalue
of X . This implies λ1(X) < λ2(L). 
en en−1 en−2 e4 e3
e2
e1
. . .
Figure 1. The graph X (1)n (n > 3)
...
e2k−1
e3
e2
e1
e2k+1
e2k
fl fl−1 fl−2 f2 f1
. . .
Figure 2. The graph X (2)k,l (k, l > 1)
...
e2k
e3
e2
e1
e2k+2
e2k+1
fl fl−1 fl−2 f2 f1
. . .
Figure 3. The graph X (3)k,l (k, l > 1)
Lemma 12. The matrices Aˆ(X (1)n , en), Aˆ(X (2)k,l , fl), and Aˆ(X (3)k,l , fl) (see
Figures 1, 2, and 3) have smallest eigenvalue −2.
Proof. We give the eigenvectors corresponding to the eigenvalue −2 of
each matrix in the statement of the lemma.
• Aˆ(X (1)n , en): set e1, e2 = −1, and ej = (−1)j+1 · 2 for j ∈
{3, . . . , n}.
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• Aˆ(X (2)k,l , fl): set ej = (−1)j+1 for j ∈ {1, . . . , 2k + 1} and set
fj = (−1)j · 2 for j ∈ {1, . . . , l}.
• Aˆ(X (3)k,l , fl): set ej = (−1)j for j ∈ {1, . . . , 2k + 2} and set
fj = (−1)j · 2 for j ∈ {1, . . . , l}.
Deleting the row and column containing the −1 on the diagonal, we
obtain the adjacency matrix of a graph with smallest eigenvalue greater
than −2. This is immediate for X (1)n since the obtained graph has
spectral radius less than 2. As for X (2)k,l and X (3)k,l , the result follows from
(i) and (ii), respectively, of Theorem 6. By interlacing, Aˆ(X (1)n , en),
Aˆ(X (2)k,l , fl), and Aˆ(X (3)k,l , fl) have at most one eigenvalue less than or
equal to −2. This implies that −2 is indeed the smallest eigenvalue. 
Theorem 13. Let G be a connected edge-signed graph and let v ∈ V (G)
such that λ1(Aˆ(G, v)) > −2. Then G is integrally represented.
Proof. Suppose that Aˆ(G, v)+2I is positive semidefinite. Then we can
write Aˆ(G, v) + 2I = U⊤U for some matrix U . Label the columns of
U as u1, . . . ,un where ‖u1‖ = 1 and ‖ui‖2 = 2 for i ∈ {2, . . . , n}.
Let Λ =
⊕n
i=1 Zui and let B = {v ∈ Λ | ‖v‖ = 1}. Clearly B =
{±v1, . . . ,±vm} for some m with (vi,vj) = δij . Define Λ′ as the Z-
span of the vectors of B and set X = Λ∩(Λ′)⊥. It is easily checked that
a vector v ∈ Λ with ‖v‖2 = 2 and v 6∈ Λ′ is orthogonal to Λ′. Hence
we can write Λ as the orthogonal sum Λ = Λ′ ⊥ X and so v ∈ X .
Unless either Λ′ = 0 or X = 0, this orthogonal decomposition of Λ
violates our assumption that G is connected. Since u1 ∈ Λ′, we must
have X = 0. Therefore Λ = Λ′ ∼= Zm.
Finally, the vectors (
1
u1,
)
,
(
0
u2,
)
, . . . ,
(
0
un
)
all have norm
√
2 and their Gram matrix gives A + 2I. Clearly these
vectors are contained in a Z-lattice and this lattice represents G. 
Remark 14. The proof of Theorem 13 is essentially the same as that of
[14, Theorem 3.7].
Theorem 15. Let G be an edge-signed graph with λ1(G) > −2, and
let v ∈ V (G). Then λ1(G) > λ1(Aˆ(G, v)). Furthermore, λ1(Aˆ(G, v)) >
−2 if and only if the underlying graph of G is the line graph of a tree T
and v corresponds to an end-edge of T . Otherwise, λ1(Aˆ(G, v)) 6 −2.
Proof. By Theorem 2, G is represented by Dn or E8. We may assume
that G is represented by Dn, otherwise by Corollary 3 and Theorem 13
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Figure 4. The simple roots of E8
we would have λ1(Aˆ(G, v)) < −2 in which case the theorem holds.
Therefore the structure of G can be described by Theorem 6.
First suppose G is of type (i) from Theorem 6. Suppose G is the line
graph of a tree T . If v is not an end-edge of T then Aˆ(G, v) contains
Aˆ(X (1)3 , e3) as a principal submatrix, hence λ1(Aˆ(G, v)) 6 −2. If v
is an end-edge of T , then λ1(G) > λ1(Aˆ(G, v)) by Theorem 1, and
λ1(Aˆ(G, v)) > −2 by Lemma 7. Next suppose G is of type (i) but not
the line graph of a tree T . That is, G is the line graph of a unicyclic
graph with an odd cycle (and G is not equal to C3). Then Aˆ(G, v)
contains (as a principal submatrix) either Aˆ(X (1)3 , e3) or Aˆ(X (2)k,l , fl) for
some k and l.
Suppose G is of type (ii). Then Aˆ(G, v) contains (as a principal
submatrix) either Aˆ(X (1)3 , e3) or Aˆ(X (3)k,l , fl) for some k and l.
Suppose G is of type (iii). Then G contains X (1)n for some n. There-
fore, by Lemma 11, we have λ1(Aˆ(G, v)) 6 −2 for these cases. 
Remark 16. A special case of Theorem 15 for unsigned graphs is given
in [17, Theorem 5.2].
5. Exceptional graphs
In this section we enumerate the exceptional edge-signed graphs with
smallest eigenvalue greater than −2, i.e., those that are not integrally
represented. In the tables in the appendix we list (up to switching)
every such edge-signed graph. We generalise the following result about
graphs with smallest eigenvalue greater than −2.
Theorem 17 ([3, 7]). Let G be an exceptional graph having smallest
eigenvalue greater than −2. Then G is one of
(i) 20 graphs on 6 vertices;
(ii) 110 graphs on 7 vertices;
(iii) 443 graphs on 8 vertices.
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To describe our results, we need a list of 120 lines of the root system
E8. Such a list can be found in [8, Appendix B], and this is also suffi-
cient to describe our results for E6 and E7, since these root systems can
be embedded in E8. Each of the 120 lines are determined by a vector
β =
∑8
i=1 biαi and the coefficients (b1, . . . , b8) for each β are given in [8,
Appendix B]. The inner products among the basis vectors α1, . . . , α8
are described by Figure 4, where (αi, αi) = 2 for all i ∈ {1, . . . , 8},
(αi, αj) = −1 if αi and αj are adjacent, (αi, αj) = 0 otherwise. The
lines determined by E6 are precisely the 36 lines with b7 = b8 = 0, and
the lines determined by E7 are precisely the 63 lines with b8 = 0.
Remark 18. The numbering of the 120 lines of E8 in [8, Appendix B]
is the natural one in the following sense. Every line can be represented
by a vector α =
∑8
i=1 aiαi with ‖α‖2 = 2 and ai > 0 for all i. We
assign a total ordering to the lines as follows. Let α =
∑8
i=1 aiαi,
β =
∑8
i=1 biαi. We define [α] ≺ [β] if either∑8
i=1 ai <
∑8
i=1 bi;
or ∑8
i=1 ai =
∑8
i=1 bi and
a1 = b1, . . . , ai = bi, ai+1 > bi+1.
Note that this ordering on the set of lines is the default ordering given
by MAGMA [1] on the set of positive roots of the root system E8 (which
are in one-to-one correspondence with the lines of the line system E8).
Let n = 7 or 8 and let G be an n-vertex exceptional edge-signed
graph. By [19, Theorem 1.10], G can be obtained from an (n − 1)-
vertex exceptional edge-signed graph H by attaching a vertex to H .
In the tables in the appendix we describe, up to switching equiva-
lence, the edge-signed graphs that are not integrally represented. Each
edge-signed graph is described by referring to the lines used to con-
struct it and each line is referred to by its number in [8, Appendix
B], or equivalently, by its position in the total ordering. Clearly, ex-
ceptional edge-signed graphs with smallest eigenvalue greater than −2
must have at least 6 vertices and at most 8 vertices. In Table 1 the 32
exceptional switching classes S6,i (1 6 i 6 32) of 6-vertex edge-signed
graphs are described. The first 20 out of the 32 consist of those classes
which contain an unsigned graph, and these ordered according to [5,
Table A2], in which graphs are ordered by the number of edges. The
remaining 12 switching classes are also ordered by the number of edges.
In Table 2 the 233 exceptional switching classes S7,i (1 6 i 6 233) of
7-vertex edge-signed graphs are described. Each switching class S7,i
is obtained by adding a line l to S6,k. In Table 2, the triples i, l, k
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are listed, and the first 110 switching classes consist of those classes
which contain an unsigned graph, and these ordered according to [5,
Table A2]. Similarly, in Tables 3, 4, 5, 6, and 7, the 1242 exceptional
switching classes S8,i (1 6 i 6 1242) of 8-vertex edge-signed graphs are
described. Each switching class S8,i is obtained by adding a line l to
S7,k and these triple i, k, l are given in the tables. As before, in the
tables the 443 unsigned graphs in [5, Table A2] come first.
In Tables 2–7, the columns labelled by i′ denote the last two digits
of i, that is, i′ ≡ i (mod 100).
We can summarise the tables below in the following theorem.
Theorem 19. Let G be an exceptional edge-signed graph having small-
est eigenvalue greater than −2. Then G is one of
(i) 32 edge-signed graphs on 6 vertices;
(ii) 233 edge-signed graphs on 7 vertices;
(iii) 1242 edge-signed graphs on 8 vertices.
6. Hoffman graphs
A Hoffman graph H is defined as a graph (V,E) with a distin-
guished coclique Vf(H) ⊂ V called fat vertices, the remaining vertices
Vs(H) = V \Vf(H) are called slim vertices. For more background on
Hoffman graphs see some of the authors’ previous papers [14, 16, 17].
Let H be a Hoffman graph and suppose its adjacency matrix A has the
following form
A =
(
As C
C⊤ 0
)
,
where the fat vertices come last. Define B(H) := As−CC⊤. The eigen-
values of H are defined to be the eigenvalues of B(H). A Hoffman graph
H is called fat if every slim vertex of H has at least one fat neighbour.
In this section we show how our results relate to the classification of
fat Hoffman graphs with smallest eigenvalue greater than −3.
It is shown in [17] that if λ1(B(H)) > −3 then every slim vertex is
adjacent to at most two fat vertices and at most one slim vertex can
be adjacent to more than one fat vertex. It therefore follows that if
a fat Hoffman graph H has smallest eigenvalue λ1(H) > −3 then the
diagonal of B(H)+I consists of at most one −1 entry and the remaining
entries 0. In other words, B(H)+I is either the adjacency matrix A(G)
of a signed graph G, or the modified adjacency matrix Aˆ(G, v) of G
with respect to some vertex v. The special graph S(H) of a Hoffman
graph H is the edge-signed graph whose adjacency matrix has the same
off-diagonal entries as B(H) and zeros on the diagonal.
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Theorem 20. Let H be a fat Hoffman graph in which every slim vertex
has exactly one fat neighbour. Then H has smallest eigenvalue greater
than −3 if and only if S(H) is switching equivalent to one of the edge-
signed graphs in Theorem 6 or Theorem 19.
Proof. Since every slim vertex has exactly one fat neighbour, B(H)+I is
the adjacency matrix of S(H). Thus H has smallest eigenvalue greater
than −3 if and only if S(H) has smallest eigenvalue greater than −2.
The result then follows since Theorems 6 and 19 give a classification of
edge-signed graphs with smallest eigenvalues greater than −2. 
Lemma 21. Let H be a fat Hoffman graph in which every slim ver-
tex has exactly one fat neighbour. Then in the special graph S(H) of
H, there are no (+)-edges in the neighbourhood of any fat vertex. In
particular, S(H) does not contain a cycle in which all but one edge are
(−)-edges.
Proof. Let N be the set of neighbours of a fat vertex. Then the off-
diagonal entry of B(H) corresponding to two vertices of N cannot be
1. This shows the first claim. Suppose that S(H) contains a cycle
v0, v1, . . . , vn, v0 such that all but the edge {vn, v0} are (−)-edges. Then
vi, vi+1 have a common fat neighbour for i = 0, 1, . . . , n−1. Since every
slim vertex has exactly one fat neighbour, it follows that v0, . . . , vn have
a common fat neighbour. But this contradicts the first claim. 
Lemma 21 implies that not every edge-signed graph can be the spe-
cial graph of a fat Hoffman graph in which every slim vertex has exactly
one fat neighbour.
For an edge-signed graph S = (V,E+, E−), we denote by S− the un-
signed graph (V,E−). Let S be an edge-signed graph that is switching
equivalent to one of the edge-signed graphs in Theorem 6 or Theo-
rem 19, and S has no cycle in which all but one edge are (−)-edges.
Then every fat Hoffman graph H in which every slim vertex has exactly
one fat neighbour, satisfying S(H) = S is obtained as follows. Let
V (S) =
n⋃
i=1
Vi (disjoint)
be a partition satisfying
(i) for all i ∈ {1, . . . , n}, the subgraph induced on Vi contains no
(+)-edges,
(ii) every connected component of S− is contained in Vi for some
i ∈ {1, . . . , n}.
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Define a Hoffman graph H as follows. The vertex set of H consists of
the set of slim vertices V (S) and the set of fat vertices {f1, . . . , fn}.
The edges are {fi, u} with u ∈ Vi, 1 ≤ i ≤ n; {u, v} with u, v ∈ Vi,
1 ≤ i ≤ n, {u, v} /∈ E(S); and {u, v} with u ∈ Vi, v ∈ Vj, 1 ≤ i, j ≤ n,
i 6= j, {u, v} ∈ E(S). Observe that for u, v ∈ Vi, {u, v} /∈ E(S)
if and only if {u, v} /∈ E−(S), and for u ∈ Vi, v ∈ Vj with i 6= j,
{u, v} ∈ E(S) if and only if {u, v} ∈ E+(S). Then S(H) = S holds,
and λ1(H) = λ1(S)− 1.
In general, given an edge-signed graph S, there are a number of fat
Hoffman graphs H with S(H) = S, satisfying the condition that every
slim vertex of H has exactly one fat neighbour. For example, consider
the simplest case where S is a path consisting only of (+)-edges. Then
such Hoffman graphs are in one-to-one correspondence with partitions
of the vertex-set into cocliques.
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Appendix
Table 1. Switching classes S6,i (i = 1, . . . , 32)
i lines
1 1, 2, 3, 4, 44, 48
2 1, 2, 3, 4, 6, 24
3 1, 3, 4, 6, 17, 18
4 1, 2, 3, 4, 12, 69
5 1, 3, 4, 17, 18, 26
6 1, 2, 3, 4, 6, 12
7 1, 2, 3, 4, 24, 52
8 1, 2, 3, 11, 30, 48
9 1, 3, 4, 10, 18, 20
10 1, 2, 3, 4, 12, 45
11 1, 2, 3, 4, 25, 48
12 1, 2, 3, 4, 37, 52
13 1, 3, 4, 17, 18, 33
14 1, 2, 3, 4, 24, 33
15 1, 3, 5, 11, 17, 20
16 1, 2, 3, 4, 12, 20
i lines
17 1, 2, 3, 11, 19, 63
18 1, 3, 5, 11, 17, 27
19 1, 2, 3, 11, 18, 27
20 1, 3, 5, 11, 17, 52
21 1, 3, 4, 6, 30, 48
22 1, 2, 3, 4, 18, 48
23 1, 3, 4, 5, 6, 18
24 1, 2, 3, 4, 6, 30
25 1, 3, 4, 5, 6, 30
26 1, 2, 3, 11, 12, 48
27 1, 2, 3, 4, 12, 26
28 1, 2, 3, 4, 19, 20
29 1, 2, 3, 11, 18, 20
30 1, 2, 3, 4, 19, 27
31 1, 2, 3, 11, 18, 31
32 1, 3, 5, 11, 17, 45
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Table 2. Switching classes S7,i (1 6 i 6 233)
1 6 i 6 50
i
′
k l
1 1 80
2 1 75
3 2 58
4 1 55
5 3 7
6 1 59
7 2 89
8 3 70
9 1 85
10 3 80
11 3 14
12 4 7
13 3 34
14 6 97
15 1 64
16 6 21
17 2 71
18 2 28
19 6 61
20 7 7
21 4 75
22 6 93
23 6 14
24 8 7
25 4 64
26 9 97
27 1 41
28 3 58
29 8 21
30 3 93
31 7 76
32 4 93
33 7 93
34 8 55
35 4 85
36 6 53
37 11 80
38 5 28
39 11 97
40 8 97
41 12 80
42 5 93
43 3 41
44 4 71
45 13 97
46 13 7
47 7 28
48 7 53
49 10 97
50 8 53
51 6 i 6 100
i
′
k l
51 8 61
52 7 97
53 9 59
54 2 41
55 9 58
56 12 76
57 5 41
58 8 76
59 8 66
60 9 28
61 6 70
62 6 71
63 13 80
64 16 97
65 6 28
66 10 59
67 12 28
68 13 89
69 8 93
70 7 59
71 9 41
72 9 53
73 15 34
74 16 93
75 17 75
76 12 97
77 18 7
78 6 41
79 18 70
80 14 85
81 10 28
82 18 85
83 15 28
84 18 71
85 8 46
86 12 53
87 8 35
88 13 28
89 12 59
90 13 93
91 14 28
92 18 21
93 11 41
94 19 89
95 13 59
96 20 71
97 20 75
98 18 49
99 19 58
0 17 66
101 6 i 6 150
i
′
k l
1 12 41
2 15 59
3 16 28
4 19 46
5 20 85
6 16 41
7 20 41
8 19 35
9 20 66
10 20 59
11 1 82
12 1 49
13 1 97
14 3 46
15 23 97
16 21 58
17 21 75
18 2 75
19 23 82
20 24 21
21 1 89
22 23 7
23 21 49
24 4 14
25 26 97
26 22 49
27 27 97
28 4 34
29 23 46
30 6 49
31 23 61
32 22 75
33 23 21
34 21 85
35 24 97
36 23 28
37 23 34
38 4 97
39 5 46
40 25 39
41 21 89
42 3 39
43 3 76
44 23 80
45 24 80
46 25 89
47 23 14
48 24 85
49 24 71
50 25 21
151 6 i 6 200
i
′
k l
51 25 70
52 5 85
53 26 76
54 27 61
55 24 66
56 28 14
57 6 76
58 8 89
59 23 41
60 29 7
61 28 97
62 29 21
63 23 89
64 23 58
65 26 49
66 25 75
67 21 59
68 25 97
69 13 76
70 25 61
71 25 71
72 4 89
73 29 55
74 9 46
75 28 55
76 27 64
77 24 64
78 26 66
79 25 55
80 28 59
81 27 39
82 8 58
83 13 46
84 5 39
85 24 76
86 27 71
87 25 66
88 29 82
89 8 39
90 24 41
91 23 71
92 28 80
93 30 21
94 11 49
95 22 46
96 25 53
97 13 49
98 31 97
99 28 89
0 12 49
201 6 i 6 233
i
′
k l
1 16 49
2 26 41
3 29 93
4 30 75
5 16 34
6 7 49
7 27 35
8 30 39
9 30 85
10 31 89
11 28 93
12 15 55
13 15 53
14 28 28
15 29 66
16 31 46
17 27 41
18 30 28
19 28 53
20 17 97
21 29 59
22 11 46
23 28 64
24 30 34
25 31 59
26 31 66
27 30 93
28 31 41
29 18 53
30 32 93
31 32 53
32 16 46
33 20 53
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
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Table 3. Switching classes S8,i (1 6 i 6 250)
1 6 i 6 50
i′ k l
1 1 8
2 1 118
3 2 118
4 1 96
5 1 92
6 5 8
7 1 95
8 6 118
9 6 8
10 4 96
11 3 106
12 7 8
13 8 74
14 1 90
15 9 8
16 10 74
17 5 118
18 5 117
19 12 8
20 6 62
21 14 8
22 15 118
23 5 42
24 13 8
25 16 118
26 9 96
27 3 78
28 9 62
29 7 74
30 11 74
31 12 68
32 7 90
33 4 117
34 9 78
35 19 8
36 10 42
37 20 8
38 3 108
39 14 116
40 20 62
41 12 118
42 14 74
43 4 103
44 13 117
45 12 96
46 22 74
47 1 79
48 6 103
49 5 108
50 12 103
51 6 i 6 100
i′ k l
51 14 90
52 16 116
53 5 106
54 1 50
55 28 74
56 14 106
57 6 102
58 27 8
59 4 62
60 6 105
61 17 74
62 9 117
63 8 77
64 19 74
65 19 118
66 31 8
67 9 103
68 32 68
69 32 8
70 19 117
71 8 84
72 2 108
73 3 77
74 28 77
75 2 50
76 10 106
77 4 36
78 11 108
79 21 103
80 27 62
81 28 117
82 34 118
83 7 84
84 30 77
85 35 68
86 4 47
87 36 118
88 14 92
89 35 8
90 22 106
91 13 108
92 1 36
93 30 118
94 36 8
95 39 92
96 23 106
97 25 106
98 27 78
99 11 117
0 41 8
101 6 i 6 150
i′ k l
1 5 50
2 42 74
3 44 68
4 14 84
5 44 8
6 43 8
7 45 87
8 20 95
9 32 118
10 21 79
11 19 68
12 24 87
13 22 47
14 25 47
15 10 78
16 48 96
17 37 118
18 17 84
19 9 50
20 39 116
21 40 87
22 21 105
23 37 92
24 23 108
25 12 90
26 5 78
27 25 102
28 50 118
29 35 103
30 9 90
31 25 105
32 37 78
33 16 105
34 26 105
35 10 50
36 2 36
37 12 78
38 53 77
39 40 77
40 25 95
41 55 74
42 55 77
43 41 92
44 21 96
45 22 79
46 43 117
47 41 95
48 23 117
49 44 102
50 43 42
151 6 i 6 200
i′ k l
51 45 74
52 27 95
53 58 8
54 46 118
55 5 105
56 14 77
57 28 79
58 15 102
59 59 8
60 14 78
61 45 103
62 43 74
63 44 103
64 59 116
65 45 92
66 64 8
67 65 118
68 16 36
69 31 77
70 32 90
71 36 68
72 48 62
73 52 116
74 31 95
75 21 47
76 52 95
77 35 105
78 52 78
79 37 77
80 52 92
81 39 68
82 51 118
83 34 42
84 51 62
85 66 96
86 59 87
87 24 95
88 36 90
89 20 74
90 55 79
91 34 62
92 22 77
93 42 103
94 36 79
95 67 118
96 22 78
97 39 95
98 45 84
99 25 108
0 63 42
201 6 i 6 250
i′ k l
1 64 47
2 19 36
3 58 74
4 28 50
5 69 78
6 60 116
7 36 84
8 58 77
9 28 84
10 65 47
11 71 8
12 61 87
13 73 118
14 62 106
15 64 74
16 74 74
17 65 117
18 75 8
19 41 74
20 75 118
21 64 90
22 77 117
23 24 105
24 26 103
25 28 106
26 78 116
27 79 74
28 30 79
29 47 77
30 33 36
31 54 78
32 32 79
33 32 105
34 51 42
35 49 105
36 51 96
37 48 79
38 53 102
39 67 92
40 58 108
41 50 62
42 67 116
43 49 102
44 23 105
45 24 79
46 53 79
47 50 56
48 50 102
49 75 68
50 71 116
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Table 4. Switching classes S8,i (251 6 i 6 500)
251 6 i 6 300
i′ k l
51 7 50
52 76 47
53 53 42
54 37 90
55 54 74
56 29 79
57 56 95
58 57 42
59 76 95
60 75 96
61 74 90
62 11 105
63 60 42
64 64 105
65 78 117
66 36 108
67 82 8
68 22 50
69 43 84
70 38 79
71 84 8
72 78 74
73 61 84
74 58 56
75 27 36
76 27 108
77 85 92
78 63 102
79 86 92
80 64 103
81 86 118
82 26 84
83 87 78
84 88 8
85 88 118
86 42 79
87 89 118
88 90 74
89 70 77
90 66 77
91 61 105
92 81 47
93 69 68
94 55 105
95 67 103
96 67 102
97 71 42
98 51 68
99 81 96
0 68 102
301 6 i 6 350
i′ k l
1 82 68
2 63 78
3 91 62
4 36 78
5 83 42
6 60 108
7 52 105
8 20 50
9 91 118
10 85 74
11 74 79
12 56 108
13 76 78
14 92 118
15 34 43
16 88 42
17 41 105
18 76 68
19 76 102
20 61 36
21 94 74
22 39 108
23 59 105
24 89 103
25 59 102
26 42 105
27 62 84
28 90 118
29 96 8
30 43 50
31 96 68
32 46 50
33 68 106
34 50 110
35 81 95
36 83 92
37 54 77
38 67 36
39 82 90
40 84 116
41 83 116
42 81 77
43 83 96
44 59 110
45 94 103
46 71 102
47 93 78
48 71 103
49 85 77
50 67 105
351 6 i 6 400
i′ k l
51 68 79
52 95 77
53 35 36
54 90 106
55 36 50
56 79 106
57 62 77
58 40 43
59 74 84
60 75 77
61 57 50
62 101 92
63 44 36
64 102 118
65 97 92
66 62 78
67 78 84
68 65 36
69 31 50
70 92 92
71 83 56
72 94 84
73 95 84
74 87 108
75 98 74
76 99 77
77 90 78
78 81 78
79 97 47
80 58 110
81 78 77
82 54 50
83 73 105
84 72 108
85 88 108
86 86 105
87 103 47
88 105 68
89 59 43
90 65 50
91 90 102
92 91 105
93 98 95
94 49 50
95 52 50
96 85 79
97 73 106
98 92 116
99 101 95
0 102 36
401 6 i 6 450
i′ k l
1 97 116
2 94 79
3 71 84
4 103 105
5 106 74
6 77 79
7 103 77
8 78 50
9 107 118
10 89 105
11 90 79
12 98 106
13 92 106
14 91 36
15 99 106
16 107 92
17 107 110
18 95 79
19 87 43
20 108 118
21 109 8
22 100 77
23 98 79
24 98 102
25 86 50
26 100 102
27 89 50
28 102 79
29 110 77
30 107 87
31 107 79
32 105 102
33 96 105
34 103 36
35 108 108
36 105 105
37 106 36
38 104 43
39 107 102
40 110 50
41 109 102
42 110 106
43 110 105
44 112 8
45 111 8
46 113 8
47 1 74
48 121 8
49 4 116
50 6 87
451 6 i 6 500
i′ k l
51 1 68
52 1 42
53 114 74
54 4 92
55 111 74
56 122 8
57 1 106
58 1 84
59 116 8
60 118 118
61 3 116
62 117 8
63 116 92
64 119 74
65 1 87
66 112 62
67 115 47
68 16 42
69 130 118
70 2 84
71 10 90
72 122 118
73 4 42
74 13 116
75 121 87
76 5 47
77 129 74
78 6 77
79 4 77
80 9 74
81 115 92
82 111 56
83 122 74
84 122 116
85 122 42
86 134 8
87 7 118
88 137 8
89 133 87
90 12 42
91 118 62
92 123 92
93 12 62
94 117 77
95 122 110
96 119 47
97 122 47
98 116 77
99 113 106
0 113 56
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Table 5. Switching classes S8,i (501 6 i 6 750)
501 6 i 6 550
i′ k l
1 116 96
2 119 87
3 115 77
4 140 118
5 119 79
6 122 77
7 119 36
8 111 90
9 6 117
10 4 43
11 111 103
12 127 8
13 115 96
14 145 106
15 120 116
16 130 8
17 122 36
18 12 116
19 128 8
20 142 74
21 4 84
22 121 105
23 111 87
24 113 116
25 127 74
26 8 103
27 123 87
28 4 106
29 168 8
30 122 43
31 18 62
32 136 74
33 123 96
34 16 79
35 157 74
36 115 42
37 25 68
38 29 117
39 149 87
40 117 84
41 13 56
42 125 78
43 131 116
44 137 92
45 123 116
46 5 84
47 148 8
48 123 106
49 123 77
50 6 110
551 6 i 6 600
i′ k l
51 119 90
52 143 118
53 119 102
54 132 103
55 120 92
56 11 47
57 131 74
58 122 92
59 132 116
60 160 8
61 121 68
62 144 87
63 117 96
64 140 47
65 164 118
66 127 116
67 12 74
68 160 117
69 9 84
70 122 79
71 114 77
72 134 96
73 127 87
74 135 84
75 15 106
76 124 106
77 132 56
78 162 117
79 154 8
80 16 43
81 150 42
82 9 56
83 6 106
84 120 79
85 168 87
86 116 79
87 111 79
88 145 74
89 124 56
90 129 92
91 122 50
92 132 77
93 149 116
94 122 117
95 153 8
96 21 42
97 142 77
98 15 77
99 148 116
0 22 96
601 6 i 6 650
i′ k l
1 138 96
2 124 95
3 16 96
4 137 68
5 163 87
6 14 56
7 151 8
8 113 79
9 131 118
10 168 47
11 130 68
12 161 8
13 176 96
14 114 102
15 143 116
16 164 77
17 124 74
18 114 84
19 168 42
20 13 47
21 24 50
22 131 68
23 120 103
24 148 84
25 153 118
26 191 74
27 160 118
28 136 117
29 136 36
30 124 103
31 39 118
32 122 90
33 180 74
34 189 118
35 165 92
36 16 92
37 141 62
38 124 92
39 172 68
40 117 102
41 126 87
42 165 68
43 144 106
44 132 79
45 169 117
46 125 77
47 157 79
48 156 106
49 45 118
50 21 116
651 6 i 6 700
i′ k l
51 132 106
52 122 108
53 133 92
54 14 110
55 148 106
56 173 116
57 30 95
58 181 74
59 159 96
60 45 110
61 124 62
62 188 74
63 14 62
64 144 77
65 36 96
66 133 50
67 164 110
68 158 116
69 114 78
70 112 110
71 139 62
72 28 90
73 142 106
74 123 43
75 167 47
76 10 43
77 14 43
78 172 8
79 28 96
80 13 102
81 140 92
82 131 90
83 137 79
84 139 90
85 127 78
86 125 90
87 114 56
88 132 96
89 115 95
90 178 8
91 45 96
92 156 117
93 23 96
94 129 117
95 134 118
96 135 42
97 134 77
98 156 74
99 154 74
0 137 117
701 6 i 6 750
i′ k l
1 154 96
2 139 108
3 151 96
4 37 42
5 123 79
6 125 117
7 182 78
8 121 108
9 161 118
10 192 74
11 37 106
12 164 87
13 155 117
14 114 50
15 42 77
16 115 43
17 132 102
18 138 105
19 184 8
20 20 68
21 119 117
22 157 56
23 146 77
24 123 84
25 41 118
26 122 84
27 125 84
28 114 62
29 192 117
30 44 116
31 141 79
32 158 74
33 157 87
34 147 116
35 27 87
36 159 92
37 159 79
38 174 92
39 189 116
40 28 103
41 153 92
42 26 110
43 46 116
44 153 68
45 129 50
46 129 68
47 143 42
48 113 36
49 19 102
50 143 84
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Table 6. Switching classes S8,i (751 6 i 6 1000)
751 6 i 6 800
i′ k l
51 131 117
52 154 62
53 187 8
54 138 74
55 166 47
56 159 74
57 122 103
58 7 47
59 161 74
60 124 47
61 136 43
62 187 47
63 41 42
64 25 110
65 45 90
66 186 118
67 155 68
68 135 68
69 147 50
70 61 56
71 150 50
72 41 56
73 209 8
74 46 95
75 53 62
76 131 62
77 124 77
78 172 118
79 185 84
80 173 68
81 123 78
82 140 95
83 120 95
84 210 8
85 161 62
86 205 8
87 144 78
88 161 77
89 23 62
90 21 110
91 156 95
92 150 84
93 183 92
94 40 106
95 39 56
96 193 47
97 206 118
98 178 68
99 207 116
0 148 78
801 6 i 6 850
i′ k l
1 185 79
2 131 78
3 203 92
4 154 68
5 119 105
6 162 77
7 188 118
8 194 77
9 163 116
10 202 103
11 207 118
12 123 56
13 200 8
14 197 118
15 157 90
16 188 62
17 180 47
18 196 118
19 17 103
20 156 42
21 158 68
22 179 84
23 161 79
24 193 106
25 187 74
26 127 42
27 54 62
28 156 90
29 190 87
30 42 90
31 146 84
32 150 79
33 147 56
34 139 36
35 143 95
36 159 43
37 60 62
38 163 47
39 139 105
40 164 36
41 143 103
42 183 116
43 158 102
44 154 102
45 189 117
46 145 77
47 194 106
48 208 74
49 139 50
50 154 90
851 6 i 6 900
i′ k l
51 156 62
52 147 77
53 183 103
54 162 108
55 155 79
56 143 102
57 44 42
58 134 95
59 122 78
60 209 74
61 124 43
62 116 68
63 161 68
64 124 79
65 172 62
66 177 74
67 172 74
68 165 84
69 186 79
70 177 62
71 136 90
72 189 92
73 158 95
74 34 36
75 177 79
76 144 108
77 178 78
78 117 68
79 155 78
80 161 84
81 160 68
82 50 84
83 141 108
84 130 36
85 167 84
86 122 95
87 43 56
88 189 87
89 150 77
90 169 62
91 183 102
92 183 110
93 199 90
94 151 110
95 206 92
96 172 105
97 201 62
98 164 106
99 204 56
0 219 8
901 6 i 6 950
i′ k l
1 33 42
2 189 106
3 175 92
4 209 92
5 64 42
6 212 78
7 166 68
8 36 103
9 169 95
10 212 42
11 135 50
12 183 68
13 222 118
14 178 90
15 199 68
16 62 96
17 216 103
18 62 103
19 191 50
20 203 118
21 209 84
22 194 62
23 211 90
24 163 84
25 218 8
26 176 90
27 180 106
28 147 84
29 192 105
30 174 47
31 157 95
32 223 118
33 156 79
34 204 92
35 188 84
36 37 62
37 207 79
38 154 43
39 175 42
40 196 96
41 216 118
42 169 103
43 187 106
44 66 42
45 171 117
46 213 8
47 147 117
48 191 43
49 131 103
50 60 90
951 6 i 6 1000
i′ k l
51 123 110
52 185 77
53 40 42
54 174 87
55 155 96
56 156 36
57 130 105
58 152 84
59 145 36
60 177 90
61 152 50
62 52 103
63 153 42
64 156 84
65 21 43
66 179 106
67 31 90
68 50 103
69 161 108
70 155 77
71 174 102
72 164 108
73 200 95
74 194 84
75 160 42
76 169 84
77 167 110
78 190 84
79 173 108
80 44 110
81 40 50
82 217 8
83 201 116
84 221 118
85 76 96
86 197 77
87 148 108
88 157 62
89 180 77
90 189 96
91 181 79
92 186 102
93 158 47
94 71 68
95 182 87
96 128 43
97 159 50
98 159 84
99 183 90
0 199 118
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Table 7. Switching classes S8,1000+i (1 6 i 6 242)
1 6 i 6 50
i′ k l
1 175 84
2 30 102
3 61 95
4 133 95
5 127 36
6 57 77
7 167 95
8 202 68
9 211 118
10 31 56
11 71 90
12 43 95
13 197 95
14 221 8
15 201 92
16 179 50
17 148 105
18 146 95
19 65 96
20 44 84
21 226 8
22 87 103
23 84 77
24 149 36
25 210 96
26 161 36
27 78 62
28 79 92
29 182 36
30 201 77
31 162 106
32 153 105
33 222 105
34 159 95
35 176 42
36 206 42
37 155 103
38 217 68
39 207 103
40 226 92
41 201 47
42 210 84
43 212 116
44 223 117
45 219 92
46 174 108
47 169 79
48 47 103
49 42 47
50 211 105
51 6 i 6 100
i′ k l
51 71 56
52 212 36
53 85 103
54 149 105
55 205 79
56 209 90
57 199 79
58 208 77
59 174 110
60 175 43
61 196 117
62 207 78
63 209 105
64 217 79
65 160 43
66 204 68
67 187 43
68 202 62
69 215 118
70 227 106
71 194 79
72 202 90
73 218 47
74 182 106
75 228 118
76 175 36
77 87 117
78 199 95
79 178 102
80 217 74
81 51 90
82 176 103
83 209 103
84 217 62
85 223 90
86 163 78
87 52 36
88 201 90
89 223 47
90 221 92
91 194 103
92 148 95
93 198 74
94 226 117
95 181 36
96 48 90
97 32 110
98 178 77
99 147 103
0 50 50
101 6 i 6 150
i′ k l
1 224 118
2 143 105
3 182 79
4 227 116
5 226 74
6 224 90
7 196 68
8 180 43
9 90 90
10 188 106
11 184 47
12 206 102
13 205 43
14 193 110
15 211 103
16 199 84
17 219 68
18 226 36
19 205 84
20 67 90
21 230 8
22 178 110
23 232 118
24 229 77
25 66 92
26 173 110
27 93 42
28 210 95
29 69 90
30 84 62
31 200 90
32 199 36
33 211 79
34 67 74
35 225 84
36 216 90
37 77 108
38 205 77
39 186 84
40 173 43
41 50 90
42 49 36
43 213 68
44 200 78
45 63 47
46 95 62
47 146 103
48 201 103
49 83 108
50 209 36
151 6 i 6 200
i′ k l
51 213 110
52 206 43
53 58 90
54 153 110
55 218 87
56 185 103
57 225 92
58 94 62
59 172 43
60 193 43
61 77 87
62 184 84
63 71 47
64 194 110
65 185 50
66 89 90
67 197 108
68 97 68
69 69 47
70 85 84
71 216 62
72 199 103
73 222 90
74 227 77
75 103 42
76 197 47
77 218 36
78 216 79
79 196 105
80 100 74
81 233 8
82 208 50
83 64 36
84 212 105
85 97 108
86 205 110
87 227 103
88 216 105
89 101 42
90 223 95
91 217 105
92 226 90
93 224 36
94 219 36
95 227 47
96 225 90
97 222 62
98 96 62
99 83 110
0 221 102
201 6 i 6 242
i′ k l
1 191 105
2 101 90
3 232 103
4 221 105
5 226 95
6 221 95
7 218 108
8 200 50
9 197 105
10 226 62
11 198 42
12 96 108
13 232 62
14 103 43
15 82 108
16 219 110
17 229 95
18 212 106
19 205 50
20 230 110
21 232 79
22 105 47
23 229 106
24 104 62
25 225 105
26 226 50
27 214 110
28 227 42
29 218 110
30 97 43
31 89 43
32 227 108
33 233 108
34 231 116
35 232 84
36 226 43
37 229 43
38 110 62
39 107 108
40 233 106
41 109 108
42 233 105
1a1
1a1
1a1
1a1
1a1
1a1
1a1
1a1
