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and other evolutionary algorithms (EAs) are not guaranteed to find the global optimum solution to 13 a problem, though they are generally good at finding "acceptable good" or near-optimal solutions 14 to problems. Another drawback of EAs is that they are not well suited to perform finely tuned 15 search, but on the other hand, they are good at exploring the solution space since they search from 16 a set of designs and not from a single design.
17
Memetic Algorithms (MAs), first coined by Moscato [20, 21] , have been regarded as an 18 promising framework that combines the Evolutionary Algorithms (EAs) with problem-specific 19 local searcher (LS), where the latter is often referred to as a meme defined as a unit of cultural 20 evolution that is capable of local refinements. From an optimization point of view, MAs are hybrid 4 EAs that combine global and local search by using an EA to perform exploration while the local 1 search method performs exploitation. This has the ability to exploit the complementary advantages 2 of EAs (generality, robustness, global search efficiency), and problem-specific local search 3 (exploiting application-specific problem structure, rapid convergence toward local minima) [22] .
4
Up to date, MAs have been recognized as a powerful algorithmic paradigm for evolutionary 5 computing in a wide variety of areas [23] [24] [25] [26] . In particular, the relative advantage of MAs over 6 EAs is quite consistent on complex search spaces.
7
Since the parameters space of SVMs is often considered complex, it is of interest to justify 
19
Experimental results and comparisons demonstrate the effectiveness of the proposed PSO-PS 20 based MA for parameters optimization of SVMs.
5
The rest of the study is organized as follows. Section 2 presents a brief review on SVMs. 
12
Linear kernel: ( , ) ,
Polynomial kernel:
Radial basis function (RBF) kernel:
Sigmoid kernel: 
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Likewise, the fly velocity (position change) for particle i at iteration t can be described as 
18
Where v is used to constraint the velocity of the particle to avoid the particle 2 flying outside the search space.
3
After the initialization of the population, the algorithm iteratively generates offspring using 4 PSO based operator and undergoes local refinement with pattern search, which is to be discussed 5 in the following sub-sections. Evaluate the swarm and update the pbest, gbest
Return optimal particle
Yes Selection of particles to be refined Refinement with pattern search 
16
To search for the optimal solution, each particle adjusts their flight trajectories by using the 17 following updating equations: In previous studies, a common way is to apply a local search to all newly generated 6 offspring, which suffers from much strong local exploitation. Another way is to apply local search 7 to particles with a predefined probability p l , which seems too blind and the p l is not easy to define 8
[37]. Besides, as [38] suggests that those solutions that are in proximity of a promising basin of 9 attraction received an extended budget, the randomly selected particles may needs more cost to 10 reach the optimal. Hence, it seems a good choice that only the particles with the fitness larger than 11 a threshold v are selected for local improvement [39] , while the threshold is problem specific and 12 some of the selected particles may be crowed in the same promising region.
13
To this end, a probabilistic selection strategy of selecting non-crowed individuals to undergo is selected empirically in this study. Detail of this strategy is illustrated in Fig.3. 14 Formally, the selection probability () l px of each solution x in the current population P is 1 specified by the following roulette-wheel selection scheme with the linear scaling:
3
Where max () f P is the maximum (worse) fitness value among the current population P.
Algorithm 2. A Probabilistic Selection Strategy
Input: current population P, constant radius r Output: a set of selected individuals that undergo local refinement ;
Begin
Initialize: P' as a copy of P;  as a null set ;
While (P' is not NULL)
Get the best fitness individual x belongs to P', i.e., 
18
From Table 2 , we can see that, no matter which kind of strategy is selected in MA, the 19 performance in term of mean error rate is always better than that obtained by single PSO, which 20 demonstrates the effectiveness of incorporating the local refinement with PS into PSO. Besides, 18 from the view of standard deviation, it can be seen that the performance of proposed PSO-PS 1 based MA is more stable than single PSO. As pattern search is employed to refine the individuals, 2 the number of fitness evaluations of each MA is larger than that of the PSO, while it can be 3 regarded as the cost to avoid premature convergence and conduct finely local refinement to obtain 4 better performances. Actually, the average number of fitness evaluation of MA is larger than that 5 of PSO by only at most 13% (e.g. MA3). Finally, compared with GS, both PSO and MA achieve 6 better results than GS in terms of test error rates and number of fitness evaluations. The facts 7 above imply that among the six algorithms investigated, four variants of proposed MA tend to 8 achieve the smallest error rates with a little more fitness evaluations than that of PSO but still 9 much less than that of grid search.
10
By comparing four variants of proposed MA, several results can be observed. It is interesting 11 to note that MA1, where PS is applied to all newly generated individuals, does not achieve as good 12 results as expected. This may be due to the premature convergence of the solutions because of the 13 strong local refinement is applied to the population. MA2 performs comparably with the MA1, 14 which indicates that the randomly selected strategy by probability p l is also failed. MA3 gains
19
MA4 with the proposed probabilistic selection strategy is effective and robust for solving 1 parameters optimization in SVMs modeling.
2
In addition, the average computational time of each method is given in Table 3 
Conclusions 15
The parameters of SVMs are of great importance to the success of the SVMs. To optimize the 16 parameters properly, this study proposed a PSO and pattern search (PS) based Memetic Algorithm.
17
In the proposed PSO-PS based MA, PSO was used to explore the search space and detect the 
