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Let X,, . . . . ,I’, (n > 1, p > 1) be independently and identically distributed normal 
p-vectors with mean p and covariance matrix ($p/C’)Z, where the coefficient of 
variation C is known. The authors have obtained the best equivariant estimator of 
p under the loss function 
They have compared the best equivariant estimator with 3 other wellknown equiva- 
riant estimators of p and have shown that the best equivariant estimator is 
markedly superior to others when C + 0. 0 1990 Academic Press, Inc. 
INTRODUCTION AND SUMMARY 
The problem of the estimation of the mean ,u of a univariate normal 
population with known coefficient of variation (/p//a)-’ = a-‘( >O) was 
first considered by R. A. Fisher and is recently focussed again in the context 
of curved models admitting ancillary statistic in the works of Efron [4], 
Cox and Hinkley [3], Hinkley [7], Amari [l, 21, Kariya [9], Kariya, Giri 
and Perron [lo], and Perron [12]. The motivation behind it, is mainly 
based on the empirically observed fact that (T becomes large proportionally 
to ,U so that ([pi/g) remains constant. This is evident in multivariate 
observations also. In the multivariate case no well-accepted measure of 
variation between the mean vector p and the covariance matrix C is 
available. We consider here the following analogous multivariate problem: 
Let X1, . . . . X, be independently and identically distributed normal p-vectors 
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2 PERRON AND GIRI 
with mean ,u and covariance matrix (p’,u/C’)I (I is the p x p identity 
matrix) where C2 > 0 is known. Let 
y++;=J& 
1 
W=tri(Xi-X)(Xi--8’. 
(1) 
(Y, W) is a sufficient statistic for this problem. Y is distributed indepen- 
dently of W as NJ&p, ,n’p/C’)Z), and C’($P)-~ W is distributed as 
2 
X,(n- 1)’ We are interested here to estimate p with respect to the loss 
function 
This problem remains invariant with respect to the group of transforma- 
tions G = R + x O(p), R + being the group of positive reals and O(p) being 
the groups p x p orthogonal matrices transforming 
xi --t brx, ) for i= -1, . . . . n 
d + bI-d, 
(3) 
where beR,, r’rz O(p). The transformation induced by G on (Y, W) is 
given by (Y, W) --) (bTY, b2 W). An equivariant estimator with respect to G 
will be of the form d( y, w) = h(w - ‘y’v) y with h a measurable function of 
u = w-‘y’y. The statistic V is a maximal invariant under G in the space of 
(Y, W). A corresponding maximal invariant in the parametric space is 
given by 
[ 1 /aI -’ IJ’ c2 p=C2. 
As the group G acts transitively on the parametric space, the risk function 
R(p, d) =E,(L(p, d)) of a equivariant estimator d is constant. Thus 
without any loss of generality we take p = p0 = (C, 0, . . . . 0)’ and minimize 
R(po. d) to obtain the best equivariant estimator r)Jxl, . . . . x,, C) in the 
form 
AAX, 3 . . . . x,, Cl = h,(u) y, (4) 
BEST EQUIVARIANT ESTIMATOR 
where 
3 
h,(u) = [E,( Y'YI v= u)]-'E,( Y, 1 v= u). 
If m = (~(n - 1)/2) is an integer we can write 
Job, 3 . . . . x,, C) = go(t)-% 
where t=(u/(l +u)), 
go(t) = 
m+l 
c 
i=O 
(ii&)(” f ‘) 
r E+i 
( ) 2 
nC2 ’ .- ( > 2 
: 
m+l 
t’ 1 
j=O 
(“f l)(!g 
r g+j 
( ) 
ti+ 1 
and go(t) is a strictly decreasing function of t. 
The maximum likelihood estimator of p in this case is given by 
61(x,, ..-, x,, C) = 
( 
d---l CX 
2P ) 
2 . (5) 
Since the maximum likelihood estimator is equivariant and it differs from 
the best equivariant estimator do, the mle 6, is inadmissible. The risk 
function of 6, depends on C. We shall be interested to compute the relative 
efficiency of 6, when compared with 6, and three other well-known 
equivariant estimators in this problem for different values of C, n, and p. 
The three other well-known estimators we shall consider here are 
6,= l- 
( 
(P-2) 
((n-l)p+2)u ’ > 
4(x* 3 . ..> x,, C) = max(6,, 0) (6) 
6,(x, 9 ..., x,, C)=X. 
The estimator 6, represents the estimator of James and Stein [S]. The 
calculation of exact risk of 6, and 6, are complicated. We shall use simula- 
tion technique to evaluate their risks. It is observed that when p varies the 
relative efficiency of di, i= 1, . . . . 4, when compared with do varies very little 
for a given C and n. Among the four estimators considered here, the classi- 
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cal estimator 6, is found to be the worst when compared with 6,. When the 
sample size n increases for a given p and C the relative efficiency RE,,o of 
Ji, i= 1, . . . . 4, when compared with &, does not change significantly. This 
phenomenon changes markedly when C varies. When C is small, 6, is 
markedly superior to others. On the other hand, when C is large all five 
estimators are more or less similar. These conclusions are not exact as the 
risk of do and 6, are evaluated by simulation. Nevertheless, it gives us suf- 
ficient indication that for small values of C the use of the best equivariant 
estimator is clearly advantageous. 
The estimators 6,, 6, need the value of C. One is interested to know the 
effect of a bad choice of C. To study this we have estimated by simulation 
the relative efficiency RE,,(C’, C) (i = 0, 1) of 6, and of 6, with various true 
values of C when compared with a false value C’ different from C. These 
calculations are done for n = 3, 5, 15, and 25, and p = 5. 
The following interesting application of our problem is given in Kent, 
Briden, and Mardia [ll]. The natural remanent magnetization (NRM) in 
rocks is known to have, in general, originated in one or more relatively 
short times intervals during rock-forming or metamorphic events during 
which NRM is frozen in by falling temperature, grain growth, etc. The 
NRM acquired during each such event is a single vector magnetization 
parallel to the then-prevailing geometric field and is called a component of 
NRM. Rocks which have suffered more than one such event often carry 
multocomponents NRM. By thermal, alternating fields or chemical 
demagnetization in stages these components can be identified. Resistance to 
these treatments is known as “stability of remanence.” At each stage of the 
demagnetization treatment one measures the remanent magnetization as a 
vector in 3-dimensional space. The observations are represented by vectors 
Xl 9 .**, x, in R3. The models, they considered, in given by, xi = ui + di + ei, 
where U, denotes the true magnetization at the ith step, di represents the 
model error and ei represents the measurement error. They assumed that 
di, e, are independent and dimN3(0, r2(ui)Z), e,-N,(O, a’(u,)Z). The Uj 
are assumed to possess some specific structures, like collinearity etc., which 
one tries to determine. Sometimes the magnitude of model error is harder 
to ascertain and one reasonably assume T*(U) =O. In practice o*(u) is 
allowed to depend on u and a plausible model for a’(u) which fits many 
data reasonable well is G’(U) = a(u’u) + 6, with a > 0, b > 0. Then U’U is 
large b, is essentially 0 and a is unknown. 
1. ESTIMATION OF THE MEAN VECTOR 
1.1. Best Equivariant Estimator 
Let Xi, . . . . X, be independently and identically distributed 
BEST EQUIVARIANT ESTIMATOR 5 
N&p, (p’,~/lc~)Z), where C2 is a known positive quantity, n > 1, p> 1, 
,u E RP with p’p > 0. Let 
W=tr&X,--X)(X,-X) (6) 
Obviously Y = ( Y,) . ..) Y,)’ is distributed independently of W as Np(& p, 
h’/dC2)Z) . and (C’/p’p) W is distributed as &,,. We are interested here to 
estimate the mean vector p with respect to the loss function, 
2m=p(n-1). 
This problem remains invariant with respect to the group of transforma- 
tions G = R, x O(p), where O(p) is the multiplicative group of orthogonal 
matrices of order p and R + is the multiplicative group on (0, co). Trans- 
forming 
( Y, W,p,$$)Z)-(bZ-Y,b’W,bl-p,b’$Z) 
with (b, r) = g E G. 
LEMMA 1. An estimator 6( y, w) is equivariant if and only if there exists 
a measurable function h: R, + R such that 6( y, w) = h(( y’y/w)) y for all 
(y, w)eRPxR+. 
Proof: If h is a measurable function from R, + R and 6( y, w) = 
h(( y’y/w)) y then clearly 6 is equivariant. On the other hand, if 6 is equiva- 
riant then 6 must satisfy 
6( y, w) = bra 
for all Z-E O(p), YE RP, b > 0, W> 0. We may assume without any loss of 
generality that Y’ Y > 0. Let Y and W be lixed and 
where 6, corresponds to the first component of the p-dimensional vector 6. 
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Let A = O(p) be a fixed p x p matrix such that y’A = (I/ JJ[~,O, . . . . 0). We 
now partition the matrix A = (A,, AZ), where A, corresponds to the first 
column of the matrix A and is equal to 11 yll -l y. If we choose 
r= (A,, A,B), with BEO(~- 1) and b= IIy(l and apply the relation (7a), 
we obtain 
@Y, w)=b, (l,O, .. . . Oh; 
> 
Y+ /I YII A,B6, (1, 0, . . . . O), + 
YY > 
Since this result holds for any choice of BE 0( p - 1 ), we must have 
&y,w)=6, (LO ,..., oh; ( ) y. I 
A maximal invariant under G in the space of ( Y, W) is V= W- ’ Y’ Y. 
A corresponding maximal invariant in the parametric space is 
I P& 
-1 
p c2 ( > 
p=C2. 
Now 
We are interested to find a function h, satisfying 
&,@&I~ hot v) Y) I v= u) 6 E,(Lh, 4 V Y) I v= 0) 
for all h: R, -+ R measurable function and for all values u of the random 
variable V. Since 
E,,(J%, h( V Y) I I’= ~1 
= h*(u) E,( Y’YI V= u) - 2h(u) E,,( Y, I V= u) + 1, 
it follows that 
h,(u) = 
Ep,,(,Y, I I-‘= 0) 
E,,( Y’YI I’= 0)’ (8) 
BEST EQUIVARIANT ESTIMATOR 
THEOREM 1. 
4sx, 7 . . . . x,7 Cl = &3(Y, WI 
?lC2 
[ 
m @p/2+i+l) nC2t i c 
( > i,oT(p/2+i+ l)i! 2 1 _ =- 2 jzo r-py+;;j;) ($y x. 
Proof. The joint probability density function of Y and W under the 
assumption that ,u = p,,, is 
fY,W(.Y, WI' i I exp{ -(C2/2)(y’y-2J;;y,+n+~~~((~-‘)~-1)’2, ifw,O \ 2”‘*(CZ)-“q-(1/2))pT((n-l)p/2) 
0, otherwise. 
Changing ( Y, W) -+ ( Y, V- ’ Y’ Y), the joint probability density function of 
Y and V is 
expfC2/2CW +Wu) v’v+~l~ 
2”““(C*)-“q~(1/2)]~~((n-1)p/2) 
fY,v(JGU)= ~exp{J;;C2y~)(y’y)(“~‘)p~2u~-(n~’)p’2~’, if u>O 
0, otherwise. 
Hence, with t = (1 + u)/u, we get 
I Y,f,,v(Y, 0) dY 
h,(u)= Rp 
I (Y'Y)fY,Y(Y~ U)dY RP 
00 r(np/2+i+ 1) nC2t i 
__;;f.fn*2+~+ld 2 > , 
a r(np/2+j+l) nC2t j’ 
c ( > j=(J mJP+Aj! 2 
Let Y, be distributed xi. Then 
E( Y;) = 2” 
l-(k/2 + a) -k 
r(W 1 
if a>- 
2 
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Hence with m as integer, 
f E(Y,m+2i+2)e-"c*1/2 9 i; 
h*(Y) = J;; c2 j=i 
( >. 
jTo E( Y,"&g ,-nc*r/2 nC2t 
( > 
'; 
2 . 
where VI is distributed as noncentral $+,(nC*t), and V, is distributed as 
noncentral xz(nC’t). The moment generating function M(t) of an non- 
central X:(P) is (for t real, (t( < 4) 
M(t)=(l-2)-Y/2e6*1/(l-*f)= f (i y;+;l)(;)(;)*23;. 
I-0 k=OTl’ + 
Hence letting V=xt(s2) and taking r as an integer 
ii2 k qv’)=2’ i r(vP+r) I- _ . 
O( > k=oW2+k) k r 
Thus 
and the best equivariant estimator is given by 
where 
with 
&(x, 3 ..-, x,, c)=~h,(u)i=g(f)i, (10) 
(11) 
BEST EQUIVARIANT ESTIMATOR 9 
m+l (&)(“f ‘) (nc+ 
u(t)= c 
r( PI2 + 9 
3 
i=O 
rnfl (yyg)‘,,,, 
o(r)= c 
j=O Up/2+j) * 
g(t) is a continuous function of t, 
lim g(r) = rzC’/p, 
r-o+ 
lim g(r)=g(l)<l, 
r-l 
and g(t) > 0 for all t > 0. Thus when Y’Y is large the best equivariant 
estimator is less that X 
Comment 1. We can also write 6(x) = (1 - z(u)/u) X. This form is very 
popular in the literature. Detailed studies are done on the behavior of z 
and its connection with the optimum properties of cr. 
LEMMA 2. g(t) is a strictly decreasing function of t and z(u) is strictly 
increasing in 0. 
Proof Since g(r) = u(r)/v(r), we shall prove that g’(t) < 0 or, equiva- 
lently, u’(t) u(t) < v’(t) u(t) for all t E (0, 1). Now 
i2 (“T l)(mi+ ‘)(~)“i,.,, 
T(p/l + j) O/2 +A 
m+lm+, i(i+l) 
w’(r) u(t) = 
AT = 
(“: ‘>(““)(~~+~,,,,~ 
r-0 j=O ~(PP+j)~(PP)+~) 
Hence 
u’(r) w(r)-u(r)w’(r)=r(r)+s(r), 
10 
where 
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r(t)= f  f  
(i-j) (T)(“T l)(y+j+’ ti+,+l 
i=O j=O r(p/2+i+l)r(p/2+j) ’ 
s(t)= f 
(i-m-l) ‘: 
0 
nc2 i+m+2 
i=of(p/2+m+1)r(p/2+m+1) 2 ( > 
i+m+2 
t  . 
Obviously s(t) < 0 for all t > 0. Let 
r(t)=ao+a,t+a2t2+ ... +a,,+,t2m+1, 
with a o=O. Let D,= {(i,j)Ji+j+ 1 =k, i,j=O, 1, . . . . PPZ}: Then 
ak = c 
(i-j) (y)(“: ‘) 
(i,j)EDkf(P/2+i+1)f(P/2+i)’ 
Since (i, j) E Dk implies that (j, i) E D,, we get 
ak = c 
(j-i)(T)(m+l) 
(i,j)EDk f(P/2+j+ 1) W/2+4 
SO 
2U,=(m+ 1) 1 (i-j) (J~l+~~,-(J~l+~~ 
(i,j)EDk [ 1 
Hence ak -K 0 for k = 2, . . . . 2m + 1 and a, = 0. Since all coefficients of the 
polynomial r(t) are negatives, r(t) takes only negative values for t > 0. Thus 
u’(t)w(t)-u(t)w’(t)<O. 
Hence g’(t) -c 0 for all t > 0. Also 
2 2m 
lim g(t)=- -- 2(m+2) <o 
’ t-o+ ( P Pi2 P > 
BEST EQUIVARIANT ESTIMATOR 11 
To prove that z is a increasing function of u E (0, co), we show that its first 
derivative z’ is positive for u E (0, co). We have t(u) = ~(1 -g(t)) and 
t=(l+u)-‘u, so 
t’(u) = 1 - g(t) - ug’(t) t’(v) 
= 1 - g(r) - t(1 - 1) g’(t). 
Using g(t) = u(t)/o(t) we get 
1 -g(t)-t(l-t) g’(t) 
=&)z; ;g; {( m+l)t*+i(i-j)t-i(i-j-1))‘) 
x y~r+;“,::‘n(;;;;) 
m 1 
=&jyg; ;$ {( 
m+ 1 -i) t*-i(i- j) t(1 -t)} 
-2(1-t) m+’ m+’ 
<o*(t)(m+ l) i=O j=O 
1 C W-N 
(!g I)iij(mf ‘)(m; 1) 
r( p/2 + i) r( p/2 + j) 
= -~~(~‘) f mil {(i+ 1 -j)} 
(~l)r+“‘(~)(“; 1) 
j-0 j-0 ZJp/2+i+ l)Qp/2+ j) 
where 
s*(t)= f (i-m] 
(%)i+““(T) <o 
r(p/2+i+l)r(p/2+m+l) ’ 
t~(O 1) 
, > 
i=O 
r,(t) = f 
i=O 
i 
j=O 
{i+ 1 -j} 
=b,t+b2t2+ ... +b2m+lt2m+1, 
12 PERRON AND GIRI 
where 
b,= 1 
(i+j+ 1) (T)(“: ‘) 
,i,i,..,f(~/2+i+1)f(~/2+j) 
Hence b,=O and b,<O for k>2. 1 
Comment 2. The first part of Lemma 2 tells what one may intuitively do 
if he has an idea of the true value of C and observe many large values 
concentrated. Normally one is suspicious of their effects on the sample 
mean and they have the tendency to shrink the sample mean towards the 
origin. This is what our estimator does. The second part of this lemma is 
an attempt to relate the best equivariant estimator of the mean for C 
known with the class of minimax estimators of the mean for C unknown. 
Efron and Morris [S] have shown that a necessary condition for an equiv- 
ariant estimator of the form g(t)2 to be minimax is g(t) + 1 as t + 1, so 
our estimator fails to be minimax if we do not know the value of C. On 
the other hand Efron and Morris [6] gave a sufficient condition for an 
estimator to be minimax. They have shown that an estimator of the form 
6(x) = (1 - r(u)/v)X is minimax if (i) r is an increasing function, 
(ii) 0 <z(u) < (p - 2)/(n - 1) + 2 for all v E (0, co). However, our Lemma 2 
shows that our estimator satisfies (i) but fails to satisfy (ii). So, a truncated 
version of our estimator could be a compromise solution between the best, 
when one known the value of C and the worst one can do by using an 
incorrect value of C. 
1.2. Maximum Likelihood Estimator 
The likelihood function of x1, . . . . x, with C known is given by 
Lb , 3 . . . . XnIPL) 
2n ( > 
- nPl2 
cz 
(p’p)-np’2 exp 
{ 
-&(w+y.Y-2J;;y~+np.ii) . 
I 
Thus the mle fi of p (if it exists) is given by 
CWC’ Wfi) - w  - y’y + 2J;; y’fi]ji = J;; pfiy. (12) 
BEST EQUIVARIANT ESTIMATOR 13 
If the above equation in fi has a solution, it must be colinear with y. Let 
p = Ky be a solution, From (12) we obtain 
K[((np/C2) y’y) K2 + ,/i y’yK- ( y’y + w)] = 0. 
Two nonzero solutions of K are then 
K --1-(1+$(+y2 
1- 
K =-1+(1+$(+y2 
24% p/c2 y 2 2Jlp/c2 ’ 
To find the value of K which maximizes the likelihood, we compute the 
matrix of mixed derivatives 
P(-1ogL) 
” 
ad ~=K~=K~(Y’Y)~ [ 
it K( y’~)l+$ ~zyy’] 
and assert that this matrix should be positive definite. In other words, the 
characteristic roots of this matrix should be positive. The characteristic 
vectors of this matrix are given by all vectors colinear with y and all 
vectors orthogonal to y. The characteristic roots of this matrix are given by 
xf nC2 I,=- A,= 
J;;C2+2npK 
K3y’y ’ K’y’y * 
If K=K, then Kc0 and A,<O. But if K=K, then A,>0 and 1,>0 and 
the mle F = 6,(x,, . . . . x,, C) is given by 
6,(x,, . ..1 X”, C) = 
[ 
(1 + 4p/C2t)“2 - 1 
2P 1 . c2x 
2. RELATIVE EFFICIENCY 
In this section, we compute the relative efficiency by simulation 
No,, PL) RE,,,=- 
R(oi, P)’ 
The simulation was done by generating 1000 observation of (Y, IV). For 
each (Y, IV), L(6( Y, IV), p,J is calculated. The mean loss for 1000 observa- 
tions was taken as the approximation for R(6, ,u,J. As stated earlier, when 
n increases for a given p and C the relative efficiency, RE,o of di, 
i= 1,2, 3,4, when compared with &, does not change significantly. 
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TABLE II 
Relative Elliciency RE,,(C’, C) 
n c\c 100 10 1 0.1 0.01 
3 100 1 7.424 x 10 -z 3.301 x 1o-4 1.709 x 1o-4 1.689 x 1O-4 
10 8.772 x 10-l 1 3.245 x lo-’ 1.668 x 10-I 1.648 x lo-* 
1 4.501 x 1om2 6.602 x 1O-2 1 6.385 x lo-* 6.311 x 10-l 
0.01 4.731 x 1o-4 7.301 x 1o-4 3.530 x 10-2 1 0.962 x 10 -’ 
0.01 4.163 x 1O-6 7.312 x 10m6 3.593 x 1om4 6.218 x 10-l 1 
15 loo 1 4.638 x 1O-2 2.146 x 1O-4 1.036 x 1O-4 1.010 x 10-4 
10 8.075 x 10-l 1 2.130 x lo-* 1.012 x 1O-2 9.866 x lo--’ 
1 2.488 x lo-* 3.923 x lo-* 1 4.633 x 10-l 4.502 x 10-l 
0.1 1.663 x 1O-4 4.309 x 1o-4 2.565 x 1O-2 1 9.866 x 10-l 
0.01 1.662 x 10m6 4.337 x 1o-6 2.589 x 1O-4 4.094x 10-l 1 
25 100 1 3.756 x lo-* 1.758 x 1o-4 8.348 x lo-’ 8.067 x 10 -’ 
10 7.680 x 10-l 1 1.751 x 1o-2 8.160x 1O-3 7.883 x lo-’ 
1 1.926 x 1O-2 3.092 x 10 -’ 1 3.897 x 10 -’ 3.734 x 10-l 
0.1 1.081 x 1o-4 3.490 x 1o-4 2.244 x lo-* 1 9.768 x 10-l 
0.01 1.078 x 1o-6 3.526 x 1O-6 2,267 x W4 3.160 x 10-l 1 
However, this changes markedly when C varies. When C is small, 6, is 
markedly superior to others. The relative efficiency RE,,(C', C), i= 0, 1, of 
6, and 6, for various values of C when compared with a false value C’ # C 
are given in Tables II and III. 
TABLE III 
Relative Re,,(C’, C) 
?I c\c loo 10 1 0.1 0.001 
3 100 
10 
1 
0.1 
0.01 
15 100 
10 
1 
0.1 
0.01 
25 100 
10 
1 
0.1 
0.01 
1 7.626 x 1O-2 4.102 x 1O-4 1.847 x 1O-4 1.704 x 1o-4 
8.773 x 10-l 1 4.064 x 1O-2 1.805 x 1O-2 1.663 x 1O-2 
4.500 x 1o-2 6.474 x IO-* 8.316 x IO-’ 7.162 x IO-’ 6.394 x 10-l 
4.737 x 1o-4 7.115 x 1om4 1.262 x 10m2 5.338 x 10-l 9.982 x 10-l 
4.763 x 1O-6 7.128 x 10m6 1.267 x 1O-4 1.003 x lo-* 4.953 x 10-l 
1 4.716 x lo-* 2.452 x 1O-4 1.104 x 1o-4 1.019 x 10-4 
8.075 x 10-l 1 2.450 x 10 -’ 1.081 x 1O-2 9.954 x 10 -3 
2.488 x 10 -’ 3.873 x 10 -2 8.642 x 10-l 5.273 x 10-l 4.573 x 10-l 
1.662 x 1O-4 4.185 x 1o-4 1.190 x lo-* 5.523 x 10-l 9.964x 10-l 
1.661 x 10m6 4.207 x 10 -6 1.195 x 1o-4 1.006 x lo-* 5.000 x 10-l 
1 3.807 x lo-* 1.958 x 10-4 8.818 x 10-s 8.136 x lo-’ 
7.680 x 10 -I 1 1.962 x lo-’ 8.633 x 1O-3 7.952 x 1O-3 
1.926 x lo-’ 3.661 x 1O-2 8.733 x 10-l 4.427 x 10 -I 3.796 x 10-l 
1.081 x 1o-4 3.396 x 1O-4 1.159 x lo-* 5.654 x 10-l 9.923 x 10-l 
1.077 x 1o-6 3.430 x 1o-6 1.168 x 1O-4 1.006 x lo-* 5.041 x10-l 
683/32il-2 
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