Abstract. This paper introduces non-Euclidean c-means clustering algorithms. These algorithms rely on weighted norms to measure the distance between the feature vectors and the prototypes that represent the clusters. The proposed algorithms are developed by solving a constrained minimization problem in an iterative fashion. The norm weights are determined from the data in an attempt to produce partitions of the feature vectors that are consistent with the structure of the feature space. A series of experiments on three different data sets reveal that the proposed non-Euclidean c-means algorithms provide an attractive alternative to Euclidean c-means clustering in applications that involve data sets containing clusters of different shapes and sizes.
Introduction
Consider the set X formed by M real feature vectors of size n × 1, that is, X = {x 1 , x 2 , . . . , x M }, with x i ∈ R n×1 , 1 i M . Clustering is the process of partitioning the M feature vectors to c < M clusters, which are represented by the prototypes v j ∈ V ⊂ R n×1 , 1 j c. Clustering algorithms can be classified as hard or fuzzy, depending on the strategy they employ for assigning feature vectors to clusters [2] . The c-means (or k-means) algorithm is a typical example of a hard or crisp clustering algorithm. The c-means algorithm assigns the feature vectors to clusters based on the nearest-prototype condition, that is, each feature vector is assigned to the cluster represented by its closest prototype. The nearest-prototype condition makes the c-means algorithm intuitively appealing and easy to use. On the other hand, the nearest-prototype condition is responsible for most of the disadvantages of the c-means algorithm, such as its dependence on its initialization. This motivated the development of fuzzy and, more recently, soft clustering algorithms. Soft clustering algorithms can be seen as the essential generalization of fuzzy clustering algorithms and include fuzzy clustering algorithms as special cases [13] [14] [15] 17, 18, [21] [22] [23] . Fuzzy and soft clustering algorithms typically outperform hard clustering algorithms because they quantify the uncertainty associated with the partition of feature vectors into clusters and they exploit this uncertainty to benefit cluster formation. On the other hand, fuzzy and soft clustering algorithms are computationally more demanding than hard clustering algorithms. An alternative approach to balancing the tradeoff between computational complexity and performance is to retain the nearest-prototype partition of the feature vectors and focus instead on the distance measure employed during the clustering process. Such an approach is supported by the fact that the use of the Euclidean norm to measure the distance between the feature vectors and their prototypes is sensible only if the feature vectors are organized in hyperspherical clusters. Since this is rarely the case in practice, the performance of clustering algorithms can be improved by using data-dependent non-Euclidean norms as distance measures.
Clustering algorithms were traditionally developed to solve a constrained minimization problem involving two sets of unknowns, namely, the membership functions that assign feature vectors to clusters and the prototypes. The solution of such problems is often determined using alternating optimization [2, 9, 12] . This particular approach makes the development of non-Euclidean clustering algorithms a particularly challenging optimization problem. The development of fuzzy non-Euclidean clustering algorithms was attempted by replacing the Euclidean distance, corresponding to the norm L 2 , by distance measures generated by the norm family L p , with p = 2 [4, [9] [10] [11] . Non-Euclidean fuzzy clustering algorithms were also developed by using weighted norms to measure the distance between the feature vectors and the prototypes. These approaches differ in terms of the constraints they impose on the norm weights [7, 25] . However, the extension of design methodologies developed for fuzzy non-Euclidean algorithms to the development of hard non-Euclidean clustering algorithms is neither straightforward nor guaranteed. This can be attributed to the fact that the development of fuzzy clustering algorithms employing weighted norms relied on the fuzzy scatter matrix. The fuzzy scatter matrix is defined in terms of the membership functions and is also referred to as the "fuzzy covariance" matrix [2] . In the case of hard clustering, the fuzzy scatter matrix reduces to the sample covariance matrix that is not particularly useful for the development of non-Euclidean clustering algorithms.
The development of non-Euclidean soft and fuzzy clustering algorithms was attempted recently by relying on reformulation [21, 22] . Reformulation is a design methodology that can reduce the development of soft and fuzzy clustering algorithms into the unconstrained minimization of a reformulation function. A reformulation function involves only one set of unknowns, namely, the prototypes [14, [17] [18] [19] . This paper extends reformulation to develop hard clustering algorithms. The approach proposed in this paper allows the development of single-norm and multi-norm non-Euclidean c-means algorithms. This is accomplished by solving a constrained minimization problem, with the constraints imposed on the norm weights. The proposed algorithms are as simple to implement as the Euclidean c-means algorithm but they outperform considerably the c-means algorithm when tested on data sets containing clusters of different shapes and sizes.
Reformulating c-means clustering
Let X be the finite set
According to this definition, the M × c matrix U = [u ij ] is a hard or crisp c-partition in the set U c defined as
The c-means algorithm can be derived using alternating optimization to solve the minimization problem [2] min Uc×R n×c
The c-means algorithm can be obtained by using gradient descent to minimize R p (V) in the limit p → −∞. For p ∈ (−∞, 0), minimization of R p (V) produces the fuzzy c-means algorithm, which can be used to generate fuzzy c-partitions of X = {x 1 , x 2 , . . . , x M } [14, 18, 19] .
Reformulation functions based on weighted norms
The features that compose a feature vector are not equally suited for cluster formation [26] . The suitability of the features depends mainly on their variance. More specifically, the features with the smallest variance provide a more reliable basis for cluster formation. Clustering algorithms relying on the Euclidean norm place an equal importance on all the features that compose the feature vectors regardless of their variance. Therefore, the use of the Euclidean norm in clustering is appropriate if the feature vectors are organized in hyperspherical clusters, which is rarely the case in practice. This is a disadvantage of all clustering algorithms relying on the Euclidean norm.
In general, the distance between the feature vectors {x i ∈ R n×1 } and the prototypes {v j ∈ R n×1 } can be measured by the norm
where "T " is used to denote the transpose of vectors/matrices and A ∈ R n×n is a norm-inducing matrix that is required to be positive definite. Depending on the choice of A, Eq. (14) leads to popular distance measures such as the Mahalanobis and Euclidean norms. The Euclidean norm 
Using the weighted norm in Eq. (15) to perform clustering of the original set of feature vectors {x i ∈ X ⊂ R n×1 } is equivalent to using the Euclidean norm to perform clustering of a new set of vectors { x i ∈ X ⊂ R n×1 } produced through the linear transformation
The norm employed by clustering algorithms has a significant impact on the partition of the feature vectors based on the nearest-prototype condition. Suppose the distance between the feature vectors and each prototype is measured by the same weighted norm and let W be the weight matrix. If the feature space contains only two prototypes v i and v j , the boundary between the two clusters produced by nearest-prototype partition of the feature vectors is determined as
W , which can also be written as
For x ∈ R n×1 and any diagonal matrix W ∈ R n×n , including the matrix W = I corresponding to the Euclidean norm, Eq. (16) defines a line for n = 2, a plane for n = 3, and a hyperplane for n > 3. If the feature space contains more than two prototypes, a nearest-prototype partition of the feature space produces Voronoi regions. For n = 2, the Voronoi regions are produced by intersecting lines and may include polygons. For n = 3, the Voronoi regions are produced by intersecting planes and may include polyhedra. For n > 3, the Voronoi regions are produced by intersecting hyperplanes. Suppose each of the two prototypes v i and v j is assigned a distinct weighted norm. Let W i and W j be the weight matrices corresponding to the prototypes v i and v j , respectively. In this case, the boundary between the two clusters represented by the prototypes v i and v j is determined as
is a conic, that is, an ellipse, a parabola, or a hyperbola. This is an indication that the use of multiple norms produces fundamentally different nearest-prototype partitions of the feature vectors.
Clustering algorithms are developed in this paper by minimizing reformulation functions that rely on adjustable weighted norms to measure the distance between the feature vectors and their prototypes. Single-norm clustering algorithms can be obtained by employing a single weighted norm as a distance measure. More specifically, single-norm algorithms are developed by minimizing the reformulation function 
where r ∈ R − {0}. The constant L > 0 can be determined by requiring that Eq. (18) 
, where
Multi-norm clustering algorithms can be obtained by assigning a distinct weighted norm to each of the prototypes. More specifically, multi-norm algorithms are developed by minimizing the reformu-
c. In such a case, hard clustering algorithms can be developed by minimizing
Determining the prototypes
The prototypes for multi-norm clustering algorithms can be determined by assuming that the weight matrices {W j } are fixed and using gradient descent to minimize
where
where {α ij (p)} are the competition functions, defined as
Since the weight matrices
and Eq. (22) gives
The update equation for each prototype
T can be obtained using gradient descent as ∆v jk = −η jk ∂R p /∂v jk , which yields
η jk is the learning rate for the kth entry of the prototype v j . Since (25) can be written as
The competitive learning scheme described by the update equations Eq. (26) can be implemented in an iterative fashion. If {v j,ν−1 } are the prototypes obtained after the (ν − 1)th iteration, the new set of prototypes {v j,ν } can be determined at the νth iteration according to Eq. (26) as
The competitive learning scheme described by Eq. (27) can be implemented as a batch clustering algorithm by constraining the learning rates in such a way that the new prototype v j,ν be obtained only in terms of the training vectors x i ∈ X . According to Eq. (27) , this condition is satisfied if
If Eq. (28) is satisfied, then the update equation Eq. (27) reduces to the 'centroid' formula
This formula is the common ingredient of a variety of batch clustering algorithms developed using alternating optimization [2] . The competition functions {α ij } for multi-norm non-Euclidean c-means algorithms can be obtained from Eq. (23) in the limit p → −∞.
and
Using Eqs (30) and (31), the competition functions in Eq. (23) take the form
The analysis that follows evaluates the limit of α ij (p) as p → −∞. It can be shown that
where {u * ij } are the indicator functions associated with the multi-norm non-Euclidean c-means algorithm, defined as
Using the properties of the generalized mean,
Combining Eqs (33) and (36) with Eq. (32) gives
Thus, the centroid formula Eq. (29) takes the form
The prototypes for single-norm algorithms can be obtained as a special case of the analysis presented above by setting W j = W, 1 j c. If W j = I, 1 j c, the nearest-prototype condition in Eq. (34) and the centroid formula in Eq. (38) can be used to implement the conventional c-means algorithm that employs the Euclidean norm as distance measure. In this case, the analysis presented above can be seen as an alternative derivation the c-means algorithm based on the reformulation methodology.
Weight matrix for single-norm algorithms
For r ∈ (0, 1], the weight matrix W ∈ D n×n r can be determined by assuming that the prototypes {v j } are fixed and minimizing R p = R p (W) for W ∈ D n×n r in the limit p → −∞. Using the method of Lagrange multipliers, this constrained minimization problem can be converted into the unconstrained minimization of
where R p (W) is the reformulation function defined in Eq. (17) and λ is the Lagrange multiplier. This problem can be solved by eliminating the Lagrange multiplier λ based on the conditions
Using the definition of the reformulation function R p (W) in Eq. (17),
where {s 2 k } are defined in terms of the competition functions α ij = c u * ij as
For r ∈ (0, 1], the diagonal entries {w k } of W can be determined by eliminating the Lagrange multiplier λ between Eqs (40) and (41) as
For r = 1, the weights given in Eq. (44) can also be written in terms of the harmonic mean
The weights corresponding to the constraint n k=1 w k = 1 can be obtained from Eq. (44) in the limit r → 0 as
which can also be written in terms of the geometric mean
Weight matrices for multi-norm algorithms
The weight matrices {W j ∈ D n×n r } can be determined for r ∈ (0, 1] by assuming that the prototypes {v j } are fixed and minimizing
This constrained minimization problem can be converted to an unconstrained minimization problem by introducing the set of Lagrange multipliers {λ 1 , λ 2 , . . . , λ c } to form the objective function
The weight matrices {W j } can be determined by eliminating the Lagrange multipliers {λ 1 , λ 2 , . . . , λ c } based on the conditions
Using the definition of the reformulation function
where s 2 jk are defined in terms of the competition functions α ij = c u * ij as
Eliminating the Lagrange multipliers {λ j } between Eqs (47) and (48) gives
For r = 1, the weights given in Eq. (51) can be written in terms of the harmonic mean
The weights corresponding to the constraints
c, can be obtained from Eq. (51) in the limit r → 0 as
Error analysis
This section investigates the effect of the free parameter r and the statistics of the data on the residual error, that is, the error remaining after a certain iterate of the proposed algorithms. The results of this analysis are used to establish some rules that can be used in practice to select the value of the free parameter r for a given data set.
Single-norm algorithms
The residual error corresponding to single-norm algorithms can be obtained using Eq. (17) as
where V and W are optimally determined as indicated above. If the competition functions {α ij }, the prototypes {v j } and the weight matrix W are determined at each iteration as indicated in the previous sections, then the residual error after this iteration can be measured as
, the total residual error can be obtained at each iteration as
where E k = w 2 k s 2 k , and s 2 k is defined in Eq. (43). According to Eq. (55), E k represents the contribution of the kth feature to the total residual error E. Thus, E k is referred to as the residual error due to the kth feature. The analysis which follows investigates the impact of the parameter r on the contribution of different features to the total residual error.
For r ∈ (0, 1], the residual error E k (r) = w 2 k s 2 k due to the kth feature can be obtained using Eq. (44) as
As r → 0, the residual error E k (0) due to the kth feature can be obtained from Eq. (56) as
, all features have a uniform effect on the total residual error E(0). Unlike the case where r → 0, the residual errors E 1 (r), E 2 (r), . . . , E n (r) are not equal for r ∈ (0, 1]. Since r/(r − 2) < 0 for r ∈ (0, 1], Eq. (56) also indicates that E k (r) is a decreasing function of s 2 k . For r = 1, in particular,
This implies that as r increases from 0 to 1 the features corresponding to large values of s 2 k have a progressively diminishing impact on the partition produced by the corresponding clustering algorithms.
Using Eq. (56), the total residual error E(r) = n k=1 E k (r) corresponding to r ∈ (0, 1] takes the form 
with the equalities holding if
Multi-norm algorithms
The residual error corresponding to multi-norm algorithms can be obtained using Eq. (20) as
where V and {W j } are optimally determined as indicated above. The residual error after an iterate of the multi-norm c-means algorithm can be measured as
where E k is the residual error due to the kth feature, defined as
where s 2 jk is defined in Eq. (50). For r ∈ (0, 1], the residual error E k (r) due to the kth feature can be obtained using Eq. (51) as 
The total residual error E(r) corresponding to r ∈ (0, 1] can be obtained using Eq. (63) as
In the limit r → 0, Eq. (65) gives 
E(1) E(r) E(0) E I , ∀r ∈ (0, 1).
(66)
Variance analysis
The above analysis indicated that the selection of the value of r for a given data set depend rather critically on the relative sizes of {s 2 k } for single-norm algorithms and {s 2 1k , s 2 2k , . . . , s 2 ck } for multi-norm algorithms. The analysis which follows establishes a relationship between the residual error and the sample variances of the features. Let I j be the set of indices of the feature vectors x i ∈ X assigned to the jth cluster by a nearest-prototype partition. According to analysis presented above, α ij = c u * ij , where u * ij = 1 if i ∈ I j and u * ij = 0 if i / ∈ I j . In such a case, each prototype
where |I j | denotes the cardinality of the set I j . In addition,
where σ 2 jk denotes the sample variance of the kth feature computed over the feature vectors assigned to the jth cluster, defined as is the sample variance of the kth feature computed over the entire feature set. The above analysis indicated that the residual error E = E(r) corresponding to both single-norm and multi-norm c-means algorithms is a decreasing function of r. Thus, selecting the value of r involves a tradeoff between reducing the total residual error and balancing the effect of the features on the total residual error. A value of r close to 0 tends to balance the contribution of residual errors due to different features to the total residual error. On the other hand, a value of r close to 0 tends to increase the value of the total residual error. The total residual error can be reduced by increasing the value of r. However, the effect of different features to the residual error becomes increasingly non-uniform as the value of r increases from 0 to 1. If there are significant differences among the values {s 2 k } corresponding to different features, increasing the value of r from 0 to 1 would progressively diminish the role of the features corresponding to the largest values of s 2 k . This can be prevented by selecting a value of r close to 0, which would equalize the effect of all features on the total residual error. If the values of s 2 k are similar, then all features have an approximately uniform effect on the total residual error. In such a case, the value of r can be selected to reduce the value of the total residual error. This can be accomplished if r approaches 1.
Given a data set, the value of r can be selected in practice by relying on the variances σ 2 1 , σ 2 2 , . . . , σ 2 n of the features computed over the entire feature set. The range of these variances can be quantified be computing the ratio θ = σ 2 max /σ 2 min , where σ 2 max = max 1 k n {σ 2 k } and σ 2 min = min 1 k n {σ 2 k }. A value of θ close to 1 indicates that the values of the feature variances σ 2 1 , σ 2 2 , . . . , σ 2 n are similar. This would allow the reduction of the total residual error by selecting a value of r close to 1. The result of such a choice is that the features with the smallest variances have a more significant impact on the clustering process. A value of θ considerably higher than 1 indicates that there are significant differences among the values of the variances σ 2 1 , σ 2 2 , . . . , σ 2 n corresponding to different features. In such a case, the effect of different features on the total residual error can be equalized by selecting a value of r close to 0. Such a choice would prevent the features with the largest variances from dominating all the rest.
Experimental results
This section presents an evaluation of the proposed algorithms on three data sets, which differ in terms of the data structure and the dimensionality of the feature vectors. The proposed single-norm and multi-norm non-Euclidean (NE) c-means algorithms, which are summarized in Tables 1 and 2 , respectively, were compared with the c-means clustering algorithm that employs the Euclidean norm as a distance measure. All clustering algorithms were tested in 100 trials, each initialized by a different set of randomly generated prototypes. A trial was considered successful if the majority of the feature vectors belonging to a certain physical class were represented by the same prototype, called the majority prototype for this class, while each physical class had a different majority prototype. The performance of all clustering algorithms was evaluated based on the number of clustering errors, i.e., the number of feature vectors that are assigned to a wrong physical class by terminal nearest-prototype partition of the data. Table 1 Single-norm non-Euclidean c-means algorithm 1. Select c and ε; fix N ; set ν = 0. V = {v1, v2, . . . , vc}. 3. Initialize the weight matrix W = I. 4. Set ν = ν + 1.
Generate an initial set of prototypes
-u * ij = 1 if xi − vj 2 W < xi − v 2 W , ∀ = j, 0 otherwise. 1 i M ; 1 j c. -αij = c u * ij , 1 i M ; 1 j c. -s k = 1 Mc M i=1 c j=1 αij (x ik − v jk ) 2 , 1 k n. -w k = 1 n n =1 s 2 /s 2 k r r−2 − 1 r , 1 k n. -W = diag{w1, w2, . . . , wn}. -vj = M i=1 αij xi / M i=1 αij , 1 j c. -Eν = 1 Mc M i=1 c j=1 αij xi − vj 2 W . -If ν > 1; then compute E rel ν = (Eν−1 − Eν)/Eν−1.
If ν < N and E rel
ν > ε; then go to step 4. Table 2 Multi-norm non-Euclidean c-means algorithm 1. Select c and ε; fix N ; set ν = 0. 2. Generate an initial set of prototypes V = {v1, v2, . . . , vc}.
Initialize the weight matrices Wj
= I, 1 j c. 4. Set ν = ν + 1. -u * ij = 1 if xi − vj 2 W j < xi − v 2 W , ∀ = j, 0 otherwise. 1 i M ; 1 j c. -αij = c u * ij , 1 i M ; 1 j c. -s jk = 1 M M i=1 αij (x ik − v jk ) 2 , 1 j c; 1 k n. -w jk = 1 n n =1 s 2 j /s 2 jk r r−2 − 1 r , 1 j c; 1 k n. -Wj = {wj1, wj2, . . . , wjn}, 1 j c. -vj = M i=1 αij xi / M i=1 αij , 1 j c. -Eν = 1 Mc M i=1 c j=1 αij xi − vj 2 W j . -If ν > 1; then compute E rel ν = (Eν−1 − Eν)/Eν−1.
If ν < N and E rel
ν > ε; then go to step 4.
ROCK data
The ROCK data set consists of 201 two-dimensional feature vectors belonging to two physical classes. This data set was produced by an experiment designed to simulate a martian subsurface ecosystem in an attempt to explore possible biogenic features of the martian meteorite ALH84001. Water from a deep basaltic aquifer was used to cultivate unweathered basaltic rock. The resulting mineralized features were measured with an electron microscope for the longest and shortest dimensions. The results can be divided into two classes, known bacteria and filaments, which may or may not be biogenic in origin. The "filament" and "bacteria" classes contain 108 and 93 feature vectors, respectively. Figure 1(a) shows the Table 3 Performance of the c-means and NE c-means clustering algorithms tested with different values of r on the ROCK data: Number of clustering errors (E) recorded on average in 100 trials, standard deviation (σE), percentage of failed trials (F ), and average number of iterations (N ) Table 3 . The c-means algorithm failed in all 100 trials, which is not surprising given the nature of the ROCK data set. In fact, the distribution of the feature vectors in the feature space indicates that this data set would be particularly challenging for most, if not all, clustering algorithms relying on the Euclidean norm. According to Table 3 , the single-norm NE c-means algorithm failed for values of r between 0 and 0.5 but its performance improved considerably as the value of r increased above 0.5 and approached 1. The multi-norm NE c-means algorithm outperformed both the c-means and the single-norm NE c-means algorithms, especially for values of r between 0 and 0.5. For values of r in this interval, the number of clustering errors produced by the multi-norm NE c-means algorithm fluctuated between 3 and 5. However, the performance of the multi-norm NE c-means algorithm degraded slightly for values of r between 0.5 and 1. Figure 1 shows the boundary between the two clusters and the feature vectors that are equidistant from the two prototypes v 1 and v 2 produced by the c-means algorithm, and the single-norm and multi-norm NE c-means algorithms tested with various values of r. The feature vectors that are equidistant form each of the the prototypes produced by the c-means algorithm belong to circles x − v j 2 = k 2 , due to the use of the Euclidean norm, while the boundary between the two clusters is a straight line. Figure 1 reveals that the partition of the feature space produced by the c-means algorithm is not consistent with the distribution of the data. This can be attributed to the fact that the algorithm attempts to create "circular" clusters in a data set that contains no such clusters. The feature vectors that are equidistant from each of the prototypes v 1 and v 2 produced by the single-norm NE c-means algorithm belong to ellipses x − v j 2 W = k 2 , while the boundaries between the clusters are straight lines. In this case, the ratio along the main directions of the ellipses corresponding to both prototypes is the same. The value of r affected the slope of the boundary between the two clusters as is evident from Fig. 1 . According to Fig. 1 , the feature vectors that were equidistant from the prototypes produced by the multi-norm NE c-means algorithm belong to ellipses x − v j 2 W j = k 2 . Due to the use of a distinct weighted norm for each of the prototypes, the ratios among the main directions of the ellipses corresponding to the two prototypes were different, while the boundary between the two clusters was a conic. This is a particularly useful feature of the multi-norm NE c-means clustering algorithm, especially for data sets containing clusters of different shapes and sizes.
IRIS data
The IRIS data set contains 150 feature vectors of dimension four, which belong to three physical classes representing different IRIS subspecies [1] . Each class contains 50 feature vectors. One of the three classes is well separated from the other two, which are not easily separable due to the overlapping of their convex hulls. The variances of the four features of the IRIS data set are: σ 2 1 = 0.686, σ 2 2 = 0.190, σ 2 3 = 3.116, and σ 2 4 = 0.581. The ratio between the largest and smallest feature variances is θ = σ 2 max /σ 2 min = 16.4. Table 4 summarizes the performance on the IRIS data set of the c-means algorithm, the single-norm and the multi-norm NE c-means clustering algorithms. On average, the c-means algorithm produced about 17 clustering errors on the IRIS data set, which is typical for a broad variety of clustering algorithms relying on the Euclidean norm [3, 16, 20] . The c-means algorithm was outperformed by the single-norm NE c-means algorithm, which produced about 10 clustering errors on average for values of r between 0 and 0.1. The number of clustering errors produced by the single-norm NE c-means algorithm decreased considerably for values of r between 0.5 and 1, while the algorithm produced identical nearest-prototype partitions in all successful trials. The multi-norm NE c-means algorithm produced almost the same number of clustering errors with the single-norm NE c-means algorithm for values of r between 0 and 0.1. Compared with the single-norm NE c-means algorithm, the multi-norm NE c-means algorithm resulted in fewer successful trials. Finally, the performance of the multi-norm NE c-means algorithm degraded for values of r close to 1.
WINE data
The WINE data set consists of 13 continuous-valued features belonging to three physical classes. This data set was obtained by chemical analysis of wine produced by three different cultivators from the same region of Italy. This data set contains 178 feature vectors, with 59 in class 1, 71 in class 2, and 48 in class 3. For this particular data set, the feature variances span a wide range of values between σ 2 min = σ 2 8 = 1.5489 × 10 −2 and σ 2 max = σ 2 13 = 9.9167 × 10 4 and correspond to a ratio θ = σ 2 max /σ 2 min = 6.4 × 10 6 . With the exception of the feature variances σ 2 5 = 203.99, σ 2 4 = 11.153, σ 2 10 = 5.3744, and σ 2 2 = 1.2480, the variances of the rest of the features take values below 1. The distribution of the feature variances indicates that the variance corresponding to the thirteenth feature is clearly an outlier. Nevertheless, this feature was kept in the data in order to evaluate the ability of the proposed non-Euclidean c-means clustering algorithms to produce satisfactory partitions of feature vectors when the feature variances span a very wide range of values.
The feature vectors from the WINE data set were clustered by the c-means algorithm and the proposed single-norm and multi-norm NE c-means algorithms, tested with various values of r. The results of these experiments are summarized in Table 5 . On average, the c-means algorithm clustered incorrectly about 53 out of 178 feature vectors included in the WINE data set. According to Table 5 , the proposed NE c-means algorithms performed considerably better than the c-means algorithm for values of r in a certain range. The number of clustering errors produced by the single-norm NE c-means algorithm increased from 9 to 13 as the value of r increased from 0 to 0.1. For values of r in this interval, all trials were successful. The performance of these algorithms degraded as the value of r increased above 0.1, while the single-norm NE c-means algorithm failed to cluster the WINE data for values of r above 0.5. According to Table 5 , the multi-norm NE c-means algorithm exhibited its best performance for the same values of r that resulted in the best performance of the single-norm NE c-means algorithm. Compared with the single-norm NE c-means clustering algorithm, the multi-norm NE c-means clustering algorithm reduced the fluctuation of the number of clustering errors caused by changing the value of r.
Conclusions
This paper showed that reformulation can be the basis for the development of hard or crisp clustering algorithms. More specifically, it was shown that the c-means algorithm can be derived by minimizing a reformulation function that relies on the generalized mean in the limit where the generalized mean approaches the minimum. This alternative derivation of the c-means algorithm allows the development of hard or crisp clustering algorithms that rely on a single weighted norm or multiple weighted norms to measure the distance between the feature vectors and their prototypes. Such algorithms were developed in this paper by solving a constrained minimization problem, with the constraints imposed on the weights involved in the definition of the weighted norms. The clustering algorithms produced by this approach were evaluated and compared with the Euclidean c-means algorithm on three data sets that differ in terms of the data structure and the dimensionality of the feature vectors. This experimental study indicated that the proposed non-Euclidean c-means algorithms provide an attractive alternative to Euclidean c-means clustering in applications that involve data sets containing clusters of different shapes and sizes. In particular, this experimental study revealed the flexibility and versatility of the multi-norm NE c-means algorithm proposed in this paper. It is also remarkable that the advantages offered by the proposed algorithms can be realized while keeping the computational overhead low. This is due to the fact that the proposed algorithms rely on the nearest-prototype condition to assign the feature vectors to clusters. This is the same condition employed for feature vector assignment by the Euclidean c-means algorithm. Thus, the performance gains associated with the proposed NE c-means algorithms can be attributed to the data-dependent computational procedures they employ to compute the weighted norms used to measure the distances between the feature vectors and the prototype.
