Une g\'en\'eralisation de la notion d'int\'egrale it\'er\'ee
  relativement \`a un processus al\'eatoire by Valet, Ludovic
ar
X
iv
:1
20
2.
27
66
v1
  [
ma
th.
PR
]  
10
 Fe
b 2
01
2
Une ge´ne´ralisation de la notion d’inte´grale
ite´re´e relativement a` un processus
ale´atoire.
Ludovic Valet
De´partement de Mathe´matiques, Universite´ d’Angers, France.
Summary
In this paper we generalize notions of iterated integral with regard to an unpredictable
process. We establish a formula of integration by parts, the existence of a continuous
modification and give an expression of the increasing process.
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1 Introduction
Notre objectif est d’e´tendre le travail effectue´ dans [Schraf] et [MFA&ES] en
construisant puis e´tudiant une inte´grale double.
Commenons par expliciter les notations de [Schraf] pour ce qui nous concerne ici.
• H := L2(lR, B(lR), µ) o µ est une mesure diffuse (pour le cas gaussien nous
conside`rerons µ = λ la mesure de Lebesgue). Nous noterons 〈, 〉 le produit
scalaire et (en)n∈IN une base hilbertienne.
• (Pn)n∈IN une famille de probabilite´s sur (lR, B(lR)) telle que :
∫
lR xdPn =
0,
∫
lR x
2dPn = 1 et
(
(∀p > 0)(∃Kp)(∀n ∈ IN)(
∫
lR x
pdPn ≤ Kp)
)
. Nous pren-
drons L2(P ) := L2(lRIN,⊗
n∈INB(lR), P ) o P = ⊗n∈INPn, noterons Xn les
projecteurs canoniques de lRIN sur lR, (n ∈ IN) et H := [Xn, n ∈ IN]. Nous
utiliserons la filtration (Fn)n∈IN := (σ(Xk, k ≤ n))n∈IN
Le mode`le suivant :
φ : H → H
h =
n∑
k=0
〈h, ek〉ek 7→ φ(h) :=
n∑
k=0
〈h, ek〉Xk
va tre a` la base de notre e´tude. Pour des de´tails de ses proprie´te´s, on renvoie a`
[Schraf].
Nous noterons Φ(h)s := φ(h1]0,s])
Dans un premier temps, nous allons construire cette inte´grale double. Pour ce
faire il nous faudra, au pre´alable, e´tudier dans L2(P ), les produits φ(h)φ(g). Nous
terminerons ce premier paragraphe par une ge´ne´ralisation du mode`le dans le but
d’obtenir le de´veloppement de ces produits dans une base de polynoˆmes orthogo-
naux et de faciliter le travail des paragraphes suivants.
Les deuxie`me et troisie`me temps concernent l’e´tude du processus (Zt)t≥0 :
Zt :=
∫
Φ(h)sdΦ
(
g1]0,t]
)
s
=
∫ t
0
(∫ s
0
h(u)dφ(u)
)
g(v)dφ(v)
1
que nous noterons plus simplement : Zt :=
∫ t
0
Φ(h)sdΦ (g)s.
(En cela nous ne suivrons pas exactement la chronologie de [Schraf], pre´fe´rant
commencer par l’e´tablissement d’une formule d’inte´gration par partie et terminant
par l’e´tablissement de l’existence d’une modification continue et de la variation
quadratique de ce processus. Cette de´marche se justifie techniquement.)
2 Construction
Nous voulons construire une inte´grale double
∫
Φ(h)sdΦ(g)s, et ainsi ge´ne´raliser la
construction faite dans [Schraf]. Cette construction s’appuie sur un de´velopement
adapte´ dans une base de polynoˆmes des produits Φ(h)Φ(g).
Cette inte´grale sera prise dans le sens suivant :
∫
Φ(h)sdΦ(g)s = lim
L2
n∑
k=0
Φ(h)tn
k
(
Φ(g)tn
k+1
−
Φ(g)tn
k
)
= lim
L2
n∑
k=0
φ
(
h1]0,tn
k
]
)
φ
(
g1]tn
k
,tn
k+1]
)
O 0 = tn0 < · · · < t
n
n = t est une partition de [0, t].
Pour ce faire nous allons, dans la proposition 2.1., e´tudier les produits φ(h)φ(g).
Puis montrer l’existence d’une limite, proposition 2.2., ce qui assurera l’existence de
cette inte´grale comme un e´le´ment de L2.
Nous terminerons cette e´tude en remarquant qu’un changement de base de polynoˆmes
peut simplifier, dans certains cas, les calculs.
2.1 Produits
Pour un e´le´ment f de H⊗H, nous allons noter :
•
(
N∑
j=1
〈f, ej ⊗ ej〉(X
2
j − 1)
)
N≥0
=:
(
ϕ
(2)
N (f)
)
N≥0
•
(
N∑
j=1
(j−1∑
k=0
〈f, ej ⊗ ek〉Xk
)
Xj
)
N≥1
=:
(
ϕ
(1,1)
N (f)
)
N≥1
Nous allons utiliser la base de polynoˆmes {(X2j − 1)j≥0; (XjXk)j 6=k}. D’une part(
ϕ
(2)
N (f)
)
N≥0
et
(
ϕ
(1,1)
N (f)
)
N≥1
sont des martingales relativement a` la filtration
Fj = σ(Xk; k ≤ j).
On ve´rifie qu’il existe des limites ps et dans L2 que nous noterons ϕ(2)(f) et ϕ(1,1)(f).
D’autre part, des calculs simples de´coulant des proprie´te´s de martingales, montrent
que ces deux e´le´ments sont orthogonaux dans L2. Le re´sultat suivant, concernant
les produits φ(h)φ(g), sera a` la base de la construction de l’inte´grale double. Il
de´coule des proprie´te´s mentionne´es pre´ce´demment.
Proposition 2.1 Pour des fonctions f et g de H on a :
1. φ(h)φ(g) ∈ L2
2. φ(h)φ(g) = ϕ(2)(h⊗ g) + ϕ(1,1)(h⊗ g + g ⊗ h) + 〈h, g〉 dans L2
Remarque
On de´tecte dans le point 2) le roˆle particulier des fonctions syme´triques, qu’on
retrouve dans [PAM] pour l’inte´grale d’ordre 2.
2
2.2 Limites
Nous allons dans ce paragraphe, de´terminer la limite d’expressions du type :
n∑
k=0
φ
(
h1]0,tn
k
]
)
φ
(
g1]tn
k
,tn
k+1]
)
.
La proposition qui suit de´coule des proprie´te´s d’orthogonalite´, des proprie´te´s de
martingales et du the´ore`me de convergence domine´e.
Pour expliciter la limite nous aurons besoin des deux indicatrices suivantes :
1C = {(x, y) ∈ lR
2|0 ≤ x < y ≤ t}
et
1
C˜
= {(x, y) ∈ lR2|0 ≤ y < x ≤ t}.
Proposition 2.2 Si nous prenons une suite de partitions de [0, t] :
0 = tn0 < · · · < t
n
kn
= t
dont le pas tend vers ze´ro, alors :
kn∑
k=0
φ
(
h1]0,tn
k
]
)
φ
(
g1]tn
k
,tn
k+1]
)
L2
→ ϕ(1,1)(h⊗ g1C + g ⊗ h1C˜) + ϕ
(2)(h⊗ g1C).
De´monstration
kn∑
k=0
φ
(
h1]tn
k
,tn
k+1
]
)
φ
(
g1]tn
k
,tn
k+1
]
)
=
kn∑
k=0
[
ϕ
(1,1)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
] + g ⊗ h1]tn
k
,tn
k+1
] ⊗ 1]0,tn
k
]
)
+ϕ(2)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
]
)
+〈h1]0,tn
k
], g1]tn
k
,tn
k+1
]〉
]
.
On remarque que 〈h1]0,tn
k
], g1]tn
k
,tn
k+1]
〉 = 0.
On va maintenant e´tudier les termes :

Nn1 :=
∥∥∥∥∥
kn∑
k=0
ϕ
(1,1)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
]
)
−ϕ(1,1)
(
h⊗ g1C
)∥∥∥∥∥
L2(ν)
Nn2 :=
∥∥∥∥∥
kn∑
k=0
ϕ
(1,1)
(
g ⊗ h1]tn
k
,tn
k+1
] ⊗ 1]0,tn
k
]
)
−ϕ(1,1)
(
g ⊗ h1
C˜
)∥∥∥∥∥
L2(ν)
Nn3 :=
∥∥∥∥∥
kn∑
k=0
ϕ
(2)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
]
)
−ϕ(2)
(
h⊗ g1C
)∥∥∥∥∥
L2(ν)
Nn1 =
∥∥∥∥∥
kn∑
k=0
ϕ
(1,1)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
] − h⊗ g1C
)∥∥∥∥∥
L2(ν)
≤
∥∥∥∥∥h⊗ g
( kn∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
] − 1C
)∥∥∥∥∥
L2(µ⊗
2
)
Nous avons :
•
(
h⊗ g
)2( kn∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
] − 1C
)2
≤ 4
(
h⊗ g
)2
∈ L2(µ⊗
2
)
•
( kn∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
] − 1C
)2
µ⊗
2
−→
ps
0
=⇒
(
h⊗ g
)2( kn∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
] − 1C
)2
µ⊗
2
−→
ps
0
En appliquant le the´ore`me de convergence domine´e de Lebesgue on a :
3
∥∥∥∥∥h⊗ g
( kn∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
] − 1C
)∥∥∥∥∥
L2(µ⊗
2
)
−→
n→∞
0
d’o
kn∑
k=0
ϕ
(1,1)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1
]
)
L2(ν)
−→
n→∞
ϕ
(1,1)
(
h⊗ g1C
)
Les termes Nn2 et N
n
3 se traitent de la mme faon.
△ Cette proposition nous permet de de´finir :
De´finition 2.1∫
Φ(h)sdΦ(g)s := ϕ
(1,1)
(
h⊗ g1C + g ⊗ h1C˜
)
+ϕ(2)
(
h⊗ g1C
)
Les sections qui suivent sont consacre´es a` l’e´tude de cet objet. Avant de passer a`
cette e´tude nous allons observer les conse´quences d’un changement de base pour le
de´veloppement des produits.
2.3 Changement de base
Nous allons de´velopper les se´ries rencontre´es pre´ce´demment dans la base des polynoˆmes
orthogonaux (Pk)k associe´s aux variables ale´atoires (Xj)j . Cette e´criture nous per-
mettra, en particulier, de mettre en e´vidence les proprie´te´s concernant les fonctions
syme´triques.
Nous allons, pour ce faire, ge´ne´raliser le mode`le rappele´ en introduction. Nous le
ferons a` un ordre quelconque tout d’abord, cela nous servira dans la suite, puis a`
l’ordre deux, ce qui nous inte´resse plus particulie`rement dans ce paragraphe.
Dans l’e´tude faite dans [PAM], les polynoˆmes orthogonaux qui apparaissent na-
turellement sont les polynoˆmes de Hermite (cas gaussien). Nous allons, pour retrou-
ver les proprie´te´s du cas gaussien, prendre la diffe´rence des cœfficients des polynoˆmes
issus des (Xj)j (que nous noterons γ..) et des polynoˆmes de Hermite (que nous
noterons Γ..). Pour un comple´ment sur les polynoˆmes orthogonaux on pourra con-
sulter [Szego].
La construction de notre mode`le requiert l’introduction de deux ope´rateurs :
Fixons


• n ∈ IN∗
• (r, k) ∈ {1, . . . , n}2
• (α1, . . . , αr) ∈ IN
r tels que α1 + · · ·+ αr = n
• (j1, . . . , jr) ∈ IN
r tels que 1 ≤ j1 < · · · < jr
On note H◦
n
le produit tensoriel syme´trique et on de´finit les deux ope´rateurs qui
suivent :
1. Φ◦
n
:


H◦
n
→ L2(P )
r
©
i=1
e◦
αi
ji
7→ Pα1(Xj1) · . . . · P
αr(Xjr )
O les (Pαi)i sont les polynoˆmes associe´s a` la probabilite´ Pk.
2. ank :


H◦
n
→ H◦
n−k
r
©
i=1
e◦
αi
ji
7→
∑
(k1+···+kr=k)
ki≥0
∏
(ki 6=0)
[(
γαi,αi−ki − Γαi,αi−ki
)
1[αi≥ki]
] r
©
p=1
e
αp−kp
jp
On peut e´tendre ces deux ope´rateurs par line´arite´ et continuite´ a` H◦
n
.
Ceux-ci nous permettent de donner l’e´criture suivante de notre inte´grale double :∫
Φ(h)sdΦ(g)s =
(
Φ◦
2
+Φ ◦ a21
)(
[h⊗ g1C ]
◦
)
4
Cette e´criture nous servira dans l’identification que l’on fera pour e´tudier l’existence
d’une modification continue et le calcul de la variation quadratique.
Dans le cas gaussien on retrouve la de´composition de [PAM] :∫
Φ(h)sdΦ(g)s = Φ
◦2
(
[h⊗ g1C]
◦2
)
Remarques
• En passant sur l’espace H◦
n
nous n’avons plus une base normale. Cela va
nous obliger a` transformer le produit scalaire pour conserver une isome´trie, ce
que nous faisons ci-apre`s.
• On peut e´galement remarquer que pour n=1, Φ◦
n
n’est autre que Φ.
• Nous prendrons le produit scalaire usuel sur L2(µ) ainsi que sur H⊗
n
.
• On va conside´rer le produit scalaire 〈 , 〉H
◦n
A sur H
◦n de´fini par :
〈 , 〉H
◦n
A := n!〈A· , A· 〉H⊗n .
O A : H◦
n
→ H◦
n
r
©
i=1
eαiji 7→
∑
α
A j1,...,jr
α1,...,αr
r
©
i=1
eαiji
avec A j1,...,jr
α1,...,αr
:=
r∏
i=1
E |Pαi(Xji)|
2
r∏
i=1
αi!
.
Cet ope´rateur apparat de faon naturelle dans la recherche d’une isome´trie.
Notations
• Posons
– C k1,...,kr
α1,...,αr
:=
∏
ki 6=0
[
(γαi,αi−ki − Γαi,αi−ki) 1[αi≥ki]
]
– C(k,n) := sup
k1+···+kr=k
α1+···+αr=n
Cα1,...,αr
k1,...,kr
– A(k,n) := sup
k1+···+kr=k
α1+···+αr=n
A k1,...,kr
α1,...,αr
• On prend le produit scalaire usuel sur H◦
n
, a` savoir :
< · >H◦n := (n!)
2 < · >H⊗n
• Les normes des ope´rateurs sont :
– ‖T ‖A := sup
‖f‖6=0
‖T (f)‖L2(µ)
‖f‖A
– ‖Tk‖H◦n := sup
‖f‖6=0
‖Tk(f)‖H◦n−k
‖f‖
H◦n−k
5
3 Inte´gration par parties
On cherche a` e´tablir une formule du type Itoˆ pour les produits φ(h)φ(g).
Celle-ci de´coule naturellement de l’e´tude des produits faite en 2.1 et de la de´finition
de l’inte´grale faite en 2.2.
The´ore`me 3.1 Soient h, g ∈ H, on a :
Φ(h)Φ(g) =
∫
Φ(h)sdΦ(g)s +
∫
Φ(g)sdΦ(h)s + 〈h, g〉
De´monstration
Posons ∆k,k+1Φ(h) := Φ(h)tk+1 −Φ(h)tk
kn∑
j=0
∆j,j+1Φ(h)
kn∑
k=0
∆k,k+1Φ(g) =
kn∑
j=0
Φ
(
h1]tn
j
,tn
j+1]
) kn∑
k=0
Φ
(
g1]tn
k
,tn
k+1
]
)
=
kn∑
j=0
Φ
(
h1]tnj ,tnj+1]
)
Φ
(
g1]tnj ,tnj+1]
)
+
kn∑
j=1
j−1∑
k=0
Φ
(
g1]tn
k
,tn
k+1
]
)
Φ
(
h1]tn
j
,tn
j+1]
)
+
kn∑
k=1
k−1∑
j=0
Φ
(
h1]tnj ,tnj+1]
)
Φ
(
g1]tn
k
,tn
k+1
]
)
.
Appelons Sni (i ∈ {1, 2, 3}) le i
ie`me terme du membre de droite.
(a) On a :
S
n
1 =
(
Φ◦
2
+ Φ ◦ a21
)(
h⊗ g
kn∑
j=0
1]tn
j
,tn
j+1]
⊗ 1]tn
j
,tn
j+1]
)
+
kn∑
j=0
〈h1]tn
j
,tn
j+1]
, g1]tn
j
,tn
j+1]
〉.
• D’une part :
kn∑
j=0
1]tn
j
,tn
j+1]
⊗ 1]tn
j
,tn
j+1]
L2(µ⊗
2
)
−→ 1∆
et 〈h⊗ g1∆, ek1 ⊗ ek2〉 = 0.
• D’autre part
kn∑
j=0
〈h1]tnj ,tnj+1], g1]tnj ,tnj+1]〉 = 〈h, g〉.
Donc Sn1
L2(ν)
−→
n→∞
〈h, g〉
(b)
S
n
2 =
kn∑
j=0
φ
(
g1]0,tj ]
)
φ
(
h1]tj ,tj+1]
)
En utilisant la proprie´te´ 2.2. on a :
S
n
2
L2(ν)
−→
n→∞
(
Φ◦
2
+ Φ ◦ a21
)
(g ⊗ h1C)
◦
2
=:
∫
Φ(g)sdΦ(h)s.
(c)
S
n
3 =
kn∑
k=0
φ
(
h1]0,tn
k
]
)
φ
(
g1]tn
k
,tn
k+1
]
)
de la mme faon on a :
S
n
3
L2(ν)
−→
n→∞
∫
Φ(h)sdΦ(g)s
6
△
Toujours par les mmes proce´de´s et en e´crivant astucieusement le de´veloppement
d’une fonction dans H⊗H, on peut calculer la norme de l’inte´grale :
∥∥∥∥
∫
Φ(h)sdΦ(g)s
∥∥∥∥
2
L2(ν)
= ‖h⊗ g1C‖
2
L2(ν) +
∑
j≥0
〈h⊗ g, ej ⊗ ej〉
2
(
EX4j − 3
)
.
Ecriture qui fait imme´diatement apparaitre le re´sultat pour l’inte´grale de Itoˆ dans
le cas gaussien.
4 Re´sultats pre´liminaires
Pour e´tudier l’existence d’une modification continue et de´terminer la variation quadra-
tique nous aurons besoin d’un certain nombre d’identifications. C’est le propos de
ce paragraphe.
Plus pre´cise´ment, nous voulons e´tudier le processus :
Zt =
∫ t
0
Φ(h)sdΦ (g)s = (Φ
◦2 +Φ ◦ a21)(h1 ⊗ (h21]0,t])1C).
Pour ce faire nous aurons besoin de renseignements sur l’expression :
| Zt − Zs |
2 .
Les re´sultats qui suivent concernent l’e´tude de ce terme.
4.1 Identification
Le de´veloppement en se´ries de | Zt − Zs |
2 est assez difficilement exploitable, c’est
pourquoi nous allons utiliser les ope´rateurs introduits pre´ce´demment et l’ope´rateur
qui suit (cf [PAM]) pour obtenir une e´criture de ce produit plus exploitable :
(
f ∼
1
f
)
(s1, s2) :=
∫
Af(s1, s2)Af(s3, s2)dµ(s2)
Nous noterons pi1 la projection orthogonale sur {ej ◦ ej | j ∈ IN}.
Dans un premier temps on exprime | Zt − Zs |
2 dans la base des polynoˆmes or-
thogonaux.
Puis on utilise les expressions de f ◦ f , ank (f ◦ f), f ∼1
f et ank
(
f ∼
1
f
)
dans la
base (ej ◦ ek)j,k de H ◦ H pour identifier, ordre par ordre, chacun des termes du
de´veloppement pre´ce´demment obtenu. On obtient la proposition suivante :
Proposition 4.1∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[
(Φ◦
2
+Φ ◦ a21)(f)
]2
= Φ◦
4
(f ◦ f) (ordre 4)
+ Φ◦
3(
a41(f ◦ f)
)
(ordre 3)
+ Φ◦
2
(
4f ∼
1
f + a42(f ◦ f)
)
(ordre 2)
+ Φ
(
a43(f ◦ f) + 4a
4
1(f ∼
1
f)− 6
(
a41 ◦ pi1
)
(f ∼
1
f)
)
(ordre 1)
+ 2 ‖ f ‖2 +a44(f ◦ f) (ordre 0)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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5 Modification continue
Nous allons utiliser une ge´ne´ralisation du the´ore`me de Kolmogorov-Centsov pro-
pose´e dans [Schraf], ainsi que l’identification e´tablie pre´ce´demment.
Lemme 5.1
E
(
|Znt − Z
n
s |
2
)2
≤ (
7
2
C4,1 + C4,2 + C4,3 + C4,4 + 2) ‖ h1 ‖
4
A‖ h21]s,t] ‖
4
A
Pour la de´monstration, nous proce´dons ordre par ordre. Les proprie´te´s d’isome´trie
de Φ◦
n
et de continuite´ de akn et de pi1 nous fournissent, en utilisant le de´veloppement
de (h1 ⊗ h21]s,t]1C)
◦2 dans H⊗H, des majorations rapides des termes :
K || h1 ||
4|| h21]s,t] ||
4
o K est une constante.
Ce lemme nous assure que nous sommes dans les conditions d’application du the´ore`me
de Kolmogorov-Centsov ge´ne´ralise´ et l’on a le re´sultat suivant :
The´ore`me 5.1 Le processus
(∫ t
0
Φ(h1)dΦ(h2)
)
t
admet une modification
continue.
6 Variation quadratique
On veut montrer l’existence de la variation quadratique du processus :(∫ t
0
Φ(h1)dΦ(h2)
)
t≥0
.
Nous conservons la notation Zt :=
∫ t
0 Φ(h1)dΦ(h2).
Plus pre´cise´ment, e´tant donne´e une suite de partitions 0 = tn0 < t
n
1 < · · · < t
n
kn
= t
de [0,t], nous cherchons la limite dans L2 de la suite :(
kn∑
k=0
∣∣∣Ztn
k+1
− Ztn
k
∣∣∣2
)
n∈IN
Nous avons de´ja` e´tabli que (en notant f◦
k(n) pour la syme´trise´e de ftnk tnk+1)∣∣∣Ztn
k+1
− Ztn
k
∣∣∣2 = Φ◦4n (f◦k(n) ◦ f◦k(n))
+
(
Φ◦
3
◦ a21
)
n
(
f◦
k(n) ◦ f
◦
k(n)
)
+ Φ◦
2
n
(
4f◦k(n)∼1
f◦k(n) + a
4
1
(
f◦k(n) ◦ f
◦
k(n)
))
+ Φn
(
a43
(
f◦k(n) ◦ f
◦
k(n)
)
+4a41
(
f◦k(n)∼1
f◦k(n)
)
−6a41 ◦ pi1
(
f◦k(n)∼1
f◦k(n)
))
+ 2 ‖ f◦
k(n) ‖
2
A +a
4
4
(
f◦
k(n) ◦ f
◦
k(n)
)
La line´arite´ et la continuite´ des ope´rateurs nous incite, avant d’identifier la variation
quadratique, a` e´tudier, dans L2, les deux limites suivantes :

lim
n→∞
kn∑
k=0
f◦k(n) ◦ f
◦
k(n)
lim
n→∞
4a41
(
kn∑
k=0
(
f◦k(n)∼1
f◦k(n) − 6pi1
(
f◦k(n)∼1
f◦k(n)
)))
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Lemme 6.1
L2
lim
n→∞
kn∑
k=0
f◦k(n) ◦ f
◦
k(n) = 0
De´monstration
On a :
f◦k(n) ◦ f
◦
k(n) =
1
4
(
h1 ⊗ h
k(n)
2 ⊗ h1 ⊗ h
k(n)
2 1C ⊗ 1C + h1 ⊗ h
k(n)
2 ⊗ h
k(n)
2 ⊗ h11C ⊗ 1C˜+
h
k(n)
2 ⊗ h1 ⊗ h1 ⊗ h
k(n)
2 1C˜ ⊗ 1C + h
k(n)
2 ⊗ h1 ⊗ h
k(n)
2 ⊗ h11C˜ ⊗ 1C˜
)
∥∥∥∥∥
kn∑
k=0
f
◦
k(n) ◦ f
◦
k(n)
∥∥∥∥∥
2
≤
∫ ( kn∑
k=0
∑
σ∈Σ4
(
h1 ⊗ h
k(n)
2 ⊗ h1 ⊗ h
k(n)
2 1C ⊗ 1C
)
σ
)2
dµ
⊗
4
≤ (4!)2
∑
σ∈Σ4
[
kn∑
k=0
∫ (
h1 ⊗ h
k(n)
2 ⊗ h1 ⊗ h
k(n)
2 1C ⊗ 1C
)2
σ
dµ
⊗
4
+2
∑
k<j
∫ (
h1 ⊗ h
k(n)
2 ⊗ h1 ⊗ h
k(n)
2 1C ⊗ 1C
)
σ
(
h1 ⊗ h
j(n)
2 ⊗ h1 ⊗ h
j(n)
2 1C ⊗ 1C
)
σ
dµ
⊗
4
]
(ine´galite´ de convexite´)
≤ (4!)2
∑
σ∈Σ4
[
kn∑
k=0
∫ [
h
⊗
4
1
]
σ
dµ
⊗
4
∫ [
h
⊗
4
2
(
1]tn
k
,tn
k+1
]
)⊗4]
σ
dµ
⊗
4
+2
∑
k<j
∫
h
⊗
4
1 (xσ(1), xσ(3), yσ(1), xσ(3))h
⊗
4
2 (xσ(2), xσ(4), yσ(2), xσ(4))
·1
C×
4 (xσ, yσ)
(
1]tn
k
,tn
k+1
]×]tn
j
,tn
j+1]
(xσ(2), xσ(4), yσ(2), xσ(4))
)⊗2]
dµ⊗
8
(xσ, yσ)
On sait que
kn∑
k=0
(
1]tn
k
,tn
k+1
]
)⊗4 L2(µ⊗4 )
−→ 1[xσ(2)=xσ(4)=yσ(2)=yσ(4)]
∑
k<j
(
1]tn
k
,tn
k+1
]×]tn
j
,tn
j+1]
)⊗2 L2(µ⊗4 )
−→ 1[xσ(2)<xσ(4),xσ(2)=yσ(2),xσ(4)=yσ(4)]
Pour e´tablir le dernier point il suffit de remarquer :
• d’une part que


1[x=y] =
L2
lim
n→∞
kn∑
k=0
1]tn
k
,tn
k+1
]×]tn
k
,tn
k+1
](x, y)
1[x<y] =
L2
lim
n→∞
∑
k<j
1]tn
k
,tn
k+1
]×]tn
j
,tn
j+1]
(x, y)
• et d’autre part que


1[x=y]1[z=t]1[x<z]1[y<t]
=
L2
lim
n→∞
[
kn∑
k=0
1]tn
k
,tn
k+1
]2(x, y) ·
kn∑
k=0
1]tn
k
,tn
k+1
]2(z, t)·
∑
k<j
1]tn
k
,tn
k+1
]×]tn
j
,tn
j+1]
(x, z) ·
∑
k<j
1]tn
k
,tn
k+1
]×]tn
j
,tn
j+1]
(y, t)
]
• car


[
kn∑
k=0
1]tn
k
,tn
k+1
]2(x, y) ·
kn∑
k=0
1]tn
k
,tn
k+1
]2(z, t)·
∑
k<j
1]tn
k
,tn
k+1
]×]tn
j
,tn
j+1]
(x, z) ·
∑
k<j
1]tn
k
,tn
k+1
]×]tn
j
,tn
j+1]
(y, t)
]
=
∑
k<j
1]tn
k
,tn
k+1
]2 ⊗ 1]tn
j
,tn
j+1]
2(x, y, z, t)
Finalement, en utilisant le the´ore`me de convergence domine´e de Lebesgue et la
mesure nulle de ces ensembles on a le re´sultat annonce´.
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△
Soient h1, h2 ∈ H et 0 = t
n
0 < t
n
1 < · · · < t
n
kn
= t une suite de partitions de [0, t]
dont le pas tend vers 0.
Nous noterons fk(n) := h1 ⊗
(
h21]0,tn
k
]
)
· 1C
Lemme 6.2 Pour Ψ = Φ◦
2
ou Ψ = Φ ◦ a41 on a :
lim
n→∞
E
[
4Ψ
( kn∑
k=0
fk(n)∼
1
fk(n)
)
−
∫ t
0
h22Ψ
([
h11]0,.]
]◦2)
dµ
]2
= 0
De´monstration
Nous regarderons le cas Ψ = Φ◦
2
. Nous Introduisons quelques notations :
• Sn :=
[
4Φ◦
2( kn∑
k=0
fk(n)∼
1
fk(n)
)
−
∫ t
0
h
2
2Φ
◦
2
([
h11]0,.]
]◦2)
dµ
]2
• hk(n) := h1]0,tn
k
]
4fk(n) ∼
1
fk(n)(s1, s3) =∫
h⊗
2
1 (s1, s2)h
k(n)⊗2
2 (s2, s3)1C(s1, s2)1C(s2, s3)dµ(s2)
(
:= I
k(n)
1 (s1, s2)
)
+
∫
h⊗
2
1 (s1, s3)h
k(n)⊗2
2 (s2, s2)1C(s1, s2)1C(s3, s2)dµ(s2)
(
:= I
k(n)
2 (s1, s2)
)
+
∫
h⊗
2
1 (s2, s2)h
k(n)⊗2
2 (s1, s3)1C(s2, s1)1C(s2, s3)dµ(s2)
(
:= I
k(n)
3 (s1, s2)
)
+
∫
h⊗
2
1 (s2, s3)h
k(n)⊗2
2 (s1, s2)1C(s2, s1)1C(s3, s2)dµ(s2)
(
:= I
k(n)
4 (s1, s2)
)
L’ine´galite´ de convexite´ nous permet d’e´crire :
Sn ≤ 4E
[
Φ◦
2
kn∑
k=0
I
k(n)
1
]2
+4E
[
Φ◦
2
kn∑
k=0
I
k(n)
2 −
∫ t
0
h
2
2Φ
◦
2[
(h11]0,.])
◦
2]
dµ
]2
+4E
[
Φ◦
2
kn∑
k=0
I
k(n)
3
]2
+4E
[
Φ◦
2
kn∑
k=0
I
k(n)
4
]2
Etape 1 : Calcul de lim
n→∞
E
[
Φ◦
2
kn∑
k=0
I
k(n)
1
]2
EΦ◦
2
(I
k(n)
1 )
2 =‖ Ik(n)1 ‖
2
L2(µ⊗
2
)
(isome´trie)
=
∫ ( kn∑
k=0
∫
h
⊗
2
1 (s1, s2)h
k(n)⊗2
2 (s2, s3)1C(s1, s2)1C(s2, s3)dµ(s2)
)2
dµ
⊗
2
(s1, s3)
=
∫ [ kn∑
k=0
∫
h
⊗
4
1 (s1, s2, s1, t2)h
k(n)⊗4
2 (s2, s3, t2, s3)1C4(s1, s2, s2, s3, s1, t2, t2, s3)dµ
⊗
2
(s2, t2)
+2
∑
k(n)<j(n)
∫
h
⊗
4
1 (s1, s2, s1, t2)h
k(n)⊗2
2 (s2, s3)h
j(n)⊗2
2 (t2, s3)
1C4(s1, s2, s2, s3, s1, t2, t2, s3)dµ
⊗
2
(s2, t2)
]
dµ⊗
2
(s1, s3)
• D’une part
kn∑
k=0
1]tn
k
,tn
k+1
]4(s2, s3, t2, s3)
L2(µ⊗
4
)
−→
n→∞
1[s2=s3=t2]
• D’autre part :
∑
k(n)<j(n)
1]tn
k
,tn
k+1
]2×[tn
j
,tn
j+1]
2(s2, s3, t2, s3) = 0
car (k(n) < j(n)) ⇒ (]tnk , t
n
k+1]
⋂
[tnj , t
n
j+1] = ∅)
Le the´ore`me de convergence domine´e de Lebesgue nous donne :
lim
n→∞
E
[
Φ◦
2
kn∑
k=0
I
k(n)
1
]2
=
∫
h
⊗
2
1 (s1, s2)h
k(n)⊗2
2 (s2, s3)1[s2=s3=t2]dµ
⊗
4
(s1, s2, t2, s3) = 0
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Etape 2 Calcul de lim
n→∞
E
[
Φ◦
2
kn∑
k=0
I
k(n)
i
]2
pour i ∈ {3, 4}
On proce`de de la mme faon et on a e´galement :
lim
n→∞
E
[
Φ◦
2
kn∑
k=0
I
k(n)
3
]2
= lim
n→∞
E
[
Φ◦
2
kn∑
k=0
I
k(n)
4
]2
= 0
Etape 3 : calcul de lim
n→∞
E
[
Φ◦
2
kn∑
k=0
I
k(n)
2 −
∫ t
0
h
2
2Φ
◦
2[
(h11]0,.])
◦
2]
dµ
]2
kn∑
k=0
I
k(n)
2 (s2, s3) =
kn∑
k=0
∫ tnk+1
tn
k
h
2
2(s2)h
⊗
2
1 (s1, s3)1C(s2, s3)1C˜(s2, s3)dµ(s2)
=
∫ t
0
h
2
2(s2)h
⊗
2
1 (s1, s3)1C(s2, s3)1C˜(s2, s3)dµ(s2)
=
∫ t
0
h
2
2(s2)
(
h11]0,s2] ⊗ h11]0,s2]
)
(s1, s3)dµ(s2)
Il s’agit donc de montrer que :
Φ◦
2
(∫ t
0
h
2
2(s2)h11]0,s2] ⊗ h11]0,s2]dµ(s2)
)
L2
=
∫ t
0
h
2
2(s2)Φ
◦
2
((
h11]0,s2]
)◦2)
dµ(s2)
Pour cela on va de´composer 1C en produit tensoriel :
1C(s1, s2)
L2
= lim
n→∞
kn∑
k=0
1]0,tn
k−1
]×]tn
k
,tn
k+1
](s1, s2)
1
C˜
(s3, s2)
L2
= lim
n→∞
kn∑
k=0
1]tn
k
,tn
k+1
]×]0,tn
k−1
](s3, s2)
Nous allons noter C
k(n)
1 := 1]0,tnk−1] et C
k(n)
2 := 1]tnk ,t
n
k+1
]
∫ t
0
h22(s2)h
⊗
2
1 (s1, s3)1C(s2, s3)1C˜(s2, s3)dµ(s2)
= h⊗
2
1
∫ t
0
h22(s2) lim
n→∞
kn∑
k=0
kn∑
l=0
1
C
k(n)
1 ×C
k(n)
2
(., s2)1
C
l(n)
2 ×C
l(n)
1
(s2, .)dµ(s2)
=
cvg
domine´e
lim
n→∞
∑
k(n),l(n)
h
⊗
2
1 1Ck(n)1
1
C
l(n)
1
∫ t
0
h
2
2(s2)1Ck(n)2
(s2)1
C
l(n)
2
(s2)dµ(s2)
Φ◦
2
(∫ t
0
h
2
2(s2)h
⊗
2
1 1C(., s2)1C˜(s2, .)dµ(s2)
)
= Φ◦
2

 lim
n→∞
∑
k(n),l(n)
h
⊗
2
1 1Ck(n)1
1
C
l(n)
1
∫ t
0
h
2
2(s2)1Ck(n)2
(s2)1
C
l(n)
2
(s2)dµ(s2)


= lim
n→∞
Φ◦
2

 ∑
k(n),l(n)
h
⊗
2
1 1Ck(n)1
1
C
l(n)
1
∫ t
0
h
2
2(s2)1Ck(n)2
(s2)1
C
l(n)
2
(s2)dµ(s2)




t fixe´
cont. de Φ◦
2
(Prop. 2.1.4.)
= lim
n→∞
Φ◦
2

 ∑
k(n),l(n)
h
⊗
2
1 1Ck(n)1
1
C
l(n)
1

∫ t
0
h22(s2)1Ck(n)2
(s2)1
C
l(n)
2
(s2)dµ(s2)
= lim
n→∞
∫ t
0
Φ◦
2

 ∑
k(n),l(n)
h
⊗
2
1 1Ck(n)1
1
C
l(n)
1

h22(s2)1Cl(n)2 (s2)1Cl(n)2 (s2)dµ(s2)
On peut donc e´crire :
E
[ kn∑
k=0
Φ◦
2
(I
k(n)
2 )−
∫ t
0
h
2
2(s2)Φ
◦
2[(
h11]0,s2]
)◦2]
dµ(s2)
]2
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= E
[
lim
n→∞
[∫ t
0
h
2
2(s2)
(
Φ◦
2(
h1 ⊗ h1
∑
(k(n),l(n))
1
C
k(n)
1 ×C
k(n)
2
(., s2)1
C
l(n)
2 ×C
l(n)
1
(s2, .)
)
−
Φ◦
2(
h1 ⊗ h11C(., s2)1C˜(s2, .)
))
dµ(s2)
]]2
Dans la suite on va noter :
• Zk(n)(., ., s2) := Φ
◦
2(
h1 ⊗ h1
∑
(k(n),l(n))
1
C
k(n)
1 ×C
k(n)
2
(., s2)1
C
l(n)
2 ×C
l(n)
1
(s2, .)
)
• Z(., ., s2) := Φ
◦
2(
h1 ⊗ h11C(., s2)1C˜(s2, .)
)
• Yk(n) := |Zk(n) − Z|
E
[[∫ t
0
h
2
2(s2)
(
Φ◦
2(
h1 ⊗ h1
∑
(k(n),l(n))
1
C
k(n)
1 ×C
k(n)
2
(., s2)1
C
l(n)
2 ×C
l(n)
1
(s2, .)
)
−
Φ◦
2(
h1 ⊗ h11C(., s2)1C˜(s2, .)
))
dµ(s2)
]]2
≤ E
(∫ t
0
h
2
2(s2)
∣∣Zk(n)(., ., s2)− Z(., ., s2)∣∣ dµ(s2)
)2
= E
(∫ t
0
∫ t
0
(
h
2
2
)⊗2
(s2, t2)Yk(n)(s2)Yk(n)(t2)dµ(s2, t2)
)
=
∫ t
0
∫ t
0
(
h
2
2
)⊗2
(s2, t2)E
(
Yk(n)(s2)Yk(n)(t2)
)
dµ(s2, t2)
≤
∫ t
0
∫ t
0
(
h
2
2
)⊗2
(s2, t2)
(
E
∣∣Yk(n)(s2)∣∣2) 12 (E ∣∣Yk(n)(t2)∣∣2) 12 dµ(s2, t2)
Pour finir il suffit de voir que :
E
∣∣Yk(n)(s2)∣∣2 = E[Φ◦2(h1 ⊗ h1 ∑
(k(n),l(n))
1
C
k(n)
1 ×C
k(n)
2
(., s2)1
C
l(n)
2 ×C
l(n)
1
(s2, .)−
h1 ⊗ h1
∑
(k(n),l(n))
1C(., s2)1C˜(s2, .)
)]2
=
∥∥∥∥∥∥h1 ⊗ h1
[
1C(., s2)1C˜(s2, .) −
∑
(k(n),l(n))
1
C
k(n)
1 ×C
k(n)
2
(., s2)1
C
l(n)
2 ×C
l(n)
1
(s2, .)
]∥∥∥∥∥∥
2
△
Par ailleurs de simples calculs donnent :
(
Φ
(
h11]0,s]
))2
= Φ◦
2
([
h11]0,s]
]◦2)
+Φ ◦ a21
([
h11]0,s]
]◦2)
+
∥∥h11]0,s]∥∥2
Ce qui a l’aide du paragraphe pre´liminaire nous permet d’e´noncer :
The´ore`me 6.1
L2
lim
n→∞
n∑
k=0
∣∣∣Ztn
k+1
− Ztn
k
∣∣∣2 = ∫ t
0
h22(s)
(
Φ
(
h11[0,s]
))2
dµ(s)+
∫ t
0
h22(s)Φ◦a
2
1◦pi1
(
h11]0,s]
)◦2
dµ(s).
Remarque
• Dans le cas o les variables
(
Xk
)
k
suivent une loi normale on retrouve la vari-
ation quadratique gaussienne puisque dans ce cas a21 ◦ pi1
(
h11]0,s]
)◦2
= 0.
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