We give a simple algorithm to efficiently sample the rows of a matrix while preserving the p-norms of its product with vectors. Given an n-by-d matrix A, we find with high probability and in input sparsity time an A ′ consisting of about d log d rescaled rows of A such that Ax 1 is close to A ′ x 1 for all vectors x . We also show similar results for all ℓ p that give nearly optimal sample bounds in input sparsity time. Our results are based on sampling by "Lewis weights", which can be viewed as statistical leverage scores of a reweighted matrix. We also give an elementary proof of the guarantees of this sampling process for ℓ 1 .
Introduction
Randomized sampling is an important tool in the design of efficient algorithms. A random subset often preserves key properties of the entire data set, allowing one to run algorithms on a small sample. A particularly useful instance of this phenomenon is row sampling of matrices. For a n × d matrix A where n ≫ d and any error parameter ǫ > 0, we can find A ′ with a few (rescaled) rows of A such that Ax p ≈ 1+ǫ A ′ x p for all vectors x ∈ R d . Here ≈ 1+ǫ denotes a multiplicative error between (1 + ǫ) −1 and (1 + ǫ).
Originally studied in statistics [Tal90, RV07, Tro12] , the row sampling problem has received much attention recently in randomized numerical linear algebra [DMM06, DMIMW12, CW13, MM13, NN12, LMP13, CLM + 14] and in graph algorithms as spectral sparsification [SS11, BSS12, KLP12] . These works led to a good understanding of row sampling for the p = 2 case. If the rows of A are sampled with probabilities proportional to their statistical leverage scores, matrix Chernoff bounds [AW02, RV07, Tro12] state that A ′ with O(d log d/ǫ −2 ) is a good approximation with high probability. Recently, Clarkson and Woodruff developed oblivious subspace embeddings that brought the runtime of these algorithms down to input-sparsity time [CW13] . A derandomized procedure by Batson et al. [BSS12] can also reduce the number of rows in A ′ to O(d/ǫ 2 ), at the cost of a worse, but still polynomial, runtime. Substantial progress has also been made for other values of p [DDH + 09, SW11, CDMI + 13, MM13], leading to input-sparsity time algorithms that return samples with about d 2.5 rows when 1 ≤ p ≤ 2. The p = 1 case is of particular interest due to its relation to robust regression, or ℓ 1 -regression [Can06] . In this setting, the existence of samples of size O(d log d) was shown by Talagrand [Tal90] using Banach space theory.
Talagrand's result, and the best known sampling results for general ℓ p norms [BLM89, Tal95] , are based on a "change of density" construction originally due to Lewis [Lew78] . This construction assigns a weight, analogous to a leverage score, to each row; these can be used directly as sampling probabilities. We will refer to these weights as "Lewis weights". Given their direct use as sampling probabilities, the primary algorithmic challenge is to be able to compute, or at least approximate, these weights. This paper provides the first input-sparsity time algorithms, and in fact the first polynomial time algorithms, for this problem. That in turn leads to the first polynomial time algorithmic versions of the Talagrand and other Lewis weight-based results.
In particular, we give a simple iterative algorithm that approximates Lewis weights through repeated computations of statistical leverage scores. Sampling by these approximate weights then leads to the following result: Theorem 1.1. Given a matrix A and any error parameter ǫ > 0, there is a distribution of matrices S with O(d log dǫ −2 ) rows and one nonzero entry per row such that with high probability numerical linear algebra in p-norms.
The paper is structured as follows: in Section 2 we formalize the matrix row sampling problem and give an overview of our result. Our simple iterative algorithm for computing approximate Lewis weights is in Section 3; this applies to all p < 4. An alternative approach to computing Lewis weights based on convex optimization, valid for all p ≥ 2, is in Section 4. Section 5 gives properties of Lewis weights useful in some of our arguments. An input-sparsity time algorithm using the convex optimization approach is in Section 6. Section 7 summarizes the known sampling results for each range of p, and describes a way to take existing proofs and obtain analyses of our simple sampling procedure. Section 8 gives most of our elementary proof of the validity of ℓ 1 sampling by Lewis weight. Finally, Appendix A proves the properties from Section 5, and Appendix B gives the proof of the reduction from our sampling procedure given in Section 7.
Background and Overview
The paper deals extensively with vectors and matrices. The ℓ p -norm of a vector x ∈ R d is defined as
For a matrix A, we will use n and d to denote its number of rows and columns respectively, and a a a i to denote the vector corresponding to the i th row of A. Note that a a a i is a column vector. The ℓ p -norm of a vector x w.r.t. A can then be written as
We will also assume our matrices are full rank, since otherwise we can either project onto its rank space, or use pseudo-inverses accordingly.
Most of our analyses revolve around multiplicative errors. Here we follow the approximation notation from [CLM + 14]. For a parameter α ≥ 1, we say two quantities x and y satisfy x ≈ α y if 1 α x ≤ y ≤ αx.
Note that if x ≈ α y, then for any power p we have x p ≈ α |p| y p . A cruciual definition in ℓ 2 row sampling and matrix concentration bounds is statistical leverage scores. The statistical leverage score of a row a a a i is
It can be viewed as the squared norm of the i th row after the statistical whitening transform (see e.g.. Hyvarinen et al. [HO00] ). Equivalently, it is also often defined as the squared row norm of the matrix of left singular vectors of A. The following facts about statistical leverage scores underpin their role in ℓ 2 row sampling.
Fact 2.1.
3. (ℓ 2 Matrix Concentration Bound) There exists an absolute constant C s such that for any matrix A and any set of sampling values p i satisfying
if we generate a matrix S with N = p i rows, each chosen independently as the i th basis vector, times
, with probability
N then with high probability we will have S Ax 2 ≈ 1+ǫ Ax 2 for all vectors x .
Combining part 1 and part 3 immediately implies that replacing A with O(d log d/ǫ 2 ) reweighted row samples from A can give a (1 + ǫ) approximation.
ℓ p spaces are more complicated and lack many useful properties of ℓ 2 . The Lewis weight approach can be seen as a particular way to tap into the niceness of ℓ 2 by defining, for any matrix A, a corresponding matrix B so that Ax p is in some sense related to B x 2 . One conceivable notion of relatedness would be to simply minimize the maximum distortion between the norms. This would define B based on the John ellipsoid for the convex body Ax p ≤ 1; this is essentially the technique used in [DDH + 09] and follow-up works. However, it does not lead to tight bounds, and the Lewis approach is different (although Section 4 reveals a similarity).
The most naive approach would seem to be to simply set B = A. Here, however, one sees that B cannot properly capture A, since Bx 2 is not invariant under "change of density." For instance, one may "split" a row a a a i in A into k pieces, each equal to k −1/p a a a i , and Ax p will remain unchanged. Ax 2 , though, will change, and could be arbitrarily distorted by subdividing different rows different amounts.
Instead, we adapt this naive approach by using a different "density." We effectively assume that a given row a a a i really represents w i rows, each equal to w −1/p i a a a i . w i may not be an integer, but this does not really matter; they could be viewed as weights in a weighted ℓ p norm rather than a number of copies. When switching to ℓ 2 , the original row i of A would still correspond to w i rows equal to w −1/p i a a a i , but this now has the same effect as one row equal to w 1/2−1/p i a a a i , rather than simply a a a i itself. Putting this together, we will define B = W 1/2−1/p A. This still leaves the question of how to actually choose the weights w i (the specific change of density). Intuitively, we want the split up rows, w −1/p i a a a i to be normalized in some way. Lewis's change of density gives a simple and natural notion of this: each of these normalized rows should have leverage score 1 (defined in terms of a w i -weighted ℓ 2 norm), or, more explicitly, the i th row of B should end up with leverage score w i . Note that this is a somewhat circular characterization: w i must match the leverage scores of B , but B itself depends on w i . The Gram matrix of B is A T W 1−2/p A. Writing this all in terms of the original matrix A gives:
Definition 2.2. For a matrix A and norm p, the ℓ p Lewis weights w are the unique weights such that for each row i we have
or equivalently a a a
We will make extensive use of the second formulation since it groups the w i values on one side. It also involves measuring the operator A T W 1−2/p A against a fixed vector a a a i , and therefore allows us to incorporate bounds on the operator. These definitions have analogs in recent speedups of interior point methods by Lee and Sidford [LS14] ; for example, the requirement on the weight function in the LP algorithm of [LS13] .
Note that for the case where p = 2, W 1/2−1/p is the identity matrix, so the Lewis weights are just the leverage scores. In the case of general p, it is not immediately clear that the Lewis weights must actually exist or be unique because of the apparently circularity; existence and uniqueness was first established by Lewis in [Lew78] . This paper also includes proofs of the existence and uniqueness of Lewis weights, which follow directly from the arguments used to prove our algorithms. The first is in Section 3 (Corollary 3.4 and applies to p < 4. The second is in Section 4 (Corollary 4.2) and gives a proof of existence for all p and uniquness for p ≥ 2 (so together, these proofs give existence and uniqueness for all p); the resulting proof from that section is a restatement of traditional proofs. In Section 8 (combined with Section 7), we will prove the following concentration bound, which is a variant of Proposition 2 from [Tal90] .
Theorem 2.3 (ℓ 1 Matrix Concentration Bound). There is an absolute constant C s such that given a matrix A with ℓ 1 Lewis weights w , for any set of sampling values p i , i p i = N ,
if we generate a matrix S with N rows, each chosen independently as the i th standard basis vector, times
, with probability The bound on sample count also follows from Fact 2.1. As a result, it remains to compute approximate ℓ p Lewis weights. We present a novel, but extremely simple, iterative scheme that can do this for all p < 4. We repeatedly perform
a a a i p/2 using a possibly approximate algorithm for computing statistical leverage scores. This routine resembles the use of ℓ 2 -regression to solve ℓ 1 regression through repeated reweighting [CMMP13] . Its convergence also mimics the reduction in row counts in the iterative ℓ p row sampling algorithm by Li et al. [LMP13] . We will prove the following Lemma regarding this procedure in Section 3
Lemma 2.4. For any fixed p < 4, given a routine ApproxLeverageScores for computing β-approximate statistical leverage scores of rows of matrices of the form W A for β = n Ω(θ) , we can compute a n θ approximation to ℓ p -Lewis weights for A with O(log(θ)) calls to ApproxLeverageScores.
Combining this Lemma with Theorem 2.3 or [Tal90] , using θ proportional to 1 log n , gives an algorithm satisfying the conditions of Theorem 1.1. We may use standard techniques, as described, for instance, in [CLM + 14], to get an input sparsity time algorithm as claimed in the introduction. The idea is to run in two phases, first using a constant θ, then resparsifying with θ proportional to 1 log n (getting a d θ dependence, rather than just n θ , turns out to be automatic, since if n > d 4 , the nnz term will dominate anyway). The same process can be used for any p ≤ 4, with sparsifier sizes as stated in Section 7; however, due to the size of the intermediate sparsifier, the polynomial dependence will be d max(ω,p/2+1)+θ .
It is worth noting that the technique in Section 6, can also be be combined with these methods (with Lemma 2.4 replacing the convex optimization technique of Theorem 4.4 from Section 4) to give input sparsity time algorithms. The arguments in Section 6 allow better parameters in the ranges p ≤ 2 and p ≤ 4 (this is discussed in more detail there), and this algorithm can support a slightly better tradeoff between the input sparsity cost and the polynomial term.
Iteratively Computing Approximate Lewis Weights
Pseudocode of our algorithm is given in Figure 2 .
1/2−1/p A be a β-approximation of the statistical leverage score of
3. Return w . In our proof, we make use of the generalization of approximations to the matrix setting via the Loewner partial ordering. For two symmetric matrices P and Q, we have P Q if P − Q is positive semi-definite. We will then use P ≈ α Q to denote
Note that this is equivalent to x T Px ≈ α x T Qx for all vectors x . Two facts of particular importance for spectral approximation of matrices are its composition and inversion.
Fact 3.1.
1. If P ≈ α Q, then for any matrix A, we also have
First, we show that (for p < 4) LewisIterate(A, p, 1, ) acts as a contraction mapping with respect to the ℓ ∞ distance of the log weights:
Lemma 3.2. Given A, p, and weight sets v and w such that v ≈ α w ,
Proof. Since v ≈ α w , we have, in the matrix setting
Applying both items of Fact 3.1 we then have
Then applying the definition of operator approximation, we have, for all i, a a a
a a a i .
Taking the p/2 power of both sides gives the desired result.
An immediate corollary of this lemma is
Corollary 3.3. Given A with ℓ p Lewis weights w and a set of weights w with w ≈ α w ,
Proof. This follows from applying Lemma 3.2 to w and w , noting that LewisIterate(A, p, β, w ) ≈ β p/2 LewisIterate(A, p, 1, w ) and that LewisIterate(A, p, 1, w ) = w .
Interestingly, another corollary is that for p < 4, the Lewis weights exist and are unique:
Corollary 3.4. For all p < 4, there exists a unique assignment of weights w that are a fixed point of LewisIterate(A, p, 1, ) , or equivalently that satisfy Definition 2.2.
Proof. This is just the Banach fixed point theorem applied to LewisIterate(A, p, 1, ) : whenever p < 4, |1 − 2/p| < 1, so the iteration is a contraction mapping and has a unique fixed point.
We can also show that after one step w is already polynomially close to w :
Proof. We first note that we may assume, without loss of generality, that
This is because both the definition of Lewis weights and the algorithms are invariant under replacing A with AR, with R any full-rank d by d matrix.
Then we claim that
We note that by the definition of leverage score and Lewis weight, b i 2 = w i . Now, consider any unit vector u. We have
On the other hand, we have
Furthermore, i w
Then the worst-case distortion would be if i w
n . In that case, the distortion is n |1−2/p| , as desired.
Finally, the w after one step are
These are then at most β p/2 n p/2|1−2/p| = β p/2 n |p/2−1| off from w i .
Combining this initial condition with the convergence result allows us to bound the total number of steps, giving a proof of Theorem 1.1.
Proof of Lemma 2.4. The total multiplicative contribution of the blowups from β is at most , each provides at most n θ/2 error, so the result is an n θ -approximation.
Optimization Perspective on Lewis Weights
Although simple and appealing, the iterative scheme described fails when p ≥ 4, since LewisIterate stops being a contraction (further, runtime approaches infinity as p → 4). To obtain Lewis weights for general p, we therefore need another approach. Here, we will give a characterization of Lewis weights based on the solution to an optimization problem.
This optimization problem is essentially derived from a standard proof of the existence of Lewis weights ( [Woj91] , III.B, 7). In fact, it is interesting to note that both of these algorithms correspond fairly directly to proofs of the existence and uniqueness of Lewis weights. The optimization argument given here is valid for all p, but only directly leads to an efficient algorithm for p ≥ 2 (this is unimportant, since the iterative scheme is extremely efficient when p < 2).
The optimization problem we will look at is, over symmetric matrices M ,
Note that when p ≥ 2, the region in question is convex: it is the intersection of the (convex) positive semidefinite cone and and ℓ p/2 -norm constraint on a vector of linear functions of M (the a a a T i M a a a i ). Maximizing the determinant is also equivalent to minimizing the convex function − log det M , so it is a convex optimization problem (we will give a specific algorithm using convex optimization tools to find approximate Lewis weights below, in Theorem 4.4.
Lemma 4.1. The optimization problem given above attains its maximum. Further, for any matrix Q reaching this maximum, the weights
satisfy the definition (Definition 2.2) of Lewis weights.
Proof. First, note that the region in question is compact. Since the function to be optimized is continuous, it must attain a maximum. Now, consider any matrix Q that attains the maximum. Then Q will saturate the i (a T i M a i ) p/2 constraint since otherwise it could just be scaled up, but will be positive definite (not on the boundary of the semidefinite cone) because otherwise it would have determinant 0. We may then say that Q is a local maximum of the determinant subject to the constraint that
Since all the functions in question are smooth, we may characterize such a local optimum by Lagrange multipliers. The gradient of the constraint (note that we are in the vector space of symmetric matrices, so this is a matrix) at Q can be seen to be
The gradient of the determinant, on the other hand, at Q, is det(Q)Q −1 . Lagrange multipliers then imply that at Q, Q −1 must be parallel to i (a a a T i Qa a a i ) p/2−1 a a a i a a a T i . The claim is that
then must satisfy the conditions for Lewis weights. To argue this, we note that for these w i ,
In other words, AW 1−2/p A is equal to CQ −1 for some scalar C. That implies that the w i could be defined as
Then some scaling of the w i satisfies
, so w is a multiple of Lewis weights. But since
w i defined this way must be precisely the Lewis weights.
Corollary 4.2. For all p, there exists an assignment of weights satisfying Definition 2.2. Furthermore, for p ≥ 2, this assignment is unique.
Proof. The existence statement just follows from taking any of the Q attaining the maximum. For p ≥ 2, the uniqueness follows from the fact that a strictly convex function (which − log det M is) attains a unique minimum on a convex set, and that applying the argument in reverse every set of weights satisfying Definition 2.2 is induced by such a Q.
Of course, as mentioned earlier, uniqueness for p < 2 follows from Corollary 3.4. It is worth noting that this optimization problem gives a simple, geometric characterization of the Lewis weights.
i (a a a T i M a a a i ) p/2 is proportional to the average value of Ax p p inside the ellipsoid x T M −1 x ≤ 1. Thus, the quadratic form induced by the Lewis weights corresponds to the ellipsoid of maximum volume with a limited p-moment of Ax p ; it is a "softer" version of a John ellipsoid, where the max (effectively the ∞-moment) of Ax p would be limited instead.
To use this algorithmically, we only assume an approximate solution. We can analyze such a solution using the following lemma:
Lemma 4.3. There exists a constant C such that for any 0 < ǫ ≤ 1, and positive semidefinite matrix
Proof. First note that Q must be a maximum of tr M Q −1 within the feasible region (otherwise, there would be a direction in which the determinant increases around Q, making it not a local maximum). But for any matrix M with tr M Q −1 ≤ d, if M Q −1 has any eigenvalues further than ǫ from 1, det(M −1 ) ≤ (1 − O(ǫ 2 )) det(Q −1 ). Therefore, an O(ǫ 2 )-approximate solution to the optimization problem implies an ǫ-approximation of Q and of the Lewis weights themselves.
The algorithmic guarantee is then: Theorem 4.4. There exists a function f (p, ǫ) and a constant C such that for any A, p ≥ 2, (1 + ǫ)-approximate Lewis weights (or the quadratic form Q) can be computed in time O(f (p, ǫ)n log(n) log log(n)d C ).
Note that the p < 2 case already follows from Lemma 2.4.
Proof.
Furthermore, (if D ≤ det Q) this set always contains Q, which satisfies Q n 1−2/p A T A by the argument from Lemma 3.5 (which nowhere assumes that p < 4) and is therefore contained in the ellipsoid (over matrices!)
If D is within a constant factor of det Q, then the entire intersection is contained in a constant multiple of that ellipsoid, and the volume ratio between it and the ellipsoid is at most n O(d 2 ) . Thus, for any such D, the ellipsoid algorithm can find an element in time d C log n iterations, each of which will take nd C time.
Finally, one may binary search (over an exponentially spaced set of possible D values) to find such a D within an appropriate constant factor 1 + O(ǫ 2 ) in log log n + log d iterations.
This is a polynomial-time algorithm, but not an input-sparsity one.
Properties of Lewis weights
Before describing our input-sparsity time algorithm arbitrary ℓ p , we need to state some properties of Lewis weights. Proofs of these properties are deferred to Appendix A. In order to describe stability, we need to define a generalization of the concept of Lewis weights: α-almost Lewis weights Definition 5.1. For a matrix A and norm ℓ p , an assignment of weights w is α-almost Lewis if a a a
The first property we investigate is stability. Recall that switching to ℓ 2 via Lewis weights gives a matrix B = W 1/2−1/p A, a reweighted version of A. One may then ask how B can change if the weights of the rows of A change (as by multiplying by constants near 1). We will give two equivalent definitions of stability, one in terms of α-almost Lewis weights and the other in terms of B:
Definition 5.2. For a value of p > 0, we will use the following two definitions of c-stability equivalently: 2. Any set of α-almost Lewis weights w for A satisfy
We start with stability results under multiplicative perturbations of rows. Our results are in two regimes: a constant factor one for p < 4 and a much weaker one for arbitrary p > 2.
Lemma
and in particular no row in A has its weight raised by more than d p/2−1 .
An Input-sparsity Time Algorithm for General ℓ p
This section gives an input-sparsity time algorithm for general ℓ p . In particular, we claim that Theorem 6.1. There exists an f (p) and a constant C such that given a matrix A, p ∈ [1, ∞), and θ < 1, there is an algorithm that computes n θ -approximate ℓ p Lewis weights for A in time
Just as with the previous algorithms, this can be combined with sampling by Lewis weights to obtain an actual approximation for the matrix.
The core of the algorithm is a fairly simple recursion of the same style as those in [CLM + 14]. For simplicity, we will write it in a form that assumes the extremely weak condition that log n = O(poly (d)), although even this mild constraint is unnecessary. The recursive reduction ensures that the algorithm from Theorem 4.4 only ever needs to run on roughly d p/2+1 -sized samples. We describe it as passing up a 2-approximation of the inverse quadratic form (A T W 1−2/p A) −1 . Its pseudocode is given in Figure 3 .
The guarantees of this algorithm can be stated as Lemma 6.2. With high probability, ApproxLewisForm(A, p, θ)
1. returns Q that's a 2-approximation of the true inverse quadratic form (A T W 1−2/p A) −1 , and 2. obtained Q by invoking Theorem 4.4 on a matrix whose expected row count is
1. If n ≤ d, obtain Q for A (by Theorem 4.4) and return Q immediately.
2. Uniformly sample n/2 rows of A, producing A.
4. Set u i to n θ/p -approximate values of a a a T i Qa a a i , computed using the Johnson-Lindenstrauss lemma. Proof of Lemma 6.2 Part 1. By Lemma 5.6, the quadratic form of A ′ is not bigger in any direction by more than d 1−2/p than that of A. Thus, the sampling probability (when less than 1) of row i is at least f (p)d log dw i . Now, define a set of weights w ′ in the sample as appropriate rescalings of the Lewis weights of the original rows they are derived from (i.e. a row deriving from original row i is assigned weight
Nonuniformly sample rows of A, taking expected
). These rows then satisfy a a a
Furthermore, by the ordinary (ℓ 2 ) matrix Chernoff bound, with high probability
This implies that
a a a
That is, the w ′ are (1 + C/ f (p)d)-almost Lewis weights for A ′ . Then by Lemma 5.4, the true Lewis weights for A ′ , w ′ are within a constant factor (of our choosing) of the w ′ (with a correct setting of f (p), which should be proportional to the square of the f (p) in Lemma 5.4). We finally see that is the sum of the Lewis weights of the rows of A, plus n/2 times the average weight of unincluded rows. But the random process picking a subset of n/2 rows and then a random unincluded row is the same as picking a random subset of n/2 + 1 rows and then a random "special" row from that subset. We thus want to consider picking a random subset of n/2 + 1 rows and then taking the Lewis weight of a random row within that subset. But since the Lewis weights for any matrix sum to at most d, the expected value of a random v p/2 i is at most This, combined with a final Johnson-Lindenstrauss stage, satisfies the requirements of Theorem 6.1.
It is worth noting that for p < 2, we may modify this analysis, replacing the use of Lemma 5.6 with Lemma 5.5; for p < 4, we may replace Lemma 5.4 with Lemma 5.3. Using these, we can, for instance, for p < 2, run the algorithm with no d p/2 factor multiplying the weights, so that the samples A are size O(d log d). We may further use the iterative scheme from Lemma 2.4 (here, you can just compute leverage scores directly and exactly) instead of Theorem 4.4. This can give an alternative input-sparsity time algorithm with a polynomial dependence d ω up to polylog factors and tradeoffs with θ, which can have better tradeoffs between the input-sparsity term and polynomial term than directly running 2.4 with a fast leverage score approximation algorithm.
ℓ p Matrix Concentration Bounds
In this section we sketch proofs of the various matrix concentration bounds that we utilize in our algorithms.
We get the core results from several earlier papers on ℓ p approximation bounds. To understand how these papers match our use of them, one should realize that they are written in the language of approximate isomorphisms between Banach spaces. Effectively, they attempt to embed the column span of our matrix A as a subspace of L p .
Theorem 7.1. Given an n by d matrix A with ℓ p Lewis weights w , for any set of sampling
if we generate a matrix S with N rows, each chosen independently as the ith standard basis vector, times
, with probability p i N , then with probability at least 1 − δ we have
Valid asymptotic bounds on df (d, N, p, ǫ, δ) (i.e. the resulting row count, since Lewis weights sum to d; here, the resulting row count itself is plugged in as N ) are given in the table below:
The last entry was proved directly in [BLM89] . For the others (the p < 2 cases), these statements (that this sampling procedure is valid) are not proved directly. Rather, they look at the case where the Lewis weights are uniformly small, examining a random process choosing σ i independent Rademacher variables (i.e. independently ±1 with probability
It is worth noting that this is equivalent to taking the error of of sampling about half the rows by unbiased coin flips. We may, specifically, get the following statements from the existing results.
The following was shown in [Tal90] Lemma 7.2 ([ Tal90] ). There exists a constant C such that if every row of A has Lewis weight at most C ǫ 2 log d , we have
Proof. This is implicit in [Tal90] . First, the proof of Proposition 1 in that paper includes a proof that this quantity is dominated by a constant times
where the g i are independent standard Gaussian variables. Note that this differs in two ways: the Rademacher variables are replaced with Gaussians, and the inner absolute values have been removed (so that it is now just the max of a linear function). The first step is done via the comparison lemma for Radamacher processes, which we state formally at the start of Section 8. The second step is by the contraction principle, which in turn relies on the convexity of the quantity being bounded. This latter quantity is then bounded, under this assumption of bounded Lewis weights, in the proof of Proposition 2. The probability measure ν, as defined on the bottom of page 366 corresponds to the probability distribution of rows proportional to their Lewis weights. It is then split into atoms with small Lewis weights, and shows that randomly sampling a subset of these atoms gives the bound above. Our setup in Lemma 7.2 is equivalent to this situation after splitting. This means our result follows from the same proof as on page 367. This leads to a result as stated in Proposition 2 with
The following was shown in [Tal95] Lemma 7.3 ([ Tal95] ). For any p < 2, there exists a constant C such that if every row of A has Lewis weight at most C ǫ 2 log(n)(log(log n/ǫ)) 2 , we have
Proof. This was proven in Proposition 2.3 in [Tal95] . It gives a bound of the form
where ΛF was defined in Proposition 2.2 as
Here λ i is w i /d where w i are the Lewis weights as defined in this paper, and x(i) has been normalized (divided by λ 1/p i ). Talagrand's n is our d and Talagrand's M is our n. However, Talagrand's proof is only using the n M as an upper bound on the Lewis weights; thus, we can get our claim. With a Lewis weight (by our definition) upper bound of U , expressions such as n log M M can be replaced with √ U log M , and
[Tal95] conjectures, immediately after its core claim Theorem 1.1, that the extra log log n factors are unnecessary for this result (it describes them as "truly parasitic"). It also points out the difficulty of adapting its approach to remove them.
We will give a general (for p ≤ 2) reduction, Lemma 7.4, of these moment bounds to moment bounds on the error of our described sampling procedure. Now we may give the general reduction. We describe a version with an extra restriction that the required Lewis weight bound is larger than O(1/d); this is not actually necessary (and we will sketch how to avoid this).
Lemma 7.4. There exist constants C 1 , C 2 such that for any p < 2, if a uniform bound of
then sampling as described in Theorem 7.1 with
and in particular, S Ax p ≈ 1+ǫ Ax p with probability at least 1 − δ.
This is proved in Appendix B.
The following was shown in [BLM89] Lemma 7.5 ([BLM89]). For any p > 2, there exists a constant C such that if if we sample O(d p/2 log d log(1/ǫ)/ǫ 5 ) rows with probability proportional to Lewis weights to give A ′ , we have
with high probability.
Proof. This is implicitly shown in the proof of Theorem 7.3 in [BLM89] . In particular, line 7.27 is giving sufficient conditions for a Bernstein inequality, applied to random samples, to imply approximation. These samples are chosen according to the probability measure ν used in the paper, which is proportional to the Lewis weights. We are only assuming the weights are lower bounds for the sampling probabilities, but increasing the probabilities further can only improve the condition of 7.27.
There are several additional proofs of results similar to those we refer to here, including in Chapter 15 of [LT91] and in [GR07] .
An Elementary Proof of ℓ 1 Matrix Concentration Bound
In this section, we give an elementary proof of the concentration bound described in Theorem 2.3. Theorem 2.3 (ℓ 1 Matrix Concentration Bound). There is an absolute constant C s such that given a matrix A with ℓ 1 Lewis weights w , for any set of sampling values p i , i p i = N ,
, with probability By Lemma 7.4, it suffices to prove that there exists a C r such that if every Lewis weight is at most C r ǫ 2 / log(n/δ), there exists an l such that
where the σ i are independent Rademacher variables. We begin by invoking the comparison theorem for Radamacher processes, as stated in Proposition 1 of [LT89] .
Lemma 8.1. For any positive, monotonic function f we have:
It remains to bound this new random process (with the absolute values removed). Here note that duality of norms gives that max
Proof. Consider the expression max
Direct algebraic manipulation gives that it is equivalent to = max
with σ representing a vector of all the σ i .
Π is a projection matrix to the column space of A, and in particular ΠA = A (this can be shown simply by multiplying it out and cancelling A T W −1 A with its inverse). Note that Π is specifically the orthogonal projection to this subspace with respect to the w −1 -weighted inner product: the natural inner product induced by the Lewis weights.
Thus we have ΠAx = Ax , so the quantity is equal to
This is upper bounded by max
as any Ax can be plugged in as y . But by duality of norms, as mentioned above, that quantity is at most
The l th power of this max is at most the sum of the l th powers of the entries. This gives   max i j
To bound these terms, we will use the Khintchine inequality and the definition of Lewis weights.
Lemma 8.3 (Khintchine). Let σ i be independent Radamacher random variables. Let 1 ≤ l < ∞ and let x i ∈ R. Then there exists an absolute constant C such that
Lemma 8.4. There exists an absolute constant C such that, for any A having all Lewis weights bounded by U , and l ≥ 1
Proof. We apply Khintchine's inequality to the terms E σ j σ j w
which gives an upper bound for each term of   Cl
. Now, we apply our Lewis weight upper bound to show that
We may then rewrite that expression as
Only the middle, a a a j w −1 j a a a j depends on j, so the whole sum is
Since j a a a j w
a a a i = U w −2 w 2 or just U . Note that the last equation used the definition of Lewis weights. Thus, for all i,
Combining this with Lemma 8.1 and Lemma 8.2 gives the desired bound.
We can now prove the main theorem.
Proof of Theorem 2.3. First, we show that there exists an absolute constant C such that with any A having each Lewis weight bounded by
Crǫ 2 log(2n/δ) , there exists an l such that,
To obtain this, we simply plug l = log(2n/δ) and U = 1 Ce 2 ǫ 2 / log(2n/δ) into Lemma 8.4, giving (ClU ) 1/2 = ǫ e , and (ClU ) l/2 = ǫ l δ 2n . Plugging this into Lemma 7.4 and applying Markov's inequality gives Theorem 2.3.
We remark that Talagrand used a slightly different method to go from bounds for this Rademacher process to the existence of good subspace approximations. Essentially, he pointed out that this process shows that A with large n are well-approximated by ones with about giving 2. This argument works in reverse as well (interpreting the Lewis weights for any A ′ as scaled approximate Lewis weights for A), so c-stability is equivalent to the statement that α-almost Lewis weights are always within α c of the true Lewis weights. Note that this implies that (1 + O(1/c))-almost Lewis weights are within O(1) of the true Lewis weights. Now, we prove all the results from Section 5.
Proof of Lemma 5.3. Here, we prove the α-almost weight notion of stability, part 1 of Definition 5.2. First, note that for α-almost Lewis weights w ,
In other words, the first step can only change the weights by a power of p/2. But then since LewisIterate is a contraction mapping by |p/2 − 1|, the t th step after this, when iterating, can change by only α p/2|p/2−1| t . The iteration will converge to w , while changing by a total of at most α
Proof of Lemma 5.4. Here, we will find it more convenient to use the definition of stability in terms of a reweighted matrix, part 2 of Definition 5.2. We bound the stability by bounding it infinitesimally. We let r i and s i be factors that can be multiplied by the weights of the row, constrained so that S A, when multiplied by W 1/2−1/p for its Lewis weights W , gives RA. We will bound the derivative of r with respect to s. For any direction vector ∆(s), let the derivative in that direction by ∆(r ). Then the stability claim is that the max of
is at most c times the max of
. It is not apparent how to bound this directly. However, note that saying that the derivative of r with respect to s in the direction of ∆(s) equals ∆(r ) is equivalent to saying that the derivative of s with respect to r in the direction of ∆(r ) equals ∆(s). Thus, what we want is to show that that the ratio can't decrease too much when differentiating with respect to r .
For convenience, we will assume that A T R 2 A = I (by a change of basis) and a a a i 2 = 1 (by rescaling the rows of A simultaneously with R).
The s in terms of the r are
The initial s i are just r 2/p i . Then given that a a a i 2 = 1 and A T A = I , the partial derivative of s i with respect to r j is r 2/p−1 i
We may define the symmetric matrix M i,j = ((1 − 2/p)r i r j (a a a T i a a a j ) 2 + 2/pδ i,j ). Then the partial derivatives gives us
The matrix of r i r j r j (a a a T i a a a j ) 2 is positive semidefinite-we can write it as C T C , where the rows of C are scaled tensor squared rows of A: c i = r i (a a a i ⊗ a a a i ). Thus, M 2/pI , or equivalently, all eigenvalues of M are at least
In other words,
The elements of
Proof of Lemma 5.5. Assume p < 2 (the case for p = 2 follows from the fact that ℓ 2 Lewis weights are just leverage scores). Let r be the maximum ratio (over i) of w ′ i to w i , which occurs at some row i * . We want to show than r ≤ 1; we will suppose that r > 1 and obtain a contradiction.
Now For convenience, define P = A ′T W ′1−2/p A ′ , and let u be an eigenvector of P of minimum eigenvalue, normalized so that u 2 = 1. Let λ be the eigenvalue of u, u T P u. Then one may see by looking at an orthogonal eigenbasis that
We further define normalized rows v i = w λ −1 uu T this further gives
What we have done is provide a lower bound for the quadratic form P given that it has a smallThis is a sum of two (non-independent) copies of the same process: Now, we may consider the expected value of this with the rows taken (i k ) fixed, varying the σ k .
First, we apply Lemma B.1, getting such an A ′ with C 1 d 2 rows. Now, we consider that adding an additional σ i |(a a a ′ ) T i x | p term can only increase the energy. We define A ′′ as S A with the rows of A appended. The expected value is then at most
Lemma 5.5 implies that the Lewis weight of each row of A ′′ from A ′ is at most (1 + C + F ) l ≤ 2 l−1 ((1 + C) l + F l ). By definition, the expected value of F l under a random choice of S is precisely M , the moment we are trying to bound. We thus have M ≤ 2 2l−1 ((1 + C) l + M )ǫ l δ M ≤ 2 2l−1 (1 + C) l ǫ l δ 1 − 2 2l−1 ǫ l δ .
Then for some ǫ = O(1), the denominator is at least 1 2 , and M ≤ ((4 + 4C)ǫ) l δ. Thus for sufficiently small ǫ, obtaining the result for the random sign process with ǫ 4+4C gives what is needed.
