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Abstract
The three- spin chain with Heisenberg XY- interaction is simulated in a three- qubit nuclear
magnetic resonance (NMR) quantum computer. The evolution caused by the XY- interaction
is decomposed into a series of single- spin rotations and the J- coupling evolutions between the
neighboring spins. The perfect state transfer (PST) algorithm proposed by M. Christandl et al
[Phys. Rev. Lett, 92, 187902(2004)] is realized in the XY- chain.
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I. INTRODUCTION
In 1982, R. P. Feynman proposed the idea of quantum computer, and pointed out that
a quantum computer can simulate physics more efficiently than its classical counterpart [1].
The information carriers for quantum computation are qubits. Unlike a classical bit, a qubit
can lie in a superposition of two states, according to the quantum mechanical principle of
superposition. Essentially, the superpositions of quantum states lead to the advantages of
the quantum computers over the classical computers. The quantum gates and quantum
networks proposed by D. Deutsch provide a convenient method for people to think about
how to build a quantum computer in a similar way to build a classical computer [2, 3]. His
work can be thought as a milestone in the history of quantum computer[4]. The current
quantum network theory has shown that it is possible to construct an arbitrary n-qubit
quantum gate by using only a finite set of single- qubit gates and two- qubit gates [5, 6], so
that these basic quantum gates are universal for quantum computation [7, 8, 9]. The prime
factorization algorithm proposed by P. W. Shor [10] and the quantum search algorithm
proposed by L. K. Grover [11] show the potential advantages of the quantum computers and
accelerate the development of quantum computation.
There are several physical systems that can implement quantum computation. They
are liquid nuclear magnetic resonance (NMR) [12], quantum dots [13, 14], solid NMR [15,
16, 17], electron spins [18], trapped ions [19, 20], superconduction qubits [21, 22], and
cavity QED systems [23, 24, 25, 26]. Because of its technologic maturation and convenience
in manipulation, liquid NMR has been an important experimental method to implement
quantum algorithm, error-correcting code, and simulate quantum systems [27, 28, 29, 30,
31, 32, 33, 34, 35, 36, 37, 38, 39].
In the above systems, the interactions between qubits, at least between the neighboring
qubits, are necessary for quantum computation. The Heisenberg interaction naturally exists
in the various spin systems. In the liquid NMR system, the Heisenberg interaction exists
in form of Ising interaction [40]. In the other systems, the Heisenberg interaction takes
more various forms. D. P. DiVincenzo et al pointed out that the Heisenberg interaction
alone can be universal for quantum computation, if the coded qubit states are introduce
[41, 42, 43]. This result is exciting, because the single- spin operations, which usually cause
additional difficulties in manipulations in some systems, can be avoided. The perfect state
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transfer (PST) algorithm proposed by M. Christandl et al satisfies such a condition that
no single-spin operations are needed [44]. The algorithm can transfer an arbitrary quantum
state between the two ends of a spin chain or a more complex spin network in a fixed period
time only using the XY- interaction. If the state is transferred in a more than three spin
chain, the coded qubits are needed, so that the chain is extended to a network. Compared
with the state transfer based on SWAP operations, where single-spin operations are used to
switch on or off the couplings between spins [45], the PST algorithm is easy to implement
in some solid systems.
The Heisenberg interaction is expected to play an important role in building large- scale
quantum computers, and it has become an interesting topic in the field of quantum informa-
tion. M. C. Arnesen et al’ work indicated that the quantum entanglement phase transition
occurs in the one dimension Heisenberg model [46]. L. Zhou et al pointed out that the
thermal entanglement can be enhanced in an anisotropic Heisenberg XYZ chain[47]. J. P.
Keating et al separated a quantum spin chain into two parts, and computed the entropy
of entanglement between them [48]. M. Mohseni et al proposed a fault-tolerant quantum
computation using Heisenberg interactions [49]. The other issues related to the Heisenberg
model, such as the Heisenberg chain with the next-nearest-neighbor interaction, are also
discussed [50, 51, 52, 53]. In experiment, the quantum entanglement phase transition in a
two- spin Ising- chain was demonstrated in an NMR quantum computer [37].
Quantum simulation has been an interesting topic since the quantum computer is born[1,
30, 31]. Liquid NMR has displayed its powerful ability to simulate quantum systems, and
various of quantum systems have been successfully simulated in NMR quantum computers
[32, 37, 38, 39]. In this paper, we simulate a three- spin XY- chain with the Heisenberg
interaction and realize the perfect state transfer(PST) algorithm [44] using a liquid NMR
quantum computer.
II. SIMULATING THE THREE- SPIN XY- CHAIN USING LIQUID NMR
The Hamiltonian for a three spin XY- chain with the neighboring Heisenberg interaction
is
HXY =
1
2
J(σ1xσ
2
x + σ
1
yσ
2
y + σ
2
xσ
3
x + σ
2
yσ
3
y), (1)
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where σjx/y(j = 1, 2, 3) are the Pauli matrices for the angular momentum of the spins, and
J is the coupling constant between two spins. For convenience in expression, h¯ has been set
to 1. The evolution caused by HXY can be expressed as
U(t) = e−iHXY t, (2)
where t is the evolution time. In order to represent U(t) as a liquid NMR version, we
introduce two commutable operators A = (σ1xσ
2
x + σ
2
yσ
3
y)/2, and B = (σ
1
yσ
2
y + σ
2
xσ
3
x)/2. U(t)
can be rewrite as U(t) = UA(t)UB(t), where
UA(t) = e
−iJtA ≡ e−iJt(σ1xσ2x+σ2yσ3y)/2, (3)
UB(t) = e
−iJtB ≡ e−iJt(σ1yσ2y+σ2xσ3x)/2. (4)
We define three operators LAx ≡ σ1xσ2x/2, LAy ≡ σ2yσ3y/2, and LAz ≡ σ1xσ2zσ3y/2. These three
operators can be viewed as the three components of the angular momentum vector denoted
by LA, because they satisfy the commuting conditions [LAx , L
A
y ] = iL
A
z , [L
A
y , L
A
z ] = iL
A
x , and
[LAz , L
A
x ] = iL
A
y . Eq. (3) can be rewritten as
UA(t) = e
−iJt(LAx+LBx ) = e−i(
√
2Jt)LA·n, (5)
where the vector n = (1/
√
2, 1/
√
2, 0), and it denotes the direction of the rotation axis for
UA(t). The separate angles between n and x, y, z axes are pi/4, pi/4, and pi/2, respectively.
Using the theories of angular momentum, we obtain
UA(t) = e
−ipi
4
LAz e−i
√
2JtLAx ei
pi
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8
σ1xσ
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2
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3
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In a similar way, through defining LBx ≡ σ2xσ3x/2, LBy ≡ σ1yσ2y/2, and LBz ≡ σ1yσ2zσ3x/2 as
the three components of the angular momentum vector denoted as LB, we obtain
UB(t) = e
−ipi
4
LBz e−i
√
2JtLBx ei
pi
4
LBz
4
= e−i
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8
σ1yσ
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xe
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Jt√
2
)(σ1yσ
2
y + σ
2
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3
x). (7)
One can prove the last equations in Eqs.(6) and (7) directly through Eqs. (3) and (4) using
((σ1xσ
2
x + σ
2
yσ
3
y)/
√
2)2 = 1, and ((σ1yσ
2
y + σ
2
xσ
3
x)/
√
2)2 = 1. Combining Eqs. (6) and (7), we
obtain
U(t) = e−i
pi
8
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2
zσ
3
ye
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2
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2
xei
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8
σ1xσ
2
zσ
3
ye−i
pi
8
σ1yσ
2
zσ
3
xe
−i( Jt√
2
)σ2xσ
3
xei
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8
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x . (8)
Each of the six factors in Eq. (8) can be realized using liquid NMR. Consequently the three-
spin XY- chain can be simulated in a three- spin liquid NMR system.
III. IMPLEMENTING THE PERFECT STATE TRANSFER ALGORITHM IN
THE XY- CHAIN
The PST algorithm was proposed by M. Christandl et al [44], and it can be implemented
in the XY chain. The algorithm can transfer an arbitrary quantum state between the two
ends of the chain in a fixed period time, only using the XY- interaction. Unlike the state
transfer based on SWAP operations [45], the PST algorithm do not require single- spin
operations. Hence the algorithm is more feasible to realize in some systems, such as the
electron-spin-resonance system, where the single- spin operations cause many experimental
difficulties [18].
Letting ϕ ≡ Jt/√2, Eq. (8) is represented as the matrix
U(t) =


1 0 0 0 0 0 0 0
0 cos2 ϕ − i√
2
sin(2ϕ) 0 − sin2 ϕ 0 0 0
0 − i√
2
sin(2ϕ) cos(2ϕ) 0 − i√
2
sin(2ϕ) 0 0 0
0 0 0 cos2 ϕ 0 − i√
2
sin(2ϕ) − sin2 ϕ 0
0 − sin2 ϕ − i√
2
sin(2ϕ) 0 cos2 ϕ 0 0 0
0 0 0 − i√
2
sin(2ϕ) 0 cos(2ϕ) − i√
2
sin(2ϕ) 0
0 0 0 − sin2 ϕ 0 − i√
2
sin(2ϕ) cos2 ϕ 0
0 0 0 0 0 0 0 1


.
(9)
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The order of the basis states is |000〉, |001〉, |010〉, |011〉, |100〉, |101〉, |110〉, |111〉, where |0〉
and |1〉 denote the spin up and down states, respectively. When t = pi√
2J
, one obtains
U(
pi√
2J
) =


1 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 0 0 0 −1 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 1


. (10)
Obviously, U |000〉 = |000〉, U |001〉 = −|100〉, U |010〉 = −|010〉, U |011〉 = −|110〉, U |100〉 =
−|001〉, U |101〉 = −|101〉, U |110〉 = −|011〉, and U |111〉 = |111〉. We use |ψ〉in = (α|0〉 +
β|1〉)|00〉 as the input state by setting spin 1 into state (α|0〉 + β|1〉), where α, β are two
arbitrary complex numbers. U( pi√
2J
) transforms |ψ〉in to |00〉(α|0〉 − β|1〉), where spin 3
lies in state (α|0〉 − β|1〉), and the perfect state transfer is completed. Obviously, a simple
operation σz can transform (α|0〉 − β|1〉) to (α|0〉+ β|1〉), and therefore |ψ〉in is transferred
from spin 1 to spin 3.
The implementation of PST algorithm in two- or three- spin chain does not require the
coded qubits. However in more than three-spin chain, the coded qubits are needed to design
so as to extend the chain to a more complex network. The details can been found in [44].
IV. REALIZATION IN A THREE- NMR QUANTUM COMPUTER
The experiment uses a sample of Carbon-13 labelled trichloroethylene (TCE) dissolved in
d-chloroform. Data are taken with a Bruker DRX 500 MHz spectrometer. The temperature
is controlled at 22◦C. 1H is denoted as qubit 2, the 13C directly connecting to 1H is denoted
as qubit 1, and the other 13C is denoted as qubit 3. The three qubits are denoted as C1, H2
and C3. The Hamiltonian of the three-qubit system is [55]
HNMR = −piν1σ1z − piν2σ2z − piν3σ3z +
1
2
piJ12σ
1
zσ
2
z +
1
2
piJ23σ
2
zσ
3
z +
1
2
piJ13σ
1
zσ
3
z , (11)
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where ν1, ν2, ν3 are the resonance frequencies of C1, H2 and C3, and ν3 = ν1+904.4Hz. The
coupling constants are measured to be J12 = 200.9 Hz, J23 = 9.16 Hz, and J13 = 103.1Hz.
The coupled-spin evolution between two spins is denoted as
[τjl] = e
−i 1
2
piJjlτσ
j
zσ
l
z , (12)
where l = 1, 2, 3, and j 6= l. [τjl] can be realized by averaging the coupling constants other
than Jjl to zero[57].
The three- body and two- body interactions in Eq. (8) can be expressed as [56]
e−i
pi
8
σ1xσ
2
zσ
3
y = e−i
pi
4
σ1yei
pi
4
σ3xe−i
pi
8
σ1zσ
2
zσ
3
zei
pi
4
σ1ye−i
pi
4
σ3x , (13)
ei
pi
8
σ1xσ
2
zσ
3
y = e−i
pi
4
σ1yei
pi
4
σ3xei
pi
8
σ1zσ
2
zσ
3
zei
pi
4
σ1ye−i
pi
4
σ3x , (14)
e−i
pi
8
σ1yσ
2
zσ
3
x = ei
pi
4
σ1xe−i
pi
4
σ3ye−i
pi
8
σ1zσ
2
zσ
3
ze−i
pi
4
σ1xei
pi
4
σ3y , (15)
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pi
8
σ1yσ
2
zσ
3
x = ei
pi
4
σ1xe−i
pi
4
σ3yei
pi
8
σ1zσ
2
zσ
3
ze−i
pi
4
σ1xei
pi
4
σ3y , (16)
e−iϕσ
1
xσ
2
x = e−i
pi
4
σ1ye−i
pi
4
σ2ye−iϕσ
1
zσ
2
zei
pi
4
σ1yei
pi
4
σ2y , (17)
e−iϕσ
2
xσ
3
x = e−i
pi
4
σ2ye−i
pi
4
σ3ye−iϕσ
2
zσ
3
zei
pi
4
σ2yei
pi
4
σ3y . (18)
Through substituting Eqs. (13-18) into Eq. (8), and after simplification, one obtains
U(t) = e−i
pi
4
σ1yei
pi
4
σ3xe−i
pi
8
σ1zσ
2
zσ
3
ze−i
pi
4
σ2ye−iϕσ
1
zσ
2
zei
pi
4
σ2yei
pi
8
σ1zσ
2
zσ
3
zei
pi
4
(σ1x+σ
3
x)e−i
pi
4
σ3y
×eipi2 (σ1z+σ3z)e−ipi4 σ1ze−ipi8 σ1zσ2zσ3ze−ipi4 σ2ye−iϕσ2zσ3zeipi4 σ2yeipi8 σ1zσ2zσ3ze−ipi4 σ1xeipi4 σ3y . (19)
In Eq. (19), ei
pi
4
σ2y is realized by a pi/2 radio frequency (rf) pulse exciting H2 along y-axis.
Such a pulse is denoted by [pi/2]2y. The operation e
ipi
4
(σ1x+σ
3
x) is realized by a nonselective
pulse [pi/2]1,3x , exciting C1 and C3 simultaneously. The widths of [pi/2]
2
y and [pi/2]
1,3
x are so
short that they can be ignored. ei
pi
2
(σ1z+σ
3
z) is realized by a pulse sequence
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[pi]1,3x − [pi]1,3y , (20)
where the time order is from left to right. The operation selective for C1 or C3 can be
realized by the established pulse sequence [35, 57, 58, 59]. For example, ei
pi
4
σ1x is realized by
[
pi
2
]1x = [
pi
2
]1,3y − ei
pi
4
σ1z − [−pi
2
]1,3y . (21)
According to C. H. Tseng et al’s work [60], e−i
pi
8
σ1zσ
2
zσ
3
z is realized by
[−pi
2
]2x − [−pi]2y − [
9
2J12
]− [pi
2
]2y − [
1
4J23
]− [pi
2
]2y − [
9
2J12
]− [pi
2
]2x, (22)
and ei
pi
8
σ1zσ
2
zσ
3
z is realized by
[−pi
2
]2x − [−pi]2y − [
7
2J12
]− [pi
2
]2y − [
1
4J23
]− [pi
2
]2y − [
7
2J12
]− [pi
2
]2x. (23)
The case of only one proton in the sample makes the three- body interactions realize much
easy. One should note that the direct coupling between C1 and C3 is not used.
We choose the state
ρiniA = σ
1
y (24)
as the initial state to simulate the XY- chain in the three-spin system. The pulse sequence
[
pi
2
]2y − [
pi
2
]3y − [grad]z − [
pi
2
]1x (25)
transforms the system from the equilibrium
ρeq = γC(I
1
z + I
3
z ) + γHI
2
z , (26)
to ρiniA [60], where γC and γH denote the gyromagnetic ratios of
13C and 1H, and [grad]z
denotes a gradient pulse along z- axis. The irrelative overall factors have been ignored.
Using [UB, ρiniA] = 0, we obtain ρA(t) = U(t)ρiniAU
†(t) = UA(t)ρiniAU
†
A(t). In experiments,
we replace U(t) by UA(t), in order to simplify experimental procedure, and obtain
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ρA(t) = σ
1
y cos
2 ϕ+ σ1zσ
2
x
1√
2
sin(2ϕ)− σ1zσ2zσ3y sin2 ϕ. (27)
When t = pi√
2J
, one obtains ρA(
pi√
2J
) = −σ1zσ2zσ3y , which means that the state σy has been
transferred from C1 to C3. Similarly, if the initial state is chosen as
ρiniB = σ
1
x, (28)
we obtain
ρB(t) = U(t)ρiniBU
†(t) = UB(t)ρiniBU
†
B(t)
= σ1x cos
2 ϕ+ σ1zσ
2
y
1√
2
sin(2ϕ)− σ1zσ2zσ3x sin2 ϕ. (29)
Obviously, ρB(
pi√
2J
) = −σ1zσ2zσ3x, which means that σx has been transferred from C1 to C3.
We represent the results of the implementation by NMR spectra. When ϕ changes, the
amplitudes of C1 and C3 change as cos2 ϕ and sin2 ϕ, respectively. When the initial state
is chosen as ρiniA, the experimental results are shown as Fig. 1. The data for C1 are
marked by ”+”, and are fitted as A1 cos
2 ϕ; the data for C3 are marked by ” * ”, and are
fitted as A3 sin
2 ϕ. The two constants A1 = 6.20 and A3 = 5.65, with arbitrary units. The
experimental results, barring two data for C1, show a good agreement with the theoretical
expectations. Figs. 2 show the spectra when the state transfers occur. When ϕ = 0,
ϕ = pi/2, ϕ = pi, ϕ = 3pi/2, and ϕ = 2pi, the system lies in σ1y (the initial state), −σ1zσ2zσ3y ,
σ1y , −σ1zσ2zσ3y , and σ1y , shown as Figs. 2(a-e), respectively. The experimental results, barring
the signals of C1 in Figs. 2(b) and (d) of which amplitudes are shown in Fig.1, agree with
the theoretical expectation quite well. Theoretically, the signals of C1 in Figs. 2(b) and (d)
should not appear. The time duration for implementing UA is about 200ms, which is in the
same order with the decoherence time. Hence the decoherence time limit results in main
errors. Moreover, the imperfection of the pulses and the inhomogeneity in the magnetic field
also cause errors. The similar results can be obtained when the initial state is chosen as
ρiniB. Figs. 3 show the implementation of the perfect state transfer when the initial state
is ρiniB. When ϕ = 0 and ϕ = pi/2, the system lies in σ
1
x (the initial state) and −σ1zσ2zσ3x,
shown as Figs. 3(a-b), respectively.
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V. CONCLUSION
We have simulated the three- spin XY chain using liquid NMR. Through defining proper
operators, we use the theories of angular momentum to decompose the evolution caused by
XY- coupling into a series of factors that can be realized by rf pulses and J- couplings. Such
an analogue can be helpful for solving the general problems on the Heisenberg chain. As
an example for the application of the XY- chain in quantum computation, the perfect state
transfer algorithm is realized in the chain.
The evolution caused by XY- couplings can be represented by single- spin operations and
the J- couplings, although there are no real XY- couplings in liquid NMR. In the sample used
in our experiments, the coupling constants are not equal to each other. However we simulate
the equal couplings in the XY- chain through choosing the proper evolution time. For the
PST in more than three spin networks, the coupling strengths are needed to be designed
in a proper manner [44]. Our work has shown that such couplings are easy to simulate in
NMR. All these facts represent the powerful function of the liquid NMR in implementing
quantum computation.
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FIG. 1: The graph of the amplitudes of C1 and C3 vs. ϕ = Jt/
√
2. The amplitudes have arbitrary
units. The data for C1 are marked by ”+”, and are fitted as A1 cos
2 ϕ; the data for C3 are marked
by ” * ”, and are fitted as A3 sin
2 ϕ, where A1 = 6.20 and A3 = 5.65.
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FIG. 2: The NMR spectra for the implementation of the perfect state transfer when the initial
state is σ1y . When ϕ = 0, ϕ = pi/2, ϕ = pi, ϕ = 3pi/2, and ϕ = 2pi, the system lies in σ
1
y (the initial
state), −σ1zσ2zσ3y, σ1y, −σ1zσ2zσ3y , and σ1y , shown as Figs. (a-e), respectively. Fig. (a) is the reference
spectrum used to calibrate the phases of the signals in Figs. (b-e).
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FIG. 3: The NMR spectra for the implementation of the perfect state transfer when the initial
state is σ1x. When ϕ = 0 and ϕ = pi/2, the system lies in σ
1
x (the initial state) and −σ1zσ2zσ3x shown
as Figs. (a-b), respectively. Fig. (a) is the reference spectrum. There is a pi/2 phase difference
between the signals in Fig. (a) and Fig. 2(a).
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