Superior to state-of-the-art approaches which compete performances of table recognition on 67 annotated government documents released by ICDAR 2013 Table Competition , this paper contributes a novel paradigm for table region detection on large-scale unlabeled PDF files. We integrate the paradigm into our latest developed system (PdfExtra) to detect the region of tables by means of 9,466 academic articles from the entire repository of ACL Anthology, where all papers are archived by PDF format without annotation. The paradigm first adopts heuristics to automatically construct weakly labeled data, then feeds diverse evidences, such as font-styles, layouts and even linguistic features extracted by Apache PDFBox and processed by OpenNLP Toolkit, into different canonical classifiers (Logistic Regression, Support Vector Machine and Naive Bayes), and finally uses these models to vote on the boundary of tables. Experimental results show that PdfExtra performs a great leap forward, compared with the state-of-the-arts. Moreover, we discuss the factors of features, learning models and even domains that may impact the performance. Extensive evaluations demonstrate that our paradigm is compatible enough to leverage various features and learning models for cross-domain table region detection.
Introduction
Tables are widely adopted in web pages, academic articles, online manuals, etc. They present information in a more structural and condensed way, compared with plain texts. Computer scientists who conduct research on information extraction are in favor of engaging in tables that occur in electronic documents, as they are the natural source to feed and populate databases.
Some formats of the electronic documents are machinereadable, such as HTML, XML and even TEX. These formats derive from SGML (Standard Generalized Markup Language) and inherit the basic principle that pins a pair of specific tags to mark a snatch of text. For example, .html files use table as the start and /table as the end, to indicate the region of a table. Programs can easily recognize the region according to the tags, and process the text we expect to extract with the pre-defined action. So far, they have already helped us collect 147 million relational tables 1 from the Web.
However, it is tedious for us to read the markup language. Human beings focus more on the contents and are sensitive to the layouts of documents. Therefore, the Portable Document Format (PDF) was designed as the successor of the PostScript page description language, which is a file format used to represent a document independent of the platform it displays, and to preserve the layouts both on screen and in print. These features draw much attention from the online publishing and so far many academic papers and manuals have been stored in PDF format.
Unfortunately, we meet Waterloo when detecting the region of tables within PDF files, due to the lack of structural information. To the best of our knowledge, the latest offthe-shelf software, PDFBox 2 , could only provide the coordinates (x, y) and the font style of each character in a PDF document. Therefore, different approaches have been proposed in recent decades for table region detection on PDF files, but either of them simply design heuristic rules based on pre-defined layouts, or adopt supervised learning techniques fed by few annotated corpora within restricted domains. For instance, ICDAR 2013 set up a competition on table detection and structure recognition within 67 annotated government documents. Each document is accompanied by a XML file to indicate the location of tables.
When we further apply these methods on some free access digital archives of research papers, the variety of layouts and explosive amount of unannotated data expose the urgent demand on unsupervised or semi-supervised approaches that do not have to spend much labor on annotation, but can leverage large-scale unlabeled PDF files. To the best of our knowledge, Klampfl et al. (Klampfl, Jack, and Kern 2014) have recently proposed unsupervised table recognition methods on digital scientific articles. However, their research was purely based on heuristic rules and evaluated on 109 files in total. We believe that it is not flexible enough to handle more academic articles with variable layouts.
Therefore, we firstly attempt to challenge the issue of table region detection on large-scale PDF files in this paper, especially without the help of labeled data. The new paradigm we design combines the advantages of heuristics and supervised learning models. It leverages heuristic rules to automatically construct weakly labeled datasets for training, and adopts multiple canonical classifiers, such as Logistic Regression, Support Vector Machine and Naive Bayes, to collaboratively predict the boundary of tables within PDF documents. Moreover, we integrate the paradigm as the preprocessing phase of our newly developed system (PdfExtra) to automatically extract tables by means of the entire repository of ACL Anthology (9,466 files) without labeling, and experimental results show that it performs a great leap forward, compared with the state-of-the-arts. Besides the ACL Anthology dataset, we use another well-known corpus released by ICDAR 2013 Table Competition from a different domain to further discuss the factors of various features, learning models that may impact the performance. Extensive evaluations demonstrate that our paradigm is compatible enough to leverage various features and learning models for cross-domain table region detection.
Related Work
A comprehensive review can be found in the final report of ICDAR 2013 The first effort is the pdf2table 3 system (Yildiz, Kaiser, and Miksch 2005), which uses heuristics to detect the table region. Text is merged into single or multi-lines according to the number of text segments. It assumes that a table must have more than one column, and a table region is formed by merging neighboring multi-lines. However, the algorithm can only handle pages with single-column layouts.
The PDF-TREX system (Oro and Ruffolo 2009) starts from the set of words as basic content elements and identifies tables in a bottom-up manner. First, words are aligned and grouped to lines based on their vertical overlap, and line segments are obtained using hierarchical agglomerative clustering of words. According to the number of segments a line is classified into three classes: text lines, table lines, and unknown lines. Then, the table region is found by combining contiguous table lines or unknown lines.
The approach proposed by (Liu, Mitra, and Giles 2008) designs a table detection method that uses heuristics to construct lines from individual characters and to label sparse lines. Supervised classification is used to select those sparse lines that occur within a table. Starting from a table caption, these sparse lines are then iteratively merged to a table region. This approach is very similar to the state-of-the-art unsupervised method (Klampfl, Jack, and Kern 2014) and ours, except that it builds upon labeled text blocks instead of lines.
The latest approach (Klampfl, Jack, and Kern 2014) , does not rely on annotated data, but use complex heuristics to achieve comparable performances with supervise-based systems. Our system PdfExtra costs free on labeled data but covers large-scale PDF files with varies layouts. Therefore, we mainly compare the performance of system with the state-of-the-art unsupervised method (Klampfl, Jack, and Kern 2014) .
System Framework
PdfExtra benefits a lot from the off-the-shelf software Apache PDFBox which can recognize almost all characters within a PDF document. Beyond the characters, the software also provides the pixel coordinate and the font style for each of them. Thus each "rich character" can be represented as a tuple: character, x − axis, y − axis, f ont − type, f ont − size . In addition, Apache PDFBox can merge the characters together into words, and return words in sequence that visually lay in the same line. However, that is the best result the software can generate. Therefore, we leverage the outputs from Apache PDFBox and engage in predicting whether each line belongs to a table or not.
Though we have formulated the table region detection task into a binary classification problem, we still suffer the lack of annotated training data. Inspired by the idea of weakly labeling corpora (Fan et al. 2014; Fan, Zhou, and Zheng 2015) , we adopt heuristics that can help automatically label large-scale training examples first. As illustrated by Figure 1 , the paradigm contains three phases:
Heuristic annotation
To construct large-scale weakly labeled corpora, we create a spider that downloads academic articles from ACL Anthology 4 , in which almost all papers are archived in PDF format. And we collect 9,466 literatures in total from the year 2000 to 2015, including more than 10 top tier conferences, such as ACL, EMNLP, COLING, NAACL, etc. For a PDF article, we process each page in three steps as follows,
• Indicator Recognition: As all camera-ready drafts must conform to some templates to be published, the word "Table" or "Tab." that appears in front of a line generally indicates the caption of a table. In other words, we find the lower or the upper boundary of the table, which differs along with the templates.
• Surrounding Contexts: The caption line plays a role in separating the table from the main body. Because we do not know which portion belongs to a table, we usually extend k lines up and down as the candidate context.
• Positive v.s. Negative Examples: After extracting these candidates, we assume that the group of lines with more blanks will more likely locate in a table compared with the other. In this way, we can construct a balanced dataset for binary classification.
By means of the heuristics we used, we can automatically construct a large-scale dataset with more than 350,000 lines of training examples. As each line is a sequence of words in which every "rich character" with its coordinate and font style, we further process each word to mark its start and end coordinates.
Feature identification
The state-of-the-art approach (Klampfl, Jack, and Kern 2014) only concerns about the layouts of a PDF document. For example, they usually include a sparse block into a table, where a block is identified as "sparse" if (1) their width is smaller than 2 3 of the average width of a text block, or (2) there exists a gap between two consecutive words in the block that is larger than than two times the average width between two words in the document.
However, we believe that both linguistic and layout features are significant. Therefore, we select three kinds of features based on our observation. They are:
• Normalized Average Margin (NAM):
• POS Tag Distribution (PTD):
• Named Entity Percentage (NEP): • Naive Bayes (NB) 7 :
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Conclusion
In this paper, we have contributed a novel paradigm for detecting the region of tables within PDF documents. It absorbs superiorities from both supervised and unsupervised approaches. Specifically, it leverages supervised learning models to adapt varies layouts of tables within largescale PDF files, however, costs free on labeling training corpus. We integrate the paradigm into our system PdfExtra which enhances the off-the-shelf software PDFBox to predict whether a text line belongs to a table.
