



































Ergon  Energy’s  operational  requirements  through  both  research  and  practical 
experimentation.  The  results  will  be  used  to  identify  and  quantify  (where 






The data and packet  formats of  the P25 communications protocol  for both  the 
SCADA DNP3 and engineering access  connections have been documented. The 
operational  requirements  of  the  ACR  SCADA  and  Remote  Engineering 
connections have been  identified. Following this a testbed was established and 
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FNE    Fixed Network Equipment, typically BSC   
GPS/GIS  Global Positioning System/Graphical Information System  






MSS    Maximum Segment Size         
NLR    Network Location Register 









RCI    Remote Control Interface       
RF    Radio Frequency               
RFSS    RF Subsystem               













WSOS  Windows Switchgear Operating System  (a software package  that 










Ergon  Energy  is  one  of  the  electricity  suppliers  or  distributor  entities  in 
Queensland.  The  state’s  regulatory  framework  provides  strong  financial 
incentives  to  improve power quality and availability. Current  initiatives such as 
ACR and Switching Equipment Application Strategy are accelerating the need for 
greatly  improved  telecommunications  in  the  field  for  remote  smart  grid 
operations. This has led to the use of public carriers such as Telstra mobile data 
services and Immarsat BGN satellite network. 
The operational cost of using  Immarsat BGN satellite network  is very costly  ($8 









Network  for  communications  to  Automatic  Circuit  Reclosers  (ACRs).  A  RMU 
provides two local serial connections to an Automatic Circuit Recloser, one using 
DNP3  for access by Supervisory Control and Data Acquisition  (SCADA)  from the 
master  station, and  the  second  serial  is  for engineering access  (raw RS232)  for 
the remote management of the ACR such as configuration settings and firmware 
upgrade using WSOS (Windows Software Operating System).  














Ergon  Energy’s  current  arrangement  for  accessing  its  Automatic  Circuit 















































































































Ergon  Energy  currently  has  608  Automatic  Circuit  Recloser  (ACRs)  that  are 
equipped with  remote communications  control and engineering access, 168 of 
which communications to the Control Centres using Satellite Terminals and the 
remaining  using  Telstra  NextG  network.  These  ACRs  are  connected  to  a 




access  is  $8  per Megabyte  so  operating  cost  becomes  very  expensive  for  168 
(increasing) terminals. 
Equipment or establishment  cost  for a P25 RMU,  the Auria Wireless ES1105‐V 




Terminal),  with  no  ongoing  operating  cost  using  Ergon  Energy  existing  P25 
network. 
Once successfully tested P25 RMU will provides an alternative choice on  future 











1. Identify all components  required  for  the Auria Wireless ES1105‐V RMU 
to operate as remote communications device which complies with both 
the  Ergon  Energy P25 network  and  the Nulec  (ACR)  equipment.  These 
includes  antenna  type,  RF  surge  arrester  type,  coaxial  cable  and 
connectors, power  consumption  that  the Nulec  is  capable of providing 
with appropriate circuit breaker protection to be used and serial cables 
or  adapters  for  RS232  interfaces  between  P25  RMU  and  ACR’s  serial 
communications ports. 
 
2. Development  of  a  configuration  process  to  enable  the  P25  RMU 
accessing  the Ergon Energy P25 network. This  includes  the  registration 
process on the NLR (Network Location Register) necessary to access the 
P25 network, allocate IP addresses in IPAM (IP Address Management) to 
enable  RS232  communications  for  SCADA  DNP3.0  between  ACR  and 












a. The  P25  RMU  dynamically  selects  or  locks  onto  a  better  signal 








c. The  P25  RMU  serial  1,  DNP3  SCADA  communications  to  the 
SCADA master station must be reliable. 
 









equipment  in  the  Ergon  Energy  electricity  network,  it  has  been  shown  that  a 
continual  focus on distribution network  service provider’s operational  and  the 
potential  of  delivering  an  effective  alternative  to  the  use  of  external  service 
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providers which  could  provide  Ergon  Energy with  additional  choice  for  future 








To  have  the  understanding  of  the  Project  25  (P25)  standards  and  the 
requirements needed to enable a P25 RMU such as the Auria Wireless ES1105‐V 











The  propose  P25  RMU  functions  on  ACR  to  provide  physical  interface    DNP3 
(RS232),  Remote  Engineering  Access  (Raw  RS232)  and  P25  radio  link  back  to 
master  station. To ensure  a P25 RMU meets  legislation  compliance  (Electricity 











licence  applied  for  a  particular  licence  at  a  site.  Furthermore  P25  formal 
standards built had been  conducted by  the Mobile and Personal Private Radio 
Standards  Committee  (TIA  TR‐8)  of  the  Telecommunications  Industry 
Association’s  (TIA)  Standards  and  Technology  Department.  TIA  is  a  voluntary 
industry  standards  development  for  telecommunications  products  and  is 
credited by American National Standards Institute (ANSI). 
Ergon  Energy P25 network  is  chosen  for  it had been developed based upon  a 
family  of  public  safety  communications  standards  for which  the  requirements 
have been defined by  state,  local and national government users  (Source, P25 
Document Suit, p1). 
Project 25 constitutes  the public  safety community’s overall  strategy had been 
developing  a  digital  modulation  solution  and  achieved  Federation 
Communications  Commission  (FCC)  by  North  America  spectrum  efficiency 






 Phase 1 defines  the  required  technologies  to provide channel  reduction 
from 25 kHz to 12.5 kHz bandwidth. Phase 1 refers to P25 requirements 
and  standards  for  a  digital  common  air  interface  (CAI)  based  upon 




  Phase 2 defines a  further 50 percent  reduction  in  channel  size  to 6.25 
kHz.  Phase  2  refers  to  P25  requirements  and  standards  for  a  digital 
common  air  interface  (CAI)  based  on  time  division  multiple  access 









P25  Phase  1  technology with  channel  reduction  from  25  kHz  to  12.5  kHz  and 
refer  to  section 2.2.1  the  standards digital CAI base upon FDMA. Ergon Energy 




channel  which  further  improved  bandwidth  efficiency.  The  use  of  Phase  2 
technology  Ergon  Energy would  have  to  doubles  the  number  of Mobile  Base 
Station sites to achieve the same coverage in phase 1 FDMA is not restricted with 
time delay limitation.  
A  basic  block  diagram  of  a  typical  P25  transceiver  represents  in  Figure  4  that 
separates into three sections.  The A/D or D/A plus Speech Coder/Decoder area, 
digitise  voice  using  Improved  Multi‐Band  Excitation  (IMBE™)  method  called 
vocoder. The  IMBE™  vocoder produces  speech  characteristics  at 4400 bits per 
seconds. Channel Coding / Decoding section deploy error correction techniques 
to  overcome  noise  and  fading.  These  including Hamming  codes, Golay  codes, 
Reed‐Solom  on  codes,  Primitive  BCH  and  shorten  cyclic  codes  (P25  Training 



































protected by  forward error  correction  to  improve RF  conditions and operating 








access  (FDMA)  techniques with  dual modulations.  The  first  defines  the  digital 
modulation used  in  the 12.5 kHz voice channel bandwidth. The second defines 
the FM modulation used  in 25 kHz and 12.5 kHz bandwidth on subscriber units. 
The  general  P25  CAI  mandatory  standard  based  on  Project  25  Common  Air 









as  standard  which  enables  data  to  be  communicated  to  or  from  the  data 
network via RFSS connectivity. 















Ergon  Energy  P25  network  employed  Advanced  Encryption  Standard  (AES)  a 
provision  featuring Security Threats, Confidential,  Integrity, Authentication and 
Key  Management  base  on  Project  25  Security  Services  Overview,  ANSI/TIA‐
102.AAAB‐A. The confidentiality and authenticity of data  is maintained while  in 







DNP3  protocol  are  the  same.  IEC  60870.5  has  been  defined  primarily  for  the 
telecommunications of electrical system and control information which  includes 
general data  type  that could be used  in any SCADA application. The use of  IEC 
60870 has been mainly confined to the electricity industry. 
The  DNP3  protocol  had  been  developed  in  North  America  by  Harris  Controls 
Division, Distributed Automation  Products  in  early  1990’s  and  released  to  the 
industry based DNP3 Users Group in November 1993. 
DNP3  (Distributed  Network  Protocol  Version  3.0)  is  a  telecommunications 
standard, defines communications between Master Stations, Remote Telemetry 
Units  (RTUs)  and  other  Intelligent  Electronic Devices  (IEDs)  such  as Automatic 
Circuit Reclosers  (ACRs). The  significant  feature of DNP3 protocol  is has widely 
adapted by large number of equipment manufacturers for it is an open protocol 
standard. 













scale  of  distances  and  the  nature  of  the  data  conveyed  had  dominated  the 
technologies used to carry the communications. The systems used such as analog 
data radio links. The data rate varied from 2400 to 9600 baud where the physical 
layer  (OSI)  specified using RS232C  serial asynchronous communications. As  the 
requirements of communications had become more  intensive SCADA protocols 
of  DNP3  and  IEC60870‐5‐101  has  been  evolved  to  the  carrying  DNP3  over  a 






The  Australian  Standard,  AS61850.1  dictates  the  operational  safety  of  safety‐
related programmable equipment in relation to Remote Engineering Access, such 












In  relation  to  programming  of  Remote  Terminal Unit  (RTU)  such  as ACRs,  the 
Australian  Standard  AS61508.3  stipulates  software  requirements  for  safety 








In  Queensland,  the  legislative  essentials  for  the  testing  of  safety‐related 
equipment  to  be  manage  in  the  determination  of  the  limitations  during 
















A Electricity Supplier as a  service provider have  the duty of  care  to protect  its 
electricity  network  to  safeguard  connection  and  supply  to  its  customers  and 























To  enable  a  P25 RMU  such  as  the Auria Wireless  ES1105‐V  to  be  successfully 
implemented as a remote communications device in ACR using Ergon Energy P25 













operation  frequency  availability  in  High  VHF  Mobile  Trunking  Band  using 
Common Air  Interface  (CAI). The P25 channels are capable of carrying voice or 
data  at  9600  bits  per  second  and  protected  by  forward  error  correction  to 
improve RF conditions and operating range. The confidentiality and authenticity 









Ergon  Energy  P25  network  is  based  upon  APCO  Project  25  Phase  1  Digital 
Trunked Radio technology. Refer to Figure 6  inside the red circle shows the P25 










An  example  of  Ergon  Energy  P25  Physical  Architecture  and  the  Logical 
Architecture with  P25 RMU  are  represented  in  in  Figure  7  and  8  respectively. 
Data path  for  the ACR’s SCADA and REA  (Remote Engineering Access) shows  in 
green  using  the  P25  RMU.  The  P25  RMU  connects  to  a  Land  Mobile  base 
transceiver via CAI over the air and to the P25 Channel Controller (P25CC). The 




transfer  the packet  to  the  SCADA master  station  (RDAS)  via  the Data Network 
Interface on Ergon Energy Operational Control Network  (OCN) WAN. The data 
packet  sends out  from  the  SCADA master  station  to  the ACR  is  in  the  reverse 
order of the above described process.  






















 ACMA  limitation  to  ‘down  link’  direction  is  83W  EIRP  (Equivalent 
Isotropic Radiated Power). 
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unit  (RU)  high  for  its  VHF  high‐band  receiver  multi‐coupler  (Figure  9  also 
Appendix C). The input RF signal is amplified and splits 8 ways to the output ports 
of the receiver multi‐coupler  (RxMC). Each of the output port then connects to 
TAIT  TB8100  Receiver  1  to  4  respectively.  This  way  the  all  the  transceivers 
receive all the channel signals from the antenna. Channel specific filtering occurs 
at the transceiver’s RF and IF (intermediate frequency) receive filters. 





This allows  the  system  to continue operate at a  lower  level until  full  service  is 
restored. The current sense monitor circuit is used to monitor the current drawn 
by the active devices in the RF amplifier path. When one or both of the amplifiers 









the  TAIT  TB8100 power  amplifier  feeds  to  the dual  stage  isolator  (PDI‐2).  The 
PDI‐2 protects the power amplifier from RF reflection due to an impulse of high 
VSWR  condition. This  can damage  the amplifier  if  the amplifier happens  to be 
transmitting at the time of the VSWR  incident. The  isolator significantly reduces 
unwanted signals from adjacent channels, and from the antenna that may enter 
the  front  end  of  the  power  amplifier  which  can  creates  unwanted 
intermodulation products that may be re‐transmitted. The signal continues onto 
the cavity resonator (C2‐6) for band‐pass channel filtering, since the presence of 





impedance  coaxial  stubs which allow  the  combiner  to  function as  if  the  cavity 
resonators are presence. The transmit multi‐coupler is a passive device. 







The diplexer  is  a passive device  that performs  frequency domain multiplexing. 
That is, two ports are multiplexed onto a third port. The scenario shown in Figure 
9,  the  diplexer  is  best  described  as  a  duplexer  that  allows  bidirectional 
communication over  a  single  feeder.  This way only  a  single  antenna has been 
used for simultaneously transmit and receive operation.  
The  diplexer  is  a  band‐pass  diplexer which means  that  at  the  same  time  it’s 
performs the duplex function, the device provides further band‐pass filtering  in 
both  transmit  and  receive  directions.  The  wideband  transmitter  noise  and 
unwanted  transmitter  intermodulation  products  are  further  attenuated  in  the 
transmit  direction.  In  the  receive  direction  the  band‐pass  response  provides 
useful  receiver  pre‐selector  filter  which  attenuates  unwanted  signals  and 
interference entering the receiver multi‐coupler. 
The RF diplexer 2x4AI2‐3 physically is 4RU high to be mounted on 19” rack refer 






The  VSWR  monitor  PEI  PAAP  provides  continuous  monitoring  both  the 
transmitter and  the antenna. The device  raises an alarm  if  the  forward power 
falls  below  a  set  level  or  if  the  antenna  VSWR  goes  high.  Ergon  Energy  P25 












antenna  from  the  gland plate  LDF4‐50  cable  is used.  These  foam dielectric RF 







The  antenna used on  P25 base  is RFI BA80‐41‐DIN.This  omnidirectional  arrays 
with  stacked  dipoles  characteristics  which  provides  wide  bandwidth  covering 
from 136‐ 174 MHz with 6dBd or 8.1dBi. The antenna covers 38 MHz bandwidth 
with  less  than  1.5:1  VSWR  (14dB),  vertical  beamwidth  is  18°,  horizontal 
beamwidth  is Omni +/‐ 0.5dB, 50Ω  input  impedance and capable of 750 watts 














The base antenna  is earthed at  the bottom of  the support pole section,  to  the 
tower  earth  conductor.  The  LDF4‐50  RF  feeder  is  earthed  at  the  base  of  the 
antenna, the transition point from vertical to horizontal on cable tray at the radio 
tower  base  and  at  the  gland  plate  prior  to  building  entrance.  The  LDF4‐50  is 












The TB8100 Dual Base Transceivers are housed  in a 4RU 19”  rack mount  to 
provide  two VHF High Band  channels operation. The  standard Ergon Energy 
P25  base  site  configuration  has  two  TB8100  units  which  capable  of  four 
channels operation and room available for a 3rd TB8100 unit on additional 5th 
and  6th  channel  as  required  in  the  future.  Each  transceiver  is  cabled  to  a 
dedicated channel card in the associated P25 Channel Control (P25CCe) unit.  
Each of  the  transceiver  connected  to  its  respective P25CCe  channel  card by 
using  a nine  core data  cable. On  this  cable  the  transmit direction  from  the 














provides  the main  power  supply  and  the  no.2  TB8100  provides  the  backup 
power  supply  for  reliability operation. When a TB8100  failed  the  Land Base 
Mobile operates as a P25 ‘1+1’ Trunk instead of the normal ‘1+3’. 
The  TB8100  unit module  summary  alarms  are  captured  by  the  P25CCe  units 
using  the Transceiver  to  channel  card data  cable. Ergon Energy monitored  the 
TB8100 using SNMP client setup on the Sensor Probe at each Land Mobile Base 
site.  The  TB8100  ‘Service  Kit’  software  application  is  used  for  remote 
configuration  and  management  of  the  TB8100  units  which  accessed  by  the 
29 
 








forward  error  correction  and  channel  control  as  specified by  the APCO P25 
Standard.   
Each P25CCe can interface with up to four individual base stations to provide 
digital  trunked  control operation with  voice  and data  traffic  capability.  Two 















P25  RMU  is  to  provide  wireless  communications  to  ACR  with  both  Remote 




short  1.5m  RF  feeder  coaxial  RG58  connect  to  a  lightning  arrester  on  the 
controller  box.  An  RFI  bulk‐head  IS‐B5OLU‐C1  or  equivalent  can  be  used  for 
lightning protection. RF  connectors  are male N‐type  at  the  surge  arrestor  and 



































The  position  of  the  RMU  can  be  illustrated  in  the  context  of  a  P25  Radio 
Frequency Sub‐System (RFSS) as shown in Figure 12. The RMU interfaces directly 
to the ACR’s SCADA and Remote Engineering Access (WSOS) via RS232. The RMU 
communicate  to  the  P25  RFSS  fixed  network  equipment  via  the  common  air 
interface (CAI). 
The Data Service Node  (DSN) also  located within  the P25 network  is used as a 





















 LED  indicators – For  indicating RMU state, status, data port connectivity 
and RSSI in tri‐colour. 





























The Ergon Energy P25 network  is based on APCO P25 Phase 1  standards  for a 
digital common air interface (CAI). This is based upon frequency division multiple 
access  (FDMA) using a 12.5  kHz  channel. The operating  frequencies are  in  the 
High VHF Trunked Band (165 – 175 MHz). Ergon Energy power distribution grids 
are  providing  electricity  over  large  areas  to  most  regions  in  the  state  of 
Queensland.  For  this  reason  Ergon  Energy  P25  Land  Mobile  Base  sites  are 
strategically located throughout the state to provide coverage primarily for voice 
communications  to  its mobile  fleet during  fault and maintenance works. As RF 
groundwave propagates further at  lower frequencies hence VHF has been used 
for Ergon Energy P25 network.  
Apart  from providing  voice  communications  to  its  vehicles  fleet,  Ergon  Energy 















channels  available  for Mobile  voice  or  RMU  data  (fixed)  traffics  (1+3). 




 P25  network  is  primarily  designed  to  carry  voice  traffics  hence  RMUs’ 
data traffics takes lower priority. A P25 channel will only pass RMUs’ data 
traffics  through  its  CAI  when  it  is  idle  without  voice  traffic.  The  P25 





up  to  five  P25  RMUs’  traffics  to  pass  through  its  CAI  at  a  time. Up  to 
fifteen RMUs can be connected to a P25 base site via CAI for any instance. 
 
 It    is  required  that  the performance of all RF channels  to be configured 










 The base  receive RSSI  is  rated  to a  level of  ‐119dBm and  the P25 RMU 
sensitivity is similar, which will set the coverage distance a P25 RMU can 
be  from  a base. However  it would be wised  to benchmark  the  current 
NextG modem  for  consistency  operation  RF  RSSI  level which  has  been 
aimed for minimum of ‐91dBm that also can be estimated using path loss 
calculation or using software such as  ‘Radio Mobile’.   The P25 RMU also 














>‐60  Green  Green  Green 
‐60 to ‐64  Off  Green  Green 
‐65 to ‐69  Off  Off  Green 
‐70 to ‐74  Blue  Blue  Blue 
‐75 to ‐78  Off  Blue  Blue 
‐79 to ‐83  Off  Off  Blue  
‐84 to ‐87  White  White  White 
‐88 to ‐91  Off  White  White 
‐92 to ‐96  Off  Off  White 
‐97 to ‐101  Orange  Orange  Orange 
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‐102 to ‐106  Off  Orange  Orange 
‐107 to ‐110  Off  Off  Orange 
‐111 to ‐114  Red  Red  Red 
‐115 to ‐119  Off  Red  Red 















communications  for  supervisory  control  and  data  acquisition  and  remote 
engineering  access.  It  is best  to present  the P25 network  coverage  that  could 





































as  standard. The P25  radio  system  serves multiple packets protocols,  including 
TCP/IP, X.25 (Packet Switched WAN), and SNA (System Network Architecture). To 
keep the complexity of a P25 radio system to a minimum while supporting such a 
variety  requirement,  it  is  suggested  that  the  radio  support  a  single  standard 




and  a  Fixed  Network  Equipment  (FNE)  interface,  a  TCP/IP  standard  packet 
network  (interface  between  DSN  and  SCADA  Master).  Only  packets  of 
information abide  to  this network protocol will accept  for  transport across  the 
radio  network, with  all  attached  data  peripheral  devices  being  established  by 
standard  IP network  identities. Error control and correction  is the responsibility 
of the mobile and fixed stations. Standard IP network applications to a P25 radio 
via  a  PPP  (Point  to  Point  Protocol)  or  SLIP  (Serial  Line  Internet  Protocol)  is 
transparent.  
P25  RMU  intended  communications  on  ACR  using  RS232  DNP3  (SCADA) 
encapsulate IP and RS232 raw (WSOS) also uses IP encapsulation. 
The  information  in Table 2 outlines TIA/EIA‐232 parameter data  representative 











































layer  frames  of  the  Internet  Protocol  suit  and  allowing  that  protocol  stack  to 






















e. The  P25  RMU  dynamically  selects  or  locks  onto  a  better  signal 








g. The  P25  RMU  serial  1,  DNP3  SCADA  communications  to  the 
SCADA master station must be reliable. 
 

















service  specification,  technical  specifications  and  capabilities  of  the  P25 
Asynchronous V.24 Service. 
The  P25  RMU  Asynchronous  V.24  Service  provides  asynchronous  serial 
communication  link to typically two serial ports on each ACR for SCADA DNP3.0 
and  Engineering  Access,  located  within  P25  coverage  areas  across  the  Ergon 
Energy  operational  service  areas.  The  service  provides  the  Engineering Access 
port  on  the  ACR  as  a  virtual  port within  Ergon  Energy’s Operational Network 
defined  by  an  IPv4  address  and  a  TCP  port  as  raw  TCP  socket.  This  enables 























The  P25  RMU  in  Figure  17  provides  interfaces  for  connectivity  onto ACR  at  a 
remote  location  and  appropriate  to  Access  Network  (P25).  OCN  provides  a 

































The  P25  Asynchronous  V.24  service  performance  parameters  between  the 























Service  performance  severity  levels  are  designed  to  categorise  incidents  as 
follows: 
 

























































































































































































































The Network  Location  Register  (NLR)  contains  the  unit  identification  of  every 
subscriber  unit  (SU)  on  the  network.  Therefore  the  P25  RMU  subscriber  unit 

























































Similar  to  the  NLR  the  P25  RMU  must  be  configured  with  the  correct  unit 
identification to enable the subscriber unit (SU) to operate on the network. Table 




















































































































as  a  tool  to  perform  a basic  check  of  the RSSI  level  by  field  staffs.  The  signal 
strength received at the antenna is reflected by the LEDs on the front panel using 
a colour base encoding scheme as previously described in Table 1 of section 3.1.3 
when  in  the  RSSI Measuring  state. When  the  button  at  front  panel  has  been 
pressed  for  greater  than  5  seconds  the  P25  RMU  toggled  in  and  out  Standby 


















LED1  indicates  P25  RMU’s  overall  operational  state  describes  in  Table  11  and 
LED2 & LED3 provide additional sub‐states aiding diagnosis of faults. 
In  general,  solid  red  indicates  error  and  solid  green means  non‐error  states, 
flashing  red  indicating  transient  states of possible error  condition. A heartbeat 
green means a stable error free condition. Short duration of solid blue indicates a 
transmission  of  data  on  associated  communication  device  and  a  short  fixed 
duration of green indicates a reception of data. 















































































































































































































































































































































































































































































































































Device  entered  error  State 
with  XR25  Database  with 
Database  Invalid  on  error 























poor RF  link path or  link conditions as a  result  from dropped packets. This will 
increase  the  chance  of  TCP  connection  failures  between  the  SCADA  master 
station and client or dropped session during remote engineering access via WSOS 
between PC and ACR configuration settings. 
The RF performance  can be measured by put  the P25 RMU  in RSSI Measuring 










to  the RS232 ports which has been delivered  to  it via a TCP socket connection 
from a client application. Data received via other transport  layer protocols such 
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as UDP will not be  forwarded  to device attached  to  the P25 RMU’s  serial data 
ports. 
The  P25  RMU  does  not  support  configuration  as  a  TCP  Client.  It  is  therefore 






The  P25  RMU  employs  fixed  internal  buffering  capacity  and  will  drop  data 
received on  the  serial RS232 ports  if  these buffers are  full. For  this  reason  the 
P25 RMU uses RTS/CTS hardware flow control on its serial ports input signalling 
to  prevent  flooding  the  input  buffers  from  devices  it  is  connected  to.  It  is 
assumed  that  a  stop  and wait  protocol  is  applied  over  the  serial  port with  a 
maximum  transmit message size of 2048 octets when hardware  flow control  is 
disabled. 
If  the  P25  RMU  connected  to  devices with  transmit  packets  larger  than  2048 
octets  in a single or multiple consecutive messages with no stop and wait  flow 







channel  then  a  channel will  be  allocated  before  any  other  unit  requesting  a 
channel for voice, GPS updates or WSOS access. If the data SCADA data is not of 
higher  priority  than  any  other  request  then  the  queuing  time would  become 
excessive which  can  lead  to  failed DNP3.0 operations. Therefore  it  is assumed 
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that the SCADA traffic is more important than voice if the target is to ensure key 
actions and  time  constraints  tied with  those actions are met. For example  the 







location  updates  or  remote  engineering  access  via WSOS.  That  is  if  voice  has 
been  in  the queued  for a channel  to a busied P25 base  site  then voice will be 
allocated a channel before any subscriber unit trying to perform a GPS update or 
remote engineering access using WSOS. This  is a  solution  to manage excessive 
site load rather than delay or denying voice subscribers registration. 
To ensure that all voices and SCADA traffic to be pre‐emptive, it is assumed that 
the pre‐emptive priority  level  is set. That  is  if there are no  free traffic channels 
and the request subscriber unit has a higher priority than existing traffic then the 
request will be allocated over an existing traffic channel for voice or data. As the 
radio  system  operating  in  a  half‐duplex  scenario which make  it  impossible  to 
provide a guarantee of bandwidth available  to  service data or voice whilst  the 
network has  a provisioned    for  a pre‐emptive priority  level. Due  to  subscriber 






It  is  assumed  that  the  P25  network  will  operate  using  shared  voice  or  data 
channels which do not use sorely  for  transporting data  traffics. This  is because 
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using  a  channel  to  carry  voice  or  data  traffic  achieves  better  overall  channel 











In  simple  term  in  the  following  steps describe  the  communications  sequences 
the master station communicates with the remote device (ACR) via DNP3.0. This 
will help for  interpreting Wireshark captures at the time when there  is an  issue 
with  the  data  transmission. Note  0  is  the master  station  id  and  60011  is  the 
remote device id using on testbed:  
 
1. The master  station polls  the  remote device  (ACR)  via  ‘Reset of Remote 
Link’  in  a  TCP  with  DNP3  encapsulated  message  to  check  if  the 
communications link to the ACR is up (0 to 60011, len5, Reset of Remote 
Link). This poling process  (ping) will repeat at random with  longer delay 




2. When an acknowledgement received  from  the remote device  (60011  to 
0,  len5,  ACK)  and  only  after  a  ‘Communications  Failed  Alarm’  or  first 











communications  link  is  still up. A  class 0 update on  a  remote device  is 
only done once in every 24 hours if the communications link is up for the 
entire period. 
 If  the  data  transfer  process  had  been  interrupted  during  the  class  0 
update  the  master  station  will  repeat  the  transmission  packet  and 
registers a ‘Communications Failed Alarm’ after five attempts at random 




Note:  The master  station  performs  steps  1  to  3 when  the  remote  device  first 
switched  on  and  only  performs  the  same  operations  after  a  ‘Communications 
Failed Alarm’ had been raised. The rest of the time the master station will be in 
listening mode  to monitor any  ‘Unsolicited Response’  from  the  remote device. 
That is when an event happened on the remote device such as a ‘Trip’ event an 
‘Unsolicited Response’ will be sent to the master station and the master station 
will perform  ‘Reset of Remote  Link’ on  step 1,  acknowledge  and write  time & 
date on step 2 and followed by class 0 update  on step 3. The master station will 
clear  the  ‘Communications  Failed  Alarm’  in  the  system whenever  a  ‘Reset  of 
Remote  Link’  is  acknowledged  had  been  received  from  the  affected  remote 
device.  
The following test performance results of the testbed had been found that may 









The  screen  captured of  the Wireshark  captures with DNP3.0  filtered  shown  in 






achieve  maximum  data  throughput.  The  buffer  overflow  condition  can  be 













It had been  consistent on all of  the Wireshark  captures and on SCADA master 










the P25 RMU unattractive alternative  to provide  communications  for ACRs. To 
overcome the hourly registration which had caused most of the communications 
dropped outs, the P25 Network will required smarts written into the NLR and the 
RNC operation software  that can  identified  the P25 RMU as  fixed SU(s) and do 
not have the requirement of the mobile SU(s). It is also can be suggested that a 
pre‐set  list  of  IDs  allocated  on  the  NLR  to  be  used  for  P25  RMU(s)  without 
expired time function.  
On  the  current  P25  Network  with  the  NLR  and  the  RNC  (RFSS  Network 
Controller) are inter‐related and the RNC controls the registration process and it 
does not have  a dedicated  setting  for  single  SU. The  registration duration  is  a 
global  setting which  affects every  Subscriber Units on  the network.  It  is not  a 
simple  fix  to make  the  registration  duration  on  the  P25  network  available  for 
editing  as  the  change  must  be  made  at  system  operation  software  level. 





























monitor  testbed  traffic. With  the  testbed P25 RMU occupied a P25 Channel by 
using  a  continuous  ping  (192.168.165.149)  to  P25  RMU  from  the  PC,  the  P25 
RMU occupied data was dropped  traffic  channel when  a P25 Voice  radio  (SU) 
keyed  or  pressed  to  talk  (PTT) while  two  available  P25  traffic  channels were 
indicated  in  idle mode.    It was expected  that  the P25 Voice  takes precedence 
over  data  (P25  RMU)  traffic,  however  data  traffic  (P25  RMU)  should  not  be 





software or  firmware  that may  requires updated. This  is  issue had been  raised 









As  standard  requirement  the P25  radio network had been purposely designed 
with  some overlaps  to provide  reliable coverage and depended where  the P25 
RMU situated on the network. If the P25 RMU on the border line of the adjacent 
base when the local P25 Land Mobile Base channels are fully occupied, the RMU 
had  locked  onto  a marginally  adjacent  P25  base  and  stayed  registered  to  the 
weak (overlapped) base until the registration period expired. Of course this can 







on  SCADA  master  station  when  the  RMU  had  been  locked  onto  Mount 






The  P25  RMU  RS232  serial  port  2  had  been  used  to  test  the  testbed  ACR 
Engineering Access using WSOS (Windows Switchgear Operating System). One of 
the  methods  to  communicate  with  the  ACR  was  by  using  RS232  Direct 
connection. This  is achieved by  the used of COM Port data emulator  software 
which emulates a device  connected  through a  serial RS232  (COM) over TCP/IP 
Ethernet port. The Serial‐IP is COM Port redirector software that had been used 
for  the  testing of  the  testbed WSOS. An example of Serial‐IP of COM Port 2 as 
























The Engineering Access on  the  testbed performance had been  tested on all of 
the  functions  that  are  available on  the ACR using WSOS.  The  tests  results  are 





































































































































































DNP3  SCADA  with  hourly  forced  re‐registration  found  on  section  7.1.2  also 
replicate on port 2 for WSOS engineering access.  
There was clear evidence that communications failed due to overflow condition 
with WSOS direct COM2  that  set  too high  (baud  rate of 19200)  this  is due  to 









P25 Base. The  test was  to ensure  that  the P25 RMU hunts properly where  it  is 
expected to select the best signal out of the all numerous of signals presented.  
The  RSSI  level  to  Gabbinbar, Mount  Domville  and Mount  perseverance were 
measured by programming  each  the base operating  frequencies onto  the P25 
RMU  individually.  Another  approach  to  make  the  P25  RMU  locks  onto  the 
preferred Land Mobile Base site by configuring location restrictions the Net Work 
Register (NLR) settings. This can be done by  logging  into the NLR, searched the 









P25 Base Station or  sometimes Mt Perseverance. After  resetting of  the BSC at 
Gabbinbar,  Mount  Domville  and  Mount  Perseverance  the  P25  RMU  had 
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The  following  recommendations  are  based  on  the  P25  network  and  TCP 






TCP  connection  failures with  the P25 RMU  are  certain  in  situations where  the 
P25 RMU cannot access to a traffic channel for an extended period due to heavy 
voice traffic, or due to power supply or hardware failure. It is recommended that 
the  SCADA  Master  station  should  automatically  attempt  to  re‐establish  the 
connection to minimise the loss of critical data. 
Due  to  the nature of TCP communications  there  is  the chance  that after a P25 
communication failure the SCADA Master station will be unaware of that the TCP 
connections with the P25 RMU are down. It is therefore recommended that the 






To  achieve maximum  throughput,  the  Ergon  Energy  P25  network  components 
are optimised  for TCP maximum  segment  size  (MSS) of 536 octets. This  is  the 
default  size  configured  in  the  P25  RMU  database  and  therefore  should  be 
negotiated by default during establishment  connection between  itself  and  the 





network.  Re‐attempting  connection  establishment  too  early  will  introduce 








Unnecessary  loading  on  the  P25  data  channel  can  be  avoided  by  combining 












The  reliability mechanisms  such  as  acknowledge  and  retries  are  already  being 
applied at the P25 CAI layer and TCP transport layer, therefore it is unnecessary 
to have DNP3  Link  layer  frame  confirmations  and  it  is  recommended  that  the 
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before  retrying  at  the  DNP3  Application  Layer.  If  the  timeout  values  are  too 
short,  the result may be premature retries which would  introduce unnecessary 
loading on  the P25  channel data  traffic.  It  is  therefore  recommended  that  the 
DNP3 Application Layer Request timeouts should be set at a value of 30 seconds 
or more. 
Critical  data  such  as  unsolicited  responses  should  be  confirmed  at  the  DNP3 
application  layer and retries using timeout of no  less than 30 seconds and retry 











During  large data  transfers  the site  traffic will be placed under heavy  load and 
there  is  a  chance  of  interruption  due  to  higher  priority  voice  services.  It  is 
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As  previously mentioned  the  P25  network  components  are  optimised with  an 
MSS of 536 octets. Using  a block  size of 512 octets will  avoid  TCP or P25 CAI 








is  possible  by  enabling  TCP  timestamps  which  improve  the  accuracy  and 
frequency of Round Trip Time (RTT) calculations in the TCP client. It is therefore 















loaded system can  lead  to occupied but unused channels  traffic.  It  is  therefore 
recommended that hang time of all groups should set to zero in the NLR. 











On  the  P25  base  station  the  CAI  is  a  full‐duplex  traffic  channel,  while  the 
subscriber unit (SU) is half‐duplex. There are time durations where a channel can 





is,  a  data  unit  request  access  will  be  given  an  existing  traffic  channel  if  the 
activity threshold value has not reached. 
It is recommended that the activity threshold value of 3 should be set which is a 













To  reduce  loading  on  the  system  traffic  channel  it  is  recommended  that  the 
SCADA master  station polling  frequency  to be  set  to no  greater  than once  an 
hour. Enabling faster updates will take up traffic channels which would increase 
the  chance  pf  communication  failures  during  peak  period  due  to  voice  calls 
having  the  priority  over  data  traffic.  The  hourly  polling  frequency  could 
overcome the communications failure found  in section 7.1.2 caused by the RNC 
forced every subscriber units on the system to register hourly.  That is, only if the 
SCADA master station polls  the remote device  just after  the subscriber unit re‐
registration onto the P25 network period.  
To ensure that all P25 RMUs on the network are re‐registering at about the same 








for  repetitive programming works over multiple units. Due  to  the possibility of 
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different people configuring  the P25 RMU,  the  template reduces  the chance of 
human errors  for new programmers.  It  is  recommended  that  the configuration 
template should contain all  the operating  frequencies of all Land Mobile Bases 
on  the  P25  network  as well  as  any  parameters  requiring  editing  (as  typically 
described on Table 10 of section 5.2.3). 




the  retries were  unsuccessful. During  the  fully  loaded  traffic  channel  or  peak 
period  traffic  on  the  preferred  P25  base,  the  P25  RMU  will  be  locked  and 
registered onto  the weak overlapped P25 base and  it will stays registered until 
3600 seconds have expired, when the adjacent base traffic channel  is available. 
This will  result  in a  ‘communication  failed alarm’  if  the weak overlapped  is  too 
low due to too many retried packet. 
To ensure  that  the P25 RMU will not  lock or  register onto  a  low RF  signal on 
adjacent P25 base, the P25 RMU can restricted to other adjacent P25 bases and 










The  current  P25  network  capacity  is  restricted  at  the  Land Mobile  Base  site 
where  the  system  is  working  as  the  1+3  operations.  The  ACMA  licences  are 
already secured and all other required hardware already available. To increase a 
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P25  Land Mobile Base  site  capacity  to  1  +  5,  the  additional of  a  TB8100 Base 
Transceivers,  a  couple  of C2‐6  and PDI‐2  as  shown  in  Figure  8  for  the  cost of 
equivalent to three satellite modems is worth looking into.  
With  the  two  additional  traffic  channels  it  is  recommended  that  two  channels 
should  be  optimised  for  data  traffic  only.  This  will means  that  Auria  will  be 
required  to  do  configuration  change  to  the  P25  network. At  the  same  time  a 
request could be made to make the registration expired period on the NLR to be 





It  is  to be noted  that  the  tests performed were based on  the  testbed using  a 




There  were  three  major  issues  found  on  the  SCADA  port  that  had  caused 
communications failed alarms raised on the SCADA master station, two that can 




1. Data  fragmentation  –  as  a  result  of  bench  marking  the  NextG 
communications  application  it  had  been  found  that  the  TCP maximum 





onto  an  adjacent  P25  base  when  all  of  the  traffic  channels  on  the 
designated local base were fully occupied. Under a weak RF signal or bad 
signal  to  noise  ratio  conditions,  the  high  rate  of  data  retransmissions 
resulted  in a  ‘communications failed’ alarm raised on the SCADA master 
station. Under  this  condition  the  P25  RMU  had  taken  up  valuable  P25 
traffic resources with no actual benefits. When a P25 RMU  is registered 
onto  the P25 network,  the system will maintain communications  to  the 
RMU via the same base until the 3600 seconds registration time expired. 





3. Communications  link  failed on an hourly basis –  it had been  found  that 
the  ACR  test  port  on  the  SCADA  master  station  for  the  testbed  had 
‘Communications  Failed’ alarm  raised on an hourly basis.  Investigations 
found  that  the  NLR  (P25  network  location  register)  had  a  registration 
period of 3600 seconds on every Subscriber Units (SU) and needed to be 
re‐registered  once  expired.  This  is  a  feature  that  Ergon  Energy  P25 
Network uses to manage its mobile Subscriber Units (SU) when moving to 
different regions on the P25 Network.  
To  overcome  the  hourly  registration  which  had  caused  most  of  the 
communications dropped outs, the P25 Network will required additional 
settings  to be written  into  the NLR and  the RNC operation  software,  to 
differentiate  between  static  and  mobile  subscriber  unit.  It  is  also 
suggested  that a pre‐set  list of  IDs allocated on  the NLR  to be used  for 
P25 RMU(s) without expired time function.  
On  the  current  P25  Network,  the  NLR  and  the  RNC  (RFSS  Network 
Controller) are inter‐related and the RNC controls the registration process 
and  it does not have a dedicated  setting  for  single SU. The  registration 
duration  is  a  global  setting which  affects  every  Subscriber Unit  on  the 
network.  It  is not a  simple  fix  to make  the  registration duration on  the 
P25 network available for editing as the change must be made at system 
operation  software  level.  Currently  Auria‐Wireless  does  not  a 
service/maintenance contract with Ergon Energy to do software changes.  
 
Due  to  limited  data  traffic  channel  available  on  the  P25  network  it  is 
recommended  that  P25  RMU  to  be  used  at  ACR  sites  with  only  satellite 










the  P25  RMU.  It  is  to  be  noted  that  the  SCADA  master  station  cleared  the 





ACR  communications  strategy using P25 RMU.  This will  just be  a  confirmation 
test for proof of concept which will be set up and run over a week.  
















Daniel  Electronics,  TG‐001  P25  Radio  Systems,  P25  Radio  Systems  Training  Guide, 
viewed 17 November 2015, P25 Interface Standards (page 17).  





























Australian  Standard,  AS61508.1  Second  edition  2011.Functional  safety  of 
electrical/electronic/programmable  electronic  safety‐related  systems.  Part  1:  General 
requirements, viewed 24 February 2016. 
 
Australian  Standard,  AS61508.3,  Second  edition  2011.  Functional  safety  of 













Unit  (RMU)  over  Ergon  Energy  P25  Radio  Network  for  communications  to 
Automatic  Circuit  Reclosers  (ACRs).  The  RMUs  provide  two  local  serial 
connections, one  for DNP3 access by Supervisory Control and Data Acquisition 
(SCADA)  systems,  and  the  second  for  engineering  access  for  remote 
management of Automatic Circuit Recloser (ACR) settings. 









1. Research  the  key  components,  capabilities  and  coverage  of  the  Ergon 
Energy P25 network. This will  include encoding, modulation and filtering 





























in  item  4,  along  with  network  requirements,  to  help  complete 














































The  use  of  P25  RMU  for  efficiency  will  need  to  be  well  understood  by  the 
management of Telco and Communications Network Operations Centre (CNOC) 
supervisors.  In  its  simplest  form  it  offers  the  cost  efficient  alternative  to  the 
satellite ACR communications strategy and it is to be agreed by all parties when 
brought into operations.  
The  key operational  risks  revolve  around  the use of  the P25 RMU on  the P25 
network  as  an  alternative  to  satellite  communications  to  ACR  strategy  are  as 






Risk Likelihood Potential Impact Mitigation  
Design time       
Time  associated  with  radio 
path coverage check on ACR 
location  is  higher  than  1 
hour. 
LOW  LOW 
Using  software  such  as  radio 
mobile or T‐path to do RF path 
check  can  be  very  straight 
forward.  
P25 RMU  configuration  cost 




The  time  allocated  to  do  a 
satellite  modem  configuration 
setup  is  adequate  to  do  a  P25 
RMU. 
SCADA  page  configuration 
time  for  P25 RMU  is  higher 
than that of a satellite ACR.  
LOW  LOW 
SCADA  designing  work  will  be 




Risk Likelihood Potential Impact Mitigation  
Construction time       
General  installation  time on 
ACR  using  the  P25  RMU  is 




similar  using  a  NextG  modem 
on  ACR,  with  less  equipment 
count  than  a  using  satellite 
modem.  






The  impact  of  voice  traffic  on 
the day plays the major part on 
the  commission  time  as  voice 
takes  precedence  over  data 
traffic on P25 network.  
Equipment Cost       





The  current  cost  to  procure 
equipment  necessary  for  a 
satellite setup  is  twice  the cost 
of a single P25 RMU.  


























































Operational       
There is a risk that the CNOC 
cannot configure the alarm 
monitoring system to 
activate a ‘Communications 
Failed’ alarm delay 
requirement to overcome 
the hourly registration on 
P25 network.  
MEDIUM  MEDIUM 
CNOC supervisors and SCADA 
group to be consulted and once 
operational requirements are 
met the P25 RMU application 
can proceed. 
 
