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Let V be a finite dimensional vector space over a field K of characteris-
tic / 2, and b: V = V ª K a nondegenerate symmetric bilinear form. An
orthogonal representation of the group G is a homomorphism r : G ª
 .O b into the orthogonal group of b. Another orthogonal representation
 .  .r9: G ª O b9 is orthogonally equi¨ alent to r if there is an isometry f :
 .V ª V 9 which commutes with the action of G, i.e., f satisfies b9 fu, f¨
 .s b u, ¨ for all u, ¨ g V and makes the diagrams
 .r S 6
V V
6 6
f f
 .r 9 s 6
V 9 V 9
commutative for all s g G. We shall assume throughout that the order g
of G is finite, and that the characteristic of K does not divide 2 g.
In the case of linear representations of G, it is very easy to distinguish
inequivalent representations when char K s 0, by use of the character of
w xthe representation}see 9, Sect. 12.1, Proposition 32 . When char K ) 0,
the Brauer character of a linear representation can be used under our
assumptions that char K ¦ 2 g}see the Noether]Deuring Theorem 29.7 in
w x.1, Sects. 82, 83 ; the Brauer character is also straightforward to calculate,
although certainly not as easily or quickly as the ordinary character in the
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case of characteristic 0. In the case of projecti¨ e representations, there is
 w x.also a character theory cf. 5, Chap. 7 and a cocycle calculation and
 w x.normalization is also necessary cf. 5, Chap. 4 .
In the case of orthogonal representations, however, there is no effective
character known. Our principal goal is to provide effective means of
distinguishing equivalence classes of orthogonal representations in certain
cases by using a combination of methods which are already known in some
form or other, but usually not in a form useful for explicit calculations.
The procedure is described in detail in Section 4.
The most important of these methods is the Hermitian Morita theory
w xwhich was introduced by Frohlich and McEvett 2 as one of the criticalÈ
steps in determining the Grothendieck and Witt groups of orthogonal
representations. We shall make the correspondence provided by this
theory explicit, and show how the formulas obtained can be used to
determine whether or not two orthogonal representations are equivalent in
 .the case when all linearly irreducible representations involved in them of
 .``class 1'' cf. Section 3 are absolutely irreducible. An example of G the
symmetric group S is given in Section 4. In Section 3, we record some4
facts which are useful in the context of orthogonal representations; again
w xmost are known but not all are explicit in the literature. In 7 , the
formulas are applied to give a complete solution to the equivalence
problem for the class of ``uniform'' representations.
The method of Frohlich and McEvett is to associate with r an Hermi-È
tian form over a semisimple algebra A, then to apply Hermitian Morita
theory to obtain a second Hermitian form over an algebra D which is
Morita equivalent to A; then two orthogonal representations are equiva-
lent if and only if their forms over D are equivalent. In principle, this
solves the equivalence problem when the theory of equivalence of Hermi-
tian form over D is known. The explicit formulas alluded to above are
formulas for the form over D. See Theorems 1 and 2, and Corollary 1.
1. PRELIMINARIES
Let KG denote the group algebra of G over K, equipped with the
]canonical involution which is K-linear and takes each s g G to its
inverse sy1. Then V is a left KG-module via r, and
b au, ¨ s b u , a¨ for all u , ¨ g V , a g KG. 1 .  .  .
ÃDefine b: V = V ª KG by the formula
Ã y1b u , ¨ s b r s u , ¨ s g KG. .  . .
sgG
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ÃIt is easy to check that b is a nonsingular Hermitian form with respect to
the canonical involution on KG, and that two orthogonal representations
Ã Ãr and r9 are equivalent if and only if b and b9 are equivalent KG-Hermi-
 w x.tian forms cf. 2, Theorem 7.1 .
Let Ao be the annihilator of V in KG, and let A be the semisimple
direct summand of KG such that KG s A [ Ao, so A operates faithfully
O ] .on V. By 1 , A is stable under , and so therefore is A. If e is an
o Ã Ã Ã .  .idempotent belonging to A , e b u, ¨ s b e u, ¨ s 0 shows that b takes
Æits values in A, and so can be considered as an Hermitian form b over A.
If r9 ; r, a map f: V ª V 9 is a KG-isomorphism if and only if it is anl
ÆA-isomorphism, so r9 is orthogonally equivalent to r if and only if b9 is
Æequivalent to b.
2. HERMITIAN MORITA THEORY
Let D s End V, and write its action on the right of V; thus V s V isK G A D
 .an A, D -bimodule. Twist the action of A and D on V to make it into a
 .D, A -bimodule V by d.¨ .a s a¨d, where ¨ stands for ¨ considered as an
]element of V. We also let stand for the adjoint involution of End VK
with respect to b, defined by
b fu , ¨ s b u , f¨ for all u , ¨ g V . .  .
Then KG ª End V is a homomorphism of algebras with involution, andK
its image is the image of its restriction to A, A ª End V. It is clear thatK
ÆD is stable under the adjoint involution, so b and b ``admit'' D with the
adjoint involution, in the sense of Frohlich]McEvett:È
Æ Æb ud, ¨ s b u , ¨d , b ud, ¨ s b u , ¨d . .  .  .  .
Æ .For any ¨ , w g V, the map u ¬ b u, ¨ w is A-linear, so there is a
 .unique h ¨ , w g D such that
Æb u , ¨ w s uh ¨ , w for all u , ¨ , w g V 2 .  .  .
 w x.cf. 2, Sect. 8 . h is easily seen to be biadditive, and
Æ Æuh d¨ , w s b u , ¨d w s b ud, ¨ w s udh ¨ , w .  .  .  .
shows that it is D-linear in ¨ . Moreover
Æ Æ Æ Æb uh ¨ , w , x s b u , xh ¨ , w sb u , b x , ¨ w .  .  . . .  .
Æ Æ Æ Æs b u , w b x , ¨ sb u , w b ¨ , x .  .  .  .
Æ Æ Æs b b u , w ¨ , x sb uh w , ¨ , x , .  . . .
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 .so h ¨ , w s h w, ¨ and h is a D-Hermitian form. If ¨ is a vector in V .
Æ .  .  .such that h ¨ , w s 0 for all w g V, then it follows from 2 that b u, ¨ w
Æ .s 0 for all u, w g V, hence b u, ¨ s 0 for all u g V since A acts
faithfully on V, so therefore ¨ s 0. Thus h is nondegenerate, so the map
h: V ª Hom V , D given by u ¬ h u , ? is D-linear and injective. But .  .D
 .V and Hom V, D have the same dimension over K}this follows fromD
the fact that D is semisimple, and that if B is a simple K-algebra, then
 .a simple B-module W and its dual Hom W, B have the same dimen-B
 wsion over K. Therefore h is an isomorphism, so h is nonsingular cf. 6,
x.Sect. 2 .
w xThese properties of h are described in 2 , and are included here for the
convenience of the reader. The Hermitian Morita theory, in the present
context, consists of an equivalence of the categories of Hermitian forms
Æ Æover A and of Hermitian forms over D. It can be effected by b9 § h ? b9:
Æ .  .V m V 9 = V m V 9 ª D, the ``product'' of h and b9 which is deter-A A
mined by
X X XÆ Æh ? b9 u m ¨ , u m ¨ 9 s h u b9 ¨ , ¨ , u . 3 .  . .  .1 A 1 2 A 2 1 1 2 2
ÆSuppose now that b9 arises from an orthogonal representation r9: G ª
 . oO b9 on the space V 9 so A V 9 s 0 and
Æ X X y1 X Xb9 ¨ , ¨ s b9 r9 s ¨ , ¨ s. .  . .1 2 1 2
s
 .  .By 2 and 3 , if w g V,
X X X XÆ Æ Æw h ? b9 u m ¨ , u m ¨ s b w , u b9 ¨ , ¨ u . .  .  .1 A 1 2 A 2 1 1 2 2
X XÆ Æs b w , b9 ¨ , ¨ u u . /1 2 1 2
Æ Æ X Xs b w , u b9 ¨ , ¨ u . .  .1 1 2 2
Æ Æ ÆThe definitions of b and b9 now yield an explicit formula for h ? b9:
ÆTHEOREM 1. The Hermitian form h ? b9 o¨er D ; End V correspondingK
to r9 is gi¨ en by
X XÆw h ? b9 u m ¨ , u m ¨ .  .1 1 2 2
s b r sy1 w , u b9 r9 ty1 ¨ X , ¨ X r st u . .  .  . .  . 1 1 2 2
s, t
If we identify End V s V * m V where V * is the K-dual of V,K K
X XÆh ? b9 u m ¨ , u m ¨ .  .1 1 2 2
s b9 r9 ty1 ¨ X , ¨ X b r sy1 ? , u m r st u . .  .  .  . .  . . 1 2 1 2
s, t
The proof is easy.
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Although explicit, these formulas are not always easy to apply because
of the difficulty, in general, of identifying D as a subring of End V.K
 4  X 4  .  .Now let e and e be orthogonal bases of V, b and V 9, b9 , respec-i j
 y1 .tively. We denote, for example, the matrix of r s with respect to
 4   y1 . .   y1 . .  y1 .the basis e by r s . This implies that b r s e , e s r si i j k i ik
 .b e , e . Let e denote the usual matrix unit, i.e., the linear transformationi i i j
 .that takes e to e and all other e to 0. Thus, for example, r st sj i k
 . r st e . We easily get the corollary:p, q p q p q
 4  X 4  .COROLLARY 1. If e and e are orthogonal bases of V, b andi j
 .V 9, b9 , respecti¨ ely, the Hermitian form o¨er D corresponding to r9 is gi¨ en
by
X XÆe h ? b9 e m e , e m e .  .k i l j m
s b e , e b9 eX , eX r sy1 r9 ty1 r st e . .  .  .  .  . p j i k mli i m m p
s, t , p
Alternati¨ ely
X X XÆh ? b e m e , e m e .  .i l j m
s b e , e b9 eX , eX r sy1 r9 ty1 r st e . .  .  .  .  . p j i k mli i m m pk
s, t , p , k
 4Let D s d g D: d s d .0
COROLLARY 2. Suppose that p / k. If r is absolutely irreducible, then
r sy1 r9 ty1 r st s 0 for all i , j, l , m. .  .  . p j i k ml
s, t
If D s K,0
r sy1 r9 ty1 r st s 0 for all i , l. .  .  . pi i k l l
s, t
Proof. If r is absolutely irreducible, then D s K and so the values of
Æh ? b9 are in K, hence the coefficients of e in the second formula ofpk
Corollary 1 must be 0 when p / k. This gives the first formula in Corol-
XÆ .lary 2. The second one follows similarly after noting that h ? b9 e m e ,i l
X .e m e g D .i l 0
 .REMARKS. 1 We note that the formulas in Corollary 2 are similar in
w xnature to those of Corollaries 2 and 3 in 9 .
 .2 If r is absolutely irreducible, i.e., D s K, it is clear that the form
b itself can be used instead of h. Consistent with this, we note that
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 .h s grn b. Indeed
y1Æe h e , e s b e , e e s b r s e , e r s e .  . .  .  .j l k j l k j l k
s
s b r sy1 e , e r s e .  . .l j  i kl l i
s i
s b e , e r sy1 r s e . .  .  .l j  i kl l i /
si
w xBut by 9, Corollary 3, p. 14 ,
g
y1r s r s s d d , .  .l j i k i j lkns
and it follows that
g
e h e , e s b e , e e . . .j l k l k jn
THEOREM 2. Suppose again that r is absolutely irreducible. Then the
bilinear form corresponding to r9 is gi¨ en by
X X X XÆh ? b9 u m ¨ , u m ¨ s b9 r9 s ¨ , ¨ b r s u , u .  . .  .  . . 1 1 2 2 1 2 1 2
s
 .if we use h s b cf. Remark 2 .
 .Proof. Using 3 , we get as the form corresponding to r9
X X X Xy1Æb u b9 ¨ , ¨ , u s b b9 r9 s ¨ , ¨ r s u , u .  .  . . . 1 1 2 2 1 2 1 2 /
s
s b9 r9 sy1 ¨ X , ¨ X b r sy1 u , u .  . .  . 1 2 1 2
s
X X Xs b r9 s ¨ , ¨ b r s u , u . .  . .  . 1 2 1 2
s
3. SOME BASIC FACTS ABOUT ORTHOGONAL
REPRESENTATIONS
Let A be an arbitrary simple component of KG, V a simple left
 .  .A-module, and r : G ª GL V the irreducible linear representationK
provided by V. Then A is either s A or is some other simple direct
summand of KG. Consider the composition
r} t
KG ª A ª A ª End V ª End V , .  .K K
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where the first map is the projection and t is the transpose with respect to
some basis of V. It is clear that V is thereby a simple A-module, and so
yields the irreducible representation r of G corresponding to A, the
``contragredient'' of r. Thus if the characteristic of K is 0, the character of
r is
t y1y1tr r s s tr r s s x s .  .  . . /
 .since r s is similar to a diagonal matrix with roots of unity on the
diagonal. If the characteristic is / 0, then a similar argument shows again
 .that the Brauer character r is x s . Since r and r are equivalent if and
only if x s x , this proves the first statement of the following theorem.
THEOREM 3. Let A be an arbitrary simple direct summand to KG, and r :
 .G ª GL V an irreducible K-representation of G corresponding to A. Let xK
be the ordinary character of r if char K s 0, otherwise the Brauer character
of r.
 .1 The following are equi¨ alent:
 .a A s A.
 .b x s x .
 .c x is real.
 .  .  .Moreo¨er each of a , b , and c is a necessary condition for the existence of
 .a nonsingular symmetric bilinear form b on V such that r : G ª O b , i.e.,
such that b is G-in¨ariant.
 .  .  .  .2 Con¨ersely each of a , b , and c is sufficient for the existence of
 .such a form except in the case when A ( M n, L where L is the center
]cen A of A, and is a field extension of K which is left elementwise fixed by .
 .  .3 In the exceptional case of 2 , there is either an in¨ariant nonsingular
symmetric form b on V or an in¨ariant nonsingular skew-symmetric form b on
V, but not both. They can be distinguished by the fact that the subspace of
 .  . .elements of A fixed by the in¨olution has K-dimension L : K n n q 1 r2
 .  . .in the symmetric case resp. L : K n n y 1 r2 in the skew-symmetric case.
In the case of characteristic 0, the cases can be distinguished by the ``Schur
indicator''
1 1 if b is symmetric,2x s s .  y1 if b is skew-symmetric.< <L : K G . s
 .Proof. If b is an invariant form, the map V ª V * s Hom V, KK
 .given by u ¬ b u, ? is a KG-isomorphism if the right module V * is made
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 .into a left module via a.j s j a a g KG, j g V * . Thus r is equivalent to
 .its contragredient, so x s x . This proves 1 .
 . Part 2 of the theorem is given in the language of Hermitian forms
. w xover A in 6, 2.5 . For example, if h: V = V ª A is an Hermitian form
h inclÃover A, then h: V = V ª A ª KG is an Hermitian form over KG, and
Ã  .t ( h is an invariant symmetric bilinear form, where t  a s s a is thes s 1
Ætrace KG ª K. Conversely if b is such a symmetric form then h s b is an
Hermitian form over A.
 .Finally for 3 , the first statement, concerning the existence of a symmet-
w x ric or skew-symmetric form, is again given in 6, 2.5 . It is well known cf.
w x.  .  .8, pp. 304]305 that an involution of the first kind over L on M n, L is
the adjoint involution with respect to a form b9 over L which is either
symmetric or skew-symmetric, with the subspace of fixed elements having
 .  .L-dimension n n q 1 r2 resp. n n y 1 r2. The ``transfer'' b [ Tr ( b9L r K
is then a symmetric resp. skew-symmetric form which is invariant under G
since the adjoint involution of b on End V extends that of b9 onK
 .  .End V ( M n, L . This gives the second statement of 3 . Suppose thenL
that K has characteristic 0, and identify A with a subalgebra of End V viaK
r. The representation r can be interpreted as a representation r9 over L,
 .and it is well known that over C or L , r is the direct sum of the
conjugates of r9 over K, and so their characters satisfy
x s s Tr x 9 s . .  . .L r K
Let A9 be the direct summand of LG corresponding to r9. Then the map
A9 ª A induced by r9 is an isomorphism of simple algebras with involu-
tion, since the involutions in both cases invert the images of G and are the
identity on L and of course the algebras are generated by the images of
.G over L . We note that r9 also has either an invariant nonsingular
symmetric form or an invariant skew symmetric form but not both, and
that if the form b9: V = V ª L is symmetric resp. skew-symmetric, then
the trace form b [ Tr ( b9 is symmetric resp. skew-symmetric. SinceL r K
r9 is absolutely irreducible, the Schur indicator
1 1 if b9 is symmetric,2x 9 s s .  y1 if b9 is skew-symmetric.< <G s
w x.9, Proposition 39 . If we take traces in this formula, we get
1 L : K if b is symmetric, .2x s s . < < y L : K if b is skew-symmetric,G  .s
which is equivalent to the formula in the theorem.
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 .If A is a simple summand of KG and A / A, then H A [ A [ A is a
]direct summand of KG which is stable under , and is simple as an
 .algebra with involution; it is called a simple ``hyperbolic'' algebra with
involution, or a simple algebra with involution of class 0. Thus the algebra
with involution KG is a direct sum
KG s A [ ??? [ A [ H A [ ??? [ H A .  .1 k kq1 l
of simple algebras with involution, where A s A for 1 F i F k, andi i
A / A for i ) k. The algebras A , . . . , A are also separated into classes.i i 1 k
Namely if a simple A -module supports a nondegenerate invariant sym-i
metric form, the involution algebra A is said to be of class 1, otherwisei
class y1. The connection between ``class'' and the usual ``kind'' and
``type'' of an involution is given in the following theorem.
]THEOREM 4. Let A be a simple finite dimensional algebra, and let be an
] .in¨olution on A. Then the algebra with in¨olution A, has class y1 if and
only if A is split as an algebra o¨er its center and the in¨olution is of the first
kind and type y1. Otherwise it has class 1.
This follows at once from Theorem 3 and the definitions of kind and
 w x.type cf. 8 .
If V is a KG-module, then the A V for 1 F i F k are homogeneousi
 .components of V, and the H A V, k - i F l, are called bihomogeneousi
components.
 .Let W be a left KG-module of finite length , and let W * s
 .Hom W, K be the left KG-module obtained by twisting the right actionK
 .  .of KG on Hom W, K by the canonical involution. Define H W sK
 .W [ W * with the nonsingular symmetric bilinear K-form b on H W
given by
 :  :b w q v , w q v s w , v q w , v w g W , v g W * . .  .1 1 2 2 1 2 2 1 i i
It is easy to check that b is G-invariant, and so we get an orthogonal
 .  .representation on H W , called the hyperbolic representation based on W
 .on the hyperbolic space H W .
 .THEOREM 5. Let r : G ª O b be an arbitrary orthogonal representation
on the space V.
 .1 The algebra with in¨olution KG is the direct sum of simple algebras
with in¨olution of classes 0, 1, and y1, and V is the orthogonal direct sum of
the corresponding homogeneous and bihomogeneous components.
 .2 E¨ery orthogonally indecomposable component of the KG-module V
 .is contained in one of the bi homogeneous components of V mentioned
 .in 1 .
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 .3 Let W be an orthogonally indecomposable component of V, and let A
be a simple algebra with in¨olution which is a component of KG for which
AW / 0.
] .  .a If A, has class 1, then W is a simple KG-module, and the
homogeneous component AV of V is an orthogonal direct sum of simple
A-modules.
] .  .b If A, has class 0 or y1, W is a hyperbolic space based on a
 .simple KG-module more precisely, a simple A- or A-module , and any two
such orthogonally indecomposable components are orthogonally equi¨ alent.
In either case, A is uniquely determined.
Proof. Let A and A9 be simple components of KG, and let e and e 9
 .  .be the corresponding central idempotents. Then b e ¨ , e 9u s b ¨ , ee 9u
shows that AV and A9V are orthogonal unless e 9 s e , i.e., A9 s A, and
 .this finishes the proof of 1 .
The rest of the theorem follows from results on nonsingular Hermitian
w xforms over KG in 6, Sect. 2 , if we use the connection between these forms
and orthogonal representations given by the mutually inverse bijections
Ã  ..r : G ª O b § b and h § the invariant form t ( h. It is clear that
these bijections preserve orthogonal sums, and so also indecomposability.
Next the hyperbolic Hermitian form over KG based on the KG-mod-
Ä .  .  .ule W is h: H W = H W ª KG where W s Hom W, KG ,K G K G K G
Ä .  .  :  :H W s W [ W, and h w q v , w q v s w , v q w , v .K G 1 1 2 2 1 2 2 1
ÄNow the map t#: W ª W *, v ¬ t ( v, is an isomorphism of KG-modules
y1 Ä  .  . .its inverse is v ? ¬  v s ? s , and if we identify W s W * via t#, it0 s 0
is easy to see that t ( h is simply the hyperbolic form over K based on W.
 .  .Thus with this identification , the hyperbolic Hermitian space H WK G
based on W corresponds with the hyperbolic representation based on W.
 . w xThe rest of Theorem 5 now follows at once: 2 follows from 6, 2.2 ,
 . w xwhile 3 follows from 6, 2.3 and 2.4 .
COROLLARY 3. Let V be the sum of the homogeneous components of V1
 .of class 1, and let b be the restriction of b to V , and r : G ª O b the1 1 1 1
corresponding representation. If r9 is a second orthogonal representation and
 .is linearly equi¨ alent to r, then r9 ; r orthogonal equi¨ alence if and onlyo
if rX ; r .1 o 1
Proof. Since r9 ; r, corresponding homogeneous components of Vl
and V 9 are linearly equivalent, hence the sum of these components which
arise from the components of KG which are of class 0 or y1 are
 . .orthogonally equivalent by 3 b of the theorem.
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Of course rX ; r if and only if the ``restrictions'' of rX and r to1 o 1 1 1
their homogeneous components are orthogonally equivalent since these
 .components are mutually orthogonal by 1 of Theorem 5. This leads to
the following useful result.
THEOREM 6. Suppose that r and r9 are orthogonal representations which
are linearly equi¨ alent. Let A , . . . , A be the simple components of KG of1 k
 .class 1 for which A V / 0, and for 1 F i F k let r : G ª O b be ani i i
orthogonal representation on V which is irreducible as a linear representationi
o¨er K with A V / 0. Let D s End V operate on the right of V andi i i K G i i
 .  .denote by V the D , A -bimodule which is the twist of the A , D -bimodulei i i i i
 .V . Let h : V = V ª D be the Hermitian form defined by the analogue of 2i i i i i
for b instead of b. Then r and r9 are orthogonally equi¨ alent if and only ifi
Ã Ãfor each i, 1 F i F k, the Hermitian forms h ? b and h ? b9 o¨er D arei i i
equi¨ alent.
Proof. This results at once from the fact that for all i, V m V s V mi A i Ai iÃ Ã Ã Ã .  .A V and h ? b s h ? b i where b i is the restriction of b to A V.i i i i
4. EFFECTIVE DETERMINATION OF THE
EQUIVALENCE CLASSES OF
ORTHOGONAL REPRESENTATIONS
To use the foregoing results in determining whether or not two orthogo-
nal representations r and r9 are equivalent, we shall assume that the
characters of all K-irreducible representations and all absolutely irre-
ducible representations are known.
Then one proceeds as follows:
 .1 Determine the class of each irreducible K-character x of G as
follows:
 .  .a If x / x , then x has class 0 by Theorem 3 1 . Suppose there-
 .fore that x s x so in particular the class is "1 .
 .b If x is one of the absolutely irreducible constituents of x ,0
 < .  < .then x has class 1 if the Schur index x x ) 1. Suppose that x x s 1.0 0
 .c The center of the simple component A of KG corresponding to
 .  w x.x is L s K x cf. 3, Problem 9.15 , and if the characteristic of K is 0,
  . .the class of x is given by the Schur indicator cf. part 3 of Theorem 3 .
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If the characteristic of K is ) 0, one can determine the class of x by
 .i finding the central idempotent e of K 9G corresponding to0
  ..x where K 9 is a splitting field of x , e.g., K x using the formula0 0 0
x 1 .0 y1e s x s s, .0 0g s
w xcf. 9, Theorem 8, Sect. 2.6 ,
 .ii determining the dimension d of the fixed subspace of the
canonical involution of K 9G on its simple component e K 9G using the0
y1facts that e K 9G s  K 9e s and that e ss e s ,0 sg G 0 0 0
 .iii concluding that the class of x is 1 resp. y1 if d s
 .  .   ..n n y 1 r2 resp. n n q 1 r2 cf. Theorem 3 3 .
 .2 Check that the characters of r and r9 are equal.
 .3 By taking inner products of characters, check to see which K-
characters of class 1 are present in r.
 .4 For each character of class 1 in r, take an irreducible orthogonal
Ãrepresentation r of G as in Theorem 6 and determine the products h ? bi i
Ãand h ? b9 over D .i i
Ã Ã .5 Check to see whether h ? b and h ? b9 are equivalent.i i
 .  .  .REMARKS. 1 Of course difficulties can arise in 4 and 5 : one must
find the r , the equivalence theory of Hermitian forms over D must bei i
known for each i, and even then because of the difficulty of identifying Di
in End V , these methods work only if D s K, i.e., each r is absolutelyK i i i
 4irreducible, or if the subspace D s d g D : d s d is s K and A V isi0 i i
w xsimple. For the latter case, see 7 .
 .2 In practice, one can use r itself to determine the r as follows,i
when r is absolutely irreducible. Determine the homogeneous componenti
A V by calculating e V where e is the central idempotent of A given ini 0 0 i
 . . . .  .1 c i above . Next find ¨ g V such that b ¨ , ¨ / 0 and A ¨ is a simplei
A -module. Then take r to be the restriction of r to A ¨ .i i i
 .  .3 The explicit determination in 4 of h ? b, e.g., is usually besti
carried out by noting that, if ¨ is any nonzero vector in V , then V s A ¨i i i i i
and so if u , u , . . . , u is a basis of V over K, the set ¨ m u , ¨ m1 2 n i 1 i
u , . . . , ¨ m u spans the D -vector space V m V. In the case D s K, i.e.,2 i n i i A ii
 .when r is absolutely irreducible, a subset ¨ m u , where l si i j 1F n F l in i
 < .x x is the length of V as an A -module, is a basis of V m V if andi i i A i
 . . .only if det h ? b ¨ m u , ¨ m u / 0.i i j i j 1F n , m F ln m i
EXAMPLE. We take G to be the symmetric group S and K s Q. It is4
straightforward to show that there is a unique representation r : G ª
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 .GL 47, Q such that
y18 y63 99 36 0 y36 y36
y72 y18 72 y27 0 27 27
y36 y36 90 9 0 y9 y91
r 1234 s . 36 68 y176 y82 36 60 44
36 0 y33 33 66 y18 y99 y123 036 y14 y58 64 72 y132 y152
0 46 y46 y92 y36 138 142
and
y1 2 y2 y2 0 2 2
0 3 y4 y2 0 2 2
0 2 y3 y2 0 2 2
r 12 s . . 0 0 0 1 0 0 0
0 0 0 0 y1 0 0 00 0 0 0 0 1 0
0 0 0 0 0 0 1
Furthermore the bilinear form b with matrix with respect to the
4.standard basis of Q
4 y4 4 4 0 y4 y4
y4 16 y8 y30 0 47 55
4 y8 y8 22 0 y39 y47
4 y30 22 58 0 y92 y108
0 0 0 0 12 0 0 0y4 47 y39 y92 0 143 167
y4 55 y47 y108 0 167 199
 .  .is invariant under r G , and so r : G ª O b is an orthogonal representa-
tion.
We next find the character of r ; its values are given in the first line in
the following character table:
 .  .  . .  .  .Conj. Class 1 12 12 34 123 1234
r 7 1 3 y2 y1
r 2 0 2 y1 01
r 3 1 y1 0 y12
The headings of columns 2 to 6 are representatives of the conjugacy
classes of S , and the entries below them are the character values of r, r ,4 1
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and r where r and r are the irreducible representations arising from2 1 2
w x w x  w x.the partitions 2, 2 and 3, 1 of 4 cf. 4, Appendix IA . The inner products
of the character of r with the characters of r resp. r are 2 resp. 1, so, as1 2
a linear representation, r is the direct sum of 2 copies of r and 1 copy of1
r since the direct sum has degree 2 ? 2 q 1 ? 3 s 7 s the degree of r.2
Ã Ã   . .We next find the forms h ? b and h ? b cf. 4 of Section 4 . This1 2
necessitates first finding h and h , and r and r , which can be done by1 2 1 2
w xusing 4, 7.3.13 and 7.3.17 . The results are that the bilinear form b \ h1 1
has matrix
4 0 , /0 3
and
1 3
2 4y1 0
r 12 s r 34 s , r 23 s . .  .  .1 1 1 1 /0 1  /1 y 2
Similarly the bilinear form b \ h has matrix2 2
12 0 0
0 9 0 /0 0 8
and
1 3 02 4y1 0 0
1r 12 s , r 23 s , .  .0 1 0 1 y 02 2 2 /  00 0 1 0 0 1
1 0 0
1 80 3 9r 34 s . .2
1 00 1 y 3
 .From these formulas, one can get r s for all s g G, and then calculatei
the h ? b using Theorem 2 and Remark 3 above. This is relatively easy toi
.do using a symbolic algebra program such as Maple or Mathematica . The
result is that h ? b has matrix1
1 1192  /1 y7
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with respect to the basis a m e , a m e where1 1 1 3
1 0
0 0
0 11a s , e s , e s .0 01 1 3 /0
0 0 0  00 0
0 0
 .Similarly the matrix of h ? b is 192 with respect to the basis b m e2 1 5
where
1
b s .01  /0
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