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Motivated by the recent discovery of several amorphous oxides exhibiting remarkable threshold
switching and hysteresis in the current-voltage response, we outline a purely quantum mechanism of
memristance based on Anderson localization. Concerting first principles methods with molecular dy-
namic simulations and quantum many-body techniques, we explore the electronic structure of these
compounds in the presence of dynamic-ionic disorder. We find that electron localization dominates
at the edge of the conduction band, and oxygen deficiency shifts the chemical potential into this
localized regime. Experimental observations of sub-breakdown switching behavior arise naturally in
this framework as a result of the chemical potential being driven across the transport energy under
bias. To model the hysteresis in the current transient, we compute the conductivity with annealed
disorder distributions, simulating the migration of oxygen vacancies in a non-equilibrium thermal
environment and our results agree with experiment. We therefore resolve amorphous phase oxides
to be a great platform for memristors via mobility edge engineering, exposing an avenue for neuro-
morphic design within the context of well-established defect-engineered semiconductor technologies.
Introduction The von Neumann model of computing
forms the basis of most modern digital technologies, and
with transistors already operating at the nano-scale, is
quickly approaching a quantum limit of performance [1].
This paradigm additionally harbors an intrinsic bottle-
neck originating in the separation of information and op-
eration [2]. By contrast, no such separation takes place
in the human brain, evincing the value of a less rigid
model. The inherent plasticity in biological systems in-
spires engineering a new class of neuromorphic circuitry
that mimics this function, going beyond the von Neu-
mann architecture [3]. At the core of this technology are
memristors, components that can adapt their internal
state to exhibit desired responses under targeted ther-
mal and electrical environments. This circuit element
with state-dependent current is one of the most promis-
ing candidates for neuromorphic computation, precisely
because of its bias-controlled resistivity switching [4].
While the concept of the memristor was originally the-
orized by Chua in 1971 [5], physical realizations of the
memristor were found only in devices with internal power
sources [6]. These devices are generally not scalable [7],
making it impossible to implement memristor-based com-
putational architectures. For neuromorphic circuitry, it
is critical to have nano-scale memristors without inter-
nal power sources [8]. An urgency has developed in the
field to discover materials that can remember their pre-
vious state, with tunable control of the current-voltage
response [9]. Elucidating the interplay between ionic
dynamics and electronic transport in these materials is
one of the most challenging theoretical questions in un-
derstanding nano-scale memristors, precisely because a
quantum theory is necessary for leveraging nano-scale
phenomena to achieve the complex neuro-plasticity used
in biological computation [10–12].
Meanwhile, reports professing systems with negative
differential resistance, hysteretic current-voltage curves,
and generally anomalous responses to an applied bias
were surfacing as early as 1962 [13]. It is now known
this behavior is the unmistakable signature of memris-
tive function, and surprisingly, many of these materi-
als are among the most widely studied solid state sys-
tems, including, but certainly not limited to, VOx, NiOx,
NbOx HfOx, several perovskites, many rare-earth ox-
ides, and even some nitrides [14–19]. The first realization
though of a true nano-scale memristor was demonstrated
in TiO2/TiO2−x heterostructures [20, 21], stimulating a
flurry of research aimed at understanding the switching
mechanism in transition metal oxides [22–24]. Although
it has been established that migration of the oxygen va-
cancies is necessary for memristive switching, a descrip-
tion that treats the quantum properties of disorder in a
non-equilibrium setting under a comprehensive umbrella
is still desired [25–27].
This necessity of a general quantum theory of memris-
tors is clear for two reasons. The first is the nano-meter
operating scale, which actualizes quantum phenomena
and cripples the efficacy of quasi-classical conceptions.
The second is the presence of driven defects, dislocations,
domains, filaments and the like under high electrical field.
Each of these present a particular manifestation of mobile
disorder that will subject electrons to a potential land-
scape that is dynamic in space, and in time. As a result,
the conductive channels in these systems are dynamic in
space and in time. Beyond the scope of any single work
to address the myriad of mechanisms at length, we distill
here the archetype of homogeneous disorder: laying out
the process as it evolves in an Anderson insulator, and
show exactly how this dynamic disorder gives rise to a
memristive response. The many descendant realizations
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FIG. 1. Representation of ionic motion in response to external field. The amorphous phase easily facilitates ionic
drift, changing the distribution of disorder, and thereby changing the intrinsic conductivity. Panels (a) and (b) show the
crystalline phase with disorder represented by dotted spheres. These defects act as scattering centers for electron waves. (c)
Diode response in the crystalline phase is static during the application of external field, leading to the same current-voltage
response before and after biasing. (d) Distribution of disorder in the amorphous phase before biasing. (e) After a bias has been
applied, the distribution of disorder has shifted, and the interference pattern generated will be different. (f) The memristive
diode (mem-diode) response facilitated by the new distribution of disorder maintains off state due to localization.
we leave to larger clinicians.
Since Anderson localization is a unparalleled hallmark
of quantum wave-mechanical phenomena, we adopt a
many-body approach, the finite-size Kubo formula [28],
in conjunction with density functional theory, to compute
the conductivity as a function of various disorder distri-
butions. While such an approach has been shown to ac-
curately describe electron transport with quenched disor-
der [29, 30], transport with annealed disorder is much less
studied [31].1 It is usually assumed that annealed disor-
der fluctuations are akin to thermal fluctuations, however
in principle, this instantiates a dynamic potential land-
scape for electrons that can be much slower than the tem-
perature. Considering the migration of oxygen vacancies
as a critical part of transition-metal-oxide memristors,
the introduction of this type of disorder is paramount to
a successful description. Because in general, transport
in disordered systems is stochastic in nature [33–35], we
first verify the finite size Kubo formula is the right plat-
form to gauge transport in these systems, which, to our
knowledge, has not been demonstrated from first princi-
ples before. Finally, the strength of disorder is shown to
serve as a critical tuning parameter for the creation of the
meta-stable states. Being dynamically generated with
1 Annealed disorder here refers to the case where the timescale
of disorder fluctuations is on the order of measurement
timescales [32].
external bias, these meta-stable states are time depen-
dent, and exhibit different values of resistivity, fulfilling
the foundational requirements for quantum memristive
behavior.
Mechanism Disorder dynamics are starkly different
when contrasting a crystalline phase with the amorphous
phase. The proposed mechanism of resistivity switch-
ing for memristive function is outlined with a schematic
representation in Fig. 1. In the crystalline case shown
in Fig. 1(a-b), oxygen vacancies indicated by hollow
spheres, are immobile in the presence of an external field,
leading to the typical reversible current-voltage curve
shown in Fig. 1(c). In the amorphous phase however
shown in Fig. 1(d-e), ionic drift is more easily facilitated.
Consequently, under a bias voltage the oxygen vacancies
are more likely to drift around the material, producing
highly dynamic electric potentials. Such dynamic ionic
environments are uniquely facilitated in the amorphous
phase, and guarantee the possibity for a dynamic con-
ductivity as shown in Fig. 1(f).
Contrary to a classical theory, in a quantum theory of
electron transport, dynamic electric potentials will affect
the conductivity via interference of electron wavefunc-
tions. Pedagogically, there are three regimes of disorder
that govern electronic transport, and tuning the system
into a functional regime between these endpoints is what
we want to achieve. The first is realized when the charac-
teristic length-scale of the electron wavefunction ψ is the
on the order of the size of the material L, this is the most
3metallic. Second is the converse regime, with very strong
disorder. In this case, there is so much interference that
the spatial extent of ψ is reduced to the order of inter-ion
spacing, rendering the system perfectly insulating. This
scenario is a general wave phenomena first recognized by
Anderson [36], and demonstrates that long-range elec-
tron wave interference can actually modulate a material’s
transport properties. The useful regime for retentive
transport occurs between these two extremes, although,
transport in this phase is particularly difficult to han-
dle theoretically. The difficulty arises in that transport
by delocalized states in disordered systems is bounded
by a mobility edge at zero temperature, the location of
which is difficult to ascertain. At finite temperature it
is even more subtle, but a generalization with the con-
cept of a transport energy is however possible [37]. As
a result, engineering electron wavefunction localization
with amorphization, and conductivity changes with ap-
plied bias is a daunting theoretical endeavor, but is a
promising way to design new types of memristors. In the
following, we unfold this scenario with a case study of
amorphous Nb2O5−x.
Methods To obtain the electronic structure of amor-
phous Nb2O5−x, we have performed ab initio molecu-
lar dynamic quenches, and subsequent density functional
theory calculations. The details of these simulation can
be found in the supplementary materials. Fig. 2 plots the
electron density of states for stoichiometric Nb2O5 and
amorphous Nb2O4.875. In amorphous Nb2O4.875, oxy-
gen deficiency drives the chemical potential to the bot-
tom of the conduction band edge where electronic states
are expected to be localized. Because accessing thou-
sands disorder realizations directly with ab initio molec-
ular dynamic methods quickly becomes intractable, we
use this analysis to conclude the electronic structure of
amorphous Nb2O4.875 can be accurately reproduced with
Wannier functions subject to a random disorder poten-
tial, reducing the computational complexity several or-
ders of magnitude. Our construction is thus described
below.
In order to capture the effects of disorder in the real
system, we construct a first principles tight-binding rep-
resentation of the fully stoichiometric, ordered phase.
With this as a starting point, which can be expressed
as
Ht =
1
2
∑
ijαβ
(tαβij − 2µδijδαβ)c†iαcjβ , (1)
we will subsequently be able to test many disorder re-
alizations with realistic dispersions. Here the fermion
operators c†iα create (destroy) particles at site i (j), with
orbital and spin character denoted by α (β). Details on
obtaining the kinetic integrals tαβij can be found in the
supplementary information, and µ denotes the chemical
potential. The next step is to introduce the terms de-
scribing the disorder. There are two types of disorder
FIG. 2. Stochastic electronic landscape in disordered
in Nb2O4.875 The surface plots the 0.1 e/A˚
3 isodensity line
while ball and stick model shows the amorphous structure.
The stochastic nature of the environment for electrons is seen
in the iso-surface. The density of states is shown for corre-
sponding structure in the dashed line, compared against the
stoichiometric case in the solid curve. The shaded region indi-
cates the energy window integrated for the isodensity surface.
Structure generated by XCrySDen [38]
easily acessed once Ht is known. First, is the occurrence
of atomic replacements either by vacancies, or substitu-
tions.
Hs =
∑
ijαβ
Θαβij (W )δijδαβc
†
iαcjβ (2)
These are diagonal elements in the total Hamiltonian,
and act purely as a local potential as described by Eqn. 2.
The second disorder affect manifests as an off-diagonal
modulation of the kinetic energy density. In amorphous
Nb2O5, the atomic positions are randomly displaced from
the periodic crystal, and this effect is captured by Hh. In
short, Eqn. 2 models the oxygen vacancies, while Eqn. 3
models the amorphous structure.
Hh =
∑
ijαβ
(1− δijδαβ)Θαβij (W )c†iαcjβ (3)
The matrix elements Θαβij (W ) of both the site disorder
Hamiltonian Hs, and the hopping disorder Hamiltonian
Hh, are uniformly distributed random numbers on the
interval [W/2,W/2]. With this distribution, the chemi-
cal potential of the disordered system is the same as the
clean system. This is chosen so the effects of disorder can
be understood in reference to the clean system, however
it is imperative to recognize that oxygen deficiencies are
n-type dopants, ultimately pinning the chemical poten-
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FIG. 3. Modeling the population of in-gap states and their localization. The lines plot the density of states as a
function of disorder strength W , and the dots represent the Gini coefficient. The left panel is a single band model. The center
panel is an arbitrary gapped, two band toy model. The right panel is the density functional result for a 50-band 197-unit
super-cell. W specifies the width of the box distribution in electronvolts
tial closer to conduction band minimum of the stoichio-
metric system as shown in Fig. 2. Another thing to note
is that the action of the disorder field on the hopping
terms is qualitatively non-local. It behaves differently
than stochastic population of potential wells because it
can modulate the probability for hopping between par-
ticular pairs of sites. Physically this represents the fact
that disorder will modulate the electron propagator by
contributing phase fluctuations for non-local trajectories.
These fluctuations also contribute to the memory kernel
in the evolution of the density matrix as discussed later.
These are both important factors in transport-silencing
a wavefunction, and obtaining memristance. The Hamil-
tonian of our system is then the sum of the kinetic and
stochastic components as defined by
H = Ht +Hs +Hh. (4)
The model described in Eqn. 4 reproduces accurately the
electronic structure of amorphous Nb2O4.875. What’s
more, is bearing this model allows us to directly cal-
culate several physical quantities of interest in the dis-
ordered phase that are traditionally difficult to obtain
from first principles, such as transport coefficients, the
mobility edge, and localization metrics.
The crucial quantity needed however is a metric of lo-
calization, and the one developed in this work is hand-
crafted to identify states that participate in transport.
In some sense it generalizes the well known inverse par-
ticipation ratio [39] by considering not only wavefunction
extent, but also virtual coupling of all states in the sys-
tem. Our metric probably doesn’t capture scaling and
multi-fractality, although, we haven’t checked this as-
pect explicitly. This procedure is nevertheless useful to
characterize states that ultimately do not contribute to
transport. To do so, we first define the object φmn as
φmn =
∑
r
∣∣〈m|r〉〈r|n〉∣∣2. (5)
Equation 5 is interpreted as a collection of the prob-
abilities for states to couple through the eigenspace.
Here {|n〉} and {|m〉} represent eigenvectors of the total
Hamiltonian H in Eqn. 4, obtained by exact diagonaliza-
tion. We would like to characterize the dispersion of the
of φmn, so we can define the Gini coefficient [40] of the
nth eigenstate with energy εn as
g(ε) =
∑
n
χnδ(ε− εn), (6)
where
χn ≡ [2N∑
m
φmn
]−1 ∑
mm′
∣∣φmn − φm′n∣∣. (7)
In economics, g is a real number on the unit inter-
val [0, 1] characterizing the degree to which a nation’s
wealth is spread over each of it inhabitants; zero being
complete equality, and one being perfect inequality. In
the quantum mechanical sense, g will describe the dis-
tribution of an electron’s propensity to change state. If
this state is characterized by a null Gini coefficient, then
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FIG. 4. Quantifying in-gap contribution to the conductivity. The dotted lines plot the finite size Kubo conductivity as
a function of energy at 300K in a single band model (left), the two band model (center) and the first principles Nb2O5 (right).
The solid lines show the density of states on the same dependent axis with globally arbitrary, but internally relative vertical
scale.
it has equal propensity to transition to any other state
in the system. This is not the case in real systems, so
in practice the Gini coefficient of active states lies in the
middle of the measure. On the other hand, if the Gini
coefficient is unity, the state cannot transition to any
other state, and this is a physically realizable situation
by many mechanisms. Therefore, states with a Gini co-
efficient of one, will effectively be silent, as they do not
couple through the eigenspace to any other state. This
approach extends beyond the inverse participation ratio
in characterizing transport properties because there are
many transport mechanisms facilitated by spatially lo-
cal wavefunctions [29]. While we have only considered
electronically coupled states here, in principle this could
be extended to include states coupled by other media-
tors, for example phonons in variable range hopping sit-
uations. When connected to ab initio simulations of dis-
ordered systems, this is a simple yet powerful method
to gauge the mobility edge in real materials. However,
we still would like to know how the interference local-
ized states contribute to the conductivity, and for this
we employ the finite size Kubo formula.
The constant of proportionality relating the current Jα
in a medium to the applied electric field Eβ is the conduc-
tivity σαβ , and quantum mechanically is calculated as a
correlation function of current operators [41]. This is cru-
cially important because it is an intrinsic property of the
many body Hamiltonian, and the highly non-trivial in-
terference effects that underlie the conductivity engineer-
ing we need for memristors have no classical counterpart.
The finite size implementation of the Kubo conductivity
tensor we use to model the linear response is given in
Eqn. 8.
σαβ(µ, T ) ≡ −ih¯e
2
N
∑
nn′
∆fnn′
εn − εn′
〈n|vα|n′〉〈n′|vβ |n〉
εn − εn′ + iη (8)
In Eqn. 8, N is the number of unit cells, |n〉 is an eigen-
state of the total Hamiltonian H with eigenenergy εn,
the velocity operator is v, and ∆fnn′ represents the oc-
cupation difference between the state n and n′. ∆fnn′
carries implicit dependence on temperature and chemi-
cal potential through the Fermi function.
ih¯vαij = (ri − rj) · eˆαHij (9)
The matrix elements of the velocity operator are de-
fined by Eqn. 9 where ri is the real space position of
state i and eˆα is the unit vector along direction α. With
these expressions in hand, one can see that for pairs of
wavefunctions with similar thermal occupation, or small
eigenstate coupling, the contribution to the finite size
Kubo conductivity will be small, and that interference
effects are naturally captured by the matrix elements of
the current operator. The variation in the Hartee poten-
tial determined with the molecular dynamic melt-quench
approach is then used to fix the disorder Hamiltonians
Hs and Hh to a physical value of 0 < W < 5 eV.
Results As stated earlier, Fig. 2 shows the density of
states for the stoichiometric and oxygen poor Nb2O4.875.
It also gives the 0.1 e/A˚3 iso-density surface integrated
6FIG. 5. Characterizing a dynamic distribution of dis-
order. The plot shows the probability distribution of having
a “defect”. At v = 0, every site is equally likely to have a
defect, as bias drives polarization of defects, the probability
that positive defects reside near the cathode decreases pro-
portional to the drift velocity of the ions v.
between negative one and one electronvolts as indicated
by the shaded region in the density of states. The elec-
tron donor effect is clear from the shift in chemical poten-
tial, and the stochastic potential landscape is visualized
in the iso-surfaces.
The density of states and Gini coefficient as a func-
tion of disorder are shown in the panels of Fig. 3. The
density of states is shown by the solid lines and the Gini
coefficient by the points. In all three panels, the abscissa
is absolute and physical. The ordinate for the Gini co-
efficient is absolute, but the ordinate for the density of
states is only internally relative and arbitrary. The left-
most panel shows a single band nearest neighbor tight
binding model, the center panel an arbitrary, gapped,
two band model, and the right panel shows the atomistic
simulation for Nb2O5.
The single and two band models shown in Fig. 3 are
used to demonstrate the effectiveness of the Gini coef-
ficient in detecting localization. These model systems
serve as a benchmark, establishing the efficacy of the Gini
coefficient in capturing the mobility edge from first prin-
ciples. In the three-dimensional, single-band case, there
is a well known transition to a fully transportless phase
when the disorder strength W reaches 16.5/t [42], with t
setting the kinetic energy scale. This is reflected in the
left panel by the Gini coefficient tending towards unity
inside the localized phase W = 20. Similar trends are
seen in the two band model shown in the center panel of
Fig. 3. For zero disorder, the Gini coefficient is uniform,
and the insulating gap is clearly visible. As the disor-
der is increased to W = 3, the Gini coefficient spikes for
states near the chemical potential, then quickly decays at
higher energy. This demonstrates that in principle, we
can resolve a mobility edge, and this will also be seen in
the first principles simulation. The right panel shows the
first principles result for Nb2O5. At W = 0 eV, there is
an insulating gap in the density of states and the Gini
coefficient. As the disorder is increased to W = 3 eV, the
gap begins to close but remains finite, and the Gini co-
efficient of the in-gap states spikes. At W = 5 eV, states
completely span the gap. In clean systems, this would be
an indication of metallic behavior. However, the extent
to which states inside the gap couple to all other states
is greatly reduced, indicated by a tendency of the Gini
coefficient towards unity. This situation greatly reduces
the number of conducting channels available.
Figure 4 shows the Kubo response as a function of en-
ergy for various strengths of disorder in the various sys-
tems overlayed with the density of states. The solid lines
show the density of states, and the dotted lines shows the
Kubo conductivity. Figure 4 demonstrates the finite size
Kubo expression is in fact capable of capturing Anderson
localization, so even though there might be finite density
of states, the system may be in a transport gapped insu-
lating phase. In the one band and two band model, there
exists a transition to a completely transportless phase
with increasing disorder strength. The implications for
oxygen poor Nb2O5 are shown in the right panel of Fig. 4,
where atW = 5 eV, the highly localized in gap states give
zero contribution to the linear response. The importance
of the matrix element effects are readily apparent across
all systems in Fig. 4. The finite density of states across
the chemical potential means the first term in Eqn. 8 is
positive, but the phase coherence forms a transport gap,
and this zero conductivity region coincides with increas-
ing Gini coefficient from Fig 3. Being able to preduct a
disorder induced transport gap in Nb2O5 is important for
mem-diode engineering because guarantees an off state.
Additionally, it suggests the disorder strength could be
a tuning parameter for the threshold voltage and diode
variation.
Discussion What has been untouched until now is the
quantum origin of memory. An important consequence
of a system evolving while “remembering” its past, is
that any equation of motion for the ensemble density
should not satisfy detail balance in the entire state space,
at all times [43–46]. In other words, there must exist
one or more dissipation channels in the equation of mo-
tion for the system, and a Hamiltonian including a non-
equilibrium or time-dependent component naturally re-
alizes such physics. Since the disorder potential is closely
related to the distribution of oxygen vacancies, ionic mo-
tion under a bias voltage inevitably results in dependen-
7FIG. 6. Conductivity with various distributions of dis-
order. The conductivity calculated from the DFT Nb2O5
disordered model. For various distributions of disorder that
will occur with ionic drift, the conductivity at a given energy
varies. Each point is averaged over five disorder realizations
with W = 3 eV. The dashed line is a guide to the eye. Here
the abscissa V = E - Ef + 2 (eV) to align with the fact that
oxygen vacancies shift Ef by ≈ 2 eV.
cies on time t and the bias voltage V . This would trans-
form Eqn. 2 and Eqn. 3 as Hs(V, t) and Hh(V, t) respec-
tively, inducing a time dependence in the total Hamil-
tonian H from Eqn. 4. The hysteresis in the current,
equivalently the memristance of the device, is then inti-
mately tied with the irreversible (in the statistical me-
chanical sense) evolution of the vacancy positions, id est
the disorder distribution of the material. Facilitated by
the amorphous structure, changes of local electric poten-
tial occurs easily with the field driven motion of oxygen
ions and holes as sketched in Fig. 1. When combined
with the presence of Anderson localization effects, the
electron propagators are influenced causally in time by
these redistributed scatterers, and this will accumulate
in the local conductivity. Because the time scale for the
ionic drift is usually much slower than that for the elec-
tronic response, the electronic structure will be estab-
lished immediately after the oxygen vacancies reach new
locations. Consequently, we can still use the Kubo for-
mula to compute the conductivity at each snapshot in
time.
Finally, to consecrate the importance of dynamic ionic
environments, we choose the simplest possible model of
disorder dynamics by assuming a linear drift of oxygen
defects. Incorporating dynamic disorder is then achieved
by changing the probability that a state in the lattice
receives a defect potential. The time dynamics of the
oxygen vacancies are be modeled at small times by a
linear drift velocity v. In the absence of an external field,
v = 0, and the disorder potential is the same as in Eqn. 2.
As the external bias is applied, the oxygen vacancies drift
toward the positive electrode. After a period of time t,
the oxygen vacancies are less likely to stay in a region
of vt away from the negative electrode, which makes the
disorder strength weaker (thus less electron scatterings)
in this region. A similar idea has been used by Ref. [47] in
which the local resistivity is assumed to be proportional
to the oxygen vacancy concentration, and Ref. [48] have
also demonstated the importance of mobile oxygen for
the conductivity even in transition metal oxides. The
dynamism of the disorder potential in our approach is
introduced via an extra probability distribution Pk(V, t),
where Pk(V, t) = 0 if the site i is in the region of reduced
oxygen vacancies, and Pk(V, t) = 1 in the other region
as shown in Fig. 5. This approach effectively redefines
Eqn. 2 to become the bias and time dependent part of
the coupled system environment Hamiltonian H2(V, t) as
in Eqn. 10.
H2(V, t) =
∑
ijαβ
Θαβij (W )P
αβ
ij (V, t)δijδαβc
†
iαcjβ (10)
The conductivity is then calculated as in Eqn. 8 for vari-
ous disorder distributions at various energies as shown in
Fig. 6. A memdiode type curve in the current-voltage
plane can then be realized because different disorder
distributions give different intrinsic conductivities, even
while being averaged over different realizations. This
demonstrates that annealed, or dynamic disorder induces
memristive behavior intrinsic to the active layer, as a di-
rect consequence of the non-equilibrium environment.
We are now poised to summarize how oxygen deficien-
cies and annealed disorder enable a memristive response.
The first is the electron donor effect, which increases the
density of states at the top of the valence band, and acts
to continuously drive the chemical potential closer to the
upper mobility edge. Simultaneously, the increasingly
under coordinated niobium d manifold is drawn into the
crystalline gap, resulting in an increase in the density of
unoccupied states near the chemical potential. From the
similar values of the Gini coefficient of these states, it is
reasonable to assume that the matrix elements of the ve-
locity operator are coupling these states equally. But be-
cause the increased disorder redistributes the spectrum,
the energy difference in the denominator of the Kubo
expression between occupied and unoccupied states ap-
proaches zero, and gives a positive contribution to the
conductivity. This is then a rather general scenario, but
much like the rarity of the manifestation of hydrodynamic
transport in the solid state, it may require specific con-
ditions for realization.
Conclusion We have discussed how the conductivity
of amorphous niobium oxide can be effected by Ander-
son localization of states near the chemical potential,
and how global phase relationships instantiate memris-
tive dynamics. Advancements in brain inspired comput-
ing require precisely this type of circumstance, and the
atomistic toolchain developed here to model transport
8in disordered systems has proven the Kubo formula can
handle localization phenomena seamlessly. Although we
have demonstrated the close relation between oxygen de-
ficiency, disorder, and memristive response in Nb2O5−x,
the minimal ingredients for this physics can be found in
many systems, requiring only dynamic disorder. In fact,
we suspect that memristive hysteresis should be found
in practically all disordered systems as long as there are
nearby meta-stable configurations that can be accessed
with an impulse. The response of homogeneously disor-
dered systems then, is not sui generis; any specialization
of disorder in principle allows a multi-valued response
function with a given drive. With the intimate relation
between the modern theory of polarization and Berry
phase, future work should be devoted the idea of topo-
logically protected, or continuously deformable memory
materials.
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