A new topological operad is introduced, called the splicing operad. This operad acts on a broad class of spaces of self-embeddings N → N where N is a manifold. The action of this operad
Introduction
In 1949 Schubert [25] proved that long knots in R 3 have a unique decomposition into prime knots. A concrete statement of his theorem is that there is a homotopy-associative pairing K 3,1 × K 3,1 → K 3,1 called the connect-sum operation which turns π 0 K 3,1 (the isotopy classes of long knots) into a free commutative monoid. The generators are called prime knots. The idea for why π 0 K 3,1 is commutative is summarized in the diagram below.
f #g g# f f g 'Little cubes and long knots' [4] can be viewed as a space-level generalization of Schubert's work. Schubert's homotopy-associative connect-sum mapping K 3,1 × K 3,1 → K 3,1 is enhanced to an action of the operad of 2-cubes C 2 on K 3,1 , giving an explicit operadic parametrization of the kinds of isotopies depicted above. The main theorem of [4] is that K 3,1 is free as an algebra over the 2-cubes operad K 3,1 ≃ C 2 (P ⊔ { * }), which when we apply π 0 recovers Schubert's result, since C 2 (P ⊔ { * }) ≃ ⊔ ∞ n=0 (C 2 (n) × Σ n P n ). Schubert went on to further decompose knots using what he called satellite operations in his massive paper Knoten und Vollringe [26] . As Schubert noticed, there are many ways to construct the same knot via distinct satellite operations. In hindsight we know this was partially an accident of notation, as Schubert's notion of satellite operation was too linearly presented to see the symmetries inherent in the process of constructing satellite knots. Further, satellite constructions produce knots with incompressible tori in their complements, so the uniqueness statement must be tied to the JSJ-decomposition of 3-manifolds. The uniqueness statement for the JSJ decomposition is quite delicate and in some sense its delicate nature was a key factor in it being difficult to find. It has been pointed out several times since and in several different contexts [1, 12, 3, 17] that when reinterpreted via Larry Siebenmann's less linearly-ordered notion of splicing [27] there is a unique decomposition theorem for satellite knots.
The primary point of this paper is to do for splicing what 'little cubes and long knots' [4] did for the connect-sum operation. An operadic space-level encoding of splicing is given in Proposition 3.5. Theorem 5.4 shows K 3,1 to be a free algebra over the splicing operad SP 3,1 , with free generating subspace the torus and hyperbolic knots T H, i.e. K 3,1 ≃ SP 3,1 (T H). This provides a pleasant linkage between the low-dimensional topologists' view of knots (that torus and hyperbolic knots are in some sense the most essential), with the algebraic topologist's language of operads. Further, it forms a link between the usage of trees in the study of operads to depict iterated composites of the structure maps with trees in 3-manifold theory, used to depict the structure of the JSJ-decomposition of a knot or link complement in S 3 . This is closely related to the somewhat unsatisfactory recursive structure of the homology of the long knot space K 3,1 viewed as an algebra over the operad of 2-cubes [8] . The main result of [4] is that K 3,1 as an algebra over the operad of little 2-cubes is free, where the free generating subspace is the space P ⊂ K 3,1 of prime long knots, i.e. K 3,1 ≃ C 2 (P ⊔ { * }). As was observed in [8] and [3] , the homology of P has a deeper structure coming from the splicing decomposition of knots, forcing H * (K 3,1 , Q) to reappear in shifted degrees inside H * (P, Q) in many ways. The non-operadic nature of the description of K 3,1 given in [7] is non-uniform and somewhat frustrating. These complications largely disappear when K 3,1 is viewed through the lens of the splicing operad SP 3,1 . Theorem 5.13 shows the splicing operad SP 3,1 to be a free product (in the category of Σ ≀ O 2 -operads) of C 2 ⋊ O 2 (not the framed discs operad, but a different semi-direct product) and various free operads. The other free summands of SP 3,1 correspond to cabling operations and hyperbolic satellite operations. Moreover, all these summands with the sole exception of C 2 ⋊ O 2 are free operads, freely generated on certain Σ * k ≀ O 2 -spaces, whose equivariant homotopy-type is identified in Theorem 5.13.
A secondary point of this paper is that these techniques extend beyond the realm of classical knots. There are splicing operads that act on a wide class of spaces of self-embeddings N → N , for N a compact manifold. This includes the spaces EC(j, M) and ED(j, M) [5] of self-embeddings R j × M → R j × M with support contained in [−1, 1] j × M and D j × M respectively, but the definition of the splicing operad applies to more general self-embedding spaces, some are discussed briefly in Section 6. In particular, the splicing operad for the 'cubically supported embedding spaces' EC(j, M) is generally richer than the action of the corresponding action of the (j + 1)-cubes operad on EC(j, M). The splicing operad differs significantly from the operad of cubes, in that the splicing operad is an infinite-dimensional Frechét manifold, i.e. it is 'big' when compared to many traditional operads, which tend to be levelwise finite-dimensional. Another large-scale difference is that while the operad of (j + 1)-cubes acts on the space EC(j, M) for all compact manifolds M, there are distinct splicing operads for EC(j, M) and EC(j, N) provided M and N are distinct. Perhaps this new operad will lead to new insights into the homotopy-types of these embedding spaces.
This paper was influenced by conversations with Jim McClure, Paolo Salvatore and Allen Hatcher. Thanks to BIRS hosting Allen Hatcher's 65th birthday party where I had the opportunity to run these ideas past the participants. Thanks to the University of Rome, Tor Vergata, for hosting me in the summer of 2009 where these ideas indirectly started fermenting. Thanks also to Toshitake Kohno, the University of Tokyo and the Institute for the Physics and the Mathematics of the Universe (IPMU) for hosting me in the winter of 2010 and 2012. Thanks to Victor Turchin and Tom Goodwillie for comments on the initial drafts of this manuscript.
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The operad of overlapping n-cubes
The point of this section is to provide a motivating result, vaguely this is a 'flattening' of the operad of little (n + 1)-cubes to an equivalent operad called the operad of overlapping n-cubes. None of the main results of this paper depend significantly on this section. These results are provided as context, as part of the train of thought leading up to the construction in Section 3, which might otherwise seem as uninspired. The point of this construction is that the operad of overlapping n-cubes has a more natural action on embeddings spaces, equivalent the the action of the operad of little (n + 1)-cubes on EC(n, M).
Definition 2.1 A topological Σ-operad is a collection of right Σ n -spaces O(n) for n ∈ {0, 1, 2, · · · } and maps
satisfying an (1) associativity, (2) symmetry and (3) identity axiom. Given J ∈ O(k) and L i ∈ O(j i ) for i ∈ {1, 2, · · · , k} denote the image of (J, L 1 , · · · , L k ) under the above map by J.L.
(3) The identity axiom is that there is an element
An action of the operad O on a space X is a sequence of maps O(n) × X n → X for n ∈ {0, 1, · · · } satisfying an (1) associativity, (2) symmetry and (3) identity axiom. As above, let J ∈ O(k), and
Operads were originally designed as a category theoretic analogue of universal algebras. The above definition immediately generalizes to operads in symmetric monoidal categories, see [20, 21] for example. The space O(0) will be called the base of the operad (sometimes called the 0-th operadic grading, or the constants of the operad). Notice that the structure maps of O restrict to an 
is a choice of base-point.
Definition 2.2 An increasing affine-linear function
is the collection of j-tuples of little n-cubes whose images are required to have disjoint interiors, C n (0) = { * } is the empty cube. The collection C n = ⊔ ∞ j=0 C n (j) is the operad of little n-cubes, it is a Σ-operad with structure maps
We take Σ j = Aut{1, 2, · · · , j} throughout the paper. Sometimes we will further think of Σ j as the subgroup of Aut{0, 1, 2, · · · , j} that fix 0, but in this case Σ j will be denoted Σ * j .
A collection of j overlapping n-cubes is an equivalence class of pairs
is the index of the bottom cube, and σ(j) is the index of the top cube. Let C ′ n (j) be the space of all j overlapping n-cubes, with the quotient topology induced by the equivalence relation.
This permutation is obtained by taking the lexicographical order on the set {(a, b) : a ∈ {1, · · · , k}, b ∈ {1, · · · , j a }} and then identifying with {1, 2, · · · , j 1 + · · · + j k } in the order-preserving way.
Next we will adapt the action of C j+1 on EC(j, M) to be an action of C ′ j on EC(j, M). First a reminder of the definition and geometric context for the action of C j+1 on EC(j, M). Definition 2.3 A (thin) long knot is a smooth embedding R j → R n which agrees with the standard embedding x −→ (x, 0) outside of the cube I j = [−1, 1] j . The space of thin long knots is denoted K n,j . In various situations one might want to replace I j in this definition by D j = {x ∈ R j : |x| ≤ 1}. We distinguish between these definitions by saying the knot has cubical support versus being supported on a disc. It's an elementary rescaling argument that the inclusion
is a homotopy-equivalence.
is a fibration whose fibre has the homotopy-type of Ω j SO n−j . So typically EC(j, D n−j ) is called the space of framed long knots, as it consists of knots together with an explicit trivialization of a tubular neighbourhood. The notation EC is meant to indicate 'embeddings with cubical support.' EC(1, D 2 ) has the homotopy-type of K 3,1 × Z since the fibration EC(1, D 2 ) → K 3,1 splits at the fibre, with splitting given by the linking-number of f |R×{(0,0)} and f |R×{(1,0)} . Thus K 3,1 has the homotopy-type ofK 3,1 ⊂ EC(1, D 2 ) and EC(1, D 2 ) = Z ×K 3,1 , whereK 3,1 is the subspace of EC(1, D 2 ) consisting of knots f where the above linking number is zero. The homotopyequivalenceK 3,1 → K 3,1 is the restriction map [4] . As with long knots, if one replaces every occurrence of I j by D j one gets a homotopy-equivalent space ED(j, M), the inclusion ED(j, M) → EC(j, M) being a homotopy-equivalence.
The choice of usage of discs or cubes in the definitions of K n,j , ED(j, M) and EC(j, M) becomes important when one wants to study group actions on these spaces. For example, K disc n,j admits an action of O j (by conjugation), while K cubical n,j does not. Further, the family of spaces K cubical n,j fits into a pseudoisotopy fibration sequence (see [5] ), while the family K disc n,j does not.
We assemble the ingredients of the action of
where (1) . Notice that the action of C j+1 on EC(j, M) has a rather coarse dependence on the cubes L, in that only the relative ordering specified by σ matters, much of the information given by L ν is irrelevant. This will be made precise in Proposition 2.6.
as defined above is an operad map which is also a homotopy equivalence. The maps
define an action of the operad C ′ j on EC(j, M), and there is a commutative diagram
Proof To show C ′ j is an operad, that κ ′ is an action of the operad on EC(j, M) and that the above diagram commutes is mechanical, compare to the proof of Theorem 5 in [4] . To see that the projection map C j+1 (n) → C ′ j (n) is a homotopy-equivalence, notice that the fibre over any point in C ′ j (n) is a convex polyhedron, the affine structure being given by the top and bottom coordinates of L ν . The statement that C ′ j is a multiplicative operad means that C ′ j contains the associative operad as a sub-operad. This is elementary, as {(
j is isomorphic to the associative operad.
There are 'overlapping' variants of operads of balls, operads of framed discs and the operads of conformal balls [6] . For example, the operad of overlapping n-balls is equivalent to the operad of (n + 1)-balls, but is also multiplicative. The operad of overlapping conformal n-balls is cyclic and multiplicative but it is not equivalent to the operad of conformal (n + 1)-balls. It fibers over the operad of overlapping n-balls but the fibre consists of products of SO n .
Operadic splicing
For knots in S 3 , splicing has a particularly physical nature. Splicing's role is to create new knots from old. If a knot is sitting in front of you, with your hands reach out and 'grab' the knot. In this grabbed position, each hand forms a loop around a collection of strands of the knot. In abstract, we represent this 'grabbed position' by a knot together with a disjoint trivial link (it would be a 2-component trivial link in the case of a single 2-handed person grabbing the knot). The second step involves isolating the strands grasped inside an individual hand, and performing a local modification on the knot. The rough idea for how to perform the local modification is to cut the strands that pass through an individual hand, and perform a local knotting operation on those loose ends, before re-gluing the strands together. The important aspect of this heuristic is that splicing involves two steps, (1) the 'grabbing' of the knot, represented in Definition 3.1 by a knot generating link (KGL) and (2) the local operation on the 'grabbed' knot, which is Definition 3.4, the splicing operation.
The notion of 'splicing' was first described by Siebenmann [27] in his work on the JSJ-decompositions of homology spheres. Splicing has its roots in Schubert's satellite operations [26] , but only came to prominence with the JSJ-decomposition of 3-manifolds. In 1987 Bonahon and Siebenmann went on to explain splicing for knots and links in 3-manifolds in some detail, together with the JSJdecomposition of the Z 2 -cyclic branched cover of links in 3-manifolds [1] although their preprint has been out of distribution until recently. Eisenbud and Neumann's book [12] describes the splice decomposition of graph homology spheres in detail. The refinement of splicing adapted specifically to knots and links in S 3 was given in [3] , of which some elements are sketched in this section. The main point of this section is the construction of an operad SC M j which acts on EC(j, M) (and SD M j acting on ED(j, M) respectively) for which the M = D 2 and j = 1 case the operad's action is splicing in the sense of [3] , while it is closely related to splicing in the senses of [1, 27, 12] . Section 6 sketches some further generalizations of these operads.
We require n to be non-negative n ∈ {0, 1, 2, 3, · · · }.
A splicing diagram is an enhanced or 'fattened' KGL, allowing for a canonical definition of splicing. While KGL's were developed for the embedding space K 3,1 [4] , splicing diagrams will make sense for any embedding space of the form
There is a further continuity constraint on a splicing diagram, that whenever 0
For the purposes of the continuity constraint, we use the convention
: is a splicing diagram}, with the quotient topology induced by the equivalence relation ∼. Above we use the convention that if X is a manifold with boundary X • denotes the interior X • = X \ ∂X . There are situations in which either formalism appears to be the more appropriate, cubes for pseudo-isotopy fibrations [5] and discs when interested in symmetry. Let SD M j denote the splicing operad using the discs formalism. Notice this makes no difference in the j = 1 case, i.e. SD 2) To make sense of the continuity constraint some terminology is useful. Given an element
hockey pucks. L 0 is the long knot associated with L and σ is the mapping (only well-defined modulo the equivalence relation on splicing diagrams) from the relative heights of the pucks to their indices, i.e. L i has height
(a) Hockey pucks allow for the construction of re-embedding maps. Given a hockey puck
Notice that this function can only fail to be smooth on the set
, and generally this is precisely the set of points where L i . f fails to be differentiable. Splicing diagrams give rise to a splicing operation (Definition 3.4) and the continuity constraint allows for this to be a smooth map.
(b) A benefit of the continuity constraint is that it makes splicing diagrams into objects that are similar to links
is generically a link with one component 'long'. There are certain circumstances where these embeddings will not be disjoint. These are rare yet important cases, see Propositions 3.7 and 3.9.
(c) The definition of a splicing diagram does not explicitly state that (
is a trivial link when M = D k , but it follows by a simple induction argument -by design the bottom-most hockey puck is disjoint from the other link components. Theorem 4.1 can be seen as an enhanced version of this observation.
3) For the sake of defining a single splicing operation, disjointness of the pucks is perfectly acceptable. But there are isotopies between spliced knots (coming from diagrams with disjoint pucks) that can not be realized as splices with the pucks disjoint throughout. By keeping track of the permutation σ and allowing non-disjointness of pucks, the definition of splicing diagrams allows the splicing operad, as a space, to capture natural isotopies that happen in spaces of knots. Meaning, the splicing operad more accurately reflects the homotopy-type of embedding spaces.
Example 3.3 An example of the action of SD
In this example we are thinking of the figure-8 and trefoil knots as normalized to be inK 3,1 , which explains the 3-fold twisting seen in the bottom long knot, as the trefoil's 'blackboard framing' disagrees with its 'homological framing' by three twists, while both framings are the same for the figure-8 knot.
where
and we use the convention that L i . f i is defined to be the identity outside of the image of L i . L.F is called the splicing operation of L on F.
The remainder of this section is devoted to showing that the space of splicing diagrams forms an operad, and the splicing operation defined above becomes an operad action on EC(j, M).
Given a collection of composable functions
(superscripts M and subscripts j suppressed) and is defined below.
The (a, b)-th coordinate entry for a ∈ {1, · · · , k} and b ∈ {1, · · · , j a } is given by
As with Definition 2.2 we identify the pairs
{(a, b) : a ∈ {1, · · · , k}, b ∈ {1, · · · , j a }} with the set {1, · · · , j 1 + · · · + j k } via
the lexicographical ordering. The permutation associated to J.L is the natural one induced by the permutations
while the (a, b, c)-th entry of (J.L).M is given by
In this latter composite there are many occurrences of adjacent maps that are the inverses of each other. Cancelling these maps we see the above two expressions for the (a, b, c)-th term of (J.L).M and J.(L.M) are identical. Showing the 0-th entries agree is similar.
(2) Symmetry/Equivariance. There are two types, the 'internal' equivarance, and the 'external' one. For the internal equivariance, we need to show that if J ∈ SC(k) and if
, and σ ∈ Σ j 1 +···+j k is the associated block permutation. This is immediate.
For the external equivarance, we need to show that if 
A multiplicative operad is one that contains the associative operad as a sub-operad.
Example 3.6 An example of the structure map of SD
There is an inclusion of operads It is appealing to think of the operad SC M j (k) as an enhanced space of (k + 1)-component links where the 0-th component is 'long.' The next proposition makes this a little more concrete in the case that M is connected with non-empty boundary. 
Proposition 3.9 Let M be a compact connected manifold with
the a-th element has the form j first appear in [3] as a formally convenient way to encode splicing. As a topological space something similar to SC D 2 j appears in [7] when describing the homotopy-type of various components of K 3,1 . Thus ideas similar to Definition 3.4 have been present for some time. Now consider making Definition 3.4 satisfy an associativity law for a hypothetical operad structure on SC M j . Since the associativity law for an operad action uses the structure map of an operad only once and the action of the operad on EC(j, M) three times, one could use the associativity condition together with a hypothetical action in an attempt to intuit an operad structure map SC
. This works and is precisely how the author was led to define the operad structure maps for SC M j .
Definition 3.10
We denote the wreath product of a group G and Σ n be Σ n ≀ G . The main purpose of the wreath product for this paper is that it is the appropriate group that extends two natural group actions. If G acts on X , G n acts on X n via the product action and Σ n acts on X n via the regular representation.
Moreover, Σ n ≀ G acts on X n and its action is equivariant with respect to this short exact sequence.
e. the semi-direct product of G n and Σ n where Σ n acts on G n by the regular representation. We will use the notation
be thought of as the above wreath product construction but with the identification
We denote the sequence of groups ⊔ n Σ * n ≀ G by Σ * ≀ G . Since a preferred copy of G splits off Σ * ≀ G , if X is a space with an action of Σ * ≀ G , when g ∈ G and x ∈ X , g.x ∈ X will refer to the action of G on X coming from this preferred factor.
A Σ * ≀ G -operad O is a sequence of spaces O(n) for n ∈ N together with group actions of Σ * n ≀ G on O(n) for all n ∈ N satisfying an (1) associativity axiom, a (2) symmetry axiom and an (3) identity axiom. The (1) associativity and (3) identity axioms are exactly as in the definition of a Σ-operad. The symmetry axiom (2) has two parts, an 'inner' equivariance, together with an 'outer' equivariance.
The 'inner' equivariance condition can be expressed as
The next proposition will investigate further equivariance properties of the splicing operads and their actions. Let Di f f (I j × M) and denote the group of diffeomorphisms of I j × M that restrict to diffeomorphisms of (∂I j ) × M, where Proof The right action of
and whose (a, b)-th entry (before lexicographically ordering) is
cancelling inverse maps, these two expressions reduce to
respectively, which are the entries of (J. (g.L) ).g. The 'outer' equivariance condition is immediate.
The homotopy type of the splicing operad
The next theorem should be thought of as a semi-linear ordering enhancement of Cerf's homotopyclassification of spaces of tubular neighbourhoods [9] .
Proof Recall the standard shrinking map from the proof of Proposition 3.9. Given L ∈ SD 
the a-th element has the form
The idea of the proof is to shrink elements L ∈ SD D n j (k) to the point where we can apply a linearization process. The linearization process [0
If we think of this as a time-varying family of maps L it : D j × D n → R j+n , we can make some observations on the family. Given any L ∈ SD D n j (k), we can apply the shrinking map until linearization can be applied to 
There is a related theorem of Brendle and Hatcher [2] , who have shown that in dimension 3 the space of unlinks has the homotopy-type of the subspace of round unlinks. Their proof is analogous, one key difference is their step where they add spanning discs to their trivial linksthis is via an application of the theorem that Di f f (S 3 ) ≃ O 4 . To make the analogy a little more explicit, the shrinking construction above supplies a homotopy-equivalence between SD D n j (k) and a subspace of SD D n j (k) where each L has a unique semi-linear ordering σ ∈ Σ k up to equivalence (this is essentially the 'separated' subspace in [2] ). This subspace of SD D n j (k) is therefore a genuine embedding space and therefore has the homotopy-type of a CW-complex [15] .
Splicing classical knots
The point of this section is to show how the splicing operad is in some sense a more natural operad than cubes operads for the purposes of describing the homotopy-type of embedding spaces. This is largely done by example, for the splicing operad's action on the space K 3,1 . We start by refining the splicing operad SD D 2 1 , throwing away the parts that contain redundant information from the point of view of the action on K 3,1 , to produce the irreducible splicing operad SP 3,1 . We then show K 3,1 to be free over SP 3,1 . Further we show SP 3,1 to be a free product of C ′ 1 ⋊ O 2 and a free operad over a Σ * ≀ O 2 -space, which we identify. 2) We demand that L i is an orientation-preserving embedding for each i ∈ {1, 2, · · · , k}.
3) L 0 ∈K 3,1 , meaning that the linking numbers of L 0|R×{(0,0)} and L 0|R×{(1,0)} are zero.
4) The link corresponding to L is irreducible.
5) Every incompressible torus in the complement of the link associated to L separates components of L.
Condition (4) above uses irreducible in the sense of knot theory, that one can not separate components of the link
by embedded co-dimension zero balls. It can be restated as saying that the path-component of
Conditions (1) and (5) can be restated as saying the JSJ-decomposition of the complement of L contains no knot complements (only link complements with two or more components are permitted in the JSJ-decomposition). Note also that condition (4) forces condition (1), since if the base of the operad were non-empty, the resulting degeneracy maps (see the comments following Definition 2.1) could produce reducible links, as in the case of the Borromean rings thought of as an element of SP 3,1 (2).
It's interesting to consider how one might want to generalize the irreducible splicing operad to an appropriate irreducible splicing operad SP n,j ⊂ SD D n j for all n and j ≥ 1. There appears to be no high-dimensional analogue of (3). Condition (4) immediately generalizes, although it's not clear when splicing preserves (4). The natural generalization of (5) would be to talk about incompressible S j × S n−j−1 manifolds in the link complement, presumably where incompressible means not bounding a D j+1 × S n−j−1 , although perhaps a more flexible definition would be desireable.
By the work of Hatcher [14] 
Definition 5.2
Given (L, σ) ∈ SP 3,1 (k), letL ⊂ S 3 denote the associated link in S 3 . The idea is to consider S n as the one-point compactification of R n .L has (k + 1)-componentsL 0 is the one-point compactification of
Given (L, σ) ∈ SP 3,1 (k) we say it is Seifert or hyperbolic respectively if the associated linkL ⊂ S 3 has Seifert-fibred or hyperbolic complement, respectively. Given a 3-manifold M let c(M) denote the number of components of M split along its canonical (geometric) decomposition. We ignore the compression-body decomposition. So for a knot K in S 3 Given a link L in S 3 , the symmetry group of the link is denoted π 0 Di f f (S 3 , L), i.e. the mapping class group of the pair (S 3 , L). Given L ∈ SP 3,1 (k), the symmetry group B L of L is the defined to be a subgroup of π 0 Di f f (S 3 ,L), where we put the additional restriction that the action on S 3 is by orientation-preserving diffeomorphisms and we require that theL 0 component is preserved.
Proposition 5.3 [3]
The splicing map 
c(L i ) type redundant splices are the only ones possible in the splicing operad SP 3,1 [3] . In the larger operad SD
Every (isotopy class of) element ofK 3,1 and SP 3,1 can be expressed as an iterated non-redundant splice of objects fromK 3,1 and SP 3,1 whose complements M satisfy c(M) = 1. Moreover, up to isotopy and the action of Σ * ≀ O 2 on SP 3,1 , this decomposition is unique [3] . This should be thought of as the analogous unique decomposition theorem to Schubert's prime factorization of knots, but for satellite operations. Theorems 5.4 and 5.13 give the generalization of the above to a statement about the homotopy-type of spaces of knots. denote the group of diffeomorphisms of C f which restrict to the identity on the boundary, then
Theorem 5.4 Let T H ⊂K
. This is a fairly standard argument based on the fact that the group of diffeomorphisms of the 3-ball that fix the boundary point-wise, Di f f (D 3 ), is contractible [13, 14] (see [4] or [7] for details on the homotopy-equivalence). Let T ⊂ C f be the tori of the JSJ-decomposition of C f . One can think of T as defining a rooted tree (the 'JSJ-tree' [3] ) where the vertices are the pathcomponents of C f split along T , and the edges are the path-components of T . The root of the tree is the component of C f split along T containing ∂C f . Let V consist of C f with the submanifold of C f corresponding to the leaves of the JSJ-tree removed. The complement of V in C f is the union of disjoint non-trivial knot complements ⊔ k i=1 C f i , where f i ∈K 3,1 . An observation that goes back to Schubert [26] (reproven in [3] ) is that disjoint non-trivial knot complements in S 3 can be separated by disjoint embedded 3-balls in S 3 . The operation of 'unknotting' f 1 through f k gives a new embedding of V in S 3 as the complement of an (k + 1)-component linkL ⊂ S 3 corresponding to some L ∈ SP 3,1 (k). The construction of L can be made into a unique decomposition for f provided we assert that f is obtained by splicing i.e. f is isotopic to
known to be a homotopy-equivalence [13, 14] (see [4, 7] for details). So we have a locally-trivial fibre bundle of topological groups Di f f (C f , V) → Di f f (V). We use 'locally trivial' in the sense common in the study of embedding spaces, that fibres can vary as one moves from component to component in the base, in particular they can be empty. The non-empty fibres can be identified with Proposition 3.11) . Applying the classifying-space functor to the locallytrivial fibre bundle of groups Di f f (C f , V) → Di f f (C L ) gives a locally trivial fibre bundle with connected base space
By design the knots f i ∈ T H for all i (see Definition 5.2). The action of SP 3,1 onK 3,1 gives us the central vertical map in a commuting diagram of onto fibrations
Since the left and rightmost vertical arrows are homotopy-equivalences, the central vertical arrow is as well. For the claims describing the O 2 -action on T H, the key argument is to find suitable maximal-symmetry positions for the closed versions of the knot in S 3 . The equivariant maps tô K 3,1 are given by a stereographic projection construction which appears in detail in the proof of Theorem 5.13.
Consider whether or not the splicing construction is an O 2 -equivariant homotopy-equivalence. By the G -Whitehead Theorem [11] , it would suffice to show that the map is a weak equivalence of O 2 -spaces, meaning for every closed subgroup H ⊂ O 2 , the splicing map is a homotopy-equivalence when restricted to the subspace fixed by H . If a group G acts on a space X we denote the G -fixed point subspace of X by X G . For H any non-trivial closed subgroup of SO 2 this is immediate as only the linearly-embedded unknot is fixed by a non-trivial element of SO 2 . The only interesting case remaining is H ≃ Z 2 , a subgroup whose fixed points K H 3,1 are knots in strong inversion positions. Stated another way, showing the splicing map from Theorem 5.4 is an O 2 -equivariant homotopy-equivalence amounts to showing that for strongly-invertible knots f , the space of strong
, and the splicing map is such a homotopy-equivalence.
Since 3-manifolds have equivariant JSJ-decompositions [22] and an equivariant Loop Theorem [18] , the proof of Proposition 2.1 from [3] extends, giving the result that if a knot is isotopic to a nontrivial splice, and if that knot is strongly invertible, then one can put the knot into a position where it is simultaneouly strongly invertible and in the image of the splicing map. Thus splicing gives Notice that the part of S 3 on which G does not act freely has a rather simple structure. In the case that G is cyclic it acts freely on S 3 if and only if GCD(p, n) = GCD(q, n) = 1. If GCD(p, n) = 1 but GCD(q, n) > 1 there is the singular set ({0} × C) ∩ S 3 , which is a trivial knot. If both GCD(p, n) and GCD(q, n) > 1 then the singular set is ((C × {0}) ∪ ({0} × C)) ∩ S 3 , a Hopf link. In the case that G is dihedral there are also the circles fixed by the involutions. 
are isomorphisms.
•
Isom(S 3 , L) is the group of isometries of S 3 that preserve L as a set -there may or may not be fixed points on L.
• π 0 Di f f (S 3 , L) is the link symmetry group i.e. the mapping class group of the pair (S 3 , L).
• Isom
is the group of hyperbolic isometries of the complement of L which preserve meridional homology classes -i.e. isometries of the link complement which admit continuous extensions
• The map 
Proof The existence of maximal symmetry positions is a standard amalgamation of several major theorems:
is finite, since isometry groups of complete finite volume hyperbolic 3-manifolds are finite. By definition, Isom H 3 (S 3 \ L) preserves the longitudinal homology classes of L so the action extends to an action of Isom
• Due to the Elliptisation Theorem [24, 23] , the action of Isom H 3 (S 3 \ L) on S 3 is conjugate to a linear action, i.e. there exists a diffeomorphism of S 3 , h : S 3 → S 3 such that the diagram commutes
where the top horizontal arrow is the action of Isom H 3 (S 3 \ L) on S 3 and the diagonal arrow is a linear action of Isom
It is isotopic to L since we can assume h is orientation preserving. Orientation-preserving diffeomorphisms of S 3 are isotopic to the identity [9] .
• To complete the claim one uses work of Hatcher and Waldhausen that implies
is a homotopy-equivalence, and by Mostow Rigidity that Isom
is homotopy-equivalence, see Proposition 3.2 from [7] for details. For the remainder of the proof we replace L with h(L).
To construct the maximal symmetry position for B L , apply the Equivariant Sphere Theorem [18] of Jaco and Rubinstein to the
which separate the manifold into a collection of punctured spheres (S 3 ) and punctured unknot complements (S 1 × D 2 ). Think of B L as being a group of automorphisms of a rooted tree, the tree's vertices being the path-components of S 3 \ S , and edges the path-components of S . Since finite groups acting on trees either fix a vertex or the centre of an edge, by replacing a sphere from S with the boundary of its equivariant tubular neighbourhood in S 3 , we can arrange for there to be a vertex fixed by the action of B L , i.e. some component of S 3 \ S is preserved by B L . By Lemma 5.7 we have models for the action of the various stabilizers in B L on the components of S 3 \ S . The components of S 3 \ S are punctured spheres so the action is the restriction of some (p, q)-embedding of a dihedral group in SO 4 , in particular the action is linear. Consider a component B of S 3 \ S corresponding to a leaf of the tree, this is a 3-ball containing a single component of
if not trivial has singular set either an unknotted arc in B or two unknotted arcs meeting at a central vertex. Thus if L i is in B, L i either Hopf links the singular set or meets the singular set in two points. Either way, via a shrinking construction we can equivariantly linearize L i in B to a round circle. This allows us to equivariantly shrink B to the point that it is a small round ball. Inductively, we can work from the leaves to the root of the tree associated to S ⊂ S 3 and assume all the spheres and link components L 1 , · · · , L k are round. By equivariant isotopy extension [19] we can isotope L into a position such that L 1 , · · · , L k are round circles.
Theorem 5.13 describes the equivariant homotopy-type of the operad SP 3,1 . A key step in the argument is the construction of finite-dimensional subspaces of SP 3,1 where the equivariant homotopy type is explicitly understood. The most elaborate case consists of the components of SP 3,1 containing hyperbolic links. Using the maximal symmetry positions of hyperbolic links, via a stereographic projection construction we will create these finite-dimensional families in SP 3,1 , allowing us to understand the Σ * k ≀ O 2 -equivariant homotopy-type of SP 3,1 (k). Will need some conventions relating the group Σ * k ≀ O 2 to the geometry of the linkL = (
Definition 5.10 Define
where UTL i is the unit tangent bundle toL i , and FL 0 is the frame bundle of L 0 , meaning
FL should be thought of as the minimal data to uniquely describe:
• a unit-length normal vector field toL 0 for which its covariant derivative is parallel alonĝ L 0 , moreover we demand this normal vector field does not homologically linkL 0 . Here 'parallel' means with respect to the connection on the normal bundle induced by orthogonal projection.
By design there is a left action of B L on FL given by post-composition of these parametrizations with an isometry of S 3 . There is also a right action of Aut(νS 1 ) × Σ k ≀ O 2 on FL given by precomposition with an isometry of the parametrizing domain νS 1 ⊔ (⊔ k S 1 ), moreover these two actions on FL commute. We use the convention that νS 1 is the trivial S 1 -bundle over S 1 , and Aut(νS 1 ) ≡ (S 1 × S 1 ) ⋊ Z 2 is automorphisms of the bundle that are orientation-preserving on the total space. Since any two parametrizations differ by precomposition with an element of
is an embedding of groups.
A key geometric construction in Theorem 5.13 is a map from FL to the space of KGL's (see Definition 3.1). Given a point of W ∈ FL, it determines a point of FL 0 . This is a point on L 0 together with a unit tangent vector and a unit normal vector. 
This collection is an embedding R ∪ (⊔ k S 1 ) → R 3 ≡ T 1 S 3 which fails to be a KGL precisely when f 0,W fails to be linear in a sufficiently large neighbourhood of 1, or ifL 1 , · · · ,L k get too close toL 0 in the sense that their stereographic projections may not be contained in I × D 2 (see Definition 3.1). This is not a serious obstacle in that we can equivariantly linearize f 0,W near 1 and suitably rescale via a hyperbolic transformation of S 3 at π(v), at which point stereographic projection will give an actual KGL. A key point in this argument is that since stereographic projection preserves round circles, the stereographic projections ofL 1 , · · · ,L k are round circles in R 3 , so they bound canonical flat discs which can be fattened into hockey pucks. 
is induced by this inclusion.
Proof The up-to-isotopy uniqueness statement for the splice decomposition was given in [3] . That the splicing map restricts to an equivariant homotopy-equivalence for non-redundant splices, this argument is essentially the same as the proof of Theorem 5.4, with little modification beyond what is explained below.
The homotopy-types of the spaces SF L and HGL k are described in [7] , although the maps provided in that paper do not respect the Σ * ≀ O 2 -action. Below we give a short summary of how the Σ * ≀ O 2 -equivariant homotopy-type of each component of SP 3,1 are determined. In the case C L is Seifert-fibred, the diffeomorphism group has the homotopy-type of the fibrepreserving subgroup [13] .
• For a Keychain link this group has the homotopy-type of the braid group on k strands.
• For a Seifert link, k = 1 and it has the homotopy-type of Z. The generator is a meridional Dehn twist about a torus of ∂C L corresponding toL 0 .
In the hyperbolic case, Proposition 5.8 demonstrates that the full group of diffeomorphisms of C L has the homotopy-type of the group of hyperbolic isometries of C L \ ∂C L ≡ S 3 \L. The subgroup of Isom H 3 (S 3 \L) that preserves theL 0 cusp acts faithfully that cusp, so the restriction map from the diffeomorphism group of C L that preserves the boundary torus corresponding toL 0 to the diffeomorphism group of that torus gives us an extension
where F is a finite cyclic group with at most one generator by the 'No Bad Monodromy' result [7] . F can be understood as the translational symmetries ofL 0 induced by elements of Isom H 3 (S 3 \L) from the perspective of Definition 5.10. The Z 2 kernel consists of all the Dehn twists about a torus in the interior of C L which are parallel to the boundary torus corresponding toL 0 . The extension is non-split provided F is non-trivial. This is because the solution to the extension problem are 'fractional Dehn twists' [7] . This means that a diffeomorphism of C L that fixes the boundary torus (corresponding toL 0 ) pointwise, can be isotoped to agree with an isometry of S 3 \L away from a collar neighbourhood of the fixed torus. Inside that collar neighbourhood the diffeomorphism is free to be arbitrary translations of the torus fibers.
is therefore free abelian of rank two.
Since SP 3,1 (k) fibres over the space of KGLs, the remainder of the proof is devoted to constructing an equivariant lift of the stereographic projection construction following Definition 5.10 to a
. To begin, we need to 'fatten'L 0 , i.e. choose a B L -equivariant tubular neighbourhood Υ ofL 0 in S 3 [19] . Let ν ǫ S 1 = {(z 1 , z 2 ) ∈ C 2 : |z 2 | ≤ ǫ} ∩ S 3 for any 0 < ǫ < 1, considering it to be the total-space of bundle over S 1 via the projection map (z 1 , z 2 ) −→ z 1 ∈ S 1 . Trivialize the B Lequivariant tubular neighbourhood explicitly, considering the trivialization to be a fibre-preserving diffeomorphism ω : ν ǫ S 1 → Υ. If ǫ is sufficiently small, we can ensure Dω is conformal-linear along S 1 × {0}, and by choosing the constant-speed parametrization ofL 0 we can ensure the conformal factor is constant. The partial derivative of ω at (z 1 , z 2 ) in the direction of (0, z 1 ) is a normal vector field alongL 0 , and as in Definition 5.10, we can choose it so that its covariant derivative is parallel alongL 0 , and it does not homologically link withL 0 . This reduces our choice of ω to the choice of ǫ and the initial data in FL 0 . (1, 0) and its derivative is the identity on T (1,0) S 3 .
Next we will apply a local linearization process to the embedding A (1, 0) . Before that, a small digression into two standard linearization processes and how they can be related. ((1 − t)x) . Notice that at time t, the domain of F t is 1 1−t U , and the image of F t is 1 1−t V . We can extend F to t = 1 by F 1 (x) = x for all x ∈ R n . This is a variant of what is sometimes called the Alexander Trick. Notice that if D f has a Lipschitz constant ||D f x − D f y || ≤ K|x − y| for x, y ∈ U , then the Lipschitz constant for D(F t ) is (1 − t)K . Similarly, the Lipschitz constant for the Hessian of F t is (1 − t) 2 times the Lipschitz constant for the Hessian of f . The second linearization process we consider is the straight-line homotopy. More precisely, consider the problem of asking when the straight-line homotopy G t between f and Id U is an isotopy: G t (x) = (1 − t) f (x) + tx. One can check, in order for this to be an isotopy, it is sufficient for the Lipschitz constants for D f and the Hessian of f to be sufficiently small over the domain of f . Combining the two linearization processes, we can say that given a ball neighbourhood U ′ of 0 ∈ U such that U ′ ⊂ U , there is some ǫ, 0 < ǫ < 1 such that the straight-line homotopy between F ǫ on U ′ and the identity map Id U ′ is an isotopy. Moreover, ǫ can be chosen to depend smoothly on the C 2 -norm of f .
Our linearization process for
similar to what we did with f : U → V . Multiplication by (1 − t) does not make sense on S 3 , so we conjugate by the hyperbolic conformal transformations that fix the point (1, 0) ∈ S 3 . These conformal transformation conjugate via stereographic projection (1, 0) ∈ S 3 to multiplication by (1 − t) in T (1,0) S 3 so they are completely analogous. Specifically, given p ∈ S n and t ∈ (0, ∞) the map M p,t : S n → S n is multiplication by t in T p S n conjugated by stereographic projection at p to be a map S n → S n fixing p and −p. q · p denotes the standard Euclidean inner product S n ⊂ R n+1 . Our linearization process will start by considering the family of embeddings for t ∈ [0, 1)
contains the right hemi-sphere HR = {(x, y, z, w) ∈ S 3 ⊂ R 4 : x ≥ 0}. Moreover, for t sufficiently close to 1, g W,t approximates the identity map on the right hemi-sphere, uniformly in the C 2 -topology. Thus for t sufficiently large we can ensure the geodesic/straight-line homotopy in S 3 from g W,t|HR to the identity map on the right hemi-sphere is an isotopy. The equivariant isotopy extension theorem [19] allows us to extend this linearization of g W,t|HR to and isotopy of g W,t . Let Ω W denote the resulting embedding which is linear on HR. It is almost never the case ν ǫ S 1 is contained in the domain of Ω W , but using the convensions of Definition 5.10,
1 is defined on a neighbourhood of R × {0} in R 3 , moreover, it is the identity on a neighbourhood of (R \ (−1, 1) 
The remaining SO 2 -actions are free on both, there is only various order two mirror reflection subgroups of O 2 that have fixed-points, if the link is strongly invertible (for hyperbolic links, strong invertibility is implied by invertibility). The homotopy-type of the space of strongly-invertible positions in (Σ * k ≀ O 2 ).HGL k (L) /(Σ k ≀ O 2 ) is computed just as in Theorem 5.4, where we see immediately it has the homotopy-type of a product of two circles and our stereographic projection construction is by design an equivariant homotopy-equivalence. If one was only interested in the homotopy-type of K 3,1 and SP 3,1 respectively, one could take π 0 of these actions, and consider it to be a homomorphism B L → Σ * k ≀ Z 2 , and ask which such representations arise? This is another variant of the realization problem.
The next proposition points out that Proposition 5.8 gives new restrictions on which such representations can occur. For the purpose of the realization problem a representation Z → Σ k ≀ Z 2 is only interesting up to conjugacy. Conjugacy classes in the symmetric group are traditionally specified by cycle decompositions, which are essentially partitions of the set {1, 2, · · · , k}. The group Σ k ≀ Z 2 should be thought of as the signed permutation group, and conjugacy classes have a signed cycle decomposition. A signed cycle that preserves all signs is denoted (a 1 , a 2 , · · · , a j ). Let '(a 1 , a 2 , · · · , a j )−' denote the signed cycle type a 1 → a 2 → · · · → a j → −a 1 , meaning all signs are preserved except the last one, which reverses sign. Thus (a 1 , a 2 , · · · , a j )− has order 2j, while the sign-preserving cycle (a 1 , a 2 , · · · , a j ) has order j. Moreover, (5) and (2) 
Future directions
This section points out some lines of inquiry that may be productive. For H * SP 3,1 a starting-point would be the work [8] .
There is a wider class of embedding space that admits a 'splicing operad' action. Given a manifold N with a co-dimension zero submanifold V , denote the space of embeddings N → N with support contained in V by Emb V (N, N) . ED(j, M) would be the case N = R j × M and V = D j × M. Assume that V is a manifold with co-dimension 2 cubical corners. Moreover, assume ∂V is partitioned into two smooth manifolds with a common boundary ∂V = W 1 ∪ C W 2 , C the co-dimension 2 corner stratum. We assume W 1 ⊂ ∂N and W 2 is properly embedded in N . The associated operad to Emb V (N, N) would consist of equivalence classes (k + 2)-tuples (L 0 , · · · , L k , σ) with
