An experiment was conducted to investigate the relative contributions of syntactic form and content to conditional reasoning. The content domain chosen was that of causation. Conditional statements that described causal relationships (if <cause), then <effect» were embedded in simple arguments whose entailments are governed by the rules of truth-functional logic (i.e., modus ponens, modus tollens, denying the antecedent, and affirming the consequent). The causal statements differed in terms of the number of alternative causes and disabling conditions that characterized the causal relationship. (A disabling condition is an event that prevents an effect from occurring even though a relevant cause is present.) Subjects were required to judge whether or not each argument's conclusion could be accepted. Judgments were found to vary systematically with the number of alternative causes and disabling conditions. Conclusions of arguments based on conditionals with few alternative causes or disabling conditions were found to be more acceptable than conclusions based on those with many.
An experiment was conducted to investigate the relative contributions of syntactic form and content to conditional reasoning. The content domain chosen was that of causation. Conditional statements that described causal relationships (if <cause), then <effect» were embedded in simple arguments whose entailments are governed by the rules of truth-functional logic (i.e., modus ponens, modus tollens, denying the antecedent, and affirming the consequent). The causal statements differed in terms of the number of alternative causes and disabling conditions that characterized the causal relationship. (A disabling condition is an event that prevents an effect from occurring even though a relevant cause is present.) Subjects were required to judge whether or not each argument's conclusion could be accepted. Judgments were found to vary systematically with the number of alternative causes and disabling conditions. Conclusions of arguments based on conditionals with few alternative causes or disabling conditions were found to be more acceptable than conclusions based on those with many.
A characteristic of human reasoning performance is that it is influenced by the content, or subject matter, of the reasoning task. Reasoning problems with identical formal properties but different subjective contents often produce different levels of performance. Such content effects have been reported in a variety of domains, including causal attribution tasks (Cheng & Novick, 1990; Novick, 1990) , categorical syllogisms (Evans, 1982; Evans, Barston, & Pollard, 1983; Revlin, Leirer, Yopp, & Yopp, 1980; Wilkins, 1928) , and conditional reasoning tasks (Cheng & Holyoak, 1985; Cheng, Holyoak, Nisbett, & Oliver, 1986; Griggs & Cox, 1982; Manktelow & Evans, 1979; Reich & Ruth, 1982; Wason & Johnson-Laird, 1972) . Conditional reasoning provides one of the richest sources of content effects in human reasoning due to the multitude of conversational implicatures conditional statements are used to convey (e.g., threats, promises, predictions, permissions, causation) . Consider, for example, the following two arguments:
1. If it is a dog, then it is an animal.
It is not a dog. Therefore, it is not an animal.
2. If you mow the lawn, then I will give you $5. You do not mow the lawn. Therefore, I will not give you $5.
Although both arguments are of the same (invalid) form (denying the antecedent), people generally find Argument 2 but not 1 acceptable (Fillenbaum, 1975 (Fillenbaum, , 1976 (Fillenbaum, , 1978 . This is because our prior knowledge concerning
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An important question concerning these content effects is what they imply about the quality and soundness of "natural" human reasoning strategies. As Henle (1962) observed, when reasoning deductively, people often "refuse to accept the logical task"; that is, they refuse to reason from the stated premises alone, choosing instead to add, delete, or modify premises on the basis of their knowledge of the content domain, as in the above examples. Although this propensity to modify premises on the basis of prior knowledge is often considered a cause of reasoning errors in the deductive reasoning literature (see Evans, 1989 , for a review), knowledge-based modification of problem statements lies at the heart of expert problem solving, where statements about (e.g.) inclined planes are augmented with appropriate knowledge concerning theoretical entities and principles in order to derive a solution (Bassok, 1990; Bassok & Holyoak, 1989; Chi, Feltovich, & Glaser, 1981; Larkin, 1981; Larkin, McDermott, Simon, & Simon, 1980) . In fact, it is the nature and quality of this imported knowledge that often determines solution success.
Theories of human reasoning, however, differ in their treatment of such pragmatically driven content effects. Formal theorists make a clear distinction between deductive inference and pragmatic inference-that is, between reasoning on the basis of form alone (deductive inference) and reasoning on the basis of content alone or some mixture of the two (pragmatic inference) (Braine, 1978; Braine, Reiser, & Rumain, 1984; Rips, 1983; Rumain, Connell, & Braine, 1983) . The belief here is that beneath pragmatic influences lies a deductive inference system that, like formal logical systems, is driven solely by the syntactic form of the premises and arguments. The foundations and rules upon which the human reasoning system rests may differ from those of formal logic, but in both systems, inferences are governed by form. For example, in their theory of natural logic, Braine and his colleagues propose that the natural interpretation assigned to conditional statements, regardless of content, is simply that one can conclude q given that p is known to be true (see Braine, 1978, p. 8) . Reasoning performance that indicates a deviation from this interpretation is attributed to an expansion of the premise set to include conversational implicatures or other additional premises that represent relevant factual information from the reasoner's knowledge base. Such expansion is often considered an error in the interpretation stage of the reasoning process:
The theoryallows three sources for reasoning errors.... A comprehension error is an error of construal of the premisesor of the conclusion: The startinginformation used by the subjectis not that intended by the problem setter.... Thesecomprehension errors frequently stemfrom the fact that "premises mighthave 'conversational implicatures' ,, (Grice, 1975) that would leadto error. Thusit is well known that a conditional (ifp then q) invites the inference If not p then not q (Geis & Zwicky, 1971) , which leads to the standard fallacies of conditional reasoning. (Braine et al., 1984, p. 318) Braine and his colleagues go on to state that predicting pragmatic inference would require "parameters estimating the effective premise set" (Braine et aI., 1984, p. 360) . In other words, in order to reliably predict pragmatic influences on reasoning, what is needed is some way of predicting a priori (1) the types of premises that are likely to be imported into the reasoning task as a function of content, and (2) how these premises will influence reasoning.
Such an account was recently offered by Cheng and her colleagues; in it, content determines the semantics and entailments of conditionals via pragmatic reasoning schemas (Cheng & Holyoak, 1985; Cheng et al., 1986) . A pragmatic reasoning schema is a body of rules induced from life experiences that captures the proper interpretation of statements referring to classes of situations, such as permission situations, obligations, threats, and so forth. These interpretations do not necessarily correspond to those assigned to the logical (material) conditional in firstorder logic. Nor should they. Cheng et aI. argue this point most strongly by showing that people often import modaIs ("must," "can," etc.) when rephrasing certain conditionals (e.g., permissions), and modals are beyond the scope of truth-functional logic. From this view, therefore, human reasoning is characterized primarily as pragmatic inference, and variations in interpretations due to content are outcomes of this inferential process.
Recent work indicates that one major pragmatic influence on conditional reasoning is awareness of possible alternatives to the antecedent condition. For example, adding the premise "If you wash the dishes, I will give you $5" to Argument 2 above suppresses the biconditional interpretation of the first conditional, since it sug-CONDITIONAL REASONING 275 gests other conditions that may lead to my giving you $5 other than your mowing the lawn (Byrne, 1989; Rumain et aI., 1983) . More importantly, such alternatives need not be explicitly presented to alter interpretations of conditional premises. Markovits (1986) presented subjects with logical arguments based on conditionals with familiar causal content (e.g., "If one eats poisoned mushrooms, then one becomes ill "), and less familiar causal content (e.g., "If a proton strikes a neutron, then the temperature rises"). He also required subjects to generate at least one counterexample for the two conditionals (e.g., cases in which one becomes ill, but one has not eaten poisoned mushrooms). Although subjects were able to generate at least one alternative for each conditional, reasoning performance on the familiar content conditional exceeded that on the less familiar one, indicating that a conditional interpretation was more likely for the familiar than for the less familiar case. On the basis of this, Markovits concluded that familiarity influences reasoning by increasing awareness that such counterexamples exist, regardless of whether such counterexamples are actually generated. Importantly, Markovits (1986) did not report the number of counterexamples, or alternatives, generated in the familiar and less familiar cases. It seems reasonable to assume that subjects could generate more alternatives for the familiar situation than for the unfamiliar one. If this were the case, an alternative explanation for his results could be that conditionals for which a number of counterexamples are possible are interpreted differently from those for which only a few are considered possible. For example, the tendency to interpret a statement as a conditional or a biconditional may exist on a continuum, varying with the size of the pool of alternatives that characterize the situation described by the conditional.
Another difficulty in interpreting Markovits's (1986) results is the possibility of an interaction between the nature of the alternative and the form of the argument. Byrne (1989) , for example, found that certain arguments were sensitive to the type of alternative information stated in added premises. In the case of causal conditionals, there are two types of possible alternatives: possible causes that could produce the effect in question, and possible disabling conditions that could prevent the effect from occurring despite the presence of a cause. To see why the nature of the alternative is important, consider the following:
If my finger is cut, then it bleeds. My finger is cut. Therefore, it bleeds.
If I eat candy often, then I have cavities. I eat candy often. Therefore, I have cavities.
Both arguments are of exactly the same form, namely modus ponens; hence both are deductively valid. Most people, however, would probably be more inclined to accept the conclusion of the first argument than that of the second because one can think of few things that would prevent a finger from bleeding if it were cut, but many
METHOD

Materials
A summary of the experimental materials and design is presented in Figure 2 . Conditional statements for the tasks were chosen in
Subjects
Twenty-seven students who were enrolled in introductory psychology during the summer session at Yale University served as subjects in the experiment. None had studied logic before. " " Cl: Cl: Figure 1 . Predicted performance differences on arguments containing causal conditionals that have many or few possible causes and many or few possible disabling conditions. Relative performance on the first two argumenttypes (a andb) mpredicted to be inftuenced by tbe number of possible disabling conditions possessed by their embedded conditionals; performance on the latter two (c and d) is predicted to be ioIIuenced by the number of possible causes.
is considered during reasoning with causal conditional statements, and (2) precisely how this knowledge influences interpretation of the conditional statement and, hence, the conditional reasoning process. things that would prevent someone from getting cavities even if candy were eaten. This suggests that performance on modus ponens should be sensitive to disabling conditions. Now consider the following:
If my finger is cut, then it bleeds. My finger is bleeding. Therefore, my finger is cut.
If I eat candy often, then I have cavities. I have cavities. Therefore, I eat candy often.
Both of these arguments are of the form affirmingthe consequent; hence both are deductively invalid. Yet, again, most people would probably be more inclined to accept the first argument than the second. This is because one can think of few things that could cause a finger to bleed other than cutting the skin on it, but one can think of many things that could cause someone to have cavities other than eating candy. Thus, while modus ponens should be influenced by possible disabling conditions, affirming the consequent should be influenced by possible alternative causes. The same can be argued for two other types of commonly studied arguments-namely, modus tollensand denying the antecedent. Like modusponens, modustollens should be influenced by alternative disabling conditions:
If my finger is cut, then it bleeds. My finger is not bleeding. Therefore, my finger is not cut.
If I eat candy often, then I have cavities. I do not have cavities. Therefore, I do not eat candy often.
In contrast, denyingthe antecedent, like affirming the consequent, should be influenced by alternative causes:
If my finger is cut, then it bleeds. My finger is not cut. Therefore, it is not bleeding. If I eat candy often, then I have cavities. I do not eat candy often. Therefore, I do not have cavities.
To summarize, we predicted that prior knowledge concerning alternative possibilities to the causal scenarios described by causal conditionals would influence peoples' interpretations of the conditionals, and hence their willingness to accept or reject conclusions based on them. More particularly, we predicted an interaction between the nature of the prior knowledge and the form of the argument on reasoning performance. Modus ponens and modus toliens were predicted to be influenced by the number of disabling conditions that characterized their embedded causal conditionals, while affirming the consequent and denyingthe antecedent were predicted to be influenced by the number of alternative causes characterizing the conditionals. These hypotheses are depicted in Figure 1 . Empirical support for these hypotheses would provide evidence concerning (1) the type of pragmatic knowledge that the following way: A pool of 54 causal conditional statements was created, by gathering them from a variety of sources. This pool of statements was presented to a different group of 22 subjects (introductory psychology students during the previous spring term at Yale). One half of these subjects were required to generate possible causes for the effects stated in the conditional, and one half were required to generate possible disabling conditions. An example of the cause-generation task is the following:
Rule: If Joyce eats candy often, then she will have cavities. Fact: Joyce has cavities, but she does nor eat candy often. Please write down as many circumstances as you can that could make this situation possible.
An example of the disabling conditions generation task is:
Rule: If Joyce eats candy often, then she will have cavities. Fact: Joyce eats candy often, but she does not have cavities. Please write down as many circumstances as you can that could make this situation possible.
Formats like these were constructed for each of the 54 conditionals; they were typed one to a page in a booklet. The subjects were allowed 1.5 min to respond to each conditional statement during the generation task. (The time allowed was chosen on the basis of pilot work. Subjects generally tended to "run dry" after approximately I min.) Following this, all subjects were given another booklet containing the 54 conditionals, and they were asked to rate the strength of the causal relationship described by each. They did this by choosing a number from a 6-point rating scale in which 0 stood for "no causal relationship" and 5 stood for "very strong causal relationship. " It was explained that a cause is an event that produces another event, and that the subjects' ratings should reflect the likelihood that the event in the "if" part of the statement could produce the event in the "then" part of the statement. This task was used to ensure that the statements we chose were in fact describing causal relationships from the subjects' point of view.
The 54 conditionals were rank-ordered in terms of the mean rating given on the causal strength task from strong to weak. The top 28 conditionals (i.e., those that subjects believed to be describing CONDITIONAL REASONING 277 strong causal relationships) were chosen for further analyses. The mean rating for the 28th conditional was 3.36, which corresponded to "moderately strong causal relationship" on the rating scale. Generation protocols were scored by two independent raters, using scoring criteria that were decided on in advance. The main point of these criteria was to disallow unlikely instances (e.g., aliens intervened) and to disallow multiple instances that were variants of a single idea. Using the cause-generation example above. legal instances would be (e.g.) brushing after eating candy, having frequent fluoride treatments by a dentist, and genetic makeup. Illegalinstances would be (e.g.) brushing after eating candy, brushing after meals, brushing several times a day. In this case, all the instances are variants on a single theme: brushing. As a result, these would count as only one cause. Very few such instances (less than 4%) were observed. presumably because the instructions discouraged the listing of simple theme variations.
From these data. the mean number of causes and disabling conditions for each of the remaining 28 conditional statements was calculated, along with standard deviations. These means were then divided into quartiles, and from these quartiles, four classes of stimuli were chosen. The first included four statements that appeared in the upper quartile for both number of causes and number of disabling conditions; the second included four that appeared in the bottom quartile on both; the third included four that appeared in the upper quartile for causes and in the bottom quartile for disabling conditions; and the fourth included four that appeared in the bottom quartile for causes and in the upper quartile for disabling conditions. In each case, the four chosen from within the quartiles were those that had the lowest standard deviations (and hence most subject agreement). The 16 chosen statements therefore represented four instances within a 2 x 2 matrix of alternative causes (many or few) and disabling conditions (many or few). The mean number of alternati ve causes generated and mean causal strength ratings within each cell are presented in the bottom half of Figure 2 .
The chosen 16 conditionals were then embedded in the four types of arguments-that is. modus ponens (MP), modus tollens (MT), denying the antecedent (DA), and affirming the consequent (AC), thereby producing 64 arguments. These 64 were bound into four booklets, with each booklet containing one instance from each of the cause x disabling condition x argument type conditions. Presen- Figure 2. Diagram of experimental design and description of stimulus materials usedin the experiment. The top half of the diagram depicts the materials included in the booklets given to subjects. Each booklet contained 64 arguments, 4 each based on 16 conditional statements. The conditionals differed in terms of the mean number of alternative causes (many or few) and the mean number of disabling conditions (many or few) that characterized them. The four types of arguments were IIIOdus ponens (MP), IIIOdus tollens (Mf), denying the antecedent (DA), and affirming the conuqwnt (AC) . The bottom half of the figure presents the mean number of alternative causes and disabling conditions and mean causal strength ratings generated by a pilot group of subjects for the stimuli in each alternative causes x disabling condition cell.
Given this rule and this fact, place a mark on the scale below that best reflects your evaluation of the conclusion tation order of arguments within booklets was randomized, and presentation order of the booklets was counterbalanced across subjects.
Each page in the booklets contained one argument. Beneath the argument was a rating scale on which subjects were to record their judgment concerning the argument's conclusion. The scale was as follows:
To summarize: stimulus materials consisted of 64 arguments, 4 instances within each of the 16 argument type (MP, MT, DA, AC)
x causes (few, many) x disabling conditions (few, many) cells.
Each subject therefore contributed four observations in each cell. The subjects were told that their task was to determine whether the conclusion could be drawn from the stated premises.
Procedure
The subjects were run as a group. The booklets were distributed among them, along with written instructions, one example, and one practice argument. They were also orally instructed in the nature of the task; the oral instructions included a reminder to work the problems in the order in which they appeared in the booklets. The subjects were not instructed about the "proper" interpretation of conditional statements, for two reasons: First, we were interested in the natural interpretations that people apply to such statements, not in how well they could learn the rules of first-order logic. Second, although the proper interpretation of abstract (material) conditionals is specified by truth-functional logic, the proper interpretation of causal conditionals is still subject to debate. The subjects also were not explicitly told to assume that the premises were true. Instead, we allowed the contextual cues "Rule" and "Fact" to suggest this. Again, we were interested in observing human reasoning performance as it typically occurs, and not in instructing subjects in deductive logic. 
RESULTS
Rejection probability for all statistical tests was .05, unless noted otherwise. Significant interactions were further analyzed with simple effects tests (Keppel, 1973) ; significant main effects and simple main effects involving more than two means were analyzed with Tukey's HSD test of pairwise comparisons.
Acceptance Ratings
Rating choices were mapped onto a 6-point scale from -3 to + 3, with -3 corresponding to "very sure cannot draw this conclusion" and +3 corresponding to "very sure can draw this conclusion." Subjects' ratings for the four instances within each argument X causes X disabling condition cells were averaged. Cell means are depicted in Figures 3a-3d . The first thing to notice is that all means were positive, indicating that, on the average, subjects tended to find all four arguments based on these causal conditionals acceptable, suggesting a biconditional interpretation. The degree of acceptability varied greatly, however. An analysis of variance (ANOVA) was performed on the mean acceptance ratings, using as variables argument (MP, MT, DA, and AC), number of causes (many and few), and number of disabling conditions (many and few). The main effects of argument, number of causes, and number of disabling conditions were all significant [F(3,78) and F(3,78) = 12.27, MS. = .28, P < .01, for the argument X causes and arguments X disabling conditions interactions, respectively]. As predicted, ratings for modus ponens and modus tollens were influenced by disabling conditions [Fs(l,26) = 16.07 and 42.61, MSes = .21 and .36, respectively]. As is apparent in Figures 3a and 3b , subjects gave lower acceptance ratings to these arguments when they were based on conditionals characterized by many disabling conditions than when the arguments were based on conditionals with few disabling conditions. Also as predicted, disabling conditions did not influence ratings for denying the antecedent or affirming the consequent [Fs(l, 26) Turning now to the influence of alternative causes, our predictions were again supported, with one modification. As predicted, ratings for denying the antecedent and affirming the consequent were only influenced by number of alternative causes [Fs(l,26) = 9.23 and 21.33, MS.s = .69 and .37, ps < .01, respectively}. Contrary to predictions, however, modus tollens was also found to be influenced by alternative causes [F(I,26) = 5.76, MS. = .21, p < .05}. Nonetheless, the nature of this influence was the same for all three argument types: Ratings moved toward acceptance when the arguments described effects characterized by few alternative causes, and toward rejection when the argument described effects characterized by many alternative causes.
Influence of Alternatives on Interpretation of the Conditional
As stated earlier, the presence oifew alternatives may force a biconditional interpretation of causal conditional statements. Indeed, even formal theorists maintain that the biconditional interpretation may be warranted for certain conditionals, notably those describing temporal-causal situations (Marcus & Rips, 1979) . The types of interpretations subjects assigned to the conditionals can be inferred from their response patterns. Consider the examples given earlier for the conditional "If I cut my finger, then it bleeds." Embedding this conditional in the four types of arguments produces the following:
MP: If my finger is cut, then it bleeds.
My finger is cut. Therefore, it bleeds.
MT: If my finger is cut, then it bleeds. My finger is not bleeding. Therefore, my finger is not cut.
DA: If my finger is cut, then it bleeds. My finger is not cut. Therefore, it is not bleeding.
AC: If my finger is cut, then it bleeds. My finger is bleeding. Therefore, my finger is cut.
If subjects interpreted this if-then statement as a biconditional, they would have accepted the conclusions of all four arguments. If acceptances are coded as As and rejections as Rs, then a biconditional response pattern for this conditional would be AAAA, meaning that the subject accepted all four arguments when they were based on this conditional. If subjects interpreted this if-then statement as a material conditional, however, they would have accepted the conclusions of MP and MT, and rejected the conclusions of DA and AC, producing a response pattern of AARR for this conditional. Note that the major difference between the two interpretations is how DA and AC are evaluated. Since the judgment task results clearly showed that these arguments are particularly sensitive to alternative causes, we would expect to find more biconditional interpretations (i.e., AAAA) for conditionals that are characterized by few causes than for those that are characterized by many.
To test this possibility, response patterns were coded and classified into three categories: conditional interpretations (AARR), biconditional interpretations (AAAA), or "other" interpretation (i.e., any deviation from these two patterns). Positive acceptance ratings were considered acceptances, and negative ratings were considered rejections. The biconditional and conditional interpretations together accounted for 52% of all response patterns observed. (Ninety-two percent of all subjects evidenced at least one biconditional response pattern, and 70% evidenced at least one conditional response pattern.)
As is apparent from Figure 2 , each subject provided four observations within each 2 (alternative causes) x 2 (disabling condition) cell. The proportion of conditional and biconditional interpretations produced by each subject within each cell was calculated. Mean proportions are reported in Table I . An ANOY A was performed on these data, using three within-subjects variables: number of causes (many and few), number of disabling conditions (many and few), and response pattern (biconditional and conditional). (Responses in the "other" category were excluded from the analysis, since there are only two degrees of freedom when partitioning responses into three categories.) The main effects of causes and disabling conditions were significant [Fs(l,26) = 16.22 and 10.35, MSes = .02 and .03, ps < .01, respectively]. In the case of disabling conditions, the direction of the means indicated that more biconditional and conditional interpretations occurred when few disabling conditions were possible than when many were possible.
More importantly, the response pattern x causes interaction was also significant [F(l,26) = 8.41, MS e = .04, p < .OI}. This interaction is depicted in Figure 4 . The interpretation is straightforward; as predicted, biconditional interpretations were more likely among conditionals with few alternative causes than they were among those with many [F(I,26) = 19.91,MSe = .03,p < .OOIl.Conditional interpretations were unaffected by the number of DISCUSSION other knowledge-based factors as well. The most important of these appearto be the natureand numberof alternatives or counterexamples they suggest.
Consideration of alternatives appears to be a cornerstone in many aspects of humancognition. Theories that appealto alternatives include the mental modeltheory of reasoning offered by Johnson-Laird (1983) , the norm theory of judgment and decision-making proposed by Kahneman and Miller (1986) , the exemplar theory of classification learning offered by Medin and his colleagues (e.g., Medin, 1983; Medin, Altom, Edelson, & Freko, 1982; Medin & Schaffer, 1978) , andthe causal attribution theories of Kelley (1972 Kelley ( , 1973 and Cheng and Novick (1990) . According to all of these theories, a stimulus selectively recruitsits own alternatives, and these alternatives provide a richcontext of remembered andconstructed representations withwhichto interpretor classifythe stimulus. Performance is influenced by the number of available alternatives or category exemplars. In the case of judgmentand decision-making, these alternatives can be counterfactuals that are constructed ad hoc on the basis of general knowledge rather than specific situations retrievedfrom pastexperience. The work presented here is consistent with this approach, indicating that searching for alternatives is a general reasoning strategy that people often use when performing cognitive tasks.
The work of Johnson-Laird (1983) on mental models is particularly relevant here. Fromthisview, a conditional describes a possible state of affairs that one represents internally as a model. Reasoning consists of a strategy of searching memory for counterexamples to the models constructed. In a sense, a mental model constructed from a conditional is a situation-specific representation of the stateof the worldsuggested by the propositions contained in the conditional, and reasoning consists of searching for alternatives to the situation. Yet although a "search for counterexamples" may be a general reasoning strategy, the nature of the counterexamples and the role they play in reasoning may differin terms of (andhencebe reliably predictedfrom) the contentof the conditional. The work reported here suggests that, in the case of causal reasoning, alternatives take the form of alternative causes and disabling conditions. Counterexamples or alternatives in other domains would presumably be of different types. More importantly, the impact of such alternatives may be very different across content areas. For example, whereasdiscovering a nonflying bird may causeus to reject the conditional "If it is a bird, thenit flies, " andhence reorganize our conceptual framework for birds, discovering that a particulareffect(callit "Effect B") did not fol-Iowa hypothesized Cause A may not lead us to reject the conditional "If Cause A is present, thenEffect B occurs." Instead, background assumptions concerning the presence of disabling conditions may be called into question. The types of entailments that are assigned to the conditionals in the two content areas maydiffer systematically as well. More research is neededto identify the nature of the al- These results suggestthat prior knowledge concerning alternatives influences conditional reasoning by influencingthe interpretation assigned to the conditional statement. Whenthe situation described by a causal conditional statement suggests few disabling conditions, the statement is likely to be assigned eithera conditional or a biconditional interpretation (out of the numerous possible interpretations that may be assigned). If the situation also suggests few alternative causes, the statement is most likely to be assigned a biconditional interpretation. Mostimportantly, these results provide clear evidence concerning the type of prior knowledge that peopleare likely to access when interpreting causal conditionals (i.e., alternative causes and disabling conditions) and precisely how that accessed knowledge affects their interpretations.
.4 r------------------,
The pattern of results reported here is consistent with thoseof a largebodyof literature showing thatconditional reasoning is influenced by the contentof the conditional. More particularly,this pattern suggests that the interpretation people assign to conditional statements is influenced by the size of the pool of possible alternatives for the scenarios described by conditional statements. In the case of causalconditionals, thesealternatives take the form of alternative causes and disabling conditions. Together, these results strongly suggestthat the interpretations assigned to conditionals are sensitive not just to the type of predication or conversational implication they suggest (e.g., temporal/causal, permission, threat, etc.), but to ternatives considered in different content domains, as well as how these alternatives affect the interpretation and entailments assigned to the conditionals.
Also of particular relevance here is the discounting principlesuggested by Kelley (1972 Kelley ( , 1973 , which states that the role of any particular cause in producing an effect is discounted if other possible causes or intervening circumstances are present. Kelley introduced the discounting principle to account for human performance patterns on causal attribution tasks-that is, tasks in which one has to determine which of several candidate causes actually produced an event. These results strongly suggest, however, that the discounting principle also applies to causal conditional reasoning performance. Here, discounting produces a disinclination on the part of the reasoner to accept the conclusions of arguments based on conditional scenarios with many alternatives.
It should also be noted, however, that content is not the whole story. Performance on modusponenswas consistently higher than any other argument in all conditions, a result that is consistent with Braine's (1978) formal theory of natural deduction in which modusponens constitutes the "natural" interpretation assigned to conditional statements (that is, "ifp, then q" is interpreted to mean, "If p is asserted as true, then one is allowed to conclude q"). Yet even this argument was influenced by prior knowledge. These results are consistent with those of Evans et al. (1983) , which showed that syllogistic reasoning is influenced by both argument form and prior beliefs, and that belief "bias" is more marked on invalid than on valid forms. Clearly, people are sensitive to syntactic form when reasoning deductively. It is also important to note that Evans et al. 's subjects were explicitly instructed to make deductive inferences, but that even here, pragmatic considerations were evident in their performance. Finally, this work underscores the point made by others in the field (e.g., Braine, 1978; Braine et al., 1984; Henle, 1962) regarding the importance of ensuring that one has captured the correct formal representation of a natural language argument as represented by the reasoner when evaluating human reasoning performance. There is abundant evidence that people's representations of the truth conditions for certain logical statements go beyond those of first-order logic, and that the knowledge they import into their representations of the reasoning problem is often relevant to the task of drawing true conclusions to guide behavior. More importantly, however, this work strongly suggests that in the case of causal conditional reasoning, interpretation of the conditional statement depends (at least in part) on the size of the set of alternative causes and disabling conditions that characterize the cause-effect relation in question.
