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UNIVERSAL RECOVERY AND P-FIDELITY IN VON NEUMANN
ALGEBRAS
MARIUS JUNGE AND NICHOLAS LARACUENTE
Abstract. Scenarios ranging from quantum error correction to high energy physics use recovery
maps, which try to reverse the effects of generally irreversible quantum channels. The decrease in
quantum relative entropy between two states under the same channel quantifies information lost.
A small decrease in relative entropy often implies recoverability via a universal map depending
only the second argument to the relative entropy. We find such a universal recovery map for
arbitrary channels on von Neumann algebras, and we generalize to p-fidelity via subharmonicity
of a logarithmic p-fidelity of recovery. Furthermore, we prove that non-decrease of relative
entropy is equivalent to the existence of an L1-isometry implementing the channel on both input
states. Our primary technique is a reduction method by Haagerup, approximating a non-tracial,
type III von Neumann algebra by a finite algebra. This technique has many potential applications
in porting results from quantum information theory to high energy settings.
1. Introduction
The quantum channel is a general model of how the state of an open quantum system changes
when interacting with an initially uncoupled environment. Due to this environmental interaction,
the effect of a channel is generally not invertible - it may lose information about the system. In
some special cases, it is nonetheless possible to recover the original input state. For example,
quantum error correction defines a ‘code space’ within a larger system, such that perturbations of
states in the code space are effectively invertible [1, 2]. In the theory of quantum communication
[3, 4], one asks how many bits of information one may recover from the output of a quantum
channel with arbitrarily powerful encoding and decoding. Holography in high energy physics
relies on a reversible map between bulk and boundary theories [5, 6, 7].
A key quantity in quantum information is the relative entropy between quantum density
matrices, denoted D(ρ|ϕ) for densities ρ and ϕ. One of the most fundamental inequalities in
quantum information theory is the data processing inequality for relative entropy, which states
that for any quantum channel Φ,
D(ρ|ϕ) ≥ D(Φ(ρ)|Φ(ϕ)) .
We recall and denote by Rϕ,Φ the Petz recovery map, given by a normalized and re-weighted
adjoint of Φ [8, 9]. It is always the case that Rϕ,Φ ◦Φ(ϕ) = ϕ. The Petz map for ϕ,Φ sometimes
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acts as an inverse on ρ as well. In particular,
D(ρ|ϕ) = D(Φ(ρ)|Φ(ϕ)) ⇐⇒ Rϕ,Φ ◦ Φ(ρ) = Φ(ρ) . (1)
The intuition for data processing is that no stochastic or quantum process may increase the dis-
tinction between two probability distributions or densities. Equality of relative entropy faithfully
indicates that Φ also doesn’t destroy any information in ρ relative to ϕ.
A natural question is whether a small difference in relative entropy implies approximate
recovery. Holographic theories, for instance, consider approximately invertible maps between
subsystems of a bulk spacetime and corresponding quantum boundary [6]. Quantum information
applications such as error correction and communication may work with only approximately
preserved code spaces, formally outside the strict criteria for perfect recovery via Petz map. A
number of recent works have begun to quantitatively link relative entropy difference to fidelity
of recovered states.
A resurgence of activity on approximate recovery started with Fawzi and Renner’s approx-
imate Markov chain result [10]. A special form of relative entropy is the conditional mutual
information on a tripartite system A⊗B ⊗ C, given by
I(A : B|C)ρ = D
(
ρABC
∥∥∥ 1|A| ⊗ ρBC)−D(ρAC∥∥∥ 1|A| ⊗ ρC) ,
where ρBC , ρAC , and ρC refer to respective marginals of ρ. Fawzi and Renner show that
I(A : B|C)ρ ≥ −2 ln f1(ρ,RFW (ρAC)) ,
where f1(ρ, ϕ) = tr(|√ρ√ϕ|) is the usual fidelity, and for some channel RFW (not necessarily the
Petz map). If one can perfectly recover ρABC from ρAC by acting only on C, then the system
is called a quantum Markov chain [11]. In [12], the same inequality is shown for a universal
recovery map, which depends only on ρAC rather than on ρABC . Li and Winter use this form of
recovery in [13] to show a monogamy of entanglement.
Wilde extends approximate recovery to general relative entropy differences in [14], showing
D(ρ|ϕ)−D(Φ(ρ)|Φ(ϕ)) ≥ −2 ln
(
sup
t∈R
f1(ρ,R
t
ϕ,Φ(ρ
AC))
)
(2)
for a twirled recovery map Rtϕ,Φ parameterized by t. In [15], Junge, Renner, Sutter, Wilde, and
Winter show that
D(ρ|ϕ)−D(Φ(ρ)|Φ(ϕ)) ≥ −2
∫
R
ln f1(ρ,R
t
ϕ,Φ(Φ(ρ)))dβ0(t) , (3)
where dβ0(t) = (pi/2)(cosh(pit) + 1)
−1dt. Using convexity, one may move the integral inside the
logarithm and fidelity to construct the explicit, universal recovery map given by
R˜ϕ,Φ(ρ) = −2
∫
R
Rtϕ,Φ(ρ)dβ0(t) . (4)
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Another result by Sutter, Tomamichel and Harrow [16] strengthens the inequality via a pinched
recovery map. More recently, Carlen and Vershynina show (corollary 1.7 in [17]) that
D(ρ|ϕ)−D(E(ρ)|E(ϕ)) ≥
(pi
8
)4‖∆ρ,ϕ‖−2‖Rρ,E(E(ϕ))− ϕ‖41 , (5)
where ∆ρ,σ is the relative modular operator, and E is a conditional expectation that restricts
a density to a matrix subalgebra. A recent work by Gilye´n, Lloyd, Marvian, Quek, and Wilde
suggests a quantum algorithm that implements the Petz recovery map in special cases [18].
For recovery’s applications to quantum field theory [19], it would be desirable to extend finite-
dimensional results to infinite-dimensional von Neumann algebras, including type III factors
that lack a finite trace. Applications of recovery appear in finite-dimensional analogs of the the
Ads/CFT correspondence [6]. Recovery may underpin eventual proofs of ideas related the the
Ryu-Takayanagi conjecture and analogies to error correction, but field theories are widely believed
to be type III, non-tracial algebras, in which much of the finite-dimensional quantum information
machinery remains conjecture. Two very recent works address the type III extension of recovery
maps. One, by Li and Wilde, extends equations (2) and (5) to the von Neumann algebra setting,
also addressing generalizations to optimized f -divergences [20]. Faulkner, Hollands, Swingle, and
Wang prove an equation in the form of (3) for subalgebraic restriction/inclusion, with applications
in high energy physics [21].
1.1. Primary Contributions. A motivating result of this work is a universal recovery map
in the style of (3) for channels on all von Neumann algebras. We use a p-generalization of the
fidelity similar to that of Liang et al’s in equation (2.14) [22], given by
fp(ρ, ϕ) = ‖√ρ√ϕ‖p . (6)
We denote a twirled recovery map in equivalent form to Wilde’s [14], but parameterized by
complex z,
Rzϕ,Φ(ρˆ) = ϕ
z¯/2Φ†(ϕˆ−z¯/2ρˆϕˆ−z/2)ϕz/2 , (7)
and a logarithmic, twirled p-fidelity of recovery given by
FRzϕ,Φ(ρˆ) = − ln f1/Re(z)(ρRe(z), Rzϕ,Φ(ρˆRe(z))) . (8)
For convenience of notation, we may denote Rz = R
z
ϕ,Φ when ϕ and Φ are clear from context.
Our notion of fidelity of recovery is closely related to that considered earlier in the field [23],
though we have included the logarithm in the quantity for convenience. Then we show that:
Theorem 1.1. Let Φ :M→N be a normal, completely positive map from von Neumann algebra
M to algebra N . Let ρ, σ be densities on M. Then
D(ρ|ϕ) ≥ D(Φ(ρ)|Φ(ϕ)) + 2p
∫
R
FR
(1+it)/p
ϕ,Φ (ρ) β0(t)dt
for p ≥ 1.
As with equation (3), we can use convexity of the p-fidelity and negative logarithm to move
the integral inside, constructing an explicit, universal recovery map (see Theorem 5.11). Equation
(3) follows as the p = 1 case. Theorem 1.1 follows a more general result for p-fidelity of recovery:
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Theorem 1.2. FRzϕ,Φ is subharmonic.
Theorem 1.2 is justified by Remark 5.6 in section 5. Theorem 1.2 converts a mathematical
comparison from complex interpolation theory into a direct bound on physical quantities.
For p = 2 and M ⊂ B(L2(M)) represented in so-called standard form [24] we may always
assume that ρ(x) = (
√
dρ, x
√
dρ) is implemented by its natural ‘purification.’ Then we deduce
(see Remark 9.5) that
‖d1/2ρ −R1/2ϕ,Φ(d1/2ρˆ )‖22 ≤ D(ρ|ϕ)−D(Φ(ρ)|Φ(ϕ)) . (9)
This implies
‖dρ −R1/2ϕ,Φ(d1/2ρˆ )2‖21 ≤ 4(D(ρ|ϕ)−D(Φ(ρ)|Φ(ϕ))) . (10)
Thus using non-linear recovery maps enables us to obtain a quadratic error formula, which
qualitatively resembles equation (5) and the results in [20].
Using the same techniques, we prove a data processing inequality for p-fidelity, that for any
quantum channel Φ and pair of states ρ, ϕ,
fp(Φ(ρ),Φ(ϕ)) ≥ fp(ρ, ϕ) . (11)
Finally, we derive a new condition for equality in data processing for states with shared
support:
Theorem 1.3 (Introduction version of 11.5). Let ρ, ϕ be states such that ρ ≤ λϕ, and Φ :
L1(M) → L1(Mˆ) be a quantum channel for von Neumann algebras M, Mˆ . Then the following
are equivalent
i) D(Φ(ρ)|Φ(ϕ)) = D(ρ|ϕ);
ii) There exists a ϕ-conditioned subalgebra M0 ⊂M and an completely positive L1-isometry
u : Mˆ →M0 such that
u(ϕ) = Φ(ϕ) , u(ρ) = Φ(ρ) .
Theorem 11.5 is intuitive for finite-dimensional channels with equivalent input and output
spaces, for which perfect recoverability for all states implies unitarity. In the infinite dimensional
situation and with different input and output spaces Petz’s map gives a precise recovery. However,
Theorem 11.5 improves on Petz’s recovery map by providing a local lift from the states space
of the output to back to the input, motivated by Kirchberg’s work. Assuming equality in an
AdS/CFT corresponds, this amount to a an exact lift from boundary to bulk states.
The core technique of this paper is a method by Haagerup, Junge & Xu [25]. This technique
relies on a crossed product construction that embeds a type III von Neumann algebraM within a
tracial von Neumann algebra M˜, and then approximates operators in M˜ by operators in algebras
with finite trace. The Haagerup approximation method is a general method to transfer results
from tracial to non-tracial settings. We highlight the potential of this technique to yield further
results in quantum field theory, where non-tracial algebras are physically relevant.
Section 2 reviews relative modular theory formulate the relative entropy. We review the
mathematical techniques of interpolation theory for Kosaki spaces in section 3 and Lp space
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estimates in section 4. In section 5, we prove the necessary properties of twirled recovery, fidelity
of recovery, and ultimately Theorem 1.2 for von Neumann algebras with finite trace. Section
6 shows some continuity results that become non-trivial in infinite-dimension. In section 8, we
recall the Haagerup approximation method and use it to extend the recovery results to general
von Neumann algebras. Section 10 contains the proof of data processing for p-fidelity. Section
11 contains the proof of equivalence between data processing saturation and L1-isometries.
2. Relative modular operator and entropy
Let M be a von Neumann algebra on Hilbert spaces H and H′. Let |ϕ〉 ∈ H and |ρ〉 ∈ H′
be a pair of normalized vectors for which |ψ〉 is
(1) Cyclic, in that {a |ϕ〉 : a ∈M} is dense in H.
(2) Separating, in that if a ∈M and a |ϕ〉 = 0, then a = 0.
The Tomita-Takesaki operator Sϕ,ρ is given by Sϕ,ρa |ϕ〉 = a† |ρ〉. Sϕ,ρ has polar decomposition
Sϕ,ρ = Jϕ,ρ∆
1/2
ϕ,ρ ,
where we call Jϕ,ρ the relative modular conjugation. If |ρ〉 is cyclic and separating as well as
|ϕ〉, then Jϕ,ρ is antiunitary. Regardless, ∆ϕ,ρ is Hermitian, and it is called the relative modular
operator. Note also that for any density ρ, ‖ρ1/2‖2 = ‖ρ‖1/21 . Hence we may naturally define
∆ϕ,ρ for a pair of density matrices, and where appropriate will let |ρ〉 = ρ1/2 and |ϕ〉 = ϕ1/2. In
finite dimension, ∆ϕ,ρ(x) = ρ
−1xϕ for any x ∈M. Importantly, for any z ∈ C and x ∈M, ∆zϕ,ρ
is analytic, and ∆zϕ,ρ(x) ∈M. The form ∆itϕ,ρ is analogous to a unitary time-evolution and leads
to the interpretation of ln ∆ρ,ϕ as a modular Hamiltonian in quantum field theory.
We may define the relative entropy as
D(ρ‖ϕ) = −(ρ1/2, ln(∆ϕ,ρ)ρ1/2) ,
taking the inner product on H. In finite dimension, the expression
D(ρ‖ϕ) = tr(ρ ln ρ− ρ lnϕ)
also holds and is more common. The definition in terms of modular operators is however preferred
due to its generality to arbitrary von Neumann algebras, holding for instance in non-tracial field
theories where von Neumann entropies necessarily diverge. Furthermore, the relative modular
operator was one of the earliest [26] and continues to be [27] a common and intuitive proof of
the data processing inequality for relative entropy. For more information on modular theory, see
[28, 29] and [19] for its field theory applications.
3. Preliminary facts on Kosaki Lp spaces and interpolation
The starting point for Kosaki’s work is normal faithful state ϕ on a von Neumann algebra
M. The GNS construction for ϕ allows us to define
L2(N,ϕ) = N
‖ ‖2
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as the closure with respect to the Hilbert space norm given by the inner product
(a, b)ϕ = ϕ(a
∗b) .
Note that we have a natural inclusion N ⊂ L2(N,ϕ) and therefore the complex interpolation
space
Lp(N,ϕ) = [N,L2(N,ϕ)]1/2p
is well-defined and a left N module, i.e.
‖ax‖p ≤ ‖a‖N‖x‖p .
We refer to [30] for general facts on complex interpolation. Indeed, for two Banach spaces
A0, A1 ⊂ V embedded in a common topological vector space, the interpolation norm
‖x‖θ = inf
F (θ)=x
‖F‖∞
is obtained by taking continuous functions F : {0 ≤ <(z) ≤ 1} → V such that
(1) F is analytic in {z|0 < <(z) < 1};
(2) F (iR) ⊂ A0, F (1 + iR) ⊂ A1;
(3) F (z) converges to 0 for |z| → ∞;
(4) F has finite L∞-norm
‖F‖∞ = max{sup
t
‖F (it)‖A0 , sup
t
‖F (1 + it)‖A1} <∞ .
Although the L∞ norm is very useful in studying duality for interpolation space, it is possible
to modify the definition without changing the spaces. For this let µθ be the unique measure on
the boundary of the strip St = {z|0 ≤ <(z) ≤ 1} such that
g(w) =
∫
∂St
g(z)dµw(z) .
We refer to [30] for the following well-known fact (sometimes called Hirschmann’s Lemma).
Lemma 3.1. Let w = θ + is
(1) Let F be an analytic function vanishing at infinity. Then
log ‖a(w)‖[A0,A1]θ ≤
∫
∂S
log ‖F (z)‖A<(z)dµθ(z) .
(2) µw(iR) = 1− θ, µw(1 + iR) = θ;
(3) µiR = f
0
wH
1 and µ1+iR = f
1
wH
1 is absolutely continuous with respect to the 1-dimensional
Hausdorff measure, and moreover
f0w(it) =
epi(s−t) sinpiθ
sin2(piθ) + (cos(piθ)− e−pi(s−t))2
and
f1w(1 + it) =
epi(s−t) sinpiθ
sin2(piθ) + (cos(piθ) + e−pi(s−t))2
.
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Remark 3.2. In our case the topological vector space is V = L2(A,ϕ). In particular, let N ⊂
B(H) be a normal representation of N and ξ be a vector representing ϕ. Then L2(N,ϕ) =
Nξ
H
= Hϕ(N) is an invariant subspace of H. In particular, the space
Lp(N,ϕ) ⊂ Hϕ(N)
are all continuously embedded in Hϕ(N) ⊂ H. Note that our assumption of ϕ being faithful is
equivalent if ξ being separating for N .
If in addition ξ is cyclic, then Hϕ(N) = H. However, in some physical applications given by
a quantum filed theory where N is the von Neumann algebra of generator by the observables AO
of a certain space (time) region O, it is warranted to consider non-cyclic vectors.
One of Kosaki’s main contribution is to identify Lp(N,ϕ) with the Haagerup Lp space Lp(N),
which is defined as follows. Let σϕt : N → N the one parameter group of automorphism given
by the modular group of ϕ (for more details see below). Note that
‖σϕt (a)‖2 = ‖a‖2
and hence σt are also unitaries ut = σt in L2(N,ϕ). Then we may consider the crossed product
M = N oR ⊂ B(L2(R, L2(N,ϕ))) generated by {ut} and pi(N) given by the representation
pi(f)(h)(t) = σ−t(f)(h(t)) .
By Tomita-Takesaki theory (see [31]) it is known that the weight
w(T ) =
∫
R
(ξϕ, σt(T )ξϕ)dt
admits an inner modular group σwt (T ) = u
∗
t (T )ut for T ∈ M and hence M admits a normal
faithful trace, Tr. Moreover, the dual automorphism group
θs(pi(x)) = pi(x) , θs(ut) = e
istut
satisfies
θs(T ) = T ⇔ T ∈ pi(N) . (12)
Theorem 3.3. (Haagerup-Terp) Let 0 < p <∞ and Lp(N) be the set of tr measurable operators
such that
θs(a) = e
−s/pa .
Then
i) Lp(N) is a linear subspace and an N -bimodule;
ii) a ∈ Lp(N) admits a polar decomposition a = ub1/p with b ≥ 0 and b ∈ L1(N), u ∈ pi(N)
a partial isometry;
iii) There is a 1-1 correspondence between L1(N)
+ = {a ∈ L1(N)|a ≥ 0} and N+∗ .
iv) Tr(ub) = ϕ(b)(u) extends to a trace on L1(N);
iv) ‖a‖p = Tr(|a|p)1/p defines a norm for 1 ≤ p <∞, and a quasi norm for 0 < p < 1.
v) Lp(N)
∗ = Lp′(N) for 1 ≤ p <∞ and duality bracket (a, b) = Tr(ab).
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We should mention that Haagerup’s Lp spaces carry a natural order structure, and satisfy
Takesaki’s paradigm
a ∈ Lp(N) ⇔ a = uϕ1/p
where ϕ is a positive functional. Here we have to read ϕ1/p = d
1/p
ϕ , where dϕ is the unique
element such that
ϕ(x) = Tr(xdϕ)
holds for the Haagerup trace. We will reserve the letters Tr for the Haagerup trace.
Remark 3.4. Let δ > 0 and assume δϕ ≤ ρ ≤ δ−1ϕ. The operator ditϕ is a unitary in M , not
necessarily in N . However,
gϕ,ρ(it) = d
it
ϕd
−it
ρ
satisfies θs(gϕ,ρ(it)) = gϕ,ρ(it) and hence does belong to pi(N) ∼= N . In fact for z = θ+it, θ ≤ 1/2
we deduce form
d2θϕ ≤ δ−2θ d−2θρ
that
‖dθρd−θρ ‖2 = ‖d−θρ d2θϕ d−θρ ‖ ≤ δ−2θ
is bounded. This implies that on {z|0 < <(z) < 12} the function
gϕ,ρ(z) = d
z
ϕd
−z
ρ
is well-defined and analytic and, thanks to
θs(gϕ,ρ(z)) = (e
zsdzϕ)(e
−zsdzϕ) = gϕ,ρ(z)
has values in M .
Remark 3.5. The same argument applies to modular semigroup
σϕ,ρt (pi(x)) = d
it
ϕpi(x)d
−it
ρ
which satisfies θs(σ
ϕ,ρ
t (pi(x)) = σ
ϕ,ρ
t (pi(x)) and
gϕ,ρ(it) = σ
ϕ,ρ
t (pi(1)) ∈ pi(N) .
Moreover, let σϕ,ρz be the unique linear extension of the modular group then
gϕ,ρ(z) = σ
ϕ,ρ
z (1) ∈ N
at least for 0 ≤ <(z) ≤ 1/2.
Let ρ ∈ N∗ and dρ ∈ L1(N) be the corresponding density. Following Kosaki we may consider
the interpolation pair
Lθp(N , ρ) = [ιθ(N ), L1(N )]1/p ,
where the inclusion is given by
ιθ(x) = d1−θρ xd
θ
ρ .
Note that in full generality this map is not faithful. In [32], Kosaki establishes the link between
the interpolation spaces Lp(N,ϕ) and Haagerup’s Lp(N) spaces.
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Proposition 3.6. Let 2 ≤ p ≤ ∞ and dϕ be the density of a normal faithful state and ξϕ the
GNS vector representing ϕ. Then
ip(xξϕ) = xd
1/2p
ϕ
extends to isometric isomorphism between [N,L2(N)]2/p and Lp(N). Moreover, the map
ιη,p(x) = d
(1−η)/p
ϕ xd
η/p
ϕ
extends to an isometry between
[ιη,1(N), L1(N)]1/p
and Lp(N).
Following this definition we may define the family of norms on N
‖x‖η,p = ‖d1−η/pϕ xdη/pϕ ‖p
and observe that they form an interpolation family. The case η = 1 corresponds and 2 ≤ p <∞
is a special case of this more general construction. Indeed, using
‖xξϕ‖L1p := ‖xd1/pϕ ‖Lp(N) ,
we extend Masuda(?)’s definition of Lp norms as norms defined for a dense class of Nξϕ ⊂ Hϕ(N).
For η = 0 and p ≥ 2 we may work with the inner product [a, b]ϕ = ϕ(ab∗) and then complex
interpolation
‖x‖L0p = ‖d1/pϕ x‖p = ‖x∗d1/pϕ ‖p
shows that ιp(x) = d
1/px gives an isometry
[Nop, L2(N
op)]2/p ∼= L1p(N,ϕ) ∼= Lp(N) .
Theorem 3.7 (Kosaki). For θ = 1, the map ιp(x) = xd
1
p
ρ extends to a completely isometric
isomorphism between L1p(N , ρ) and the complemented subspace Lp(N e) of the Haagerup Lp spaces
Lp(N ). Here e is the support of ρ.
For our purpose we need a slight extension of Kosaki’s Lp spaces for non-faithful states ϕ
with support projection e. This can easily be obtained by approximation. Let us assume that
N is σ-finite and ψ is a normal faithful state. Then
D = dϕ + (1− e)dψ(1− e)
is a faithful normal density in L1(N). Note D commutes with e.
Corollary 3.8. The norms
‖x‖p = ‖xd1/pϕ ‖Lp(N)
form an interpolation family on Ne for 1 ≤ p ≤ ∞.
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Proof. Recall that
‖x‖L1p(N,D) = ‖xD1/p‖Lp(N)
form an interpolation family and the space Lp(N)e is complemented in the Haagerup Lp space.
Then we observe that
ιD,p(x)e = xD
1/pe = xeD1/p = xed1/p = ιd,p(xe) .
This shows that Re(x) = xe extends to a contraction from L
1
p(N,D) to L
1
p(Ne, d).
4. Lp estimates for channels
In this section we present a priori estimates on Lp spaces which are required to formulate the
recovery Theorem in the von Neumann algebra setting. The arguments are very closely related
to the first author’s lecture notes for proving the data processing inequality for the sandwiched
entropy.
Our starting point is a completely positive trace preserving map Φ : L1(M)→ L1(Mˆ). Recall
that the anti-linear duality bracket
(x, d) = Tr(xd∗)
allows us to identify M¯∗ with L1(M) and hence
(Φ†(x), d) = Tr(xΦ(d)∗)
defines a normal unital completely positive map Φ† : Mˆ →M . The following fact is well-known.
Since it is crucial for all our arguments we indicate a short proof.
Lemma 4.1. Let Ψ :M→ M be a normal completely positive unital map. Then there exists a
Hilbert space H normal ∗-homomorphism pi : M→ B(H)⊗¯M , and a projection e ∈ B(H) such
that
Ψ(x) = (e⊗ 1)pi(x)(e⊗ 1) .
Proof. We will use the standard GNS construction, see [33, 34]. Let K = M⊗Φ M the the
Hilbert C∗-module over M with inner product
(a⊗ x, b⊗ y) = x∗Ψ(a∗b)y .
Let K˜ be the closure of K in the strong operator topology of the module (see [35]). Then K˜ admits
a module basis and hence is of the form K˜ = f(H⊗¯M) for some projection f ∈ B(H)⊗¯M . The
subspace 1⊗M ⊂ K is an M right module and hence the orthogonal projection q onto (1⊗M)
is in in (Mop)′ = B(H)⊗¯M . We may define ∗-representation, see [33]
pi(α)(a⊗ x) = αa⊗ x
Then we deduce that for e = qf we have
Ψ(x) = epi(x)e .
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It remains to show that pi extends to the strong closure of K˜, and that pi is normal. For simplicity
we assume that ϕ is a normal faithful state and define the Hilbert space L2(K, ϕ) via the inner
product
(ξ, η)ϕ = ϕ((ξ, η)) .
Note that L2(K˜, ϕ) = L2(K, ϕ) and the inclusion K˜ϕ ⊂ L2(K˜, ϕ) is dense, faithful because ϕ is
faithful. Then we see that for all a, b, x, y the function
ωa,b,x,y(α) = ϕ(x
∗Ψ(a∗αb)y)
is normal, thanks to Ψ being normal. By norm approximation, we deduce that pi extends to a
normal representation on L2(K, ϕ) = L2(K˜, ϕ). Since this is true for all ϕ, we see that pi extends
to a representation on the closure K˜. Finally, we observe that weak∗ closure of the adjointable
maps on K˜ satisfies
Lw(K˜) = e(B⊗¯M)e .
Since our map pi :M→ Lw(K˜) is normal, we see that, after identification, that pi :M→ (B⊗¯M)
is a normal, not necessarily unital ∗-homomorphism.
In the following, we will fix Φ : L1(M)→ L1(Mˆ), Ψ = Φ† : Mˆ →M , e ∈ B(B(H))⊗¯M = M˜
and the normal ∗-homomorphism pi : Mˆ → M˜ .
Lemma 4.2. Let Φ(ϕ) = ϕˆ with support s(ϕ), s(ϕˆ) respectively. Then for all 1 ≤ p ≤ ∞.
‖pi(y)es(ϕ)‖L12p(M˜,ϕ) ≤ ‖ys(ϕˆ)‖L2p(Mˆ,ϕˆ) .
Proof. Since Φ is trace preserving we note that
‖pi(y)e‖2L2(ϕ)) = Tr(dϕepi(y∗y)e) = Tr(dϕΨ(y∗y))
= Tr(Φ(dϕ)y
∗y) = ‖y‖2L2(ϕˆ) .
Thus interpolation according to Lemma 3.8 implies the assertion.
Proposition 4.3. Let d ∈ L1(N) be the density of a state ϕ and dˆ = Φ(d), with support s = s(d)
and sˆ = s(dˆ). Let 1 ≤ p ≤ ∞. Then
Rp(x) = d
1/2pΦ†(dˆ−1/2pxdˆ−1/2p)d1/2p
extends to contraction from Lp(Mˆ)) to Lp(M).
Proof. Let us recall the abstract (Markinciewicz) interpolation theorem: Let (A0, A1) ⊂ V ,
(Aˆ0, Aˆ1) ⊂ Vˆ be interpolation couples and T : A0 + A1 → Aˆ0 + Aˆ1 be a linear map such that
T (A0) ⊂ Aˆ0 and T (A1) ⊂ Aˆ1. Then
‖T : Aθ → Aˆθ‖ ≤ ‖T : A0 → Aˆ0‖1−θ‖T : A1 → Aˆ1‖θ .
For the proof one considers the analytic function G(z) = T (F (z)), and then takes the infimum
over F such that F (θ) = x. In our situation A0 = sˆMˆ sˆ and A1 = sˆL1(Mˆ)sˆ, Aˆ0 = sMs,
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Aˆ1 = sL1(M)s. The map is given by T (dˆ
1/2xdˆ1/2) = d1/2Φ†(x)d1/2. We also use the map
T∞(x) = sΦ†(x)s, and observe the following commuting diagram
sˆMˆ sˆ
T∞→ M
↓ιp,dˆ ↓ιp,d
sˆLp(Mˆ)sˆ
Rp→ Lp(M)
↓γp′,dˆ ↓γp′,d
sˆL1(Mˆ)sˆ
T→ L1(M)
Here γp,d(x) = d
1/2p′xd1/2p
′
is chosen such that γp,dιp,d = ι1,d is the symmetric Kosaki embedding.
We may think of T∞ as a densely defined map on ι1(sˆMˆ sˆ). Thus it remains to show that ι1 is
indeed a contraction. By Ho¨lder’s inequality the map q : L2(Mˆ)⊗L2(Mˆ)→ L1(M), q(x⊗y) = xy
is a contraction, and indeed a metric surjection, because the adjoint q∗ : Mˆ → B(L2(Mˆ)) is
isometric. The same is true for qˆ(x ⊗ y) = sˆxysˆ as a map qˆ : sˆL2(Mˆ) ⊗ L2(Mˆ)sˆ → sˆL1(Mˆ)sˆ.
Note that Mˆdˆ1/2 is dense in L2(M). This shows that the set D1 of elements
xˆdˆ1/2xydˆ1/2 , ‖dˆ1/2x‖2 < 1 , ‖ydˆ1/2‖ < 1
is dense in the unit ball of sˆL1(Mˆ)sˆ. Then we recall that
‖pi(y)ed1/2‖22 = Tr(dΦ†(y∗y)) = Tr(dˆy∗y) = ‖ydˆ1/2‖22 .
Taking ∗’s we see that similarly ‖d1/2epi(x)‖2 = ‖dˆ1/2x‖2. Let u ∈ M be contraction. Then we
deduce (where Tr is the Haagerup trace) that
Tr(uT (dˆ1/2xydˆ1/2)) = Tr(ud1/2Φ†(xy)d1/2)
= Tr(ud1/2epi(xy)ed1/2)
= (pi(x)ed1/2, pi(y)ed1/2u) .
Thanks to the right module property of L2(M) we deduce
|Tr(uT (dˆ1/2xydˆ1/2)| ≤ ‖pi(x)ed1/2‖L2(M˜)‖pi(y)ed1/2u‖L2(M˜)
≤ ‖pi(x∗)ed1/2‖L2(M˜)‖pi(y∗)ed1/2‖L2(M˜)‖u‖
= ‖u‖ ‖dˆ1/2x‖2 ‖ydˆ1/2‖2 .
Taking the supremum over ‖u‖ ≤ 1, we deduce that T (D1) belongs to the unit ball of L1(M),
and hence T extends to a contraction on sˆL1(M)sˆ. By the abstract Markinkiewic theorem we
deduce Rp is also a contraction, and the continuous extension of the map Rp(dˆ
1/2pxdˆ1/2p) =
d1/2pΦ†(x)d1/2p.
As an application, we deduce the contraction property of the (twirled) Petz recovery maps,
on Lp:
Lemma 4.4. Let ϕ be a state and ϕˆ = Φ(ϕ) the image under ϕ with support eˆ. Then
Rz(xˆ) = ϕ
z¯/2Φ†(ϕˆ−z¯/2xˆϕˆ−z/2)ϕz/2
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extends to a (completely) bounded operator on Lp(z)(Mˆ) with values in Lp(z)(M) for
1
p(z)
= Re(z) .
Proof. First, we handle the semifinite case. Let Λϕˆ,p(z) = ϕˆ
1/2p(z)Mˆϕˆ1/2p(z) be the image of the
symmetric Kosaki map in Lp(z)(eˆMˆ eˆ). We consider Kosaki’s right-sided interpolation space
L2p(z) = [Mˆ, L2(Mˆ, ϕˆ)]1/p(z) .
For an element xˆ ∈ L2p(z) of norm < 1. we can find an analytic function g(z) ∈ Mˆ eˆ such that
‖g(it)‖∞ ≤ 1 , ϕˆ(g(1 + it)∗g(1 + it)) ≤ 1
for all t. This allows us to consider
G(z) = pi(g(z))eN ∈ L(HM)
and deduce that
‖G(z)‖L2p(z)(L(HM),ϕ) ≤ 1 .
Indeed, this is obvious for z = it. For z = 1 + it we note that
‖G(1 + it)‖2L2(L(HM),ϕ) = ‖ϕ1/2G(1 + it)∗G(1 + it)ϕ1/2‖1
= Tr(ϕ1/2Φ†(g(z + it)∗g(1 + it))ϕ1/2)
= Tr(Φ(ϕ)g(1 + it)∗g(1 + it)) = ‖g(1 + it)‖L2(Mˆ,ϕˆ) ≤ 1 .
There we have shown that Vz : L2p(z)(Mˆ eˆ)→ L2p(z)(L(HM)),
Vz(xˆϕˆ
z/2) = pi(xˆ)eϕz/2
extends to a contraction on L2p(z)(Mˆ eˆ) with values in L2p(z)(L(HM)). Now, we consider an
element xˆ ∈ Λp(z),σˆ(Mˆ). Note that Lp(Mˆ) = L2p(Mˆ)L2p(Mˆ), i.e. we can write xˆ = xˆ1xˆ2 such
that eˆxˆ1 = xˆ1 and xˆ2eˆ = xˆ2. By the argument above we know that
‖Rz(xˆ∗j xˆj)‖p(z) = ‖(Vz(xˆj)∗Vzxˆj)‖p(z) ≤ ‖Vz(xˆj)‖22p(z) ≤ ‖xj‖22p(z)
holds for j = 1, 2. Therefore
‖Rz(xˆ∗2xˆ1)‖p(z) ≤ ‖(Vzxˆ2)∗‖2p(z)‖Vz(xˆ1)‖2p(z) ≤ ‖xˆ2‖2p(z)‖xˆ1‖2p(z) .
Taking the infimum over all such decompositions, implies the assertion.
In Haagerup spaces, let z = θ + it and p = θ−1. Then we have a factorization
Rz = σ
d
−tRpσ
dˆ
t .
Here we use the Lp version of the modular group
σdt (x) = e
−itdxeitd .
Note that
θs(σ
d
t (x)) = e
−itdeitde−s/px = e−s/px .
Thus, by the definition of the Haagerup Lp space, σ
d
t is a contraction with inverse σ
d−t.
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Kosaki Lp spaces provide an extremely convenient tool to prove data processing inequalities
for the sandwiched relative entropy. Let us briefly sketch this argument. Indeed, let Φ : L1(M)→
L1(Mˆ) be a completely positive trace preserving map and ϕ a normal faithful sate, which we
call the reference state. Let ϕˆ = Φ(ϕ) be the image with support eˆ. By continuity Φ(L1(M)) ⊂
L1(eˆMˆ eˆ)eˆ and hence we and will assume eˆ = 1. We obtain an induced map Φ∞ : M → Mˆ given
by
ϕˆ1/2Φ∞(x)ϕˆ1/2 = Φ(ϕ1/2xϕ1/2)
More generally, it is easy to show by interpolation that the map
Φp(ϕ
1/2pxϕ1/2p) = ϕˆ1/2pΦ∞(x)ϕˆ1/2p
is a contraction. Of course interpolation applies exactly because Λp(ϕ) = ϕ
1/2pMϕ1/2p is dense
in the image of the symmetric Kosaki map ι
1/2
p : [ι1/2(M), L1(M)]1/p → Lp(M).
We refer to [36] for the fact that Φ∞ is indeed a normal completely positive unital map.
Therefore Φ∞ admits a Stinespring dilation
Φ∞(x) = epi(x)e ,
where pi : M → L(HMˆ ) is obtained from the W ∗-module M ⊗Φ∞ Mˆ .
Lemma 4.5. Let 2 ≤ p ≤ ∞ and y ∈M . Then
‖pi(y)e‖L12p(L,ϕˆ) ≤ ‖y‖L12p(M,ϕ) .
Indeed, for p =∞ this is obvious and for p = 2 we have
‖pi(y)e‖22 = ϕˆ(epi(y∗y)e) = ϕˆ(Φ∞(y∗y)) = Tr(ϕ1/2Φ∞(y∗y)ϕˆ1/2)
= Tr(Φ(ϕ1/2y∗yϕ1/2) ≤ Tr(ϕ1/2y∗yϕ1/2) .
Here we only had to use the trace-reducing property of the original map Φ. In combination with
Kosaki’s embedding result we deduce that
‖ϕˆ−1/2p′Φ(ϕ1/2y∗yϕ1/2)ϕˆ−1/2p′‖p = ‖ϕˆ−1/2p′ϕˆ1/2Φ∞(y∗y)ϕˆ1/2ϕˆ−1/2p′‖p
= ‖ϕˆ1/2pΦ∞(y∗y)ϕˆ1/2p‖p
= ‖pi(y)e‖2L12p(L,ϕˆ)
≤ ‖y‖2L12p(M,ϕ)
= ‖ϕ1/2py∗yϕ1/2p‖p = ‖ϕ−1/2p′ϕ1/2y∗yϕ1/2ϕ−1/2p′‖p .
Thus by density we deduce the sandwiched p-Renyi data processing inequality:
Theorem 4.6. Let ϕ be faithful and 1 ≤ p ≤ ∞. Then
‖Φ(ϕ)−1/2p′Φ(η)Φ(ϕ)−1/2p′‖p ≤ ‖ϕ−1/2p′ηϕ−1/2p′‖p
for all η ∈ L1(M). Here ‖ · ‖p may refer to Haagerup Lp norms and −1/2p′ to the pseudo inverse
on the support. In terms of sandwiched Re´nyi entropy, the inequality is equivalent to
Dp(Φ(η)|Φ(ϕ)) ≤ Dp(η|ϕ) .
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5. p-fidelities and interpolation
A main tool in our analysis of recovery maps will be given by a new definition of p-fidelity
from [22]
Fp(x, y) =
‖√y√x‖p
max ‖x‖p, ‖y‖p
and for x, y ∈ Lp
fp(x, y) = ‖
√
x
√
y‖p .
Lemma 5.1. Let 1 ≤ p ≤ ∞ and ϕ be faithful. Let E : M˜ → M be a conditional expectation
and
ρ˜ = ρ ◦ E , ϕ˜ = ϕ ◦ E
such that ϕ˜ is also faithful. Then
fp(ρ˜
1/p, ϕ˜1/p) = fp(ρ
1/p, ϕ1/p) .
Proof. We have to rewrite fidelity by duality as follows
fp(x, y) = sup
‖z‖p′≤1
Tr(z∗x1/2py1/2p)
= sup
‖ay1/p′‖p′≤1
Tr(y1/2a∗x1/2py1/2y−1/2p)
= sup
‖ay1/p′‖p′≤1
Tr(ay1/2,∆1/2px,y (y
1/2)) .
According to our assumption M ⊂ M˜ and also M2(M) ⊂ M2(M˜). According to Connes’ 2x2
matrix trick (see [37]) we know that L2(M2(M)) ⊂ L2(M2(M˜)). By approximation we may
assume that ρ and hence ρ˜ are also faithful. Then ψ(x) = ρ(x11)+ϕ(x22)2 is a faithful state on
M2(M) and ψ˜ = ψ ◦ E is the corresponding extension. We also have a canonical embedding
ι2 : L2(M2(M)) → L2(M2(M˜)) given by ι2(xd1/2ψ ) = xd˜1/2ψ (see [37]). Moreover, we have the
following commutation relation
ι2 ◦ σψt = σψ˜t ι2 ,
which implies
ι2∆
z
ψ = ∆
z
ψ˜
ι2 .
Let us also recall that for the matrix unit e12 = |1〉〈2| we have
e12 ⊗∆ρ,ϕ(ξ) = ∆ψ(e12 ⊗ ξ) .
In particular, ι2(d
1/2
ϕ ) = d
1/2
ϕ˜ and
∆
1/2p
ρ˜,ϕ˜ (d
1/2
ϕ˜ ) = ∆
1/2p
ρ˜,ϕ˜ (ι2(d
1/2
ϕ )) = ι2(∆
1/2p
ρ,ϕ (d
1/2
ϕ ) .
Now, it is easy to conclude. The map ιp′(ad
1/2
ϕ ) = ad
1/2
ϕ˜ extends to an isometric embedding of
Lp′(M) ⊂ Lp′(M˜) and hence
fp(ρ
1/p, ϕ1/p) ≤ fp(ρ˜1/p, ϕ˜1/p) .
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On the other hand for a ∈ M˜ , we see that for x ∈M we have
(ad
1/2
ϕ˜ , xd
1/2
ϕ˜ ) = (E(a)d
1/2
ϕ , xd
1/2
ϕ ) .
Since the conditional expectation is extends to a contraction Ep′(adϕ˜1/p′ ) = E(a)d
1/p′
ϕ , we also
find the reverse inequality fp(ρ˜
1/p, ϕ˜1/p) ≤ fp(ρ1/p, ϕ1/p).
5.1. Interpolation formula for comparable states. In the following we will assume that ϕ
and ρ are densities in L1(M) such that
δϕ ≤ ρ ≤ δ−1ϕ .
Formally we should probably write dϕ for the density such that ϕ(x) = tr(xdϕ) holds for all
x, but we decided to follow Takesaki’s convention. Let Φ : L1(M) → L1(Mˆ) be a completely
positive and (sub-)trace preserving map, i.e. the dual map Φ† : Mˆ →M defined by
Tr(Φ†(x∗)ϕ) = Tr(xΦ(ϕ))
is completely positive and (sub-)unital. Let us recall the Stinesping factorization
Φ†(x) = epi(x)e
for some normal ∗-homomorphism pi : Mˆ → BB(H)⊗¯M and some projection e ∈M ′. We will use
the notation M˜ = e(B(H)⊗¯M)e and f for the support of ϕ and fˆ for the support of ϕˆ = Φ(ϕ)
or ρˆ = ϕ(ρ). Indeed, by positivity,
δΦ(ϕ) ≤ Φ(ρ) ≤ δ−1ϕ(ϕ)
shows that the support projections (both in Mˆ) coincide.
Lemma 5.2. Let 2 ≤ q0, q1 and 1q(θ) = 1−θq0 + θq . Let βθ be the probability density representing θ
on the boundary of the strip {0 ≤ <(z) ≤ 1} given by
βθ(t) =
sin(piθ)
2θ(cosh(pit) + cos(piθ))
.
Then
G(z) = pi(ρˆz/2ϕˆ−z/2fˆ)efϕz/2ρ−z/2
is analytic in M˜ and
i) For all θ in the complex strip,
ln ‖G(θ)‖L1
q(θ)
(M˜,ρ) ≤ (1− θ)
∫
ln ‖G(it)‖L1q0 (M˜,ρ)β1−θ(t)dt
+θ
∫
ln ‖G(1 + it)‖L1q0 (M˜,ρ)βθ(t)dt;
ii)
∫ − ln ‖G(1 + it)‖q1βθ(t)dt ≤ − ln ‖G(θ)‖q(θ)θ ;
iii)
∫ − ln ‖G(1 + it)‖q1β0(t)dt ≤ lim infθ→0 − ln ‖G(θ)‖q(θ)θ .
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Proof. Let us recall that µθ is the unique measure such that
f(θ) = (1− θ)
∫
f(it)dµ1−θ(t) + θ
∫
f(1 + it)dµθ(t) . (13)
Therefore i) is a reformulation of Lemma 3.1 so that
dµθ(1 + it) =
1
θ
βθ(t)dt, dµ1−θ(t) =
1
1− θβ1−θ(t)dt .
The analyticity of G follows from Remark 3.4 and <(z) ≤ 1. For z = it the element ρˆitϕˆ−it is in
Mˆ and a partial isometry, the same applies to ϕitρˆ−it and hence
‖G(it)‖L1q0 (M˜),ρ) ≤ Tr(ρ) ≤ 1 .
Thus ln ‖G(it)‖q0 ≤ 0. Dividing by −θ yields ii). The function h(t) = − ln ‖G(1 + it)‖q1
is continuous, limθ→0
sin(piθ)
θ converges to 1/pi and the measures βθ are uniformly bounded by
Ce−|t|. Thus the dominated convergence theorem implies the assertion (see [15] for calculation
of β0).
Let us fix 0 < q1 < q0 and
1
qθ
=
1− θ
q0
+
θ
q1
.
Then Hirschmann’s improvement (see [30, page 93]) tells us that
ln ‖G(θ)‖q(θ) ≤ (1− θ)
∫
ln ‖G(it)‖q0β1−θ(t)dt+ θ
∫
ln ‖G(1 + it)‖q1βθ(t)dt (14)
holds for certain probability measures β1−θ(t)dt and βθ(t)dt on the real line. We note that
‖G(it)‖L1q0 (ρ) = ‖pi(g
it
ρˆ,ϕˆ)eg
it
ϕ,ρρ
1/q0‖q0 ≤ 1 .
Hence ∫
− ln ‖G(1 + it)‖q1βθ(t)dt ≤
ln ‖G(θ)‖q(θ)
θ
.
Our abstract recovery formula is summarized in the equation:
−
∫
ln ‖G(1 + it)‖q1β0(t)dt ≤ lim inf
θ→0
− ln ‖G(θ)‖q(θ)
θ
.
Here β0(t)dt is obtained as the pointwise limit of the measures βθ(t)dt. Before we launch into
more fidelity estimates, we need a few Lp norm inequalities. These will allow us to more formally
state and prove the result.
Remark 5.3. a) For semifinite von Neumann algebras the Lp continuity of
R0z(xˆ) = ϕ
z/2Φ†(ϕˆ−z/2xˆϕˆ−z/2)ϕz/2
is an immediate application of Stein’s analytic family interpolation theorem. However, for non-
semifinite von Neumann algebras this map is not necessarily well-defined.
b) We have
Rz(Φ(ϕ)
Re(z)) = ϕRe(z)
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for all z in the strip {z|0 ≤ Re(z) ≤ 1}.
c) For z = θ + it we see that
Rz = σ
ϕ
t/2Rθσ
ϕˆ
−t/2
is indeed a rotated, generalized Petz recovery map.
Lemma 5.4. Let z = θ + it. Then the twirled Petz map (with respect to ϕ) satisfies
‖G(z)‖L1
1/θ
(M˜,ρ) = f1/θ(ρ
θ, Rz(Φ(ρ)
θ)) .
Proof. Let p = 1/θ. Using the calculation in the Haagerup Lp spaces we deduce from the
definition of Rz that
‖G(z)‖2L1p = ‖pi(ρˆ
z/2ϕˆ−z/2)eϕz/2ρ−z/2ρ1/p‖2
Lp(M˜)
= ‖ρ1/pG(z)∗G(z)ρ1/p‖p/2
= ‖ρ1/2p−θρ−it/2ϕ−it/2ϕ+1/2pΦ†(ϕˆit/2ϕ−θ/2ρˆθϕ−θ/2ϕˆ−it/2)ϕ+1/2pϕ−it/2ρ+it/2ρ1/2p−θ‖p/2
= ‖ρ1/2pϕ1/2pσϕt/2Φ†(σϕˆ−t/2(ϕˆ−θ/2ρθϕˆ−θ/2))ϕ1/2pρ1/2p‖p/2
= fp(Rz(ρˆ
1/p), ϕ1/p)2 .
Corollary 5.5. Let z = θ + it. Then
f1/θ(ϕ
θ, Rz(Φ(ρ)
θ)) ≤ 1 .
Proof. By Ho¨lder’s inequality,
‖ρ1/2pϕ1/2pσϕt/2Φ†(σϕˆ−t/2(ϕˆ−θ/2ρθϕˆ−θ/2)ϕ1/2pρ1/2p‖p/2 ≤ ‖ρ1/2p‖22p‖σt/2Rp(σϕˆ−t/2(ρˆ1/p))‖p
≤ ‖Rp(σϕˆ−t/2(ρˆ1/p))‖p
≤ ‖σϕˆ−t/2(ρˆ1/p)‖p
≤ ‖ρ1/p‖p .
We use that tr(ρ) = 1, the modular group extends to an isometry on Lp, and Proposition 4.3.
The analyticity of G allows us to reformulate the interpolation formula for G as an interpo-
lation of complex families of fidelities.
Remark 5.6. Theorem 1.2 then follows from Lemma 5.4 and Lemma 4.4. We use Equation (13)
as a reformulation of Lemma 3.1 based on Lemma 5.2, after applying the re-iteration Theorem
(see [30] for more information), which allows us to replace the boundaries of the complex strip
iR and 1 + iR by p0 + iR and p1 + iR.
Remark 5.7. For any p,
∆z/2ϕ,ρ(ρ
1/p) = ρ1/p−z/2ϕz/2 = ρ−z/2ρ1/pϕz/2 ,
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z
Figure 1. Using complex interpolation and the re-iteration theorem, we estimate
the value of an analytic function at point z ∈ {0 ≤ Re(z) ≤ 1} by the nearest
points along the lines p0 + iR and p1 + iR.
and for any ω and p,
‖(ρˆz/2ϕˆ−z/2 ⊗ 1E)ω‖p = ‖(ϕˆ−z/2 ⊗ 1E)ω(ρˆz/2 ⊗ 1E)‖p = ‖(∆z/2ρˆ,ϕˆ ⊗ 1E)ω‖p .
Hence
‖G(z)‖ρ,p = ‖(∆z/2ρˆ,ϕˆ ⊗ 1E)U∆−z/2ρ,ϕ ‖ρ,p ,
where U is the finite-dimensional Stinespring isometry with environment E. This is not clear in
type III, where we lack the tracial property. G(z) is a more useful form in type III, due to results
we leverage from operator algebras. In particular, we have
G(z) = pi(g
z/2
ρˆ,ϕˆ )eg
z/2
ϕ,ρ ,
and we use in proving Lemma 5.2 that gitϕ,ρ and g
it
ρˆ,ϕˆ are respectively in M and Mˆ . As noted
in Remarks 3.4 and 3.5, gϕ,ρ has good analytic and algebraic properties that work well with the
interpolation methods we require. The correspondence between G(z) and its finite-dimensional
equivalent in terms of modular operators may nonetheless merit future investigation.
5.2. Differentiation. For the twirled recovery map we have to use a suitable differentiation
result, first under the additional assumption of regularity δϕ ≤ ρ ≤ δ−1ϕ. More generally, we
differentiate Kosaki norms for smooth functions with values in the underlying von Neumann
algebra.
Lemma 5.8. Let (M, τ) be a finite von Neumann algebra with trace τ . Let h : I → M be a
differentiable function such that h(0) = 1. Let ϕ be a faithful state. Let p be a differentiable
function and p(0) > 1. Then
i) ddθ‖ϕ1/2p(θ)h(θ)ϕ1/2p(θ)‖p(θ)
∣∣∣
θ=0
= limθ→0 θ−1(‖ϕ1/2p(θ)h(θ)ϕ1/2p(θ)‖p(θ)−1) = −ϕ(h
′(0))
p(0) ;
ii) limθ→0
− ln ‖ϕ1/2p(θ)h(θ)ϕ1/2p(θ)‖p(θ)
θ = ϕ(h
′(0)).
Proof. We consider g(θ) = ‖ϕ1/2p(θ)h(θ)ϕ1/2p(θ)‖p(θ)p(θ) and assume first that p(θ) > 1. We may
assume by continuity that h(θ) > 0 in a neighborhood of θ = 0. Let H(t) = ϕ1/2p(θ)h(tθ)ϕ1/2p(θ).
Using the differentiation formula for p-norms and convexity, we get for fixed p = p(θ) that
g(θ)− 1 = ‖H(1)‖pp − ‖H(0)‖pp = p
∫ 1
0
τ(H(t)p−1H ′(t))dt
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= pθ
∫ 1
0
τ(H(t)p−1ϕ1/2ph′(tθ)ϕ1/2p)dt
= pθ
∫ 1
0
τ((H(t)p−1 −H(0)p−1)ϕ1/2ph′(tθ)ϕ1/2p)dt+ pθ
∫ 1
0
τ(ϕ
p−1
p ϕ1/2ph′(tθ)ϕ1/2p)dt .
For the second term we observe that
τ(ϕ
p−1
p ϕ1/2ph′(tθ)ϕ1/2p) = τ(ϕh′(tθ))
and hence
pθ
∫ 1
0
τ(ϕ
p−1
p ϕ1/2ph′(tθ)ϕ1/2p)dt = pτ(ϕ(h(θ)− h(0))) .
As for the error (first) term, we observe that
|τ((H(t)p−1 −H(0)p−1)ϕ1/2ph′(tθ)ϕ1/2p)| ≤ ‖(H(t)p−1 −H(0)p−1)‖p′‖ϕ1/2ph′(tθ)ϕ1/2p‖p
by Ho¨lder’s inequality. Now, we may use the continuity of the Mazur map, see [38, Cor 2.3] for
α = p− 1, p′ = pp−1 and deduce that
‖(H(t)p−1 −H(0)p−1)‖p′ ≤ 3(p− 1)‖H(t)−H(0)‖p max{‖H(t)‖p, ‖H(0)‖p}p−2
≤ 3(p− 1)‖h(tθ)− h(0)‖∞max{‖H(t)‖p, ‖H(0)‖p}p−2
≤ 3(p− 1)‖h′‖∞tθmax{‖H(t)‖p, ‖H(0)‖p}p−2 .
We deduce that
p
∫ 1
0
τ((H(t)p−1 −H(0)p−1)ϕ1/2ph′(tθ)ϕ1/2p)dt
≤ ‖h′‖∞3p(p− 1)
∫ 1
0
max{‖H(t)‖p, ‖H(0)‖p}p−2‖ϕ1/2ph′(tθ)ϕ1/2p‖ptθdt
≤ ‖h′‖∞‖ϕ1/2ph′ϕ1/2p‖∞3p(p− 1)θ
∫ 1
0
max{‖H(t)‖p, ‖H(0)‖p}p−2tdt .
The faithfulness of ϕ and fact that h(0) = 1 imply that ‖H(0)‖p > 0 for all p, so the integral on
the right hand side remains finite. As θ → 0, this term becomes 0. Thus for p(0) > 1, we can
find θ0 such that p(θ)− 1 > δ for θ ≤ θ0 and hence
lim
θ→0
g(θ)− 1
θ
= p(0)τ(ϕh′(0)) .
Let us now define the function F (θ, p) = g(θ)1/p in two parameters. We find that ddθF =
− 1
p2
g(θ)1/p−1g′(θ) and dFdp = − 1p2 g(θ)1/p ln g(θ). As ϕ is faithful, g(θ) is non-zero when h(θ) is
always positive and not equal to zero. Hence dF/dp is continuous and differentiable. To show
that dF (p, θ(p))/dθ is continuous and differentiable, we must also check the dF/dθ part, which
involves g′(θ). We again apply separation of variables. First,
d
dθ
‖ϕ1/2ph(θ)ϕ1/2p‖pp = ‖ϕ1/2ph(θ)ϕ1/2p‖pp
(
d
dθ
ln ‖ϕ1/2ph(θ)ϕ1/2p‖p
)
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The prefactor is continuous by the continuity of g(θ) for p > 1. We now use a fact of Banach
spaces, that for any continuous, differentiable function H(θ) and p fixed,
d
dθ
‖H(θ)‖p =
〈( H(θ)
‖H(θ)‖p
)p/p′
,
d
dθ
H(θ)
〉
.
Letting H(θ) = ‖ϕ1/2p(θ)h(θ)ϕ1/2p(θ)‖p(θ), left side of the braket is again the Mazur map and
therefore continuous. For the right side,
d
dθ
(ϕ1/2p(θ)h(θ)ϕ1/2p(θ)) = ϕ1/2ph′(θ)ϕ1/2p .
We again see continuity of this expression. Finally, positivity of θ and the chain rule for the
natural logarithm give us continuity of the entire expression. We still however must contend
with the p derivative. Here we apply separation of variables yet another time, writing
d
dp
‖ϕ1/2ph(θ)ϕ1/2p‖pp =
d
dp
‖ϕ1/2qhϕ1/2q‖pp +
d
dq
‖ϕ1/2qhϕ1/2q‖pp
∣∣∣
p=q
.
First, we deal with the p-derivative, noting that the quantity inside of the norm is assumed
p-independent. We obtain
d
dp
‖ϕ1/2qh(θ)ϕ1/2q‖pp =
d
dp
tr((ϕ1/2qhϕ1/2q)p) = tr((ϕ1/2qhϕ1/2q)p ln(ϕ1/2qhϕ1/2q)) .
This is finite whenever ϕ1/2qhϕ1/2q > 0, so this derivative is continuous. For the q derivative,
d
dq
‖ϕ1/2qhϕ1/2q‖pp =
d
dq
tr((ϕ1/2qhϕ1/2q)p) = p(ϕ1/2qhϕ1/2q)p−1
d
dq
(ϕ1/2qhϕ1/2q) .
Since we only care about continuity and will not rely here on explicitly evaluating this derivative,
we merely note that the product rule allows us to differentiate the remaining factor, and that
ϕ1/2q−1 is finite by the positivity of ϕ. This term is therefore continuous.
Hence F is differentiable, and
d
dθ
F (θ, p(θ)) = − 1
p(θ)2
g(θ)1/p(θ)−1g′(θ)− 1
p(θ)
g(θ)1/p(θ) ln g(θ)
dp(θ)
dθ
.
For θ = 0, we deduce from g(0) = 1 that
d
dθ
F (θ, p(θ))|θ=0 = − 1
p(0)
ϕ(h′(0)) .
This concludes the proof of i) in this case. For ii) we note that
ln ‖ϕ1/2p(θ)h(θ)ϕ1/2p(θ)‖p(θ)
θ
=
1
p(θ)
ln g(θ)
θ
Using ddθ ln g(θ)|θ=0 = g
′(0)
g(0) we deduce indeed ii).
Theorem 5.9. Let δϕ ≤ ρ ≤ δ−1ρ and 1 ≤ p <∞. Then∫
R
(− ln fp(ρ1/p, R 1+it
p
(Φ(ρ)1/p))) β0(t)dt ≤ D(ρ|ϕ)−D(Φ(ρ)|Φ(ϕ))
2p
.
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Proof. Let q ≥ 1 and q0 > 2. We define 1q(θ) = 1−θq0 + θq . Then we may apply Lemma 5.2 for
Gq(z) = G(z/q) = pi(ρˆ
z/2qϕˆ−z/2qfˆ)efϕz/2qρ−z/2q
which remains analytic as long as q ≥ 1. Using ‖Gq(it)‖q0 ≤ 1, we deduce as in Lemma 5.2 that
lim
θ→0
ln ‖Gq(θ)‖Lq(θ)1
θ
≤
∫
ln ‖Gq(1 + it)‖L1q β0(t)dt .
Let us recall that, according to Lemma 5.4 we have
‖Gq(1 + it)‖L1q = fq(ρ1/q, R 1+itq (Φ(ρ)
1/q)) .
However, we have used the dominated convergence theorem to interchange integral and limit,
which is possible thanks to the continuity interpolated fidelity, proved in the next section. We
are left to calculate the limit. We may introduce p(θ) = q(θ)2 so that p(0) > 1. Then we see that
‖Gq(θ)‖2
L
q(θ)
1
= ‖ρ1/q(θ)ρ−1/2q(θ)ϕ1/2q(θ)Φ†(ϕˆ−1/2q(θ)ρˆ1/q(θ)ϕˆ−1/2q(θ))ϕ1/2q(θ)ρ−1/2q(θ)ρ1/q(θ)‖p(θ)
= ‖ρ1/2p(θ)hq(θ)ρ1/2p(θ)‖p(θ)
holds for
hq(θ) = ρ
−1/2q(θ)ϕ1/2q(θ)Φ†(ϕˆ−1/2q(θ)ρˆ1/q(θ)ϕˆ−1/2q(θ))ϕ1/2q(θ)ρ−1/2q(θ) = h
(θ
q
)
.
For q = 1, our derivative of
h(θ) = ρ−θ/2ϕθ/2Φ†(ϕˆ−θ/2ρˆθ/2ϕˆ−θ/2)ϕθ/2ρ−θ/2
satisfies
h′(0) = − ln ρ+ lnϕ+ Φ†(ln ρˆ)− Φ†(ln ϕˆ) .
This implies
tr(ρh′(0)) = −tr(ρ ln ρ) + tr(ρ ln(ϕ)) + tr(Φ(ρ) ln Φ(ρ)− ln Φ(ϕ)) = −D(ρ|ϕ) +D(Φ(ρ)|Φ(ϕ)) .
Using the chain rule, we get
−qtr(ρh′q(0)) = D(ρ|ϕ)−D(Φ(ρ)|Φ(ϕ)) .
Remark 5.10. In a type III situation is is better to write
h(θ) = ∆θ/2ρ,ϕΦ
†((∆θ/2ρˆ,ϕˆ)
∗∆θ/2ρˆ,ϕˆ)∆
θ/2
ρ,ϕ
and hence
h′(0) = − ln ∆ρ,ϕ + Φ†(ln ∆ρˆ,ϕˆ) .
This implies again
tr(ρh′(0)) = −(ρ1/2, ln ∆ρ,ϕρ1/2) + tr(Φ(ρ)1/2,∆Φ(ρ),Φ(ϕ)Φ(ρ)1/2)
= −D(ρ|ϕ) +D(Φ(ρ)|Φ(ϕ)) .
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Corollary 5.11. Let 1 ≤ p ≤ ∞. Then∫
R
(− ln fp(ρ1/p, R 1+it
p
(Φ(ρ)1/p))) β0(t)dt ≤ D(ρ|ϕ)−D(Φ(ρ)|Φ(ϕ))
2p
.
Furthermore, the (generally non-linear) universal recovery map
R˜p(x) =
(∫
Rp,t(x
1/p)dµ(t)
)p
satisfies
− ln fp(ρ, R˜p(Φ(ρ))) ≤ 1
2p
[D(ρ|ϕ)−D(Φ(ρ),Φ(ϕ))] .
The same holds for the general von Neumann algebra version in Section ??.
Proof. We refer to Sections 6 and 8 for the discussion that assuming ρ ≤ λϕ is enough and to
justify the differentiation Lemma. For the ‘moreover’ part, we recall that ln is concave and fp is
jointly concave, and hence ∫
ln fp(ρ,Rp,t(ρˆ
1/p)p)dµ(t)
≤ ln
∫
fp(ρ,Rp,t(ρˆ
1/p)p)dµ(t)
≤ ln fp
(∫
ρdµ(t),
∫
Rp,t(ρˆ
1/p)pdµ(t)
)
= ln fp(ρ, R˜p(ρˆ)) .
Theorem 5.9 essentially finishes the finite-dimensional case. Though we have yet to remove
the restriction that δϕ ≤ ρ ≤ δ−1ρ for some δ, we will leave this to the general continuity results
in Section 6, and the Haagerup approximation results in Section 8. Infinite dimensions introduce
additional subtleties with the continuity arguments, and it is not so simple to show that we can
drop the restriction that δϕ ≤ ρ ≤ δ−1ρ. Section 6 resolves these issues, extending recovery
to type II. The obvious barrier in type III is the lack of a trace. Were this the only barrier,
the Haagerup Lp spaces and corresponding trace would suffice. The deeper problem is that the
differentiability of h(θ) as used in Lemma 5.8, and the continuity of the trace of the operator
logarithm are not clear without a finite trace. Hence we must approximate the crossed product
by finite von Neumann algebras in Section 8, our main use of the techniques of [25].
6. Continuity for fidelity of Recovery
In this section, we show some continuity results for the fidelity of recovery, which are not
immediate in infinite dimension. We continue to use our standard assumptions on ϕ, ρ and Φ.
Lemma 6.1. Let A be an (possibly unbounded) positive operator on a Hilbert space H, ξ in the
domain of A1/2 and fn : R→ R be sequence of functions such that
|fn(x)| ≤ C(1 + |x|1/2)
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and limn fn(x) = f(x) for all x. Then
lim
n
‖(fn(A)− f(A))(ξ)‖H = 0 ,
where fn extends to operators by elementary functional calculus.
Proof. Let dµξ(x) be the spectral measure of A, i.e.
(ξ, f(A)ξ) =
∫
f(x)dµξ(x)
for all measurable f . Then we observe by the triangle inequality that |fn(x)−f(x)|2 ≤ 16C2(1+
|x|) holds for all n ∈ N and moreover,
‖A1/2ξ‖2H = (A1/2ξ, A1/2ξ) =
∫
|x|dµξ(x)
Since ξ has finite norm, we deduce that x 7→ (1+ |x|) is in L1(µξ). By the dominated convergence
theorem, we deduce that
lim
n
‖(fn(A)− f(A))ξ‖2H = limn
∫
|fn(x)− f(x)|2dµξ(x) = 0 .
Proposition 6.2. Let δϕ ≤ ρ ≤ δ−1ρ. Then the function
F (z) = fRe(z)(ρ
Re(z), Rz(Φ(ρ)
Re(z)))
is continuous in z on {z|0 < Re(z) ≤ 1}.
Proof. Here we recall Lemma 6.1 as a general fact.
Let ρ and ϕ be states and ψ(x) = ϕ(x11)+ρ(x22)2 the corresponding positive functional on
M2(M) considered by Connes [31]. Then
ϕ1/2 = ∆ϕ,ρ(ρ
1/2) = ∆ψ
((
0 ρ1/2
0 0
))
belongs to the domain of ∆
1/2
ψ . And hence
lim
z→w ‖∆
z
ψ −∆ψ(|1〉〈2| ⊗ ρ1/2)‖ = 0
as long as <(z),<(w) ≤ 1/2. Note that thanks to the calculation in the core M o R we know
that
ϕz/2ρ−z/2ρ1/2 = ϕz/2ρ1/2ρ−z/2 = ∆z/2ϕ,ρ(ρ
1/2) ∼= ∆ψ(|1〉〈2| ⊗ ρ1/2) .
This means we have L2 convergence in z for 0 ≤ <(z) ≤ 1. Using Kosaki’s interpolation result
we deduce that
‖(ϕz/2ρ−z/2−ϕw/2ρ−w/2)ρ1/2p‖p ≤ |(ϕz/2ρ−z/2−ϕw/2ρ−w/2)‖1−1/p∞ ‖(ϕz/2ρ−z/2−ϕw/2ρ−w/2)ρ1/2‖1/p2 .
Therefore, we see deduce that 0 ≤ <(z),<(w) ≤ 1 we have
lim
z→w ‖(ϕ
z/2ρ−z/2 − ϕw/2ρ−w/2)ρ1/2p‖p = 0
holds uniformly on compact sets.
UNIVERSAL RECOVERY AND P-FIDELITY IN VON NEUMANN ALGEBRAS 25
Now it is time we address the fidelity. We will use functional calculus and observe that
ϕz/2ρ−z/2 − ϕw/2ρ−w/2 = ϕz/2(1− ϕw−z/2ρ(z−w)/z)ρ−z/2 .
Let us define the ∗ homomorphism pi : C(R2)→ B(L2(M)) given by pi(F1⊗F2) = LF1(ρ)RF2(ϕ).
Using |ea − 1| ≤ ae|a|, we observe that
|(x/y)w − (x/y)z| = |(elnx−ln y(w − z)− 1)(x/y)z| ≤ |w − z|| ln(x/y)||(x/y)z| .
Let δ ≤ D ≤ δ−1 be a bounded operator. Using |ex − 1| ≤ xe|x| and functional calculus we
deduce that
‖Dw −Dz‖ = ‖(e(lnD)w−z − 1)Dz‖ ≤ |w − z|| ln δ|e| ln δ||w−z|δ−|Re(z)| = |w − z|(δ−1)|w−z|+|z| .
This allows us to estimate
‖G(z)−G(w)‖ = ‖pi(∆z/2ρˆ,ϕˆ)∆z/2ϕ,ρ − pi(∆w/2ρˆ,ϕˆ )∆w/2ϕ,ρ ‖
≤ 2(δ−1)|w−z|+|z||w − z| .
Let us know consider the case p ≤ p1 where 1p = Re(w), Re(z) = 1p1 . Then we find that
‖G(w)‖Lp(L(HM),ρ) ≤ ‖G(w)−G(z)‖Lp(L(HM),ρ) + ‖G(z)‖Lp(L(HM),ρ)
≤ C(δ, w, z)|w − z|+ ‖G(z)‖Lp1 (L(HM),ρ) .
Since C(δ, w, z) is bounded in bounded regions of C, we deduce continuity for Re(w) ≥ Re(z).
More precisely, we have continuity for fixed Re(z), and moreover,
F (w) ≤ lim inf
z→w,Re(w) ≥ Re(z)
F (z) ≤ lim sup
z→w,Re(w) ≥ Re(z)
F (z) , (15)
lim sup
z→w,Re(z) ≥ Re(w)
F (z) ≤ F (w) . (16)
To prove the missing inequality in (15), we may assume Im(z) = Im(w) = 0. Let us now assume
that Re(w) = 1p > Re(z) =
1
p1
, i.e. p1 > p for fixed p. Let p2 ≥ 1, Then we can find η such that
1
p1
= 1−ηp +
η
p2
. We use that standard interpolation estimate and deduce from ‖G(1/p2)‖ ≤ 1
that
‖G(1/p1)‖p1 ≤
(∫
R
fp(η)(ρ
1/p, R 1+it
p
(Φ(ρ)1/p1(η)))βη(t)dt
)1−η
.
Here 1q =
1
p − 1p2 . We may now send η → 0. Thanks to the continuity in the imaginary part and
the explicit form of the measure (see [30, p=93])
dµη(t) = hη(t)dt , hη(t) =
e−pit sinpiη
(1− η)(sin2 piη + (cospiη − e−pit)2)
we deduce that
lim sup
η→0
‖G(1/p1(η))‖p1(η) ≤ lim sup
η→0
(∫
R
fp(ρ
1/p, R 1+it
p
(Φ(ρ)1/p))βη(t)dt
)1−η
= fp(ρ
1/p, R 1+it
p
(Φ(ρ)1/p)) .
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This shows that
lim sup
z→w,Re(z)>Re(w)
F (z) ≤ F (w) .
Similarly, we prove the missing inequality
F (w) ≤ lim inf
z→w,Re(z)>Re(w)
F (z) .
in (16) using uniform continuity in the imaginary axes. All four inequalities together then yield
continuity.
Lemma 6.3. Let 2 ≤ p <∞. The function
h(z) = gϕ,ρ(z)
is continuous in L1p(M,ρ).
Proof. We will first prove the assertion for p = 2. Following Connes we consider M2(N) and the
state ψ(x) = 12(ϕ(x11) + ρ(x22)). Let ei,j = |i〉〈j| be the matrix units in M2. Then we see that
∆ψ(e12 ⊗ ξ) = e12 ⊗ ϕξρ−1 = e12 ⊗∆ϕ,ρ(ξ) .
Moreover, ∆1/2(ρ1/2) = ϕ1/2 shows that e12 ⊗ ρ1/2 belongs to the domain. Note however, that,
thanks to calculation in the core M oR we have
gϕ,ρ(z)ρ
1/2 = ϕz/2ρ−z/2ρ1/2 = ∆z/2ϕ,ρ(ρ
1/2) .
Let limn zn = z such that 0 ≤ <(zn) ≤ 1. Then fn(x) = xzn/2 and f(x) = xz/2 satisfy the
assumption of Lemma 6.1, and hence we have convergence. For 2 < p < ∞ we deduce from
Kosaki’s interpolation theorem that also have
‖a‖L1p ≤ ‖a‖1−θL12 ‖a‖
θ
∞
provided a is bounded and 1p =
1−θ
2 . We apply this to a = gϕ,ρ(zn)− gϕ,ρ(z) which is uniformly
bounded, see Remark 3.4. Therefore, convergence in L2 implies convergence for all 2 ≤ p <
∞.
Lemma 6.4. Let a ∈M . Then
h(p) = ‖a‖L1p(ρ)
is continuous.
Proof. Let p ≤ q ≤ p0 and θ(q) such that
1
q
=
1− θ
p
+
θ
p0
Then we deduce from Kosaki’s interpolation theorem that
‖a‖p ≤ ‖a‖q ≤ ‖a‖1−θ(q)p ‖a‖θ(q)p0 .
Note that q converges to p iff θ(q) converges to 0. This implies the assertion.
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Proof. (6.2) Let us consider G1(z) = pi(gρˆ,ϕˆ(z/2))e and G2(z) = gϕ,ρ(z/2) such that
G(z) = G1(z)G2(z) .
Let us the notation 1p(z) = <(z). From the triangle inequality we deduce that
|‖G(z)‖2p(z) − ‖G(w)‖2p(w)| ≤ |‖G(z)‖2p(z) − ‖G(w)‖2p(z)|+ |‖G(w)‖2p(z) − ‖G(w)‖2p(w)|
≤ ‖G(z)−G(w)‖2p(z) + |‖G(w)‖2p(z) − ‖G(w)‖2p(w)|
A glance at (the proof of Lemma (6.4)) show that because ‖G(w)‖ ≤ M uniformly for Re(w) ≤ 1
(see Remark 3.4) we do have
lim
w→z |‖G(w)‖2p(z) − ‖G(w)‖2p(w)| = 0 .
For the first part we use Kosaki’s interpolation result and get
‖G(z)−G(w)‖2p(z) ≤ ‖G(z)−G(w)‖1−Re(z)2 .
Thus for Re(z) > 0, it suffices to show that L2 estimate. Then we observe that
‖G(z)−G(w)‖2 = ‖G1(z)G2(z)−G1(w)G2(w)‖2
≤ ‖G1(z)(G2(z)−G2(w))‖2 + ‖(G1(z)−G1(w))G2(w)‖2
≤ ‖G1(z)‖∞‖gϕ,ρ(z/2)ρ1/2 − gϕ,ρ(w/2)ρ1/2‖2 + ‖(G1(z)−G1(w))G2(w)‖2 .
Thanks to Remark 3.4, we deduce convergence for the first of the two terms from Lemma 6.3.
Let us consider the remaining term and w = 1/q + it. Then we deduce from Ho¨lder’s inequality
and interpolation that
‖aG2(w)‖2 = ‖aϕw/2ρ1/2−w/2‖2 = ‖aϕ1/2qϕit/2ρ−it/2ρ1/2−1/q‖2
≤ ‖aϕ1/2q‖2q ≤ ‖a‖1−1/q∞ ‖aϕ1/2‖1/q2 .
Therefore we are left with an L2-norm estimate. In our case a = pi(G1(z)−G1(w))e and hence
for b = G1(z)−G1(w) we find that
‖aϕ1/2‖22 = Tr(ϕ1/2Φ†(b∗b)ϕ1/2) = Tr(ϕˆ(b∗b))
= ‖ρˆz/2ϕˆ−z/2ϕˆ1/2 − ρˆw/2ϕˆ−w/2ϕˆ1/2‖22 .
Therefore Lemma 6.3 concludes the proof.
7. Approximation of relative entropy
In this section we will work with Lindblad’s definition of relative entropy
DLin(ρ|ϕ) = (√ρ, log ∆ρ,ϕ(√ρ)) + ϕ(1)− ρ(1)
Indeed, DLin is the unique homogeneous joint extension of the relative D entropy, i.e.
i) DLin(tρ|ϕ) = tDLin(ρ|ϕ);
ii) DLin(ρ|ϕ) = D(ρ|ϕ) if ρ(1) = ϕ(1) = 1.
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7.1. Finite von Neumann algebras.
Proposition 7.1. Let (N, τ) be a finite von Neumann algebra and a ≤ dϕ ≤ a−1. Let dψ be a
density of a state ψ. Then
dM,δ = 1[0,M ](dψ)dψ + δdϕ
satisfies
0) δdϕ ≤ dM,δ ≤ (a+ δ)dϕ;
i) limM→∞ limδ→0 ‖dM,δ − dM‖1 = 0;
ii) limM→∞ limδ→0DLin(dM,δ|dϕ) = D(d|dϕ).
Proof. In the tracial setting, we have (see [19]) that
D(ψ|ϕ) = D(dψ|dϕ) = τ(dψ ln dψ)− τ(dψ ln dϕ) = DLin(dψ|dϕ) .
For fixed M , we denote by dM = 1[0,M ](dψ)dψ the density obtained by functional calculus. Then
dM,δ = dM + δdϕ converges in operator norm, and L1 norm to dM . Therefore, the continuity of
f(x) = x lnx implies that
lim
δ→0
τ(dM + δdϕ ln dM + δdϕ)− τ((dM + δdϕ) ln dϕ) + τ(dϕ)− τ(dM + δdϕ) = DLin(dM |dϕ) .
Here we use that dϕ is bounded below and above and hence ln dϕ is in L∞(N). Using this fact
again, we deduce from Fatou’s lemma
τ(dψ ln dψ)− τ(dψ ln dϕ) + τ(dϕ)− τ(dψ) = lim
M→∞
τ(dM ln dM )− τ(dM ln dϕ) + τ(dϕ)− τ(dM ) .
Note here that D(dψ|dϕ) is finite iff τ(dψ ln dψ) is finite.
For the convenience of the reader let us briefly review how to transition from trace free
definition to the one using trace. Indeed, in L2(N , τ) the vector
√
dϕ, the purification of the
state ϕ, implements the GNS representation with respect to the usual left-regular representation
pi(x)
√
dϕ = x
√
dϕ for x ∈ N . We will use pi again in the Haagerup construction, section 8.2
Moreover, using Connes’ 2× 2 matrix trick, (see e.g. [31]), we know for ξ ∈ L2(N , τ) that
∆ϕ,ψ(ξ) = dϕξd
−1
ψ
and hence
∆itψ,ϕ(x) = d
it
ψxd
−it
ϕ .
This implies
ln ∆ψ,ϕ(d
1/2
ψ ) = ln dψd
1/2
ψ − d1/2ψ ln dϕ .
Taking the inner product, we find
(d
1/2
ψ , ln ∆ψ,ϕ(d
1/2
ψ )) = τ(dψ ln dψ)− τ(dψ ln dϕ) = Dτ (dψ|dϕ) .
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7.2. Haagerup construction. Haagerup’s construction for type III algebras provides a con-
venient tool to deduce properties of type III algebras from finite von Neumann algebras. This
construction is a discrete version of the usual continuous core. The starting point is a normal
faithful state ϕ with modular group (σϕt )t∈R. Instead of working with R, we use the group
discrete G =
⋃
n 2
−nZ ⊂ R and the crossed product
M˜ = M oσϕ G .
The advantage here is that we have conditional expectation E : M˜ →M given by
E(
∑
g
xgλ(g)) = x0 . (17)
Let us state the main facts (see [25]:)
Hi) E and ϕ˜ = ϕ ◦ E are faithful.
Hii) There exists an increasing family of subalgebras M˜k and normal conditional expectation
Fk : M˜ → M˜k such that ϕ˜Fk = Φ˜;
Hiii) limk ‖Fk(ψ)− ψ‖M˜∗ = 0 for every normal state ψ ∈ M˜ ;
Hiv) For every k there exists a normal faithful trace trace τk(x) = ϕ˜(dk(x)) such that dk ∈ M˜ ′k
and ak ≤ dk ≤ a−1k for some scalars ak ∈ R+.
Thanks to the conditional expectation, we have a canonical map E∗ : M∗ → M˜∗ given by
E∗(ρ) = ρ ◦ E . We will use the notation ρ˜ = E∗(ρ).
Remark 7.2. Let us recall two possible ways to represent the crossed product M o G for an
action α of a discrete group on Hilbert space. We may assume that M ⊂ B(H) and consider
`2(G,H). Then M o G = 〈λH(G), pi(M)〉 is generated by a copy of λ(G), the left regular
representation of G, and pi(M). Here we may assume
pi(x) =
∑
g
|g〉〈g| ⊗ αg−1(x)
is given by a twisted diagonal representation and λH(g) = λ(g) ⊗ 1H . Alternatively, we may
choose pˆi(x) = 1 ⊗ x and λˆH(g) = λ(g) ⊗ ug such that u∗gxug = αg−1(x). Both of these
representations are used in the literature, and their equivalence is used in the proof of Takai’s
theorem. For the equivalence we note that
λH(g)
−1pi(x)λH(g) = pi(αg−1(x)) .
Similarly, λ(g)−1⊗ u−1g (1⊗ x)λ(g)⊗ ug = 1⊗α−1g (x). This shows that the algebraic relations of
these two representations coincide. Using a GNS construction this extends to the generated von
Neumann algebras.
Lemma 7.3. Let ρ, ϕ be states on the von Neumann algebra M with corresponding ρ˜, ϕ˜ in M˜∗.
Then D(ρ˜|ϕ˜) = D(ρ|ϕ).
Proof. We consider the Hilbert space H = `2(G,L2(M)) and still use the symbol λ(g) instead
of λL2(M)(g). Our first goal is to calculate the modular operator for an analytic state ϕ with
density d in L1(M), and ϕ˜ = ϕ ◦ E, E : M o G → M the canonical conditional expectation.
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Then ξ = |1〉 ⊗ d1/2 implements the state ϕ˜ on the crossed product. In order to calculate the
modular operator ∆ = S∗S, we recall that
(yξ,∆(xξ)) = (x∗ξ, y∗ξ) .
We start with finitely supported y =
∑
g λ(g)pi(yg), z =
∑
g λ(g)pi(zg) and observe that
(yξ, zξ) = (
∑
g
|g〉ygd1/2,
∑
g
|g〉zgd1/2) =
∑
g
ϕ(y∗gxg) .
On the other hand, we find
(x∗ξ, y∗ξ) = (
∑
g
|g−1〉αg(x∗g)d1/2,
∑
g
|g−1〉αg(y∗g)d1/2) =
∑
g
ϕ(αg(xgy
∗
g)) .
Let dg−1 = α
−1
g (d). Then we see that
ϕ(αg(xgy
∗
g)) = tr(dg−1xgy
∗
g) = tr(d
1/2y∗gdg−1xgd
−1d1/2) = (ygd1/2, dg−1xgd−1d1/2) .
This means that the diagonal operator ∆g(ξg) = ∆dg−1 ,d is a good candidate for the modular
operator, and is indeed well-defined for finitely supported sequences of σt
α−1g (ϕ),ϕ
-analytic ele-
ments, which are dense. Now, it is easy to identify the polar composition using the isometry
J(
∑
g |g〉ξg) =
∑
g |g−1〉αg(ξ∗g) on `2(G,L2(M)), because αg extends to an isometry on L2(M).
This formula S = J∆1/2 follows by calculation. Finally, we use Connes’ 2×2 matrix trick for two
states ϕ,ψ and the diagonal state ϕˆ(xab) = ϕ(x11)+ψ(x22). Note that M2(M)oG = M2(MoG)
and hence ∆ϕ˜,ψ˜ is the 1, 2 entry given by the G-diagonal operator ∆α−1g (ϕ),ψ. This implies
D(ϕ˜|ψ˜) = (ξψ, log ∆ϕ˜,ψ˜(ξψ)) = (d1/2ψ ,∆α−11 (ϕ),ψ(d
1/2
ψ ))
= (d
1/2
ψ , log ∆ϕ,ψ(d
1/2
ψ )) = D(ϕ|ψ) .
Here we use that the relative entropy can be calculated on any representing Hilbert space.
However, the representation of M oG is in standard form, which may be used as a definition of
the relative entropy.
A similar result holds for the fidelity.
Theorem 7.4. Let ϕ be a faithful state. Then there exists a sequence of states ρα such that
i) δαϕ ≤ ρα ≤ δ−1α for some δα > 0;
ii) limα ρα = ρ;
iii) D(ρ|ϕ) = limαD(ρα|ϕ).
Proof. Let us define ψk = Fk(ρ˜). Thanks to the Haagerup construction we know that limk ψk = ρ˜.
We may apply Proposition 8.1 and find dk,m,δ = αk,m,δ(1[0,m](dψk)dψk + δdϕk), where αk,m,δ is
chosen such that dk,m,δ has trace 1. Denote by ψ
0
k,m,δ the corresponding state on M˜k and
ψk,m,δ = ψ
0
k,m,δ◦Fk. Let ρk,m,δ be the restriction to M . Certainly, we find condition i). Moreover,
by the data processing inequality (see Witten’s notes [19])
D(ρk,m,δ|ϕ) ≤ D(ψk,m,δ|ϕ)
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and hence
lim sup
k→∞,m→∞,δ→0
D(ρk,m,δ|ϕ) ≤ lim sup
k
D(ψk|ϕ˜)
≤ D(ρ˜|ϕ˜) = D(ρ|ϕ) .
However, we deduce from Hiii) and Proposition 8.1 that
lim
k
lim
m
lim
δ
ψk,m,δ = ρ˜ .
Taking the conditional expectation E by restriction these state to M preserves this property.
Thus by the semicontinuity of DLin, we deduce that
D(ρ|ϕ) ≤ lim inf
k,m,δ
D(ρk,m,δ|ϕ) ≤ lim sup
k,m,δ
D(ψk,m,δ|ϕ˜) ≤ D(ρ|ϕ) .
This allows us to find a suitable convergent subsequence.
8. Approximation of relative entropy
In this section we will work with Lindblad’s definition of relative entropy
DLin(ρ|ϕ) = (√ρ, log ∆ρ,ϕ(√ρ)) + ϕ(1)− ρ(1)
Indeed, DLin is the unique homogeneous joint extension of the relative D entropy, i.e.
i) DLin(tρ|ϕ) = tDLin(ρ|ϕ);
ii) DLin(ρ|ϕ) = D(ρ|ϕ) if ρ(1) = ϕ(1) = 1.
8.1. Finite von Neumann algebras.
Proposition 8.1. Let (N, τ) be a finite von Neumann algebra and a ≤ dϕ ≤ a−1. Let dψ be a
density of a state ψ. Then
dM,δ = 1[0,M ](dψ)dψ + δdϕ
satisfies
0) δdϕ ≤ dM,δ ≤ (a+ δ)dϕ;
i) limM→∞ limδ→0 ‖dM,δ − dM‖1 = 0;
ii) limM→∞ limδ→0DLin(dM,δ|dϕ) = D(d|dϕ).
Proof. In the tracial setting, we have (see [19]) that
D(ψ|ϕ) = D(dψ|dϕ) = τ(dψ ln dψ)− τ(dψ ln dϕ) = DLin(dψ|dϕ) .
For fixed M , we denote by dM = 1[0,M ](dψ)dψ the density obtained by functional calculus. Then
dM,δ = dM + δdϕ converges in operator norm, and L1 norm to dM . Therefore, the continuity of
f(x) = x lnx implies that
lim
δ→0
τ(dM + δdϕ ln dM + δdϕ)− τ((dM + δdϕ) ln dϕ) + τ(dϕ)− τ(dM + δdϕ) = DLin(dM |dϕ) .
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Here we use that dϕ is bounded below and above and hence ln dϕ is in L∞(N). Using this fact
again, we deduce from Fatou’s lemma
τ(dψ ln dψ)− τ(dψ ln dϕ) + τ(dϕ)− τ(dψ) = lim
M→∞
τ(dM ln dM )− τ(dM ln dϕ) + τ(dϕ)− τ(dM ) .
Note here that D(dψ|dϕ) is finite iff τ(dψ ln dψ) is finite.
For the convenience of the reader let us briefly review how to transition from trace free
definition to the one using trace. Indeed, in L2(N , τ) the vector
√
dϕ, the purification of the
state ϕ, implements the GNS representation with respect to the usual left-regular representation
pi(x)
√
dϕ = x
√
dϕ for x ∈ N . We will use pi again in the Haagerup construction, section 8.2
Moreover, using Connes’ 2× 2 matrix trick, (see e.g. [31]), we know for ξ ∈ L2(N , τ) that
∆ϕ,ψ(ξ) = dϕξd
−1
ψ
and hence
∆itψ,ϕ(x) = d
it
ψxd
−it
ϕ .
This implies
ln ∆ψ,ϕ(d
1/2
ψ ) = ln dψd
1/2
ψ − d1/2ψ ln dϕ .
Taking the inner product, we find
(d
1/2
ψ , ln ∆ψ,ϕ(d
1/2
ψ )) = τ(dψ ln dψ)− τ(dψ ln dϕ) = Dτ (dψ|dϕ) .
8.2. Haagerup construction. Haagerup’s construction for type III algebras provides a con-
venient tool to deduce properties of type III algebras from finite von Neumann algebras. This
construction is a discrete version of the usual continuous core. The starting point is a normal
faithful state ϕ with modular group (σϕt )t∈R. Instead of working with R, we use the group
discrete G =
⋃
n 2
−nZ ⊂ R and the crossed product
M˜ = M oσϕ G .
The advantage here is that we have conditional expectation E : M˜ →M given by
E(
∑
g
xgλ(g)) = x0 . (18)
Let us state the main facts (see [25]:)
Hi) E and ϕ˜ = ϕ ◦ E are faithful.
Hii) There exists an increasing family of subalgebras M˜k and normal conditional expectation
Fk : M˜ → M˜k such that ϕ˜Fk = Φ˜;
Hiii) limk ‖Fk(ψ)− ψ‖M˜∗ = 0 for every normal state ψ ∈ M˜ ;
Hiv) For every k there exists a normal faithful trace trace τk(x) = ϕ˜(dk(x)) such that dk ∈ M˜ ′k
and ak ≤ dk ≤ a−1k for some scalars ak ∈ R+.
Thanks to the conditional expectation, we have a canonical map E∗ : M∗ → M˜∗ given by
E∗(ρ) = ρ ◦ E . We will use the notation ρ˜ = E∗(ρ).
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Remark 8.2. Let us recall two possible ways to represent the crossed product M o G for an
action α of a discrete group on Hilbert space. We may assume that M ⊂ B(H) and consider
`2(G,H). Then M o G = 〈λH(G), pi(M)〉 is generated by a copy of λ(G), the left regular
representation of G, and pi(M). Here we may assume
pi(x) =
∑
g
|g〉〈g| ⊗ αg−1(x)
is given by a twisted diagonal representation and λH(g) = λ(g) ⊗ 1H . Alternatively, we may
choose pˆi(x) = 1 ⊗ x and λˆH(g) = λ(g) ⊗ ug such that u∗gxug = αg−1(x). Both of these
representations are used in the literature, and their equivalence is used in the proof of Takai’s
theorem. For the equivalence we note that
λH(g)
−1pi(x)λH(g) = pi(αg−1(x)) .
Similarly, λ(g)−1⊗ u−1g (1⊗ x)λ(g)⊗ ug = 1⊗α−1g (x). This shows that the algebraic relations of
these two representations coincide. Using a GNS construction this extends to the generated von
Neumann algebras.
Lemma 8.3. Let ρ, ϕ be states on the von Neumann algebra M with corresponding ρ˜, ϕ˜ in M˜∗.
Then D(ρ˜|ϕ˜) = D(ρ|ϕ).
Proof. We consider the Hilbert space H = `2(G,L2(M)) and still use the symbol λ(g) instead
of λL2(M)(g). Our first goal is to calculate the modular operator for an analytic state ϕ with
density d in L1(M), and ϕ˜ = ϕ ◦ E, E : M o G → M the canonical conditional expectation.
Then ξ = |1〉 ⊗ d1/2 implements the state ϕ˜ on the crossed product. In order to calculate the
modular operator ∆ = S∗S, we recall that
(yξ,∆(xξ)) = (x∗ξ, y∗ξ) .
We start with finitely supported y =
∑
g λ(g)pi(yg), z =
∑
g λ(g)pi(zg) and observe that
(yξ, zξ) = (
∑
g
|g〉ygd1/2,
∑
g
|g〉zgd1/2) =
∑
g
ϕ(y∗gxg) .
On the other hand, we find
(x∗ξ, y∗ξ) = (
∑
g
|g−1〉αg(x∗g)d1/2,
∑
g
|g−1〉αg(y∗g)d1/2) =
∑
g
ϕ(αg(xgy
∗
g)) .
Let dg−1 = α
−1
g (d). Then we see that
ϕ(αg(xgy
∗
g)) = tr(dg−1xgy
∗
g) = tr(d
1/2y∗gdg−1xgd
−1d1/2) = (ygd1/2, dg−1xgd−1d1/2) .
This means that the diagonal operator ∆g(ξg) = ∆dg−1 ,d is a good candidate for the modular
operator, and is indeed well-defined for finitely supported sequences of σt
α−1g (ϕ),ϕ
-analytic ele-
ments, which are dense. Now, it is easy to identify the polar composition using the isometry
J(
∑
g |g〉ξg) =
∑
g |g−1〉αg(ξ∗g) on `2(G,L2(M)), because αg extends to an isometry on L2(M).
This formula S = J∆1/2 follows by calculation. Finally, we use Connes’ 2×2 matrix trick for two
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states ϕ,ψ and the diagonal state ϕˆ(xab) = ϕ(x11)+ψ(x22). Note that M2(M)oG = M2(MoG)
and hence ∆ϕ˜,ψ˜ is the 1, 2 entry given by the G-diagonal operator ∆α−1g (ϕ),ψ. This implies
D(ϕ˜|ψ˜) = (ξψ, log ∆ϕ˜,ψ˜(ξψ)) = (d1/2ψ ,∆α−11 (ϕ),ψ(d
1/2
ψ ))
= (d
1/2
ψ , log ∆ϕ,ψ(d
1/2
ψ )) = D(ϕ|ψ) .
Here we use that the relative entropy can be calculated on any representing Hilbert space.
However, the representation of M oG is in standard form, which may be used as a definition of
the relative entropy.
A similar result holds for the fidelity.
Theorem 8.4. Let ϕ be a faithful state. Then there exists a sequence of states ρα such that
i) δαϕ ≤ ρα ≤ δ−1α for some δα > 0;
ii) limα ρα = ρ;
iii) D(ρ|ϕ) = limαD(ρα|ϕ).
Proof. Let us define ψk = Fk(ρ˜). Thanks to the Haagerup construction we know that limk ψk = ρ˜.
We may apply Proposition 8.1 and find dk,m,δ = αk,m,δ(1[0,m](dψk)dψk + δdϕk), where αk,m,δ is
chosen such that dk,m,δ has trace 1. Denote by ψ
0
k,m,δ the corresponding state on M˜k and
ψk,m,δ = ψ
0
k,m,δ◦Fk. Let ρk,m,δ be the restriction to M . Certainly, we find condition i). Moreover,
by the data processing inequality (see Witten’s notes [19])
D(ρk,m,δ|ϕ) ≤ D(ψk,m,δ|ϕ)
and hence
lim sup
k→∞,m→∞,δ→0
D(ρk,m,δ|ϕ) ≤ lim sup
k
D(ψk|ϕ˜)
≤ D(ρ˜|ϕ˜) = D(ρ|ϕ) .
However, we deduce from Hiii) and Proposition 8.1 that
lim
k
lim
m
lim
δ
ψk,m,δ = ρ˜ .
Taking the conditional expectation E by restriction these state to M preserves this property.
Thus by the semicontinuity of DLin, we deduce that
D(ρ|ϕ) ≤ lim inf
k,m,δ
D(ρk,m,δ|ϕ) ≤ lim sup
k,m,δ
D(ψk,m,δ|ϕ˜) ≤ D(ρ|ϕ) .
This allows us to find a suitable convergent subsequence.
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9. Recovery of positive vectors
In this section, we explain how to recover certain vectors in a Hilbert space from a Petz
recovery map. Our starting point is representation of a von Neumann algebra M ⊂ B(H) and a
separating vector h ∈ M , i.e. the map x 7→ xh is injective. This implies that the corresponding
normal state ϕ(x) = (h, xh) has full support in M∗. Then we may apply the GNS construction
and a partial isometry U : Mh→ L2(M) via
U(xh) = xϕ1/2 .
Indeed,
(U(xh), U(yh)) = Tr(ϕ1/2x∗yϕ1/2) = ϕ(x∗y) = (xh, yh)
shows that U extends to an isometry between Mh and L2(M). Recall that the inclusion M ⊂
B(L2(M)) is in standard position. This means there is a real subspace L2(M)+ ⊂ L2(M) and
partial isometry J such that J |L2(M)+ = id. In fact, all these objects can be constructed by
Tomita-Takesaki theory and Jϕ = U
∗JU is indeed the anti-linear part of S = J∆1/2 in the polar
decomposition of S(xh) = x∗h. Of particular importance here is the real subspace
H+ = U
∗(L2(M)+) .
The space of positive vectors is the range of Mazur map. Let us be more precise. For every norm
one vector k ∈ H we may consider the state
ωk(x) = (k, xk)
which admits a density dk ∈ L1(M) such that
ωk(x) = Tr(dkx) .
Thanks to Størmer’s inequality the map dk 7→ d1/2k is continuous and hence
|k| = U∗d1/2k ∈ H+ .
This allows us to reformulate the usual polar decomposition theorem.
Proposition 9.1. Let h be a separating vector and Hh = Mh. Then every element k ∈ Mh
admits a polar decomposition
k = v|k|
where v ∈M is a partial isometry, uniquely determined by v∗v = supp(ωk).
Remark 9.2. Since U∗ : L2(M) → Mh we can also work with polar decomposition for the
adjoint
U(k) = |U(k)∗|w = Rw(|U(k)∗)
where w belongs to the M , Rw is the right multiplication and hence
k = U∗RwUU∗(|U(k)∗) ∈M ′H+
36 M. JUNGE AND N. LARACUENTE
admits a polar decomposition with respect to the commutant. In this form the theorem extends
to all of H. Indeed, let
H =
∑
i
Mhi
be a direct sum of irreducible subspaces with projections eiH = Mhi in M
′. Then Mhi ∼=
L2(M)fi for some projection fi corresponding to the support of hi. Using an isomorphism V
between H and ⊕iL2(M)fi we see that M ′(Mh) = M ′h is dense in H. Using this isomorphism,
we now deduce that
k = wV ∗(|V (k)∗|)
admits a polar decomposition with a partial isometry w ∈M ′ and V ∗(|V (k)∗|) ∈ H+.
For 1 ≤ p ≤ ∞ we may now consider the Kosaki interpolation space L1p(M,ωh) as embedded
in H. Indeed, we have already the inclusion
L∞(M,ωh) ∼= Mh ⊂ H ∼= L12(M,ωh)
and by interpolation we find an injective map
U∗p : L
1
p(M,ωh)→ H .
This allows us to define the corresponding p-norm
‖k‖p = sup{|(ah, h)| | ‖aω1/p
′
h ‖p <∞}
for 1 ≤ p ≤ ∞. For 1 ≤ p ≤ 2 the space
Hp = {k | ‖k‖p <∞}
is dense in H and isomorphic Lp(M). Therefore we find natural cones
Hp+ = H
p ∩H+
as the range of U∗(Lp(M)+). Let us explain how these cones appear naturally in the context of
Petz maps. We will assume that Φ : L1(M) → L1(Mˆ) is a completely positive trace preserving
map and, for simplicity, that ϕ and ϕˆ = Φ(ϕ) have full support. Then the Petz map
R1/p : Lp(Mˆ)→ Lp(M) , R1/p(ϕˆ1/2pxϕˆ1/2p) = ϕ1/2pΦ†(x)ϕ1/2p
is a contraction and sends Lp(Mˆ)+ to Lp(Mˆ). Therefore we also find a contraction
R1/p : Hˆ
p
+ → Hp+ .
Let us describe this map more explicitly, by assuming that ωk ≤ Cωh and hence, as above,
a(z) = ω
z/2
k ω
−z/2
h , aˆ(z) = ωˆ
z/2
k ωˆ
−z/2
h
are well defined. Then we find that
R1/p(ωˆ
1/p
k ) = ω
1/2p
h Φ
†(aˆ(1/2p)∗aˆ(1/2p))ω1/2ph
= ∆1/2pωh (Φ
†(aˆ(1/2p)∗aˆ(1/2p))ω1/ph ) .
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If we define b = Φ†(aˆ(1/2p)∗aˆ(1/2p)) we see that
R1/p(ωˆ
1/p
k ) = ∆
1/2p
ωh
(bh) ∈ Hp+ .
On the other hand we see that k ∈ Hˆp+ is represented Uˆ(k) = ωˆ1/pk ωˆ−1/ph ωˆ1/ph . This implies
aˆ(1/2p)∗aˆ(1/2p) = ωˆ−1/2ph ωˆ
1/p
k ωˆ
−1/2p
h = ∆
−1/2p
ωˆh
(ωˆ
1/p
k ωˆ
−1/p
h ) .
Let us recall the map
Φ†p(bωˆ
1/p
h ) = Φ
†(b)ω1/ph
which we extend to a densely map on Hp as follows
Φ†p(bhˆ) = Φ
†(b)h .
Then we can combine the calculations above and find that
R1/p = ∆
1/2p
ωh
Φ†p∆
−1/2p
ωˆh
. (19)
Our fidelity result can be formulated as follows:
Corollary 9.3. Let h be a separating vector for M with associated vector state ωh, and let
Φ† : Mˆ →M be a normal, unital completely positive map and ωˆh = ωh ◦Φ† the associated vector
state. Then map R1/p : Hˆp → Hp
R1/p = ∆
1/2p
ωh
Φ†p∆
−1/2p
ωˆh
extends to a contraction and satisfies
− ln fp(k,R1/p(kˆ)) ≤
1
2p
(D(ωk|ωh)−D(ωˆk|ωˆh)) .
for every k ∈ Hp+.
Our next application tells us that if we use the standard form of representing a states on von
Neumann algebras, then we may recover the implementing vector:
Corollary 9.4. Let H = L2(M). Then implementing vectors ξρ for ρ and ξρˆ satisfy
‖ξρ −R1/2(ξρˆ)‖22 ≤ D(ρ|ϕ)−D(Φ(ρ)|Φ(ϕ)) . .
Proof. Let us first consider a, b ∈ L2(M)+ of norm 1 and h = b− a. Then
0 = ‖b‖2 − ‖a‖2 = ‖a+ h‖2 − ‖a‖2 = 2(a, h) + ‖h‖2 .
On the other hand
1− f2(a, b)2 = ‖a‖2 − ‖a1/2b1/2‖22 = tr(a2)− tr(ab) = tr(a(a− b))
= −(a, h) = ‖h‖
2
2
.
Then ln(1 + x) ≤ x implies for a = ρ1/2 and b = R1/2(ρˆ1/2) that
− ln f2(a, b)2 = − ln(1− (1− f2(a, b)2)) ≥ (1− f2(a, b)2) ≥ ‖a− b‖
2
2
2
.
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The assertion then follows from Theorem 5.9.
Remark 9.5. The proof of equations (9) and (10) in the introduction follows via the triangle
and Cauchy-Schwarz inequalities.
As an illustration we will now assume that Mˆ ⊂ M is a subalgebra and that there exists a
normal conditional expectation E : M → Mˆ such that
ωh = ωh|Mˆ ◦ E .
In this case Φ† = ι is just the inclusion map Mˆ ⊂ M and moreover, Φ† commutes with the
modular group (see [37]). Then E extends to map E : L2(M)+ → L2(Mˆ)+ via
E(xω
1/2
h ) = E(x)ωˆ
1/2
h .
Under these additional assumptions, we see that R1/p : Hˆ
p → Hp is simply the inclusion map.
In his particular case the fidelity can also be expressed easily. Indeed, according to the proof of
Lemma 5.1 we know that
fp(k
′, k) = sup
‖ak‖p′≤1
|(ak,∆1/2pk′,k (k))| .
The case p = 2 is particularly interesting and gives the self-polar form
f2(x, y)
2 = ‖x1/4y1/4‖22 = Tr(x1/2y1/2) .
For elements k, k′ ∈ H+ we may assume k = aω1/2h and k′ = bω1/2h , and x1/2 = U(aω1/2h ),
y1/2 = U(bω
1/2
h ). This means
f2(x, y) = Tr(ωhb
∗a) = (h, b∗ah) = (bh, ah) = (k′, k) .
Corollary 9.6. In addition to the assumption of 9.3 assume that ωh = ωˆh ◦E holds for a normal
conditional expectation. For k ∈ H+
− ln(k,E(k)) ≤ D(ωh|ωk)−D(ωˆh|ωˆk) .
Remark 9.7. Without assuming the existence of E, we can still describe the Petz map for L2 in
this special case. Indeed, let us assume that Mˆ ⊂M and denote by ιˆ : Mˆh→Mh the canonical
inclusion map. We will assume that k ∈ H+(Mˆ) and ωk ≤ Cωh (which implies ωˆk ≤ Cωˆh.
Then
ωˆ
1/2
k = ωˆ
1/2
k ωˆ
−1/2
h ωˆ
1/2
h
implies
k = ωˆ
1/2
k ωˆ
−1/2
h h
and
∆ˆ−1/4(k) = ∆ˆ−1/4(ωˆ
1/2
k ωˆ
−1/2
h )h .
Thanks to (19) this implies
ξ = R1/2(k) = ∆1/4(ιˆ((∆ˆ−1/4(k))) .
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Let P1/4 be the orthogonal projection onto the rotated space Hˆ1/4 = ∆1/4(Mˆh). Then ξ ∈ Hˆ1/4
implies
(|k|, ξ) = (P1/4|k|, ξ) = ‖P1/4|k|‖‖ξ‖ ≤ ‖P1/4|k|‖ .
Therefore we deduce that
− ln ‖P1/4|k|‖ ≤ D(ωh|ωk)−D(ωˆh|ωˆk) .
In particular, if the relative entropy difference is small, then P1/4|k| ≈ |k| implies that U(|k|)
almost commutes with ωh.
10. Data processing inequality for p-fidelity
Theorem 10.1. Let Φ : L1(M)→ L1(Mˆ) be a channel. Then
fp(Φ(ρ),Φ(σ)) ≥ fp(ρ, σ) .
We need the following Lp norm inequality
Proposition 10.2. Let Φ† be a normal, unital, completely, positive adjoint map of a channel Φ,
and ϕ be a normal state on M such that Φ(ϕ) = ϕˆ. Then Φp : Lp(Mˆ)→ Lp(M) given by
Φp(x) = ϕ
1/2pΦ†(ϕˆ1/2pxϕˆ1/2p)ϕ1/2p
is a completely positive contraction.
Proof. We may assume that the density ϕ of a given state has full support, let eˆ be the support
of ϕˆ, so that we may assume that Φp is defined on eˆLp(Mˆ))eˆ. This allows us to use the Kosaki
isomorphism Lp(Mˆ) = Lp(Mˆ, ϕˆ). With the help of this automorphism, we consider the densely
defined map
T (ϕˆxϕˆ) = ϕ1/2Φ(x)ϕ1/2 .
Since Φ† : Mˆ →M is contraction, we see that
‖T (x)‖∞ ≤ ‖x‖∞ .
On the other hand let us assume that x = ab. Then we see deduce from the Cauchy-Schwarz
inequality for completely positive maps that
‖T (ϕˆ1/2abϕˆ1/2)‖ = ‖ϕ1/2Φ†(ab)ϕ1/2‖1 ≤ ‖ϕΦ†(aa∗)ϕ‖1/21 ‖ϕΦ†(b∗b)ϕ‖1/21
= tr(ϕΦ†(aa∗))1/2tr(Φ†(b∗b)ϕ)1/2
= tr(ϕˆ(aa∗))1/2tr(ϕˆb∗b)1/2
= ‖ϕˆa‖2‖bϕˆ‖2 .
By density of Mˆϕˆ1/2 in L2(Mˆ)eˆ, we deduce that
‖T (ξη)‖1 ≤ ‖ξ‖2‖η‖2
for any ξ and η. Thus T extends to a completely positive contraction on eˆL1(Mˆ)eˆ. By the general
Riesz-Thorin theorem (see [30]), we deduce that T : Lp(Mˆ, ϕˆ)→ Lp(M,ϕ) is a contraction. By
Kosaki’s theorem, this completes the proof.
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Corollary 10.3. Let ϕ, ρ be two densities of states. Then
Tϕ,ρp (x) = ϕ
1/2pΦ†(ϕˆ−1/2pxρˆ−1/2p)ρ1/2p)
extends to a contraction from Lp(Mˆ) to Lp(M).
Proof. We use Connes’ matrix trick and consider σ =
(
ρ 0
ϕ 0
)
on M2(M) for Φ2 = idM2 ⊗Φ.
The assertion follows from applying Proposition 10.2 to y =
(
0 x
0 0
)
.
Proof of 10.1. Let x = ϕˆ1/2pρˆ1/2p. Then we deduce that
Tϕ,ρp (ϕˆ
1/2pρˆ1/2p) = ϕ1/2pρ1/2p .
Since Tϕ,ρp is a contraction, we deduce that
fp(ϕ, ρ) = ‖ϕ1/2pρ1/2p‖p
≤ ‖ϕˆ1/2pρˆ1/2p‖p = fp(ϕˆ, ρˆ) .
Corollary 10.4. If D(ρ|ϕ) = D(Φ(ρ)|Φ(ϕ)) for a channel Φ : L1(M)→ L1(Mˆ), then
Tϕ,ϕp (σ
ϕˆ
s ) = σ
ϕ
s (ρ
1/p)
holds for all 1 ≤ p ≤ ∞ and s ∈ R. Moreover, there exists a modular group intertwining channel
Ψ : L1(M)→ L1(Mˆ) such that Tˆp(x) = σ1/2pΨ†(σˆ−1/2pxσˆ−1/2p)σ1/2p satisfies
Tˆp(ρˆ
1/p) = ρ1/p
and
Ψ(ρ) = Φ(ρ) .
Proof. In this case
− ln fp(ρ,Rp,t(ρˆ1/p)p) = 0
holds µ almost everywhere. By continuity this holds for all t. In other words, thanks to the
Mazur map, we get
ρ1/2pσ1−it/2pΦ†(σˆ−(1−it/2pρˆ1/pσˆ−(1+it)/2p)σ(1+it)/2pρ1/2p = ρ2/p
for all t. This implies
Tϕp (σϕˆ(s)(ρˆ
1/p)) = σϕ(s)ρ
1/p
for all s. For the moreover part we consider the family Rp(x) = σˆ
−1/2p′Φ(σ1/2p′xσ1/2p′)σˆ1/2p.
Thanks to data processing inequality for sandwiched relative entropy, this map is contraction,
and hence
Ψ2(x) = lim
T,U
∫ T
−T
σϕˆ(s)Φ2(σϕ(−s)(x)) ds
2T
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exists as a bounded operator on L2. By density of L2 in L1 we deduce that
Ψ1(ϕ
1/4xϕ1/4) = ϕˆ1/4Ψ2(x)ϕˆ
1/4 = lim
T,U
∫ T
−T
σϕˆ(s)Φ2(σϕ(−s)(x)) ds
2T
is a completely positive map on L1(M). Its adjoint Ψ
†
1 is normal, unital completely positive
map, defined as a point weak∗ limit of averages. Hence our assumption shows that Tˆp(x) =
ϕ1/2pΨ†(ϕˆ−1/2pxϕˆ−1/2p)ϕ1/2p also satisfies
Tˆp(ρˆ
1/p) = ρ1/p
for 1 ≤ p ≤ ∞. For the final assertion, we have to establish a simple duality relation. Using
Kosaki Lp spaces, we see that the family of maps
Φp ∼= Φ|ιp(Lp(M,ϕ))
is really the same map, via the topological embedding ιp(x) = ϕ
1/2pxϕ1/2p. Similarly,
ϕ1/2p
′
Tp(ϕˆ
1/2pxϕ1/2p)ϕ1/2p
′
= T1(ϕˆ
1/2xϕˆ1/2)
show that Tp = T1|ιp(Lp) is also the same map. Moreover,
Tr(Φ(ϕ1/2xϕ1/2y)) = tr(ϕ1/2xϕ1/2Φ†(y)) = tr(xT1(σˆ1/2yσˆ1/2))
shows that Tp = Φ
†
p′ , by density. The same holds for Tˆp = Ψ
†
p′ . Now, it is easy to conclude.
Our assumption implies
1 = Tr(ρ1/pρ1/p
′
) = Tr(ρ1/pTˆp′(ρˆ
1/p′))
= (ιp(ρ
1/p), Tˆ1(ιp′(ρˆ
1/p′)))
= (Ψ(ιp(ρ
1/p), ιp′(ρˆ
1/p′)))
= Tr(Ψp(ρ
1/p)ρ1/p
′
) .
By uniform convexity of Lp we deduce that
Ψp(ρ
1/p) = ρˆ1/p = Φ(ρ)1/p .
For p→ 1, we deduce the assertion.
11. L1 isometries
In the theory of von Neumann algebras completely isometric embeddings of L1(N) into
L1(M) are completely characterized (see [39] for more information on the crucial work by Kirch-
berg). Indeed, a map u : L1(N) → L1(M) is complete isometry iff there exists a normal
conditional expectation E : M → N ⊂ N0, a ∗-homomorphism pi : M → N0 and J ∈ N ′0 such
that
u(ϕ1/2xϕ1/2) = ϕˆpi(x)Jϕˆ .
Such a map is completely positive if J is completely positive. Moreover, the inverse u−1 extends
to L1(M). Let us formulate a simple consequences of the the data processing inequalities.
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Lemma 11.1. Let u be a completely positive complete isometry u : L1(N)→ L1(N˜). Then
D(u(ϕ)|u(ρ)) = D(ϕ|ρ)
provided they are finite. Moreover,
fp(u(ρ), u(ϕ)) = fp(ρ, ϕ) .
Lemma 11.2. Let Mˆ and Nˆ be semifinite and Φ : L1(M)→ L1(Mˆ), ρ ≤ Cϕ such that
D(ρ|ϕ) = D(Φ(ρ)|Φ(ϕ)) .
Then there exists completely positive L1-isometry u such that ϕˆ = u(ϕ) and ρˆ = u(ρ).
Proof. Let Ψ† : Mˆ → Nˆ the averaged map. Then we see that
Ψ†(ρˆ1/2) = ρ1/2
and hence
ρ = Ψ†(ρˆ1/2)Ψ†(ρˆ1/2) ≤ Ψ†(ρˆ) = ρ .
Thus we equality in Kadison’s inequality, and ρˆ belongs to the (extended) multiplicative domain
m ⊂ Mˆ . Since Ψ is normal and invariant under σϕˆ, we see that the multiplicative domain m
admits a ϕ-invariant conditional expectation E : Mˆ → m such that ϕˆE = ϕˆ, see e.g. [31] and
also [37]. In particular we have completely isometric, completely positive inclusion ι : L1(m)→
L1(Mˆ) such that
ι(ϕˆ1/2xϕˆ1/2) = ϕˆ1/2xϕˆ1/2 .
Let us denote by Mˆ(ρˆ, ϕˆ) ⊂ m be the smallest von Neumann algebra generated by C∗(ρˆ) and
σϕˆt , which remains ϕˆ-complemented. Let f : R → R be a bounded function. Then we deduce
that
Ψ†(f(ρ)) = f(ρ) , Ψ†(σϕˆ(t)(f(ρ))) = σtf(ρ) .
This means that Ψ† extends to a natural isomorphism between Mˆ(ρˆ, ϕˆ) and M(ρ, ϕ) such that
tr(ϕΨ†(x)) = tr(Ψ(ϕ)x) = tr(Φˆ(x)) .
The adjoint of u = (Ψ†|Mˆ(ρˆ,ϕˆ))† satisfies u(ϕ) = ψˆ and
tr(u(ρ)x) = tr(ρΨ†(x)) = tr(ρˆ(x)) .
Since M(ρ, ϕ) is also ϕ-conditioned, we deduce the assertion.
Remark 11.3. It follows easily that
u(ϕ)1/p = ϕˆ1/p
and
u(ρ)1/p = ρˆ1/p
holds for all 1 ≤ p ≤ ∞, under the assumptions above.
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We want to extend this result to type III von Neumann algebras. For this we need the
notion of the multiplicative domain. For a completely positive unital map Φ : M → N with
Stinespring dilation Φ(x) = V ∗pi(x)V , we recall that x belongs to the right domain if
Φ(x)∗Φ(x) = Φ(x∗x) (20)
or equivalently V ∗pi(x)(1 − V V ∗)pi(x)V = 0. If x and x∗ satisfy (20), then [V, pi(x)] = 0 holds
for a minimal Stinespring dilation. The set
mdom(Φ) = {x|[V, pi(x)] = 0} = {x|Φ(x∗)Φ(x) = Φ(x∗x) and Φ(x)Φ(x∗) = Φ(xx∗)}
is a sub-C∗-algebra of M and for normal Φ, hence normal pi, see [36, 35], this is even a sub-von
Neumann algebra.
Lemma 11.4. Let Φn : Mˆ →M be a sequence of normal completely positive maps such that
i) The weak∗ limit
Φ∞(x) = lim
n
Φn(x) ;
ii) Φ†n(σ) = σˆ for normal faithful states σ and σˆ;
iii) (σ1/2Φn(x),Φm(y)σ
1/2) = (σ1/2Φmin(n,m)(x),Φmin(n,m)(y)σ
1/2).
Let (an) be a bounded sequence in the multiplicative domain of Φn, converging strongly to a.
Then a belongs to the multiplicative domain of Φ.
Proof. We follow Kirchberg and use the C∗-algebra C(Mˆ) of all bounded sequences (an) such
that an converges in the strong and strong
∗-algebra. Similarly, we consider C(Mˆ) and the
corresponding quotient maps qˆ and q : C(M) → M given by q((an)) = w∗ limn an. We claim
that Φ•C(Mˆ) ⊂ C(M). Indeed, assume that limn an − a converges to 0 strongly. Then an − aσˆ
converges to 0 in L2(Mˆ). Let us fix n ≤ mm. We find that
‖(Φn(an)− Φm(am))σ1/2‖2 = Tr(σ1/2Φn(a∗nan)σˆ1/2) + Tr(σ1/2Φm(a∗mam)σˆ1/2)
− Tr(σ1/2Φn(a∗n)Φm(am)σ1/2)− Tr(σ1/2Φm(am)∗Φn(an)σ1/2)
= Tr(Φ∗n(σ)(a
∗
nan)) + Tr(Φ
∗
m(σ)(a
∗
mam))− Tr(Φ∗n(σ)(a∗nam))− Tr(Φ∗n(σ)(a∗man))
= Tr(σˆ(a∗nan + a
∗
mam − a∗nam − a∗man))
= ‖(an − am)σˆ‖22 .
Since σ is faithful and (Φn(an)) bounded, we deduce that Φn(an) is also strongly convergent.
Let Mˆn ⊂M the multiplicative domain ofA = {(xn)|xn ∈ Mˆn} the corresponding subalgebra
of `∞(Mˆ). Then Φ• : A → `∞(M) is a ∗-homomorphism, and we may define A = C(Mˆ) ∩ A.
Then
Φ∞|A : A→ C(M)
is a C∗-homomorphism. Let Jˆ ⊂ C(Mˆ) be the kernel of the quotient map qˆ. Since Φ∞ preserves
strong convergence, we deduce that Φ∞(Jˆ) ⊂ J , J the kernel q. We deduce that there exists a
∗-homomorphism pi : qˆ(A) ⊂ C(Mˆ)/Jˆ = Mˆ to M = C(M)/J such that
qΦ∞(an) = σ(q(an)) .
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Note that σ is the restriction of the completely positive map Φ˜ : C(Mˆ)/Jˆ → C(M)/J . By
applying this map to the constant sequence (bn) = b, we deduce that Φ˜ = Φ
∞. Thus for every
strongly convergent sequence in A, we deduce that a = limn an belongs to the multiplicative
domain of Φ∞ because σ(a∗a) = σ(a)∗σ(a) and σ(a)∗σ(a) = σ(aa∗).
Theorem 11.5. Let ρ ≤ λϕ, and Φ : L1(M)→ L1(Mˆ). Then the following are equivalent
i) D(Φ(ρ)|Φ(ϕ)) = D(ρ|ϕ);
ii) There exists a ϕ-conditioned subalgebra M0 ⊂M and an completely positive L1-isometry
u such that
u(ϕ) = Φ(ϕ) , u(ρ) = Φ(ρ) .
Proof. Thanks to Lemma 11.1 we only have to prove i) ⇒ ii). In view of Corollary 10.4, we
may assume that Φ = Ψ intertwines σϕ and σϕˆ. Let G =
⋃
k 2
−kZ. Since Ψ is σ-invariant
we know that ΨG = Ψ o G extends to the cross product. Recall that ϕG = ϕ ◦ EG, and
ρG = ρ ◦ EG naturally extend to the discrete crossed product. Let us recall that ΨG extends to
a map TG1 : L1(MˆG)→ L1(MG) via
TG(ϕˆ
1/2
G xϕˆ
1/2
G ) = ϕ
1/2
G Φ
†
Gϕ
1/2
G .
Since D(ρG|ϕG) = D(ρ|ϕ) and D(ΨG(ρ)|ΨG(ϕG)) = D(Ψ(ρ)|Ψ(ϕ)), we deduce that
TG1 (ρˆG) = ρG .
Let En be the conditional expectation given by the Haagerup construction. Note that TG1 En =
EnT
G
1 follows from the fact that Ψ commutes with the modular group. Thus for every n ∈ N,
we may apply Lemma 11.2 and find An = Mˆn(En(ρG)), En(ϕG)) in the multiplicative domain
which is modular group invariant.
Let us now assume that ρ = ϕ1/2hϕ1/2 for a bounded h and hence (using the map Ψ instead
of Φ) that
ρˆ = ϕˆ1/2hˆϕˆ , ρˆG = ϕˆGhˆϕˆG .
Let dn and dˆn the densities of ϕˆG|Mˆn and ϕG|M(n), respectively. Recall that dˆn, and dn belong
to the center of Mˆ(n) and M(n). Then
En(ρˆG) = dˆ
1/2
n En(hˆ)dˆ
1/2
n
implies that hˆn = En(hˆ) also belongs to the multiplicative domain of Ψ
†
n = Ψ†En. In order to
apply Lemma, we recall that ϕG and ϕˆG are En invariant. Since Mˆn are increasing, we deduce
that for n ≤ m
Tr(ϕ
1/2
G EnΨ
†(a)Em(b)ϕ
1/2
G ) = Tr(ϕ
1/2
G Ψ
†(En(a)Em(b))ϕ
1/2
G )
= Tr(Ψ(ϕG)Em(En(a)b)) = Tr(ϕˆG(En(a)b))
= Tr(ϕˆG(En(a)En(b))) = Tr(ϕ
1/2
G EnΨ
†(a)En(b)ϕ
1/2
G ) .
UNIVERSAL RECOVERY AND P-FIDELITY IN VON NEUMANN ALGEBRAS 45
Note that for Φn = Ψ
†
GEn we have Φ∞ = Ψ
† and hence kˆ = limn kˆn belongs to the multiplicative
domain of Ψ†G, and hence to multiplicative domain of Ψ. Indeed, we may consider ankˆ
1/2
n . Then
a∗nan converges weakly to kˆ if an − kˆ1/2 converges strongly to 0. Using
En(ρˆG) = ϕˆ
1/2
G En(kˆ)ϕˆ
1/2
G
we deduce that weak-convergence from the crucial inequality
lim
n
‖En(ρˆG)− ρˆG‖1
in the Haagerup construction. Note also that√
dˆ
1/2
n kˆndˆ
1/2
n = dˆ
1/4
n kˆ
1/2
n dˆ
1/4
n
because dˆn belongs to the center of Mˆ(n), which allows us to use Størmer’s inequality. Since
the multiplicative domain of Φ† is invariant under the modular group of ϕˆ and kˆ belongs to
the smallest modular group invariant von Neumann subalgebra Mˆ0 which is mapped to M0 the
smallest modular group invariant generated by h, we can now conclude as in Lemma 11.2.
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Appendix A. Extending the Differentiation Lemma
Lemma A.1. Let h : I → M be a differential function such that h(0) = 1 and ϕ be a faithful
state. Let p be a differentiable function and p(0) > 1. If in addition h(θ) = v(θ)∗v(θ) and v(θ)
is invertible, then part ii) of Lemma 5.8 also holds for p(0) > 1/2.
Proof. Let g(θ) = ‖ϕ1/2p(θ)h(θ)ϕ1/2p(θ)‖p(θ)p(θ) . Let H(t) = ϕ1/2p(θ)h(tθ)ϕ1/2p(θ). We recall the
proof of Lemma 5.8. For the case p(0) = 1, we consider q(θ) = 2p(θ) and
H(t) = H(t, θ) =
(
0 v(tθ)ρ1/q(θ)
ρ1/q(θ)v(tθ)∗ 0
)
We still have (for q fixed)
‖ρ1/qh(tθ)ρ1/q‖pp − 1 =
‖H(t)‖qq − ‖H(0)‖qq
2
=
q
2
∫ 1
0
tr(H(t)q−1H ′(t))dt .
We may write H(t)q−1 = H(t)H(t)q−2. Thanks to the off diagonal structure, we see that only the
even part of H(t)q−2 can contribute to the trace. Let H(t) = Wt|H(t)| be the polar decomposition
and note that the even part of H(t)q−2 equals |H(t)|q−2. Thus we get
tr(H(t)q−1H ′(t)) = tr(H(t)|H(t)|q−1H ′(t)) = tr(Wt|H(t)|q−1H ′(t)) .
Since H(t) is invertible (as unbounded operator) the same us true for |H(t)| and hence Wt is a
unitary. Therefore we deduce that
Wt =
(
0 1
1 0
)
Ut , Ut =
(
u1(t, θ) 0
0 u2(t, θ)
)
,
and
tr(H(t)q−1H ′(t)) = tr(H(t)|H(t)|q−2H ′(t)) = tr(|H(t)|q−1H ′(t)Wt)
= tr((|H(t)|q−1 − |H(0)|q−1)H ′(t)Wt) + tr(|H(0)|q−1H ′(t)Wt)
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Since now q(θ) converges to 2, we can use the same Ho¨lder type estimate and continuity of
the Mazur map to control the first error term. For the second term we observe that H(0) =(
0 ρ1/q
ρ1/q 0
)
and hence |H(0)| =
(
ρ1/q
0 ρ1/q
)
. This implies
|H(0)|q−1 =
(
ρ1−1/q
0 ρ1−1/q
)
and hence
tr(|H(0)|q−1H ′(t)Wt) = θ(tr(ρ1−1/qh′(tθ)ρ1/qu2(t, θ)) + tr(ρ1−1/qρ1/qh′(tθ)∗u1(t, θ))) .
By the dominated convergent theorem we deduce that
lim
θ→0
‖ρ1/q(θ)h(tθ)ρ1/q(θ)‖p(θ)p(θ) − 1
θ
=
q(0)
2
lim
θ→0
∫ 1
0
(tr(ρ1−1/qh′(0)ρ1/qu2(t, θ)) + tr(ρ1−1/qρ1/qh′(0)∗u1(t, θ)))dt .
The family of operators H(t, q(θ) converges in the measure topology to H(0, q(0)) and, thanks to
invertibility, we deduce that limθ→0 uj(t, θ) = 1. Thus our function g(θ) = ‖ρ1/q(θ)h(tθ)ρ1/q(θ)‖p(θ)p(θ)
satisfies
g′(0) = p(0)tr(ρv′(0)) + tr(ρv′(0)∗) .
Note that h(t) = v(t)∗v(t) satisfies h′(0) = v′(0)∗v(0) + v(0)∗v′(0) = v′(0)∗+v′(0) and hence this
is exactly the same formula as for p(0) > 1.
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