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INTRODUCTION GÉNÉRALE
Contexte
Nous assistons ces dernières années à une attente forte du monde industriel pour intégrer de
nouveaux outils d’assistance technologique. Ce besoin exprime les difficultés rencontrées par les
techniciens en maintenance actuellement confrontés à la grande variété de systèmes mécatroniques
toujours plus complexes, et à un renouvellement des gammes de plus en plus rapide.
La compression des durées de formations et la multiplicité des procédures de maintenance fa-
vorisent l’apparition de nouvelles contraintes liées à l’activité des opérateurs. On peut citer par
exemple le manque de « visibilité » du système à maintenir et l’incertitude des opérations à réa-
liser. Ces constatations tendent à obliger les mécaniciens à se former « sur le tas », ce qui peut à
terme impliquer un accroissement des erreurs de procédures et par ce biais augmenter les coûts de
maintenance, pour au final engendrer des pertes de temps considérables.
Dans ce contexte mondial fortement concurrentiel, la demande des industriels à augmenter l’effi-
cience des tâches du support technique et de maintenance passe alors par l’intégration de nouvelles
technologies de l’information et de la communication (NTIC).
Avec l’avènement de la réalité augmentée, plusieurs projets ont donc vu le jour dans l’espoir de
créer des systèmes d’aides efficaces. Tous ont pour vocation d’accompagner un opérateur dans
l’accomplissement de sa tâche en fournissant de l’information contextualisée (visuelle ou sonore)
et en temps réel. L’utilisateur doit pouvoir porter son attention sur la tâche à réaliser et non sur
l’utilisation de l’outil lui-même, d’où les différentes stratégies de chaque projet dans l’élaboration
des prototypes. Aussi, le choix du dispositif d’affichage est important, car l’objectif peut être de
pouvoir minimiser le recours aux supports classiques (papier) et laisser ainsi les mains de l’opérateur
libres.
Enfin, tous ces systèmes sont particulièrement pertinents lorsque les tâches sont régies par des
règles attribuant une action à une situation précise, c’est-à-dire dans le cadre d’une procédure opé-
rationnelle standard. On parle alors de « connaissance explicite ». Mais l’accès à cette connaissance
n’est pas forcément suffisant pour savoir comment l’utiliser. Ce savoir, dit tacite (ou implicite),
appartient au domaine de l’expérience, des aptitudes ou du savoir-faire. Ce type de connaissance
est personnel et est difficile à traduire en termes de représentation. Ainsi, les systèmes actuels de
réalité augmentée pour la maintenance sont impuissants lorsque survient une situation imprévue. Il
est alors parfois nécessaire d’avoir recours à une personne distante ayant le niveau de qualification
requis.
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Problématique
Lorsqu’un opérateur travaillant seul a besoin d’aide, il n’est pas forcément évident de trouver à
travers le monde la personne avec le niveau de compétence et de connaissance qui puisse l’assister.
Grâce à l’explosion des débits de communication et du World Wide Web, la téléassistance temps
réel devient accessible. Cette collaboration entre un expert et un opérateur engendre de multiples
bénéfices comme le contrôle qualité ou le retour d’information. Encore faut-il avoir un système
permettant de supporter des interactions à distance !
Avec la réalité augmentée, nous pouvons désormais envisager un système de collaboration à dis-
tance permettant à l’expert d’être virtuellement coprésent avec l’opérateur. Comme le processus
de collaboration est imprévisible et indéterministe, cela implique que l’expert puisse avoir à sa
disposition des possibilités d’interactions apparentées à celles de l’opérateur et à celles qui lui sont
disponibles dans le réel. On pense notamment à la désignation ou à la capacité de pouvoir mimer
des actions. En ce sens, en permettant à l’expert de voir ce que voit l’opérateur (en se mettant vir-
tuellement à sa place), il peut alors en temps réel interagir avec lui via un paradigme d’interaction
adéquat.
Notre recherche s’axe donc sur la possibilité d’avoir un système de collaboration à distance permet-
tant d’interagir de façon aussi efficace et naturelle qu’en situation de coprésence. Nous nous sommes
alors appuyés sur la réalité augmentée pour proposer de nouvelles modalités de communication,
modalités expérimentées ici dans le cadre d’activités de maintenance industrielle.
Structure du mémoire
Dans le chapitre 1, nous allons commencer par retracer l’évolution de la définition de la réalité
augmentée. À l’issue de cet historique, nous proposerons au lecteur notre propre définition afin
d’établir une compréhension commune de ce terme au fil du mémoire. Nous nous consacrerons
ensuite à présenter les fondements technologiques qui constituent la réalité augmentée, l’intention
étant de nous éclairer sur ses principes nous ayant permis de proposer notre solution.
Comment les erreurs naissent-elles ? Pourquoi certaines aides sont-elles inefficaces ? Quel pourrait
être l’intérêt d’introduire les nouvelles technologies comme la réalité augmentée dans le processus
d’assistance ? Est-ce que les propositions actuelles permettent de soutenir efficacement un opérateur
dans sa tâche ? C’est à ces questions que le chapitre 2 va répondre, et les manquements constatés
nous amèneront à formuler notre problématique.
Le chapitre 3, lui, va au préalable montrer pourquoi à l’heure actuelle l’humain est encore un
chaînon indispensable en termes d’assistance. Nous verrons par la suite les mécanismes d’une
communication interpersonnelle réussie et en quoi la collaboration, même distante, est bénéfique.
C’est à la lumière de ces observations que nous énoncerons nos propositions, en termes de perception
et d’interaction, visant à « simuler » la coprésence d’un expert auprès d’un opérateur dans le cadre
d’une tâche de maintenance supervisée, et cela, grâce à la réalité augmentée.
Enfin, dans le chapitre 4, nous allons présenter le système T.A.C., système se révélant être l’im-
plémentation de nos propositions de visualisation et d’interaction. Nous avons été également en
mesure d’expérimenter une partie de nos principes, nous en présenterons les premiers résultats.
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Première partie
TOUR D’HORIZON EN RÉALITÉ
AUGMENTÉE
L’objectif de ce chapitre n’est pas de faire un énième état de l’art sur la réalité augmentée, mais
plutôt de nous éclairer sur ses principes et ses technologies nous ayant permis de proposer notre
solution.
Ainsi, ce chapitre pourrait se découper en deux parties. La première retrace la réalité augmentée
à travers l’évolution de ses définitions et de ses classifications depuis sa création. Nous verrons que
les principes mêmes sont dépendants tant de la communauté qui l’énonce que de la technologie
employée. À l’issue de cet historique, nous proposerons alors au lecteur notre propre définition du
terme « réalité augmentée ». Nous souhaitons ainsi établir, pour la lecture de ce document, une
base commune du concept même de ce que nous pensons être la réalité augmentée. Mais au-delà
de fournir une nouvelle définition, nous avons voulu ouvrir des pistes de réflexion sur l’expression
« réalité augmentée » qui pourraient, à terme, fournir une caractérisation de l’essence même de ce
concept.
La deuxième partie quant à elle, vise à présenter les principes technologiques indispensables à ce
domaine. Du type de rendu aux problèmes de recalage des informations, nous nous apercevrons des
difficultés qui subsistent encore à ce jour. Mais cela n’a en rien empêché que la réalité augmentée
soit aux portes de la dernière décennie, la nouvelle ayant même déjà commencé à la faire découvrir
au grand public.
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1 TERMINOLOGIE
1.1 Définitions et principes... l’évolution
Réalité 1 : n.f (latin médiéval realitas, du latin classique realis, de res, chose)
1. Caractère de ce qui est réel, de ce qui existe effectivement.
2. Ce qui est réel, ce qui existe en fait, par opposition à ce qui est imaginé, rêvé, fictif.
Augmenter1 : v.tr (bas latin augmentare, du latin classique augere, accroître)
1. Rendre quelque chose plus grand, plus considérable.
2. Rendre quelque chose plus important, plus intensif.
L’association de ces deux mots en une seule expression « réalité augmentée » a été introduite
au début des années 90 par Caudell [CM92]. La réalité augmentée désigne alors tout système
interactif présentant à un individu une combinaison en temps réel d’entités virtuelles (générées par
ordinateur) avec des éléments physiques de l’environnement réel. L’idée sous-jacente non exprimée
est cependant que cette combinaison implique une relation sémantique forte entre le réel et le
virtuel. Ainsi, les propriétés et relations intrinsèques des éléments de l’environnement réel seraient
révélées à nos sens 2.
La réalité augmentée compléterait donc la réalité sans avoir pour vocation de la remplacer [Azu97]
comme c’est le cas en réalité virtuelle. Toutefois, le concept même de la réalité augmentée ne date
pas des années 90. Ce sont en effet les travaux d’Ivan Sutherland qui ont jeté les bases de la réalité
augmentée au milieu des années 60 [Sut68]. Il réalise alors le premier système basé sur un casque
semi-transparent stéréoscopique permettant de combiner la vue de la réalité avec une image de
synthèse. L’affichage des entités virtuelles s’effectuait alors par des tubes cathodiques miniatures
et le suivi des mouvements de la tête par un bras mécanique lié au casque (Fig. 1).
Il est à noter que l’application présentée par Sutherland était destinée à visualiser des molécules
en trois dimensions et que l’auteur précise que « les objets affichés peuvent être détachés du
monde physique ou coïncider avec des cartes, des bureaux, des murs ou des touches d’une machine
à écrire ». Bien que l’on trouve dans le système proposé l’essentiel des éléments constituant les
systèmes de réalité augmentée modernes, nous pouvons nous interroger quant à le classer comme
tel sachant qu’il n’existe pas à proprement parler de lien sémantique entre le réel et le virtuel.
Toutefois, avant les années 2000, nous n’avons pas trouvé dans la littérature l’obligation d’existence
d’un tel lien 3.
Malgré tout, et ce de manière implicite, les années 80 ont accordé une grande place aux informations
sémantiquement liées. En effet, la généralisation des dispositifs d’affichage tête haute (Head Up
Display ou HUD) a trouvé nombre d’applications dans le domaine militaire, notamment dans les
1. Définition étymologique du dictionnaire Larousse.
2. L’idée même de révéler à nos sens ces informations implique que le domaine de la réalité augmentée n’est pas
cloisonné au seul organe visuel comme le rappelle Azuma [ABB+01]. Toutefois, nous nous intéresserons dans ce
manuscrit uniquement à la modalité visuelle.
3. Remarquons cependant que dans la communauté IHM, l’objectif est autre. En effet, suite aux travaux de
Weller [Wel93] faisant référence dans le domaine, l’idée prédominante est de rendre accessible le virtuel via le réel.
On parlera alors ici plus d’affordance [Gib86][Nor88] que de lien sémantique.
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26 CHAPITRE 1. RÉALITÉ AUGMENTÉE : TOUR D’HORIZON
FIG. 1.9 – Le dispositif de Sutherland en 1968 comportant un casque de réalité virtuelle semi-
transparent et un bras mécanique pour le suivi de la tête
Le projet AR2 Hockey
Le projet AR2 Hockey [Ohshira et al., 1998] présenté en 1998 par le Mixed Reality System La-
boratory au Japon est une application de la RA dans le domaine ludique. Il s’agit d’un jeu de hockey
sur table dans lequel le palet est remplacé par un palet virtuel que les joueurs se renvoient. L’équi-
pement utilisé pour la manipulation est constitué de lunettes vidéos semi-transparentes, d’un capteur
magnétique d’orientation et de position de type Polhemus pour suivre les mouvements de la tête de
l’utilisateur et d’une caméra par paire de lunettes.
Trois types d’erreurs ont été identifiées pour effectuer le recalage :
– les erreurs statiques ou erreur de positionnement.
– les erreurs dynamiques ou erreurs du à un décalage dans le temps.
– les erreurs de rendu dues à une différence de qualité entre les images réelles et virtuelles.
Le recalage s’effectue sur le point de vue de la caméra et non pas sur le point de vue du joueur,
l’hypothèse de travail étant que l’objet est suffisamment loin pour que le décalage ne se remarque
pas. Pour la prédiction des mouvements de la tête de l’utilisateur, un algorithme du second ordre est
utilisé :
pˆ = pt + vt∆t+
1
2
at∆t
2
pˆ est la position prédite.
pt désigne le dernier enregistrement de position.
vt désigne la vitesse et at désigne l’accélération.
∆t désigne le temps entre la mesure de pt et l’affichage de l’image.
Comme les mesures effectuées ne comportent que la position, la vitesse et l’accélération sont
calculées à l’aide des positions précédentes. Le système retient donc à chaque fois trois positions.
1.3.1.1 Le projet CAMELOT
En 2000 fut présenté le projet CAMELOT [Broll et al., 2000] de l’Institut d’Informatique Ap-
pliquée qui est un département du Centre National Germanique de Recherche en Informatique. La
réalité augmentée est utilisée pour créer une table de travail virtuelle. Les buts de ce projet étaient les
suivants :
– augmenter l’espace de travail.
– cet espace est utilisé par plusieurs personnes qui travaillent en collaboration.
Figure 1: Casqu e réal té augmentée s mi-transparen à vision stéréoscopique maginé par Su-
therland en 1966.
cockpits des avions de combat (Fig.2). Via un miroir semi-transparent sur lequel on projette les
informations utiles à la navigation (cap, inclinaison...), le pilote perçoit de son point de vue réalité
et virtualité.
(a) (b)
Figure 2: HUD installé dans un cockpit d’avion militaire. Les informations virtuelles coïncident
avec le point de vue du pilote.
Il faudra attendre l’article de Milgram datant de 1994 [MMT+94] pour voir réellement apparaître
une discussion sur l’éventuelle définition de la réalité augmentée 4. Et l’on se rend compte que
la définition a tendance à varier en fonction de la provenance (journal, communauté...). Nous
retiendrons notamm nt deux définitions à ce stade choisies par Milgram. La première (à laquelle
Milgram adhère) est une définition plutôt large :
Réalité augmentée : « augmenter la rétroaction naturelle de l’opérateur avec des indices virtuels ».
La seconde est une définition plus restrictive dans le sens où elle fait intervenir la technologie pour
justifier l’approche :
Réalité augmentée : « une forme de réalité virtuelle ou l’afficheur tête-porté 5 du participant est
transparent, ce qui permet une vision claire du monde réel ».
4. Dans le cas présent, l’auteur cherche plus à effectuer une classification qu’établir une véritable définition.
5. En anglais Head Mounted Display (HMD). Cette technologie d’affichage sera présentée plus loin dans le
chapitre.
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Néanmoins, dans l’une ou l’autre des définitions, rien ne laisse entrevoir la relation qui doit exister
entre le réel et le virtuel. Cependant, la deuxième définition est clairement orientée vers la modalité
visuelle et exclut donc toute autre modalité.
Trois ans plus tard, Azuma propose une définition beaucoup plus restrictive [Azu97] en imposant
une relation d’existence concomitante entre le réel et le virtuel :
Réalité augmentée : « permets à l’utilisateur de voir le monde réel avec une superposition, composée
ou par-dessus, d’objets virtuels. Toutefois, la réalité augmentée complète la réalité, plutôt que de
la remplacer. Idéalement, l’utilisateur devrait percevoir dans le même espace des objets réels et
virtuels coexister ».
Définition qu’il affinera dès 2001 sous la forme [ABB+01] :
Réalité augmentée : « système qui complète le monde réel avec des objets virtuels (générés par
ordinateur) de telle sorte qu’ils semblent coexister dans le même espace que le monde réel ». Ce
qui dans les deux cas l’amène à définir les caractéristiques d’un système de réalité augmentée par
les trois propriétés suivantes :
1. « Combiner le réel et le virtuel ». Au monde réel en trois dimensions doivent être intégrées
des entités également en trois dimensions.
2. « Interactivité en temps réel ». Cela exclut notamment les films bien que la condition précé-
dente soit respectée.
3. « Recalage en trois dimensions ». Cela permet de faire coïncider visuellement les entités
virtuelles avec la réalité.
Là encore, cette définition caractérisée de la réalité augmentée est définitivement tournée vers l’as-
pect visuel, ne laissant aucune place à la multimodalité. Même si cette définition fait référence
encore à l’heure actuelle, elle est discutable sur au moins deux points (surtout d’un point de vue
ergonomique [Ana06]). Premièrement, l’exigence d’entités virtuelles en trois dimensions n’est pas
forcément justifiée. Si nous considérons que les augmentations peuvent porter de l’information for-
tement liée au réel, alors dans ce cas des entités en deux dimensions peuvent suffire (flèche, texte...).
Deuxièmement, l’exigence de recalage parfait entre le réel et le virtuel n’est pas justifiée si l’on
s’attache par exemple, à présenter des informations utiles à la tâche (consignes, instructions...).
Bien qu’imparfaitement recalés, le système cognitif de l’utilisateur associera alors aisément la zone
réelle ciblée par l’action aux indices virtuels. Les figures ci-dessous (Fig. 3a et 3b) illustrent la dis-
cutabilité des précédents points en proposant deux systèmes présentant des instructions virtuelles,
l’une respectant totalement les principes d’Azuma, l’autre non.
Finalement, il faudra attendre 2001 pour que Fuchs et Moreau proposent dans [FMP01] de revenir
sur une définition axée sur un aspect technologique non restrictif :
Réalité augmentée : « regroupe l’ensemble des techniques permettant d’associer un monde réel avec
un monde virtuel, spécialement en utilisant l’intégration d’images réelles avec des entités virtuelles :
images de synthèse, objets virtuels, textes, symbole, schémas, graphiques... ».
Même si cette définition nous paraît plus appropriée, voire généraliste, sans exclure la définition
d’Azuma, elle exclut totalement la multimodalité. Toutefois, cette définition semble tenir compte
de l’importance du lien qui unit le réel et virtuel. Nous verrons par la suite que l’auteur s’est
effectivement attaché à classer en catégories fonctionnelles l’importance de la relation entre le réel
et le virtuel.
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(a) Coexistence parfaite du réel et du virtuel selon les
principes d’Azuma.
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Chapitre 1  
La Réalité Augmentée : présentation introductive1 
 
1.1. Concepts et définitions 
Le terme Réalité Augmentée (RA) a été introduit au début des années 1990 (Caudell 
& Mizell, 1992) afin de désigner des systèmes interactifs caractérisés par la présentation 
combinée et en temps réel d’entités virtuelles (c’est-à-dire générées par un ordinateur) et 
d’éléments physiques de l’environnement réel (Azuma, 1997 ; Caudell et al., op. cit.). Un 
exemple de vue « augmentée », associant des images d’objets physiques réels (le capot 
ouvert d’une voiture) et des éléments virtuels (les instructions de démontage du dispositif 
d'injection), est présentée ci-dessous (fig. 1). L’objectif explicite de l’augmentation est ici 
le guidage de l’opérateur pendant la réalisation de la tâche de démontage (Dangelmaier et 
al., 2005). 
 
Fig. 1. Vue « augmentée » d’un système d’injection réel et des instructions de démontage 
virtuelles  (d’après Dangelmaier et al., 2005) 
                                                 
1 Ce chapitre ainsi que le chapitre suivant ont donné lieu à une publication (Anastassova, 
Burkhardt, Mégard, & Ehanno, sous presse). 
(b) Augmentations via des entités 2D non parfaitement
recalées.
Figure 3: Présentation d’incrustations virtuelles.
Définition des termes retenus :
Le terme « réalité augmentée » est critiquable d’un point de vue lexical ou sémantique. En
effet, philosophiquement parlant, la réalité est TOUT. Augmenter la réalité pose donc un pro-
blème de sens. Mais nous ne discuterons pas plus ici cette dénomination qui a l’avantage d’être
communément admise dans la littérature et commence à avoir un pouvoir évocateur fort pour le
grand public. Dans notre cas, notre définition sera donc :
Réalité augmentée : « Combinaison de l’espace physique avec l’espace numérique dans un
contexte sémantiquement lié ».
Cette définition, bien que globale, a l’avantage de ne pas exclure les précédentes, profitant ainsi
des différentes classifications établies au cours des ans, classifications que nous allons maintenant
détailler.
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1.2 Taxonomies
La modalité sensorielle privilégiée par la réalité augmentée étant la vision, la littérature s’est pro-
gressivement enrichie de classification liée à l’évolution des possibilités offertes par les différents
systèmes de visualisation. À ce jour, nous pouvons citer essentiellement deux systèmes de classifi-
cation :
1. Fonctionnel, classifiant les relations entre le réel et le virtuel.
2. Technique, classifiant un système selon la technologie utilisée.
1.2.1 Taxonomie fonctionnelle
Proposé par Fuchs et Moreau [FMP01], ce classement a pour objectif de dresser une liste des dif-
férents types d’associations que l’on peut réaliser entre le réel et le virtuel, tout en s’affranchissant
des dispositifs employés pour faire ladite association. Numérotées d’un à cinq, les auteurs précisent
toutefois qu’il n’existe pas intrinsèquement de hiérarchie entre les différentes fonctionnalités, si ce
n’est qu’un ordre approximativement croissant des difficultés scientifiques et techniques les carac-
térisant. Rappelons que cette taxonomie tient compte de l’importance de la relation entre le réel
et le virtuel sur une même vue (écran, visio-casque...), ce qui exclut les combinaisons réels/virtuels
sans aucun rapport sémantique. Même si les auteurs l’évoquent sans vraiment l’intégrer à leur
classement, il nous semble juste d’ajouter une fonctionnalité zéro aux cinq déjà existantes.
fonctionnalité 0 : absence de relation entre le contenu des éléments virtuels et des éléments réels
présentés sur une même vue. Les auteurs emploient le terme de « cadre d’affichage » pour
regrouper ces différents cas. Le système créé par Sutherland en 1960 pourrait être classé en
fonctionnalité zéro.
fonctionnalité 1 : « réalité documentée » ou « virtualité documentée ». Couvre toute existence
d’un lien sémantique basique entre les images réelles et l’élément virtuel présenté dans deux
cadres d’affichage différents. Généralement sous forme textuelle, les éléments virtuels per-
mettent de mieux comprendre les images réelles. C’est la réalité documentée. En ce qui
concerne la virtualité documentée, c’est cette fois l’incorporation de parties réelles dans une
représentation virtuelle, visant à faciliter la compréhension de la scène en cours.
Fonctionnalité 2 : « réalité à compréhension ou à visibilité augmentée ». Ici, il est important de
noter que les images réelles et les éléments virtuels sont dans un même cadre d’affichage, ce
qui implique la nécessité de recalage entre les deux.
– La réalité à compréhension augmentée est l’incrustation d’éléments virtuels véhiculant de
l’information sémantique passive. Ces éléments virtuels apportent de l’information com-
plémentaire sur des objets réels via des titres, symboles, légendes... À noter que dans cette
fonctionnalité, l’inversion entre les images réelles et les indices virtuels n’est pas envisa-
geable.
– La réalité à visibilité augmentée permet la mise en valeur des objets réels, facilitant ainsi
leur perception. Cette mise en valeur consiste généralement en l’utilisation de modèles « fil
de fer » ou en transparence des objets réels. Pour assurer la correspondance géométrique,
il est bien entendu nécessaire au préalable de posséder les modèles de ces objets réels.
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Fonctionnalité 3 : association visuelle du réel et du virtuel en fonction du niveau d’intégration
des objets virtuels dans la scène réelle, cette fonctionnalité présente deux cas :
– L’association par superposition, c’est-à-dire en incrustation (overlay) des objets virtuels
par devant les objets réels. La superposition n’implique aucune occultation du virtuel par
le réel.
– L’association tridimensionnelle, c’est-à-dire l’intégration d’objets virtuels dans le réel, les
deux mondes paraissant cohabiter spatialement et temporellement. Toutefois, cela nécessite
une gestion peu triviale des occultations entre les deux mondes. Il est à noter qu’une com-
position des deux cas précédemment cités est possible, voire même devenue très courante
à l’heure actuelle.
Fonctionnalité 4 : association comportementale du réel et du virtuel. Après l’intégration tridi-
mensionnelle, de plus en plus nous retrouvons l’intégration des propriétés physiques (masse,
gravité, élasticité...) des objets virtuels, « interagissant » ainsi avec le réel. Bien entendu,
cette interaction géométrique et physique nécessite au préalable une connaissance à priori de
la scène réelle 6.
Fonctionnalité 5 : « substitution du réel par le virtuel » ou « réalité virtualisée ». Ici, il est
question d’offrir la possibilité de substituer la scène réelle (visuellement) par la scène vir-
tuelle équivalente. Cependant, l’ensemble des propriétés de la scène réelle doit être connu
et modélisé. Il devient alors possible de présenter à l’utilisateur l’un ou l’autre des mondes,
soit à partir du même point de vue, soit à partir d’un point de vue alternatif dans le monde
virtualisé, ceci afin de faciliter la compréhension de l’environnement.
1.2.2 Taxonomie technique
En 1994, Milgram cherche à classifier la relation qu’il peut exister entre un système de réalité
augmentée et la technologie utilisée. Il introduit alors le terme de réalité mixte, concept désignant
l’hybridation dans un continuum reliant le monde physique au monde numérique (Fig. 4).
Réalité Mixte (RM)
Environnement
Réel (ER)
Environnement
Virtuel (EV)
Réalité
Augmentée (RA)
Virtualité
Augmentée (VA)
Figure 4: Continuum Réalité-Virtualité.
Ce continuum traduit en pratique le degré de mélange entre réel et virtuel, surtout en termes de
modalités visuelles. C’est la dominance de l’environnement sur un autre qui permet de distinguer
si le système est dit de réalité augmentée ou de virtualité augmentée. Dans cette représentation,
la réalité augmentée est donc une composante de la réalité mixte. Partant de ce principe, Milgram
6. Il est intéressant de noter ici que la superposition, occultant partiellement la réalité, « diminue » la perception
du réel.
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propose une taxonomie de facteurs qui importe pour catégoriser les différentes technologies d’af-
fichage. Elle est basée sur trois principes (ou dimensions), eux-mêmes représentés par une échelle
de graduation :
– Le degré de modélisation (connaissance) du monde.
– Le degré de fidélité de reproduction du monde.
– Le degré d’immersion de l’utilisateur (ou métaphore de présence).
Degré de connaissance du monde :
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Réalité Mixée
Environnement
Réel
Environnement
VirtuelAugmentée
Réalité 
Augmentée
Virtualité 
Continuum Réalité ! Virtualité
FIG. 1.5 – Représentation simplifié du continuum entre réalité et virtualité
Les systèmes sont ensuite classifiés suivant trois critères de discrimination :
– le degré de connaissance du monde,
– le degré de fidélité de représentation du monde,
– le degré d’immersion de l’opérateur par rapport aux informations affichées.
A chacun d ces critères correspond égale ent une échelle de gradation établissant ainsi un système
de classification à trois axes.
1.1.3.1 Degré de connaissance du monde
Ce degré de connaissance traduit également le degré de modélisation du monde. Comme la fi-
gure 1.6 le montre, à une extrémité de l’axe se trouve un monde non modélisé (ce qui arrive dans le
cas d’une téléopération à l’aide d’un simple retour vidéo) alors qu’à l’autre extrémité le monde est
entièrement modélisé (ce qui est le cas des applications de réalité virtuelle).
Monde non
Modélisé
Monde complètement
Modélisé
Degré de connaissance du monde réel
Où/Quoi Où et quoi 
Modélisé
Monde partiellement
FIG. 1.6 – Degré de connaissance/modélisation du monde réel
Notre figure montre plusieurs cas qui peuvent se présenter sous la forme des mots interrogatifs
“Où” et “Quoi”. “Où” signifie que l’on a localisé le point de vue par rapport au monde réel, “Quoi” si-
gnifie que l’on connaît ce que l’on regarde, ce qui introduit un lien sémantique entre ce qui est regardé
et ce qui va pouvoir être affiché. Nous notons qu’il est possible, dans le cas où le degré de connaissance
du monde n’est pas très étendu, de ne pas pouvoir répondre au deux interrogations simultanément.
Dans le cas où la réponse à la question “Où” n’est pas possible, le recalage du virtuel sur le réel ne
sera pas possible, ce qui, une fois encore, n’est pas compatible avec la troisième caractéristique des
systèmes de réalité augmentée énoncée par Azuma.
1.1.3.2 Degré de fidélité de représentation du monde
Le degré de fidélité de représentation du monde va être tributaire de deux facteurs complémen-
taires :
– la modalité d’affichage : plus elle est en adéquation avec la vision humaine, plus le degré de
fidélité augmente. Par exemple, la vision stéréoscopique sera plus en adéquation avec la vision
humaine que la vision monoscopique,
– la fidélité du rendu : suivant que ce dernier soit réaliste ou non, les entités virtuelles semblent
réelles ou non.
Ceci amène à la classification représentée à la figure 1.7 page suivante. Nous voyons comment
chaque facteur contribue au degré général de fidélité de représentation du monde.
Figure 5: Degré de connaissance du monde.
Ici, cette dimension s’intéresse à caractériser le degré de modélisation que l’on peut avoir. À l’extré-
mité gauche se trouve un monde non modélisé, à l’extrémité d oite le monde totalement modélisé
(cas de la réalité virtuelle par xemple). En ce qui c ncern le monde partiellement modélisé, nous
distinguons u e granularité le caractérisant par les termes « où », « quoi » et « où et quoi ». « Où »
se rapportant au fait de connaître la localisation d’un objet, sans pour autant connaître sa nature.
« Quoi » répondant à l’inverse au fait d’avoir une connaissance sur l’objet regardé sans pour autant
être forcément capable de le localiser 7. Enfin, plus le monde tend à être complètement modélisé,
plus il devient possible de répondre simultanément aux critères « où et quoi ».
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FIG. 1.7 – Degré de fidélité de représentation du monde suivant la technologie d’affichage et la qualité
du rendu
1.1.3.3 Degré d’immersion de l’opérateur
Le degré d’immersion de l’opérateur dans la scène et le degré de fidélité de représentation du
monde ne sont pas totalement décorrélés. En effet, le degré d’immersion va dépendre également de la
technologie employée pour réaliser l’affichage. Ainsi, sur cet axe, nous allons retrouver la modalité
d’affichage qui sera cette fois mise en balance avec la technologie du dispositif d’affichage comme
nous pouvons le constater dans la figure 1.8.
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Monoscopique Haute définition
Vidéo stéréoscopiqueVidéo
Stéréoscopique Panoramique
Imagerie
Moniteur Ecrans larges Casques de RV/RA
Degré d’immersion de l’opérateur
FIG. 1.8 – Degré d’immersion en fonction des technologies et modalités d’affichage
Après avoir présenté les définitions et terminologies et la taxonomie liée aux réalités virtuelles et
augmentée, nous allons présenter la problématique générale de la réalité augmentée.
1.2 Verrous associés à la réalité augmentée
1.2.1 L’hétérogénéité des solutions technologiques
Si nous reprenons la définition donnée par Azuma (énoncée en page 17), nous devons combiner
des objets réels et virtuels dans un environnement réel. Dans le cadre des augmentations visuelles, ceci
implique de pouvoir visualiser les augmentations visuelles mixées avec la réalité. L’un des premiers
point est de choisir le dispositif de visualisation en fonction de la tâche à accomplir. Les dispositifs
d’affichage ont déjà été présentés dans le tableau 1.1 page 21 suivant les cas d’utilisation, chaque
classe de dispositifs introduisant des contraintes propres.
De même, lorsque l’on veut effectuer le recalage des objets virtuels sur les objets réels, il est
nécessaire de localiser le point de vue employé (qui est celui de la caméra dans le cas de la vision
indirecte et celui de l’opérateur en vision directe). Pour ce faire, de nombreuses solutions technolo-
giques peuvent être employées :
– les capteurs de position et d’orientation magnétique (type Polhemus ou Flock of Bird),
– les capteurs de position et d’orientation à ultrasons (type IS-600 de chez Intersense),
– les capteurs de position et d’orientation optique utilisant les infra-rouges (type ART),
– les caméras simples,
– les centrales inertielles composées de gyroscopes et d’accéléromètres,
– etc...
Figure 6: Degré de fidélité du monde en fonction de la technologie d’affichage et du rendu.
Cette dim nsion s’intéresse au degré de réalisme induit par deux facteurs fortement liés que sont
la fidélité du rendu et le mode d’affich ge associé. En fonction de l’adéquation du mode d’affichage
avec la vision hu aine, les possibilités sur ce dernier tendent à permettre un rendu visuel des
entités virtuelles plus ou moins réelles.
7. Ce cas ne respecterait donc pas la troisième caractéristique d’Azuma exigeant un recalage réel/virtuel.
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1.1.3.3 Degré d’immersion de l’opérateur
Le degré d’immersion de l’opérateur dans la scène et le degré de fidélité de représentation du
monde ne sont pas totalement décorrélés. En effet, le degré d’immersion va dépendre également de la
technologie employée pour réaliser l’affichage. Ainsi, sur cet axe, nous allons retrouver la modalité
d’affichage qui sera cette fois mise en balance avec la technologie du dispositif d’affichage comme
nous pouvons le constater dans la figure 1.8.
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Après avoir présenté les définitions et terminologies et la taxonomie liée aux réalités virtuelles et
augmentée, nous allons présenter la problématique générale de la réalité augmentée.
1.2 Verrous associés à la réalité augmentée
1.2.1 L’hétérogénéité des solutions technologiques
Si nous reprenons la définition donnée par Azuma (énoncée en page 17), nous devons combiner
des objets réels et virtuels dans un environnement réel. Dans le cadre des augmentations visuelles, ceci
implique de pouvoir visualiser les augmentations visuelles mixées avec la réalité. L’un des premiers
point est de choisir le dispositif de visualisation en fonction de la tâche à accomplir. Les dispositifs
d’affichage ont déjà été présentés dans le tableau 1.1 page 21 suivant les cas d’utilisation, chaque
classe de dispositifs introduisant des contraintes propres.
De même, lorsque l’on veut effectuer le recalage des objets virtuels sur les objets réels, il est
nécessaire de localiser le point de vue employé (qui est celui de la caméra dans le cas de la vision
indirecte et celui de l’opérateur en vision directe). Pour ce faire, de nombreuses solutions technolo-
giques peuvent être employées :
– les capteurs de position et d’orientation magnétique (type Polhemus ou Flock of Bird),
– les capteurs de position et d’orientation à ultrasons (type IS-600 de chez Intersense),
– les capteurs de position et d’orientation optique utilisant les infra-rouges (type ART),
– les caméras simples,
– les centrales inertielles composées de gyroscopes et d’accéléromètres,
– etc...
Figure 7: Degré d’immersion de l’utilisateur en fonction de la technologie d’affichage.
Cette dernière dimension présente la corrélation qui existe entre la technologie d’affichage et le
degré d’immersion qu’un utilisateur pourra ressentir. À l’extrémité gauche, le degré d’immersion
supposé est moindre compte tenu du mode d’affichage WoW (Window on World), contrairement
à l’extrémité droite, censée renforcer le sentiment de présence de l’utilisateur (cas des systèmes de
réalité virtuelle).
Cependant ici, le degré de fidélité de représentation du monde peut être élevé. Nous pouvons donc
nous poser la question de savoir si forcément l’immersion à cette extrémité est fortement dégradée,
ou tout du moins si le degré d’immersion est obligatoirement corrélé au degré du rendu.
1.2.3 Autres taxonomies
Il est important de noter que les taxonomies fonctionnelles et techniques que nous avons présentées
ne sont pas les seules que l’on peut trouver dans la littérature. Pour le lecteur, nous citons celles
proposées par Bérard [Bér94]. Celui-ci définit un espace organisé suivant deux dimensions, « ac-
tion » et « objet », admettant deux valeurs, « réel » et « virtuel», l’intérêt étant de situer dans un
même espace la réalité augmentée et la réalité virtuelle par rapport au monde réel (Fig. 8).
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1.3. Notre cadre taxonomique pour les réalités virtuelles et augmentées
Ce cadre est le résultat de notre réflexion personnelle sur u e distinction de fond entre réalités
virtuelles et augmentées. Nous le présentons en 1.3.1. Ce cadre simpliste est imparfait mais suffit aux
besoins de notre discussion. Nous nous proposons ensuite de l’appliquer à l’analyse de systèmes
relevant de la réalité au mentée en disti guant interface d’entrée et interface  sortie. D s exemples
illustratifs sont alors fournis pour étayer la discussion.
1.3.1. Les dimensions de l’espace
Un système peut se modéliser comme un ensemble d’opérations (ou primitives). Une opération
se définit par un opérateur et des opérandes. Nous proposons ici un espace de classification des
systèmes en fonction de l'opérateur et des opérandes d’une opération. Comme le montre la figure
1.3, l’espace s’organise selon deux axes intitulés “Action” et “Objet”. L’axe “Action” correspond à
l’opérateur d’une opération tandis que l’axe “Objet” en désigne les opérandes. Chacun des axes admet
deux valeurs : réel et virtuel ou, si l’on préfère, physique et électronique.
 
Objet
Action
Virtuel
Réel
Réelle Virtuelle
Monde
réel
Réalité
augmentée
Monde
virtuel pur
Réalité
virtuelle
Figure 1.4 : Mondes réel et virtuel, réalités virtuelle et augmentée.
L’intérêt majeur de notre classification est de situer dans un même espace la réalité augmentée et
la réalité virtuelle par rapport au monde réel. Dans le monde réel, objets et actions sont physiques. A
l’extrême, dans le monde purement électronique, objets et actions sont virtuels. L’un et l’autre sont
des représentations électroniques d’entités éventuellement équivalentes dans le monde physique. Par
exemple, dans un système de traitement de texte, un fichier Word est la représentation électronique
d’un document et les actions possibles (couper, coller, rechercher, remplacer, etc.) sont également
électroniques. En édition, le document électronique est fonctionnellement plus riche que sa
contrepartie physique mais il est entièrement virtuel. Remarquons que la plupart des systèmes actuels
produisent des mondes purement virtuels.
Figure 8: Taxonomie des différents mondes vue par Bérard.
Nous pouvons également citer la taxonomie proposée par Mackay [Mac96] ou les applications de
réalité augmentée sont classées suivant la stratégie adoptée : augmenter l’utilisateur, augmenter
un objet, augmenter l’environnement (Tab. 2).
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Type d’augmentation Approche Technologie
L’utilisateur Porter des dispositifs sur
le corps
Casque de RV, gants de
données...
Les objets physiques Instrumenter les objets GPS, centrale inertielle...
L’environnement proche des
objets et de l’utilisateur
Projeter des images et les
enregistrer
Caméra vidéo, projecteur
vidéo...
Table 2: Taxonomie de la réalité augmentée selon Mackay.
Enfin, Dubois nous propose une classification [DN00] basée en deux points. Tout d’abord, une
approche déterminant l’interaction (Fig. 9a) :
– En réalité augmentée, l’interaction avec le monde réel est augmentée par l’ordinateur.
– En virtualité augmentée, l’interaction avec l’ordinateur est augmentée par des objets et actions
dans le monde réel.
Puis, une approche fonction de deux types d’augmentation (Fig. 9b) : exécution et évaluation,
appliquées aux précédentes interactions.
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3.1 Four components
We model the interaction between the user and an
interactive system by identifying four components:
Object, Person, Adapter and System (OP-a-S).
The computerized component of the system,
called System (S), is able to store, retrieve and
transform data. The real object (O) including a drill,
a pen or a sheet of paper is manipulated by the user
or a robot in order to perform the task. The Object
component may include human beings provided that
they are involved in the process without interacting
directly with the system. This is the case of the
patient for example in a CAMI system. The person
(P) uses the system. The user (P) and the object (O)
belong to the real world ("atom world") while the
system component (S) belongs to the virtual or
synthetic world ("bit world"). In order to establish a
bridge between these two worlds, we introduce a
fourth component called Adapter (A). Obvious
examples of adapters are the mouse, the keyboard
and the screen. Examples of adapters in CAMI
systems are ultrasonic or electro-magnetic localizers.
In Embodied User Interfaces (i.e., the user uses a
computational device by physically manipulating the
device), adapters are pressure sensors or tilt sensors
(Fishkin, et al., 1998).
The four components of OPAS are clearly defined
above. The main difficulty is to distinguish between
adapters (A) and objects (O). For example, in the
most common case, a mouse is an adapter because a
mouse is dedicated to transforming physical
movements of the user to movements in the virtual
world displayed on screen. But if the user employs
the mouse as a paperweight, the mouse then
becomes an object.
3.2 Links between the components
The interactive system is composed of these four
components which are also able to exchange
information with each other. Exchange of data is
uni-directional and represented on OP-a-S diagrams
with an arrow, from the source-component to the
destination-component of the system. An example is
the flow of data from the surgical tool (O) to a
localizer (A) in a CAMI system, where the localizer
(A) performs the tracking of the surgical tool (O):
(loc ali z er) O (Surgic al tool)  A (Loc aiz er)
Data  flow
An adapter according to our definition allows flow
of data:
! between the adapter and the system
component (S, "bit world"), and
! between the adapter and the user or the object
(P or O, "atom world").
3.3 Target of the tasks
Because two worlds "atom" and "bit" belong to
OPAS modeling, it is important to specify if the
system’s user is performing a task in order to modify
the real world or in order to modify the state of
information maintained by the computer. One may
thus consider P's task in terms of target operations
in:
! real world (human-real world interaction),
and
! computer (human-computer interaction).
For example in CAMI systems the target is mainly
the real world (performance of the medical
intervention) and, in clinical information systems the
target is the computer (modification of the state of
medical records). The two possible targets of the
user’s task, real world and computer, respectively
correspond to the two terms presented in (Milgram
& Kishino, 1994): "Augmented Reality" (AR) and
"Augmented Virtuality" (AV). Reality designates
the real world of the user while virtuality
corresponds to the virtual world created by the
computer. Applying the two concepts to characterize
interaction we obtain:
! In AR, interaction with the real world is
augmented by the computer.
! In AV, interaction with the computer is
augmented by objects and actions in the real
world.
Real
World
Virtual
Environment
Real
World
Virtual
Environment
Ke
yb
oa
rd
UI
Gr
ap
hic
al
UI
Ge
stu
ral
UI
Ta
ng
ibl
e
UI
Em
bo
die
d
UI
Augmented
Virtuality
Augmented
Reality
V->R
R->V
Figure 1: Two parallel continua for characterizing
interaction, based on the Reality-Virtuality
continuum (Milgram & Kishino, 1994). Along the
V->R (Virtuality->Reality) continuum, we position
the different interaction paradigms presented in
(Fishkin, et al., 1998).
In (Milgram & Kishino, 1994) the two concepts
AR and AV are presented as belonging to the
Reality-Virtuality continuum in order to classify
(a) Caractérisation de l’interaction.
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displays. Yet characterizing interaction requires us
to distinguish two parallel continua s present d in
Figure 1: AR and AV applied to interaction will
never meet at a point because the target of the user’s
task is different. This is because the R->V
continuum of Figure 1 is dedicated to human-real
world interaction while the V->R continuum
characterizes human-computer interaction.
3.4 Type of augmentation
The augmentation provided by the system can
take on a number of different forms. For example,
using an AR system (target of the task = real world),
the user’s action (performance) in the augmented
real world and/or the user’s perception of the
augmented real world can be enhanced. If we refer
to the Theory of Action (Norman, 1986),
augmentation can be dedicated to the execution
phase and/or to the evaluation phase. As shown in
Figure 2, the two types of augmentation [execution
and evaluation] are applied to the two types of target
of the tasks [real world (AR) and computer (AV)].
We illustrate this last point in the next two
subsections.
 Goal and taskReal World (AR)
or
Computer (AV)
Augmented
execution
Augmented
evaluation
Figure 2: Two types of augmentation: augmented
execution and/or augmented evaluation applied to
Augmented Reality (Target of the task = Real
World) and Augmented Virtuality (Target of the
task = Computer).
3.4.1 Augmented reality
For example, the DigitalDesk (Wellner, 1993) is
an AR system that enables the user to cut and paste
drawings made on real paper using real pens. Such
action is not directly possible in the real world: the
execution phase is augmented by the computer.
Likewise, a system that automatically opens the door
when a person wearing an active badge (Want et al,
1992) appears in front of it is also a case of an
augmented execution phase: The same task in the
real world (open the door) would not be executed
the same way.
As opposed to the active badge, the NaviCam
system (Rekimoto & Katashi, 1995) is an AR
system that augments the evaluation phase.
NaviCam displays situation sensitive information by
superimposing messages on its video see-through
screen. For example one application is the
augmented museum: the visitor is looking at a
picture while obtaining a textual description of it on
screen. Another example of augmented evaluation,
which is not visual, is the Audio Aura system. The
Audio Aura system (Mynatt et al, 1998) provides
information, via background auditory cues, that is
tied to the user's physical actions in the workplace.
For example, when a visitor discovers an empty
office, in Audio Aura he hears auditory cues that
convey whether a person has left his office a long
time ago or if the visitor has just missed him. Other
scenarios presented in (Mynatt et al, 1998), such as
hearing a cue that conveys the number of email
messages received while entering the coffee room,
are not examples of augmented reality but examples
of augmented virtuality because the target of the task
is the computer. Augmented virtuality is the topic of
the next subsection.
Augmented
execution
- DigitalDesk
- Active badge:
  open a doorAR
Augmented
evaluation
- NaviCam
  Augmented museum
- Audio Aura
3.4.2 Augmented virtuality
Examples of augmented execution in human-
computer interaction involve input modalities
(Nigay & Coutaz, 1995) based on real objects, such
as Fitzmaurice et al's bricks or Ishii & Ulmer's
phicons (Fitzmaurice et al, 1995; Ishii & Ulmer,
1997). Ishii has described this interaction paradigm
as the Tangible User Interface. Another example of
augmented execution is defined by the more recent
approach called Embodied User Interface (Fishkin,
et al., 1998): the user executes tasks with the
computer by physically manipulating the computer.
Examples of augmented evaluation in human-
computer interaction refer to more realistic graphics
on screen and to output modalities that mimic the
real world feedback (visual, audio and tactile
feedback).
Augmented
execution
- Tangible UI:
 Bricks, Phicons.
- Embodied UIAV
Augmented
evaluation
- Realistic graphics
- Tactile feedback, etc.
In both cases (AR and AV), a system may
augment the execution and the evaluation phases.
(b) Type d’augmentation.
Figure 9: Taxonomie de Dubois.
Nous ne développerons pas plus ces différentes taxonomies, nous invitons cependant le lecteur à
consulter les références s’y rapportant.
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2 PRINCIPES TECHNOLOGIQUES
Les systèmes de réalité augmentée sont généralement construits suivant une architecture matérielle
commune, et ce qu’ils soient fixes ou mobiles. D’ordinaire, une caméra filme la scène, un ordinateur
génère des entités virtuelles en fonction de ce qui est perçu 8 et des informations relatives à différents
capteurs (position, inclinaison...), puis le résultat est visualisé par l’utilisateur via un dispositif
d’affichage. Nous allons dans cette partie nous attacher à présenter le « design » général d’une
application de réalité augmentée avant d’en décrire de manière plus précise les éléments constituant
la base même.
2.1 Les différentes briques technologiques
Dans [BR05], Bimber illustre sous forme de briques technologiques la constitution générale d’un
système de réalité augmentée (Fig. 10).
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distinguables par leur environnement dominant. Dans le cas de la virtualité
augmentée, il est virtuel et dans le cas de la réalité augmentée, il est réel. Ces
travaux ont aussi proposé une classification technique selon les moyens de
visualisation utilisés.
Dans cet article, nous allons fournir au lecteur un aperçu sur les technologies
de la réalité augmentée appliquées principalement au sens visuel de l’utilisa-
teur, sur les aspects fonctionnels et applications d’un systè e de réalité
augmentée.
1. Principes et technologies 
de la réalité augmentée
1.1 Présentation d’un système
de réalité augmentée
Nota : la contrainte temps-réel est forte en réalité augmentée, car tous les traitements
doivent être effectués en ligne alors qu’ils le sont hors ligne dans les cas de la création
des effets spéciaux en postproduction.
En général, les systèmes de réalité augmentée, aussi bien fixes
que mobiles, sont construits sur la base d’une architecture maté-
rielle commune : une caméra filmant la scène visionnée par l’utili-
sateur (voir figure 4) ou un casque semi-transparent porté par
l’utilisateur (voir figure 3) ; un ordinateur pour générer les entités
virtuelles ; des dispositifs d’entrée et de sortie ; des capteurs four-
nissant la position de l’utilisateur et des objets de l’environnement
réel [5].
La figure 2 présente un ensemble de briques technologiques ou
logicielles constituants un système de réalité augmentée complet.
Certains systèmes de réalité augmentée couvrant tous les niveaux
de la figure 2 sont présentés dans la section 2.2.
Le niveau bas constitue le noyau dur d’un système de réalité aug-
mentée. Il représente les technologies d’affichage, le rendu et le
bloc concernant le suivi et le recalage (tracking & registration ). La
section 1 de cet article est consacrée en grande partie à la descrip-
tion de ce premier niveau. Le second niveau est constitué de blocs
qui commencent à peine à faire l’objet de travaux en réalité aug-
mentée alors qu’ils sont plus avancés en réalité virtuelle et en mul-
timédia. Ce niveau traite des techniques et interfaces d’interaction
(§ 1.5.5), de la présentation d’informations et de l’authoring assurés
par certains systèmes décrits dans la section « applications » (§ 2).
Le troisième niveau constitue l’interface utilisateur. Ces briques
constituent pour la plupart des verrous non entièrement résolus.
La suite de cette première partie est consacrée à une brève des-
cription de certains aspects techniques et scientifiques liés à un
système de réalité augmentée qui servent les briques du niveau
bas de la figure 2.
1.2 Principes du rendu
et des augmentations
Indépendamment de la modalité utilisée pour augmenter le
monde réel (vue, ouïe, toucher, retour d’effort), les systèmes de
réalité augmentée utilisent de nombreux dispositifs. La modalité
visuelle est privilégiée pour l’être humain, le cortex visuel étant le
système le plus imposant du cerveau humain, c’est cette modalité
qui a donné lieu à la majorité des développements dans le
domaine. Nous verrons toutefois que les modalités audio et hap-
tiques ont donné lieu à un certain nombre de travaux.
Le rendu visuel en réalité augmentée peut être indirect (sur
grand ou moyen écran en semi-immersion, sur petit écran – PDA –
ou sur des casques immersifs). Dans ce cas, la vue du réel est
restituée par caméra : il s’agit de la vision indirecte (voir figure 4).
Le rendu visuel peut aussi être direct (lunettes semi-transpa-
rentes). Dans ce cas, le réel est perçu directement par l’utilisateur :
il s’agit de la vision directe (voir figure 3).
1.3 Technologies d’affichage
Dans le cas de la présence de l’environnement réel autour de
l’utilisateur, ce dernier peut s’affranchir (du moins en partie) de
l’aspect immersif relativement indispensable en réalité virtuelle qui
requiert pour une immersion correcte des dispositifs présentant de
Un système de réalité augmentée doit permettre de mixer
virtuel et réel, de mettre en correspondance ces derniers en cas
de mobilité de l’utilisateur ou de l’environnement et de per-
mettre à l’utilisateur d’interagir, le tout en temps réel, avec le
système.
La présentation est l’ensemble d’informations textuelles, gra-
piques ou audio utilisées pour augmenter le monde réel.
L’authoring est la scénarisation du monde virtuel associé au
monde réel.
Figure 2 – Briques d’un système de réalité augmentée (d’après [11])
Une augmentation consiste en la synthèse par ordinateur
d’un élément virtuel destiné à l’un des sens de l’utilisateur. Ce
virtuel peut être visuel, haptique, sonore, voire olfactif.
Utilisateur
Application
Techniques et interfaces
d’interaction
Présentation Authoring
RenduTechnologie
d’affichage
Suivi et recalage
Figure 10: Briq es constituant un système de réalité augmentée.
Le design général est composé de quatre couches de composants :
Niveau de base : c’est le plus bas niveau du système, incluant les composants fondamentaux,
tant logiciel que matériel, à savoir le suivi et le recalage, les technologies d’affichage jusqu’au rendu
des images générées. La plupart des efforts de recherche en réalité augmentée à l’heure actuelle se
concentrent à ce niveau. Nous allons détailler de manière plus précise ces trois briques dans les
paragraphes suivants (2.2, 2.3 et 2.4).
Par-dessus ce niveau de base se trouvent des éléments qui sont dérivés pour la plupart des techniques
de la réalité virtuelle, adaptées à la réalité augmentée.
8. Si on considère uniquement des informations relatives à la caméra, alors la réalité augmentée devient un
problème d’analyse d’image.
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Niveau intermédiaire : ce niveau, principalement implémenté sous forme logicielle, s’occupe des
méthodes d’interactions avec l’utilisateur, de la façon de présenter les informations virtuelles et
des moyens pour les mettre en scène :
– Les Interactions avec l’utilisateur : les moyens modernes de sélectionner ou de manipuler des
éléments virtuels utilisent le paradigme WIMP (Window, Icon, Menu, Pointing), paradigme
parfaitement adapté aux interactions 2D des systèmes d’exploitation actuels. L’un des défis de
la recherche dans le domaine de l’IHM est donc de trouver des paradigmes mieux disposés à une
utilisation dans l’espace physique. C’est le cas notamment des TUI (Tangible User Interface) dont
l’objectif est d’utiliser les objets réels en vue d’interagir avec les éléments du monde numérique
[SH10]. On pourra citer les travaux d’Henderson et Feiner [HF10] visant à utiliser l’affordance
de n’importe quel objet réel comme interface avec le virtuel (Fig. 11), procédé que les auteurs
nomment « Opportunistic Controls ».
5.5 Design Limitations
Our design suffers from several limitations. First, it relies on
an optical marker-based tracking scheme to compute the
value of !. Therefore, markers must be added to the domain
environment, contradictingourvisionofOCsasnot requiring
modifications of or additions to the task domain. We believe
that it will be possible to build on recent advances in
markerless or feature-based tracking [21], [6] to replace our
currentuseofmarkers. Second, our segmentationalgorithm’s
relaxation of depth information limits the type of interactions
one can perform, specifically clutching and hovering. Third,
our segmentation algorithm relies on controlled lighting
conditions, limiting its practical use in settings outside the
laboratory. More work is required to select and incorporate
more robust segmentation algorithms into our gesture
recognition process. Finally, because each OC’s bounding
box is segmented separately, the gesture algorithm can
produce multiple gestures from multiple OCs. This was a
deliberate design decision to support the user gesturing on
more than one OC simultaneously (i.e., for multitouch
interactions). However, this feature requires more sophisti-
cated program logic to reconcile potentially conflicting
gestures. When coupled with our algorithm’s lack of depth
information, this feature can create situations in which
hovering and clutching movements overlap neighboring
controls and are erroneously interpreted as active gestures.
We discuss this further in the description of our user study.
5.6 Prototype Implementation
We implemented our current prototype using two locally
networked computers, one formanaging gesture recognition
for the OCs, and one for rendering OC widgets as part of a
broader AR application testing the OCs in various scenarios.
The decision to use two machines resulted in part from
concerns about the resource load required todriveabinocular
stereo video see-though display, while also supporting hand
gesture recognition. Additionally, we are interested in the
ability of our software architecture to support scenarios
where a single, relatively fixed server and attached cameras
could provide gesture recognition to multiple users.
5.6.1 Implemented OCs
Ourcurrent implementation features fivebutton-typeOCson
a Rolls-Royce Dart 510 turboprop aircraft engine in our
laboratory, as shown in Fig. 1. Four of these OCsmap to large
smooth protrusions on the outside of the engine’s compres-
sion section andareused to select items in avirtualmenu.The
fifth button OCmaps to a nearby bolt, and is used as a “next”
button to navigate betweenmenus. Themenubuttonwidgets
weremodeled to resemble the underlying protrusions, while
the “next” button widget is a semitransparent circle.
We also implemented two other types of OCs. One is a
valuator-based OC that maps a grooved wiring harness
sleeve on theDart engine to a linear slider (Fig. 6a). This slider
is used to control a numeric value recorded in a text box. The
other is a rotating OC that maps an antenna connector to a
virtual text box (Fig. 6b). As the user rotates the connector’s
collar, the text box changes value. Fig. 7 shows the engine
geometry with and without overlaid graphics.
5.6.2 Gesture Recognition
The gesture tracking algorithm runs on a dedicated Dell
M1710 XPS laptop connected to a fixed Point Grey Firefly
MV 640! 480 resolution color camera tracked by a single
ARTag fiducial array mounted near the five button-type
OCs (Fig. 8). The gesture recognition application segments
the five button-type OCs and parses gestures at 30 frames
per second (fps).
5.6.3 Opportunistic Control Application
We implemented a central OC application that integrates all
aspects of gesture recognition, rendering, user tracking, and
AR task management. This application executes on a PC
running Windows XP Professional, with a single NVIDIA
Quadro 4500 graphics card. We then attached a custom-
built stereo video see-through head-worn display (HWD).
This HWD was constructed from a Headplay Visor 800!
600 resolution color stereo gaming HWD with two Point
Grey Firefly MV 640! 480 resolution color cameras
mounted to the front and connected to separate IEEE
1394a buses on the PC (Fig. 8).
Tracking is provided by two systems. For the user’s head,
we used a ceiling-mounted InterSense IS900 6DOF tracker to
track a single station mounted on the HWD. Head tracking
data is used to position all virtual content, with the exception
of the 3D widgets that are part of the OCs. These widgets are
positioned using the same optically tracked ARTag fiducial
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Fig. 6. Additional OCs in our prototype. (a) A valuator-based OC uses the grooves in a wire harness sleeve to provide discrete feedback for a linear
slider. (b) A movable OC allows the user to turn the collar of an antenna connector to change a virtual text box value.
Authorized licensed use limited to: Telecom ParisTech. Downloaded on March 01,2010 at 10:18:08 EST from IEEE Xplore.  Restrictions apply. 
Figure 11: Utilisation d’un collier de connecteur d’antenne comme bouton rotatif en vue de
odifier un vale r dans u e i terface virtuelle.
– La Présentation : cette briqu s’ ccupe de la faç n dont sera présenté l’ensemble des informations,
qu’elles soient textuelles ou raphiques, ugm ta t le onde réel. Donnons l’exemple de l’étude
faite par Gabba g [GSH+07] examinan l’influence du style et de la couleur d’un texte affiché
en surimpression de la réalité. Il propose ainsi un dispositif de présentation de l’information
textuelle fonction des conditions d’illuminations et des textures de la scène réelle (Fig. 12).
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Figure 12: Proposition de dispositif visant à modifier la façon de présenter l’information en fonc-
tion des conditio s de la scène.
– L’Authoring : c’est la scéna isation du m nde virtuel associé au monde réel. L’intérêt premier
est de éterminer une trame préétablie des différents éléments à « jouer » pour une localisation
donnée. Il peut s’agir alors d’une animation qui guidera l’opérateur dans l’accomplissement de sa
tâche. Cette mise en scène, non triviale, nécessite d’utiliser des méthodes et outils adaptés comme
le logiciel composAR [SLB08] ou encore BuildAR, développés au HitLab [Hit08], remplaçant
avantageusement les techniques plus souples mais plus fastidieuses utilisant des bibliothèques
spécialisées comme OpenSceneGraph.
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Niveau Application : ce niveau, entièrement réalisé de façon logicielle, est l’application de réalité
augmentée en elle même, application complètement tournée vers l’usage dévolu à la spécificité de
la tâche. À l’heure actuelle, il n’est pas rare de voir des applications de réalité augmentée dévelop-
pées grâce à des API 9 ou SDK 10 dédiées aux jeux vidéos comme Irrlicht, OGRE ou SourceSDK.
L’avantage est de pouvoir profiter au maximum des puissantes fonctionnalités offertes comme les
interactions physiques 3D, la détection de collision ou le rendu 3D complexe.
Niveau Utilisateur : en définitive, une application de réalité augmentée doit faire face à l’utilisa-
teur final. Impossible donc aujourd’hui de ne pas intégrer les spécificités de celui-ci dans la boucle
de conception de l’application. En effet, les facteurs sociaux, la résistance au changement ou en-
core le niveau d’exigence du domaine ciblé sont des éléments primordiaux à prendre en compte
pour l’acceptance de l’utilisateur vis-à-vis de l’application. Généralement, cette étude de la com-
préhension des mécanismes humains est à imputer aux disciplines scientifiques formant les sciences
cognitives.
2.2 Le principe du rendu
Le rendu dépend de la modalité ciblée. À la réalité augmentée, il est souvent implicitement associé
le rendu visuel. En informatique, le rendu est un processus permettant de passer d’une scène
géométrique 3D à une image 2D en respectant un point de vue, les textures, l’illumination et les
ombres associées. Le but ultime étant de ne pas pouvoir distinguer les objets virtuels des objets réels
lors du mélange des deux mondes. Notons tout de même qu’une application de réalité augmentée
peut ne pas viser cette perfection suivant le degré de réalisme souhaité (cf. Taxonomie technique
de Milgram).
Cependant, pour que le rendu visuel soit correct, il doit respecter plusieurs règles. Au nombre de
quatre, les trois premières sont fondamentales pour toute application interactive :
– La contrainte de temps réel, impliquant l’utilisation de méthodes rapides de génération d’images.
À l’heure actuelle, l’utilisation de techniques d’illumination globale comme le Ray-Tracing est
donc à exclure.
– L’alignement réel-virtuel, plus communément appelé « recalage » dans la littérature, est la mise
en correspondance entre les objets réels et virtuels, donnant ainsi l’illusion d’une coexistence entre
les deux mondes (Fig. 13). Techniquement, cela revient à déterminer les propriétés du point de
vue de l’observateur (caméra ou oeil) dans la réalité. Ces paramètres sont ensuite appliqués
à une caméra virtuelle dans le monde numérique. Les deux points de vue étant maintenant
identiques, l’ordinateur peut finalement générer des entités virtuelles semblant coexister avec le
monde physique (voir paragraphe 2.4.2 sur les différentes techniques de recalage).
9. « Application Programming Interface »
10. « Software Development Kit »
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Figure 13: Alignement réel-virtuel (extrait de [SD06]).
– La cohérence spatio-temporelle, résultante de l’alignement réel-virtuel au cours du temps, ainsi
que la gestion des occultations et des interpénétrations du réel avec le virtuel (Fig. 14). À l’heure
actuelle, la gestion des occultations est un domaine très actif de la recherche en réalité augmentée.
On citera pour l’exemple les références comme [LB00] ou [MS09].
Figure 14: Cohérence spatio-temporelle (extrait de [SD06]).
– La cohérence photométrique, c’est-à-dire la prise en compte dans la scène virtuelle de l’illumi-
nation et des ombres résultant de la scène réelle (Fig. 15). Le résultat final sera en accord avec
le degré de réalisme choisi tout en respectant la vitesse de traitement associé (contraintes temps
réel).
Figure 15: Cohérence photométrique (extrait de [SD06]).
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En réalité augmentée, une fois le rendu visuel établi, le résultat peut être visualisé suivant deux
modes distincts, à savoir en vision directe ou bien en vision indirecte :
– La vision indirecte regroupe les techniques où la vue du réel est restituée par une caméra sur un
afficheur généralement vidéo. Ainsi, l’utilisateur ne perçoit pas directement réalité et virtualité,
le mélange étant effectué par un ordinateur puis présenté sur un écran (Fig. 17).
– Au contraire, la vision directe est la technique qui permet à l’utilisateur de percevoir directement
le réel sans processus de traitement. Ceci est rendu possible en utilisant des systèmes optiques
placés devant les yeux (Fig. 16). Ici, c’est donc le système optique qui effectue le mélange entre
les rayons lumineux de la scène réelle avec les rayons lumineux provenant de l’afficheur vidéo
miniature présentant les entités virtuelles.
2.3 Les technologies d’affichage
Nous avons vu précédemment que le rendu visuel pouvait se faire soit en mode indirect, soit
direct, le mode étant fonction de la technologie d’affichage choisie. Contrairement à la réalité
virtuelle, qui nécessite des dispositifs permettant une immersion correcte avec de grands champs
de vision (casque immersif ou HMD) ou bien des dispositifs de grande taille comme les CAVE (Cave
Automatic Virtual Environment), la réalité augmentée doit permettre à l’utilisateur de garder pieds
dans son environnement réel. Ce sont donc les aspects mobile et non intrusif qui sont privilégiés
et ont amené l’utilisation de dispositifs types lunettes « See-Through » ou « Window On World »
(Tablet-PC, assistants personnels...).
Ainsi, Azuma [ABB+01] classe les dispositifs de visualisation en trois types distincts :
1. Head Worn Display (HWD) ou Head Mounted Display (HMD). Ce sont tous des dispositifs de
type casque ou lunettes qui sont portés par l’utilisateur. Ces casques sont étiquetés comme
« See-Through » pour permettre à l’utilisateur de percevoir le monde réel, soit en vision
directe, soit indirecte.
2. Handheld Display, c’est-à-dire tout dispositif offrant une fenêtre augmentée sur le monde. Ce
sont des appareils types Smartphone (iPhone, Blackberry...) qui sont de plus en plus utilisés
à l’heure actuelle.
3. Projective Display, dispositifs utilisant des projecteurs augmentant les objets réels par pro-
jection directe d’informations sur les objets eux-mêmes.
2.3.1 Les « Head Worn Displays »
Les HWD sont des dispositifs d’affichage portés sur la tête de l’utilisateur, les augmentations étant
présentées soit sur un oeil (système monoculaire) soit sur les deux (système bi-oculaire si les images
présentées aux deux yeux sont identiques, système binoculaire si elles sont différentes et forment
une paire stéréoscopique).
Les HWD sont classés suivant la façon dont ils combinent la vue du réel avec le virtuel. Nous
distinguons principalement les dispositifs de type Optical-See-Through (OST) qui apportent une
vision directe (Fig. 16) du monde réel sur laquelle est surimprimé le contenu virtuel. Ici, virtuel
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et réel sont donc combinés de façon optique par l’intermédiaire de prisme(s) et/ou de miroir(s)
semi-transparent(s).
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grands champs de vision et donc soit des casques immersifs
(HMD : head mounted display ), soit des dispositifs de grande taille
comme des CAVE (cave automatic virtual environment ). C’est
pourquoi la réalité augmentée mobile s’est développée en premier
lieu avec l’utilisation de dispositifs de type lunettes (semi-transpa-
rentes ou occlusives), de tablet-pc ou encore d’assistants person-
nel qui malgré leur champ de vision relativement restreints
permettent d’obtenir une « fenêtre augmentée » sur le monde réel.
Ronald Azuma distingue principalement trois types de disposi-
tifs de visualisation dans son article traitant de l’état de l’art en réa-
lité augmentée [3] :
– head worn : dispositifs de types casques ou lunettes portés par
l’utilisateur. Ces types de dispositifs sont les plus courants dans les
divers projets de réalité augmentée (§ 2) car ce sont les plus sédui-
sants de la réalité augmentée ;
– handheld : dispositifs portés par l’utilisateur de type tablet-pc,
assistant personnel ou plus récemment téléphones cellulaires. La
réalité augmentée sur ces dispositifs est apparue en même temps
ou peu de temps après l’apparition de ces matériels ;
– projective : dispositifs utilisant des projecteurs destinés à aug-
menter les objets réels par projection directe d’informations sup-
plémentaires sur les objets eux-mêmes. 
1.3.1 Head worn displays
Les dispositifs portés sur la tête de l’utilisateur, ou head worn
display ou encore plus généralement HMD (head mounted
display ), sont nés à la même époque que les racines de la réalité
virtuelle des travaux de Ivan Sutherland [74]. L’idée définie alors
consiste à afficher des images tridimensionnelles (grâce à un affi-
chage pour chaque œil) modifiées par la position de l’utilisateur
dans l’environnement. On peut distinguer principalement deux
types de dispositifs pour assurer le mélange réel/virtuel.
Les dispositifs de type optical see-through apportent une vision
directe (figure 3) dans laquelle l’utilisateur perçoit le monde réel à
travers un dispositif optique dans lequel sont projetés les images
virtuelles destinées à l’augmentation.
Et d’autre part, les dispositifs de type video see-through
apportent une vision indirecte (figure 4) dans laquelle le monde
réel est perçu grâce à une ou deux caméras disposées sur le
casque ou les lunettes. Le mélange réel virtuel consiste alors à
superposer les augmentations au signal vidéo des caméras avant
d’afficher le résultat dans les lunettes.
Les dispositifs de type lunettes ou casques posent toutefois un
certain nombre de problèmes. Le premier d’entre eux, qui est par-
ticulièrement sensible dans le cas de réalité virtuelle pour réaliser
une bonne immersion, est le champ visuel dans lequel on peut
réaliser une augmentation. Dans le cas de dispositifs stéréo, le
champ visuel commun (overlap ) aux deux yeux dans lequel on
perçoit la profondeur est encore plus restreint. Les dispositifs
actuels proposent des champs visuels par œil allant de 10o pour
les dispositifs de type lunettes (ce qui correspond à un écran de
15 pouces situé à environ 2 m de distance) à 50o pour les disposi-
tifs de type casques immersifs (ce qui correspond à un écran de
15 pouces situé à 40 cm de distance). Toutefois, ce problème n’est
pas aussi critique en réalité augmentée qu’en réalité virtuelle dans
la mesure où l’environnement réel peut remplir le champ de vision
de l’utilisateur et l’augmentation peut se limiter à une sous-partie
de ce champ de vision. Le second problème est la distance de
focalisation de ces dispositifs, c’est-à-dire la distance à laquelle
l’utilisateur perçoit l’image. Celle-ci peut être fixe ou réglable sui-
vant les dispositifs, mais surtout elle peut créer un inconfort visuel
lorsqu’elle ne correspond pas à la distance de l’objet augmenté.
Dans les cas de dispositifs de type video see-through peut se
poser un problème de parallaxe dû au fait que la ou les caméras
utilisées ne se trouvent pas forcément dans l’axe optique de l’œil,
et n’ont pas forcément la même distance focale que l’œil, ce qui
peut là aussi créer un inconfort visuel.
Enfin, les augmentations dans les dispositifs de type optical see-
through ne peuvent pas occulter les objets réels contrairement aux
dispositifs video see-through. Des travaux ont malgré tout été
menés dans ce sens par Kiyokawa du Communications Research
Laboratory de Tokyo [38] permettant, grâce à une matrice LCD inter-
posée entre le mélangeur optique et le monde réel, de bloquer la
vue du monde réel pour les pixels de l’objet censément occultant.
Le tableau 1 permet de comparer un échantillonnage de plu-
sieurs dispositifs actuellement commercialisés. Parmi les critères
utilisés dans ce tableau, nous avons déjà mentionné le champ
visuel, mais d’autres critères peuvent être tout aussi important sui-
vant l’application recherchée. Une faible résolution par exemple
(320 × 240) ne permet d’afficher que des images dont les détails
n’ont pas d’importance, alors qu’une résolution importante
(1 280 × 1 024) peut permettre d’afficher des détails ou annotations
textuelles aisément lisibles. Une masse importante peut limiter la
durée d’utilisation. Un encombrement important peut être un
facteur de rejet dans le cadre de la maintenance industrielle par
exemple [22], où l’accessibilité de certaines pièces pourrait être
compromise par un tel dispositif. Enfin, la technologie d’affichage
utilisée peut elle aussi influer sur le choix d’un dispositif. La plu-
part des dispositifs utilisent comme afficheurs des matrices LCD
(liquid crystal display ) ou LCOS (liquid crystal on silicon ), néan-
moins les dispositifs Nomad de Microvision utilisent la technologie
des retinal displays [30] s’appuyant sur des diodes laser de faible
puissance pour former une image directement sur la rétine de l’œil
garantissant ainsi une grande luminosité. Toutefois, les retinal dis-
plays sont actuellement monochromes et monoculaires. Une autre
technologie développée par Konica-Minolta utilise un verre spécial
appelé holographic optical element (HOE) [35] permettant d’assu-
rer une plus grande luminosité de l’affichage que les dispositifs
Figure 3 – Réalité augmentée en vision directe (optical see-through )
Figure 4 – Réalité augmentée en vision indirecte (video see-through )
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Figure 16: Réalité augmentée en vision directe (Optical See-Through) [MR08].
D’autre part, nous distinguons les dispositifs de type Video-See-Through (VST) qui apport nt une
vision indirecte (Fig. 17) du monde réel. Le monde réel est perçu grâce à une ou deux caméras
disposées sur le casque, le virtuel étant superposé numériquement sur le signal vidéo avant d’être
présenté à l’utilisateur via les afficheurs vidéo du VST.
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grands champs de vision et donc soit des casques immersifs
(HMD : head ounted display ), soit des dispositifs de grande taille
comme des CAVE (cave automatic virtual environment ). C’est
pourquoi la réalité augmentée mobile s’est développée en premier
lieu avec l’utilisat on de dispositifs de typ  lunettes (semi-trans -
rentes ou occlusives), de tablet-pc ou encore d’assistants per on-
nel qui malgré leur champ de vision relativem nt restreints
permettent d’obtenir un  « f nêtre augmentée » sur le monde réel.
Ronald Azuma distingue principalement trois types de disposi-
tifs de visualisation dans son article traitant de l’état de l’art en réa-
lité augmentée [3] :
– head worn : dispositifs de types casques ou lunettes portés par
l’utilisateur. Ces types de dispositifs sont les plus courants dans les
divers projets de réalité augmentée (§ 2) car ce sont les plus sédui-
sants de la réalité augmentée ;
– handheld : dispositifs portés par l’utilisateur de type tablet-pc,
assistant personnel ou plus récemment téléphones cellulaires. La
réalité augmentée sur ces dispositifs est apparue en même temps
ou peu de temps après l’apparition de ces matériels ;
– projective : dispositifs utilisant des projecteurs destinés à aug-
menter les objets réels par projection directe d’informations sup-
plémentaires sur les objets eux-mêmes. 
1.3.1 Head worn displays
Les dispositifs portés sur la tête de l’utilisateur, ou head worn
display ou encore plus généralement HMD (head mounted
display ), sont nés à la même époque que les racine  de la réalité
virtuelle des travaux de Ivan Sutherland [74]. L’idée défini  alors
consiste à afficher des images tridimensionnelles (grâce à un affi-
chage pour chaque œil) modifiées par la position de l’utilisateur
dans l’environnement. On peut distinguer principalement deux
types de dispositifs pour assurer le mélange réel/virtuel.
Les dispositifs d  ype optical see-through apportent une vision
directe (figure 3) dans laquelle l’ tilisateur perçoit le monde réel à
tr vers un dispositif optique dans lequel sont projetés les images
virtuelles destinées à l’augmentation.
Et d’autre part, les dispositifs de typ  vid o see-through
apport nt une vi ion indirecte (figure 4) dans laquelle le monde
réel est perçu grâce à une ou deux caméras disposées sur le
casque ou les lun ttes. Le mélange réel virtuel consiste alors à
super oser les aug entations au signal vidéo des caméras avant
d’afficher le ésultat dans les lunettes.
Les dispositifs de type lunettes ou casques posent toutefois un
certain nombre de problèmes. Le premier d’entre eux, qui est par-
ticulièrement sensible dans le cas de réalité virtuelle pour réaliser
une bonne immersion, est le champ visuel dans lequel on peut
réaliser une augmentation. Dans le cas de dispositifs stéréo, le
champ visuel commun (overlap ) aux deux yeux dans lequel on
perçoit la profondeur est encore plus restreint. Les dispositifs
actuels proposent des champs visuels par œil allant de 10o pour
les dispositifs de type lunettes (ce qui correspond à un écran de
15 pouces situé à environ 2 m de distance) à 50o pour les disposi-
tifs de type casques immersifs (ce qui correspond à un écran de
15 pouces situé à 40 cm de distance). Toutefois, ce problème n’est
pas aussi critique en réalité augmentée qu’en réalité virtuelle dans
la mesur  où l’environnement réel peut remplir l  champ de vision
de l’utilisateur et l’augmentation peut se limit r à une sous-pa tie
de ce champ de vision. Le second problème st la distance de
focalisation de es dispositifs, c’est-à-dire la distance à laquelle
l’utilisate r pe çoit l’image. Celle-ci peut être fixe ou réglable sui-
vant les dispositifs, mais surtout elle peut créer un inconfort visuel
lorsqu’elle ne correspond pas à la distance de l’objet augmenté.
Dans les cas de dispositifs de type ideo see-through peut se
poser un problème de parallaxe dû au fait que la ou les camé as
utilisées ne se trouvent pas forcément dans l’axe optique de l’œil,
et n’ont pas forc ment la même distance focale que l’œil, ce qui
peut là aussi créer un inconfort visu l.
Enfin, l s augmentations dans les dispositifs de type optical see
through ne peuvent pas occulter les objets réels contrair men  aux
dispo itifs video see-through. Des travaux ont malgré tout été
menés d ns ce sens par Kiyokawa du Communications Research
L boratory de Tokyo [38] permettant, grâce à une matrice LCD inter-
posée entre le mélangeur optique et le monde réel, de bloquer la
vue du mon e réel pour les pixels de l’objet censément occul .
Le tableau 1 permet de comparer un échantillonnage de plu-
sieurs dispositifs actuellement commercialisés. Parmi les critères
utilisés dans ce tableau, nous avons déjà mentionné le champ
visuel, mais d’autres critères peuvent être tout aussi important sui-
vant l’application recherchée. Une faible résolution par exemple
(320 × 240) ne permet d’afficher que des images dont les détails
n’ont pas d’importance, alors qu’une résolution importante
(1 280 × 1 024) peut permettre d’afficher des détails ou annotations
textuelles aisément lisibles. Une masse importante peut limiter la
durée d’utilisation. Un encombrement important peut être un
facteur de rejet dans le cadre de la maintenance industrielle par
exemple [22], où l’accessibilité de certaines pièces pourrait être
compromise par un tel dispositif. Enfin, la technologie d’affichage
utilisée peut elle aussi influer sur le choix d’un dispositif. La plu-
part des dispositifs utilisent comme afficheurs des matrices LCD
(liquid crystal display ) ou LCOS (liquid crystal on silicon ), néan-
moins les dispositifs Nomad de Microvision utilisent la technologie
des retinal displays [30] s’appuyant sur des diodes laser de faible
puissance pour former une image directement sur la rétine de l’œil
garantissant ainsi une grande luminosité. Toutefois, les retinal dis-
plays ont actuellement monochromes et monoculaires. Une autre
technol gie développée par Konica-Minolta utilise un verre spécial
appelé holographic optical element (HOE) [35] permettant d’assu-
rer une plus grande luminosité de l’affichage que les dispositifs
Figure 3 – Réalité augmenté  en vision di ecte (optical see-through )
Figure 4 – Réalité augmentée en vision indirecte (video see-through )
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Figure 17: Réalité augmentée en vision indir cte (Video See-Through) [MR08].
Le tableau 3 présente une sélecti n d plu ieurs dispositifs suivant c rtai s critères technologiques.
Parmi ces critères, on retrouve le champ de vision horizontal offert, fortement inégal en fonction
des constructeurs, mais aussi le type d’affichage (stéréo ou mono). Mais d’autres critères sont ussi
primordiaux. La résolution par exemple, surtout si elle est faible, sera à prendre en compte en fonc-
tion de l’importance du niveau de détail recherché dans les images à afficher. Le poids du dispositif
peut aussi influer sur la duré d’utilisation, ce taines études comme [ZAK05] mettant en avant que
le port de HWD peut entraî er des problèmes de charge physique (musculo-squelettiques). Enfin,
la technologie d’affichage revêt une importance qui peut aussi influer sur le choix d’un HWD,
notamment en termes de luminosit ou de contraste. La plupart des di positifs utilisés sont des
afficheurs LCD (Liquid Cristal Display) ou LCOS (Liquid Cristal On Silicon), mais on trouve aus i
des « Retinal Displays », c’est-à-dire des diodes laser de faible puissance formant par balayages
une image directement s r la rétine de l’utilisateur (une bonne luminosité étant ainsi garantie, au
détriment cependant d’un affichage monochrome).
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actuels, cette technologie est malheureusement toujours en déve-
loppement à l’heure actuelle. La luminosité peut effectivement être
un facteur important pour les applications extérieures car, comme
l’ont fait remarquer Cakmakci & Rolland dans leur tour d’horizon
des dispositifs portables [14], l’intensité lumineuse en extérieur
varie entre 6 000 cd/m2 (candela/mètre carré) et 40 000 cd/m2 alors
que les dispositifs portables les plus lumineux à base de diodes
laser n’atteignent que 3 000 cd/m2, ce qui laisse à penser que la
plupart des dispositifs actuels ne sont pas adaptés à une utilisation
en extérieur sans filtrer la lumière ambiante.
À l’heure actuelle, le dispositif parfait (petit, léger, précis, offrant
un grand angle de vue stéréoscopique et possédant une lumino-
sité suffisante pour une utilisation en extérieur) n’existe pas.
L’étroitesse du marché potentiel pour de tels dispositifs peut expli-
quer le manque de développements industriels. On peut en trou-
ver un exemple flagrant avec les lunettes Glasstron de Sony qui
furent énormément utilisées en réalité augmentée avant 2001,
mais dont Sony a arrêté la production faute d’un marché suffisant.
On peut par ailleurs noter que la communauté de la réalité
virtuelle s’est peu à peu détournée des HMD pour s’orienter pro-
gressivement vers des dispositifs de grande taille comme des
CAVE [20] qui sont bien plus confortables pour les utilisateurs.
Toutefois, le caractère mobile de la réalité augmentée ne lui per-
met pas une telle orientation, c’est pourquoi la tendance actuelle
semble s’orienter vers des handheld display comme les tablet-PC,
les PDA (personal digital assistant ), voire les téléphones cellulaires
qui, pour un coût bien moindre peuvent offrir les mêmes fonction-
nalités sans l’inconfort des casques ou lunettes.
1.3.2 Handheld displays
L’idée proposée par ces dispositifs portables est d’offrir à l’utili-
sateur une « fenêtre augmentée » sur le monde réel en équipant
un PDA ou un tablet PC d’une caméra et d’un système de tracking
permettant ainsi d’augmenter la vue fournie par la caméra
(figure 5). Ces dispositifs portables sont relativement bien adaptés
à la réalité augmentée en extérieur, car ils sont de plus en plus
souvent équipés de caméras, mais plus rarement encore
aujourd’hui de GPS. Aussi, ces appareils, et plus particulièrement
les téléphones cellulaires de 3e génération pourraient utiliser les
infrastructures des réseaux cellulaires pour se localiser. Toutefois,
les travaux menés au Nara Institute of Science and
Technology [75] suggèrent une localisation utilisant des dispositifs
RFID (radio frequency identification device ) ou irDA (infrared data
access ), un peu à la manière des cibles codées (§ 1.5.2) mais ici
limité à l’identification d’un lieu plutôt que d’un objet.
1.3.3 Projective displays
L’idée initiale introduite par les projectives displays est relative-
ment similaire à l’idée qui a mené la communauté de la réalité
virtuelle des HMD vers des dispositifs grande taille. Les projectives
displays dans le cadre de la réalité augmentée utilisent donc des
projecteurs pour augmenter directement un élément réel avec des
informations supplémentaires. Les premiers travaux sur le sujet
avaient pour but d’augmenter une surface plane [63], puis est
apparue la nécessité de pouvoir augmenter n’importe quelle partie
d’une pièce (table, sol, murs) en utilisant un miroir mobile pour
Tableau 1 – Différents head worn displays utilisables en réalité augmentée
Marque Saabtech Microvision Myvu Kaiser Nvis Trivisio
Modèle Addvisor 150 Nomad Personal media
player
Proview XL
40/50 STm
nVisor ST ARvision-3D
HMD ou Goggles
Type Casque Monocle Lunettes Casque Casque Casque ou lunettes
Type see-through optique optique optique optique optique vidéo
Stéréo oui non non oui oui oui
Résolution/œil 1 280 × 1 024 800 × 600 320 × 240 1 024 × 768 1 280 × 1 024 800 × 600
Champ de vue (overlap ) 46o 29o 10o 43o 50o 40o
Type couleur True color Monochrome
rouge
True color Monochrome
vert
True color True color
Depth couleurs 24 bits 5 bits 24 bits 24 bits 18 bits
Contraste 30:1 25:1 100:1
Distance image 0,7 à 25 m 30 cm
à l’infini
2 m infini
Type affichage LCOS LCOS
Standard vidéo SXGA VGA
Masse < 1 kg 230 g 800 g 1,3 kg 230 g
T ble 3: Différents HWD utilisés en réalité augmentée.
Le choix d’un HWD et donc une étape critique, devant tenir compte des limitations des dispositifs
suivant l’application envisagée. Afin d’avoir une meilleure idée u choix technologique à effectuer
suivant le domaine d’application visée, [KC98] propose un tableau récapitulatif des cr tè es de
performance minima acceptables (Tab. 4).HMD Applications and Solution Forms
Application FOV R o tion Color Depth Head
Mobility
Tracking Stereo /
Accommodation
Design Form
Mobil Data 30° high monochrome
OK, color
better
high none none Monocle - very small / light,
Flip-up, Binocular non-HMD
OK
Surgery 30° very high very high medium highly registered,
medium working
volume, moderate lag
S: very i portant
A: helpful
Look around, Video see-
through, Flip up, Comfort for
long wear times
Remote
Manipulation
60° medium medium low-medium accurate, varied
working volume,
moderate lag
S: very important
A: unimportant
Short wear times, Mechanical
tracking
Pilot Optical
See-Through
120° high high very high highly registered,
small working
volume, minimal lag
none Integrate with helmet,
Mechanical tracking, Robust
Walk Through /
Immersion
! 120° (h)
! 60° (v)
medi m high medium medium accuracy,
large working volume,
moderate lag
S: important
A: helpful
Very light, Untethered, Large
vertical FOV
Entertainment 60° medium medium high low accuracy, varied
working volume,
moderate lag
S: useful
A: unimportant
robust
Table 1.  This table summarizes the minimum acceptable performance criteria for various HMD applications.
Table 4: Critères de performance minima pour un HMD suivant l’application.
2.3.2 Les « Handheld Displays »
L’idée des Handheld Displays est d’offrir un dispositif portable à l’utilisateur présentant une « fe-
nêtre augmentée » sur le monde (Fig. 18). Bien qu’à l’heure actuelle, le grand public soit en train
de découvrir la réalité augmentée grâce aux téléphones portables, on distingue en tout trois classes
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de Handheld Displays ; les Smartphones, les assistants personnels (PDA) et les Tablet-PC (ou
UMPC 11). Tous constituent un compromis entre taille, poids, puissance et coût. Les Smartphones
sont relativement bien adaptés à la réalité augmentée en extérieur, car on les trouve de plus en
plus équipés de GPS, de boussole numérique, caméra vidéo et dispositifs de communication (WiFi,
Bluetooth, 3G...). Mais leur puissance de calcul étant limitée, ils ne sont pas de bons candidats pour
des applications de réalité augmentée 3D riches. Parmi les Smartphones les plus connus, on peut
citer l’iPhone d’Apple, avec des applications de réalité augmentée comme Wikitude, AroundMe ou
Layar.
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orienter la projection [54], et enfin les projections ne se sont plus
limitées à des surfaces planes pour augmenter des maquettes
physiques [60] ou plus généralement n’importe quelle surface
grâce à des projecteurs prenant en compte la géométrie de la sur-
face de projection [59] (figure 6). Ce type d’augmentation peut
requérir un ou plusieurs projecteurs et nécessite éventuellement
une connaissance géométrique des éléments à augmenter de
manière à ajuster la ou les images projetées sur une surface
quelconque. On utilise alors une reconstruction de la scène à aug-
menter, généralement sous forme de cartes de profondeur. Toute-
fois, si les éléments à augmenter ne sont pas immobiles, cette
reconstruction est alors soumise à l’une des contraintes fortes de
la réalité augmentée qui est l’aspect tracking en temps réel (§ 1.5).
Contrairement à l’idée évoquée au début de ce paragraphe,
Jannick Rolland de l’Optical Diagnotics & Application Laboratory en
Floride et son équipe ont développé une technologie appelée head
mounted projection display [70] qui consiste à embarquer un pro-
jecteur miniaturisé sur un casque afin d’augmenter ce qui se trouve
en face de l’utilisateur (figure 7). Ce type de projecteur embarqué,
combiné à l’utilisation de matériaux rétroréfléchissants (qui possè-
dent la propriété de réfléchir la lumière vers sa source plutôt que
de la diffuser dans toutes les directions (comme le font les maté-
riaux diffus tels que le papier et le plâtre) comme support de pro-
jection permet de réfléchir une quantité de lumière importante vers
l’utilisateur malgré la faible puissance du projecteur embarqué et
permet aussi à plusieurs utilisateurs de ne percevoir que leur propre
projection puisque la quantité de lumière réfléchie décroît très rapi-
dement dès que l’on s’éloigne de la direction de projection.
1.4 Concepts d’un système de réalité 
augmentée
Les premiers systèmes de réalité augmentée étaient statiques.
Le point de vue était immobile ainsi que la scène à augmenter. La
mobilité du point de vue ou de la scène réelle à augmenter est
devenue rapidement nécessaire.
En effet, comme l’a fait remarquer Hilary McLellan [46] : « le sys-
tème visuel humain est très doué pour détecter même de petites
erreurs de recalage [...] des erreurs de quelques pixels sont ainsi
remarquées [...] des erreurs tolérables dans des environnements
virtuels ne sont donc plus acceptables dans le cadre de la réalité
augmentée ». D’où la nécessité d’un recalage précis.
La difficulté majeure est alors de suivre et de recaler correcte-
ment les augmentations virtuelles sur le monde réel, ce qui sup-
pose de déterminer spatialement et temporellement le point de
vue ou l’objet réel d’intérêt en utilisant des systèmes de tracking.
Les solutions apportées au tracking dépendent de :
– la nature du point de vue (artificiel (caméras) ou réel (yeux de
l’utilisateur)) et des capteurs mis en œuvre ;
– des propriétés géométriques et physiques de l’objet réel d’inté-
rêt.
L’environnement de la réalité augmentée peut être intérieur
(indoor ), généralement préparé (modélisé et instrumenté), ou
extérieur (outdoor ), généralement peu ou pas préparé.
Nota : l’environnement intérieur est l’environnement industriel voire domestique
généralement modélisé informatiquement et instrumenté. L’environnement extérieur est
l’environnement urbain ou rural, généralement non modélisé et peu ou pas instrumenté.
La mise en application du tracking nécessite une identification
du ou des objets d’intérêt dans l’environnement et le recalage
virtuel-réel, en ligne, dans les cas de mobilité. Une étape prélimi-
naire de calibrage du système de réalité augmentée est également
nécessaire.
1.4.1 Calibrage
Le calibrage est la mise en cohérence de l’ensemble des
capteurs constituant le système de réalité augmentée. Cette mise
Figure 5 – Dispositifs handheld
Figure 6 – Augmentation par projection : iLamps (d’après [59])
Figure 7 – Head mounted projection display
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Fig e 18: Dispositif « Handheld Display » [MR08].
Les Tablet-PC, eux, à l’inverse des Smartphones, ont une puissance de calcul nécessaire et suffisante
pour tout type d’application en réalité augmentée, à la condition de les équiper avec le matériel
adéquat [RD06]. Ils ont toutefois l’inconvénient de rarement pouvoir être tenus d’une seule ain,
leur encombrement et leur poids ne permettant pas une utilisation prolongée. Enfin, les assistants
personnels sont un compromis entre les Smartphones et les Tablet-PC. Mais la montée en puissance
de calcul des Smartphones et leur succès depuis l’intégration des écrans tactiles font des assista ts
personnels des plates-formes de plus en plus délaissées.
2.3.3 Les « Projective Displays »
Les « Projective Displays » sont des dispositifs utilisant des projecteurs vidéo pour augmenter
directement un objet réel. Les premiers travaux utilisant cette technique permettaient d’augmenter
une surface plane [RBLM97]. Par la suite, divers travaux ont permis d’augmenter n’importe quelle
partie d’une pièce (tables, sols, murs...), soit en utilisant un miroir mobile pour orienter la projection
[Pin01], soit en utilisant un vidéoprojecteur monté sur un système motorisé [BSC04]. Mais très vite
des travaux sont apparus en ne se limitant plus seulement à des projections sur des surfaces planes,
mais plus généralement à des maquettes physiques [RWC99] (Fig. 19). Le lecteur remarquera que
pour recourir à ce type d’augmentation, il est nécessaire d’avoir une connaissance géométrique des
éléments à augmenter.
11. Ultra Mobile PC.
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This setup promises very compelling hybrid
visualizations that afford benefits heretofore exclusively
afforded by either physical or graphics models. Like
traditional physical models, the augmented physical model
could be viewed in 3D from any position around the table,
by multiple people, without head-tracked stereo glasses.
However as is typical with modern computer graphics,
one could easily depict alternative surface attributes,
changing lighting conditions, dynamic objects, and other
helpful 2D information. If one was willing to wear tracked
stereo glasses, one could make virtual modifications to the
physical model, adding or removing components,
depicting internal structure, etc. In either case, multiple
inward-pointing projectors can be used to afford very high
resolution and highly-saturated imagery.
Figure 2. The underlying physical models from
Figure 1. The physical objects are wood, brick, and
cardboard.
When more than one inward-pointing projector is used
to create virtual imagery, two central problems need to be
solved:
• We need to calibrate the display environment and
achieve static registration between the projectors and
objects in the working volume. If 3D virtual imagery
is desired, the corresponding head-tracking system
also needs to be registered.
• We also need to solve the more difficult problem of
generating seamless images by achieving geometric
registration between overlapping projections.
Building on our previous work [Raskar99a] we
propose to use static video cameras and standard
active computer vision techniques to compute the
necessary 3D representation of the projector
parameters and the surfaces of the real objects. The
problem of achieving seamless imagery with multiple
projectors has been explored for simple
configurations by [Humphreys99] [Panoram]
[Raskar98d] [Raskar99a] [Trimensions]. However, in
this case, due to the presence of concave objects or a
collection of disjoint objects, the regions of overlap
between the two projectors are not necessarily
contiguous.
1.1 Applications
The hybrid physical/graphics model-based SAR
approach described in this paper has certain restrictions
when compared to pure physical or graphics model
approaches. However, it offers an interesting new method
to realizing compelling high-fidelity illusions of virtual
objects and surface characteristics coexisting with the real
world. Two example applications are augmented
visualization of table-top architectural models of one or
more buildings, and augmented visualization of bench-top
parts and procedures for assembly line workers or repair
technicians.
In the first example, an architect could provide clients
with a compelling form of walk-around scaled model of
the real (proposed) buildings or complex. In a simple
demonstration in [UnderKoffler99], a single projector is
used to illuminate blocks on a table-top for urban
planning. With SAR, at a minimum, assuming the surfaces
of the physical model are diffuse white, the approach
could be used to "paint" different colors and textures onto
the surfaces of the physical model. (The textures could
also convey some notion of 3D surface perturbations by
using bump mapping for example.) In addition she could
show the clients the building as it would appear under
varying lighting conditions, including night time with
building lights on, daylight with the sun in varying
positions, and both over varying seasons. Finally, she
could show the clients parts of the internal structure of the
building, including pipes, electrical wiring, etc.
In the second example, an assembly line worker could
be guided through the assembly process via spatially-
augmented information. Head-mounted display AR has
been used for this application at the Boeing Corporation
[Curtis98]. Using the techniques in this paper we believe
one could achieve the same effects without the need of a
head-mounted display, using inward-pointing projectors to
render instructional text or images on a white work
surface.
(a) Une maquette physique sans augmentation.
Table-Top S a ially-Augmented Reality:
Bringing Physical Models to Life with Projected Imagery
Ramesh  Raskar,  Greg  Welch,  Wei-Chao  Chen
University  of  North  Carolina  at  Chapel  Hill
{raskar, welch, ciao}@cs.unc.edu
http://www.cs.unc.edu/~raskar/Tabletop/
Abstract
Despite the availability of high-quality graphics
systems, architects and designers still build scaled
physical models of buildings and products. These physical
models have many advantages, however they are typically
static in structure and surface characteristics. They are
inherently lifeless. In contrast, high-quality graphics
systems are tremendously flexible, allowing viewers to see
alternative structures, facades, textures, cut-away views,
and even dynamic effects such as changing lighting,
moving automobiles, people, etc.
We introduce a combination of these approaches that
builds on our previously-published projector-based
Spatially-Augmented Reality techniques. The basic idea is
to aim multiple ceiling-mounted light projectors inward to
graphically augment table-top scaled physical models of
buildings or products. This approach promises to provide
very compelling hybrid visualizations that afford the
benefits of both traditional physical models, and modern
computer graphics, effectively "bringing to life" table-top
physical models.
1. Introduction
In [Raskar98c] we introduced the general notion of
Sp tially Augmented Reality (SAR), where physical
objects are augm nted with images that are integrated
directly in the user’s environment, not simply in their
visual field. For example, images can be projected onto
real objects using light projectors, or embedded directly in
the environment with flat panel displays. For the purpose
of this paper we concentrate on the former, in particular
for the specific case where multiple ceiling-mounted
projectors are aimed inward so that they illuminate and can augment table-top scaled physical models of buildingsor other objects.
Figure 1. Two different views of simple physical
models augmented with projected imagery. (The
underlying physical models are shown in
Figure 2.)
(b) La même maquette augmentée par vidéo-projection.
Figure 19: Réalité augmentée projetée.
Plus récemment, courant 2008, la miniaturisation a permis l’émergence d’une nouve le catégorie d
vidéoprojecteur, les picoprojecteurs. Ces dispositifs ultras compacts et légers ont relancé l’intérêt de
la projection dans le domaine de la réalité augmentée, notamment pour les dispositifs mobiles. On
citera en ce sens les travaux de Pranav Mistry et de son dispositif baptisé « Sixthsens » [MMC09].
Enfin, il convient d’évoquer un dispositif de projection développé par Jannick Rolland et son
équipe, disposi if appelé « Head Mou d Projection Display » [RBHL+05]. Ce dispositif est par
conséquent un HWD utilisa t un mini-projecteur afin d’augmenter ce qui se trouve en face de
l’utilisateur (Fig. 20).
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orienter la projection [54], et enfin les projections ne se sont plus
limitées à des surfaces planes pour augmenter des maquettes
physiqu s [60] ou plus généralement n’importe quelle surface
grâce à des projecteurs prenant en compte la géométrie de la sur-
face de projection [59] (figure 6). Ce type d’augmentation peut
requérir un ou plusieurs projecteurs et nécessite éventuellement
une connaissance géométrique des éléments à augmenter de
manière à ajuster la ou les images projetées sur une surface
quelconque. On utilise alors une reconstruction de la scène à aug-
menter, généralement sous forme de cartes de profondeur. Toute-
fois, si les éléments à augmenter ne sont pas immobiles, cette
reconstruction est alors soumise à l’une des contraintes fortes de
la réalité augmentée qui est l’aspect tracking en temps réel (§ 1.5).
Contrairement à l’idée évoquée au début de ce paragraphe,
Jannick Rolland de l’Optical Diagnotics & Application Laboratory en
Floride et son équipe ont développé une technologie appelée head
mounted projection display [70] qui consiste à embarquer un pro-
jecteur miniaturisé sur un casque afin d’augmenter ce qui se trouve
en face de l’utilisateur (figure 7). Ce type de projecteur embarqué,
combiné à l’utilisation de matériaux rétroréfléchissants (qui possè-
dent la propriété de réfléchir la lumière vers sa source plutôt que
de la diffuser dans toutes les directions (comme le font les maté-
riaux diffus tels que le papier et le plâtre) comme support de pro-
jection permet de réfléchir une quantité de lumière importante vers
l’utilisateur malgré la faible puissance du projecteur embarqué et
permet aussi à plusieurs utilisateurs de ne percevoir que leur propre
projection puisque la quantité de lumière réfléchie décroît très rapi-
dement dès que l’on s’éloigne de la direction de projection.
1.4 Concepts d’un système de réalité 
augmentée
Les premiers systèmes de réalité augmentée étaient statiques.
Le point de vue était immobile ainsi que la scène à augmenter. La
mobilité d  point de vue ou de la scène réelle à augmenter est
devenue rapidement nécessaire.
En effet, comme l’a fait remarquer Hilary McLellan [46] : « le sys-
tème visuel humain est très doué pour détecter même de petites
erreurs d recalage [...] des erreurs de quelques pixels sont ainsi
remarquées [...] des erreurs tolérables dans des environnements
virtuels ne sont donc plus acceptables dans le cadre de la réalité
augmentée ». D’où la nécessité d’un recalage précis.
La difficulté majeure est alors de suivre et de recaler correcte-
ment les augmentations virtuelles sur le monde réel, ce qui sup-
pose de déterminer spatialement et temporellement le point de
vu  ou l’objet réel ’intérêt en utilis nt des systèmes de tracking.
Les solutions apportées au track ng dépendent de :
– la nature du point de vue (artificiel (caméras) ou réel (yeux de
l’utilisateur)) et des capteurs mis en œuvre ;
– des propriétés géométriques et physiques de l’objet réel d’inté-
rêt.
L’environnement de la réalité augmentée peut être intérieur
(indoor ), généralement préparé (modélisé et instrumenté), ou
extérieur (outdoor ), généralement peu ou pas préparé.
Nota : l’environnement intérieur est l’environnement industriel voire domestique
généralement modélisé informatiquement et instrumenté. L’environnement extérieur est
l’environnement urbain ou rural, généralement non modélisé et peu ou pas instrumenté.
La mise en application du tracking nécessite une identification
du ou des objets d’intérêt dans l’environnement et le recalage
virtuel-réel, en ligne, dans les cas de mobilité. Une étape prélimi-
naire de calibrage du système de réalité augmentée est également
nécessaire.
1.4.1 Calibrage
Le calibrage est la mise en cohérence de l’ensemble des
capteurs constituant le système de réalité augmentée. Cette mise
Figure 5 – Dispositifs and eld
Figure 6 – Augmentation par projection : iLamps (d’après [59])
Figure 7 – Head mounted projection display
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igure 20: Head Mounted Projection Display [MR08].
2.4 Suivi et recalage
La réalité augmentée a pour objectif de faire coïncider visuellement le virtuel sur le physique, et
ce en temps réel. Pour ce faire, il faut être capable de connaître de manière précise et récurrente
la localisation (position et orientation) de la scène réelle (ou d’un objet) par rapport à un point
de vue (celui de l’utilisateur par exemple). Ce problème de suivi (Tracking) est fondamental, mais
pose encore problème à l’heure actuelle, même si de nombreuses approches existent pour le réaliser.
Notons que le manque de précision qu’implique ces méthodes influe sur la précision du recalage
(Registration) entre réel et virtuel.
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2.4.1 Le suivi (Tracking)
Le Tracking est le processus qui détermine la position-orientation d’un objet dans l’espace physique.
Idéalement, le Tracking doit être effectué de façon incrémentale, être temporellement stable et
précis. Dans la réalité, différents types d’informations (visuelles ou physiques via des capteurs) sont
utilisés selon les contraintes liées à l’application (réalisme, rapidité, précision...) Les techniques de
Tracking sont communément classifiées en deux taxonomies distinctes ; suivant le type de relations
entre objets-capteurs et suivant la technologie employée.
La première est elle-même constituée de deux classes, à savoir :
– Le Tracking Outside-In : le sujet à suivre évolue dans un environnement instrumenté par des
capteurs. Le sujet est alors généralement équipé de dispositifs (actif ou passif), comme des
récepteurs infrarouges par exemple, afin de permettre aux différents capteurs de déduire sa
position-orientation. Ce type de Tracking est donc particulièrement adapté pour des applications
en intérieur (indoor), car le volume de suivi est limité, volume allant de quelques mètres carrés
à quelques centaines de mètres carrés au maximum. Les principales technologies de capteurs
utilisés pour le Tracking Outside-In sont les technologies à ultrasons, magnétiques et optiques.
– Le Tracking Inside-Out : contrairement au Tracking Outside-In, ici c’est le sujet (objet ou uti-
lisateur) qui est muni de capteurs. La position-orientation du sujet est donc déterminée de
façon relative en fonction d’éléments (ancres visuelles...) situés dans l’environnement. Ce type
de Tracking est donc mieux adapté pour des applications mobiles à l’extérieur (Outdoor). Géné-
ralement, les technologies employées sont optiques, c’est-à-dire utilisant une ou plusieurs caméras
chargées de suivre soit des cibles, soit des primitives géométriques de l’environnement. On utilise
également de plus en plus des dispositifs de localisation extérieure comme les GPS ou les D-GPS
(Différential GPS).
La seconde classification, d’ordre technologique, ordonne les différents capteurs utilisés pour le
suivi en cinq catégories ; mécanique, magnétique, ultrasons, inertiel et optique. Leur objectif est
de mesurer le mouvement du sujet en une série de six grandeurs (trois positions et trois angles) à
une fréquence d’échantillonnage compatible avec la précision recherchée :
– Les technologies mécaniques : historiquement utilisé par Sutherland, cela se présente sous forme
de bras articulé utilisant des dispositifs de mesures analogiques ou numériques. Mais ces techno-
logies sont aujourd’hui très peu utilisées malgré leurs performances (grande résolution, précision
et temps de réponse), car elles limitent fortement le volume d’utilisation et les mouvements de
l’utilisateur.
– Les technologies magnétiques : trois champs électromagnétiques orthogonaux sont émis par une
base fixe, leurs distorsions étant mesurées par trois capteurs magnétiques, déterminant ainsi la
position orientation du porteur. Bien que d’une grande précision, la présence d’objets ferroma-
gnétiques dans l’espace de suivi perturbe fortement la mesure. De plus, on trouve une restriction
sur le volume de travail (quelques mètres cubes) liée au fait que la puissance du champ requise
n’évolue pas linéairement en fonction du volume à couvrir. On pourra citer le système déve-
loppé et vendu par Polhemus utilisant des champs magnétiques alternatifs sinusoïdaux (AC),
puis le système développé par Ascension Technologie utilisant des courants continus pulsés (DC)
supposés réduire la sensibilité à la présence d’objets ferromagnétiques.
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– Les technologies à ultrasons : il s’agit de capteurs télémétriques utilisant la variation du « temps
de vol 12 » pour déterminer la distance séparant la source ultrasonore d’un élément de l’en-
vironnement. En utilisant ce principe de mesure du temps aller-retour par trois capteurs et
respectivement capté par trois microphones, il est possible de déterminer les 6 degrés de liberté
composant la position-orientation de l’objet à suivre. Toutefois, même si ces technologies sont
peu onéreuses et que leur précision est de l’ordre du centimètre, elles peuvent se heurter à des
erreurs de mesure principalement dues au phénomène d’absorption ou de réflexions multiples
(échos) des matériaux environnants. On notera également une fréquence d’échantillonnage faible
ne permettant pas une utilisation dans des applications nécessitant une haute réactivité.
– Les technologies inertielles : une centrale inertielle est un dispositif de mesures composé générale-
ment d’un accéléromètre trois axes, d’un gyroscope trois axes (mesurant les taux de rotation) et
d’un magnétomètre trois axes (mesurant le champ magnétique terrestre). Ce type de technologie
permet de déterminer avec une grande précision l’orientation, moyennant l’utilisation de filtres
numériques en charge d’éliminer les dérives de mesures dues aux perturbations extérieures. Bien
que théoriquement il soit possible à partir de l’accélération de calculer le déplacement relatif du
sujet lié à la centrale, les mesures de [Mai07] ont montré qu’à l’heure actuelle il était difficile
d’obtenir sans dérive une position pendant plus de 480 ms.
– Les technologies optiques : il existe différentes façons de faire du suivi en employant ces méthodes.
On distingue notamment le Tracking optique basé multi-caméra pour trianguler la position dans
l’espace de points mesurés. Ces systèmes utilisent généralement des caméras infrarouges surmon-
tées de projecteurs infrarouges. Cette lumière est projetée sur des matériaux réfléchissants fixés
sur l’utilisateur. Les caméras sont alors utilisées pour enregistrer les mouvements des marqueurs
et ainsi reconstruire la position-orientation du sujet « tracké ». À noter que certains systèmes
suppriment les projecteurs infrarouges et les matériaux réfléchissants en équipant directement le
sujet avec des diodes infrarouges. Ce type de système optique est très utilisé en réalité virtuelle
ou encore dans l’industrie cinématographique et du jeu vidéo pour animer les mouvements de
personnages 3D. On pourra citer pour l’exemple la société VICON qui utilise ce procédé pour
son produit de « motion capture ». La seconde façon de faire du Tracking optique est d’utiliser
l’analyse d’images. Ce Tracking basé vision exploite une ou plusieurs caméras pour suivre soit
des cibles codées, soit des éléments de l’environnement. Les cibles codées sont apparues au milieu
des années 90 grâce aux travaux de Jun Rekimoto [Rek98]. Nommées Matrix puis Cybercode
en 2000 [RA00], ces cibles (Fig. 21) à disposer sur l’objet à suivre représentent des marqueurs
plans sur lesquels sont imprimés des motifs uniques. L’avantage est double. Cela permet d’une
part de déterminer la position-orientation de la caméra qui les observe, et d’autre part de pou-
voir associer un code unique qui permet de choisir l’augmentation en fonction de la cible. Il
faut néanmoins voir en permanence les cibles pour ce faire. Toutefois, la taille des cibles est un
problème qui peut influer sur le recalage. En effet, plus la dimension de la cible est réduite, plus
il est difficile dans l’image fournie par la caméra d’extraire les points la composant. L’une des
solutions palliant cet inconvénient consiste à utiliser plusieurs cibles réparties sur l’objet aug-
menté. Par la suite, d’autres systèmes de cibles codées ont été proposés, notamment le devenu
célèbre ARToolKit [KB99](Fig. 21b), ou encore VisTracker [NF02] dont la spécificité réside dans
la forme circulaire de ses cibles (Fig. 21c). Mais l’utilisation de cibles peut s’avérer très contrai-
gnante dans des environnements publics ou extérieurs. En ce sens, nombre de travaux sont menés
12. TOF : Time Of Flight.
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à l’heure actuelle pour s’en dispenser. L’objectif n’est plus de suivre des cibles, mais de suivre
des primitives (connues ou non) dans l’environnement comme des courbes, des points ou des
contours..., on citera pour l’exemple [HS88], [Low04], [Can86] ou [BETVG08]. L’inconvénient
majeur de ces techniques est que le temps de traitement n’est pas garanti, contrairement aux
méthodes basées cibles 13, ce qui peut être problématique pour une application temps réel.
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un ou plusieurs capteurs embarqués sur l’utilisateur. On retrouve
dans cette catégorie le tracking basé vision qui utilise une ou plu-
sieurs caméras pour suivre soit des cibles codées (figure 8), soit
des éléments de l’environnement (points, lignes, courbes). On
retrouve aussi dans cette catégorie les dispositifs de localisation
utilisables en extérieur comme le GPS.
Les premiers travaux sur les cibles codées ont été initiés à la fin
des années 1990, notamment par Jun Rekimoto [67] avec le
système Cybercode et consistent à appliquer un « marqueur » plan
représentant un motif unique sur l’objet à augmenter. De nom-
breux systèmes de cibles codées ont été développés depuis. Pour
n’en citer que quelques-uns, on peut noter le système de cibles
circulaires « Vis Tracker » développé par la société InterSence [48]
et le système de cibles développé par l’ARToolkit [10]. Les cibles
codées permettent non seulement de déterminer la pose de la
caméra qui les observe mais aussi, de par le motif unique qu’elles
présentent, d’y associer un code unique qui permet de choisir
l’augmentation en fonction de la cible. Il est donc relativement aisé
d’équiper un dispositif à augmenter d’une ou plusieurs cibles.
Néanmoins, la principale difficulté des cibles codées réside dans
leur taille. En effet, le recalage de l’augmentation virtuelle repose
uniquement sur les points extraits des cibles. En conséquence,
plus la cible est petite dans l’image, moins le recalage est précis, et
il peut s’avérer délicat d’imprimer des cibles de grande taille pour
de grands dispositifs à augmenter. C’est pourquoi certains
systèmes utilisent non pas une grande cible mais plusieurs petites
cibles réparties sur l’objet à augmenter. C’est le cas notamment du
système de cibles colorées développées à l’université de Sud Cali-
fornie par Cho et Neumann [18] et qui a pour but de créer des
cibles à plusieurs échelles de manière à pouvoir augmenter des
scènes de près ou de loin. Les cibles d’Intersense [48] peuvent
elles aussi être utilisées comme un ensemble de cibles pour créer
une plus grande cible et ainsi améliorer le recalage.
L’utilisation de cibles, même si elle peut se révéler très pratique
en intérieur, peut s’avérer contraignante, voire irréalisable, en
extérieur ou plus simplement dans des environnements non
préparés. C’est pourquoi des travaux ont été menés avec pour
objectif de se passer de ces cibles. Dans ce cas, il s’agit de suivre
avec une caméra non plus des cibles mais des primitives particu-
lières comme des points, des contours, voire même des courbes
dans l’environnement. Malgré tout, l’usage des cibles codées a
aussi pour avantage de ne requérir que des traitements simples au
niveau de l’image : typiquement, une binarisation de l’image,
suivie d’une analyse pour retrouver la transformation de la cible
connaissant sa géométrie permettant de déterminer le recalage, et
enfin une analyse ou une reconnaissance du contenu de la cible
pour déterminer son code. Ces traitements étant toujours iden-
tiques quelle que soit la cible, on peut ainsi compter sur une détec-
tion d’une cible déterministe effectuée en un temps fini. En
revanche, lorsque l’on utilise des primitives images comme des
contours ou des points d’intérêt, on ne peut pas toujours garantir
un recalage en un temps donné, ce qui peut nuire à l’aspect temps
réel requis en réalité augmentée.
On peut distinguer deux types d’approches pour le suivi sans
cibles, celles utilisant des points caractéristiques (comme des coins
dans des textures) qui correspondent à des points coplanaires dans
l’espace et celles utilisant explicitement des points de contours (en
tant que discontinuité photométrique dans les images) qui corres-
pondent aux arêtes du modèle géométrique d’un objet 3D.
Simon et Berger du Loria (INRIA Lorraine) [73] utilisent des
points caractéristiques (calculés par le détecteur de coins de
Harris) coplanaires, issus de textures par exemple, sur un ou plu-
sieurs plans ; plus ces points sont nombreux à être suivis, meilleur
est le recalage. D’autres approches utilisent explicitement des
primitives géométriques voire des modèles géométriques
complets des objets à « tracker », l’idée sous-jacente étant alors de
minimiser la distance entre les points mesurés dans l’image et la
reprojection du modèle 3D. C’est le cas notamment des approches
développées à l’IRISA (INRIA Rennes) [19] qui utilisent des points,
lignes ou cercles et leurs homologues dans l’image en tant que
contours mobiles. Des travaux plus récents tendent d’ailleurs à
utiliser aussi des points de texture en conjonction avec des points
de contour [58] (figure 9).
1.5.3 Tracking en extérieur
Le tracking sans cible représente un premier pas vers des
systèmes de réalité augmentée utilisables en extérieur (outdoor ).
Le tracking vision basé modèle peut aisément être utilisé dans des
environnements structurés comme les environnements urbains. En
revanche, dans les environnements non structurés comme les
paysages, l’absence, ou du moins la rareté, de points d’intérêts a
conduit à utiliser des sytèmes de localisation tels que le GPS. Ce
dernier fournit un positionnement d’une précision de l’ordre de
Figure 8 – Différents types de cibles codées
 
Intersense [50] Cibles couleur multiéchelle [18]
Cybercode [69] ARToolkit [10]
Figure 9 – Exemples de tracking vision basé sur des modèles
LORIA [75]
IRISA [19]
EPFL [43]
IGD [81]
(a) CyberCode. (b) ARToolKit.
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un ou plusieurs capteurs embarqués sur l’utilisateur. On retrouve
dans cette catégorie le tracking basé vision qui utilise une ou plu-
sieurs caméras pour suivre soit des cibles codées (figure 8), soit
des éléments de l’environnement (points, lignes, courbes). On
retrouve aussi dans cette catégorie les dispositifs de localisation
utilisables en extérieur comme le GPS.
Les premiers travaux sur les cibles codées ont été initiés à la fin
des années 1990, notamment par Jun Rekimoto [67] avec le
système Cybercode et consistent à appliquer un « marqueur » plan
représentant un motif unique sur l’objet à augmenter. De nom-
breux systèmes de cibles codées ont été développés depuis. Pour
n’en citer que quelques-uns, on peut noter le système de cibles
circulaires « Vis Tracker » développé par la société InterSence [48]
et le système de cibles développé par l’ARToolkit [10]. Les cibles
codées permettent non seuleme t de déterminer la pose de la
caméra qui les observe mais aussi, de par le motif unique qu’elles
présentent, d’y ass cier un code unique qui permet de choisir
l’augmentation en fonction de la cible. Il est donc relativement aisé
d’équiper un dispositif à augmenter d’une ou plusieurs cibles.
Néanmoins, la principale difficulté des cibles codées réside dans
leur taille. En effet, le recalage de l’augmentation virtuelle repose
uniquement sur les points extraits des cibles. En conséquence,
plus la cible est petite dans l’image, moins le recalage est précis, et
il peut s’avérer délic t d’imprimer des cibles de grande taille pour
e grands dispositif  à augmenter. C’est pourquoi certains
systèmes utilisent non pas une g ande cible mai  plusieurs petites
cibles réparties sur l’objet à augmenter. C’est le cas notamment du
système de cibles colorées développées à l’université de Sud Cali-
fornie par Cho et Neumann [18] et qui a pour but de créer des
cibles à plusieurs échelles de manière à pouvoir augmenter des
scènes de près ou d  loin. Les cibles d’Intersense [48] peuvent
ell s aussi être utilisées comme un ensemble de cibles pour créer
une plus grande cible et ainsi améliorer le recalage.
L’utilisation de cibles, même si elle peut se révéler très pratique
en intérieur, peut s’avérer contraignante, voire irréalisable, en
xtérieur ou l s simplement dans des environnements non
préparés. C’est pourquoi des travaux ont été menés avec pour
objectif de se passer de ces cibles. Dans ce cas, il s’agit de suivre
avec un  camér  non plus des cibles mais de  primitives partic -
lières comme des points, des contours, voire même des courbes
dans l’environnement. Malgré tout, l’usage des cibles codées a
aussi pour avantage de ne requérir que des traitements simples au
niveau de l’image : typiquement, une binarisation de l’image,
suivie d’une analyse pour retrouver la transformation de la cible
connaissant sa géométrie permettant de déterminer le recalage, et
enfin une analyse ou une reconnaissance du contenu de la cible
pour déterminer son code. Ces traitements étant toujours iden-
tiques quelle que soit la cible, on peut ainsi compter sur une détec-
tion d’une cible déterministe effectuée en un temps fini. En
revanche, lorsque l’on utilise des primitives images comme des
contours ou des points d’intérêt, on ne peut pas toujours garantir
un recal ge en un temps donné, ce qui peut nuire à l’aspect temps
réel quis en réalité augmentée.
On peut distinguer deux types d’approches pour le suivi sans
cibles, celles utilisant des points caractéristiques (comme des coins
dans des textures) qui correspondent à des points coplanaires dans
l’ space et c lles utilisant explicitement des points de contours (en
tant que discontinuité photométrique dans les images) qui corres-
pondent aux arêtes du modèle géométrique d’un objet 3D.
Simon et Berger du Loria (INRIA Lorraine) [73] utilisent des
points caractéristiques (calculés par le détecteur de coins de
Harris) coplanaires, issus de textures par exemple, sur un ou plu-
si urs plans ; plus ces points sont nombreux à être suivis, meilleur
est le recalage. D’autres approches utilisent explicitement des
primitives géométriques voire des modèles géométriques
complets des objets à « tracker », l’idée sous-jacente étant alors de
minimiser la distance entre les points mesurés dans l’image et la
reprojection du modèle 3D. C’est le cas notamment des approches
développées à l’IRISA (INRIA Rennes) [19] qui utilisent des points,
lignes ou cercles et leurs homologues dans l’image en tant que
contours mobiles. Des travaux plus récents tendent d’ailleurs à
utiliser aussi des points de texture en conjonction avec des points
de contour [58] (figure 9).
1.5.3 Tracking en extérieur
Le tracking sans cible représente un premier pas vers des
systèmes de réalité augmentée utilisables en extérieur (outdoor ).
Le tracking vision basé modèle peut aisément être utilisé dans des
environnements structurés comme les environnements urbains. En
rev nche, ans les environnements non structurés comme les
paysages, l’absence, ou du moins la rareté, de points d’intérêts a
conduit à utiliser des sytèmes de localisation tels que le GPS. Ce
dernier fournit un positionnement d’une précision de l’ordre de
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(c) VisTracker.
Figure 21: Différentes cibles codées.
2.4.2 Le recalage (Registration)
Le recalage entre le réel et le virtuel est un problème complexe qui aujourd’hui encore n’est pas
totalement résolu. L’alignement ntre les objets du mon virt el et ceux du monde physique doit
se faire de telle manière à ce que l’utilisateur ait l’impression d’une coexistence parfaite entre ces
deux mondes. Dans la réalité, ce besoin de précision dans la superposition dépend surtout du type
de l’application visée, comme cela doit être le cas en mé ecine ou n mécanique. À défaut, nombre
d’études comme [LA08] mettent en avant les problèmes qui en découlent, tant pour le Tracking que
pour l’utilisabilité de l’application. Les erreurs d’alignement sont définies en deux types, statique
et dynamique [Azu97] :
1. L’erreur statique (alignement spatial) qui apparaît lorsque le point de vue de l’utilisateur est
fixe (ainsi que les objets de l’environnement). Holloway, dan [Hol95, Hol97], définit quatre
types de cause amenant cette erreur :
(a) La distorsion optique, problème lié aux propriétés des lentille des optiques de c méras.
On pourra citer le problème de distorsion radiale (image « concav sée » ou « sphérisée »).
(b) L’erreur du système de suivi, problè lié aux valeurs de sortie générées par lesdits
systèmes. Ces erreurs sont généralement difficiles à caractériser.
(c) L’erreur d’alignement mécanique, c’est-à-dire la divergence qui existe entre les spécifica-
tions de matériels ou de modèles vis-à-vis des propriétés réelles du système. Par ex mple,
citons l’erreur d’alignement qu’il peut y avoir entre un caméra un afficheur dans un
casque VST (problème de parallaxe).
(d) La mauvaise estimation des paramètres de visualisation (champ de vue, distance d
capteur, distance interpupillaire...), paramètres essentiels qui seront reportés dans la
matrice de visualisation uti isée pour génér s im s d’augmentation.
13. La détection de cible requiert des traitements identiques, quelle que soit la cible (binarisation, identification du
marqueur, calcul de sa position-orientation). Ceci assure un traitement déterministe et en temps fini. Les méthodes
basées primitives dépendant fortement du nombre de primitives présentes dans l’image, il est difficile de pouvoir
garantir un recalage en un temps donné.
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2. L’erreur dynamique (alignement temporel) est l’erreur de recalage apparaissant durant le
mouvement, faisant ainsi perdre l’illusion de coexistence entre le monde physique et numé-
rique. Cela est dû aux retards temporels inhérents à la chaîne de traitement du système de
réalité augmentée, car chaque élément le composant nécessite un temps minimal (latence
relative) pour fournir un résultat.
Il existe plusieurs solutions pour réduire cette latence :
– Réduire la latence du système. Bien que cela passe par le choix de la performance des différents
composants, l’évolution technologique amènera une réduction dans les temps de traitement.
Dans l’attente, diverses possibilités existent pour réduire ce temps, par exemple en utilisant
des systèmes fonctionnant en parallèle, travaux déjà initiés dans les années 95 par [OCMB95]
et [Wlo95]. Encore à l’heure actuelle, les recherches sont effectuées pour profiter au maximum
des systèmes graphiques dotés de hautes performances calculatoires [AHAS08, BB09, SFPG06],
tâches jadis dévolues aux microprocesseurs 14.
– Réduire la latence apparente, technique appelée « Image Deflection » qui consiste à introduire
la mesure d’orientation la plus récente dans le processus de rendu [SG92, SG97]. Le rendu ayant
auparavant été calculé sur une image plus grande que nécessaire, le système choisit la portion
d’image correspondant à la mesure d’orientation venant d’être fournie. Malheureusement, cette
technique ne fonctionne pas pour des mouvements de translation.
– Faire correspondre les flux temporels, problèmes rencontrés surtout sur les HMD non optiques.
Une des techniques consiste à ajouter un retard supplémentaire aux flux vidéo pour compenser
le retard dû à la génération des images virtuelles. De ce fait, les images réelles et virtuelles sont
maintenant synchronisées, mais décalées par rapport à la réalité. Qui plus est, le retard entre le
flux vidéo et le rendu peut ne pas être constant, ce qui nécessite une gestion de celui-ci. [JLS97]
propose notamment une méthodologie pour ordonner et gérer les différents flux.
– Faire une prédiction du futur point de vue en l’extrapolant par des valeurs courantes et an-
ciennes de la position-orientation. Si la future localisation est connue, il devient alors possible de
commencer la génération de l’image virtuelle. Pour ce faire, on utilise des algorithmes tels que
le filtre de Kalman [Kal60].
Nous venons de voir que le suivi et le recalage ont une importance cruciale dans une application
de réalité augmentée, avec des contraintes fortes en termes de précision, de robustesse et de temps
réel. Mais encore aujourd’hui, de nombreux problèmes persistent et constituent le principal verrou
de la réalité augmentée, faisait ainsi l’objet de recherches actives dans ce domaine.
14. Ces techniques sont connues sous le nom de GPGPU, c’est-à-dire utiliser la carte graphique (GPU) pour
en faire un usage général (General Purpose ou GP). Cela a été rendu possible grâce à l’API CUDA de la société
NVIDIA pour ses propres cartes graphiques.
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3 CONCLUSION
Au fil de la première partie de ce chapitre, nous avons pu nous rendre compte que les concepts de
la réalité augmentée ne sont pas nouveaux. C’est finalement l’évolution technologique qui a permis
un regain d’intérêt dans ce domaine. Nous avons pu discuter de la richesse conceptuelle de ces
idées, et il ressort de ce fait une grande diversité d’interprétations sur la définition même de la
réalité augmentée. En ce sens, pour avoir une vision commune au fil du document avec le lecteur,
nous avons proposé notre propre définition de la réalité augmentée :
Réalité augmentée : « Combinaison de l’espace physique avec l’espace numérique dans un
contexte sémantiquement lié ».
Comme nous l’avons déjà précisé, cette définition, bien que globale, n’exclut pas les précédentes et
profite ainsi des diverses taxonomies établies au cours des décennies.
Nous avons tenu également à faire remarquer que l’expression « réalité augmentée » en elle-même
souffre toujours à l’heure actuelle d’un problème sémantique, bien qu’acceptée par les communautés
informatiques et maintenant par le grand public. Les pistes que nous avons explorées parallèlement
à ce travail de thèse nous mènent à dire que ce n’est pas la réalité 15 qui est augmentée, mais plutôt
la perception que nous avons de celle-ci. Ainsi, les différentes technologies de la réalité augmentée
nous permettraient d’étendre la représentation de notre propre réalité perçue.
Les moyens technologiques d’y parvenir ont justement été exposés dans la deuxième partie. Nous
avons voulu présenter les fondements de ce qui caractérise l’implémentation technologique de la
réalité augmentée. Nous nous sommes principalement intéressés à la modalité visuelle de ce vaste
domaine, la vue étant généralement privilégiée par l’humain aux autres sens. Les augmentations
visuelles et leurs types sont largement définis en fonction de la technologie d’affichage choisie. Il
n’existe pas à l’heure actuelle de lunettes de réalité augmentée ultimes. Comme nous le verrons,
c’est le plus souvent l’exigence de la tâche qui détermine les caractéristiques et le mode d’affichage
des augmentations. Il en va de même pour l’architecture du système, et des contraintes de suivi et
de recalage inhérentes à l’application.
15. Au sens du philosophe Kant, la réalité absolue (ou noumène) ne nous est pas accessible. La seule réalité à
laquelle nous avons accès (le phénomène) l’est à travers notre perception.
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Deuxième partie
L’HOMME, LA MAINTENANCE ET LA
RÉALITÉ AUGMENTÉE
Au coeur de toutes activités industrielles se trouve l’Homme. Il est l’élément essentiel de par sa
capacité à s’adapter à son contexte. Mais il est également confronté à un environnement de travail
toujours plus riche dont la complexité ne cesse de croître. Ces nouvelles contraintes liées à son
activité favorisent l’apparition de comportements pouvant conduire de façon involontaire à divers
incidents ou accidents. Ces « erreurs humaines » sont le fruit du fonctionnement cognitif de tout un
chacun, et nous allons voir les mécanismes de notre pensée qui nous amènent à accorder confiance
à notre raison, souvent à tort !
Le fait de se tromper trahit bien souvent un savoir incomplet, et l’un des meilleurs moyens de
pallier ce problème est la mise en place de systèmes d’aide. Encore faut-il qu’ils soient utilisés à bon
escient, pour peu qu’ils demeurent corrects dans leur conception. Alors, quel pourrait être l’intérêt
d’introduire de nouvelles technologies comme la réalité augmentée dans le processus d’assistance ?
Est ce que les propositions actuelles permettent de soutenir efficacement un opérateur dans sa
tâche ?
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4 LE FACTEUR HUMAIN
« Errare humanum est, perseverare diabolicum » 16.
La première partie de cet adage est bien connue et généralement sert d’excuse à l’inévitable failli-
bilité humaine. La seconde partie de cet adage, elle, nous met en garde contre la récidive qui peut
être dommageable. Nous sommes censés apprendre de nos erreurs !
Cependant, il est illusoire de penser supprimer les erreurs, résultat découlant des mécanismes de
traitement de l’information acquis par l’humain. Comprendre les processus amenant l’erreur est
donc essentiel pour ne pas rendre vaine toute tentative de les éviter.
4.1 Les mécanismes de l’erreur
4.1.1 Le processus cognitif
L’erreur 17 prend naissance dans la façon dont le système cognitif humain traite l’information
lors de la résolution de problèmes. Rasmussen dans [Ras86] propose à ce titre un modèle, dit
de l’échelle double, illustrant la démarche générale de résolution de problèmes par un opérateur
humain (Fig.22).
Activation
Observation
Identification
Interprétation Evaluation
Définition de 
la tâche
Choix de la 
procédure
Exécution
Comportement basé sur les habitudes
Comportement basé sur les règles
Comportement basé 
sur les connaissances
Figure 22: Modèle de l’échelle double.
La taxonomie SRK issue de ce modèle définit trois niveaux de processus cognitifs :
– Skill Based (niveau de compétence, habileté) : ce niveau correspond aux actions effectuées de
manière quasi automatique après un apprentissage pouvant être relativement long. Une fois
intégré, l’appel à ses fonctions nécessite un minimum de ressources (mentales) pour être mis en
oeuvre.
– Rule Based (Niveau des règles) : ce niveau correspond aux règles (procédures, algorithmes...)
apprises par l’homme pour définir son action. Il nécessite un effort cognitif plus important dans
la mesure où à partir de ses perceptions, l’Homme doit au préalable reconnaître une situation,
sélectionner une règle appropriée puis entreprendre son action.
16. « L’erreur est humaine, persévérer (dans l’erreur) est diabolique ». Locution latine attribuée au philosophe
Lucius Annaeus Seneca (-4 av. J.-C., 65 ap. J.-C.) qui fut le tuteur de l’empereur romain Nero.
17. L’étude de l’erreur appartient à un domaine à la croisée de nombreuses disciplines nous obligeant à un déve-
loppement succinct de ces principales idées faisant référence.
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– Knowledge Based (Niveau des connaissances déclaratives) : ce dernier niveau fait appel aux
cas où aucune règle ou procédure connue ne permet de résoudre le problème donné. Ce niveau
intervient lorsqu’une situation est inconnue. L’Homme doit alors trouver la solution par lui-même
à partir de ses connaissances. Ce processus nécessite beaucoup plus de ressources cognitives que
les précédents niveaux et peut prendre beaucoup de temps avant de permettre l’élaboration d’un
plan d’action.
4.1.2 Topologie de l’erreur
C’est en se basant sur les études préalables de Rasmussen que James Reason, l’un des théoriciens de
l’erreur, développa une topologie d’erreur généralement commise lors de l’utilisation d’un système
par un opérateur [Rea93]. Tout d’abord, Reason introduit une distinction fondamentale entre
deux catégories d’erreur, les erreurs actives et les erreurs latentes. Les erreurs actives ont un effet
immédiat lorsqu’elles sont commises par leurs exécutants. Quant aux erreurs latentes, elles se
développent « à partir des activités de ceux qui sont éloignés de l’interface de contrôle direct, à
la fois dans le temps et dans l’espace : les concepteurs, les décideurs, les ouvriers qui construisent
le système, les directeurs et personnels de maintenance ». Les erreurs latentes « peuvent rester
longtemps en sommeil dans le système » avant de provoquer des conséquences néfastes. C’est
souvent la combinaison de ces deux catégories d’erreurs qui est à l’origine des principaux accidents
dans l’industrie. Cet enchaînement d’erreurs a d’ailleurs abouti au célèbre modèle de l’Emmental
(Fig.23).
Erreurs actives
(flèche)
Erreurs latentes
(trous)
(vices internes,
faiblesses organisationnelles)
Danger
Accidents
Figure 23: Modèle de l’enchaînement d’erreurs de Reason, dit « modèle de l’Emmental ».
Comme l’écrit Reason en guise de conclusion dans son ouvrage, « plutôt que de considérer les opé-
rateurs comme les principaux instigateurs de l’accident, il faut comprendre qu’ils sont les héritiers
des défauts du système, créé par une mauvaise conception, une mauvaise mise en place, un entretien
défectueux et de mauvaises décisions de la direction ». Nous pouvons donc raisonnablement penser
que l’on peut « casser » cet enchaînement en minimisant les erreurs actives, et ce, en agissant sur
au moins l’une des strates du modèle de Reason.
Pour revenir à la topologie d’erreur de Reason (fondée sur les trois niveaux de fonctionnement
cognitif de Rasmussen), elle est définie en trois types. On entend par type d’erreur les erreurs
renvoyant à leur origine présumée.
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Ces trois types sont :
– Les ratés/ les lapsus : basés sur les automatismes du sujet. L’action est mise en échec, soit par
l’inattention, en omettant les vérifications d’usage, soit par l’attention excessive, en effectuant
les vérifications à un moment inapproprié.
– Les fautes basées sur les règles : erreurs découlant d’une mauvaise application de mauvaises
règles et erreurs dues à l’application de règles fausses 18.
– Les fautes basées sur les connaissances déclaratives : apparaissant lors de situations nouvelles,
elles sont le résultat d’une limitation des connaissances tournées vers un objectif dont la conscience
du contexte est toujours incomplète.
4.1.3 Les formes d’erreur
Indépendamment du type de l’erreur, les formes d’erreur (c’est-à-dire les formes récurrentes de
défaillance apparaissant quel que soit le type d’activité) sont conditionnées par les mécanismes de
recherche cognitive regroupés en deux grands facteurs. Le premier est l’appariement par simila-
rité, mécanismes prédominant lorsque les indices du contexte sont adéquats pour déterminer une
connaissance unique, et que le niveau de connaissance de l’humain est important. On pourrait ré-
sumer cela par l’adage : « à situation similaire, traitement similaire ! ». C’est a contrario lorsque les
indices du contexte sont insuffisants, voire ambigus, et que le domaine de connaissance est limité
qu’intervient le mécanisme d’appariement par fréquence. Cette illusion des séries, menant à penser
que la situation va se répéter, induit d’agir comme si cela était le cas, ce qui conduit relativement
souvent à l’erreur.
Cette explication des mécanismes de l’erreur est basée sur l’hypothèse que l’Homme possède deux
modes de contrôle de l’activité et du traitement de l’erreur :
– Le mode de contrôle attentionnel : ce mode est caractérisé par un fonctionnement contrôlé, c’est-
à-dire en tout état de conscience. Il est lié à la mémoire de travail qui a entre autres pour rôle
d’établir des objectifs en sélectionnant les moyens nécessaires à leur accomplissement... Ce mode
de contrôle demande lui-même un effort important.
– Le mode de contrôle schématique : caractérisé par des traitements inconscients automatiques. Il
s’appuie sur la reconnaissance de régularité, de situations familières, et est donc peu efficace face
à la nouveauté. Pour autant, il a l’avantage de ne demander quasiment aucun effort cognitif.
Selon Reason, c’est donc les modes de contrôle qui entraînent les formes d’erreur. L’erreur humaine
découlerait alors des mêmes sources mentales que celles de la perspicacité et en établirait « le
revers de la médaille ». Les mécanismes précédemment décrits sont à l’origine de nombreuses
erreurs commises dans le monde du travail, et nous allons plus particulièrement voir celles que l’on
rencontre dans le domaine de la maintenance industrielle.
18. Les bonnes règles sont celles qui n’ont pas été mises en défaut dans une situation particulière. Elles ont donc
de grandes chances d’aboutir à un succès dans le futur. Si elles sont mises en défaut, alors elles engendreront des
règles spécifiques s’adaptant à l’éventail de situations particulières.
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4.2 Les erreurs dans l’activité de maintenance
4.2.1 La défaillance, prémices de l’erreur
Dans l’industrie, les erreurs sont amenées à être commises lors d’une tâche de maintenance sur
une pièce (ou système) ayant préalablement subi une défaillance. Avant de présenter dans les
paragraphes suivants les erreurs résultantes, il convient de définir les termes « défaillance » et
« maintenance » :
Défaillance 19 : « Cessation de l’aptitude d’un bien à accomplir une fonction requise ». La défaillance
peut être vue comme l’évènement faisant basculer un bien dans un état de panne. Les raisons en
sont nombreuses, pouvant être dues à la fabrication, à la conception ou encore à l’usure.
Maintenance 20 : « Ensemble de toutes actions techniques, administratives et de management du-
rant le cycle de vie d’un bien, destiné à le maintenir ou à le rétablir dans un état dans lequel il
peut accomplir la fonction requise ». La maintenance est catégorisée en deux principales parties,
la maintenance préventive et corrective (Fig.24). La maintenance préventive a pour objectif la ré-
duction de la probabilité de défaillance ou de dommage d’un bien. La maintenance corrective elle,
vise à rétablir un bien dans l’état d’accomplissement de la fonction requise.
Défaillance
Matériel en fonctionnement
Maintenance
préventive
Maintenance
corrective
Non subie /
Non prévue
 Subie /
Prévue
Figure 24: « Décomposition cartographique » de la maintenance par rapport à la défaillance
[Rey02].
L’objectif ici n’étant pas d’établir de façon exhaustive les différents types de maintenance, le lecteur
pourra se rapporter à [dB09] traitant de façon complète l’activité de maintenance.
4.2.2 Les principales erreurs
Dans le domaine de la maintenance, surtout aéronautique, les erreurs prennent de plus en plus
de place, entraînant ainsi incidents et accidents. Plusieurs études en font l’écho comme celles de
la United Kingdom Civil Aviation Authority [UKC92], Boeing [MG93] ou encore dans l’étude
rapportée par Reason [Rea97]. Plus récemment, la UKCAA a rendu les résultats d’une étude
effectuée sur une période de 10 ans (1996 à 2006) dans les activités de maintenance [UKC09]. Dans
cette étude, les erreurs ayant amené des incidents ont été catégorisées en trois parties (Fig.25) :
19. Définition AFNOR du document NF EN 13 306 sur la « terminologie en maintenance ».
20. Définition AFNOR du document NF EN 13 306 X 60-319 sur la « terminologie en maintenance ».
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– « Contrôle de maintenance », c’est-à-dire ayant subi un contrôle de maintenance inefficace (dys-
fonctionnel ou inadéquat), soit environ 1/4 des erreurs (26,22 %).
– « Maintenance incomplète » ou inachevée, soit environ 1/4 des erreurs (20,68 %).
– « Action incorrecte de maintenance », c’est-à-dire que l’activité de maintenance est arrivée à son
terme tout en étant porteuse d’omissions ou de négligences. Cela représente la moitié des erreurs
(53,11 %).
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Figure 25: Catégorisation des erreurs ayant induit des accidents.
Il est important de remarquer que plus de la moitié des erreurs proviennent de la même catégorie,
à savoir celle ayant impliqué des actions de maintenance incorrectes. Cela nous renvoie aux modes
de contrôle définis par Reason, tant attentionnel que schématique.
Au-delà des modèles cognitifs expliquant le mécanisme intrinsèque de résolution de problème, les
erreurs de maintenance trouvent également racine dans les nombreux facteurs liés à l’immersion de
l’Homme au sein de ce domaine qu’est la maintenance industrielle. Les principaux facteurs affectant
la performance de l’opérateur ont été identifiés [Pat02] en facteurs organisationnels et individuels
(Tab.5).
Facteurs Organisationnels Facteurs Individuels
Hardware, les équipements, les outils, le manque de
ressources, pas assez de personnels
La santé physique
La conception, la configuration, les pièces La fatigue
Le management de la maintenance, la direction, la
supervision, le politique d’entreprise
Les contraintes de temps
Les processus de travail, les procédures, les
informations
La pression du management
Error-enforcing conditions, (les règles) les manières de
faire, influence de l’entourage
La suffisance / la complaisance
Le ménage La taille et la force de l’individu
Les objectifs incompatibles Un évènement ou stress personnel
Les processus de communication La distraction sur le lieu de travail
Les structures organisationnelles, le changement
d’entreprise, l’action syndicale
Le manque de conscience
La formation, les connaissances techniques,
compétences
Le manque de connaissance
Les défenses Manque de compétences de communication
L’environnement, installation Le manque d’affirmation de soi
Le manque de travail en équipe
Table 5: Principaux facteurs affectant les performances humaines.
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La diversité des facteurs d’erreurs, qu’elle soit liée au contexte social, à l’environnement physique
ou à la psychologie de l’opérateur, nous renseigne quant à la difficulté de pouvoir « éviter » les
erreurs actives, et encore plus les erreurs latentes. Mais la connaissance de ces informations est
déjà un moyen d’agir de façon locale, à défaut d’une action globale !
4.3 Taxonomie des erreurs
Reconnu et servant de référence dans la littérature, Dupont a proposé dans [Dup97] une classifica-
tion sur les principales causes aboutissant à une erreur de maintenance. Au nombre de 12 (dirty
dozen 21), ces erreurs sont directement à relier à la topologie de l’erreur proposée par Reason :
– Le manque de communication : cela relate simplement l’échec dans le processus de partage des
informations, orales ou écrites. Dupont préconise une communication verbale directe entre les
interlocuteurs, avec quelques précautions toutefois, car lors d’un échange oral, un pourcentage
faible d’information est retenu, généralement le début et la fin de celui-ci. En conséquence, il est
important de terminer un discours par l’énonciation des points-clés. En termes de communica-
tion, il ne faut donc jamais rien présumer ou supposer.
– La complaisance : définie comme l’autosatisfaction. Celle-ci s’accompagne généralement d’une
perte de conscience du danger. C’est la répétition dans la tâche qui amène l’opérateur à voir
ce qu’il s’attend à voir, pouvant ainsi manquer d’importants signaux. Ce biais de fréquence est
résumé par l’adage : « j’ai regardé 1000 fois et je n’ai jamais trouvé quelque chose qui n’allait
pas ! ».
– Le manque de connaissances : le changement technologique grandissant contribue largement à
l’erreur. Les formations toujours plus courtes et la capacité de l’Homme à ne retenir qu’un faible
pourcentage de ce qu’il apprend (au profit des connaissances souvent utilisées) sont autant de
facteurs qui entraînent une erreur de jugement. Dupont préconise d’employer des opérateurs
qualifiés ou faire en sorte qu’ils le deviennent. Si le manque de connaissances se fait sentir, il ne
faut surtout rien supposer et demander de l’aide à une personne en ayant les capacités.
– Les distractions : liées à tout ce qui peut distraire l’esprit d’une tâche mentale ou/et manuelle,
même un instant. D’après les psychologues, la distraction serait la cause numéro un entraînant
l’oubli. Nous pensons plus vite que ce que nos mains exécutent, laissant croire que la tâche est
plus avancée que ce qu’elle est réellement. La moindre distraction ferait donc reprendre la tâche
à une mauvaise étape. Cela serait la cause d’environ 15 % des erreurs de maintenance. Il est
donc préconisé de finir sa tâche avant tout, ou de noter l’étape à laquelle elle doit être reprise.
– Le manque de travail en équipe : plus une équipe s’agrandit, plus ce facteur prédomine. À relier
directement au manque de communication, les objectifs doivent être clairs et tous les membres
doivent être impliqués dans le processus de décision.
– La fatigue : l’humain n’a généralement pas conscience de son état de fatigue jusqu’à ce qu’il
devienne extrême. Le jugement est alors altéré, contribuant grandement à l’erreur. Il est préconisé
de sensibiliser les opérateurs aux symptômes caractérisant cet état, afin de pouvoir le déceler
soi-même ou chez les différents membres de l’équipe. Si tel est le cas, il est alors nécessaire de
demander à faire contrôler son travail par un tiers.
21. Dupont ayant certainement voulu faire un clin d’oeil au film américain du même nom réalisé par Robert
Aldrich en 1967.
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– Le manque de ressources : ce manque peut interférer sur la capacité d’accomplir une tâche. Il
peut être de l’ordre du défaut d’approvisionnement, du manque d’assistance technique ou encore
de biens de qualité médiocre. Dans tous les cas, il est préconisé de commander et de stocker les
biens attendus avant que le besoin ne s’en fasse sentir, ou de prévoir des solutions de mise en
commun ou de prêts.
– La pression : la pression est définie comme l’attitude mentale consistant à fixer son mental sur
un but à atteindre. Cette attitude, contrairement aux apparences, n’est pas le résultat de cir-
constances extérieures, mais la capacité qu’a l’être humain de se projeter vers un futur inexistant
et de le vivre comme s’il était réel. Il est donc important que l’opérateur puisse désamorcer ce
processus en communiquant ses inquiétudes, doutes ou incertitudes, et surtout de savoir dire
non.
– Le manque d’assurance : juste milieu entre la passivité et l’agressivité 22, l’opérateur doit être
autoritaire et intransigeant vis-à-vis du respect des normes, des réglementations ou des principes
face à des situations où il serait contraint à la précipitation.
– Le stress : « la réponse de stress est le résultat d’un déséquilibre entre la perception individuelle
des exigences de la situation et celle des ressources de l’individu pour faire face à ces demandes »
[LF84]. Le stress affecte l’activité humaine et s’avère important en situation dégradée. Les erreurs
commises ont alors souvent pour origine différents biais comme celui de confirmation (justifier
une analyse immédiate en sélectionnant les informations qui la confirment).
– Le manque de conscience : défini comme « un échec à reconnaître toutes les conséquences d’une
action, ou un manque de prévoyance ». Cela traduit en général un défaut d’observation qui amène
un conflit dans une situation donnée. D’après l’étude de Dupont, ce problème se produirait le
plus souvent chez les opérateurs expérimentés ne se posant plus les questions ayant trait aux
conséquences (« que se passerait-il si... ? »).
– Les normes : Les normes sont les règles non écrites ou tolérées qui existent au sein d’un groupe.
Le besoin d’appartenance [Mas54] est un besoin primaire de l’individu qui le pousse de façon
générale à respecter ces comportements dictés par la majorité. Bien que ces normes puissent être
bonnes ou mauvaises, Dupont préconise de toujours travailler selon les instructions officielles.
5 L’AIDE AU TRAVAIL
Nous avons vu précédemment que le mode de réflexion humaine est enclin à commettre des er-
reurs. Certaines études ont été consacrées à établir les facteurs et les causes les plus probables
compromettant une tâche de maintenance. Pour pallier cela, l’humain a recours à tout procédé lui
permettant de s’acquitter de son objectif, autrement dit à une aide. L’aide vise donc à améliorer
l’efficacité d’un opérateur pour effectuer son travail de manière qualitative.
22. En psychologie, l’agressivité est « la tendance ou un ensemble de tendances qui s’actualisent dans des conditions
réelles ou fantasmatiques, celle-ci visant à nuire à autrui, à le détruire, le contraindre ou à l’humilier ». Extrait du
dictionnaire de la langue française du Centre National de Ressources Textuelles et Lexicales (www.cnrtl.fr).
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5.1 Pourquoi recourir à une aide ?
5.1.1 Objectifs et définition
Dans l’industrie moderne, l’opérateur en maintenance est confronté à une complexification crois-
sante des systèmes technologiques. Ces systèmes sont très souvent à la croisée de divers domaines
tels que l’électronique, la mécanique et l’informatique. Il est alors improbable et difficile d’utiliser
ou d’intervenir sur de tels systèmes sans aide. À ce titre, pour illustrer ce propos, nous citerons
le concepteur du langage C++ Bjarne Stroustrup : « J’ai toujours rêvé d’un ordinateur qui soit
aussi facile à utiliser qu’un téléphone. Mon rêve s’est réalisé, je ne sais plus comment utiliser mon
téléphone ! ».
Au-delà de cette complexité, s’ajoute un renouvellement des gammes de produits proposés par
les industriels, s’accompagnant le plus souvent d’une évolution technique/technologique. Pour un
opérateur, la formation est alors le passage obligé pour acquérir de nouvelles connaissances de
façon régulière. Cependant, les formations ont un coût non négligeable en termes de conception et
de mise en oeuvre.
Nous verrons par la suite que même si elles permettent l’acquisition de nouvelles connaissances,
cela se révèle insuffisant, l’ensemble des connaissances n’étant pas intégralement retenu. Ici, l’aide
doit offrir la possibilité de fournir des moyens d’atteindre un objectif sans pour autant nécessiter
une pratique professionnelle très longue. Elle ne se substitue pas pour autant à l’expertise.
Selon [Gro98], aider un opérateur « c’est estimer qu’il risque de rencontrer des difficultés et que
l’aide améliorera la réalisation de sa tâche, donc sa performance au travail. L’aide apparaît lorsque
trois éléments sont réunis : une tâche, un opérateur chargé de réaliser la tâche et une aide (humaine
ou technique) chargée d’assister l’opérateur dans sa tâche ». L’objectif des aides serait alors de
décrire l’activité attendue en codifiant l’exécution du travail.
5.1.2 Les écarts
Il arrive malgré tout que l’effet escompté ne soit pas celui obtenu dans la réalité de la tâche. Ainsi,
au lieu de promouvoir efficacité et performance pour l’opérateur, l’aide peut devenir une contrainte
supplémentaire, augmentant par la même occasion la charge de travail initiale.
[Bra07] estime qu’une aide adéquate dépend principalement de trois facteurs : de la pertinence des
fonctionnalités (adaptation de l’aide aux objectifs de la tâche), du niveau d’utilisabilité (compati-
bilité de l’aide avec les caractéristiques physiques, cognitives et sociales de l’opérateur vis-à-vis de
son travail) et des modes de régulation psychosociale (compromis entre les interactions humaines
— aides techniques — organisation).
C’est la non-prise en compte de ces facteurs qui peut faire devenir l’aide « inutile, détournée,
sabotée, inefficace et même complexifier le travail alors que l’objectif est de le simplifier », et plus
particulièrement les aides peuvent [Bra07] :
– Fournir des procédures détaillées, mais qui ne permettent pas d’aider la planification de l’activité
en cas d’erreur ou d’incident.
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– Favoriser la constitution de représentations d’ensemble des objets traités ; mais ces schémas
risquent également de masquer des informations qu’une activité cognitive doit reconstruire.
– Améliorer les heuristiques des opérateurs novices et ainsi présenter des qualités pédagogiques,
mais s’avérer inefficaces pour des individus expérimentés.
– Réduire les temps d’apprentissage en faisant accomplir une partie du travail par le dispositif
d’aide, tout en entraînant ainsi une déqualification de l’opérateur : il devient incapable de faire
seul son travail.
– Diminuer la capacité des opérateurs à se rappeler rapidement les informations essentielles.
– Détériorer les compétences liées au contrôle des actions des opérateurs, tout en permettant le
développement de nouvelles formes de compétences collectives.
– Restreindre les possibilités d’anticipation et de gestion des situations qui ne sont pas prévues
dans les aides.
– Être d’une très mauvaise ergonomie, qui complexifie l’accès et l’usage de l’aide.
– Déplacer les responsabilités et créer un climat de surconfiance : l’opérateur risque de ne plus
contrôler la complétude et la pertinence des informations et d’accepter en l’état les propositions
ou les décisions de l’aide. Du coup, l’attribution des responsabilités devient un problème, surtout
en cas d’incidents.
– Réduire les gratifications, car la réussite d’une opération est vue comme étant due à l’aide et
non plus aux individus.
– Rendre difficile, voire impossible, de se constituer une vision globale du fonctionnement des
installations, surtout si l’aide ne porte que sur une portion réduite du travail.
– Déqualifier l’opérateur, car il n’est plus utilisé que sur une petite partie du domaine de l’expertise,
ce qui ne favorise pas un apprentissage global du métier.
– Ne pas améliorer la qualité et la durée de la prise de décision des utilisateurs ayant des attitudes
de résistance à l’égard de l’aide ; ceci étant ces attitudes peuvent évoluer dans le temps.
– S’accompagner de modifications de l’organisation du travail en remettant notamment en cause
la division du travail. Ces systèmes, comme beaucoup de nouvelles technologies, ne se contentent
pas de se diffuser dans les entreprises, mais ils contribuent à leurs transformations.
Impossible alors de réduire l’aide à un simple glissement de connaissance de l’individu. Donc,
fournir de l’aide, oui, mais pas n’importe comment !
5.2 Les types d’aides
Dans [Bra01], l’auteur propose de placer les dispositifs d’aide en fonction du but qui leur est
assigné. Ces types d’aides peuvent se combiner entre eux et peuvent prendre de nombreuses formes
(manuels, logiciels, assistance humaine...).
Les aides sont au nombre de trois : l’aide informative, collaborative et supplétive.
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– L’aide informative : « Elle vise à donner des informations, souvent de nature procédurale, sur des
problèmes posés à un utilisateur pour réaliser une tâche donnée. L’aide informative organise le
champ informationnel de l’opérateur. Les supports écrits, muraux et informatiques structurent
l’activité de l’opérateur dans la mesure où ils induisent une division des tâches et une organisation
des procédures ».
– L’aide collaborative : « Elle permet la collaboration entre un agent d’assistance, humain ou
technique, et un opérateur disposant de ressources limitées. L’opérateur entre en interaction
avec l’assistance, qui ne se limite pas seulement à une présentation des informations, mais lui
pose des questions, explique les décisions, aide au diagnostic, etc. L’assistant effectue un tri des
informations, traite les informations estimées pertinentes et conseille l’opérateur. L’assisté va
construire son raisonnement au fur et à mesure des interactions avec l’assistance et, pour finir,
opter pour une décision ».
– L’aide supplétive : « Elle prend la place de l’homme dans un certain nombre de tâches qu’il
ne peut réaliser. Cette assistance est conçue pour pallier les déficiences humaines (handicaps
moteurs ou sensoriels) ou l’inaccessibilité d’une situation (télésurveillance, télémaintenance, ro-
botique...) ».
Le découpage proposé par Brangier a l’avantage de caractériser l’aide suivant un niveau graduel.
Elle s’échelonne d’un degré basique où l’information est présentée de manières plus ou moins
adaptées et pertinentes, en passant par une aide interactive ciblée jusqu’à un dispositif d’assistance
remédiant aux incapacités humaines.
5.3 Procédures, documentations... une énigme ?
Dans l’histoire du travail, l’écriture a progressivement remplacé la communication orale, modifiant
ainsi la distribution des connaissances de l’individu, déqualifié dans certains domaines, expert dans
d’autres. Mais dans notre société moderne, l’accumulation de savoirs rend difficile l’acquisition
de multiples connaissances, l’humain étant alors obligé d’avoir recours à un système d’aide. Les
procédures et autres documentations sont autant de référentiels pour un opérateur sur la description
codifiée de sa tâche. Il y trouve ce qui doit être fait et comment cela doit être fait. Pour autant,
les documents censés normaliser l’action ne sont pas exempts de défauts, ce qui amène souvent
leur concepteur à se poser la question : « pourquoi les utilisateurs ne lisent-ils pas cette #@%*
documentation ? ».
L’étude de Mitchell dès 1993 montra les attentes des utilisateurs envers une documentation [Mit93],
que ce soit sous forme physique ou immatérielle. Il doit être facile d’y « naviguer », les explications
devant être d’un niveau de détails techniques approprié, et permettant de trouver aussi bien que
de résoudre des problèmes à travers des exemples et des scénarii.
5.3.1 Considérations générales
Alors, exaucés les voeux des utilisateurs ? Pas si sûr ! Une décennie plus tard, Brangier et Barcenilla
se sont attachés à évaluer l’utilisabilité des aides textuelles fournies aux opérateurs faiblement
qualifiés dans une dizaine d’entreprises couvrant divers domaines. Voici le résultat de l’évaluation
de ces documents [BB03] :
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– 56,9 % des documents n’ont pas une bonne visibilité.
– 43,4 % présentent des abréviations et sigles inexpliqués.
– 34,9 % ont des formes syntaxiques complexes.
– 76,7 % des documents ont des phrases courtes.
– 58,9 % ont des phrases grammaticalement mal construites.
– 14,1 % des documents présentent les prérequis des actions à réaliser.
– 17,6 % seulement expliquent les actions à réaliser.
– 19 % seulement intègrent aux modes opératoires les procédures de récupération des erreurs.
– 60,7 % ne présentent pas correctement l’objectif des procédures.
Ces chiffres expriment clairement qu’une aide mal pensée est obligatoirement soumise à interpré-
tation de la part des opérateurs, l’objectif descriptif et codifié ayant ici échoué.
David Novick s’est également intéressé à savoir pourquoi les utilisateurs étaient réticents à recourir
aux documents, et ce qu’ils en attendaient [NW06a][NW06b]. La première remarque intéressante
provient du fait que l’aide papier en tant que telle est peu appréciée. Les manuels sont considérés
trop lourds, encombrants et donc difficilement utilisables. Les utilisateurs se tournent plus volontiers
vers les systèmes informatiques pour chercher ce dont ils ont besoin... avant de l’imprimer sur
papier ! Nous pensons que ce résultat est cohérent en termes d’efficience, l’opérateur exploitant
le meilleur des deux mondes ; l’informatique pour sa capacité de traitement de l’information, le
physique (papier) pour sa manipulation aisée dans l’environnement de la tâche.
Concernant les attentes, les opérateurs ne connaissent pas toujours la bonne terminologie et pensent
qu’il serait plus efficace de pouvoir chercher une information par les synonymes qui lui sont associés.
De ce fait, ils ne sont pas toujours certains que l’information recherchée est effectivement dans la
documentation.
Autre point, la documentation est utilisée uniquement pour résoudre un problème qui se présente
à eux durant la tâche. En les interrogeant, il ressort de cela que les informations devraient être
présentées plutôt en termes de diagnostics et de résolution des problèmes. Si cela s’avère insuffi-
sant, les documents devraient inclure des pointeurs sur des informations additionnelles ou sur les
personnes à contacter pour porter assistance.
Pour ce qui est du niveau des explications, les opérateurs trouvent qu’elles ne répondent pas
souvent aux besoins de leur public cible, la majorité pensant que le niveau est soit trop complexe,
soit trop général pour répondre avec succès à leurs questions. Quant aux outils multimédias, il est
déploré le manque d’illustrations visuelles et d’animations. Il est clair qu’ici, l’informatique serait
un moyen efficace pour permettre d’adapter le niveau de détail et d’explication visuelle en fonction
des capacités de l’opérateur.
Enfin, Novick fait ressortir le niveau de frustration que provoque l’utilisation d’une aide, tant
informatique que physique, la difficulté venant de lire et d’exécuter les instructions en même temps.
Il est à noter que ceci est à relier au fait que les opérateurs préfèrent imprimer des pages qui par
la suite pourraient être facilement positionnées, attachées, scotchées sur le lieu de la tâche.
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5.3.2 Dans l’industrie
Dans l’industrie, où l’activité de maintenance est fortement corrélée au niveau de sécurité, la mise
en oeuvre des systèmes d’aide est davantage codifiée. En effet, les manuels de maintenance 23
doivent respecter une organisation, une forme et des informations rédigées par des détenteurs
de certificats (les constructeurs en majorité) en suivant des règles imposées (ou recommandées)
par des organismes de réglementation. Néanmoins, les opérateurs de maintenance ne sont pas
forcément plus respectueux des procédures, ce qui bien entendu ici est l’un des facteurs contribuant
à l’apparition d’incidents. [Emb00] en a d’ailleurs étudié les raisons, dans des industries dites à
haut risque comme l’Aérospatiale, la chimie... (Tab.6).
Les procédures ne sont pas utilisées parce que... %
Exactitude Elles sont imprécises 21
/ Précision Elles sont dépassées 45
Possibilité Elles sont impraticables 40
de Elles rendent plus difficile le travail à faire 42
réalisation Elles sont trop restrictives 48
Elles sont trop longues 44
Si elles sont suivies à la lettre, le travail ne peut pas être effectué dans les temps 62
Optimisation Les individus trouvent une meilleure manière de faire le travail 42
Elles ne décrivent pas la meilleure manière de faire le travail 48
Présentation Il est difficile de savoir quelle est la bonne procédure 32
Elles sont trop complexes et difficiles à utiliser 42
Il est difficile de trouver l’information dont on a besoin dans une procédure 48
Accessibilité Il est difficile de localiser la bonne procédure 50
Les individus ne sont pas au courant qu’il existe une procédure pour le travail qu’ils
sont en train de réaliser
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Politique Les individus ne comprennent pas pourquoi elles sont nécessaires 40
Aucune politique claire sur le moment où elles doivent être utilisées 37
Usage Les individus expérimentés n’en ont pas besoin 19
Les individus acceptent mal qu’on leur dicte comment faire leur travail 34
Les individus préfèrent compter sur leurs propres compétences et expériences 72
Les individus supposent qu’ils savent ce qui se trouve dans la procédure 70
Table 6: Motif du non-respect des procédures par les opérateurs de maintenance dans l’industrie
[Emb00].
Ces facteurs influençant l’utilisation des procédures sont, à bien y regarder, assez similaires à ceux
précédemment exposés. On y retrouve par exemple les difficultés dues à la présentation, c’est-à-dire
des informations dont le niveau n’est pas adapté à l’utilisateur, ou bien la difficulté de trouver la
bonne procédure. À ce niveau, il faut savoir qu’il peut effectivement ne pas être évident de localiser
une procédure puis d’y naviguer. En effet, la documentation est généralement organisée en tâches
faisant référence à des sous-tâches, elles-mêmes faisant référence à des tâches... Cela implique de
nombreux « aller-retour » dans les manuels, ce qui peut faire perdre le fil de la tâche. Nous sommes
donc ici en présence d’une des « Dirty dozen » de Dupont : la distraction. Pourtant, il est à noter
l’avantage d’une telle organisation de la documentation qui facilite grandement la mise à jour des
23. Ils sont le plus souvent rédigés en anglais technique simplifié, ce qui lors des traductions (notamment françaises)
peut expliquer que la longueur des phrases est relativement courte, problèmes pointés par l’étude de Brangier (op.
Cit.)
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procédures (unicité de la procédure), et permet de réduire efficacement la taille et le volume de
celle-ci.
Enfin, il est intéressant de remarquer que 70 % des individus préfèrent compter sur leurs propres
compétences, autrement dit faire appel au niveau S et R du modèle cognitif de Rasmussen, niveaux
propices aux lapsus et fautes basés sur les règles. Ceci peut expliquer en grande partie l’origine de la
majorité des erreurs commises. À cela, si l’on y ajoute les 70 % d’individus qui supposent connaître
ce qui se trouve dans les manuels, nous pouvons comprendre le « désamour » des opérateurs pour
la documentation.
Comme Brangier, [CGCS02] a lui aussi étudié la pertinence des manuels de maintenance, et ses
conclusions n’en sont que peu différentes. D’après les résultats, les manuels ne seraient pas forcé-
ment appropriés aux activités de maintenance et souffriraient d’imprécisions, d’ambiguïtés et d’un
certain manque d’information. Voici les principaux résultats (Tab.7 & Tab.8) :
Jamais Rarement Occasion-
nellement
Souvent Très
souvent
Poucentage de fréquence dans
l’année où un opérateur a réalisé
un travail d’une meilleure
manière que celle proposée par
le manuel
13% 25% 40% 16% 6%
Procédure ambigüe imprécise ou
incomplète ayant entrainé une
pièce endommagée
38% 44% 14% - -
Consultation d’autre(s)
opérateur(s) face à une
procédure ambiguë, imprécise ou
incomplète
- 12% 23% 41% 18%
Propre manière de réaliser la
tâche face à une procédure
ambiguë ou incomplète
12% 23% 41% 18% -
Fréquence des problèmes dans
les manuels rapportés
3% 21% 30% 31% 15%
Table 7: Problèmes liés aux manuels de maintenance.
D’accord Pas d’accord Neutre
Le manuel décrit la manière la
plus facile pour conduire chaque
procédure
18% 47% 35%
Les rédacteurs comprennent la
façon dont les opérateurs
réalisent les tâches
13% 54% 33%
Table 8: Ce que les opérateurs en maintenance pensent des manuels.
Ici, seulement 18 % des opérateurs pensent que les manuels décrivent la bonne manière de faire,
ce qui a pour conséquence que ces mêmes opérateurs préfèrent d’abord consulter leurs homologues
(41 % souvent et 18 % très souvent), ou accomplir la tâche de leur propre manière (41 % occa-
sionnellement et 18 % souvent). [MIMS05] confirme également cet aspect de « tenter autre chose »
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avant de recourir à la documentation officielle. L’origine de l’inadaptation des manuels serait que
les rédacteurs ne comprennent pas la façon dont les opérateurs réalisent leur tâche, mais dans le
même temps, seulement 46 % des utilisateurs rapportent les problèmes qui y apparaissent.
D’une manière générale, la documentation mise à disposition des opérateurs souffre de nombreux
défauts : accessibilité, imprécision, décomposition des procédures non appropriées, mauvaise or-
ganisation... Tout cela est autant de sources d’incitation pour l’opérateur à ne pas suivre les
procédures officielles, préférant ainsi utiliser des moyens parallèles, parfois valides et utiles, mais
pouvant largement contribuer à l’échec.
5.4 L’assistance téléphonique
Quand l’utilisation des aides textuelles échoue, les opérateurs peuvent recourir à une expertise via
le média le plus couramment utilisé : le téléphone. Bien qu’il existe à l’heure actuelle nombre de
systèmes de communication à distance (courriel, forum, chat...), le téléphone permet aux interlo-
cuteurs de véhiculer de l’information suffisamment riche, et ce, de manière synchrone.
Toutefois, l’assistance téléphonique entre un expert et un novice n’est pas sans difficulté, certaines
informations ne pouvant être retranscrites qu’à travers le canal visuel. [DSAO+97] a néanmoins
observé qu’il était possible d’atteindre au téléphone un niveau de performance équivalent à une
communication face à face moyennant un grand effort verbal de la part des interlocuteurs. Ces
difficultés liées à la communication vont dépendre de la capacité des intervenants à faire coïnci-
der leur savoir, adapter leur vocabulaire et à se faire une représentation mentale de la situation.
[Mol88] parle alors de mettre en commun les « sphères personnelles », les éléments de connaissance
(expérience, compétence...) étant propres et uniques à chaque individu.
Qui plus est, cette aide ne serait pas neutre dans le sens où elle souligne la dépendance de l’appelant
vis-à-vis de l’appelé [RVDWB00]. L’usage et l’efficacité des aides téléphoniques chez les techniciens
dépendraient alors de plusieurs facteurs :
– Du niveau d’expérience. Les débutants ont tendance à faire appel à l’assistance téléphonique, les
expérimentés privilégiant l’aide écrite.
– De la pression agissant sur la situation de maintenance. Plus le client est important et moins il
y a de temps pour réparer, plus les techniciens ont recours à l’aide téléphonique.
– Du niveau de risque encouru. Si le risque est interprété comme important, l’assistance télépho-
nique est une aide de choix.
– De l’autonomie offerte. Plus l’aide se présente comme étant discrète vis-à-vis de la hiérarchie ou
des collègues, plus son usage sera privilégié.
Même si l’assistance téléphonique se révèle être le principal moyen de communication à distance
dans le domaine de la maintenance industrielle, nous venons de voir qu’elle n’est pas exempte de
défauts, le plus souvent liés à la co-construction à distance d’une représentation du problème de
l’appelant ou à l’impression d’une perte d’autonomie.
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5.5 Conclusion sur l’aide « classique »
L’opérateur en maintenance industrielle évolue dans un monde où il est confronté à la multiplicité
et à la complexité des produits à maintenir. Sans assistance, il peut être délicat d’intervenir sur les
divers systèmes. Mais l’aide apportée aujourd’hui est source de certaines complications. En effet,
l’aide textuelle se heurte davantage à des problèmes structurels qu’à des problèmes dans l’utilisation
qui en est faite. Quant à l’assistance téléphonique, elle est acceptée moyennant des concessions
psychologiques, mais son caractère mono-modal conduit à des difficultés liées à l’interaction.
Le support d’information ne remplaçant pas une expertise (ou un diagnostic), et l’expertise distante
étant directement soumise aux biais de la technologie classique, les NTIC ne seraient-elles pas une
nouvelle voie permettant de tirer avantage des différents systèmes d’aide ?
5.6 Potentiel de la RA dans l’industrie
Bien que les années 60 aient vu naître la réalité augmentée, la concrétisation de son implémen-
tation dans le domaine de la maintenance date du début des années 90. Sa vocation est alors
d’accompagner un opérateur dans l’accomplissement de sa tâche en fournissant de l’information
contextualisée, et ceci, en temps réel. Cela serait les deux conditions qui réduiraient alors les risques
d’erreurs d’exécution [NM98].
Mais l’accent doit être mis sur la transparence dans l’interaction avec la machine. Il s’agit effecti-
vement d’un point-clé de la réalité augmentée dans ce domaine. L’utilisateur doit pouvoir porter
son attention sur la tâche à réaliser et non sur l’utilisation de l’outil lui-même, d’où les différentes
stratégies que chaque projet peut suivre dans l’élaboration d’un prototype. Aussi, le choix du
dispositif d’affichage est important, car l’objectif peut être de pouvoir minimiser le recours aux
supports classiques (papier) et laisser ainsi les mains de l’opérateur libres [WN03].
Beaucoup d’études ont été menées début 2000 pour évaluer le réel potentiel de la réalité augmentée
dans le domaine de la maintenance. Certaines sont contradictoires comme celles de [WOSL03] ou
[HB03], ne permettant pas de conclure quant à l’efficacité de la réalité augmentée face à l’aide
« classique » (textuelle). Une première explication possible est peut-être à chercher du côté des
limitations fonctionnelles et du caractère encore émergeant de la technologie à cette époque.
Mais déjà les principales conclusions sur l’utilisabilité de la réalité augmentée dans l’industrie
apparaissent, tendant même actuellement vers un épilogue favorable comme nous allons le voir.
Les apports les plus couramment cités peuvent être réunis dans les deux groupes suivants : intérêts
pour la tâche et intérêts pour l’opérateur.
5.6.1 Intérêts pour la tâche
– Réduction des temps de transition entre les tâches et sous-tâches, et donc potentiellement ré-
duction du temps global pour l’accomplissement de l’activité [HF09]. L’application peut fournir
de précieuses indications en guidant l’opérateur à localiser précisément l’emplacement d’inter-
vention.
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– Si le système est utilisé dans un cadre définissant une application stricte des procédures, la réa-
lité augmentée permettrait alors de réaliser plus rapidement une tâche de montage/démontage,
comparativement à un guidage papier [WOSL03].
– Fournir des informations contextualisées et en temps réel [NM98], ou accéder à des informations
sur de précédentes séquences de réparation [HF07]. L’information est ciblée, l’opérateur n’a plus
besoin de gérer et d’exploiter lui-même la quantité d’information [WOSL03].
– Réduction du nombre d’erreurs [WOSL03]. Selon [MG08], ce n’est pas tant le fait de passer
d’un support papier à une application informatique qui améliore le taux de réussite, mais c’est
l’apport des augmentations qui jouent un rôle essentiel. Toutefois, même si [TOBM03] constate
lui aussi une diminution du nombre d’erreurs commises, les opérateurs ont tendance à moins
revenir sur celles-ci pour les corriger (l’utilisateur focalise sur les instructions données par les
systèmes de réalité augmentée, faisant entièrement confiance à la machine : c’est l’effet tunnel).
5.6.2 Intérêts pour l’opérateur
– Réduction des mouvements oculaires et de la tête [HF07], ce qui confirme les précédentes ex-
périmentations de [TOBM03]. La réalité augmentée permettrait alors, grâce à l’utilisation de
casques Video-See-Through, d’avoir les informations directement sous les yeux et d’être guidé
directement sur la zone à agir. Moins de mouvement, donc potentiellement une réduction des
troubles musculo-squelettiques [HF09].
– Réduction du « Context Switching », c’est-à-dire des changements liés au passage d’une activité
à une autre (déconcentration en se détournant de la tâche pour chercher une information par
exemple). L’opérateur peut se focaliser sur ce qu’il fait sans « distraction » [HF07] et ainsi limiter
la charge mentale [TOBM03] (effort de transposition, de concentration...).
– Minimiser l’utilisation du support papier permet à l’opérateur de retrouver l’usage de ses deux
mains pour les activités qui l’exigent [SH02][WN03].
– Apprendre par l’action (« Learning by doing ») en construisant des connaissances d’une manière
active [FV02], ce qui pourrait être équivalant à une formation « sur le tas ». Durant cet appren-
tissage, mélanger réel et virtuel assurerait une meilleure compréhension des concepts théoriques
[SS01], facilitant l’élaboration de représentation des relations spatiales, et de leur évolution tem-
porelle [SH02].
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6 LES SYSTÈMES ACTUELS DE R.A.
L’industrie a bien compris les avantages qu’elle pourrait retirer de la réalité augmentée. Mais
l’introduction d’une technologie émergente dans le milieu professionnel se fait généralement en
plusieurs étapes tributaires des améliorations progressives de la recherche dans le domaine. Ainsi,
étalés sur un peu plus d’une décennie, divers projets préindustriels sont apparus, l’objectif étant
de tester, adapter et valider les concepts et prototypes qui serviront de base dans le futur.
L’exhaustivité étant vaine, nous allons présenter les systèmes faisant référence, systèmes dévolus
à l’aide des opérateurs dans leurs tâches de maintenance. Nous avons choisi de les classer en deux
catégories : les systèmes « automatisés » et les systèmes « supervisés ».
6.1 Les systèmes « Automatisés »
Nous entendons par système automatisé tout système de réalité augmentée fonctionnant de manière
autonome et largement déterministe. En d’autres termes, le système est un outil « personnel » pour
l’opérateur (guide virtuel), l’aide administrée dépendant de scénarii préalablement caractérisés par
les concepteurs.
Le projet KARMA
Parmi les systèmes de réalité augmentée dévolus à l’assistance des tâches de maintenance, le pro-
jet KARMA [FMS93] est certainement le plus connu, car à l’origine d’un tel concept dès 1993.
KARMA, pour « Knowledge-based Augmented Reality for Maintenance Assistance » avait pour
but le guidage d’un opérateur dans la réalisation de tâches de maintenance sur des imprimantes
laser (Fig.26).
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virtuelle semi-transparent développé par ce laboratoire et de plusieurs machines pour faire tourner
l’application (une machine se chargeait de gérer l’affichage, une autre était employée pour l’acqui-
sition des données venant des différents capteurs et d’autres machines se chargeaient du coeur de
l’application).
FIG. 1.10 – Le banc de test utilisé pour
KARMA
FIG. 1.11 – La réalité augmentée fournie par
KARMA
Les efforts fournis dans ce projet ont plutôt été portés sur les modalités de représentation de la
tâche à effectuer. Pour cela, un moteur graphique (IBIS pour Intent Based Illustration System) a été
développé. Ce dernier se basait sur un système de règles qui définissent la manière d’effectuer une
tâche ou d’accomplir un but.
Ces règles sont de deux types et correspondent à une séparation haut niveau / bas niveau :
– les règles générales spécifient les effets visuels à accomplir pour aider à atteindre son but.
– les règles de style donnent les différents moyens par lesquels les effets visuels sont exécutés.
Parallèlement, chacune de ces règles était divisée en méthodes et évaluateurs, les premières expo-
sant les actions à effectuer, les dernières vérifiant si ces actions ont été effectuées ou non.
En 1996, les chercheurs du même laboratoire ont lancé deux projets concernant l’utilisation de
la réalité augmentée dans le cadre du montage, de la maintenance et de l’inspection des bâtiments
[Webster et al., 1996].
Le premier, appelé “architectural anatomy”, leur permettait de voir les structures internes d’un
bâtiment, telles que les colonnes de soutien ou les circuits électriques. Le casque de réalité virtuelle
employé pour KARMA a été réutilisé. Les mouvements de la tête de l’opérateur étaient suivis par
un capteur à ultrasons. L’intérêt de ce projet réside dans l’interaction avec les objets virtuels qui sont
sélectionnables à la souris. Des informations supplémentaires étaient affichées à la sélection telles
que les dimensions de la pièce observée ou les contraintes mécaniques qui s’exercent sur elle. Ces
dernières étaient obtenues grâce au couplage de l’application avec des logiciels de calcul d’effort
utilisés par les architectes.
Le deuxième projet visait à accélérer le montage des structures en aluminium et à éviter les er-
reurs qui peuvent entraîner l’effondrement de la structure. (Les différentes pièces utilisées étaient de
formes peu différentes, ce qui est source de confusions). Le banc de test était constitué d’une struc-
ture aluminium en forme de diamant, d’une paire de lunettes semi-transparentes de marque Virtual
I/O équipées d’un capteur d’orientation. Les mouvement de la tête et de la main droite étaient suivis
par un radar optique de marque Origin Instruments. L’utilisateur était également équipé d’un lecteur
de code barre pour différencier les pièces avant le montage.
Pour chaque pièce à monter, le système de réalité augmentée suivait ces quatre étapes :
1. Une bande audio donnait l’ordre à l’opérateur de se diriger à l’endroit où sont entreposées les
pièces détachées et lui dit quelle est la pièce à prendre.
Figure 26: Opérateur effectuant une tâche de maintenance en suivant les instructions virtuelles.
Le système était constitué de capteurs ultrasons (ici sur le couvercle de l’imprimante, sur le bac à
papier et sur le casque porté par l’utilisateur) et d’un système d’affichage type Opti al See Thr ugh.
La localisation de l’opérateur étant connue grâce aux capteurs ul rasons, ne représe tation 3D put
être calculée 24 et affichée sur l’HWD. Le système intégrait déjà des règles définissant la manière
d’effectuer une tâche, avec un suivi vérifiant les actions exécutées.
24. Par le moteur graphique maison nommé IBIS (Intent Based Illustration System).
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Le projet chez Boeing
Boeing est l’une des premières sociétés qui commença dès 1992 [CM92] à développer son propre
système de réalité augmentée pour aider les techniciens dans le câblage électrique de leurs avions
(Fig.27).
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IV.2.2.2- La réalité augmentée chez Boeing 
Un groupe comme Boeing a commencé dès 1992 à développer un système de réalité augmentée pour 
aider les techniciens chargés de faire une partie du câblage électrique d’un avion [Caudell&Mizell92] 
[Jannin&Al93] [Sims94]. Cette application est illustrée dans la Figure 28. Boeing dirigea par la suite 
ses travaux de recherche vers la conception de tels systèmes pour la construction des matériaux 
composites, pour la maintenance avec un affichage des instructions en temps réel, et pour la formation.  
 
 
Figure 28 - Boeing RA pour le câblage électrique 
Boeing s’est également intéressé à l’utilisation de la réalité augmentée pour la formation de vol spatial 
et en support à la mission [Majoros&Jackson05] et [Memi06].  
 
Figure 29 - Boeing - RA pour les vol spatiaux 
 
IV.2.2.3- Le projet STARMATE 
Le projet STARMATE pour “System using Augmented Reality for Maintenance, Assembly, Training 
and Education” fut un projet européen qui s’est déroulé sur la période 2000-2002. Le but était de 
concevoir et développer un prototype utilisant les techniques de réalité augmentée pour l’aide à la 
maintenance de machines complexes. Les deux principales fonctionnalités du système devaient être de 
fournir une aide à l’utilisateur pour accomplir l’assemblage, le démontage et les procédures de 
maintenance, et de fournir une assistance pour la formation sur le terrain de personnel pour ces 
différentes tâches. La surimposition de l’information virtuelle sur le réel est réalisée en utilisant un 
laser monté sur le casque qui détecte ce que l’opérateur regarde. Une illustration du projet est proposée 
dans la Figure 30, et des informations complémentaires peuvent être trouvées dans [Schwald&Al01]. 
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Figure 27: Câblage électrique assisté.
Le dispositif était composé d’un casque de réalité virtuelle surmonté d’une caméra. Des cibles
étaient disposées dans l’environnement de l’opérateur, facilitant ainsi la localisation de celui-ci.
ARToolkit n’existant pas encore, Boeing développa son propre moteur d’analyse d’images et d’affi-
chage basé sur OpenGL. Le système se contentait alors d’annoter textuellement les images du flux
vidéo, et ce en temps réel. Parallèlement à ce projet, des études cognitives ont été réalisées [NM98]
pour évaluer l’interaction humaine avec ce nouvel outil et déterminer ses bénéfices. Il fut mis en
avant le potentiel de tels dispositifs dans l’avenir au sein de l’industrie.
Le projet ARVIKA (puis ARTESAS)
ARVIKA (Augmented reality for development, production and services) démarra en 1999 pour
se terminer en 2003 [ARV99]. Projet national allemand dirigé par Siemens, l’objectif fut d’ordre
exploratoire afin de déterminer comment utiliser les technologies de la réalité augmentée dans le
secteur industriel, en l’intégrant au plus tôt dans le cycle de vie des produits.
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Figure 31 - Projet ARVIKA 
Le système résultant du projet ARVIKA est capable de sélectionner et présenter la documentation 
pour la tâche en cours de l'opérateur. De plus, l'analyse de la scène par le suivi de marqueur et la 
reconnaissance vocale sont utilisés pour définir la situation de l’opérateur dans la tâche en cours 
[Wei enhausen&Al03]. 
 
  
Figure 32 - ARVIKA - Illustration [W idenhausen&Al03] 
 
Des informations supplémentaires peuvent êtr  trouvées sur le site internet du projet [ARVIKA] u 
dans les publications suivantes: [Wohlgemuth&Al00], [Friedrich02] et [Weidenhausen&Al03]. 
IV.2.2.6- Le projet ARTESAS 
Le projet ARTESAS « advanced augmented reality technologies for industrial service applications » 
était un projet national allemand qui s’est déroulé sur la période 2004-2006. Il avait pour but 
d’explorer et d’évaluer les technologies de réalité augmentée pour les applications industrielles. En 
fait, il fut la suite du projet ARVIKA et était basé sur les résultats de ce dernier. ARTESAS s’est 
focalisé sur : des procédures de suivi de position sans marqueur pour les environnements industriels 
rudes, des dispositifs de réalité augmentée conviviaux par des aspects techniques et ergonomiques, des 
implémentations et des évaluations dans le cadre d’applications industrielles. 
IV.2.2.7- Le projet AMRA 
Le projet AMRA pour « Augmented Reality Assistance for Maintenance » était un projet RNTL 
(Réseau National des Technologies Logicielles) qui s’est déroulé sur la période 2002-2004. Son but 
était d’implémenter un système mobile de réalité augmentée pour une utilisation le domaine de la 
maintenance industrielle. Selon [AMRA1], les objectifs étaient de fournir une aide contextuelle aux 
opérateurs novices leur permettant d’être formés sur site, apporter aux opérateurs de maintenance une 
assistance en leur donnant accès à des informations pertinentes de leur zone de travail, augmenter la 
disponibilité de l’information dans la zone de travail en utilisant les techniques de RA. Le résultat du 
projet AMRA est un prototype de réalité augmentée en vision indirecte implémenté sur une tablette-
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maintenance industrielle. Selon [AMRA1], les objectifs étaient de fournir une aide contextuelle aux 
opérateurs novices leur permettant d’être formés sur site, apporter aux opérateurs de maintenance une 
assistance en leur donnant accès à des informations pertinentes de leur zone de travail, augmenter la 
disponibilité de l’information dans la zone de travail en utilisant les techniques de RA. Le résultat du 
projet AMRA est un prototype de réalité augmentée en vision indirecte implémenté sur une tablette-
Figure 28: Aide apportée à l’opérateur de façon contextuelle [WKS03].
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Partant d’une base commune, plusieurs systèmes ont été développés par les différents partenaires.
Le système résultant fut en fait le développement d’un serveur informatique sur lequel les diffé-
rents systèmes étaient capables de sélectionner et présenter la documentation, s’adaptant ainsi au
contexte de la tâche de l’opérateur. Comme Boeing, la scène est instrumentée à l’aide de cibles
pour localiser l’opérateur (Fig.28), les augmentations étant cependant de nature textuelle et/ou
3D [WKS03].
Le successeur du projet ARVIKA, nommé ARTESAS (Advanced augmented Reality TEchnolo-
gies for industrial Service Application), regroupe les mêmes acteurs durant la période 2004-2006.
En se basant sur l’expérience acquise précédemment, l’accent était mis sur le suivi de position
sans marqueurs pour les environnements industriels difficiles [WVS05], ainsi que sur les aspects
ergonomiques des implémentations.
Le projet STARMATE
Le projet STARMATE (SysTem using Augmented Reality for Maintenance, Assembly, Training
and Education) fut un programme à l’échelle européenne composé de l’institut Franhofer, EADS,
Thales optronic (anciennement Thomson CSF), Dune, Tectnatom et CS-SI. Il s’est déroulé sur la
période 2000-2002, son objectif étant de développer et concevoir un prototype permettant d’assister
un opérateur dans l’accomplissement de tâches de maintenance sur des systèmes mécaniques com-
plexes. L’autre objectif était de pouvoir fournir une assistance de formation aux opérateurs novices
sur ces mêmes tâches [SFC+01][SdL03]. L’opérateur était équipé d’un dispositif plus complexe que
les projets précédemment décrits, à savoir de lunettes de type See Through, d’écouteurs et d’un
microphone couplé à un logiciel de reconnaissance vocale, d’un système de pointage pour désigner
les objets à l’application, d’un système de suivi de mouvement (caméra avec filtre infrarouge) et
enfin, d’une unité de transmission des données (Fig.29).
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Figure 30 - Projet Starmate 
IV.2.2.4- Le projet MARA 
Le projet MARA : « Maintenance Assistée en Réalité Augmentée ». Dans le cadre de travaux de 
recherche MBDA, le projet MARA visait à démontrer la valeur ajoutée de la réalité augmentée sur des 
cas opérationnels concrets. Le sujet retenu traite de l'aide opérationnelle pouvant être apportée aux 
utilisateurs ou aux mainteneurs intervenant sur des systèmes d'arme complexes, grâce à un 
environnement multimédia et interactif accessible au travers d'une interface homme-machine de haut 
niveau. Le démonstrateur retenu concerne le système d'accrochage d'un lance-missiles embarqué sur 
un avion. La stratégie pour atteindre cet objectif a consisté à utiliser de nouvelles technologies 
déclinées sous les termes de multimédia, de modélisation et animation 3D, d’Ingénierie linguistique et 
de RA. Au niveau des tâches de maintenance, le système MARA apporte une réelle valeur ajoutée au 
profit des opérateurs en leur permettant d’accéder à un ensemble de données plus vaste que celles 
classiquement fournies dans les documentations ou les supports de formation (multimédia), et ce d’une 
manière ergonomique et interactive. A ce jour, ce projet est resté à l'état de prototype. 
 
IV.2.2.5- Le projet ARVIKA 
Le projet ARVIKA pour « augmented reality for development, production and services » était un 
projet national allemand dirigé par Siemens qui s’est déroulé sur la période 1999-2003. Son but était 
d'utiliser les technologies de réalité augmentée pour implémenter un support pour réaliser des 
procédures adaptées à l'utilisateur et à son travail. Les applications visées étaient le développement, la 
production et les services, dans les domaines de l'automobile et l'aéronautique. 
 
Figure 29: Principe du projet STARMATE.
Ce projet fut intéressant à plus d’un point en ce qui concerne l’architecture modulaire proposée
pour la première fois dans un tel système (superviseur de régulation et conduction des flux de
données temps réel, module d eco naissa ce et suivi d’objets ou encore odule de gestion des
scénarii).
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Le projet AMRA
Le projet AMRA pour « Augmented Reality Assistance for Maintenance » était un projet RNTL 25
placé sous la tutelle du ministère de la Recherche française durant la période 2002-2004. La préoc-
cupation principale fut d’implémenter un système de réalité augmentée mobile pour une utilisation
dans le domaine de la maintenance industrielle. Les objectifs étaient multiples : fournir une aide
contextuelle à des opérateurs novices, apporter une assistance en donnant l’accès à des informa-
tions pertinentes aux agents expérimentés, et rendre disponible l’information via les techniques
d’affichage de la réalité augmentée (Fig.30).
1.1. DÉFINITIONS ET TAXONOMIE 19
1.1.2.2 Fonctionnalité “Réalité à compréhension ou à visibilité augmentée”
Dans le cadre de cette fonctionnalité, le réel et le virtuel sont dans un même espace d’affichage ce
qui nécessite un recalage du virtuel sur le réel.
La “réalité à compréhension augmentée” (figure 1.2) consiste à incruster des informations séman-
tiques passives telle que la fonction, la nomenclature ou la référence des objets réels sur les images
de la scène réelle. Il peut s’agir de titres, de légendes, ou de symboles qui ne sont pas nécessairement
la contrepartie exacte des objets réels.
FIG. 1.2 – Réalité à compréhension augmentée
La “réalité à visibilité augmentée” (figure 1.3) consiste à sur-ligner les objets réels afin de mieux
les voir. Ceci est généralement fait à l’aide d’EV qui sont des modèles en “fil de fer” ou en transpa-
rence des objets réels. Bien sûr, la mise en correspondance géométrique du réel et du virtuel s’avère
là aussi cruciale lors de l’exploitation de cette fonctio nal té. La visibilité peut-être améliorée en per-
mettant à l’opérateur de visualiser une partie de la scène réelle qui est cachée, comme par exemple
l’intérieur d’un dispositif. On parlera alors de “vision en transparence”.
FIG. 1.3 – Réalité à visibilité augmentée
1.1. DÉFINITIONS ET TAXONOMIE 19
1.1.2.2 Fonctionnalité “Réalité à compréhension ou à visibilité augmentée”
Dans le cadre de cette fonctionnalité, le réel t le virtuel sont dans un même espace d’affichage ce
i nécessite un recalage du virtu l sur l réel.
La “réalité à compréhension augmentée” (figure 1.2) consiste à incruster des informations séman-
tiques passives telle que la fonction, la nomenclature ou la référence des objets réels sur les images
de la scène réelle. Il peut s’agir e titres, de légendes, ou de symboles qui e sont pas nécessairement
la contrepartie exacte des objets réels.
FIG. 1.2 – Réalité à compréhension augmentée
La “réalité à visibilité augmentée” (figure 1.3) consiste à sur-ligner les objets réels afin de mieux
les voir. Ceci est généralement fait à l’aide d’EV qui sont des modèles en “fil de fer” ou en transpa-
rence des objets réels. Bien sûr, la mise en correspondance géométrique du réel et du virtuel s’avère
là aussi cruciale lors de l’exploitation de cette fonctionnalité. La visibilité peut-être améliorée en per-
mettant à l’opérateur de visualiser une partie de la scène réelle qui est cachée, comme par exemple
l’intérieur d’un dispositif. On parlera alors de “vision en transparence”.
FIG. 1.3 – Réalité à visibilité augmentée
Figure 30: Exemples de visualisation de données [AMR02].
Le projet AMRA utilise une visualisation de données type « Window on the World », c’est-à-dire
en vision indirecte via un tablet PC [DRM+05][Did05]. Notons que ce choix diffère des précédents,
et nous pouvons nous interroger quant à l’utilisabi ité l rsque l’opéra eur a besoin de ses deux
mains durant l’exécution d’une action.
Le projet de BMW
La société munichoise Metaio, en collaboration avec BMW, a développé pour celle-ci en 2006 un
prototype de « service du futur » pour aider les opérateurs en maintenance sur les automobiles de
la marque. L’originalité de ce prototype réside dans la méthode de Tracking proposée, particuliè-
rement efficace et robuste, et ce, en temps réel [PHMG06]. Dans le principe, il faut au préalable
se constituer, sous différentes orientations, une banque d’images clés représentant le système à
maintenir (Fig.31a). Celles-ci obtenues, dans chacune d’entre elles vont être détectés des points
caractéristiques. Ces points sont ensuite projetés sur un modèle CAO afin d’établir une corres-
pondance 2D/3D (Fig.31b). Cette phase d’initialisation terminée, le système informatique, pour
chaque image provenant du flux vidéo de l’opérateur, va comparer les points caractéristiques ob-
tenus avec ceux précédemment enregistrés. Par comparaison, il sera alors capable de déterminer
l’orientation de l’opérateur, et donc d’afficher des informations virtuelles recalées en fonction de
l’avancement de la tâche. En ce qui concerne l’équipement, l’opérateur est relié à un ordinateur
portable et est équipé d’un casque constitué d’une caméra et de lunettes types See Through pour
visualiser les augmentations produites par la firme BMW (Fig.32).
25. Réseau National des Technologies Logicielles.
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Given a camera’s pose Pt−1 at some time t − 1, video images
It−1 and It taken at time t − 1 and t, as well as a 3D work area
model M, estimate the current camera pose Pt .
To solve this problem we use a feature based approach, where
features are points with high textural fluctuations. Having a cam-
era pose Pt−1, which in our case is a 6-DOF vector consisting of
three translation values (x,y,z)T and three Euler angles (α,β ,θ)T ,
a corresponding image It−1 as well as a 3D CAD model M of the
object to be tracked we establish a set of 2D-3D correspondences
νt−1. First we extract a set of 2D features xt−1i from the image It−1
by using the Shi-Tomasi operator [16]. For efficiency purposes the
set is limited to a maximum of 100 features. The camera’s center of
projectionC connected with found features xt−1i in the image plane
defines a pencil of 3D rays rt−1i . Now we use the camera pose Pt−1
and the CAD model M to assign to every 2D feature xt−1i a corre-
sponding 3D point Xi. To perform this step efficiently we assign to
each face of the CAD model an unique color and render the CAD
model using the pose Pt−1. After this we use the color of the ren-
dered CAD model at every 2D feature position xt−1i to index the
corresponding face of the CAD model. This face spans a plane pi
that the ray rt−1i can be intersected with. The 3D intersection point
Xi is then added to the set ν t−1 together with the 2D feature xt−1i
as a 2D-3D correspondence. Figure 1 presents a schematic view of
the whole procedure.
Figure 1: Extracted 2D features are projected onto the CAD model
to establish 2D-3D correspondences.
After the set νt−1 of 2D-3D correspondences has been estab-
lished, the frame-to-frame tracking of 2D features xt−1i is per-
formed from image It−1 into the image It . We use the Kanade-
Lucas-Tracker [13] in combination with image pyramids [5] to ac-
complish this task. Thus a set of 2D-3D correspondences ν t−1 is
transformed into a new set νt , which corresponds to the Image It .
The camera pose Pt can now be calculated in a linear or non- linear
manner. We minimize the vector of reprojection errors ￿δi￿ using
the Levenberg-Marquardt algorithm [11], [14]. To be more robust
to outliers we do not use the reprojection error itself but the pseudo-
Huber robust cost function [8]
g(||δ i||) = 2b2(
￿
1+(||δ i||/b)2−1) (1)
which diminishes the influence of outliers on the result.
After features have been extracted they are tracked with KLT
between successive frames. During this tracking stage more and
more features get lost, either because they cross the image border
and thus cannot be tracked any more or because their matching er-
ror exceeds a certain threshold value. In addition, after each pose
estimation step all 3D points are projected into the image plane us-
ing the estimated pose Pt , and their distances to the corresponding
2D features are calculated. For every distance exceeding a certain
threshold the according 2D-3D pair becomes rejected and thus clas-
sified as an outlier. If the number of tracked features falls below a
threshold value (≈ 20) all features are deleted and the whole proce-
dure is repeated by using the last estimated pose.
With the hardware setup described in chapter 4 our system is
capable of running at a frequency of 60 Hz and currently limited
only by the frame rate of the video camera (30 Hz).
3.2 Initialization
The phase of initialization copes with the problem of determining a
camera’s projection matrix without any constraints to the pose and
without any knowledge of the previous poses. The only constraint
given in our case is that we are working with a calibrated camera
and thus a known intrinsic matrix K.
This problem is solved when a sufficiently large set of 2D-3D
correspondences can be established. Given such correspondences,
one can compute the camera’s extrinsic parameters and refine them
by applying non-linear optimization (e.g., Levenberg-Marquardt).
The main problem during the initialization phase lies in establishing
these 2D-3D correspondences.
In the section 3.1 we assumed that the first camera pose for track-
ing initialization was available. Now we discard this assumption
and describe the semiautomatic approach we developed for mark-
erless initialization and reinitialization.
Our initialization approach is similar to the one described
in [10] and is based upon key frames - stored snapshots of
the tracked object along with 2D-3D point pairs and the cor-
responding camera pose. The initialization consists of two
stages: The offline learning procedure and its application.
During the learning stage key frames are created and then
applied for initialization purposes during the application stage.
Learning key frames. Key frames are created using an addi-
tional robust tracking system. Such a system could be any outside-
in tracker which provides reliable pose data. Since the use of the
outside-in tracking systems is not practicable for mobile industrial
applications, we used an inside-out marker based tracking system
[3]. To acquire a key frame, the user must place the marker at a
known position in the world coordinate system (Fig. 2). The cam-
era pose provided by the marker is used to establish the 2D-3D
correspondences as described in the section 3.1. The video frame
(without the marker), 2D-3D correspondences and the camera pose
provided by the marker are stored in a key frame structure. The
whole procedure is then repeated to create a number of key frames
(we used about 10-15). Key frames should, if possible, cover the
whole work space to allow reinitialization from nearly every posi-
tion of the user’s head.
Figure 2: Key frames should be spread over the whole workspace to
allow for robust reinitialization.
Markerless initialization with key frames. After a set of key
frames has been created, it can be used for initialization purposes
as follows. When the application has started, every incoming
video frame is, initially, normalized using histogram equalization
to reduce the effect of different lighting conditions and then
(a) Images clés représentant la scène.
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known position in the world coordinate system (Fig. 2). The cam-
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Markerless initialization with key frames. After a set of key
frames has been created, it can be used for initialization purposes
as follows. When the application has started, every incoming
video frame is, initially, normalized using histogram equalization
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(b) Les points caractéristiques sont projetés
sur le modèle CAO pour établir la corres-
pondance 2D/3D.
Figure 31: Principe de la méthode de Tracking.
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compared to all key frames (which are also normalized) using the
SSD similarity metric. If the similarity is above some empirically
estimated threshold then the camera pose associated with this key
frame is assumed to be close to the camera pose of the real camera.
In the next step the KLT tracker is used to track 2D features from
the found key frame into the current video frame. If the percentage
of successfully tracked 2D features exceeds a threshold (≈ 70%)
the camera pose for the current video frame is calculated, as
described in section 3.1, n tracking begins. The reinitialization,
after the frame-to-frame tracking fails, works in the same manner.
Problems. Two main problems arise when using key frames for
initialization. First, key frames introduce illumination dependency
sinc they are sn pshot of a particular scene under particular light-
ing conditions. Histogram equalization lessens the problem slightly
but does not solve it. So, if the pplication domain is exposed to
natural lighting, and the interval between key frame creation and
applicatio i significant, the initializati n does not work well be-
cause 2D point features cannot be reliably tracked by KLT. Second,
the initialization area for key frame is small, and therefore the
camera pose must be close to the pose associated with a key frame
to allow for i itialization. The reason for this behavior is the limited
tracking radius of the KLT tracker.
To improve the performance f the initializatio procedure, we
in roduc d a training procedure to eliminat unreliable features dur-
ing the key frame learning stage. Aft r the user adds a key fram
the storage, he is asked to move the camera a little bit in the vicin-
ity of the pose used to create the key frame. As the user moves the
camer , 2D features extr cted from the key frame are tracked with
KLT into every video frame. All features for which the tracking
fails are rejected and ot saved in the key frame structure. As a
consequence we achieve a more robust initialization, as the proba-
bility of a successful tracking of a feature, that was saved with the
key frame, increases.
4 HARDWARE SETUP
The hardware we use at the moment consists of a standard notebook
( Pentium 1.7 GHz Centrino, 500 Mb RAM, NVIDIA FX 5650 Go
graphics card ), a HMD ( both video -see-through and optical-see-
through have been tested ), a wide-angle micro camera ( Toshiba
IK-CU50 with a 2.1 mm lens ) and an analog wireless bidirectional
transmission system. The video camera is mounted rigidly on the
HMD (Fig. 3). The wireless transmitter and receiver as well as
the power supply are built in a waistcoat worn by the user and the
weight of the transmission system is thus spread over the user’s
body. The signal of the video cam r transmitted to the notebook,
where both tracking and augm ntation happen and the complete
augmented video stream is then ent back to the mobile setup.
(a) (b)
Figure 3: The setup used for markerless tracking evaluation.
5 RESULTS
We tested the presented AR system both with synthetic and real
data. For evaluation purposes we created five synthetic video se-
quences (Fig. 4). All sequences were created by rendering the un-
compressed CAD model from BMW using a virtual camera with a
90o field of view. The length of each video sequence is 100 frames
at a resolution of 640× 480 pixels. All sequences differ in their
complexity regarding movement strength, occlusions and illumina-
tion changes. The distance between the camera and the car varies
from about 500mm to 1600mm. The RMS Error in all sequences
was ≈ 5mm for translation components and ≈ 0.8deg for orienta-
tion components of the pose.
(a) (b) (c)
(d) (e) (f)
Figure 4: Snapshots from a synthetic video sequence. The sequence
consists of a m tio and rotation around all three coordinate axes
along with heavy occlusions and illumination changes. Not only the
color of the illumination is cha ged but also the direction.
For evaluation with real data the maintenance of a BMW 7 Series
ngine was chose as test scenario. In particular the so called Val-
vetronic actuator had to be changed. Steps which are necessary to
complete this t sk contain all types of probl ms that a robust track-
ing system has to deal with, such as strong partial occlusions by
worker’s hands, rapid moveme ts, str ng variations in the distance
to the work area, changes applied to the work area and the need
for reinitialization after the tracki as failed (Fig. 5). The user
is guided through the scenario by a set of animated 3D work in-
structions which are sup rimposed on the c r engine. The test was
performed by BMW staff who were not involved in the develop-
ment of the tracking software. The whole scenario was repeatedly
successfully performed any times by different persons.
6 CONCLUSION AND FUTURE WORK
We developed a prototypical AR system for industrial mainte-
nance and repair purposes which utilizes markerless tracking with
a monocular camera setup as well as a light weight mobile hard-
ware platform for visualization. The developed AR system has been
evaluated in numerous tests in a real industrial context and demon-
strated robust and stable behaviour. Our system is based upon well
known concepts and algorithms and it is our opinion that it is the
right mixture of algorithms that leed to a successful AR system.
It is also of interest to mention the advantages of wide-angle
cameras for feature-based optical markerless tracking. They allow
us to use a larger part of the work space for tracking purposes which
is important in pr sence f partial occlusions like in our test sce-
nario. An extension of this idea to fish- eye cameras is presented in
[9].
For the moment the main weaknesses of our system is the theo-
retically unbound error accumulation during the tracking stage, the
(a) Dispositif équipant l’opérateur. (b) Augmentations en vue de guider l’opérateur pas
à pas.
Figure 32: Le système de BMW.
Le projet ARMAR
Débuté en 2007, « Augmented Reality for MAintenance and Repair » explore l’utilisation de la
réalité augmentée pour aider à l’exécution de tâches procédurales dans le domaine de la réparation
et de la maintenance. Plus particulièrement, [ARM07] s’intéresse à savoir comment les graphismes
numériques superposés et recalés en temps réel peuvent augmenter la productivité, la précision
et la sécurité du personnel de maintenance [HF09]. Pour cela, Feiner et Henderson ont développé
un système de réalité augmentée [HF07] composé d’un afficheur Video See Through binoculaire
surmonté d’un dispositif de suivi de mouvements et d’un système de calcul mobile relié à un réseau
sans fil (Fig.33). Les concepteurs se sont également intéressés à développer une nouvelle façon
d’interagir avec le système en lieu et place des classiques commandes physiques [HF08].
Avec le système proposé par BMW, ARMAR fait partie des prototypes les plus aboutis et fonc-
tionnels à ce jour en termes d’utilisabilité.
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(a) Dispositif de visualisation développée pour ARMAR.
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Diverses informations sur ARMAR peuvent être trouvées sur les pages internet suivantes: [ARMAR1] 
[ARMAR2] et dans ces publications: [Henderson&Feiner07], [Henderson&Feiner08], 
[H nderson&Feiner08bis] and [Henderson&Feiner09]. 
 
 
Figure 37 - ARMAR exemple visualisation 
IV.2.2.10- Conclusion 
Que se soit en utilisant des dispositifs d’affichage à porter avec les mains ou montés sur la tête, tous 
ces projets ont travaillé sur le recalage de l’information sur l’environnement réel. Ce dernier est 
effectué en la localisation en temps réel et le suivant des marqueurs, des caractéristiques de 
l’environnement, un laser, etc. 
 
Dans les résultats de ces projets dont nous avons connaissance, les informations (recalées ou non) sont 
apportées à l’opérateur dans sa zone de visualisation, c'est-à-dire dans la zone qui lui permet de 
percevoir l’environnement réel et les actions qu’il réalise. Les informations généralement 
implémentées se limitent aux informations contenues dans une procédure technique. Cependant, nous 
pouvons remarquer la zone de visualisation de l’opérateur peut vite devenir chargée en information 
(Figure 29 et Figure 37), et une partie de son environnement peut être masqué (Figure 36). 
 
IV.2.3- Conclusion 
L’utilisation des technologies de réalité augmentée est très intéressante, dans le sens où elles donnent 
la possibilité de pouvoir recaler des informations sur le réel. Cependant, pour avoir étudié le contexte 
des activités de maintenance, les opérateurs impliqués et les besoins informationnels, il ne semble pas 
nécessaire de recaler continuellement les informations utiles sur l’environnement réel de la tâche. Ce 
type de présentation de l’information doit être utilisé occasionnellement dans la réalisation des tâches 
et/ou pour des situations bien précises. Toutefois, ce domaine nous a aidés à concevoir notre solution 
pour répondre à notre problématique.  
 
IV.3- L’ESPACE PHYSIQUE INFORMATIONNEL MIXTE  
IV.3.1- Introduction 
Dans cette partie nous allons vous présenter notre solution pour permettre aux opérateurs de 
maintenance de pouvoir visualiser toutes les informations utiles pendant l’exécution des actions 
requises de la tâche, tout en restent main-libre et quelque soit leur position pendant la réalisation de la 
tâche. 
 
 
 
(b) Exemples d’augmentations durant une tâche de maintenance et interaction avec le système.
Figure 33: Le système ARMAR.
Conclusion sur les systèmes « Automatisés »
Tous les projets présentés proposent des dispositifs plu ou moins imilaires dans leur fonctio ne-
ment. Ces derniers ont majoritairement utilisé des dispositifs d’affichage tête porté, ont travaillé
sur le recalage d’information avec ou sans marqueurs et ont cherché à apporter la connaissance
dans la zone de travail de l’opérateur. Tous ces systèmes sont particulièrem nt pertinents lorsque
les tâches sont régies par des règles attribuant une action à une situation précise, c’est-à-dire dans
le cadre d’une procédure opérationnelle standard.
Or, nous l’avons vu précédemment, les procédures définies par les concepteurs des divers produits
à maintenir sont souvent imprécises, ou fréquemment inadaptées à l’environnement de l’opérateur.
Qui plus est, avoir accès à une connaissance dite explicite (voir 8.1.1 page 72) n’est pas forcément
suffisant pour savoir comment l’utiliser Il existe un autre type de connaissa c , un connaissance
dite tacite, appartenant au domaine de l’expérience, des attitudes et du savoir-faire. Aujourd’hui,
ces informations sont difficilement transposables dans l’univers informatique.
Ainsi, les systèmes actuels de réalité augmentée pour la maintenance sont impuissants lorsque
survient une situation imprévue. Il est alors parfois nécessaire d’avoir recours à une personne
distante ayant le niveau de qualification requis. C’est à cela que tente de répondre la deuxième
catégorie de systèmes.
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6.2 Les systèmes « Supervisés »
Contrairement aux systèmes autonomes précédemment décrits, les systèmes supervisés 26 ne sont
souvent qu’un moyen de télécommunication entre un opérateur et un expert, utilisant toutefois les
concepts de la réalité augmentée. Autrement dit, l’opérateur est muni d’un système lui permettant
de se faire assister par un expert distant dans l’exécution de sa tâche. L’objectif est donc d’ajouter
à la modalité audio la modalité visuelle 27, et des capacités de présentation/interaction offertes par
la réalité augmentée.
Les travaux de Zong, Boulanger et Georganas
Courant 2002, [ZBG02] présentent un prototype d’un système collaboratif pour la téléformation
industrielle basé sur la réalité augmentée. Le principe de fonctionnement est de permettre à un
opérateur de se faire assister dans sa tâche de maintenance par un expert éloigné en partageant
sa vue avec celui-ci. Dans ce prototype, l’opérateur peut manipuler de façon interactive des objets
virtuels grâce à des marqueurs (Fig.34).
systems have to be present in the same physical space 
and share it. The remote users can not join the shared 
space and do the collaboration work.  
Training costs are a considerable part of expenses for 
many industries, especially when the customers or 
employees need to learn to use equipment or devices that 
are expensive and costly to repair. The problem is 
compounded when the trainers are far from the would-be 
trainees. A Collaborative Virtual Environment (CVE) is one 
of the solutions for industrial training and a prototype 
CVE was developed at the Multimedia Communications 
Research Lab, University of Ottawa [5]. However, with this 
system the trainees are completely immersed in the 
computer-generated virtual environment and separated 
from the real world. With the training experience in a 
virtual environment, the trainees may be still confused as 
to when they are doing the real world task. Collaborative 
Augmented Reality (CAR) is an attractive solution to this 
problem. CAR embeds computer-based tools in the users’ 
real environment and enables users experience a real 
training exercise with a shared space that is filled with 
both real and virtual objects.  
 
1.3 Contribution 
 
In this paper we explore the possibility of a shared 
mobile 3D workspace for collaborative augmented reality. 
We present a collaborative augmented reality prototype 
for industrial training with the following characteristics.  
• Virtual information, such as annotation and 3D 
virtual objects, is superimposed on the real world 
environment of the wearable computer users.  
• A personal workspace surrounding the wearable 
computer user allows him/her to organize the 3D 
models spatially and directly interact with them in 
a natural way. 
•  Remote users can share the augmented reality 
workspace of one wearable computer user, see 
what he/she sees and watch his/her action as if 
the remote users are present in the physical world.  
•   Instead of working with the physical objects, the 
remote users manipulate and interact with the 
virtual objects placed in the augmented reality 
workspace as in the physical space gaining some 
valuable experience.  
•  The users can engage real-time audio conversation 
such as discussing the real world task and give 
some advice or instruction to the wearable user. 
Several challenges need to be addressed to realize the 
described characteristics. Distributed applications need 
real time synchronization of shared data to present the 
same state to all users. A good control mechanism and 
flexible support for interaction and collaboration tasks in 
distributed AR applications need to be provided. In this 
paper, we propose an architectural solution for our 
distributed AR prototype, and investigate the main issues 
that arise from distributing an AR application between 
multiple users. Some mechanisms for supporting 
interaction and collaboration tasks are provided and 
discussed. 
Our prototype is created for an industrial training 
application. However, it can be applied to other 
applications. In the following section we will describe our 
prototype for industrial training, and in section 3, we will 
expl in the system design iss es, including the desig  
considerations, system architecture and some software 
models. In section 4, the experimental results are 
discussed. And a conclusion is given in section 5. 
 
2. Prototype 
 
 
Figure 1. A trainee works with a wearable computer 
    
       Imagine a trainer and some trainees are in different 
locations. The trainees are trained to install a chip on a 
switch board. As shown in figure 1, a trainee wearing a 
wearable computer is going to work with a physical switch 
board on the table. Let’s refer to him/her as the local 
trainee A. A trainer T and a remote trainee B who are in 
different locations are working on the remote 
workstations, watching A’s action through the shared 
view of the local trainee. All of them are equipped with a 
microphone and are able to talk through live audio. 
       Figure 2 shows the screenshots of a collaborative 
training exercise running with our system. When local 
trainee A is looking at the table, he can see two different 
virtual chips around a physical switch board, as shown in 
figure 2(a). One virtual chip has nine pairs of pins while 
another chip has seven pairs of pins. As shown in figure 
2(b), trainee A picks up the chip with seven pairs of pins 
and move it to be close to the switch board. As shown in 
figure 2(c), the chip is laid on the socket with all of the 
pins lined up and the pin 1 marked with white dot on the 
chip surface is on the top right of the figure.  Remote 
trainee B would try to install the chip in another way and 
he sh ws the trainer T and the trainee A his idea by 
orie tating the virtual object with the keyboard or mouse. 
As shown in figure 2(d), the virtual chip is rotated by 
traine  B with the small white dot o  the bottom left of the 
picture. Trainer T point out that both of the pin1 and the 
socket should be matched up for correct installation else it 
will produce serious damage to the chip. Through this 
interactive “real” training exercise the trainees can ga n 
valuable expe ience. 
 
  
 
 
 
  
 
 
 
Figure 2. Installing a chip 
 
3. System Design 
 
3.1 Design Considerations  
 
In this system, the visualization end points that allow 
the users to participate in the collaborative augmented 
reality workspace include: 
• Wearable computers worn by trainees in the real-
world task;  
• Desk-bound workstations used by the trainer and 
other trainees in the remote location. 
All of these visualization end points are connected 
with a network. Since the system consists of multiple 
users, and they have to share some information such as 
video and interaction data, so we designed this system in 
distributed client/server architecture. The clients refer to 
the above visualization end points. With this architecture 
the system has more extension capability. Our system can 
support 64 clients at maximum at the same time.  
To decide where and which virtual objects should be 
superimposed on the real world. Certain features have to 
be in the view to calculate the camera viewpoint relative to 
the real world and to recognize the virtual object 
identification. Currently we use the technique proposed 
by kato-billinghurst-Weghorst-Furness[6] for this target.  
In their proposal, a marker with a square region and some 
pattern inside of the square region is used to track the 
camera viewpoint relative to the marker and recognize the 
marker’s identification which identifies the virtual object to 
be superimposed.  
The computational tasks that operate on the pose 
tracking, virtual object recognition and rendering tasks 
that generate graphic images to be visualized could be 
time consuming and computationally intensive, especially 
if the data being explored are complex and huge. This 
invariably leads to very low frame rates. According to a 
research by Durlach [7], delays greater than 60ms between 
head motion and visual feedback impair adaptation and 
the illusion of presence. A collaborative augmented reality 
system needs to provide the minimum frame rate (10 
frame/sec), while collaborating with other users in parallel.  
We allocate the tracking process to the server for the 
following advantages:  
• Reduce the workload of the wearable computer 
that has lower battery and CPU speed compared 
with PC workstation;  
• Centralize the media database. The update to the 
media database in the server will be propagated 
to the clients in the initiate procedure. 
 
3.2 Architecture  
 
The system is a distributed system that consists of 
two kinds of major components: the server; and one or 
more clients including wearable computers and 
workstations. Figure 3 shows the flow diagram of the 
system. To simplify the diagram and clearly present the 
flow of the system, we show three components: a server, a 
wearable computer and a workstation. The implementation 
for both system components, i.e. wearable computer and 
workstation, is the same.  
As shown in Figure 3, the camera in the wearable 
computer captures the video images. The video image is 
rendered in the display screen of HMD.  The encoded 
video image and other status information are packed and 
sent to the server. The server receives and unpacks the 
data. The encoded image is decoded and analyzed by the 
tracking routine to calculate the camera pose and marker’s 
(a) A physical board with 
virtual chips around 
(b) Local trainee A is 
moving a virtual chip 
(c) A virtual chip is laid 
on the board 
(d) The virtual chip is rotated 
by remote trainee B 
Figure 34: Tâche d’entraînement. L’opérateur manipule les objets virtuels via un marqueur.
L’objectif était d’explorer les possibilités d’un espace de tra ail mobile 3D partagé. Les caractéris-
tiques de ce système sont :
– Présenter des inf rmations virtuelles annotées u 3D via un dispositif d’affichage tête porté.
– Mettre en place un espace de travail virtu l personnel entourant l’opérateur.
– Partager la vue de l’opérateur grâce à une caméra portée sur la tête de celui-ci.
– Utiliser des objets 3D virtuels plutôt que réels pour s’entraîner.
– Pouvoir discuter avec le collaborateur distant pour partager des conseils ou des informations sur
la tâche.
Le système est donc intéressant à plus d’un titre, car il est, dans le domaine de la réalité augmentée,
l’un des premiers à faire intervenir l’humain pour supervise une tâc e. Le avantages sont multiples
pour l’opérateur, l’expert peut partager son expérience en plus de s’adapter à l’avancement de la
tâche grâce à la vue partagée. Cependant, l’expert ne peut que donner des directives audio pour
guider l’opérateur.
26. Dans la littérature, cette catégorie peut être assimilée à une sous-classe du domaine CSCW (Computer Sup-
ported Collaborative Work) appelée « interaction à distance ».
27. Notons qu’il ne s’agit pas ici de visioconférence, même si les concepts sont quasi identiques, la différence étant
au niveau de l’implémentation spécifique aux environnements de maintenance.
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Le système WACL
Sakata et al. veulent aller plus loin que les précédents travaux en permettant à l’expert d’interagir
dans l’espace physique de l’opérateur. Ils présentent dans [SKK+03] et [SKK06] le système WACL
(Wearable Active Camera with a Laser pointer) pensé comme un dispositif pour supporter la
télécommunication. WACL est un terminal porté sur l’épaule de l’opérateur et est composé d’une
caméra « active », c’est-à-dire motorisée, et d’un laser la surmontant (Fig.35), le tout pilotable à
distance par l’expert.
Figure 35: Le système WACL.
Grâce à la caméra pilotable, l’expert distant peut donc lui même « explorer » l’espace environnant
de l’opérateur pour le guider de façon plus efficace dans sa tâche.
WACL dégage deux principaux avantages : pointer directement des objets réels pour les désigner,
et pouvoir indiquer une direction de manière intuitive.
Vis-à-vis des précédents systèmes, il est à noter que dans ce cas précis, nous avons la possibilité
d’avoir une interaction directe de l’expert vers l’opérateur. Toutefois, de par la nature du laser,
celle-ci est limitée à la désignation.
Le système CAMKA
Développé par la société éponyme depuis 2005, le système CAMKA [Cou06] est présenté comme
étant un système de maintenance vidéo assistée (VAM) qui permet à un expert de faire réaliser
à distance une opération technique à l’aide d’outils multimédias par un intervenant présent sur
le site. À l’origine, le système se présentait sous la forme d’un casque équipé d’un microphone,
d’écouteurs, d’une caméra frontale et d’un afficheur vidéo (Fig. 36).
Figure 36: Dispositif porté par l’opérateur.
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Dans son fonctionnement, ce que capte la caméra est envoyé à l’expert. Ensuite, celui-ci peut
capturer une image du flux vidéo, ajouter des annotations puis renvoyer l’image ainsi enrichie sur
le dispositif d’affichage de l’opérateur (Fig.37). Ici, l’expert a donc la possibilité d’enrichir des
images du réel pour assurer une meilleure compréhension de l’action à accomplir par l’opérateur.
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Figure 37: Interface de l’expert. À droite, le flux vidéo temps réel. À gauche, une image capturée
en train d’être augmentée avant son envoi à l’opérateur.
Courant 2009, la société a gardé le même principe, mais s’est plutôt orientée vers une nouvelle
implémentation du système, à savoir non plus sous forme de casque, mais sous forme de pistolet
(Fig.38).
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Figure 38: CAMKA Gun.
Même si le principe reste identique, nous pouvons noter ici que l’opérateur ne peut plus avoir les
mains libres pour effectuer sa tâche. Comparée au système WACL, l’interaction pour l’expert est
potentiellement plus riche même si les augmentations sont temporellement décalées.
Conclusion sur les systèmes « Supervisés »
Comme nous pouvons le constater, ces systèmes de réalité augmentée dévolus à la téléassistance
dans le domaine de la maintenance font l’objet de moins d’attention vis-à-vis de leurs homologues
autonomes. Nous venons de voir que les solutions proposées sont parfois assez différentes en termes
d’interaction et d’implémentation, et pourraient donc être complémentaires vis-à-vis de l’aide à
apporter à un opérateur. Mais il est intéressant de remarquer que toutes les solutions proposées
sont très orientées vers la collaboration, ne permettant pas forcément d’apporter une assistance
directe en rapport avec la tâche à accomplir. Les concepts de la réalité augmentée permettraient
donc de « pousser » plus loin la capacité de l’expert à assister l’opérateur.
68
7 NAISSANCE D’UNE PROBLÉMATIQUE
Nous assistons ces dernières années à une attente forte du monde industriel pour intégrer de
nouveaux outils d’assistance technologique à travers la réalité augmentée. Ce besoin exprime les
difficultés rencontrées par les techniciens en maintenance actuellement confrontés à la grande variété
de systèmes mécatroniques de plus en plus complexes et au renouvellement des gammes de plus en
plus rapide.
La compression des durées de formations et la multiplicité des procédures de maintenance fa-
vorisent l’apparition de nouvelles contraintes liées à l’activité des opérateurs. On peut citer par
exemple le manque de « visibilité » du système à maintenir et l’incertitude des opérations à réa-
liser. Ces constatations tendent à obliger les mécaniciens à se former « sur le tas », ce qui peut à
terme impliquer un accroissement des erreurs de procédures et par ce biais augmenter les coûts de
maintenance, occasionnant des pertes de temps considérables.
Nous avons vu au fil de ce chapitre les problèmes qu’engendre une aide classique. Mais dans un
contexte mondial fortement concurrentiel, la demande des industriels à augmenter l’efficience des
tâches du support technique et de maintenance passe par l’intégration de nouvelles technologies de
communication. En ce sens, nous avons passé en revue l’ensemble des prototypes d’aide du futur.
Nous avons proposé une classification en deux catégories de ces systèmes. La première dite des
« systèmes automatisés » regroupe l’ensemble des systèmes particulièrement pertinents lorsque
les tâches sont régies par des règles attribuant une action à une situation précise, autrement dit
dans le cadre d’une procédure opérationnelle standard. Ces systèmes font preuve d’une maturité
technologique leur permettant de prétendre à une intégration industrielle relativement proche.
Mais lorsque surgit une situation imprévue, un opérateur travaillant seul peut avoir besoin d’une
aide extérieure, et la personne ayant les compétences et connaissances nécessaires pour l’assister
n’est généralement pas sur le même lieu. C’est dans ce cadre que s’inscrit la seconde catégorie
dite des « systèmes supervisés ». Leur objectif est de faciliter la communication distante entre les
individus. Cela a été rendu possible grâce à l’explosion des débits de communication et du World
Wide Web. Cette collaboration entre un expert et un opérateur engendre de multiples bénéfices,
mais encore faut-il avoir un système permettant de supporter des interactions distantes proches
de celles disponibles lors d’une communication en face à face. Nous avons vu que cela n’est pas
forcément le cas !
Notre problématique pourrait alors se formuler de la manière suivante :
« Pourquoi l’homme est-il encore un chaînon incontournable en termes d’assistance,
et comment faire en sorte qu’il puisse à distance interagir avec un opérateur de façon
presque aussi naturelle que s’il était coprésent ? »
Avec la réalité augmentée, nous pouvons désormais envisager un système de collaboration à distance
permettant à l’expert d’être virtuellement coprésent avec l’opérateur. C’est ce que nous allons
présenter au chapitre suivant.
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Troisième partie
L’ASSISTANCE HUMAINE DISTANTE :
PROPOSITIONS
Les technologies d’assistances profitant des concepts de la réalité augmentée sont donc bien trop
souvent des outils que l’on pourrait qualifier de « déterministes », au sens où ils sont particuliè-
rement bien adaptés dans le cadre d’une procédure opérationnelle standard. Lorsque la situation
devient imprévue, ces outils deviennent inutiles et il est nécessaire de faire appel à une assistance
extérieure.
En quoi l’humain est-il donc encore aujourd’hui un maillon indispensable en termes d’assistance ?
Qui plus est, la communication entre deux individus face à face est régie par des mécanismes
complexes, alors que dire de la problématique engendrée par une communication distante ! En ce
sens, nous avons vu certains systèmes tentant d’améliorer celle-ci, mais est-ce que les critères pris
en compte sont suffisants pour soutenir efficacement une collaboration entre individus physique-
ment éloignés ? Comment soutenir les spécificités de la tâche tout en tenant compte du caractère
générique d’une tâche quelconque ?
C’est dans cette problématique que s’inscrivent les propositions dont nous allons détailler les
concepts en fin de chapitre.
La première partie vise à exposer la complexité de ce que représente la connaissance, son acquisition
et sa transformation pour justifier l’approche humaine en tant que système d’aide. La seconde
partie quant à elle, a pour finalité de mettre à jour les difficultés et caractéristiques à prendre en
compte lorsque l’on doit faire collaborer des individus physiquement éloignés. C’est à la lumière
de ces arguments que nous allons proposer, grâce aux NTIC, et plus particulièrement à la réalité
augmentée, un paradigme d’interaction visant à « simuler » la coprésence d’un expert auprès d’un
opérateur dans le cadre d’une tâche de maintenance supervisée.
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8 LE POURQUOI DE L’INTERVENTION HUMAINE
Si l’on se réfère au niveau KB 28 du modèle de résolution de problèmes de Rasmussen, il est difficile
à l’heure actuelle d’automatiser le processus cognitif entrant en jeu lors d’une situation inconnue.
Les technologies sont encore tâtonnantes à ce sujet, qu’il s’agisse de systèmes experts s’appuyant
sur des moteurs d’inférences, ou de systèmes tentant de reproduire des interprétations proches
de celles que le raisonnement humain est capable d’élaborer. Nous allons présenter ici à travers
différents points pourquoi l’humain a toute sa place en tant que processus d’aide face aux systèmes
informatiques. Nous allons tout d’abord détailler ce qu’est la connaissance, les différentes formes
qu’elle peut prendre, avant d’énumérer les différentes théories sur la façon dont elle est acquise, puis
transformée en d’autres connaissances. Nous verrons ensuite ce qu’est la compétence et pourquoi
l’humain peut devenir un expert. Pour finir, nous mettrons en exergue les atouts d’une interaction
humaine tournée vers le même objectif.
8.1 La connaissance
Alors que les théoriciens de l’erreur ont tenté de définir les mécanismes de résolution de problèmes, le
lecteur se rendra compte que les méthodes proposées sont dépendantes des connaissances acquises,
matières premières sur lesquelles les processus cognitifs agissent. Toutefois, il n’y a pas de définitions
substantielles de la connaissance qui fasse l’unanimité, et pour cause, nous allons voir qu’il n’existe
pas une connaissance, mais des connaissances, et que leur intégration, maîtrise, combinaisons,
sont autant de conditions menant vers l’expertise. Si nous devions choisir une définition du terme
connaissance, celle proposée par [Mer03] est intéressante, car elle définit ce qu’est un « contexte »
pour une information, composante de la connaissance.
Contexte : le contexte d’une information est donné par une série d’informations permettant à son
utilisateur de comprendre la signification en vue de satisfaire les objectifs qui lui sont assignés.
Connaissance : Une connaissance (pour un acteur) sera donc formalisée par un ensemble d’infor-
mations la caractérisant et par les informations décrivant le contexte dans lequel elle a été générée
et/ou dans lequel elle est destinée à être exploitée.
Mais nous nous apercevons ici que la connaissance est formalisée, bien que cela ne soit pas toujours
possible en l’état actuel du savoir.
8.1.1 Les différents types de connaissances
Si l’on se réfère aux sciences cognitives, il existe trois catégories fondamentales de connaissance :
les connaissances déclaratives, les procédurales et les conditionnelles. Elles ont été identifiées suite
aux travaux de [And83] et de [Tar92]. Chacune d’elle fait appel à des stratégies d’apprentissage
différentes :
– Les connaissances déclaratives constituent le savoir théorique, c’est-à-dire les faits, les règles,
les lois ou les principes. Ce sont des connaissances dites statiques, dans le sens où elles ne se
suffisent pas à elles seules pour permettre l’action. Liées entre elles pour former des propositions,
28. « Knowledge Based », fonctionnement basé sur les connaissances déclaratives (voir 4.1.1 page 44).
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elles devront être traduites en procédures et en conditions pour être utilisables. Exemples de
connaissances déclaratives : définitions de mots, description de l’objet, connaissance des lois...
– Les connaissances procédurales correspondent au savoir-faire, c’est-à-dire la connaissance du
comment de l’action, aux étapes pour la réaliser. Ce sont des connaissances dynamiques, car
elles exigent de la pratique et de la répétition pour être maîtrisées. Exemples de connaissances
procédurales : réaliser une expérience, faire un plan de travail...
– Les connaissances conditionnelles, concernent le quand et le pourquoi, c’est-à-dire qu’elles se
réfèrent aux conditions de l’action. De type dynamique, elles permettent de déterminer le moment
et le contexte dans lesquel il est approprié d’utiliser telle ou telle stratégies ou démarches. Ces
connaissances sont aussi celles responsables du transfert de l’apprentissage, autrement dit de la
capacité d’utiliser des connaissances dans un contexte différent de celui pour, ou dans lequel elles
ont été acquises. Exemples de connaissances conditionnelles : distinguer des formes différentes,
reconnaître un problème exigeant une procédure précise...
L’une des caractéristiques de l’expert 29 est un équilibre entre ces trois types de connaissance, et
plus particulièrement dans la maîtrise des connaissances conditionnelles. En effet, avoir de vastes
connaissances déclaratives ou savoir appliquer de complexes procédures ne suffit pas. On devient
expert dans la mesure où l’on peut, dans différents contextes, appliquer ces différentes connaissances
et procédures [Tar92].
Déclaratives Procédurales Conditionnelles
Connaissances
Faits, règles, lois, 
concepts... Suites dʼactions
Utilisations 
conditionnelles 
des autres 
connaissances
Sont des... Sont des... Sont des...
Acquises par...
Lʼétude La répétition La mise en situation
Acquises par... Acquises par...
Figure 39: Les différents types de connaissance en science cognitive.
Les sciences cognitives ne sont pas le seul domaine à avoir défini différents types de connaissance.
De façon pragmatique et à la croisée de diverses disciplines (sciences cognitives, théorie des or-
ganisations...), la gestion des connaissances 30 peut être définie comme l’ensemble des démarches,
méthodes et outils permettant d’analyser, stocker, gérer et capitaliser les connaissances au sein
d’une organisation. C’est dans ce contexte que la connaissance a été, grâce aux apports de la
29. Nous allons définir ce qu’est un expert au paragraphe 8.2.3.
30. Traduction de l’anglais « Knowledge Management ».
73
science cognitive, caractérisée en deux grandes catégories, à savoir les connaissances explicites et
les connaissances tacites 31.
Les connaissances explicites (ou tangibles) sont l’ensemble des connaissances qui peuvent être
codifiées ou formalisées. Elles sont inscrites sur un support (physique ou numérique) permettant
leur diffusion dans l’espace et le temps. Quant aux connaissances tacites (ou intangibles), elles
représentent les connaissances non codifiables, car personnelles. Elles sont le fruit d’expériences,
de représentations mentales ou plus généralement de ce que l’on nomme « savoir-faire ». C’est la
partie non exprimable de notre savoir au sens de Polanyi [Pol58][Pol66].
Popularisée par Nonaka et Takeuchi [NT95], l’interaction entre ces deux connaissances serait à
l’origine de la construction des connaissances générales chez l’individu. Ils ont d’ailleurs proposé
une formalisation des différents modes de transformation de ces connaissances (Tab.9).
Tacite Explicite
 Externalisation
 Des pratiques jugées efficaces sont 
explicitées dans un discours formalisé. Les 
difficultés dues à lʼabsence de concepts 
partagés sont partiellement surmontées 
par le recours aux métaphores et au 
raisonnement par analogie.
Socialisation
 Par interaction forte, la 
connaissance tacite dʼune personne 
peut devenir la connaissance 
dʼautres personnes.   
Intériorisation
 Par répétition, on enracine la 
connaissance explicite dans les 
séquences pouvant atteindre le 
stade du réflexe en adaptant le 
schéma explicite aux conditions 
spécifiques de lʼexécution.   
 Combinaison
 Par le biais dʼun langage commun et de 
mécanismes de communication variés, les 
connaissances explicites de plusieurs 
personnes sont rapprochées, combinées 
pour produire, par induction et déduction 
de nouvelles connaissances explicites.
Tacite
Explicite
            Vers
Du
Table 9: Transformation de la connaissance [NT95].
Nous venons de voir, à travers l’énoncé des différentes propositions sur la définition de la connais-
sance, qu’elle peut être de nature variée. De manière globale, il existe une connaissance formalisable,
extrêmement proche de la connaissance déclarative 32. Ce type de connaissance peut donc sans mal
être utilisé par un système informatique, mais quant à la compréhension du concept sous-jacent,
il n’en va pas de même ! En ce qui concerne les connaissances relatives à l’expérience (les connais-
sances procédurales et conditionnelles), que l’on pourrait assimiler aux connaissances tacites, elles
sont plus difficilement transposables vers un système informatique. En effet, est-ce que la capacité
à manipuler des concepts permet pour autant d’en assimiler le sens et d’en définir la finalité ?
8.1.2 Théories d’apprentissage
La connaissance, ou plutôt les connaissances, sont donc des informations ou conglomérats d’infor-
mations que l’Homme ou la machine doivent utiliser en vue d’atteindre un objectif fixé par une
31. Initialement, c’est Michael Polanyi en 1966 dans [Pol66] qui fut à l’origine d’une telle distinction. Il formula
alors le fait que les gens en savent plus qu’ils ne peuvent en dire.
32. [Dés97] propose d’ailleurs de remplacer le terme de connaissance déclarative par connaissance explicite, et
connaissance procédurale par connaissance tacite.
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tâche. Mais au-delà du système de traitement des connaissances (voir 4.1 page 44), se pose la ma-
nière dont toutes ces connaissances doivent être acquises. Nous allons voir, à travers les différentes
approches proposées par les sciences cognitives, que ce dont l’Homme est naturellement capable
peut se révéler très complexe à modéliser pour un système informatique.
Les sciences cognitives comportent de nombreux courants de pensée lorsqu’il s’agit d’aborder la
question des mécanismes d’acquisition et de transformation des connaissances. Si l’on considère
les principaux, alors nous retiendrons les cinq suivants : le béhaviorisme, le constructivisme, le
cognitivisme, le connexionisme et l’énactivisme. Mais ces courants ne sont pas traités avec les mêmes
égards suivant les domaines où ils s’appliquent. En effet, le béhaviorisme, le constructivisme et le
connexionisme sont des approches souvent comparées entre elles quand il s’agit de caractériser
la pédagogie envers l’humain. Dans le domaine informatique, où la problématique peut être de
modéliser un système complexe capable d’acquérir et de produire des connaissances, ce sont les
approches cognitivistes, connexionistes et énactivistes qui sont opposées.
– Le béhaviorisme (ou comportementalisme) ne se préoccupe pas des processus mentaux inter-
venant dans l’apprentissage, seuls sont intéressants les comportements observables découlant
nécessairement d’un ou plusieurs facteurs (eux-mêmes observables). L’apprentissage est donc
une réponse correcte à un stimulus donné. Il s’agit alors d’apprentissage par conditionnement.
Cette théorie est en partie due à l’expérience d’Ivan Pavlov en 1889, qui montra un réflexe
conditionnel de salivation chez le chien accoutumé à un stimulus sonore annonciateur de nour-
riture. Ce courant théorique, bien que paraissant dépassé aujourd’hui, est encore privilégié en
aéronautique. En effet, l’enseignement y vise un apprentissage sans erreurs par répétition et ren-
forcement des bonnes réponses. L’objectif avoué est de ne pas présenter aux futurs opérateurs
les mauvaises façons de procéder, afin que ceux-ci ne puissent pas les confondre avec les bonnes.
– Le constructivisme, contrairement au béhaviorisme, ne considère pas l’être humain comme une
boîte noire. Les connaissances acquises ne sont donc pas réduites à l’association stimulus — ré-
ponse. L’individu re-conceptualise les informations reçues en regard de ses propres expériences.
L’apprenant ne transfère donc pas simplement le savoir dans sa mémoire, mais construit ses
propres interprétations à partir des interactions qu’il a avec le monde. La pédagogie construc-
tiviste aurait donc une tendance à transmettre le savoir en mettant l’apprenant au défi, en sti-
mulant et en remettant en cause d’anciennes connaissances pour en produire de nouvelles (c’est
la méthode du conflit cognitif). Ce processus d’acquisition des connaissances actif ne peut pas
être sans problèmes dans une démarche de formation industrielle extrêmement codifiée. Laisser
place à l’interprétation peut dans ce cas être source d’erreurs.
– Le cognitivisme, comme le constructivisme, rejette l’idée selon laquelle les processus d’apprentis-
sage ne sont basés que sur le comportement observable. Mais contrairement au constructivisme,
le cognitivisme s’intéresse à la modélisation des processus mentaux, à l’ensemble des phénomènes
qui s’intercalent entre la stimulation du sujet par l’environnement et la réponse observable de
celui-ci. La genèse du cognitivisme s’ancre dans les années 50 en même temps que se déve-
loppèrent l’informatique et l’intelligence artificielle. L’humain traiterait donc l’information de
manière symbolique, similaire au fonctionnement interne d’un ordinateur. Les différents types
de connaissances proposées par Tardif [Tar92], partisan du cognitivisme, s’intègrent donc parfai-
tement dans ce courant de pensée. Notons cependant encore à l’heure actuelle les difficultés de
modéliser en intelligence artificielle la cognition humaine, modélisation visant la manipulation
et la production de nouvelles connaissances (systèmes experts, langage Prolog...).
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Dans la réalité, l’apprentissage des connaissances n’offre pas une vision aussi tranchée, mais s’inscrit
plutôt dans un continuum (Fig.40), comme le pensent certains auteurs [Jon91][EN93]. Si l’on prend
le modèle éducatif par exemple, il se situerait entre le cognitivisme et le constructivisme, avec à
l’occasion un peu de béhaviorisme [Jon91]. Mais c’est la nature et le contexte d’apprentissage qui
déterminent l’approche à privilégier, ce qui est le cas en aéronautique comme nous l’avons vu
précédemment.
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 Tableau 1 - Quelques caractéristiques des trois approches pédagogiques
 
  Béhaviorisme  Cognitivisme  Constructivisme
 Définition de
l’apprentissage
 Un changement dans les
comportements
observables
 Un changement dans les
structures mentales
 Une activité de
construction par l’individu
dans un contexte social
 Définition de l’apprenant  Un organisme passif : un
réceptacle
 Un organisme actif : un
processeur d’information
 Un organisme proactif : un
constructeur de
connaissances, un
décideur
 Rôle de l’enseignant  Un transmetteur
d’informations
 Un facilitateur  Un guide et un
provocateur
 Statut des
connaissances
 Une réalité externe
objective que l’apprenant
doit acquérir
 Une réalité externe
objective que l’apprenant
doit intégrer à ses
schémas mentaux
 Une réalité construite par
chacun 
 Méthode d’enseignement  L’exposé, la pratique
répétée et le renforcement
 Un enseignement
individualisé, interactif et
stratégique
 Un enseignement-soutien
 Exemples d’outils
informatiques favorisés
 Exerciseurs
 Tutoriels
 Exposés informatisés
 Tutoriels intelligents
 Simulations
 Micromondes
 Logiciels-outils utilisés
dans le cadre de projets
 Hypermédias pour explorer
et construire ses
connaissances
 Outils de communication
 
 
 Malgré leurs différences d'ordre philosophique, les approches cognitiviste et
constructiviste offrent une vision de l'éducation comportant beaucoup de similitudes.
Selon certains auteurs (Jonassen, 1991; Ertmer et Newby, 1993), les approches
béhavioriste, cognitiviste et constructiviste peuvent être situées sur une série de
continuums plutôt que d’être des positions tranchées, comme on peut en voir quelques
exemples à la figure 1.
 
BEHAVIORISME COGNITIVISME CONSTRUCTIVISME
Il existe une réalité
externe objective
La réalité est construite
par chacun
Accent mis sur
l'enseignement
Accent mis sur
l'apprentissage
Transmission des
connaissances
Développement de
stratégies
Résolution de
problèmes réels
 
 Figure 1 - Continuums des approches théoriques de l'apprentissage
 
Figure 40: Continuum des approches théoriques de l’apprentissage [BRW98].
Dès les années 80, d’autres visions viennent contester l’approche cognitiviste. Le système cognitif
ne serait pas construit à partir de règles, de processeurs logiques, d’informations stockées à une
adresse précise, mais à partir d’unités interconnectées formant un réseau, ou suivant une approche
d’action guidée par la perception.
– Le connexionisme défend donc l’émergence de processus mentaux ou comportementaux à partir
d’interconnexions dynamiques de constituants basiques. Ainsi, chaque constituant fonctionne
dans un environnement local, et leur interconnexion ferait apparaître de manière spontanée
une coopération globale. La réalité physiologique du cerveau inspira le connexionisme 33, et les
réseaux de neurones artificiels utilisés en intelligence artificielle sont certainement les méthodes
les plus représentatives de ce mouvement.
– L’énactivisme est présenté comme considérant l’esprit inséparable de l’expérience avec l’environ-
nement. La relation de l’individu avec le monde ne serait pas représentable en termes symbo-
liques, comme le fait le cognitivisme, mais basée sur l’expérience et sur l’action guidée par la
perception. L’énaction prône ainsi que le couple « action — interprétation » est à l’origine de la
connaissance d’un individu. Chaque individu ou système se forme alors une représentation du
monde qui lui est personnelle, forgée sur l’histoire de sa propre perception.
Ainsi, nous venons de voir une brève description des principaux courants tentant d’expliquer ou
de modéliser le processus d’acquisition de connaissances. Mais ce qui semble naturel chez l’humain
pose encore problème lorsqu’il s’agit de le transposer dans un système informatique. Nous voyons
depuis quelques années que la recherche s’est orientée vers le connexionisme grâce aux réseaux
de neurones. Mais l’énactivisme commence à prendre de plus en plus d’importance au sein de la
33. Le cognitivisme et le connexionisme cherchent tous deux à représenter les mécanismes de fonctionnement
interne du cerveau humain. D’un point de vue philosophique, l’objectif est commun, la séparation théorique étant
donc principalement au niveau représentationnel.
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communauté informatique, surtout dans le domaine de la réalité virtuelle. Pour ce qui est de la
formation industrielle par exemple, [Oli10] s’était intéressé à la capitalisation de connaissances en
environnements virtuels informés 34 « dans l’optique de transmettre une meilleure compréhension
d’un processus ou du fonctionnement d’un système » à un futur opérateur. Toutefois, quelle que soit
l’approche choisie, les comportements et les interactions des systèmes sont souvent prédéterminés
(béhaviorisme, cognitivisme) ou tentants de « simuler la créativité » pour offrir un champ de
solution paraissant infini (connexionisme, énactivisme).
8.2 De la compétence à l’expertise
8.2.1 La compétence
Si l’on se réfère à la définition de la compétence donnée par le CNRTL 35, il s’agit de la « capacité
que possède une personne de porter un jugement de valeur dans un domaine dont elle a une
connaissance approfondie ». Dès lors, l’humain en tant que ressource dans une situation inconnue
serait à même de donner un avis éclairé en se fondant sur ses différents types de connaissances.
La compétence s’appuie donc sur la connaissance, mais cela n’est pas suffisant. La compétence
n’est pas seulement quelque chose que l’on sait faire, c’est-à-dire un simple « savoir-faire », mais
un « savoir y faire ». Il faut donc être capable de se servir de ses connaissances avec pertinence
lorsque la situation l’exige, tout en étant capable de juger le bien-fondé des règles à appliquer.
[LB98] donne en ce sens deux définitions de la compétence :
1. Somme de savoirs, de savoir-faire, savoir-être.
2. L’individu est constructeur de ses compétences en combinant et mobilisant des ressources
incorporées (connaissance, savoir-faire, expérience...) et des réseaux de ressources dans son
environnement (professionnel, documentation, bases de données...).
Ici, la deuxième définition étend la première. Mais toujours d’après [LB98] , la compétence profes-
sionnelle est un savoir agir validé dans un contexte particulier et en vue d’une finalité.
Ce savoir agir peut prendre toutefois différents aspects. En effet, il faut distinguer la compétence de
reproduction et la compétence de production. La première est la capacité, dans l’accomplissement
d’une tâche donnée, à reconnaître et à exécuter un agencement connu de savoirs et de savoir-faire.
Quant à la compétence de production, le « solutionneur » doit découvrir l’ordre d’utilisation du
savoir et savoir-faire pour accomplir sa tâche. Cette recherche dans l’ordre d’exécution suppose
alors une maîtrise dans la capacité d’élaboration d’une solution, autrement dit d’heuristique.
34. Autrement appelé EVI. Un EVI est un environnement virtuel doté de modèles à base de connaissances dans
lequel il est possible à la fois d’interagir et de permettre des comportements par interprétation de représentations
dynamiques ou statiques [Tho09].
35. Centre National de Ressources Textuelles et Lexicales.
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8.2.2 Une représentation de la compétence
[Jed94] a proposé quant à lui une représentation (Fig.41) d’un ensemble cohérent des compétences,
en faisant l’analogie avec une structure atomique où :
– Les compétences sont positionnées comme des électrons de la couche externe d’un atome.
– Les capacités sont positionnées comme les électrons des couches intermédiaires.
– Les connaissances constituent le noyau de l’atome.
Compétences
Mise en action  
dans une situation 
professionnelle
aléatoire
CapacitésMise en action  
dans une situation 
pédagogiquement 
contrôlée
Noyau des 
connaissances 
de base
Figure 41: Représentation de la compétence sous forme « atomique » selon [Jed94].
Lorsque l’opérateur doit être formé sur une tâche, beaucoup de connaissances sont apprises (souvent
des connaissances déclaratives) au prix d’efforts importants. Toutefois, l’intégralité des connais-
sances n’est pas retenue, d’autant que le système est complexe. Seul un noyau de connaissances
est donc acquis. La connaissance initiale va s’enrichir au fur et à mesure de l’expérience (ou de la
pratique). À ce moment-là, l’opérateur va se forger ses propres schémas mentaux qu’il utilisera de
manière privilégiée, lui permettant ainsi d’être plus efficace (diminution de la charge cognitive). Il
développera en quelque sorte des routines d’exécution (connaissances procédurales).
Mais il va également explorer de manière personnelle (en fonction de ses intérêts...) le domaine de
la tâche, ce qui lui constituera de nouvelles compétences. En fonction des situations profession-
nelles rencontrées, l’opérateur pourra aussi acquérir de nouvelles compétences, mais ici de manière
aléatoire. C’est ce phénomène qui explique notamment que les personnes ayant suivi la même
formation n’ont pas forcément les mêmes compétences à l’arrivée.
Par voie de fait, l’expérience élargit les connaissances, et inéluctablement, celles qui sont ou se-
ront peu utilisées s’estomperont (phase de rétractation des compétences). C’est à ce moment-là
que fatalement les erreurs interviendront, et que les systèmes d’aides seront utilisés avec toute la
problématique décrite au chapitre précédent.
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8.2.3 Vers l’expertise
Pour LeBoterf [LB98], nous avons vu que la compétence (professionnelle) est un savoir validé dans
un contexte particulier en vue d’une finalité. Mais alors qu’est-ce que l’expertise ?
Déjà dans les années 80, les frères Dreyfus de l’Université Berkeley ont montré [DD80] que justement
c’est la prise en compte du contexte qui est l’une des caractéristiques essentielles de l’intelligence
humaine. D’une manière plus intuitive, nous définissons l’expertise comme étant la compétence
dans l’excellence. Mais qu’en est-il vraiment ?
Nous allons voir ce qu’il en est en présentant le modèle de Dreyfus d’acquisition de compétences.
Il ne s’agit cependant pas à proprement parler d’un modèle, mais plutôt d’une théorie. Celle-ci
expose les cinq étapes du passage de novice à expert d’un domaine :
Étape 1 : Le novice
Le novice est une personne avec peu ou sans expérience dans un domaine précis. Son objectif est
de parvenir rapidement à des résultats sans comprendre comment les obtenir, la moindre difficulté
pouvant alors mettre en échec ses actions. N’ayant aucune intuition sur la manière de résoudre les
problèmes, il va s’appuyer sur des règles absolues, faisant abstraction du contexte.
Étape 2 : Le débutant avancé
La personne commence à assimiler les schémas d’action et les règles, et prend conscience du contexte
d’application au travers d’exemples qu’un instructeur peut lui fournir. Encore dépendant des règles,
il sait choisir une démarche, sans toutefois comprendre la stratégie globale d’application.
Étape 3 : Le compétent
Profitant d’expériences plus nombreuses, le compétent est capable de placer et trier les éléments
importants, se faisant ainsi sa propre modélisation de la problématique. Face à une nouvelle situa-
tion, il est donc capable de réduire le nombre de paramètres à prendre en compte pour faciliter
la résolution d’un problème. Il prend ainsi le contrôle de la situation et peut faire preuve d’ini-
tiative. Cependant, il réfléchit peu sur ses méthodes de travail, il n’est donc pas dans une logique
d’amélioration continue.
Étape 4 : L’efficace (ou le spécialiste)
Le spécialiste essaie de comprendre le contexte général afin d’en extraire une vision d’ensemble.
Son expérience s’enrichit de celle d’autrui pour affiner son « intuition ». En effet, à ce niveau, la
théorie acquise (maîtrisée) fait davantage place à l’intuition pour reconnaître une situation et y
réagir. Il comprend d’où viennent les règles et les maximes 36 et sait quand les appliquer (il ne se
contente pas de recettes à suivre).
Étape 5 : L’expert
L’expert ne prend plus de décisions conscientes dans le sens où il sait ce qu’il faut faire, quel est
le but à atteindre et le moyen d’y parvenir, le tout de manière intuitive. Il peut avoir du mal à
expliquer ces choix qui lui semblent naturels ; il sent les choses comme par « magie ». Enfin, il
cherche continuellement de nouvelles méthodes et manières de mieux faire les choses.
36. « Tester ceci », « Quel est le minimum pour... », « Quels sont les points critiques ? »,...
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Comme on peut le voir, le novice ne fonctionne pas du tout comme l’expert. Pour qu’un expert
puisse communiquer avec des personnes qui ne le sont pas, il doit se mettre au niveau requis. Pour
un humain, cette adaptation peut se faire de manière aisée et évolutive au cours d’une discussion,
d’une aide apportée... Il n’en va pas de même pour un système informatique. Pour faire un parallèle
avec le domaine de l’IHM, on parle « d’adapter l’impédance » [Cae96], comme dans le domaine
électrique. L’idée est qu’une interface doit s’adapter à une vitesse cognitivement compatible avec
la vitesse de perception et de compréhension de l’utilisateur. L’objectif étant d’éviter la surcharge
cognitive de l’opérateur (dépassement des capacités et des exigences nécessaires à l’accomplissement
d’une tâche).
Selon Rasmussen, « le développement de l’expertise s’accompagne d’un déplacement des connais-
sances de l’explicite vers l’implicite », ce qui explique pourquoi l’humain est capable d’en savoir
plus que ce qu’il peut en dire ! L’expert ne se résume donc pas à ses seules compétences, car bien
que spécialiste, il est capable de moduler son niveau en fonction de l’apprenant. Nous avons donc
tout intérêt à l’heure actuelle à remettre l’humain, ou plutôt l’expert, au coeur du système d’aide
pour assister un opérateur lorsque la situation l’exige.
8.3 Travail collaboratif
Nous avons bien compris l’intérêt d’un expert comme « moteur d’aide » dans un système que nous
avons qualifié de « supervisé ». Mais pourquoi au-delà de l’expertise (qui un jour sera certainement
informatisée), l’assistance entre deux humains serait-elle plus profitable que l’assistance entre un
humain et une machine ?
La réponse est certainement à trouver du côté de la collaboration. Le mot collaboration tire son
origine du latin « com » et « laborare », qui signifient « action de travailler avec d’autres », sous-
entendue à une oeuvre commune. Il existe toutefois une différence entre les notions de collaboration
et de coopération.
[Pue03] en dresse les principales caractéristiques en tentant de les confronter point à point (Tab.10) :
Coopération Collaboration
Objectifs organisationnels non pris en compte. Des objectifs communs sont créés.
Interaction entre individus si besoin est uniquement. Interactions permanentes entre les participants.
Relations informelles, chaque groupe/individu
fonctionne de façon séparée.
Nouvelle structure organisationnelle avec des rôles
corrélés.
Pas de définition commune du planning ou des
objectifs à atteindre.
Un ou plusieurs projets sont créés avec une
perspective de résultats à long terme.
Leadership unilatéral. Chaque chef de projet est totalement engagé et
convaincu de l’intérêt du projet. Le leadership est
partagé et distribué entre les participants.
L’information est échangée si besoin est. Différents niveaux de communication sont établis. La
communication est vue comme un élément clef du
succès.
Les ressources restent séparées. Les ressources sont partagées dans une perspective
d’effort à long terme tout en étant gérées par la
structure collaborative.
Table 10: Comparaison des notions de coopération et de collaboration selon [Pue03] (résumé par
[Ros04]).
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Globalement, [Kva00] estime que la collaboration est une forme d’interaction beaucoup plus forte
que la coopération, dans le sens où elle nécessite un esprit de groupe, une adhésion aux objectifs
et aux résultats plus importants.
L’intérêt de la collaboration n’est pas accessoire, car d’après [DBBO95], « la collaboration implique
la création d’une vision commune des questions à traiter [...]. Elle s’appuie sur un engagement
mutuel des participants dans un effort coordonné pour résoudre ensemble le problème posé ». Ce
point de vue est partagé par [Gra89] lorsqu’il dit que la collaboration se définit comme étant l’état
« à travers lequel les différentes parties participantes, voyant les différents aspects d’un problème,
peuvent explorer de façon constructive leur différence et chercher des solutions allant au-delà de
leur propre vision limitée du domaine du possible ».
D’après les définitions, la collaboration serait alors un processus complexe que l’on pourrait qualifier
de difficilement formalisable. Mais que ce soit une assistance portée par l’humain ou par la machine,
il faut garder à l’esprit que le travail collectif est un moyen de surclasser les performances réalisées
de façon individuelle, « la somme des résultats du groupe étant supérieure à la somme des résultats
individuels » [Bar38].
8.4 Conclusion sur l’intervention humaine
Nous avons vu au chapitre précédent que les dispositifs d’aide dans l’industrie sont extrêmement
formalisés (documents techniques, procédures opérationnelles...).
Cependant, nous savons maintenant que ce savoir est de type explicite, et que l’accès à cette
connaissance n’est pas suffisant lorsque l’on tente de la mettre en oeuvre. Une personne experte
dans un domaine sera alors capable d’aider un opérateur en tentant de transférer son savoir tacite
à celui-ci, tout en s’adaptant à son niveau de compréhension. Qui plus est, de cette collaboration
va naître un effort commun axé sur la résolution d’une situation imprévue.
9 COMMUNICATION DISTANTE : LES PARAMÈTRES
Nous venons de voir au paragraphe précédent l’intérêt pour un opérateur d’être encore à l’heure
actuelle assisté par un expert humain. Qui plus est, nous avons vu que de leur collaboration naît
un engagement complètement axé sur la résolution de la problématique qui leur est posée. Dans
le cadre d’une collaboration distante, la communication entre les individus est de ce fait moins
aisée, que ce soit par téléphone ou par les méthodes implémentées dans les systèmes de réalité
augmentée jusque-là proposés (voir 5.4 page 57 et 6.2 page 66). Notre objectif est alors de favoriser
cette collaboration distante, en particulier la collaboration informelle, entre un opérateur et un
expert, afin de rendre la téléassistance plus simple et efficace.
Pour ce faire, nous nous sommes appuyés sur les principes technologiques des systèmes « Automa-
tisés » et « Supervisés » pour introduire un nouveau paradigme d’interaction basée sur la réalité
augmentée, et cela en accord avec les facteurs régissant la communication humaine. Nous allons
tout d’abord étudier les problèmes qu’impliquent une collaboration à distance, puis identifier les
facteurs essentiels de communication issus de la littérature, avant de décrire plus précisément les
solutions que nous proposons pour soutenir l’assistance entre deux individus éloignés.
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9.1 Collaborer à distance
9.1.1 Les types de collaboration
Grâce aux télécommunications, l’assistance à distance a pu devenir possible. Progressivement, les
technologies permettant de collaborer à distance ont trouvé une désignation commune incarnée par
le terme CSCW (Computer Supported Cooperative Work). Introduit pour la première fois en 1984
par Irene Greif et Paul Cashman, ce terme générique 37 s’est vu attribuer plusieurs définitions,
nous ne donnerons ici que celle de Wilson [Wil91] qui à notre sens est la plus significative :
« CSCW is a generic term, which combines the understanding of the way people work in groups
with the enabling technologies of computer networking, and associated hardware, software, services
and techniques ».
Le domaine CSCW s’est intéressé à classifier les systèmes en considérant le contexte d’utilisation de
celui-ci. La classification la plus connue repose sur les caractéristiques dimensionnelles de l’espace
et du temps, à savoir où une action est exécutée et à quel moment elle l’est par un utilisateur.
Cette matrice, nommée « CSCW Matrix » par Johansen en 1988 [Joh88] ou encore matrice/temps
par Ellis en 1991 [EGR91], fut complétée par Grundin en 1994 [Gru94]. La figure 42 représente
cette classification.
Figure 42: Matrice CSCW ou matrice Espace/Temps.
Sur l’ordonnée est représenté l’axe Espace qui considère la distance spatiale entre les utilisateurs
(même lieu et lieux différents). En ce qui concerne l’abscisse, c’est-à-dire l’axe Temps, on considère
la distance temporelle entre les utilisateurs (même moment et moments différents). Cette taxono-
mie a l’avantage de montrer la diversité des possibilités de collaboration entre individus. Supporter
la collaboration pour le système est donc quelque chose de complexe. Qui plus est, les individus
peuvent avoir besoin d’interagir de nombreuses façons, pas seulement limitées au contexte de la
37. La distinction entre collaboration et coopération n’est pas explicitement définie dans la définition de CSCW.
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tâche. En ce sens, [LMF04] montre que le processus de collaboration est imprévisible et indéter-
miné, ce qui nécessairement doit influer sur la conception et l’implémentation de systèmes tournés
vers l’interaction expert — opérateur. Pour [WRSO07], l’état de l’art qu’il a effectué sur les tech-
nologies télécollaboratives fait ressortir l’aspect très limité, voire inexistant, de support naturel de
communication. Wolf fait apparaître deux critiques majeures, à savoir le non-accès aux données
environnantes pour les individus en raison de la séparation spatiale, et la limitation de la per-
ception en termes de communication non verbale. Les technologies actuelles ne feraient donc que
« connecter » les gens, au lieu de les « projeter » sur le site distant.
Cette conscience de la situation, c’est ce que Clark appelle le « Conversationnal Grounding », c’est-
à-dire les fondations théoriques qui permettent aux individus de comprendre la relation entre la
communication verbale et non verbale, puis d’entreprendre des actions en fonction de la perception
de l’environnement physique de la tâche [Cla96]. Toute la difficulté est donc de faire partager ce
« common ground » qui rend la communication interpersonnelle plus efficace lors des processus de
collaboration distants. Le paragraphe suivant est justement consacré à la description des asymé-
tries qui peuvent survenir de façon inopportune ou choisie lors de la conception d’un système de
téléassistance.
9.1.2 Les asymétries
Lorsque plusieurs individus sont amenés à collaborer en situation de coprésence, les caractéristiques
offertes par cette relation sont symétriques, c’est-à-dire que les interlocuteurs ont les mêmes possi-
bilités d’action et de perception. Au contraire, les systèmes de collaboration à distance introduisent
des asymétries, surtout dans la communication. Pour [BHKS98], les participants en situation de
collaboration distante doivent de façon similaire bénéficier d’un accès direct aux « données senso-
rielles » des autres utilisateurs. [BKBB99] fait d’ailleurs ressortir cinq principales asymétries qui
peuvent dégrader la collaboration distante :
1. L’asymétrie d’implémentation. Les propriétés physiques du matériel ne sont pas identiques
pour les deux participants (ex. : en vidéoconférence, les résolutions des caméras ne sont pas
identiques).
2. L’asymétrie fonctionnelle. Il existe un déséquilibre dans les fonctions de communication (ex. :
une personne possède la vidéo, l’autre pas).
3. L’asymétrie sociale. Les capacités de communication humaine entre les personnes sont diffé-
rentes (ex. : seule une personne voit le visage de l’autre, et donc interprète les expressions
faciales).
4. L’asymétrie dans la tâche. Les protagonistes n’ont pas la même perception de l’environnement
de la tâche (ex. : l’opérateur focalise sur la tâche physique tandis que l’expert distant doit se
faire une représentation mentale de celle-ci, ce qui est typiquement le cas par téléphone).
5. L’asymétrie informationnelle. Les informations ou connaissances entre les individus sont très
différentes (ex. : un expert tentant d’apporter son aide à un novice).
À la vue de ceci, il semble donc extrêmement difficile de concevoir un système permettant de
soutenir la collaboration distante sans introduire d’asymétries de communication, tant matérielles
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que relationnelles. Cependant, prendre connaissance de ces asymétries peut aider à minimiser les
effets dommageables sur la communication.
En ce qui nous concerne, la collaboration distante entre un opérateur et un expert doit être consi-
dérée d’un point de vue du rôle de chaque intervenant, donc introduisant nécessairement des asy-
métries, par exemple du fait que l’opérateur n’a pas forcément besoin de voir ce que voit l’expert,
l’implication contraire n’étant pas vraie.
9.2 Les facteurs importants de communication
Une partie de la communication humaine est verbale, mais en situation de coprésence, les expres-
sions faciales, le regard, la désignation, les gestes et la distance physique entre les individus sont
autant de canaux de communication additionnels [SWC93]. Grâce à cela, les personnes tendent
à minimiser leurs efforts de communication en mixant les modalités, plutôt que de faire usage
d’informations verbales redondantes [CB91]. Dans le cadre d’une tâche de maintenance de visu, la
conversation entre les individus se focalise sur l’identification des objets de la scène, sur la descrip-
tion des actions et sur la confirmation que ces actions ont été effectuées correctement. Ceci met
en lumière toute l’importance que revêt le contexte dans ladite conversation. Les mécanismes de
communication et le contexte sont donc étroitement liés et jouent un rôle important lorsque deux
interlocuteurs visent à atteindre un même but.
9.2.1 Partage de l’espace visuel
En situation de coprésence, les protagonistes partagent le même espace visuel. L’objet de la tâche
leur apparaît alors de façon identique. Nous avons vu dans le chapitre précédent que le défaut des
systèmes téléphoniques était justement l’obligation pour l’expert de devoir se représenter de façon
mentale l’espace physique de l’opérateur.
Dans la collaboration à distance, l’expert n’a donc pas forcément de relation spatiale avec les ob-
jets environnants de la tâche [KFS03]. Cette contrainte se trouve plus ou moins levée dans les
systèmes introduisant la modalité vidéo, des études ayant démontré que le processus de Conver-
sationnal Grounding est amélioré quand les collaborateurs ont accès à l’espace visuel de la tâche
[CK04][GKF04][KGF02][KFS03]. Par plus ou moins nous entendons faire remarquer qu’il ne suffit
pas de proposer un flux vidéo pour régler le problème. En effet, l’angle d’ouverture de la caméra
filmant ce que voit l’opérateur joue un rôle important. Plus l’angle d’ouverture est élevé, plus l’ex-
pert aura une vision élargie de la scène. Ceci est un paramètre important lors d’une communication
distante, car l’expert doit pouvoir disposer d’un « espace visuel périphérique » afin de faciliter la
prise de conscience de la situation. Cela aurait un effet direct sur la coordination avec les actions de
l’opérateur, et favoriserait également la connaissance permanente du statut des travaux [FSK03].
D’ailleurs, [HL91] avait déjà constaté que le manque de vision périphérique dans la collaboration
à distance faisait perdre l’efficacité de la communication dans l’accomplissement d’une tâche. Tou-
tefois, il est difficile d’offrir un angle de vue approchant la vision humaine, et nous verrons que
cela n’est pas forcément nécessaire, principalement à cause des différentes fonctions relatives aux
différents angles de vues de l’oeil humain (voir 13.1.2 page 105).
Mais partager seulement une vision périphérique de la scène avec l’expert n’est pas sans poser
un autre problème. Plus l’angle de prise de vue est grand, moins le flux vidéo contiendra de
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détails 38, et ceci impactera directement sur la façon de percevoir de manière précise les informations
habituellement perçues par le centre de l’oeil humain 39. Une vidéo ne contenant que peu de détails
obligera l’expert à multiplier les demandes de rapprochement et d’éloignement à l’opérateur.
Pour résumer, il est important de rendre compte à l’expert de l’environnement dans lequel évolue
l’opérateur, et ceci passe par la modalité vidéo suivant deux aspects : offrir une vision précise de ce
que voit l’opérateur, et lui faire bénéficier d’une vision périphérique de la scène. Comme l’affirme
Fussel dans [FSY+04], plus l’objet de la conversation auquel on se réfère est visible et partagé par
les télécommunicants, meilleures sont les performances en termes de collaboration.
9.2.2 Les références ostensives
Le succès d’une communication lors d’une collaboration distante ne dépend cependant pas unique-
ment de l’accès partagé à la vue de l’espace de l’opérateur. Lors d’une communication face à face,
l’intégrité de la collaboration passe aussi par les actions gestuelles, le discours et le geste étant alors
étroitement liés. Cette relation a été largement mise en avant dès les années 90 avec les travaux de
[Tan91],[BOO95], [HL96] ou encore [Fra00]. Mais c’est le travail de Clark avec sa théorie du Conver-
sationnal Grounding qui a défini les causes de cette interdépendance [CS89, CB91, Cla96, CK04].
Lorsqu’ils parlent, les protagonistes utilisent des gestes pour clarifier ou améliorer leur message
[BOO95]. Le geste de désignation est alors utilisé pour se référer à l’objet de la tâche et à sa
localisation. D’après [Lan05], « on attend du geste qu’il complète une expression référentielle à
laquelle aucun référent ne pourrait être attribué sans sa participation. Le geste est ainsi vu comme
désignant directement le référent ciblé, et l’on ne s’imagine pas qu’il puisse introduire une ambiguïté
supplémentaire ». Mais justement, dans certains cas, comme cela l’est souvent dans l’industrie sur
des systèmes généralement complexes et denses 40, il est possible que le geste de désignation puisse
introduire une ambiguïté, notamment à cause de l’imprécision de la direction de pointage, à cela
s’ajoutant le décalage du point de vue entre les interlocuteurs. Nous verrons dans nos propositions
comment contrecarrer cet effet, grâce à l’action combinée de notre paradigme d’interaction et du
mode de visualisation destinée à l’opérateur lors d’une collaboration distante 41.
Comme nous l’avons précisé, dans une situation de communication, nous retrouvons le geste et
le discours qui lui est associé. Généralement, le discours contient alors des termes déictiques en
rapport à la désignation. Les deixis sont les termes ayant recours à la situation de communication.
Dans l’exemple « Prends cet objet ! », le groupe nominal « cet objet » constitue une forme de
deixis. À cet énoncé est associé le geste de désignation, que l’on appelle alors ici geste déictique
(ou geste ostensif). L’association d’un geste déictique 42 et de deixis est alors nommée « référence
ostensive ».
Il existe plusieurs formes de deixis, les plus courantes étant les deixis de personne (« je », « tu »,...),
les deixis spatiales (« ici », « là »,... et les marqueurs déictiques « -ci », « -là »,...), et les deixis
38. Quelle que soit la résolution du capteur. Bien entendu, l’évolution technologique fera qu’un jour le niveau de
détail perceptible surpassera les capacités de l’oeil humain, même pour une prise de vue grand-angle.
39. Durant nos différentes recherches dans la littérature, nous n’avons pas relevé d’études traitant ce problème en
réalité augmentée.
40. Les cibles potentielles peuvent avoir une telle ressemblance que les mots employés pour les différencier sont
insuffisants.
41. Il est paradoxal de remarquer que c’est justement les systèmes de collaboration à distance qui peuvent, grâce
à la réalité augmentée, régler un problème de communication face à face.
42. Le geste déictique peut aussi prendre la forme d’un regard directif ou d’un mouvement de tête.
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temporelles (« tout de suite », « maintenant », « après »,...). Ce sont les deixis spatiales qui ont
fait l’objet de nombreuses études, car majoritairement utilisées lors d’une tâche physique. Kramer
a même étudié la sensation de présence lors d’une collaboration distante en fonction des réfé-
rences linguistiques utilisées par les personnes [KOF06]. Il conclut que l’utilisation de deixis locales
(« celui-ci », « ici »,...) et de deixis distantes (« celui-là », « là-bas »,...) ne reflète pas la sensation
de présence, mais que leur utilisation varie durant la conversation en fonction de la tâche. L’étude
de Bao met en avant toutefois une différence notable en fonction de la taille de l’afficheur vidéo
[BG09], les deixis locales étant plus utilisées pour des afficheurs de grande taille (60”x40”).
Notons qu’en plus des deixis locales et distantes, Bauer avait proposé une terminologie [BKS99]
listant les « Referential Speech Act » en trois catégories : les références absolues (ex. : « le deuxième
trou sur la droite du coin gauche »), les références relatives (ex. : « le trou au-dessus du câble
jaune ») et justement les références déictiques (sans toutefois faire la distinction entre les locales
et les distantes). Lors de ces études sur l’utilisation de la désignation en vidéoconférence, il est mis
également en avant le fait qu’utiliser un télépointeur permettrait à l’expert de guider et diriger
efficacement l’opérateur, ce que confirme également Fussell dans [FSY+04]. Les références ostensives
sont donc un puissant moyen de communication en face à face, et ont démontré leur intérêt lors
d’une communication distante à travers les études que nous venons d’exposer.
Résumé des facteurs importants de communication :
Pour s’assurer qu’une communication distante puisse se rapprocher, en termes d’efficacité de col-
laboration, d’une situation de communication face à face, il faut tenir compte de deux aspects
majeurs durant celle-ci :
– Les protagonistes partagent le même espace visuel. Dans la collaboration à distance, l’expert
n’a pas forcément de relation spatiale avec les objets. Celui-ci doit donc pouvoir disposer d’un
espace visuel périphérique afin de lui faciliter la prise de conscience de la situation. Ceci aura
un effet direct sur la coordination des actions avec l’opérateur, avec l’avantage de connaître en
permanence le statut des travaux. Le manque de vision périphérique ferait donc perdre l’efficacité
de la communication dans l’accomplissement d’une tâche. En termes d’espace visuel, il faut
également tenir compte de la vision de précision qui est utilisée pour faciliter l’examen de détails.
– Les protagonistes ont la possibilité d’utiliser des références ostensives, c’est-à-dire des deixis
(« ça ! », « là ! ») associées à des gestes de désignation. De nombreuses recherches suggèrent
l’importance de la désignation d’objet dans un travail collaboratif. Ce type d’interaction est
directement en rapport avec la notion d’espace visuel partagé cité ci-dessus.
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10 PROPOSITIONS POUR SOUTENIR LA COLLABORA-
TION DISTANTE
Dans le chapitre précédent, nous avons pu constater que les systèmes utilisant la réalité augmentée
sont soit très orientés vers la maintenance avec un opérateur seul face à son dispositif, soit orientés
vers la collaboration, avec des possibilités ne permettant pas forcément d’apporter une assistance
directe de la tâche et avec des interactions de communication limitées. Nous venons de voir au
cours de ce chapitre l’intérêt qu’il pouvait y avoir à l’heure actuelle de faire encore confiance à
l’expertise humaine pour assister un opérateur lors de situations prévues, mais surtout imprévues.
Faire communiquer des individus est un processus naturel lorsque nous sommes en situation face
à face, les choses se compliquant à distance. En ce sens, nous avons analysé les éléments qui nous
semblent être capitaux pour soutenir une communication distante, et donc améliorer la collabora-
tion. C’est dans ce cadre que doit s’inscrire le futur des systèmes d’assistance à distance soutenant
la collaboration sur des tâches de maintenance industrielle, voire des tâches plus générales.
Nous proposons donc le principe général de fonctionnement d’un tel système (Fig.49) :
Figure 43: Notre proposition du principe de fonctionnement d’un système d’assistance à distance.
L’opérateur doit être équipé d’un dispositif de visualisation tête-porté. Il aura donc les mains libres,
et doit pouvoir visualiser des augmentations en provenance de l’expert dans son champ visuel, et ce,
de manière « See-Through » directe ou indirecte (voir 2.3 page 33). Ce dispositif devra être capable
de retranscrire à l’expert ce que voit précisément l’opérateur (Flux O), puis retranscrire l’espace
visuel périphérique de la tâche (Flux P). Parmi les deux flux que recevra l’expert en temps réel (en
plus de la modalité audio), il aura la possibilité d’augmenter le Flux O grâce à notre paradigme
d’interaction (voir paragraphe 10.2 page 90). Les augmentations devront alors être envoyées en
temps réel sur l’afficheur de l’opérateur.
Nous allons décrire plus précisément la manière de percevoir l’espace physique pour l’expert, la
manière de percevoir les augmentations pour l’opérateur, et le paradigme d’interaction mise à
disposition de l’expert pour permettre l’utilisation de références ostensives.
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10.1 La façon de percevoir
Pour l’opérateur
Alors que la réalité virtuelle requiert une immersion totale, un opérateur utilisant un système de vi-
sualisation pour la réalité augmentée ne devra pas perdre la perception de son environnement réel et
immédiat. En effet, dans l’industrie, les situations potentiellement accidentogènes sont nombreuses
sur les systèmes à maintenir, et l’opérateur doit à chaque étape appréhender de façon naturelle
son environnement. Les contraintes de manipulation des systèmes d’aides classiques (ordinateurs,
livres...) sont aussi un frein pour l’opérateur, qui doit en permanence pouvoir trouver l’usage de
ces deux mains. L’aide apportée via les augmentations virtuelles doit donc être aussi transparente
que possible pour l’activité usuelle de l’opérateur.
Le fait d’utiliser un système de visualisation tête-porté répondrait alors à ces deux critères ; avoir les
mains libres et avoir les informations virtuelles directement devant le regard. Mais pas seulement !
Les implications d’un système tête-porté sont plus profondes. En effet, dans le premier chapitre,
nous avons vu que le système tête-porté était de type See Through, ce qui peut supposer le maintien
d’un champ visuel orthoscopique 43 pour l’opérateur (Fig.44).
(a) Affichage classique d’un Video See Through. (b) Affichage orthoscopique (Video ou Optical).
Figure 44: Représentation du champ visuel de l’opérateur portant un dispositif See Through sur
l’oeil droit (intérieur du rectangle rouge).
Sans augmentations virtuelles, le champ visuel de l’opérateur paraît alors aussi naturel que possible.
Qui plus est, de par la technologie actuelle, l’inconvénient du faible angle d’affichage de ce type de
système devient ici un avantage certain. La surcharge du champ visuel par des éléments virtuels
est ainsi évitée pour l’opérateur (dans une moindre mesure). Seule une « fenêtre » de son champ
visuel est augmentable, ce qui facilite et assure l’appréhension de son environnement immédiat.
L’argument est d’autant plus vrai si l’on fait le choix d’un système monoculaire, laissant toujours
ainsi au moins un oeil dans la réalité.
Enfin, l’orthoscopie apportée par une visualisation See Through connaît deux autres avantages
majeurs. Le premier est qu’elle évite le phénomène de « distraction » vue en 4.3 (p. 49). Ne pas
avoir à soustraire son regard de la tâche, même un court instant, limite fortement le détournement
d’attention de l’esprit vis-à-vis de l’activité mentale et/ou manuelle. Deuxièmement, en ajoutant des
43. L’orthoscopie implique un point de vue similaire à la prise de vue effectuée par une caméra. Dans le cas d’une
personne portant un dispositif de visualisation pour la réalité augmentée, celle-ci doit voir exactement ce qu’elle
aurait dû voir si elle n’avait pas eu le système devant les yeux.
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informations virtuelles de manière orthoscopique pour l’opérateur, nous supprimons le phénomène
de surcharge mentale liée à la transposition (la gymnastique intellectuelle entre la scène représentée
sur une image par exemple, et sa relocalisation dans la scène réelle, est un processus cognitif
fatiguant à terme et potentiellement générateur d’erreurs).
Pour l’opérateur donc, les impératifs que nous venons de décrire orientent vers un système d’affi-
chage See Through monoculaire.
Pour l’expert
En ce qui concerne l’expert, nous venons de voir précédemment que lors d’une communication
distante, celui-ci n’a pas le même rapport spatial que l’opérateur vis-à-vis de l’espace physique de
la tâche. Il faut donc lui en rendre compte. En ce sens, le système d’affichage de réalité augmentée
de l’opérateur va jouer un rôle essentiel. Nous sommes partis du fait que le meilleur moyen pour
l’expert de simuler sa présence était encore de se mettre virtuellement à la place de l’opérateur.
En voyant ce que voit exactement l’opérateur, l’expert s’affranchit du décalage de point de vue
habituellement présent lorsque deux individus sont côte à côte, problèmes évoqués au paragraphe
9.2.2. Il peut ainsi « jeter un coup d’oeil » à travers la vision de l’opérateur et le guider 44 de façon
plus efficace.
Bien entendu, pour ce faire, il faut impérativement avoir accès au point de vue orthoscopique de
l’opérateur. Bien que conceptuellement simple, nous verrons au chapitre suivant les contraintes
techniques qui s’appliquent à cet accès.
Cette vision orthoscopique est la vision que nous avons qualifiée de vision précise lorsque nous avons
évoqué la problématique du partage de l’espace visuel. C’est une vision restreinte, mais exacte et
détaillée, utilisée lorsque l’on porte attention sur l’action à accomplir. Cette vision correspond au
Flux O du principe de fonctionnement général que nous avons décrit plus haut, et donc au flux
augmentable par l’expert.
Pour ce qui est de la vision périphérique nécessaire à la prise de conscience de la situation, l’idée
est, toujours grâce au système d’affichage de l’opérateur, de pouvoir capturer, via une caméra
grand-angle, l’environnement immédiat de celui-ci (le Flux P). Ainsi, l’expert aurait accès à une
représentation panoramique de l’espace de la tâche, représentation évoluant avec les mouvements
de l’opérateur. Ce mode de visualisation possède également l’avantage de pouvoir resituer la vision
précise dans le contexte de la tâche 45.
Nous proposons alors de rendre compte de la situation à l’expert via deux flux vidéo partagés de la
vision de l’opérateur, grâce au système tête-porté de celui-ci. Cela se traduirait du côté expert par
une interface (Fig.45) représentant la vidéo périphérique de la scène dans laquelle serait incrustée
la vidéo orthoscopique (principe du PiP ou Picture in Picture).
44. Nous nous risquons à faire l’analogie que l’opérateur devient ainsi « pilotable » comme le ferait un téléopérateur
avec un robot, l’avantage ici étant un humain en termes d’intelligence.
45. On évite ainsi l’effet tunnel qu’implique la vision précise à cause de son angle de vue restreint.
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Figure 45: Proposition de visualisation de l’espace de l’opérateur pour l’expert. La vue orthosco-
pique (intérieur du rectangle rouge) est placée dans la vue panoramique. Nous voyons ici l’intérêt
de pouvoir restituer la vue orthoscopique par rapport à la vue panoramique.
10.2 Paradigme d’interaction : P. O. A.
Les références ostensives régissent en grande partie la communication humaine lors de l’exécution
d’une tâche en situation de coprésence. Mais celles-ci ne peuvent avoir de sens seulement si l’expert
distant est capable de partager de manière visuelle le contexte de l’opérateur. Grâce à la proposition
précédente, il est rendu compte à l’expert de l’environnement de l’opérateur. Ce partage permet
alors de réduire l’asymétrie de la tâche au sens de Billinghurst, et ouvre ainsi la perspective d’user
de références ostensives, mais pas seulement ! Les deixis étant directement reliées aux gestes, il
convient alors de s’intéresser aux différents types de gestes qui facilitent et clarifient le discours
[BOO95][McN92].
Bien qu’il existe une multitude de classifications de gestes établis durant différents travaux [McN92]
[Efr41] [EF69], tous sont d’accord pour faire une distinction entre les gestes déictiques et les gestes
représentant le mouvement des mains.
Voici leur définition et leurs fonctions possibles lors d’une utilisation dans une tâche collaborative
physique :
– Les gestes déictiques : orienter le doigt ou la main vers un point de l’environnement. Généralement
utilisés en concordance avec des deixis, ils réfèrent vers un objet ou indiquent une direction.
– Les gestes iconiques : utiliser les mains pour représenter des formes. Par exemple, une personne
peut former un cercle avec les mains pour indiquer la forme d’un objet rond.
– Les gestes spatiaux : servent à définir des distances en utilisant une seule main, voire les deux.
Ils sont souvent utilisés pour spécifier à autrui de quelle distance un objet doit être déplacé,
généralement pour des distances inférieures à l’envergure des deux bras.
– Les gestes kinétiques : spécifiques à la description des mouvements. Par exemple, un expert
reproduira avec ses mains la façon dont deux pièces viennent s’encastrer l’une dans l’autre.
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Nous avons vu au chapitre précédent quelques exemples de systèmes « Supervisés » tournés vers
l’assistance en maintenance. Ces systèmes ne tiennent que peu compte de l’importance des gestes
dans la communication, et l’implémentation de la désignation se révèle souvent limitée ou asyn-
chrone. D’autres systèmes, purement collaboratifs, comme DOVE [OFc+03], intègrent ces diffé-
rentes capacités gestuelles à travers l’utilisation de tablettes graphiques. L’expert est alors plutôt
face à ce que l’on nomme des « digitals sketches », reproduisant des gestes en les dessinant.
Les expérimentations sur ce genre de système ne concluent pas quant à réduire le temps d’exécution
de la tâche, vis-à-vis de l’utilisation du téléphone par exemple. Mais les bénéfices sont certains
en termes de compréhension mutuelle [FSY+04]. Notons que l’expert ici dessine sur des images
provenant de points de vue statiques. Il existe donc un décalage entre ce que voient les deux
protagonistes, avec les différents problèmes que nous avons déjà évoqués.
Nous citerons également les travaux de [LWAS07], où l’objectif fut de présenter à l’opérateur la
surimpression des bras et des mains de l’expert sur un moniteur affichant l’espace de la tâche de
ce même opérateur. Cela a impliqué un point de vue fixe, et donc difficilement transposable dans
le cadre d’une tâche de maintenance. L’expert avait le choix d’utiliser ses mains pour faire des
gestes, ou un curseur en guise de pointeur. Bien que la désignation soit intuitive avec les mains,
les utilisateurs ont utilisé plus souvent le curseur pointeur pour ce faire, le pointeur s’étant révélé
suffisant et très précis.
Mais en dehors de la désignation, cette étude confirme que la gestuelle des mains est un moyen
adéquat, ayant un impact sur la perception de l’interaction.
Au regard des faits exposés, nous devons tenir compte pour soutenir la communication distante
des éléments suivants :
– La désignation peut être symbolique, c’est-à-dire qu’il n’est pas nécessaire d’avoir une représen-
tation fidèle du geste humain.
– Les gestes iconiques et spatiaux n’ont trouvé que peu d’usage dans les systèmes étudiés.
– Les gestes kinétiques eux, ont été largement utilisés, soit par le biais de dessin sur un plan de
vue statique, soit en mimant le mouvement avec des mains en surimpression. Dans le premier
cas, l’inconvénient majeur est qu’il peut être difficile de représenter le mouvement en 2D, sans
compter le temps pour le dessiner ! Le deuxième cas est plus intéressant, mais tout aussi statique
en termes de point de vue.
C’est à la lumière de ces indications, du fait que nous rendons compte à l’expert de
la situation de façon dynamique, et des principes de la réalité augmentée, que nous
proposons un paradigme d’interaction pour l’expert. Notre paradigme, nommé P.O.A.
pour « Picking Outlining Adding », s’inspire de tout cela en se basant donc sur trois
points :
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Picking
Cette simple interaction est représentative du geste déictique. L’expert peut rapidement pointer
ce qu’il veut montrer en cliquant simplement sur le flux vidéo représentant la vision orthoscopique
de l’opérateur. Celui-ci verra donc apparaître devant ses yeux un modèle iconographique (flèche,
cercle...) à l’endroit exact où il doit porter son attention, levant ainsi toute ambiguïté (Fig.46).
Qui plus est, les termes déictiques deviennent pleinement utilisables, évitant alors de se perdre en
explications descriptives.
Figure 46: Vue augmentée de l’opérateur après une interaction de type « Picking ». Ici, l’élément
désigné est clairement discriminé parmi tous les autres. Inutile donc de le décrire, ce qui ici peut
se révéler ardu !
Outlining
Grâce à la réalité augmentée, nous avons la possibilité d’aller plus loin que le simple Picking.
Nous pouvons ajouter des éléments virtuels au regard de l’opérateur de manière à souligner les
informations vocales données par l’expert, ou pour augmenter la compréhension d’une situation
donnée. Il peut s’agir alors de mettre en valeur un élément simplement en affichant ses contours 46
visibles, ou cachés (principe de la réalité à compréhension ou visibilité augmentée). Nous esti-
mons qu’un simple rendu non photoréaliste est suffisant, évitant ainsi les informations inutiles et
potentiellement dangereuses en termes de perception (confondre réalité et virtualité).
Pour cette seconde interaction, l’expert, sur le principe du Picking, clique sur un élément du
système à maintenir. L’opérateur verra alors apparaître devant lui la représentation 3D de l’élément
considéré, et ce de manière complètement recalée par rapport à la réalité. Clairement orienté vers
la tâche, l’Outlining oblige en amont à posséder les modèles 3D adéquats, et d’être en mesure de
recaler l’information.
Dans le cadre d’une utilisation plus générale, il nous est donné grâce à la réalité augmentée de
pouvoir afficher n’importe quel autre type d’information (textuelle...), information ayant pour
objectif de soutenir le discours de l’expert (Fig.47).
46. On « identifie » ainsi l’objet, la pièce mécanique ou un sous-système.
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Figure 47: Vue augmentée de l’opérateur après une interaction de type « Outlining ». L’expert
a souhaité mettre en avant l’objet de la discussion (pièces détourées en rouge) tout en laissant
apparaître une indication pouvant se révéler importante pour la suite des opérations.
Adding
Calqué sur le principe des gestes kinétiques, l’Adding substitue ce geste en utilisant des animations
2D/3D adéquates. Complètement orienté vers la tâche, l’Adding est alors une gradation de l’Outli-
ning à laquelle on combine des animations 2D ou 3D. En fonction de la situation, d’un mouvement
particulier à accomplir ou de l’avancement de la tâche, l’expert peut sélectionner l’animation dési-
rée et pointer l’élément auquel elle se rapporte dans le flux vidéo. L’opérateur visualisera, à travers
sa vision orthoscopique, l’action à accomplir (Fig.48). Comme pour l’Outlining, l’Adding néces-
site au préalable de posséder un catalogue d’animations se rapportant directement au système à
maintenir.
Figure 48: Vue augmentée de l’opérateur après une interaction de type « Adding ». L’expert
montre, par une animation virtuelle 3D recalée sur l’élément réel, l’enchaînement des opérations.
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11 CONCLUSION
Au cours de ce chapitre, nous avons voulu justifier l’intérêt qu’il peut y avoir à requérir une aide
humaine au travers des NTIC. Nous avons exposé les faits qui argumentent l’approche humaine en
termes d’expertise et de collaboration.
Nous avons alors orienté notre réflexion sur la façon dont on pourrait soutenir une assistance à
distance, permettant à l’expert d’interagir de façon aussi efficace et naturelle qu’en situation de
coprésence, tout en profitant des possibilités offertes par la réalité augmentée dans le domaine de la
maintenance. En ce sens, les propositions que nous avons faites se veulent fédératrices du meilleur
des principes des systèmes « Automatisés » et « Supervisés ». Pour cela, nous avons montré les
mécanismes importants qui interviennent lors d’une communication interpersonnelle lorsque des
individus tentent de résoudre ensemble un problème posé pendant une intervention de maintenance.
Intégrer ces mécanismes nous a permis de proposer pour l’expert une façon de se projeter dans
l’espace distant de la tâche et d’y « interagir » grâce à notre paradigme P.O.A., et pour l’opérateur
une façon de percevoir les indications de l’expert.
Le chapitre suivant a pour objectif de décrire l’implémentation en termes matériel et logiciel des
propositions que nous venons de faire. Nous y décrirons également les expérimentations que nous
avons menées afin de tester leur viabilité.
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Quatrième partie
SYSTÈME T.A.C : TÉLÉ-ASSISTANCE
COLLABORATIVE
(Conception et Expérimentation)
En regard de la téléassistance, la collaboration doit être considérée d’un point de vue du savoir.
L’approche développée par [NT95] montre que la gestion du savoir ne peut être réduite à la gestion
d’informations, mais doit plutôt considérer le rôle des protagonistes. Ils sont engagés dans un
processus établissant une succession de tâche où ils doivent interagir mutuellement : à chaque
étape ils doivent percevoir l’environnement de la tâche, l’analyser et décider quoi faire, le faire,
suivant ainsi un cycle de perception, décision et action [Gib77].
L’expert distant doit alors être capable de voir ce que voit l’opérateur pour percevoir correctement
la situation. Il doit analyser cette situation et prendre une décision basée sur ses connaissances et son
expérience. Bien qu’il ne puisse agir physiquement, il doit être en mesure de transférer à l’opérateur
sa compréhension afin que celui-ci effectue l’action appropriée. L’expert a donc besoin d’outils
interactifs performants pour compléter l’information audio, comme des possibilités multimodales
(visuelles et gestuelles) offertes en situation de coprésence, et ce en temps réel. Grâce à cela, il
pourra « transférer » son savoir tacite en savoir explicite à l’opérateur.
C’est dans cette optique que nous avons conçu notre propre système d’aide nommé T.A.C., acro-
nyme de Télé-Assistance Collaborative. Celui-ci est l’implémentation du principe général de fonc-
tionnement d’un système d’assistance à distance que nous avons énoncé au chapitre précédent,
tout en y intégrant nos propositions de visualisation et d’interaction.
Nous allons dans ce chapitre présenter le système T.A.C. dans son fonctionnement interne en
justifiant nos choix de conception et d’implémentation. Qui plus est, durant nos travaux, nous avons
été en mesure d’expérimenter le principe des références ostensives lors de tâches de maintenance.
Nous en présenterons les premiers résultats.
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12 LE SYSTEME T.A.C.
Les systèmes d’aide intègrent des fonctionnalités toujours plus riches, nombreuses et complexes.
Pour que les utilisateurs puissent pleinement en profiter, leur niveau d’utilisabilité est un élément
essentiel. L’utilisabilité correspond à « l’adaptation de la technologie aux caractéristiques de l’uti-
lisateur » [BB03] et est définie par la conjonction de :
– L’efficacité : produire l’effet attendu.
– L’efficience : produire une tâche donnée avec un minimum d’efforts.
– La satisfaction : niveau de confort ressenti en utilisant le système d’aide.
C’est guidé par ces recommandations que nous avons conçu le système T.A.C. Nous allons tout
d’abord rappeler son principe de fonctionnement avant de présenter son diagramme de conception
général.
12.1 Rappel de fonctionnement
Pour proposer une solution permettant d’allier collaboration à distance et maintenance grâce à la
réalité augmentée, nous avons retenu deux aspects fondamentaux :
– Le mode d’interaction entre les interlocuteurs : c’est la façon qu’aura l’expert de pouvoir « si-
muler » une gestuelle.
– L’espace visuel partagé : il s’agit de pouvoir rendre compte à l’expert de l’environnement de
l’opérateur et la façon dont l’opérateur peut visualiser les informations promulguées par l’expert.
De par ces aspects, nous sous-entendons également que notre système puisse supporter une col-
laboration synchrone entre les intervenants. Nous avons alors proposé le fonctionnement d’un tel
système (Fig.49) :
Figure 49: Principe de fonctionnement de T.A.C.
L’opérateur est équipé d’un dispositif particulier de visualisation. Sa conception particulière (que
nous allons décrire dans ce chapitre) lui permet de capturer un flux vidéo de ce que voit exactement
l’oeil du porteur (flux orthoscopique ou flux O) et un flux vidéo grand-angle (flux périphérique ou
flux P). Parmi les deux flux que recevra l’expert, il aura la possibilité d’augmenter le flux O grâce
à notre paradigme P.O.A. Les augmentations seront alors envoyées en temps réel sur l’afficheur de
l’opérateur.
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12.2 Diagramme de déploiement
Le diagramme de déploiement de la figure 50 représente une vue statique de l’infrastructure phy-
sique des ressources matérielles qui composent T.A.C., la manière dont sont répartis ces composants
ainsi que leurs relations 47.
Environnement opérationnel
OPERATEUR
Ordinateur porté
TAC-OPERATEUR
Dispositif de 
visualisation
Centrale 
inertielle
Micro-
casque
Environnement distant
EXPERT
Ordinateur de contrôle
TAC-EXPERT
Micro-
casque
Dispositif 
de pointage
Figure 50: Design général de T.A.C.
Le système T.A.C. se découpe en deux parties distinctes, l’une relative à l’opérateur, l’autre relative
à l’expert.
Côté opérateur, celui-ci sera équipé des éléments suivants :
– De lunettes de visualisation capables de présenter les augmentations en provenance de l’expert.
La seconde fonctionnalité de ces lunettes étant de retranscrire l’environnement de l’opérateur
pour l’expert.
– D’une centrale inertielle en charge d’évaluer les mouvements en vue de gérer les augmentations.
– D’un système de calcul porté implémentant l’application supportant P.O.A. (nommée TAC-
Opérateur) et gérant la communication distante.
– D’un micro-casque pour les communications audio.
Côté expert, nous retrouvons :
– Un micro-casque pour les communications audio.
– Un ordinateur implémentant l’application supportant P.O.A. (nommée TAC-Expert) et gérant
la communication distante.
Nous avons fait en sorte que l’opérateur soit le moins instrumenté possible pour ne pas perdre de
temps à s’équiper et être gêné dans son activité. Le fonctionnement de T.A.C. sera le plus transpa-
rent possible, ne nécessitant aucune manipulation de la part de l’opérateur durant l’intervention,
à l’exception de la phase d’initialisation qui sera simplifiée au maximum (connexion avec l’expert).
Pour ce qui est de l’expert, celui-ci n’a que peu de contraintes en termes d’équipement, un ordi-
nateur de bureau ou un ordinateur portable (équivalent en termes de puissance) étant suffisants.
Nous recommandons tout de même un système de pointage type souris plutôt que trackpad pour
une meilleure précision et une plus grande rapidité.
47. Nous précisons que nous n’avons pas utilisé le formalisme UML pour cette représentation.
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12.3 Choix d’implémentation
Il existe dans le domaine de la réalité augmentée de nombreuses solutions architecturales qui ont
été développées avec l’objectif de rendre le prototypage d’application rapide et flexible. Cela a
permis dans un premier temps de proposer une couche d’abstraction facilitant l’intégration entre
les diverses technologies relatives à ce domaine. Ces architectures sont principalement des architec-
tures modulaires. Elles sont donc composées de modules qui, suivant le paradigme de conception
et de programmation utilisé, sont appelés composant, service ou encore objet. Cela permet une
réutilisation aisée du code déjà écrit.
Parmi les plus connues et les plus représentatives, nous pouvons citer COTERIE de l’université
de Columbia [MF96], StudierStude de l’université de Vienne [SFH+02], TINMITH de l’université
d’Australie du Sud [PT03], DWARF de l’université de Munich pour les environnements distribués
[BBK+01] ou encore DART, initié par l’université de Columbia [MGDB05] en remplacement de
COTERIE. Il en existe de nombreuses autres et toutes ont leurs avantages et leurs défauts. Dans
[Did05], Didier en dresse un tableau comparatif montrant que le choix de l’une ou l’autre de ces
architectures ne se révèle pas forcément adapté au prototypage d’un système expérimental.
En ce qui nous concerne, nous avons fait le choix d’une programmation orientée composants. Un
composant est un module cohérent d’un programme qui peut être développé séparément et distri-
bué en tant qu’unité indépendante. Il offre une interface par laquelle il peut être connecté, tout
en restant inchangé, avec d’autres composants pour former un système de taille plus importante
[DW99]. Il s’agit donc d’une boîte noire, renfermant du code compilé, devant être capable de fournir
une interface, lui permettant ainsi d’être sujet à une composition avec d’autres composants. Opter
pour une programmation orientée composants nous est alors apparu comme une solution permet-
tant une grande modularité dans le code, adaptée à la conception d’un prototype expérimental.
Pour ce faire, nous avons porté notre choix de développement de composants en nous appuyant
sur la bibliothèque multiplateforme Qt de Nokia 48. Développée en C++, elle offre des composants
d’interfaces graphiques, d’accès aux données, de connexion réseau... Elle offre également un puissant
moyen de communication entre les composants à travers le mécanisme signal-slot, implémentation
du patron de conception dit observateur 49. L’intégration qui a été faite dans la bibliothèque Qt
de ce mécanisme possède à notre sens deux atouts majeurs : pouvoir connecter et déconnecter des
composants de manière dynamique, mais surtout la réception d’un signal de traitement par un
composant implique une exécution immédiate du processus associé.
Enfin, de manière plus classique, nous avons opté pour un développement en C/C++, le langage C
ayant été utilisé pour l’écriture d’algorithmes dont la rapidité d’exécution est critique (traitement
d’images...). Pour ce qui est du traitement 3D, nous avons choisi la bibliothèque OpenGL, qui en
plus d’être aussi performante que la bibliothèque Direct3D, a l’avantage d’être multiplateforme et
facilement interfaçable avec la bibliothèque Qt.
48. Notons qu’il existe d’autres systèmes de programmation par composants comme CORBA, .COM, XPCOM
ou encore JavaBeans.
49. « pattern observer » est le terme plus communément utilisé dans la communauté informatique.
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12.4 Vue d’ensemble de l’architecture interne
Les programmes TAC-opérateur et TAC-expert sont donc le coeur de traitement du système T.A.C.
Ces deux programmes sont chargés de gérer les niveaux de perception relatifs aux protagonistes
ainsi que les augmentations qui y seront associées. Il s’agit par conséquent de l’application de
réalité augmentée en elle-même, divisée en deux modules. Nous allons préalablement exposer une
vue générale de l’architecture de l’application avant de décrire le rôle de chacun des composants la
constituant. Certains d’entre eux, présentant une conception particulière, verront leurs fonction-
nalités détaillées à la section 14 (p. 114).
12.4.1 Diagramme de relation
Ce diagramme permet de mettre en évidence les dépendances et les relations entre les différents
éléments constituant l’application T.A.C.
Basés composants, les modules TAC-opérateur et TAC-expert sont architecturés comme suit (Fig.51) :
TAC-OPERATEUR
TAC-EXPERT
ZoneRA
BDD 
2D/3D
IHMPose /
SuiviPI
Module de 
communication
Flux audio
Détection
ZoneRA
BDD 
2D/3D
IHM
Détection / 
Pose
Gestion 
de latence
Module de 
communication
Centrale inertielle
Flux orthoscopique
Flux périphérique
Afficheur 
See-Through
Flux audio
SuiviPI
Système de 
pointage
Système de 
pointage
*
* Suivi de Points d’Intérêt
Figure 51: Vue d’ensemble de l’architecture basée composants du sytème T.A.C.
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12.4.2 Description du rôle des composants de TAC-Opérateur
IHM Il s’agit du composant chargé d’afficher l’image orthoscopique sur le système de visualisation
See-Through (voir la section 13 page 103 pour les détails de la technologie mise en oeuvre).
Grâce à un système de pointage (souris ou autre), l’opérateur devra initialement régler de
façon précise l’orthoscopie, et ce, de manière à s’affranchir des problèmes de parallaxe entre
l’oeil et le dispositif See Through. Ces paramètres seront alors transmis au composant chargé
d’en appliquer les modifications pour chaque image du flux vidéo. Toujours grâce au système
de pointage, l’opérateur pourra choisir de se connecter au service d’assistance désiré parmi
plusieurs préalablement enregistrés. Si la connexion avec l’expert est interrompue, l’IHM
préviendra l’opérateur en affichant le message adéquat.
ZoneRA Ce composant est chargé de collecter et synchroniser les flux vidéo (orthoscopique et
périphérique) puis les informations provenant de la centrale inertielle. Chaque image du
flux orthoscopique se verra ainsi associer les valeurs inertielles en correspondance avec la
dynamique de l’utilisateur au moment où cette même image est prise. Ceci fait, ces images
sont transmises au composant « Gestion de latence », de même que celle du flux périphérique.
Pour inhiber les problèmes de parallaxe ajustés grâce au composant IHM, ZoneRA se charge
également d’appliquer les transformations géométriques sur les images provenant du flux
orthoscopique. Enfin, lorsqu’une demande d’augmentation est émise par l’expert, la nature
de celle-ci est analysée par ZoneRA pour y associer le traitement adéquat (nous ne traitons
pas les augmentations de type « Picking » de la même manière que celle de type « Outlining-
Adding », leur nature différant en termes de procédé algorithmique, voir section 14 page 114).
Le flux orthoscopique étant ainsi augmenté, il est transmis vers le composant IHM en vue
d’être affiché.
Détection/Pose Constitué de deux sous-composants « Pose » et « Détection », ce composant est
utilisé lors d’un « Outlining » ou d’un « Adding ». Dès qu’une augmentation de type 3D en
provenance de l’expert est demandée, « Détection » détectera dans l’image en cours l’élément
auquel il est fait référence. S’en suivra un calcul par « Pose » afin de déterminer la position-
orientation de cet élément par rapport au point de vue de l’opérateur. Nous détaillerons les
techniques employées pour ce faire au paragraphe 14.3 (p. 118).
BDD 2D/3D Ce composant intègre une base de données des éléments virtuels susceptibles d’être
utilisés en tant qu’augmentation. Ces éléments peuvent être aussi bien des éléments 2D,
notamment en ce qui concerne le principe du « Picking », comme des flèches par exemple,
ou peuvent être des éléments et animations 3D pour le principe de « l’Outlining » ou de
« l’Adding ». Pour ce qui est des éléments 3D, la base de données référence tant leur modèle
géométrique que leur modèle d’indexation (ensemble de descripteurs caractérisant l’élément
pour effectuer une analyse basée vision, voir le paragraphe 14.3 page 118).
Gestion de latence Ce composant traite les problèmes relatifs à l’introduction du délai engen-
dré par la transmission distante lorsque des augmentations en provenance de l’expert devront
s’afficher dans le champ visuel de l’opérateur. L’objectif est d’en gérer l’affichage en tenant
compte aussi bien des mouvements de l’opérateur que du temps de transmission des données
entre les protagonistes. Pour cela, avant d’être transmise à l’expert, chaque image du flux
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vidéo orthoscopique est horodatée (timestamp), puis sauvegardée dans la mémoire tampon
(buffer) du composant avec les valeurs inertielles associées. Le retour d’information en pro-
venance de l’expert pourra être ainsi traité par un sous-composant (SuiviPI) en fonction de
ces paramètres et du type d’augmentation utilisé (cet aspect sera détaillé au paragraphe 14.2
page 114).
Module de communication Il s’agit du composant gérant la communication audio-vidéo dis-
tante proprement dite entre l’ordinateur de l’expert et l’ordinateur de l’opérateur sur un
réseau IP. Pour cela, nous avons tiré parti de la bibliothèque OpenSource Live555 spécialisée
dans le streaming multimédia. Nous en utilisons le protocole SIP 50 pour établir une session
audio-vidéo, cette session étant décrite via le protocole SPD 51. Le transfert de données quant
à lui est assuré par le protocole RTP 52. Dans notre cas, la connexion vidéo sera unilatérale,
de l’opérateur vers l’expert, la connexion audio, elle, étant bien évidemment bilatérale. Le
composant « module de communication » aura également pour rôle de recevoir les ordres
d’augmentation de l’expert ainsi que les paramètres de réglage du débit des flux vidéo.
12.4.3 Description du rôle des composants de TAC-Expert
Note : Bien que l’on retrouve dans le module TAC-expert des composants ayant le même nom que
dans le module TAC-opérateur, certains n’ont pas un fonctionnement identique, soit parce qu’ils
sont en interne assemblés entre eux de manière différente, soit parce qu’ils ont un comportement
adapté au module dans lequel ils se trouvent.
IHM Il s’agit de l’interface graphique à travers laquelle l’expert va visualiser et interagir avec
l’opérateur (voir paragraphe 14.4 page 119). L’interface prend la forme d’une fenêtre gra-
phique classique affichant la visualisation PiP, l’expert ayant la possibilité de cliquer avec la
souris sur le flux orthoscopique. C’est également ce composant qui affichera les informations
relatives à la qualité de la connexion. Ainsi, l’expert aura la possibilité de dégrader le débit
d’envoi des flux vidéo provenant de l’opérateur si la situation l’exige.
Détection Les fonctionnalités de ce composant seront appelées lorsque l’expert aura cliqué sur
le flux vidéo orthoscopique en vue de l’augmenter. Suivant le type d’augmentation désiré,
l’algorithme de détection basé image adéquat sera utilisé. S’il s’agit d’une augmentation 3D,
c’est-à-dire de type « Outlining-Adding », un algorithme détectera dans l’image en cours l’élé-
ment auquel il est fait référence, et ce, en relation avec les données fournies par le composant
« BDD 2D/3D ». Si l’augmentation est de type « Picking », alors des points caractéristiques
liés à l’image et proches des coordonnées cliquées seront recherchés. Une fois détectées, ces
informations sont envoyées au composant « Pose/SuiviPI » (voir la section 14 page 114 pour
plus de détails).
50. « Session Initial Protocol », implémenté dans la bibliothèque SophiaSIP.
51. « Session Description Protocol ».
52. « Real Time Protocol ».
101
Pose/SuiviPI Ce composant est constitué de deux sous-composants, à savoir « Pose » et « Sui-
viPI ». Le sous-composant « Pose » a pour objectif de calculer la position-orientation de
l’élément préalablement détecté par le composant « Détection » dans le cadre d’une aug-
mentation 3D. Pour ce qui est du sous-composant « SuiviPI 53 » intervenant pendant une
augmentation de type « Picking », il sera chargé de suivre dans l’image en cours les points
d’intérêt détectés autour de la zone de clic. La position-orientation et/ou les points d’intérêts
suivis seront en suite transmis au composant « ZoneRA ».
ZoneRA C’est ce composant qui recevra les flux vidéo en provenance de l’opérateur. Il procédera
alors à l’incrustation du flux orthoscopique dans le flux périphérique avant de le transmettre
au composant IHM pour affichage. Il recevra également, en provenance du composant IHM,
le type d’augmentation désiré ainsi que la zone de clic. Il commandera alors au module
« Détection », soit de détecter l’élément à reconnaître dans l’image en cours, soit de trouver
les points d’intérêt autour de la zone de clic. En retour, il augmentera le flux orthoscopique
en vue de l’afficher sur l’interface de l’expert. En parallèle, ce composant transmettra au
composant « module de communication » les informations relatives à l’augmentation (points
d’intérêt détectés et/ou position-orientation + type d’augmentation).
Module de communication En ce qui concerne la communication audio-vidéo, ce composant
possède les mêmes spécificités que son homologue de TAC-opérateur. De plus, sa tâche sera
également de transmettre les ordres et caractéristiques des augmentations à afficher côté
opérateur. Enfin, il transmettra au module distant les débits à appliquer pour l’envoi des
flux si tel doit être le cas.
BDD 2D/3D Le fonctionnement de ce composant est identique à celui de TAC-opérateur. Se
référer ci-dessus pour la description de son rôle.
Ainsi, nous avons, dans cette section 12, présenté de manière globale la composition logicielle in-
terne de T.A.C. puis l’infrastructure matérielle nécessaire à son fonctionnement. Dans les sections
13 et 14 nous allons décrire de manière plus concise les éléments clés du système T.A.C., à savoir
côté opérateur le dispositif chargé de la visualisation des augmentations et de retranscrire l’envi-
ronnement de celui-ci, puis côté expert la façon dont est implémenté P.O.A. dans l’application.
53. « SuiviPI » pour Suivi de Points d’Intérêt.
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13 PERCEPTION : LES LUNETTES MOVST
Pour chaque système de réalité augmentée développé, il convient de choisir son type d’affichage
de façon spécifique. En ce sens, nous avons vu au premier chapitre les recommandations faites par
[KC98] en fonction du domaine d’application. Mais bien entendu, les critères jugés acceptables ne
peuvent tenir compte de toutes les contraintes qu’impose le travail d’un opérateur dans le cadre
de la maintenance.
Qui plus est, le marché des lunettes de réalité augmentée est aujourd’hui un marché encore naissant,
les grands constructeurs comme Sony ou Ucuiti s’étant désintéressés de ce segment pour cause
de non-rentabilité. C’est pour cela que durant la décennie écoulée, nombres de laboratoires et
chercheurs ont développé leur propre système d’affichage, souvent basé sur d’anciens modèles du
marché (ex. : [AMR02], [PHMG06] ou encore [SKF05]). La situation est analogue lorsque les
systèmes existants ne proposent pas les fonctionnalités attendues, comme la gestion des occultations
pour les systèmes optiques [CHR04] ou encore la perte de la vision stéréoscopique lors d’un travail
en vision très proche [SAH+01].
Il en est de même en ce qui nous concerne. À la vue des propositions de perception, tant pour
l’opérateur que pour en rendre compte à l’expert, nous avons dû concevoir notre propre système de
visualisation. Avant d’en présenter les caractéristiques et l’aspect, nous allons décrire les capacités
de la perception visuelle humaine pour comprendre les choix qui ont été effectués.
13.1 La perception visuelle humaine
Le système visuel est certainement le sens humain qui est le plus utilisé pour percevoir l’environ-
nement spatio-temporel. Celui-ci peut se découper en deux parties distinctes, à savoir les yeux et
le système visuel cérébral (Fig.52) :
Figure 52: Détails de l’oeil et du cortex visuel cérébral.
D’un point de vue fonctionnel, l’oeil est le capteur de la perception. Son rôle est de concentrer sur
la rétine une image nette et bien contrastée grâce aux actions conjuguées de la cornée, du cristallin
et de l’iris. La rétine est le capteur de lumière à proprement parler, constituée de cônes (vision
photonique) et de bâtonnets (vision scotopique).
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Les cônes sont des cellules photoréceptrices, localisées en grande partie au centre de la rétine,
réagissant aux couleurs du spectre visible par l’oeil (Fig.53). Il existe trois types de cône permettant
de différencier les couleurs : les cônes sensibles aux longueurs d’onde d’environ 580 nm (rouge),
ceux sensibles à 540 nm (verts) et les derniers à 450 nm (bleu).
Figure 53: Spectre électromagnétique (haut) et spectre visible par l’oeil humain (bas).
Quant aux bâtonnets, plutôt situés en périphérie de la rétine, ils interviennent lorsque la lumi-
nosité est faible, leur sensibilité étant maximale pour une longueur d’onde de 500 nm. En vision
périphérique, ils interviennent également dans la détection de mouvement.
Le cortex visuel cérébral lui, reçoit les informations en provenance des yeux via le nerf optique. Ces
informations visuelles, traduites en influx nerveux, seront propagées jusqu’aux différentes structures
cérébrales responsables de l’analyse des signaux. C’est dans ces régions que seront « interprétées »
ces informations en vue de recréer une image de la réalité. Dans les paragraphes suivants, nous
avons choisi de présenter de façon succincte les fonctionnalités clés de la vision humaine. L’objectif
étant de mettre en avant les capacités d’acquisition d’une scène et l’interprétation qui en est faite
par le cerveau.
13.1.1 La luminance
La luminance est l’intensité lumineuse 54 d’une source en provenance d’une direction donnée, divisée
par la surface apparente de cette source. Ainsi, pour une source lumineuse quasi ponctuelle, la
luminance et l’intensité lumineuse définissent la même notion. Avec une source lumineuse ayant
une certaine aire, pour que la luminance continue à représenter l’intensité lumineuse d’un point,
on doit diviser l’intensité lumineuse totale par l’aire apparente.
Dans une scène naturelle, la variation de la luminance (Tab.11) est due aux variations d’éclairement
et aux variations de réflectance 55. Mais à intensité lumineuse égale, la perception de la luminance
n’est pas constante, et ce, suivant la longueur d’onde. En effet, c’est pour une longueur d’onde de
555 nm (couleur jaune-vert) que la luminance semble atteindre son maximum (Fig.54).
54. L’intensité lumineuse est une mesure de l’éclat d’une source lumineuse perçue par l’oeil. L’unité SI est le
candela.
55. La réflectance est le rapport entre l’énergie lumineuse réfléchie et l’énergie lumineuse incidente sur une surface.
Une réflectance de 100 % implique une réflexion totale de l’énergie.
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Conditions
lumineuses de la
vie courante
Eclairement
lumineux (lux)
Plein Soleil 50 000 à 100 000
Ciel couvert 20 000 à 30 000
Eclairage de
bureau 200 à 500
Nuit de pleine
Lune 0.2 à 0.5
Limite pour
l’appréciation des
formes
0.02 à 0.003
Conditions de
travail
Eclairement lumineux
(lux) recommandé par les
autorités européennes
Tâche de précision 600
Mécanique
moyenne 200
Table 11: Quelques gammes d’éclairement.
Figure 54: Luminance relative en fonction de la longueur d’onde visible par l’oeil humain (à
intensité lumineuse égale).
Vu la diversité d’éclairement, de contraste et de couleur présente dans une scène naturelle, l’oeil
s’adapte à la luminance moyenne par le biais de deux processus :
1. En faisant varier le diamètre de la pupille.
2. En faisant varier la sensibilité moyenne de la rétine (Effet Stiles-Crowford). Cette variation
est faite de manière progressive 56.
Mais cette adaptation à la luminance moyenne a des limites, surtout si les deux yeux ne perçoivent
pas la même. Dans ce cas, les luminances moyennes en provenance de chaque oeil peuvent provoquer
des problèmes de perception. [HV96] a d’ailleurs mis en avant ce phénomène. En présentant à des
sujets différents verres de différentes teintes devant un seul oeil, les résultats ont montré que la
perception est fortement dégradée pour une opacité supérieure à 50 %.
13.1.2 Le champ visuel
Le champ visuel est l’espace délimité par la perception de l’oeil, sans bouger la tête. Il est défini
suivant un champ de portée horizontal et un champ de portée vertical (Fig.55). En ce qui concerne
56. Par exemple, lors d’une variation brusque de l’éclairage moyen, comme lorsque l’on passe d’une pièce sombre
vers l’extérieur ensoleillé.
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le champ de portée vertical, il couvre un angle d’environ 130°, limité vers le haut par les arcades
sourcilières et vers le bas par les joues. Pour ce qui est du champ horizontal, il est en moyenne de
180° pour les deux yeux et de 150° pour chaque oeil (limité par le nez).
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Figure 55: Champ de vue horizontal et champ de vue vertical.
La capacité des yeux à saisir l’information visuelle dépend de leur position relative dans le champ
visuel global. On dénombre trois zones en tout (Fig.56) :
– La Fovéa. C’est le champ central de la vision, avec un domaine d’ouverture extrêmement réduit,
de l’ordre de 2° à 3° environ. L’acuité visuelle dans la zone fovéale est extrêmement élevée, ce qui
la prédestine à être utilisé pour observer des détails très fins. En dehors de cette zone, l’acuité
est jugée médiocre. Le regard est donc en perpétuel mouvement pour diriger l’axe fovéal sur une
zone précise, reconstituant ainsi la sensation globale d’une image nette.
– L’Ergoma. Domaine de 2 x 30° d’ouverture, cette zone proche de la fovéa constitue une zone de
surveillance qui permettrait à l’observateur, de manière consciente, d’orienter son regard en vue
d’une analyse fine. De façon plus générale, cette zone est destinée à percevoir les formes dans
leur ensemble.
– Le Panorama est la zone d’environ 2 x 60° d’ouverture, renseignant sur les mouvements relatifs
des grandes masses structurant l’image. Une détection de mouvement dans cette zone peut
induire une orientation volontaire du regard par un déplacement conjugué de la tête et des yeux.
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(a) Coupe du champ visuel de profil.
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(b) Champ visuel en coupe frontale perçu
par les deux yeux (bleu) et par chaque oeil
(rose).
Figure 56: Zones d’action du champ visuel.
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13.1.3 La vision stéréoscopique
À l’endroit où le champ visuel des yeux se recouvre, l’Homme a une vision binoculaire. C’est très
certainement l’une des capacités les plus importantes du système visuel. Grâce à la superposition
des champs dans la zone médiane, un même objet est vu simultanément, mais sous deux angles
différents 57. C’est le cortex visuel qui sera en charge de « recréer » l’impression de relief. Cependant,
il est important de faire remarquer qu’une vision en relief est possible avec un seul oeil. Nous allons
voir les facteurs responsables de cette vision en relief, basée soit sur des facteurs monoculaires, soit
binoculaires [Gao92].
En vision monoculaire, il est parfaitement possible de reconstruire l’espace tridimensionnel. Pour
cela, nous utilisons de nombreuses informations :
– L’accommodation. Capacité du cristallin de l’oeil à changer de forme pour permettre une mise au
point de l’image sur la rétine (en particulier sur la fovéa). C’est également un facteur important
dans l’appréciation des distances.
– La parallaxe monoculaire. Relation au déplacement en translation ou en rotation d’un objet
devant l’oeil de l’individu. Grâce à ce mouvement, l’oeil perçoit à deux instants très proches deux
images différentes d’un même objet, le cortex visuel reconstituant ainsi la notion de profondeur.
– Les perspectives géométriques sont ce que l’on pourrait définir des facteurs psychologiques, dans
le sens où il est fait appel à l’expérience de l’individu pour évaluer l’environnement. On peut
ainsi obtenir une sensation de fortes profondeurs à partir d’images bidimensionnelles. Ces effets
ont été classés en six principales catégories :
1. La superposition des contours. C’est le fait d’éliminer les parties cachées par des objets plus
proches.
2. La taille de l’objet est également une information importante qui permet d’évaluer les dis-
tances.
3. Les perspectives linéaires, c’est-à-dire la convergence des lignes vers l’infini, sont également
des éléments importants dans l’évaluation de la profondeur d’une scène.
4. La perception des textures. C’est la réduction progressive d’une texture dans une certaine
direction (ex. : réduction des fenêtres d’un immeuble vers l’infini).
5. L’ombrage et ses effets sur l’illumination des objets environnants nous renseignent sur l’agen-
cement des différents objets entre eux.
6. La perspective de surface. C’est le jeu des atténuations de contrastes pour des objets lointains.
Un objet lointain est souvent moins net qu’un objet rapproché.
57. C’est la distance entre les deux yeux qui est responsable du décalage du point de vue. Cette distance, appelée
distance interne pupillaire (IPD en anglais) est généralement comprise entre 6 et 7 cm.
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En vision binoculaire, deux facteurs importants interviennent dans la perception spatiale, d’une
part la convergence binoculaire, d’autre part la disparité binoculaire :
– La convergence binoculaire est le mouvement permettant aux yeux de s’orienter vers la direction
de l’objet observé. De par l’éloignement séparant l’objet des yeux, ceux-ci doivent déterminer une
accommodation correcte pour la distance à laquelle les axes visuels convergent. Accommodations
et convergences sont donc étroitement liées [SO58].
– La disparité binoculaire est le décalage horizontal 58 sur les deux images rétiniennes d’un même
objet. C’est grâce en partie à ce décalage de point de vue que la vision tridimensionnelle est
possible 59. Plus l’objet est près, plus la « sensation de profondeur » sera présente. En revanche,
pour les objets très éloignés, les images rétiniennes sont quasi identiques, la perception tridimen-
sionnelle étant alors quasi nulle.
La simple vision monoculaire peut donc donner une sensation de relief. Mais pour obtenir une
perception fine du relief, la vision stéréoscopique est indispensable (condition binoculaire).
13.1.4 Interprétation de l’information
Comme nous allons le voir, les informations en provenance des yeux vont permettre au cortex visuel
et au cerveau d’analyser les éléments importants en vue de recréer la scène observée.
En effet, nous avons accès à la réalité à travers nos sens. Mais ce que nous « ressentons » ne
correspond pas forcément au réel, mais plutôt à une représentation mentale de ce que nous pensons
être le réel. Ainsi, pour la vision, les images que nous voyons ne nous sont pas données comme une
photographie, mais sont traitées et interprétées par notre système visuel et notre cerveau.
Ce phénomène prend naissance dès la rétine, avec une réduction de la quantité d’informations
transmises au nerf optique. À ce stade, les informations des 125 millions de photo-récepteurs 60
convergent vers dix fois moins de cellules ganglionnaires 61. Le cortex visuel et le cerveau se chargent
alors de compenser les informations perdues en complétant des éléments de la réalité avec des
informations abstraites, dans le but de recréer une image cohérente. Notre cerveau interprète
donc en permanence les informations en provenance des yeux pour construire une image qui a du
sens pour nous. Cette interprétation est tellement performante que nous avons une impression de
cohérence là où il n’y en a probablement pas. Les illusions d’optique en sont la manifestation 62.
Ces illusions peuvent avoir été créées artificiellement ou provenir d’un arrangement particulier de la
scène réelle. Dans tous les cas, notre cerveau est influencé par le contexte en cherchant des indices
lui permettant d’effectuer des déductions, en utilisant par exemple la mise en relation de grandeur
entre elles (Fig.57).
58. Il existe également la disparité verticale, celle-ci se produit lorsque l’individu connaît un problème d’alignement
entre les deux yeux.
59. En fait, [Jul60] a montré qu’il est possible d’obtenir une sensation de relief (ex. : stéréogrammes) uniquement
grâce à la disparité binoculaire, c’est-à-dire sans que les facteurs monoculaires interviennent.
60. Environ 5 millions de cônes et 120 millions de bâtonnets.
61. Type de neurones chargés de recueillir l’information visuelle via des cellules bipolaires, des cellules amacrines
et des cellules horizontales.
62. Le mécanisme des illusions a été identifié un peu partout le long des voies visuelles, même parfois dans la
rétine.
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(a) Les trois lignes sont de
même longueur. Illusion étu-
diée par Frantz Müller-Lyer.
(b) Les cercles du centre sont de
même diamètre.
(c) Carré au contour sub-
jectif provoqué par notre
perception.
(d) Échiquier d’Adelson. Les cases A et B
sont en réalité de la même couleur.
Figure 57: Les illusions d’optique sont la manifestation de notre cerveau à recréer de l’information
en étant influencé par le contexte et l’expérience.
Nous venons de voir quelques caractéristiques fondamentales constituant notre perception visuelle.
Bien que les technologies d’affichage des HMD actuels ne soient pas encore matures, nous pou-
vons utiliser les formidables capacités de notre cerveau à ajouter, corriger et recréer l’information
visuelle.
13.2 Caractérisation du prototype
13.2.1 Objectifs
Pour satisfaire nos propositions de perception, l’utilisation d’un système de visualisation de réalité
augmentée doit répondre aux exigences du domaine d’application. En ce qui nous concerne, les
critères sont les suivants :
– L’opérateur doit avoir les mains libres.
– L’opérateur doit pouvoir appréhender facilement son environnement immédiat.
– L’opérateur doit pouvoir maintenir un champ visuel le plus naturel possible.
– Transmettre à l’expert ce que voit exactement l’opérateur.
– Transmettre à l’expert une vision globale de ce que perçoit l’opérateur.
C’est éclairé par le fonctionnement du système visuel humain et par la description des technologies
d’affichage en réalité augmentée (voir 2.3 page 33) que nous allons expliquer les choix effectués
pour caractériser notre propre système d’affichage respectant les critères ci-dessus.
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13.2.2 Choix
L’opérateur doit avoir les mains libres.
Dans notre cadre de téléassistance pour les systèmes mécaniques, l’opérateur ne doit pas avoir
les mains contraintes par le système, ce qui exclut l’utilisation des Handheld-Displays. De plus,
nous devons avoir un dispositif simple à mettre en œuvre et peu intrusif pour son porteur et son
environnement. Cela exclut donc l’utilisation des Projective-Displays. Nous nous sommes alors
orientés vers l’utilisation d’un dispositif d’affichage type Head-Worn-Displays.
Nous avons cependant conscience des problèmes induits par l’utilisation des HWD. Nombre d’études
rapportent les phénomènes qui peuvent intervenir durant le port de celui-ci. [HGAB08] par exemple,
met en avant la fatigue visuelle provoquée par un conflit entre la distance à laquelle les yeux ac-
commodent sur l’affichage (écran ou miroir) et la distance virtuelle à laquelle l’objet affiché est
perçu 63. D’autres problèmes comme la sous-estimation des distances ont été signalés. Bien que ce
phénomène soit encore mal compris, [KL04] a écarté le paramètre « champ de vue restreint », et
le mode de vision binoculaire ou monoculaire n’en serait également pas la cause [Cut03].
Il existe de nombreux autres problèmes, mais leur étude dépasse le cadre de ce document et leurs
possibles causes dépendent des conditions physiologiques propres aux individus. Pour information,
nous signalons la diplopie, la rivalité rétinienne, la phorie ou encore certains troubles musculo-
squelettiques dus au poids des HWD.
L’opérateur doit pouvoir appréhender facilement son environnement immédiat.
Un opérateur en maintenance ne peut s’affranchir du monde réel qui l’entoure, il ne peut être en
immersion totale à l’instar de la réalité virtuelle.
Nous ne cherchons pas non plus à surcharger la vue de l’opérateur. En effet, une mauvaise percep-
tion dans la zone visuelle augmentée est potentiellement dangereuse lors d’une tâche de mainte-
nance. Nous avons donc opté pour un dispositif d’affichage monoculaire, offrant ainsi uniquement
une fenêtre augmentée sur le monde réel. Le faible angle d’affichage pour les augmentations des
HWD actuels se révélant ici un atout !
En choisissant un système monoculaire, nous limiterons alors au maximum l’effet d’immersion et
l’effet tunnel, et ce, afin de préserver les zones fonctionnelles de la vision humaine précédemment
décrites.
Mais là encore, il existe de possibles phénomènes dégradant l’expérience du port d’un dispositif
monoculaire. L’anomalie majeure est certainement la rivalité binoculaire. Lorsque l’on présente
séparément à chaque oeil des images contrastées, mais très différentes entre elles, le cerveau réagit
de façon instable en nous faisant apparaître une alternance entre les deux images. Ce mécanisme
n’est pas effectué de manière consciente, par conséquent il n’est pas contrôlable. Nous conseillons
donc, même si le mode monoculaire offre une zone d’augmentation limitée, de ne pas la surcharger
d’informations virtuelles.
63. Problème connu sous l’appellation « rivalité accommodation-vergence ».
110
L’opérateur doit pouvoir maintenir un champ visuel le plus naturel possible.
Afin de conserver un champ visuel « naturel », le dispositif monoculaire devra impérativement
donner l’illusion à son porteur de voir ce qu’il aurait dû voir à l’œil nu. Un tel système See
Through est dit orthoscopique.
Mais un dispositif See Through n’est pas forcément orthoscopique. Ainsi, pour un dispositif en
vision indirecte comme les Video See Through (VST), le monde réel n’est perçu que par le biais
d’une caméra. L’orthoscopie n’est alors pas obligatoire dans le cas d’une vision binoculaire 64. Il
en va tout autrement en vision monoculaire si l’on veut respecter la cohérence entre les deux yeux
(l’un est en prise directe avec la réalité, l’autre l’apercevant de manière détournée). Un dispositif de
type Optical See Through (OST) par contre, apporte une vision directe du monde réel à travers un
miroir semi-transparent. Ces dispositifs sont donc obligatoirement orthoscopiques, tant en vision
monoculaire qu’en vision binoculaire.
A priori, il est donc plus facile d’obtenir un système orthoscopique grâce à un dispositif OST, la
littérature comparative entre les VST et les OST y faisant d’ailleurs référence [RF00][Azu97]. Nous
avons pourtant fait le choix d’un dispositif VST, principalement pour les raisons suivantes :
– Le défaut majeur des miroirs semi-transparents composant les OST est l’opacité. En monoculaire,
cela devient capital. En effet, ces miroirs, de par leur conception, transmettent un pourcentage
assez faible de la lumière provenant du monde réel, 30% seulement pour certains modèles [Hol92],
environ 50% pour les meilleurs à l’heure actuelle 65. Cela peut donc engendrer un problème de
rivalité binoculaire, la différence de luminosité perçue par le système visuel étant trop impor-
tante pour qu’il puisse la compenser. En ce sens, les expériences de [LW02] ont montré qu’en
monoculaire, une opacité de 50% ou plus dégrade fortement la perception, engendrant des effets
négatifs sur les performances d’une tâche.
– De façon idéale, la luminosité et le contraste du monde réel et du monde virtuel doivent être sem-
blables. Grâce au couple « caméra-afficheur vidéo », il devient numériquement possible d’ajuster
ces paramètres. Bien que cette solution soit limitée par la dynamique et les spécificités des
technologies employées, nous pouvons nous approcher des caractéristiques d’une image perçue
directement par l’oeil. À ce moment-là, nous pouvons compter sur la capacité du système visuel
humain à s’adapter à luminance moyenne et à recréer une vision cohérente de l’ensemble des
informations perçues par les deux yeux, compétences que nous avons décrites précédemment.
– Loin d’atteindre l’acuité visuelle 66 de l’oeil, les résolutions des caméras et des afficheurs vidéos
deviennent pourtant relativement importantes. À résolution constante, la taille angulaire pour
chaque pixel augmente en même temps que le champ de vision, la conséquence étant une perte de
la définition de l’image. En ce qui nous concerne, le fait de vouloir limiter la zone d’augmentation
nous amène à limiter également le champ de vue de la caméra, et donc à augmenter l’acuité du
système. Ainsi, encore une fois, nous souhaitons jouer sur la capacité du système visuel humain
64. La perception de la réalité dans ce cas est alors substituée à notre regard, l’immersion étant semblable à celle
des casques de réalité virtuelle.
65. Pour avoir une idée de ce que représente une opacité de 50%, le lecteur pourra, en pleine journée, tenter de
regarder son environnement à travers un rétroviseur intérieur de voiture.
66. Le test d’acuité visuelle de Snellen en optométrie donne une acuité V définie par : V = 20D avec D représentant
la distance à laquelle un observateur ayant une vision normale identifie une lettre de l’alphabet. Une acuité normale
est de 20/20, le seuil de non-voyance étant de 20/200 (extrait de [Cha02]). Pour un visiocasque ayant un FOV de
26° et une définition horizontale de 480 pixels, l’acuité visuelle est d’environ 20/47.
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à traiter l’information pour des images ayant une définition différente (les porteurs de lentilles
correctrices sont souvent coutumiers du fait !).
– Les états de l’art sur la comparaison VST-OST évoquent le problème de la parallaxe. Ce problème
de précision de l’alignement optique entre la caméra, l’affichage et l’oeil peut se corriger de
manière informatique (en termes d’image affichée devant l’oeil).
– Un dispositif VST à notre sens possède des modes d’affichage plus intéressants pour notre appli-
cation. En effet, nous avons ici le choix de pouvoir l’utiliser soit comme un système augmentant
la vue de l’utilisateur, soit comme un afficheur classique permettant de présenter de l’informa-
tion sans rapport direct avec le point de vue (vidéo explicative, schéma technique...), ce que ne
permet pas de faire un OST de façon confortable.
Vis-à-vis d’un OST, le choix d’un VST peut avoir des conséquences sur la vision stéréoscopique en
champ proche 67. La caméra étant fixe, elle ne respecte pas le principe de convergence binoculaire.
Aussi, pour limiter ce phénomène, nous suggérons de légèrement excentrer l’afficheur vers l’extérieur
de l’axe de l’oeil. L’objectif est d’éviter que l’image de l’affichage ne soit trop dans la zone de
chevauchement des yeux, la capacité de détection stéréoscopique diminuant rapidement en direction
du champ de vision périphérique. Pour une éventuelle prise en charge de ce problème, [SAH+01]
présente en ce sens une technique de sélection dynamique des parties d’une image.
Transmettre à l’expert ce que voit exactement l’opérateur.
Le fait d’avoir opté pour un dispositif VST va nous soustraire au problème de l’acquisition du
point de vue exact de l’oeil du porteur. En effet, un dispositif OST ne permet pas de faire cela de
manière aisée, obligeant généralement à mettre en place un système optique complexe à fabriquer
[Cak06][SKF05] pour amener une partie des rayons lumineux vers la caméra. Dans notre cas, nous
pouvons alors utiliser directement le flux de la caméra du dispositif VST pour retranscrire à l’expert
la vision orthoscopique de l’opérateur.
Transmettre à l’expert une vision globale de ce que perçoit l’opérateur.
Pour ce dernier point, aucune difficulté particulière, tant pour un dispositif OST que VST. En
utilisant une caméra grand-angle fixée au HMD, il devient possible de saisir une partie du champ
visuel de l’opérateur. De façon courante, nous pouvons trouver dans le commerce des caméras ne
nécessitant aucun objectif particulier pour des angles d’ouverture allant de 90° à 120°. Nous faisons
remarquer également au lecteur qu’il est envisageable, pour un dispositif VST, d’utiliser la caméra
en charge de reproduire la vision orthoscopique pour capturer la vision périphérique, en jouant de
façon astucieuse sur le choix de la résolution du capteur de la caméra et sur sa focale 68. Ainsi, à
partir du même flux vidéo, la partie centrale de l’image serait utilisée pour la vision orthoscopique
(après correction informatique), l’image totale pour la vision périphérique.
67. [Cut03] propose une division de l’espace perceptuel en trois régions : champ proche (espace manipulable par les
mains), champ moyen (jusqu’à 30m, limite pour laquelle une conversation peut être tenue), champ lointain (au-delà
de 30m, espace visuel profond).
68. Pour cela, afin de ne pas dégrader l’acuité du système, il faut augmenter la résolution de la caméra et diminuer
la focale de l’objectif.
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Note : Nous sommes conscients que la conception d’un HWD s’avère extrêmement complexe si
l’on veut tenir compte de la multitude de paramètres entrant en jeu. Néanmoins à l’heure actuelle
nos besoins ne sont que partiellement couverts par les systèmes existants. Afin que nous puissions
expérimenter nos propositions de visualisation et d’interaction, nous avons alors orienté nos choix
en fonction de nos aspirations.
13.2.3 Prototype MOVST
Nous avons donc créé notre propre système de visualisation Video See Through monoculaire or-
thoscopique. Nous l’avons baptisé MOVST, acronyme anglophone de « Monocular Orthoscopic
Video See Through ».
N’utilisant pas de dispositif optique pour la correction de la parallaxe, sa mise en oeuvre a pu être
entièrement conçue avec des éléments commerciaux (Fig.58).
Figure 58: Nos lunettes MOVST.
Pour la caméra orthoscopique, nous utilisons une caméra dont nous avons modifié le « packaging »
afin de la rendre la moins encombrante possible. Elle possède un capteur couleur haute résolution
Sony de type HQ 1/3’’ Ex-View HAD PAL associé à un objectif d’ouverture F2.0, et un angle de
vision d’environ 30°, le tout pour un poids inférieur à 30 grammes. La caméra périphérique quant
à elle, possède un angle de vision de 90° et un capteur CMOS de 307 200 pixels d’une résolution
de 640x480 provenant d’une webcam QuickCam Pro 5000 de chez Logitech.
Le système d’affichage est un ICUITI M920 pesant moins de 100 grammes, équipé d’un écran LCD
VGA couleur 24 bits de 307 200 pixels d’une résolution de 640x480 et d’un champ de vision de 26°
environ.
La caméra est fixée directement sur l’afficheur en alignement avec celui-ci afin de minimiser la
parallaxe entre les deux. Nous avons par la suite créé un programme informatique en charge de
corriger plus précisément la parallaxe, assurant ainsi l’orthoscopie du système. Pour les calculs,
ceux-ci sont effectués par un ordinateur équipé d’un processeur Intel Core 2 Duo à 2GHz avec
2Go de RAM, nous ayant assuré un nombre de 25 images par seconde en termes d’affichage. Nous
avons également testé les calculs de correction de la parallaxe sur une carte graphique NVidia
GeForce 9400M d’un ordinateur portable Apple MacBookPro équipé du processeur Intel Core 2
Duo à 2.26GHz avec 2Go de RAM. L’implémentation de l’algorithme a été réalisée grâce au logiciel
QuartzComposer et nous a permis d’atteindre les 70 images par seconde.
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14 INTERACTION : IMPLÉMENTATION DE P.O.A.
Lorsque nous avons présenté le rôle des divers composants constituant l’application T.A.C. au
paragraphe 12.4.2, nous avons présenté le fait que nous ne traitions pas de façon similaire les
augmentations de type « Picking » et celles de type « Outlining-Adding ». Cela est dû à la nature
même de ces augmentations. C’est ce que nous allons décrire plus précisément dans cette partie,
puis nous terminerons en présentant l’interface graphique par laquelle justement l’expert sera en
mesure de « se mettre à la place » de l’opérateur et d’interagir avec lui.
14.1 L’opérateur : un être capable et en mouvement
Durant une tâche de maintenance, les déplacements physiques dans la zone de travail et les mouve-
ments de la tête de l’opérateur sont inhérents à son activité. Si au cours d’une phase collaborative il
est naturel pour les individus de se mouvoir et de reconnaître les constituants de leur environnement
immédiat, il n’en va pas de même lorsque l’on désire transposer cette capacité à un ordinateur. Faire
un acte de désignation tout en étant en mouvement par exemple, implique de correctement suivre
la cible quelle qu’elle soit ! Reconnaître un objet implique justement de connaître au préalable les
caractéristiques de celui-ci, quel que soit le point de vue adopté par l’observateur ! La diversité
des couleurs, formes, illuminations et autres caractéristiques physiques que peuvent prendre les
éléments nous obligerait à modéliser entièrement l’espace de travail, ce qui, bien que possible, n’est
pas réaliste à l’heure actuelle.
Pour pallier ces difficultés, nous allons voir quelles sont les solutions que nous avons choisies et
décidé de mettre en oeuvre pour retranscrire notre paradigme P.O.A.
14.2 Picking : Suivi et Latence
Le « Picking » est un acte de désignation, qu’il cible un objet tangible ou qu’il veuille exprimer
une direction. Il peut alors s’effectuer sur un élément quelconque de l’environnement dans lequel
est immergé l’opérateur. Nul besoin donc d’identifier ce qui se cachera sous le pointeur de la souris
lorsque l’expert cliquera dans le flux orthoscopique. Mais l’augmentation associée, apparaissant
devant le regard de l’opérateur, doit être recalée en accord avec les mouvements qu’il serait suscep-
tible d’effectuer pendant cette phase. En vision par ordinateur, des techniques sont particulièrement
adaptées à ce genre de situation : les méthodes de suivi basées sur des points d’intérêt.
14.2.1 Le suivi de points d’intérêt
Lorsque des objets non définis doivent être suivis, il faut alors s’intéresser au mouvement relatif
qu’ils peuvent avoir vis-à-vis de l’observateur. Ces techniques de suivi de mouvements impliquent
de façon typique le suivi de points visuels « significatifs », autrement appelés points d’intérêt.
L’idée principale des points d’intérêt est de regarder la fonction d’intensité dans une image pour
en extraire les points de discontinuités, provoquées par exemple par des variations de contraste.
La littérature est riche de techniques permettant de définir des points d’intérêt dans une image.
Parmi les plus connus, nous pouvons citer le détecteur de coin de Harris [HS88], le détecteur SIFT
(Scale-Invariant Feature Transform) de [Low04] ou encore GoodFeatureToTrack de [ST94].
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Une fois ces points d’intérêt déterminés dans l’image, leur suivi d’une image à l’autre est as-
suré par des algorithmes dits de flux optique (optical flow). Les algorithmes de Lucas-Kanade 69
[LK81][TK91], de Horn-Schunck [HS81] ou de Block-Matching [HZ95] en sont les représentants les
plus populaires.
En ce qui nous concerne, nous avons choisi le couple GoodFeatureToTrack — Lucas-Kanade (KLT)
principalement pour sa rapidité reconnue et son implémentation optimisée [Bou02] au sein de la
bibliothèque de vision par ordinateur OpenCV 70.
Cependant, l’utilisation de KLT repose sur trois hypothèses :
1. La constance d’illumination entre deux images consécutives. Si nous faisons l’hypothèse d’un
flux vidéo à 25 images par seconde, l’écart entre deux images est de 40ms. Dans des conditions
« normales » de maintenance, une variation de luminosité brusque dans ce laps de temps est
improbable.
2. La cohérence spatiale. Les points immédiatement voisins des points d’intérêt doivent appar-
tenir à une même surface et doivent avoir un mouvement similaire à ce même point d’intérêt.
Dans notre cas, l’environnement de l’opérateur n’est pas hautement « déformable », la cohé-
rence spatiale sera respectée.
3. La persistance temporelle. Deux images consécutives doivent varier très peu suite à un mou-
vement. En ce qui nous concerne, les mouvements de la tête sont principalement des mou-
vements de rotation, bien que le cou soit capable d’effectuer des translations, mais celles-ci
sont limitées. La vitesse angulaire de la tête (suivant l’axe du cou) peut atteindre au maxi-
mum 800°/s, néanmoins nous n’effectuons en moyenne que des rotations de l’ordre de 110°/s
[FMP01]. En temps normal lors d’un acte de maintenance, les mouvements de la tête sont
encore plus lents et ont déjà été identifiés comme tels par [KC98], la cause étant que nous
concentrons notre regard principalement dans la zone d’intérêt de la tâche. [HF09] en a me-
suré la vitesse angulaire lors d’expérimentations sur des sujets portant des HMD. Il ressort de
cela que la vitesse angulaire moyenne suivant l’axe du cou est d’environ 7 à 8°/s, et de 4 à 5°/s
suivant l’axe parallèle aux épaules. Ces faibles vitesses angulaires sont certainement le fait
d’avoir directement les instructions virtuelles dans le champ visuel. En termes de vision par
ordinateur, ces mouvements traduiront de petites variations entre deux images consécutives
d’un flux vidéo. Si l’on considère un nombre de 25 images par seconde (￿t = 40ms), alors le
décalage entre les deux images sera approximativement de l’ordre du degré.
14.2.2 Implémentation du « Picking »
Nous évoquions au chapitre I que « l’exigence de recalage parfait entre le réel et le virtuel n’est
pas justifiée si l’on s’attache par exemple, à présenter des informations utiles à la tâche (consignes,
instructions...). Bien qu’imparfaitement recalés, le système cognitif de l’utilisateur associera alors
aisément la zone réelle ciblée par l’action aux indices virtuels ». Cela est vrai dans la mesure où la
zone réelle qui est ciblée par l’indice virtuel le reste. Tout décalage, par exemple pour une flèche
indiquant une vis parmi plusieurs contiguës, peut amener une ambiguïté dans la désignation.
69. Algorithme plus connu sous le nom de KLT (Kanade-Lucas-Tomasi).
70. Bibliothèque initialement développée par INTEL. Disponible sous licence BSD à l’adresse :
http ://opencv.willowgarage.com/wiki/
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Dès lors que l’expert cliquera dans le flux orthoscopique, le pixel sous le pointeur ne sera pas
forcément un point d’intérêt au sens de l’analyse d’image. Il se peut alors que le suivi de ce pixel
entre deux images consécutives dérive, ou échoue dans le pire des cas. Pour éviter cela, nous
proposons la méthode suivante :
1. Quand l’expert désigne l’élément souhaité dans l’image, nous récupérons les coordonnées du
pixel cliqué. Pour respecter l’hypothèse de la cohérence spatiale de l’algorithme de suivi KLT,
nous définissons une zone de 5 pixels de large 71 de part et d’autre du point cliqué (Fig.59a).
2. Dans la fenêtre entourant le pixel cliqué, nous lançons une recherche de points d’intérêt via
GoodFeatureToTrack (Fig.59b). L’avantage induit par une recherche limitée dans cette zone
de 11 x 11 pixels est le faible coût calculatoire.
3. Pour chacun des points d’intérêt, nous calculons le vecteur défini par le point d’intérêt
concerné et le pixel cliqué (Fig.59c). Nous détaillons l’avantage d’un tel procédé ci-dessous.
4. Il ne reste plus qu’à associer l’élément virtuel ayant pour base le pixel cliqué (Fig.59d).
5. Enfin, à l’image suivante, nous lancerons l’algorithme KLT garantissant le suivi de ces points.
(a) Phase 1 : On définit une zone au-
tour du point cliqué.
(b) Phase 2 : détection de points
d’intérêt dans la zone délimitée.
(c) Phase 3 : Calcul des vecteurs par
rapport au point cliqué.
(d) Phase 4 : L’augmentation est
ajoutée.
Figure 59: Méthode proposée pour l’implémentation du « Picking ».
C’est lorsque l’on doit assurer le suivi que notre méthode met en exergue tous ses avantages. En
effet, KLT ne va pas suivre le point cliqué, potentiellement non porteur d’information, mais va
suivre les points d’intérêt l’entourant. Dans le flux vidéo, le mouvement de la tête de l’opérateur
va induire, pour un petit déplacement, une transformation (quasi) affine entre deux images consé-
cutives. Nous n’avons alors plus qu’à calculer la transformation affine associée 72, et cela en nous
basant sur les points d’intérêt suivis. En appliquant la transformation à chaque vecteur, il nous est
ainsi aisé, dans l’image n+1, de retrouver la position (au pixel près) du point cliqué.
71. La taille de la zone a été définie empiriquement.
72. La bibliothèque OpenCV propose, entre autres, une fonctionnalité permettant de calculer la transformation
affine entre deux ensembles de points appartenant à deux images différentes.
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14.2.3 La latence entre l’expert et l’opérateur
Le système T.A.C. est avant tout un système composé de deux applications (TAC-expert et TAC-
opérateur) qui doivent communiquer entre elles à distance. Cet éloignement est générateur de retard
dans la boucle de traitement de l’information. En effet, il existe un décalage entre le moment où le
flux orthoscopique perçu est envoyé à l’expert, où celui-ci décide de l’augmenter, et le moment où
cette augmentation sera affichée devant le regard de l’opérateur. L’opérateur ayant pu effectuer des
mouvements 73 entre-temps, il faut alors être capable de correctement retranscrire la désignation de
l’expert. Grâce à la méthode de suivi de points d’intérêt et aux données inertielles fournies par la
centrale, il devient alors possible de proposer une solution simple permettant de gérer correctement
les augmentations. La méthode que nous proposons est la suivante :
1. Avant d’être envoyée à l’expert, l’image orthoscopique est horodatée et associée aux valeurs
inertielles 74 disponibles au moment de sa prise à l’instant t. Cette image est ensuite stockée
dans une mémoire tampon côté opérateur.
2. À l’instant t + ￿t, l’expert reçoit l’image ayant transitée par le réseau. Il décide alors d’y
désigner un élément. En résultent une recherche de points d’intérêt et un calcul des vecteurs.
Ces informations calculées et l’horodatage associé à l’image sont alors envoyés à l’opérateur.
Pendant la phase que nous venons de décrire, la mémoire tampon de l’opérateur s’est remplie
avec de nouvelles images.
3. À l’instant t+n￿t, l’opérateur reçoit les informations d’augmentation. À ce moment-là, nous
comparons les valeurs inertielles (différence￿inertiel) entre l’image ayant cours dans l’afficheur
de l’opérateur avec les valeurs inertielles de l’image ayant été augmentée par l’expert. Trois
cas de figure se présentent à nous (Fig. 60) :
(a) Si la différence ￿inertiel est inférieure à 5° sur chaque axe de rotation 75, alors le point
de vue de l’opérateur a très peu bougé. Les deux images respectent ainsi l’hypothèse
de persistance temporelle. Nous appliquons alors l’algorithme KLT pour retrouver les
points d’intérêt dans l’image en cours en vue de l’augmenter.
(b) Si 5°<￿inertiel<20°, alors l’hypothèse de persistance temporelle n’est plus respectée, la
différence entre les deux images est trop importante pour KLT. Nous sommes donc
contraints de rechercher dans la mémoire tampon l’image augmentée par l’expert, puis
de suivre de proche en proche les points d’intérêt pour chaque image du tampon jusqu’à
l’image en cours 76. À l’issue, celle-ci sera augmentée.
(c) Si ￿inertiel>20°, alors le point de vue actuel de l’opérateur n’a plus rien à voir avec le
point de vue de l’image augmentée par l’expert. Il est donc inutile de vouloir retrouver les
points d’intérêt. Cependant, même si l’augmentation ne peut s’effectuer, nous indiquons
dans le champ de vue de l’opérateur, par le biais d’une flèche clignotante, la direction
dans laquelle celui-ci doit porter son attention. S’en suivra un échange verbal entre les
protagonistes pour réitérer l’acte de désignation.
73. Comme nous l’avons évoqué précédemment, durant une phase de maintenance, l’attention de l’opérateur est
portée sur une zone précise, cette attitude impliquant principalement des mouvements de rotation de la tête.
74. La centrale inertielle nous fournit des valeurs de rotation type Roulis, Tangage et Lacet. Pour éviter le phéno-
mène de blocage de cardan (gimbal lock), nous utilisons dans nos calculs une représentation sous forme de quaternion.
75. Les valeurs de ￿inertiel ont été déterminées de manière empirique pour notre cas d’étude, pour une distance
entre la tête de l’opérateur et de l’objet comprise dans la zone manipulable (champ proche, au sens de [Cut03]).
76. Nous faisons remarquer que le tampon reçoit une nouvelle image toutes les 40ms, et que le temps de calcul
pour KLT est négligeable en comparaison (<1ms dans nos conditions d’implémentation). La phase de suivi peut
donc remonter le tampon sans risque de ne point atteindre l’image courante.
117
Image t
Image t+1
Image t+n
Si ∆inertiel petit
Si ∆inertiel  moyen
Si ∆inertiel  grandX
Figure 60: Procédé de suivi des points d’intérêt dans la mémoire tampon en fonction de la diffé-
rence inertielle ￿inertiel.
14.3 Outlining-Adding : Reconnaissance et Localisation
Dans le cadre des travaux de cette thèse, nous n’avons pu terminer le développement de la partie
implémentant le principe de « l’Outlining » et de « l’Adding ». En effet, la mise en oeuvre de ces
principes nécessite un suivi temps réel robuste d’objets 3D en ayant une connaissance a priori du
modèle. Nous avons toutefois commencé la conception des sous-composants associés « Détection »
et « Pose ». De ce fait, nous allons de façon succincte présenter les grandes étapes de notre
algorithme. Nous nous sommes inspirés de la méthode décrite par [PHMG06] que nous avons
adaptée. Cela nécessite une phase d’initialisation manuelle préalable pour construire un « modèle
3D de points d’intérêt ». Cette phase est la suivante :
1. Nous prenons une image de référence de l’objet réel en connaissant le point de vue associé.
2. Nous extrayons de cette image les points d’intérêt (blob detection) grâce à l’algorithme SURF
[BETVG08] 77.
3. En utilisant les fonctionnalités de la bibliothèque OpenGL 78, nous projetons ces points d’in-
térêt sur le modèle 3D CAO pour obtenir une correspondance 2D-3D. Nous obtenons ainsi
un « modèle 3D de points d’intérêt ».
Par la suite, lorsque nous voulons reconnaître cet objet dans la scène réelle, pour chaque image du
flux orthoscopique, nous cherchons les points d’intérêt SURF. Si suffisamment de points de l’image
en cours sont associés avec ceux du modèle 3D de points d’intérêt, alors l’objet recherché a été
trouvé. Ceci fait, il nous reste à calculer la position-orientation de cet objet grâce à l’algorithme
POSIT [DD95]. Nous pouvons alors augmenter le flux vidéo.
À l’heure actuelle, le développement de ces composants est toujours en cours, la description de
notre algorithme fera donc l’objet d’un détail dans de futurs travaux.
77. Celui-ci présente les mêmes avantages (invariance à la rotation et à l’échelle) que SIFT [Low04] sur lequel il
est basé, la rapidité en plus.
78. En particulier la fonction gluUnproject().
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14.4 L’interface « Expert »
Pour visualiser et interagir avec l’opérateur, le composant « IHM » de l’application TAC-expert
prend la forme d’une interface graphique fenêtrée (Fig.61). Celle-ci a été développée grâce à la bi-
bliothèque Qt fournissant tous les widgets nécessaires à son élaboration. Pour respecter un principe
d’utilisation de l’outil efficace et efficient au sens de [BB03], c’est-à-dire une utilisation tournée vers
l’utilisateur final, l’interface ne présentera pas directement les paradigmes technologiques [Coo95],
c’est à dire les multiples facettes représentant les réglages et possibilités avancées de l’application.
Figure 61: Interface de l’expert.
Description des différentes zones de l’interface graphique :
1. Zone de visualisation PiP. C’est l’affichage à proprement parler incrustant le flux or-
thoscopique de l’opérateur (intérieur du cadre rouge) dans le flux périphérique représentant
l’environnement immédiat de celui-ci. L’expert aura donc la possibilité d’enrichir le flux or-
thoscopique en cliquant simplement sur celui-ci.
2. Interaction Picking. Avant de pouvoir cliquer dans le flux orthoscopique, l’expert, s’il désire
faire une désignation, devra au préalable activer cette fonctionnalité en appuyant sur la flèche
rouge symbolisant cet acte. Ceci étant fait, un clic gauche dans la zone considérée entraînera
une augmentation du flux via une flèche pendant une durée d’une seconde. La possibilité lui
est également donnée de pouvoir associer une information textuelle qui apparaîtrait alors au
côté de la flèche de désignation.
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3. Suivi de cible. Dans le même esprit que « l’Outlining », l’expert peut avoir besoin de
procéder à de multiples désignations en souhaitant que celles-ci ne disparaissent pas au bout
d’une seconde, gardant ainsi les éléments d’intérêt dans le champ visuel de l’opérateur. Pour
ce faire, il lui suffit de régler la durée de l’augmentation et de faire un double-clic gauche sur
les parties désirées (avec ou sans texte associé).
4. Sélection rapide d’icônes. Toujours en ce qui concerne le principe du « Picking », l’expert
peut choisir rapidement ici le type d’augmentation en fonction de ce qu’il souhaite exprimer
(ex. : un sens pour tourner une pièce, donner une direction...).
5. Interaction Outlining-Adding. Pour que l’expert puisse utiliser une interaction de type
« Outlining », il devra au préalable charger le modèle 3D de l’élément considéré (ex. : ici le
turbomoteur). Ceci fait, lorsqu’il effectuera un clic annexe (ex. : clic droit + touche espace) sur
la pièce de son choix dans le flux orthoscopique, celle-ci apparaîtra « surlignée », mettant soit
en évidence sa silhouette, soit ses contours (visibles et cachés). La pièce étant reconnue par le
logiciel, une liste d’animations associée sera présentée, l’expert n’ayant plus qu’à sélectionner
celle désirée pour jouer l’augmentation, effectuant ainsi une interaction de type « Adding ».
6. Modes vidéo. L’incrustation orthoscopique dans le flux périphérique apparaît comme un
« zoom » d’une zone considérée. Ainsi, nous donnons la possibilité à l’expert de rapidement
désactiver cette vue orthoscopique pour n’avoir accès qu’à la vue périphérique. De même,
l’incrustation orthoscopique peut sembler trop petite dans certains cas d’utilisation. L’expert
pourra désactiver la vision périphérique, laissant alors place entièrement à la vision orthosco-
pique. De plus, pour que l’expert ait une idée de la qualité de la connexion, et donc conscience
du décalage potentiel dans la communication, nous lui en indiquons le niveau grâce à une
barre à progression de couleur (du rouge au vert).
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15 ÉVALUATION EXPÉRIMENTALE
Dans le cadre de ces travaux de thèse, nous avons pu développer une partie du système T.A.C.,
notamment les lunettes MOVST, ainsi que l’interface logicielle de l’expert, application intégrant
le paradigme du « Picking » et la façon de percevoir l’environnement de l’opérateur. Pour tester
en partie la pertinence de nos propositions, nous avons donc voulu expérimenter le principe des
références ostensives, mécanisme clé du succès d’une communication interpersonnelle.
Dans ce qui suit, pour établir une évaluation conforme respectant les procédures,
analyses et termes utilisés, nous avons suivi les directives communément employées
dans les méthodologies des sciences humaines (ressources : [Gou03], Professeur au
Collège québécois d’Ahuntsic).
15.1 Ce que l’on cherche à évaluer
Dans le cadre d’une assistance à distance pour un opérateur, nous souhaitons comparer différents
moyens de communication entre eux. Pour cela, nous testerons l’opérateur exécutant des tâches
a priori simples : des opérations de maintenance sur une imprimante et sur un ordinateur. Le
téléphone étant le moyen le plus largement utilisé pour effectuer des tâches de maintenance, nous
avons voulu tester la pertinence d’une communication audio seule face à un système comme T.A.C.
De plus, nous avons voulu tester l’intérêt de la vision See Trough de nos lunettes MOVST vis-à-vis
d’une vision déportée sur un écran ordinaire.
De façon classique, nous nous sommes principalement intéressés dans cette étude à répondre à la
question suivante :
« Est-ce que les différents modes de communications 79 permettent d’exécuter une
tâche avec la même rapidité ? »
Cet aspect, bien que réducteur, est un point de vue fondamental pour une application à vocation
industrielle. En effet, l’introduction d’un nouvel outil technologique ne doit pas faire perdre plus
de temps en comparaison des méthodes conventionnelles. Si tel est le cas, l’outil doit alors justifier
de contributions additionnelles (un meilleur contrôle qualité par exemple !).
En fin de test, nous avons également questionné les utilisateurs sur leurs impressions (facilité
d’utilisation, niveau de conversation avec l’expert. . .) en vue d’établir un classement des systèmes.
15.2 Description de l’évaluation
15.2.1 Descriptions des tâches et des moyens de téléassistance
Nous avons utilisé deux types de produits industriels à maintenir. Pour chacun de ces produits,
nous avons déterminé trois opérations de maintenance. Toutes les opérations, entre elles, ont une
difficulté équivalente en termes de manipulation (dextérité requise) avec un temps d’exécution
relativement proche.
Le premier produit industriel à maintenir est un ordinateur type PC. Les trois opérations sont les
suivantes :
79. Sous entendu « mode de communication soutenant une collaboration distante ».
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– Changer une carte d’extension par une autre avec un branchement spécifique.
– Changer une barrette mémoire (RAM) défectueuse.
– Effectuer les branchements d’un lecteur DVD interne (nappe de données, prise son et prise
d’alimentation).
Le deuxième produit industriel est une imprimante laser noir et blanc. Les trois sous-tâches sont
les suivantes :
– Enlever le toner, le bac de récupération d’encre et la résistance chauffante.
– Changer le toner, le bac de récupération d’encre et la résistance chauffante (la procédure n’est
pas totalement identique à la première).
– Changer physiquement le réglage d’impression papier (enlever le bac papier, positionner trois
curseurs à trois endroits différents, remettre le bac papier et positionner un autre curseur dans
l’imprimante).
Pour chacune des six tâches, des procédures linéaires strictes ont été établies (avec l’aide des
manuels d’entretien de chacun des systèmes). En ce qui concerne les moyens de téléassistance
utilisés pour les tests, nous avons donc voulu comparer la pertinence de T.A.C. face au moyen le
plus largement utilisé qu’est le téléphone. Nous avons testé trois configurations :
– TEL : un téléphone mains libres pour pouvoir converser de manière classique entre l’opérateur
et l’expert.
– VISIO : de la réalité augmentée en vision déportée, c’est-à-dire sans les lunettes MOVST. L’opé-
rateur est équipé d’une caméra cravate grand-angle et d’un dispositif d’affichage (écran 20’’)
placé sur le plan de travail. L’expert a toujours la possibilité de pouvoir désigner sur le flux
vidéo dit « orthoscopique ». Une communication audio mains libres est bien sûr utilisée.
– T.A.C. : c’est l’utilisation du système T.A.C. avec les lunettes MOVST, donc en vision See
Through orthoscopique. Nous rappelons que les protagonistes peuvent communiquer oralement
entre eux.
15.2.2 Sujets et plan de recherche
Sujets
Onze sujets ont participé à l’étude en tant qu’opérateur. Tous sont des hommes avec une moyenne
d’âge de 22 ans. Ils n’ont aucun lien de parenté entre eux. Ils ne sont pas non plus familiers des
applications collaboratives et n’ont aucune expérience de téléassistance, ce qui malgré leur faible
nombre en fait un échantillon représentatif 80. Ils n’ont jamais effectué de manipulation sur les
produits industriels utilisés durant l’expérience.
En ce qui concerne l’expert, le sujet est un homme de 26 ans. Il est expert en maintenance informa-
tique et possède une expérience confirmée de la hotline. Il a préalablement été formé sur l’interface
logicielle du système T.A.C. et n’a eu aucun contact avec les opérateurs qu’il ne connaissait pas.
80. Un échantillon est dit représentatif lorsqu’il possède les mêmes caractéristiques que la population que l’on
souhaite étudier. Cette représentativité doit surtout s’établir à partir de caractéristiques pouvant influencer les
réponses.
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Plan de recherche 81
Chaque participant a expérimenté les trois moyens de communication (TEL, VISIO, T.A.C.),
l’ordre d’utilisation étant aléatoirement tiré. Pour chacun des trois modes, une tâche à accomplir
est composée de deux opérations de maintenance (Ordinateur + imprimante) tirées aléatoirement
parmi les six proposées. Les différents tirages aléatoires ont pour finalité de neutraliser (limiter) les
variables parasites comme par exemple ici le phénomène d’apprentissage (l’accoutumance induite
par l’apprentissage). Pour un moyen de communication donné, les deux sous-tâches sont exécutées
de façon séquentielle.
Les tests se sont déroulés dans une salle contenant une table de travail (180x80 cm) avec tout le
nécessaire (ordinateurs, imprimantes, tournevis. . .). La salle était correctement éclairée (lumière
artificielle). Les participants n’ont pas été préalablement familiarisés aux nouveaux modes de com-
munication. De par leurs natures (parler au téléphone, chausser des lunettes. . .), aucun apprentis-
sage n’a donc été nécessaire. Pour ce qui est du lieu où se trouvait l’expert, celui-ci était équipé d’un
système téléphonique mains libres et d’un ordinateur contenant l’application T.A.C. en connexion
directe avec la salle de l’opérateur.
Nous avons mesuré le temps de réalisation pour chacune des sous-tâches, puis le temps total.
Aucune limite de temps n’a été imposée. L’unique consigne que les participants aient reçue était
celle de se laisser guider par l’expert distant. Toutes les manipulations ont été enregistrées pour un
visionnage ultérieur. Afin de ne pas introduire de biais induit par la caméra fixe, nous avons utilisé
la technique du « cheval de Troie » préconisée par [JMMP08]. Cela consiste à présenter l’usage de
la caméra comme faisant partie du système. L’usage véritable leur est dévoilé en fin d’expérience
(nous avons ensuite obtenu leur accord pour exploitation). Pour finir, nous leur avons demandé de
remplir un questionnaire jugeant différents critères en vue d’établir un classement.
16 ANALYSE ET INTERPRÉTATIONS
Nous allons présenter les résultats en deux parties. Premièrement, nous allons examiner le temps de
réalisation des tâches en fonction des systèmes utilisés. Deuxièmement, nous examinerons le résultat
du questionnaire d’évaluation. Les analyses statistiques ont été effectuées à l’aide du logiciel SPSS
(Statistical Package for the Social Sciences) de la société IBM.
Pour finir, nous discuterons les résultats de ces deux parties.
16.1 Méthode d’analyse des résultats
16.1.1 Pour le temps de réalisation
Nous avons souhaité étudier l’influence de 3 facteurs (TEL, VISIO, T.A.C.) sur la variable dé-
pendante 82 quantitative qu’est le temps de réalisation d’une opération de maintenance. Pour cela
nous avons donc soumis les sujets à chacun des niveaux de la variable indépendante 83 (i.e le mode
81. Ensemble des procédures qui déterminent comment les sujets d’une recherche seront soumis aux différentes
modalités ou niveaux de la variable indépendante. Il doit également décrire la façon dont seront neutralisées les
variables parasites.
82. Variable observée/décrite et mesurée qui peut être modifiée par la variable indépendante.
83. Facteur présumé responsable du phénomène étudié.
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de communication) conformément au plan de recherche précédemment décrit. Nous sommes donc
dans un plan de test à mesures répétées. Afin d’inférer une relation entre les modes de communica-
tion et le temps de réalisation, nous avons utilisé une analyse de la variance (ANOVA) à mesures
répétées en ayant choisi un niveau de risque alpha 84 de 0.05.
Notre variable indépendante qualitative X est donc le mode de communication (à 3 niveaux de
valeur), la variable dépendante quantitative Y étant le temps de réalisation d’une opération de
maintenance.
Notre hypothèse statistique H0 (hypothèse nulle 85) est :
« Le temps de réalisation de l’opération de maintenance est égal pour tous les modes
de communication (tTEL = tVISIO = tTAC) ».
L’hypothèse bilatérale 86 H1 correspondant à notre objectif de recherche est donc :
« Est-il vrai de dire que le temps de réalisation de l’opération varie en fonction des
modes de communication utilisés ? ».
16.1.2 Pour les données du questionnaire
À la fin des tests, chaque opérateur s’est vu remettre un questionnaire en six points sur la façon
dont a été ressentie l’expérience. Pour chaque question, nous leur avons demandé d’évaluer les trois
modes de collaboration sur une échelle ordinale de 0 (faible) à 14 (fort).
Pour examiner les réponses, nous avons utilisé le coefficient de concordance W de Kendall [KS39] en
respectant les recommandations de Legendre [Leg04]. Ce coefficient va nous permettre de statuer
sur le degré d’accord entre les différents sujets sur le classement des modes de collaboration.
Pour établir le questionnaire, nous avons sélectionné les questions que l’on retrouve le plus souvent
dans la littérature 87 ainsi que l’échelle de notation utilisée (de 0 = faible à 14 = fort). Les questions
ont été les suivantes :
1. « La conversation avec l’expert est-elle facile ou difficile (effort de conversation) ? »
2. « À quelle vitesse estimez-vous avoir réalisé votre tâche ? »
3. « Est-il facile de faire le lien entre les indications de l’expert et le monde réel ? »
4. « Quel confort d’utilisation avez-vous ressenti ? »
5. « Est-il facile ou difficile de corriger ses erreurs durant la tâche ? »
6. « Quel niveau de stress avez-vous ressenti pour chaque mode de communication ? »
16.2 Résultats et interprétations
16.2.1 Pour le temps de réalisation
La table 12 récapitule les statistiques descriptives des tests utilisateurs. Il y est indiqué pour chaque
mode le temps de réalisation moyen et l’écart-type (standard deviation en anglais, abrégé STDEV).
84. Le risque α représente le risque de rejeter à tort une hypothèse alors quelle est vraie. Il est défini en termes de
probabilité, et son seuil de signification en science humaine est de 5%.
85. Hypothèse qui postule qu’il n’y a pas de différence entre les moyennes des trois groupes (ou des trois mesures).
86. Hypothèse qui postule qu’il existe une différence entre les moyennes des trois groupes (ou des trois mesures).
87. Nous nous sommes aidés de l’état de l’art de [DGB08].
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La variable F correspond à la variable du test de Fisher-Snedecor et donc au résultat de l’ANOVA.
Quant à la variable p, elle représente l’erreur alpha, variable permettant de confirmer ou d’infirmer
l’hypothèse bilatérale H1.
Table 12: Effet inter-sujet sur le temps de complétion.
L’analyse des données indique que les opérateurs, en utilisant le mode collaboratif TEL, ont mis un
temps moyen de 441s (σ￿ = 83s), un temps moyen de 444s (σ￿ = 123s) pour VISIO, comparativement
à 404s (σ￿ = 91s) pour T.A.C. Nous observons donc un gain d’environ 10% en faveur de T.A.C. en
comparaison des temps moyens quasi identiques de VISIO et TEL.
Le résultat de l’ANOVA à mesures répétées (F(2,20) = 0.699, p = 0.509, ηp2 = 0.065) va nous
permettre de statuer quant à la dépendance réelle du temps de réalisation en fonction des modes de
communication. La valeur de F obtenue est de 0.699 soit une valeur inférieure à la valeur critique
de 3.49 donnée par la table de Fisher-Snedecor. L’hypothèse nulle H0 doit donc être conservée. La
probabilité de commettre l’erreur alpha sur le résultat de F est de p = 0.509, soit supérieure au
seuil de 5%. La différence entre les trois modes de communication n’est alors pas statistiquement
significative, bien qu’il apparaisse un gain de 10% en faveur de T.A.C.
On peut donc en conclure que statistiquement le mode collaboratif n’influence pas sur le temps de
réalisation de l’opération de maintenance. Nous commenterons ce résultat par la suite.
Remarque 1 : Les valeurs 2 et 20 dans l’expression F(2,20) représentent les degrés de liberté des
variables inter et intra groupe. Ces paramètres servent à déterminer la valeur de F dans la table
de Fisher-Snedecor.
Remarque 2 : L’effet de taille partiel (ηp2) indique que 6.5% de la variation observée dans le temps
d’accomplissement s’explique par l’utilisation du mode collaboratif, ce qui sur l’échelle de Cohen
[Coh88] est un effet de taille moyen.
16.2.2 Pour les données du questionnaire
À la fin de l’expérience, les utilisateurs ont donc évalué les modes de collaboration en leur attribuant
une note en fonction des paramètres que nous avons cherché à estimer. La table 13 en résume les
notes moyennes (avec l’écart type associé) de chaque mode et pour chaque question (Q1 à Q6).
La table 14 quant à elle présente le degré d’accord de ces notes entre les utilisateurs. Pour chaque
question, il y est indiqué dans l’ordre : le classement moyen de chaque mode puis le degré d’accord
(entre 0 et 1) sur ce classement avec la probabilité de commettre l’erreur alpha (niveau de risque
de 0.05).
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Table 13: Notes moyennes pour chaque mode en fonction des questions.
Table 14: Degré d’accord entre les différents sujets sur le classement des systèmes.
La question 1 (Q1) porte essentiellement sur la facilité de pouvoir s’exprimer et de se faire
comprendre par l’expert. À la question : « La conversation avec l’expert est-elle facile ou diffi-
cile (effort de conversation) ? » (0=Très difficile à 14=Très facile), nous obtenons le classement
TEL<VISIO<TAC. Cependant, le degré d’accord entre les sujets est de 49.8%. En regardant les
rangs moyens, on remarque que le désaccord porte surtout entre TEL et VISIO. Les moyennes
permettent toutefois de voir que la communication ne présente pas de difficulté majeure. Les sujets
n’ayant pas eu connaissance de leur temps de réalisation, nous nous sommes intéressés à savoir
comment ils ont perçu leur performance.
À la question 2 (Q2) : « À quelle vitesse estimez-vous avoir réalisé votre tâche ? » (0=Très lente
à 14=Très rapide), nous obtenons le classement TEL<VISIO<T.A.C. Là encore le degré d’accord
n’est que de 37.4%. Les rangs moyens nous indiquent que le désaccord porte encore sur TEL
et VISIO. L’examen des moyennes nous indique cependant que les sujets n’ont pas vraiment eu
l’impression d’accomplir plus rapidement leur opération de maintenance même s’ils accordent un
gain de temps en faveur de T.A.C.
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À la question 3 (Q3) : « Est-il facile de faire le lien entre les indications de l’expert et le monde
réel ? » (0=Très difficile à 14=Très facile), nous obtenons là encore, avec un degré d’accord de
82.4%, le classement TEL<VISIO<T.A.C. Les moyennes indiquent clairement l’infériorité de TEL
comparé à VISIO et à T.A.C. Ce résultat nous permet de conclure quant à l’efficacité de la désigna-
tion par l’expert sur la vision See Through orthoscopique ou déportée de l’opérateur. La différence
entre VISIO et T.A.C. vient principalement de la charge mentale supplémentaire 88 qu’induit un
mode de visualisation déporté comme VISIO.
La question 4 (Q4) traite plutôt du degré de confort à utiliser l’un ou l’autre des systèmes. À
la question : « Quel confort d’utilisation avez-vous ressenti ? » (0=Très inconfortable à 14=Très
confortable), nous obtenons cette fois le classement VISIO<TEL<T.A.C. Cependant le degré d’ac-
cord est seulement de 29.7%. En examinant de plus près les rangs et les moyennes, nous voyons
que le désaccord porte surtout sur T.A.C. et TEL, néanmoins le confort d’utilisation ressenti n’est
pas à remettre en cause. Toutefois, tous ont jugé VISIO très peu confortable à utiliser. Cela est
certainement à mettre en relation avec la charge mentale supplémentaire précédemment évoquée et
le fait que l’expert demandait souvent à l’opérateur de modifier sa position pour mieux percevoir
la scène (via la caméra cravate).
La question 5 (Q5) concerne la gestion des erreurs. Quand nous leur avons demandé : « Est-
il facile ou difficile de corriger ses erreurs durant la tâche ? » (0=Très difficile à 14=Très facile),
nous obtenons le classement TEL<VISIO<T.A.C. avec un degré d’accord de 87.5%. En se penchant
sur les rangs et les moyennes, on déduit une large supériorité de VISIO et T.A.C. Avec ces deux
systèmes, l’expert se rend immédiatement compte des erreurs commises et en informe aussitôt
l’opérateur qui peut les corriger d’autant plus facilement. Ce résultat illustre parfaitement l’utilité
des modes de communication basés sur l’image.
Enfin, à la question 6 (Q6) : « Quel niveau de stress avez-vous ressenti pour chaque mode de
communication ? » (0=Très stressé à 14=Très détendu), le classement est VISIO<TEL<T.A.C.
avec un degré d’accord de 25.9%. Là encore, nous remarquons d’après les données statistiques que
le désaccord porte sur TEL et VISIO qui, sans pouvoir les départager, ont tout de même été jugé
comme n’induisant pas un niveau de stress important.
16.2.3 Discussion des résultats obtenus
Les premiers résultats semblent montrer que statistiquement parlant, il n’y a pas de différence
significative en termes de temps d’exécution des tâches, et ce malgré un gain apparent de 10% en
faveur de T.A.C. Ce résultat peut être mis en balance avec le nombre de participants impliqué dans
l’expérimentation. Plus l’effectif (ou le nombre de degrés de liberté) est petit et plus la variance
sans biais est incertaine. Néanmoins, les sujets ont été sélectionnés pour leur représentativité et
ces premiers résultats nous permettent de dégager une première tendance.
Toutefois, après analyse des vidéos, il est intéressant de remarquer que les sujets prennent davantage
leur temps pour réaliser la tâche avec les modes VISIO et T.A.C. Ce constat est en accord avec
les résultats de la question 2 où les sujets n’ont pas eu l’impression d’aller plus vite avec l’un
ou l’autre des modes. Sachant que l’expert voit ce qu’ils voient, ils désignent volontiers du doigt
pour avoir une validation de la part de celui-ci. Les opérateurs ont donc moins d’hésitation au
88. C’est à dire une transposition mentale entre la scène perçue sur l’écran et la scène réelle. Voir chapitre
précédent.
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final pour exécuter une action, et les remarques que nous avons relevées montrent qu’ils sont plus
détendus lorsqu’ils savent que l’expert peut corriger directement leurs fautes. Ils entament ainsi
plus volontiers une relation élève-enseignant.
Par contre, en ce qui concerne TEL, nous constatons beaucoup d’erreurs d’interprétation qui
engendrent de l’hésitation. Certains sujets persistent même dans leurs erreurs tandis que d’autres
ne savent plus quoi faire. Les sujets qui s’en sortent le mieux sont ceux qui instaurent un protocole
de communication avec l’expert (confirmation vocale de l’ordre à exécuter, description de la tâche
en cours puis acquittement de fin). Dès que l’on passe sur VISIO et T.A.C., les erreurs commises
par TEL disparaissent ou sont très vite corrigées. Ces observations sont conformes aux résultats
des questions 3 et 4. Les sujets comprennent immédiatement où ils doivent agir et sont rapidement
interpellés par l’expert en cas d’erreurs.
Bien que l’on vienne de voir que l’attitude des sujets est positivement affectée par VISIO et T.A.C.,
une différence entre les deux persiste sur tous les classements effectués par les sujets. En effet dans
la majorité des cas, nous avons eu des remarques comme quoi il est plus facile de se laisser guider
par T.A.C. que par VISIO. Ceci est à mettre en rapport directement avec le type d’affichage des
différents modes (résultat de la question 3). T.A.C., grâce aux lunettes MOVST, permet une vision
mentale directe contrairement à VISIO qui utilise une vision déportée. Dans ce dernier cas, il faut
alors faire l’effort de regarder les instructions à l’écran sur le plan de travail pour ensuite faire le
lien avec la réalité, ce qui a souvent été source d’erreurs. Parfois, les sujets enlevaient même leur
caméra cravate pour la pointer plus précisément sur une zone afin que l’expert puisse mieux y voir.
Cependant dans un cas comme dans l’autre, les sujets ne semblent pas plus « appréhender » la
tâche (question 6).
En revanche, nous avons relevé beaucoup de remarques concernant T.A.C. sur l’ergonomie des
lunettes MOVST. Malgré un poids inférieur à 150 grammes, cela semble être encore trop lourd.
Cette charge physique peut alors poser problème sur des tâches de longue durée. Il est important
de souligner que les sujets ont toutefois apprécié la non-immersivité de ce type de lunette, ayant
ainsi une meilleure perception de leur environnement.
Côté expert, le fait d’utiliser VISIO et T.A.C. est jugé appréciable, surtout la capacité de pouvoir
visualiser ce que l’opérateur exécute, et la possibilité qui lui est offerte de pouvoir montrer rapide-
ment là où il faut intervenir. En termes de perception, l’expert a jugé plus intéressant le système
T.A.C. par rapport à VISIO pour deux raisons :
– La première est de pouvoir visualiser exactement ce que voit l’œil de l’opérateur, et donc de
« s’identifier » à son point de vue. C’est aussi semble-t-il son plus gros défaut, car les mouvements
de la tête de l’opérateur affectent beaucoup la stabilité de l’image. Quand l’opérateur bouge trop
vite, il devient alors difficile de donner des indications en cliquant sur le flux vidéo orthoscopique.
– La deuxième est la présence du second flux vidéo représentant une vision plus globale de l’envi-
ronnement immédiat de l’opérateur. L’expert s’est alors plus facilement fait une représentation
mentale de l’espace de travail de l’opérateur. Chose intéressante, cette vision panoramique lui a
beaucoup servi pour situer le sujet lors de mouvements rapides, problème évoqué ci-dessus.
Enfin, l’expert et les sujets ont soulevé un problème en termes d’interprétation des flèches vir-
tuelles. En effet, seules des flèches de la même couleur (rouge) ont été prévues à la conception de
l’application T.A.C. Lorsque l’expert a voulu utiliser la désignation comme un moyen de présenter
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une action (par exemple une flèche virtuelle vers le bas pour indiquer un mouvement à effectuer
vers soi), ceci a souvent été mal compris. Nous pensons qu’un code couleur pour les flèches pourrait
être plus pertinent en termes d’association de concept (action ou désignation).
17 SYNTHÈSE
Dans ce chapitre, nous avons présenté le système T.A.C. Ce système est une implémentation
matérielle et logicielle de la proposition de fonctionnement d’un système d’assistance à distance
que nous avons énoncée au chapitre précédent. Nous proposons ici une façon simple pour un
opérateur de pouvoir se laisser guider visuellement par un expert distant.
Durant nos travaux, nous avons été en mesure d’étudier la pertinence de T.A.C. en tant qu’interface
permettant une collaboration à distance sur une tâche de maintenance. Plus précisément, nous
avons pu expérimenter le principe des références ostensives et leurs implications sur la relation de
communication entre un expert et un opérateur.
La problématique était double. D’un côté, il fallait retranscrire l’environnement immédiat de l’opé-
rateur vers l’expert afin que celui-ci se représente mentalement la scène (et puisse guider l’opérateur
grâce à des indices virtuels). De l’autre côté, il ne fallait pas faire perdre à l’opérateur la conscience
de sa réalité tout en intégrant le plus naturellement possible les indices virtuels apportés par l’ex-
pert. En cela, les lunettes MOVST du système T.A.C. contribuent à compenser l’une des asymétries
sociales impliquées par l’éloignement entre deux personnes. L’utilisation de références ostensives
est désormais possible dans les deux sens.
À travers des tests utilisateurs, nous avons constaté qu’employer le mécanisme des références os-
tensives pouvait faire gagner environ 10% de temps dans l’achèvement d’une tâche de maintenance
distante sur des produits industriels. Nous devons cependant poursuivre nos expérimentations sur
un échantillon plus important d’utilisateurs pour que le résultat soit statistiquement significa-
tif. N’ayant plus à se perdre en explications descriptives, nous avons également pu observer une
amélioration qualitative de la relation de communication entre les protagonistes, plus enclins à
la collaboration. Qui plus est, nous confirmons les résultats de [BKS99] montrant que les erreurs
commises sont immédiatement détectées par l’expert lorsque l’on améliore la perception de celui-ci
vis-à-vis de l’environnement de l’opérateur. L’expert apporte ainsi sa caution au résultat, ce qui
conforte la qualité de l’opération de maintenance.
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CONCLUSION GÉNÉRALE ET
PERSPECTIVES
Rappel du contexte
L’assistance revêt un caractère fondamental dans la maintenance, qu’elle prenne la forme d’un
support formalisé ou d’une personne ayant les compétences adéquates. Grande variété de systèmes
mécatroniques toujours plus complexes, renouvellement des gammes de plus en plus rapide, multi-
plicité des procédures, manque de « visibilité » du système à maintenir et incertitude des opérations
à réaliser sont autant de nouvelles contraintes auxquelles doivent faire face les techniciens. Et pour
ne rien arranger, les multiples formations voient leur durée compressée, ce qui n’est pas sans consé-
quence sur l’apprentissage et l’acquisition des connaissances. Les mécaniciens sont alors enclins à
se former « sur le tas », ce qui peut à terme impliquer un accroissement des erreurs de procédures
et par ce biais augmenter les coûts de maintenance, pour au final engendrer des pertes de temps
considérables.
Au fil de l’évolution technologique, la recherche de l’efficience et de l’efficacité ont amené les indus-
triels à identifier, tester et intégrer de nouveaux outils dans les processus d’aide, de la documenta-
tion papier en passant par le téléphone jusqu’aux systèmes informatiques. Grâce à ladite évolution
technologique, la décennie écoulée a vu se « matérialiser » un concept, datant pourtant des années
60, qui risque fort de changer le mode de travail des individus : la Réalité Augmentée.
Alors ? Nouvel outil miracle en perspective ? En quoi cela consiste-t-il ? Aurait-on enfin une aide
efficace ? Quelle forme pourrait prendre un système d’aide intégrant ce nouveau concept ? Comment
faire en sorte de limiter, voire supprimer certaines erreurs humaines ? C’est à ces questions, tout
au long de ce mémoire, auxquelles nous avons apporté des éléments de réponse.
Synthèse du document
Nous avons commencé ce mémoire en définissant ce qu’est la réalité augmentée. Pour cela, nous
avons retracé l’évolution de ses définitions et nous sommes rendus compte qu’elles sont toujours
soumises à discussion et interprétation, bien que certaines fassent référence. Nous avons alors pro-
posé notre propre définition, avec pour objectif d’établir une compréhension commune de ce concept
lors de la lecture de ce document. Nous avons ensuite présenté les fondements technologiques qui
constituent un système de réalité augmentée, cela afin d’en comprendre les rouages et donc les
possibilités nous étant offertes dans la conception de notre propre système.
Nous avons consacré en partie le chapitre suivant à l’étude des mécanismes cognitifs qui amènent
tout individu à réaliser des erreurs, et plus particulièrement dans la maintenance. Bien que les
aides actuelles soient là pour y remédier, il est apparu que celles-ci sont jugées ambiguës, mal
construites, peu pratiques, voire incomplètes, les opérateurs préférant donc la plupart du temps
s’en remettre à eux-même. Nous avons alors exposé les avantages des systèmes d’aide basés sur la
réalité augmentée. Parmi les deux grands types que nous avons distingués, à savoir les « systèmes
automatisés » et les « systèmes supervisés », nous nous sommes plus particulièrement intéressés à
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cette dernière catégorie. En effet, lorsque survient une situation imprévue dans le formalisme de
la tâche, les systèmes automatisés deviennent impuissants, et il faut alors avoir recours à une aide
humaine extérieure. Les systèmes supervisés sont les représentants d’une telle solution, permettant
à deux individus distants d’établir une relation de collaboration, mais les interactions possibles se
révèlent insuffisantes. Les manques constatés nous ont alors permis d’établir notre problématique.
Par la suite, nous avons voulu montrer pourquoi, malgré ses capacités à faire des erreurs, l’humain
est toujours un maillon indispensable en termes d’assistance, et donc pourquoi les systèmes super-
visés sont à l’heure actuelle des outils incontournables. Ainsi, nous avons vu que la maîtrise des
connaissances explicites et tacites est fondamentale à l’expertise, et qu’un expert humain possède
des aptitudes naturelles à s’adapter au niveau de l’apprenant. De plus, une relation de collabora-
tion entre les individus favorise l’émergence d’idées et de solutions tournées vers la résolution de
problème. Nous avons alors décrypté les mécanismes d’une communication interpersonnelle afin
d’en reporter les bénéfices au sein d’une collaboration distante. Il en est ressorti que les systèmes
supervisés actuels ne font que peu de place à retranscrire correctement l’espace visuel de l’opérateur
pour l’expert, et que les capacités d’interactions de celui-ci ne lui permettent pas d’user de réfé-
rences ostensives. En cela, nous nous sommes attachés à faire des propositions visant à « simuler »
la coprésence de l’expert auprès de l’opérateur.
Enfin, nous avons présenté une implémentation de nos propositions sous la forme d’un système
supervisé que nous avons nommé « T.A.C. ». Durant son développement, nous avons été en me-
sure de tester l’influence des références ostensives durant une phase de maintenance distante. Les
premiers résultats montrent les avantages induits par la prise en compte de nos propositions.
Résumé de nos contributions et résultats
La question à laquelle nous avons voulu répondre durant nos travaux est partie intégrante de la
formulation de la problématique que nous avons énoncée, à savoir :
« Pourquoi l’expert est-il encore un chaînon incontournable en termes d’assistance, et comment
faire en sorte qu’il puisse à distance interagir avec un opérateur de façon presque
aussi naturelle que s’il était coprésent ? ».
Pour cela, nous avons identifié et mis en avant les principaux mécanismes régissant une commu-
nication interpersonnelle lorsque des individus tentent de résoudre ensemble un problème posé :
– Les protagonistes partagent le même espace visuel. Dans la collaboration à distance, l’expert n’a
pas forcément de relation spatiale avec les objets. Celui-ci doit donc pouvoir disposer d’un espace
visuel périphérique afin de lui faciliter la prise de conscience de la situation. Ceci aura un effet
direct sur la coordination des actions avec l’opérateur, et permettra de connaître en permanence
le statut des travaux. Le manque de vision périphérique ferait donc perdre l’efficacité de la
communication dans l’accomplissement d’une tâche. En termes d’espace visuel, il faut également
tenir compte de la vision de précision qui est utilisée pour faciliter l’examen de détail.
– Les protagonistes ont la possibilité d’utiliser des références ostensives, c’est-à-dire des deixis
(« ça ! », « là ! ») associées à des gestes de désignation. De nombreuses recherches suggèrent
l’importance de la désignation d’objets dans un travail collaboratif. Ce type d’interaction est
directement en rapport avec la notion d’espace visuel partagé cité ci-dessus.
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Nous nous sommes alors en premier lieu attachés à proposer le fonctionnement général d’un
système supervisé intégrant ces mécanismes : permettre à l’expert de voir ce que voit l’opérateur,
comme s’il était « à sa place », et lui donner une possibilité d’augmenter une partie du champ visuel
de celui-ci via un paradigme d’interaction adéquat.
Côté opérateur, pour respecter les exigences qu’impose son travail, nous avons traduit cela en
contraintes :
1. Il doit avoir les mains libres pour exécuter sa tâche. L’utilisation du système d’aide ne doit
pas entraver son activité.
2. Il doit être équipé d’un système de visualisation de réalité augmentée, mais celui-ci ne doit
pas l’empêcher d’appréhender son environnement immédiat (condition de non-immersivité).
3. Le système de visualisation doit être orthoscopique, donnant l’impression d’une vision natu-
relle à son porteur. L’avantage est double en cas d’augmentation : ne pas soustraire le regard
de la tâche et éviter le phénomène de transposition mentale entre réel et virtuel.
4. Il ne doit pas avoir un champ visuel surchargé d’éléments virtuels, toujours dans l’optique de
ne pas lui occulter sa perception de la réalité.
5. Le système de visualisation doit être capable de retranscrire tant la vision orthoscopique que
périphérique à l’expert.
Ces contraintes nous ont amené à concevoir notre propre système d’affichage de réalité augmentée, à
savoir un HMDmonoculaire orthoscopique See Through, système que nous avons nomméMOVST,
qui est également capable d’envoyer via des flux vidéo la perception de son porteur.
Côté expert, les lunettes MOVST sont le lien lui permettant d’être virtuellement à la place de
l’opérateur. Avoir accès à ce que voit exactement celui-ci le dispense du décalage de point de vue
habituellement présent lorsque deux individus sont côte à côte. Il peut ainsi de façon précise guider
l’opérateur dans l’accomplissement de son travail. De plus, la vision périphérique lui rend compte de
la situation de la tâche, et donc d’une meilleure compréhension de celle-ci dans son contexte. Pour
visualiser correctement ces deux flux d’information, nous avons suggéré une interface représentant
la vidéo périphérique dans laquelle serait incrustée la vidéo orthoscopique (visualisation PiP).
Le partage de l’espace visuel nous a ouvert des possibilités d’interaction pour l’expert à l’égard de
l’opérateur, et ce, grâce à la réalité augmentée. Nous avons alors proposé un nouveau paradigme
d’interaction, nommé P.O.A pour « Picking Outlining Adding » dont les principes sont :
– Picking : Une interaction représentative du geste déictique.
– Outlining : Ajouter des éléments virtuels au regard de l’opérateur de manière à souligner les
informations vocales données par l’expert, ou pour augmenter la compréhension d’une situation
donnée.
– Adding : Calqué sur le principe des gestes kinétiques, l’Adding substitue ce geste en utilisant
des animations 2D/3D adéquates.
En nous basant sur le principe de fonctionnement que nous avons énoncé, sur nos lunettes MOVST,
sur notre visualisation PiP et sur notre paradigme P.O.A., nous avons conçu et implémenté notre
propre système supervisé que nous avons baptisé T.A.C., pour Télé-Assistance-Collaborative. Lors
de l’élaboration de celui-ci, nous avons également présenté une méthode simple permettant un suivi
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précis pour la désignation ainsi qu’un moyen de gérer la latence de communication, et donc les
augmentations.
Durant nos travaux, nous avons été en mesure d’expérimenter le principe des références ostensives.
À travers des tests utilisateurs, nous avons constaté qu’apporter ce mécanisme pouvait faire gagner
environ 10% de temps dans l’achèvement d’une tâche de maintenance distante sur des produits
industriels. Mais au-delà du temps de complétion d’une tâche, nous avons également pu observer
de multiples bénéfices, comme une amélioration qualitative de la relation de communication entre
les protagonistes, plus enclins à la collaboration, ou encore une détection immédiate des erreurs
commises par l’opérateur. Dans ce dernier cas, l’avantage est double, l’expert apporte sa caution
au résultat, l’opérateur est conforté quant à la qualité de l’opération de maintenance.
Ces premiers résultats tendent à montrer l’importance d’intégrer dans des systèmes supervisés
les mécanismes de communications normalement réservés à des relations de coprésence, et nous
encouragent donc à poursuivre dans cette voie.
Limitations et Perspectives
Durant le chapitre précédent, nous avons pu voir que le développement du système T.A.C. n’est pas
entièrement finalisé. En effet, l’implémentation des principes de « l’Adding » et de « l’Oulining »
nécessite d’explorer plus profondément le domaine de la réalité augmentée qui s’intéresse au suivi
robuste temps réel d’objets 3D. La littérature sur le sujet offre deux principales catégories pour
ce faire, les algorithmes basés primitives et les algorithmes basés sur une connaissance a priori du
modèle (2D ou 3D). Comme nous l’avons indiqué, nous nous sommes orientés vers cette dernière
catégorie, et pour cela nous avons commencé à développer notre propre méthode de suivi en
nous inspirant des travaux de [PHMG06]. À l’issue de ce développement, il sera alors possible
d’expérimenter en totalité les principes de notre paradigme d’interaction P.O.A.
Les premiers résultats obtenus durant notre expérimentation montrent que notre système pourrait
supporter des processus de collaboration imprévisibles et indéterminés, et cela, grâce à une meilleure
retranscription de l’espace visuel de l’opérateur à l’expert et à la possibilité pour celui-ci d’user
de références ostensives. Cependant, bien que nos résultats expriment un potentiel favorable en
termes de collaboration distante, nous devrons poursuivre nos expérimentations sur un échantillon
de tests plus important pour que les tendances, parfois fortes, soient statistiquement significatives.
Nous devons également nous intéresser à l’effet inattendu lorsque l’expert a voulu utiliser la dési-
gnation comme un moyen de présenter une action (par exemple une flèche virtuelle vers le bas pour
indiquer un mouvement à effectuer vers soi). Ceci a souvent été mal interprété par les opérateurs.
Nous connaissons l’importance des couleurs en termes d’association de concept pour les humains,
cela mérite certainement d’être transposé à notre cas.
Enfin, l’essence même de T.A.C. en fait un système n’étant pas cantonné à la maintenance in-
dustrielle, nous souhaitons alors élargir son champ d’action en tant qu’outil pour la formation à
distance (e-learning, validation d’acquis pour des e-portfolio...).
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Abstract
T.A.C. system was built in order to propose a new mode of remote communication. When an
operator needs to be assisted on a manual task, classical technical support methods as phone or
visioconference rapidly show their limits in terms of human interaction. By allowing a distant expert
to see exactly what an operator is seeing, he could interact with him in interactive time thanks
to augmented reality via an adequate interaction paradigm we named « Picking Outlining Adding
». In guiding the operator through visual guidance information, expert removes the ambiguities of
language and communications difficulties are avoided. Operations are then easily performed. The
experiments we have conducted go in this direction, showing the effectiveness of this new mode
of communication. Moreover, interactions principles are sufficiently general to be applied to other
use cases that go beyond the originally planned industrial maintenance.
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Le système T.A.C. a été conçu avec l’objectif de proposer un nouveau mode de communication
distant. Lorsqu’un opérateur a besoin d’être assisté sur une tâche manuelle, les supports techniques
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d’interaction humaine. En permettant à un expert distant de voir exactement ce que l’opérateur
voit, il peut interagir avec lui en temps réel grâce à la réalité augmentée via un paradigme d’inter-
action adéquat que nous avons nommé « Picking Outlining Adding ». En guidant l’opérateur grâce
à des indices virtuels, l’expert lève les ambiguïtés de langage et les difficultés de communication
sont évitées. Les opérations sont ainsi plus facilement exécutées. Les expérimentations que nous
avons menées vont dans ce sens, montrant l’efficacité de ce nouveau mode de communication. Qui
plus est, les principes d’interactions sont suffisamment généraux pour dépasser le cadre original de
la maintenance industrielle.
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