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Chapter 1 
Introduction 
The beauty and properties of crystals have drawn the attention of 
people since the dawn of the human race. In the 19-th century the 
mineralogists mathematically classified the naturally occurring minerals 
into 32 point groups depending on symmetry. However, only with the 
help of X-ray diffraction it was possible to connect the observed 
symmetries with the internal atomic structure. Nowadays the interest in 
crystals is even stronger, primarily because of their technological 
importance in many branches of industry and also because of the interest 
of the scientific community. From both points of view, the knowledge 
and understanding of crystal growth is a key to obtaining better quality 
materials or designing new ones. Such knowledge can be obtained 
theoretically, but even the most complete theory needs to be verified by 
experiments.   
Since crystal growth always occurs at the surface, the interface 
between the crystalline and the mother phase, such as liquid, vapor or 
solid, is of particular importance. The processes occurring at the 
interface and the interface structure directly influence the further 
properties of the crystal. Therefore, in this thesis we concentrate on the 
characterization of the interface in order to understand the mechanism 
responsible for the different crystal forms (morphology) of the 
investigated systems. We focus on crystal growth from solution and on 
the role that the composition and ordering of the solution can have on 
the growth process. We use two approaches. In the first one, real growth 
interfaces are investigated in which the solution contains many 
components and additives. The complexity makes it difficult to unravel 
all the structural details of the interface, and therefore in the second 
approach we use a very simple model for a growth interface: a single 
monolayer on a crystal. The simplicity of this system allows a full 
characterization of the ordering properties of the liquid. 
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1.1. Crystal morphology 
 The first theory trying to explain crystal growth morphology was 
developed by Bravais, Friedel, Donnay and Harker (BFDH) [1]. This 
theory simply states that the growth velocity of a facet (hkl) is inversely 
proportional to the lattice spacing dhkl. This works well in the case of 
simple metal crystals, but fails in the case of more complex systems. 
Nevertheless, the BFDH theory ‘explains’ the fact that crystals show 
mostly faces with low Miller indices hkl. The Hartman-Perdok theory 
from the 1950’s [2,3] is more sophisticated. This theory uses the 
attachment energy of a bulk-terminated crystal facet as a measure for its 
morphological importance. But the effects of solvents or of surface 
relaxation are all ignored.  
 In the case of industrial growth simple theories and empirical 
knowledge of crystal growth are often enough to describe the statistical 
distribution of crystal size and/or shape. Parameters like temperature and 
supersaturation are usually well defined and kept far below conditions 
for thermal or kinetic roughening. 
 However, the understanding of crystal growth on an atomic level 
still needs to be improved. Particularly the processes occurring at the 
surface and interface, like mass transport through ordered layers of the 
solvent close to the surface or the chemisorption of the solvent needs 
better characterization. In the first case the transport of the building 
material through the ordered layers can be different from the one 
observed in the bulk liquid. In the second case the solvent adsorbed at 
the surface has to be removed prior to bond creation between the 
building blocks and the crystal. Moreover, the crystal surface itself can 
have defects or can strongly deviate from the ideal bulk termination, 
which influences the geometry of the bonding sites.  
In real solution growth systems the growth environment for 
crystal growth contains also more components than the solvent and the 
solvate. This can come from impurities or from intentional additives. 
Small amounts of additives, often in ppm amounts, can completely 
change the growth shape of crystals or the surface morphology [4]. For 
instance, glycine crystals grown from additive-free solution have a 
dipiramidal form, but those crystallized from solution containing L-
alanine or D-alanine exhibit only one pyramidal form, see figure 1. 
When such additives are designed in a such way that they affect growth 
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on a specific facet, they are called tailor-made additives [5]. This can be 
explained by the strong chemisorption of such additives on the surface, 
which blocks the motion of surface steps. The solvent can have an 
equally strong effect on the crystal morphology. A solvent can therefore 
also be considered as an additive, in particular when it is mixed with 
another solvent. The effect is caused by the interaction of the solvent 
with specific crystal facets. 
Figure 1. The morphology of a glycine crystal a) grown from water solution, b)  grown 
from water solution containing ppm amounds of L-alanine as an additive. 
 
The first three experimental chapters concern real growth 
systems. The first system we studied consists of potassium dihydrogen 
phosphate (KDP) crystals in contact with its aqueous growth solution. 
Here we investigate the influence of pH on the interface structure, 
because the pH is known to change the crystal morphology. The pH is 
changed by adding KOH or H2PO4 to the growth solution. We found 
subtle changes in the solid-liquid interface structure of the {101} face 
(chapter 2), but not of the {100} face (chapter 3). The second system is a 
NaCl{111} crystal in contact with a saturated solution of water or 
formamide (chapter 4).  In this system, the small changes of the solid-
liquid interface caused by formamide lead to the stabilization of the 
{111} face during crystal growth. In water, the {111} face is less stable, 
and therefore the morphology in water is determined by the {100} 
facets, leading to a cubic morphology. The stability of the {111} faces in 
formamide changes the morphology of the crystal to an octahedral one.  
In both KDP and NaCl, we found that the liquid in contact with 
the crystal surface has extra ordering compared to the bulk liquid. The 
ordering is observed in both the perpendicular direction (‘layering’) and 
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the lateral one, and extends over 2-3 monolayers. These two examples 
clearly show the relation between the atomic structure of the interface 
and the growth behaviour of the crystals. A theoretical description based 
on bulk properties only is therefore not satisfactory.  
1.2. A model solid-liquid interface 
Determining the structure of real solid-liquid interfaces as 
described above is very difficult, because the system contains many 
parameters. In order to obtain a better understanding of the ordering in 
the liquid near the growth interface and its interaction with the solid, we 
studied a well defined model system consisting of a metal monolayer on 
a metal crystal surface in an ultrahigh vacuum environment. This limits 
the number of parameters and gives full control over the temperature, 
coverage and purity. The properties of the metal crystal and overlayer 
can be selected in such a way that they will give optimum scattering for 
X-ray diffraction. We used the Cu(111)-Bi system because no mixing 
occurs of the bulk phases.  
 
 
Figure 2. a) The pair-correlation function in a bulk liquid leads to a sphere of diffuse 
scattering in reciprocal space; b) a two dimensional liquid gives a rise to a cylindrical 
shape of the diffuse scattering. 
 
 After a detailed study of the ordered phases at room temperature 
(chapter 5) we determined the ordering in a molten Bi monolayer at high 
temperature (chapter 6). In real solid-liquid interfaces a few monolayers 
in the liquid have a structure that differs from the bulk; in the Bi-
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Cu(111) system we thus restrict ourselves to the first layer only, but that 
is the most important one, showing the strongest ordering. Melting the 
Bi monolayer leads to a surface covered with a two-dimensional liquid. 
Excess Bi forms small 3D droplets, because Bi does not wet the Cu 
surface. An ideal 2D liquid layer gives rise to a uniform cylinder of 
diffuse scattering in reciprocal space (fig. 2). However, in the case of Bi-
Cu(111) the liquid still “feels” the substrate structure which leads to an 
intensity modulation along the cylinder. For a genuine 2D liquid, a 
modulation arising from a hexatic phase is expected [6], and such a 6-
fold modulation has indeed been observed in the similar system of Pb-
Cu(111). In the case of Bi-Cu(111), however, we found a 12-fold 
modulation, caused by three domains with short-range orthorhombic 
orientational order and with a local structure similar to the long-range 
structure of the room-temperature phases of this system. The liquid thus 
seems to ‘remember’ the solid-phase structure. This experiment clearly 
shows that even in case of a simple model the theoretical predictions 
should be taken with care.  
1.3. X-ray diffraction from interfaces 
  In the case of non-conductive crystals such as ionic or organic 
crystals, the investigation of the surface is difficult due to lack of sample 
conductivity and the complex interactions between atoms and/or 
molecules. Common surface sensitive techniques based on electrons or 
ions, like low-energy electron diffraction (LEED) or low-energy ion 
scattering (LEIS), can therefore not (or only with difficulty) be applied. 
In addition, these crystals are usually grown from solution, making it 
difficult to access the crystal surface. Moreover, the liquid side of the 
interface also has to be characterized. Surface X-ray Diffraction (SXRD) 
is a technique that works well under these conditions, because X-rays are 
not charged and have a large penetration depth. SXRD was initially 
developed for the investigation of surfaces in vacuum, but is now widely 
used for solid-liquid interfaces as well. Such experiments are not simple, 
because the signal from the surface is about one million times weaker 
than that from the bulk. 
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Figure 3.  Schematic illustrating X-ray diffraction patterns. a) From a hypothetical, 
isolated 2D layer of atoms. b)  Traditional scattering from the 3D bulk crystal.  c) From 
a crystal terminating in a flat surface. 
 
The powerful beams from synchrotron X-ray sources are therefore 
required. A second issue is the signal-to-background ratio, which needs 
to be optimized in order to detect the weak surface signal. Special 
geometries can minimize the background from the liquid, and highly 
ordered surfaces are needed to have an intense signal from a sharp 
surface reflection. For details on the technique we refer to the literature 
[7, 8].  
 Figure 3 shows the diffraction pattern for three different cases: an 
isolated hypothetical, 2D monolayer, a bulk crystal and a crystal with a 
flat surface. The bulk crystal with lattice vectors a1, a2 and a3 gives 
Bragg peaks in reciprocal space at positions q=hb1+kb2+lb3, where hkl 
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are the integer diffraction indices and b1, b2 and b3 the reciprocal lattice 
vectors. A perfect 2D layer has no periodicity in the perpendicular 
direction and therefore gives rise to continuous rods with continuous l 
index. When a crystal terminates in a flat surface, a mixture of the two 
situations occurs and this is indicated in figure 3c. In reciprocal space 
this gives rise to bulk diffraction peaks connected by streaks of diffuse 
scattering perpendicular to the surface. These rods are called crystal 
truncations rods (CTR’s) [9]. In case a surface is reconstructed a second 
type of diffraction rod occurs. The larger surface unit cell will give a 
smaller unit cell in reciprocal space, leading to diffraction rods with 
fractional h and/or k indices. The intensity along such rods originates 
from the reconstructed part only. Figure 4 shows a schematic of a 
reconstructed surface. 
 
 
Figure 4. The diffraction pattern from a reconstructed surface in which the surface unit 
cell is twice that of the bulk. This gives diffraction rods at half the spacing in reciprocal 
space, so-called fractional-order rods. 
1.3.1. The road to structure factors 
All diffraction data presented in this thesis are in the form of 
structure factors along rods. Figure 5 shows the typical way to collect 
these data. The incoming angle βi is set to a value 0.1o - 1o (except for 
the specular rod that requires larger angles). The small angle of 
incidence is chosen to reduce the background scattering from the bulk 
crystal and therefore to optimize the signal to background ratio. The exit 
angle for detector and rotation ω of the surface about the surface normal 
are set to specific values, see figure 5.  
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Figure 5. a) A perspective view of the scattering geometry used in surface diffraction 
experiments. The x-ray beam incident on the sample has wave vector ki and an 
incidence angle βin with respect to the plane of the surface. The scattered radiation is 
observed in the direction of the vector kf defined by the detector position. b) The 
position in reciprocal space that is probed is given by the momentum transfer vector q, 
i.e. the difference between vectors ki and kf. The vector q consists of two components, 
q|| which is parallel to the surface and q⊥ which is perpendicular to the surface. The 
intensity at a specific point (hkl) is integrated by rotating the sample about the surface 
normal in a rocking scan. 
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 For measuring a reflection with vector q in reciprocal space the 
sample is rotated about the surface normal with a fixed detector angle. 
The measured intensity profile can subsequently be integrated. The 
integrated intensities have to be corrected for a number of factors in 
order to extract the experimental structure factors necessary for data 
analysis [10]. From all measured rods the structure of the crystal 
interface can be derived by fitting models to these experimental data 
using least squares methods [11]. 
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Chapter 2 
pH-dependent liquid order at the solid-solution 
interface of KDP crystals 
D. Kaminski, N. Radenovic, M. A. Deij, W. J. P. van Enckevort 
 and E. Vlieg 
 
 
 
Abstract 
 
 We have determined the solid-liquid interface structure of the 
{101} and {100} faces of KH2PO4 (KDP) crystals in contact with a 
growth solution for three different pH values. Using surface X-ray 
diffraction data we find in all cases several liquid layers with varying 
degrees of lateral and perpendicular order. The structural changes are 
large for the {101} face and small for the {100}, which correlates with 
the changes in the macroscopic growth velocity of these faces. The 
changes at the {101} face are likely due to the pH-dependent 
competition between K+ and H3O+ bonding. For the highest pH value 
crystalline pre-ordering is observed. 
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2.1. Introduction 
The structure at a solid-liquid interface determines many 
important processes, such as crystal growth, wetting, lubrication and 
catalysis.[1, 2] Also from a fundamental point of view, the ordering of a 
liquid in contact with a solid is of interest [3]. In recent years several 
predictions from theoretical models and computer simulations have been 
verified using X-ray diffraction (XRD) [4, 5]. The ordering in the 
perpendicular direction (‘layering’) is found to be stronger than in the 
lateral direction, and extends typically over three to five monolayers [6]. 
The lateral ordering has only recently been determined for a few systems 
7, 8].  
 Now that the global properties of solid-liquid interfaces have 
been confirmed, it is important to investigate the role of the solid-liquid 
interface in actual processes. Here we focus on crystal growth from 
solution, in which case the solvent is often found to determine the 
morphology of the crystal or the particular polymorphic form that is 
grown [9]. The crystal investigated here is potassium-dihydrogen-
phosphate (KDP, KH2PO4) [10], whose morphology depends on the pH 
of the aqueous growth solution [11]. The growth morphology is 
determined by the {100} and {101} faces, where the growth velocity of 
the {101} face shows a quite strong dependence on the pH and is 
maximal for a stoichiometric solution (pH = 4). The situation for the 
{100} face is less clear, which could be due to the high sensitivity of that 
face to impurities [12].  
 For stoichiometric conditions the surface structure of the {100} 
and the {101} crystal face has been determined [13], and for the {101} 
face in addition the interfacial liquid was found to show icelike ordering 
[7]. Here we report the solid-liquid interfacial structure of the {100} and 
{101} faces for three different pH values as determined using surface 
XRD. We find a remarkable large change for the {101} face, while the 
{100} face is hardly affected. We find evidence for ordering in the 
liquid, not only of the solvent but also of the solute molecules/ions. This 
is the first time that changes in the crystal growth morphology have been 
correlated with changes in the structure at a solid-liquid interface.  
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2.2. Experimental section 
 Surface XRD is very suitable for determining the atomic 
structure at the interface of a crystal surface with a solution, because of 
the large penetration depth of X-rays [2, 5]. The interface structure can 
be derived from structure factors measured along so called crystal 
truncation rods [14]. These rods originate from the interference sum 
between bulk and surface signals of the crystal and include contributions 
from the ordered liquid at the interface. By including rods with different 
values for the in-plane momentum transfer, sensitivity to both the 
laterally ordered and disordered parts of the solid - liquid interface is 
achieved [7]. The experiments were performed at the DUBBLE 
beamline [15] at the European Synchrotron Radiation Facility (ESRF), 
Grenoble, using an X-ray energy of 16 keV. The set-up consists of a 
growth chamber [16] coupled to a (2+3)-diffractometer operating in a 
vertical geometry [17]. In order to increase the accessible range along a 
rod, data were collected with incoming angles 1o and 15o. A KDP crystal 
with a size of 3-6 mm was immersed in a saturated solution with specific 
pH; for each pH a new crystal was prepared. By adding H3PO4 or KOH, 
pH values of 3 or 6, respectively, were obtained.  
 To describe the surface unit cell of the {101} KDP crystal the 
following lattice vectors are introduced [13]: 
        tetragonal]111[211 =a , tetragonal]111[212
−−=a , tetragonal]011[213
−=a . 
The corresponding reciprocal lattice vectors bj are defined by ai ⋅ bj = 
2πδij. The momentum transfer vector is then denoted by Q = hb1+ kb2+ 
lb3 with (hkl) the diffraction indices. The index l is the direction 
perpendicular to the surface, each rod is labeled by indices (hk). 
 We collected data sets for pH = 3, pH = 4.4 and pH = 6 for both 
the {101} and the {100} face. Each data set of the {101} face consists of 
the (00), (10), (01) and (20) rods, with a total of 250 reflections. The P1 
symmetry of the {101} surface means that equivalent reflections are 
absent. However, the reproducibility for different incoming angles for 
the same reflection is 8%. The measured intensities were converted into 
structure factors by applying a standard procedure [18]. The parameters 
describing our models were fitted to experimental structure factors using 
a least-squares method employing the ROD surface crystallographic 
software [19].  
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2.3. Results 
 Fig. 1 shows part of the data measured on the {101} face. There 
is a remarkably large difference between the three pH values, therefore 
the interface structure depends strongly on the pH of the solution. In 
contrast to this, the data acquired from the prismatic {100} face are the 
same for all pH-values within the estimated accuracy (are shown in 
detail in the next chapter). We therefore conclude that for this face the 
structure is the same for the three pH values.  
Figure 1. Measured structure factors (symbols) along the (00) and (01) rods of the 
{101} face. The negative l-values are obtained by inverting the structure factors 
according to Friedel’s rule. The curves represent the best fit models for the measured 
data and for a bulk-terminated crystal. 
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In order to determine the interface structures, we fitted the data 
using models that describe both sides of the solid-liquid interface [7], as 
shown schematically in Fig. 2. For the crystalline part, the occupancy 
and position of the atoms near the interface is modeled. The different 
degrees of ordering of the interfacial liquid layers is modeled using 
(where necessary) anisotropic Debye-Waller (B) parameters. Layers 
without in-plane ordering were modeled by giving these a very large 
(~1000) in-plane Debye-Waller parameter. The solution consists of 
water molecules and the various ions from KDP and the added 
components. Since X-rays probe the electron density, the data is only 
moderately sensitive to the atom type. We can therefore initially model 
the liquid by using only layers of oxygen atoms (ignoring the hydrogen 
in the water for which the X-rays are insensitive). If the occupancy of 
these oxygen atoms (labeled O1, O2 etc.) is found to be higher than 1, 
this is an indication that the corresponding layer contains heavier atoms. 
We found that surface roughness is negligible. 
  
 
 
Figure 2. The schematic structure at a solid liquid interface at which the liquid is 
evolving towards a bulk liquid over a few layers. The partial order in the layers closest 
to the crystal surface is modeled using anisotropic Debye-Waller parameters. 
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Since there is no significant variation in the data as a function of 
the pH value for the {100} face, we mention the fit results here only 
briefly; a more extensive discussion will be given in Chapter 3 [20]. In 
agreement with earlier results [13], we find that the crystal is bulk-
terminated with negligible relaxation. The more precise data obtained 
here further show that the formation of an H-bond between crystal and 
solution is the most important structural feature. This bond will not be 
affected by the pH-value, explaining the constant structure of the 
interface. 
 For the {101} face we start our discussion with pH = 4.4, the 
stoichiometric value for which the full interface structure was 
determined earlier by Reedijk et al. using a water film with a thickness 
of only 22 Å [7]. We obtain essentially the same results, thus a thin film 
can be representative of a solid-liquid interface. The topmost K+ and 
H2PO4- layers show small relaxations, and there are four water layers 
visible of which the first two are highly ordered (‘icelike’). There are 
only differences in the lateral position of layers O1 and O2 and the 
occupancy of O1. In the present analysis we find two similar minima in 
the least-squares optimization, one of which is the same as that reported 
by Reedijk et al., but another one yields an O2 position in which the 
distance to the K+-ion is a more realistic 2.38 Å (compared to 1.97 Å).  
Table I shows the optimum parameters together with the earlier 
results, and Fig. 1 shows the best fit. The position of O1 is near the 
extrapolated lattice position of a next K+ ion, suggesting that this layer 
partly consists of K+ ions instead of water molecules. The occupancy, 
however, is only 0.63 assuming water at this location, so that the fraction 
of K is 0.3 at most. 
For pH = 6 we start the fit using the same model, but we find that 
in this case a high electron density in the first liquid layer is required in 
order to obtain a good fit. Now the position (in fractional coordinates) of 
O1 of (0.84, 0.15, 1.37) is even closer to the extrapolated position of a 
bulk K+ ion of (0.875, 0.125, 1.375) and the occupancy for O1 is larger 
than 1. Replacing the O atom by a K+-ion, we get essentially the same fit 
with a K-occupancy of 0.56, making it likely that a substantial part of 
this site is occupied by K+ ions. Other significant differences with pH = 
4.4 are: a much lower order in layer O2 and a lower perpendicular order 
in O3. The fit results are shown in Fig. 1 and in Table I.  
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Table I. Best fit parameters for the {101} face. All positions (x,y,z) are expressed as 
fractions of the unit cell parameters, except Δz which is in Å with respect to an 
unrelaxed bulk position. Values with symbol * are fixed. The layers O1-O4 represent 
water layers, but two alternative fits are listed as well: in layers O2-O3 at pH = 3 a fit 
assuming P layers and in layer O1 at pH = 6 a fit with a K-layer. In both cases, mainly 
the occupancy value is changed. The origin is chosen such that K has unrelaxed 
coordinates (0.75, 0.25, 1.25). 
layer Par. pH=3 pH=4.4 pH=6 pH=4.4  
ref. [6]  
O4 z  1.63(8) 1.61(8) 1.67(6)  
 BB||  [Å ] 2 1000* 1000* 1000* 1000* 
 BB⊥ [Å ] 2 470(240) 505(100) 283(104)  
 Occ.  7(4) 5(4) 5(3)  
O3/P x  0.51(2)  0.48(2) 0.43(2) 0.5 
 y  0.32(5)  0.41(3) 0.05(3) 0.47 
 z  1.50(1)  1.54(1) 1.52(2) 1.48 
 BB|| [Å ] 2 49(4)  35(4) 26(9) 12 
 BB⊥  [Å ] 2 12(6)  18(5) 39(30) 160 
 Occ.  1.0(2)/0.55(3) 1.0(2) 2(1) 0.7 
O2/P x  0.02(1) 0.00(1) 0.06(2)  0.2 
 y  0.87(9) 0.86(4) 0.63(5) 0.77 
 z  1.46(1) 1.46(1) 1.43(2) 1.44 
 B [Å2] 22(8) 21(7) 197(20) 1.1 
 Occ.  1.7(4)/0.9(3) 1.5(3) 1.0(2) 1.4 
O1/K x  0.88(2) 0.86(2) 0.84(3)  0.88 
 y  0.32(9) 0.23(3) 0.15(2)  0.13 
 z  1.36(1) 1.37(1) 1.37(1)   1.39 
 B [Å2] 1.16* 1.16* 1.16*/1.4*  1.1 
 Occ.  0.38(6) 0.63(6) 1.34(8)/0.56(
3) 
2.1 
K Δz [Å] 0.10(4) 0.06(9) -0.04(4)  0.09 
 z  1.260(4) 1.256(9) 1.246(4)  1.26 
 B [Å2] 1.4* 1.4* 1.4* 1.4 
 Occ. 0.74(3) 0.85(3) 0.71(3) 0.69 
PO4 Δz [Å] 0.00(2) 0.02(2) 0.04(2)  0.02 
 z 1.125(2) 1.127(2) 1.129(2) 1.13 
 Occ.  0.93(2) 0.96(2) 0.86(3) 0.93 
 BBP [Å ] 2 0.85* 0.85* 0.85* 0.85* 
 B
 
BO [Å ] 2 1.16* 1.16* 1.16* 1.16* 
 χ2  2.66/2.67 2.68 2.69/2.50  
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 For pH = 3 a low electron density in the first layer is required to 
obtain a good fit and the lateral position differs from that expected for 
K+, thus ruling out a significant K+ concentration at this location (< 
15%). The order in layers O2 and O3, by contrast, is increasing. This 
occurs at a height corresponding to the bulk-extrapolated position of 
HxPO4-(3-x). Together with the relatively high occupancy value in layer 
O2, this suggests that layers O2 and O3 contain a high concentration of 
HxPO4-(3-x). The lateral order in these layers is much less than in layer 
O1, as expected from the larger distance to the surface. The picture that 
emerges is that HxPO4-(3-x) ions diffuse in this layer, residing relatively 
long at the locations given by O2 and O3. Note that the position of layer 
O3 of (0.51, 0.32, 1.50) is close to the bulk-extrapolated position of PO4 
of (0.5, 0.5, 1.5), but the disorder means that the positions in this and the 
O2 layer are not well defined. The orientation of the PO4 ions should be 
random, meaning that from an X-ray point of view the oxygen atoms are 
effectively invisible [21].  In the fit model, we therefore replace the O by 
a P atom only. Table I lists the corresponding occupancy values, all 
other parameters are unchanged.   
 The changes in the interface structure as a function of pH are 
most easily seen in a z-axis projection of the electron density in which 
the liquid contribution depends on the in-plane order through the Debye-
Waller parameter [7]. Fig. 3 shows the results where the laterally 
ordered part of the liquid is represented by the dashed curves and where 
the solid curves show the perpendicular ordering. The small relaxations 
in the topmost K+ and H2PO4- layers of the crystal are in full agreement 
with earlier results [7, 13]. In the liquid part we observe a few ordered 
layers of which the first two show such a strong lateral order that these 
layers appear to be chemisorped. The most striking effect is the density 
in the first ‘liquid’ layer, for which at pH = 6 both the density and the 
position point to a well-ordered K+ layer. At pH = 4.4 there may be some 
remains of this layer, but the density is much lower and the position 
agrees less with a (partial) K+ layer, so it is likely that a significant 
fraction of this layer is occupied by O atoms (e.g. in the form of H3O+ 
ions). This agrees with the ‘icelike’ layers reported at this pH [7]. At pH 
= 3 this layer has largely disappeared. 
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c) 
b) 
a) 
Figure 3. A schematic of the interface structure of the {101} face (right) together with 
the z-projected electron density distribution (left) for the three pH values. The solid 
curves denote the layers with perpendicular order, the dashed curves show the density 
of layers with lateral order corresponding to the (10) rod. 
 
20  
 How can we understand this behavior of the first liquid layer? 
One can start from two different points of view: electrochemical or 
crystallographic. The KDP{101} crystal terminates in a K+ layer, thus 
from an electrochemical point of view the first liquid layer is expected to 
contain negative ions. This, however, has only limited validity because 
there is no net surface charge: the topmost K+ layer is followed by two 
H2PO4- layers and another K+ layer. The potential experienced by the 
solution is therefore much weaker than in the case of a genuinely 
charged layer and no normal electrochemical double layer is expected. 
The crystallographic point of view leads to a different conclusion. In the 
bulk of the crystal, the K+ layer is followed by a second K+ layer, and 
one would thus expect such a positive layer to be formed in the solution 
as well. The clearest experimental result is for pH = 6, and this strongly 
points to a K+ layer in the solution. In this case the crystallographic point 
of view appears to be valid, and the data show in fact crystalline pre-
ordering in the solution! Such an arrangement with two positive layers is 
unexpected from the electrochemical point of view, but is of course 
possible due to the lateral crystallographic structure of the system. The 
extra, partial K+ layer leads to a net charge, which should be 
compensated by negative ions (H2PO4-) as indeed indicated by the high 
occupancy in layers 2 and 3. 
 The next question is: why does this K+-layer only occur at pH = 
6? This pH value is obtained by adding KOH to the growth solution, but 
the moderate increase in K+ concentration (~10%) seems too small to 
account for the large change in the K-density in the first liquid layer. If 
we maintain the crystallographic point of view that this layer should be 
positive, then the K+ ions may be replaced by other positive ions. The 
best candidates for these are the H3O+ ions, the concentration of which 
increases by a factor 1000 going from pH = 6 to pH = 3. Their 
concentration remains much lower than that of the K+ ions, but H3O+ has 
the advantage that it can form additional H-bonds near the interface (e.g. 
to the topmost PO4 groups in the crystal) and therefore be more 
favorable than K+ in this position. We thus propose that the competition 
between the chemisorption of K+ and H3O+ explains the observed pH-
dependence. To fully understand this behavior, one has to know the 
solution chemistry of this system [22] at the crystalline interface as a 
function of the pH value.  
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 A second striking feature in the interface structure is the 
increasing lateral order in layer O2 (at a z position near 10 Å) for 
decreasing pH values. This layer (and O3) contains HxPO4-(3-x) ions, as 
derived from the position, the occupancy and from charge neutrality. If 
we assume that for decreasing pH the K+ ions in the first liquid layer are 
indeed replaced by H3O+ ions, the increased lateral order can be due to 
the directional nature of the H-bonds between H3O+ and HxPO4(3-x). 
 The structural differences are expected lead to changes in growth 
rate of the {101} face, because the incorporation of ions during growth 
involves several kinetic barriers [23] that will change with the interface 
structure. In addition, surface diffusion will be affected by the structural 
changes [24]. However, the present data do not directly reveal this 
relation between structure and growth velocity. In fact, the structural 
changes are found to vary monotonically, while the growth velocity is 
changing non-monotonically and has a maximum for the middle pH 
value. Understanding this fully requires detailed modeling of the growth 
process based on the structural information derived here. Unfortunately, 
at present no such modeling software is available. The fact that on the 
{100} face the changes in the interface structure are minimal agrees with 
the minimal changes in growth velocity as a function of pH for that face. 
2.4. Summary 
 In summary, we have shown that it is possible to observe the 
subtle structural changes that occur at the solid-liquid interface of a 
crystal as a function of the solution composition by using XRD and a 
high-quality crystal. The large changes at the {101} face and the absence 
of such changes at the {100} face as a function of pH correlate with the 
fact that the changes in the macroscopic growth velocity are large for the 
{101} and small for the {100} face. We find that chemisorption of 
solution ions occurs for both the {101} and {100} faces. These 
observations provide a good (but challenging!) starting point for a 
theoretical modeling of such interfaces in which the solution chemistry 
is taken into account.  
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Chapter 3 
Liquid ordering at the KDP {100}-solution 
interface 
D. Kaminski, N. Radenovic, M. A. Deij, W. J. P. van Enckevort 
and E. Vlieg 
 
 
 
Abstract 
 
We have determined the atomic structure of the KH2PO4 {100} 
interface in contact with solution for different pH values. Using X-ray 
diffraction data sets both the perpendicular and the lateral ordering in 
the solution have been determined. We find two ordered layers, of which 
only the first has lateral order. The atoms at the crystal surface show no 
relaxation and the interface structure is the same for all pH values 
measured. The first liquid layer appears to be chemisorbed and 
compensates a broken hydrogen bond at the surface. This explains the 
fact that the {100} face is insensitive to the pH value.  
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3.1. Introduction 
 Many physical and chemical processes occur at the solid-liquid 
interface, such as catalysis, lubrication and crystal growth [1-3]. In many 
cases little is known about the molecular-scale structure of such layer 
and therefore the correlation between macroscopic phenomena and 
molecular scale processes at the interface often remains speculative. 
Obtaining detailed knowledge of the interface structure is therefore of 
interest [4, 5]. Several techniques can be used for this, but surface X-ray 
scattering is particularly suitable and it has put new light on the 
microscopic phenomena occurring at interfaces [6-9]. Our 
understanding, however, is far from complete. With few exceptions [10, 
11] the theoretical models and simulations done so far describe quite 
simple interfaces in which the solid and the liquid are both pure. In 
systems relevant for crystal growth, however, the solid is partly 
dissolved in the liquid. Furthermore, some experimental systems exhibit 
such strong interactions between crystal and liquid, that the first ‘liquid’ 
layers show nearly crystalline ordering, a phenomenon that is not 
described in the models used so far. The amount of ordering in the liquid 
appears to be correlated with the solubility of the crystal, which is likely 
caused by the interaction strength of solvent and crystal. 
In order to increase our understanding of the phenomena 
occurring at real interfaces, we here present the structure of the {100} 
surface of potassium-dihydrogen-phosphate (KDP, KH2PO4) crystals in 
contact with its aqueous growth solution. The growth morphology of 
KDP is known to depend on the pH of the growth solution [12, 13]. The 
morphology is determined by the {100} and {101} faces. The growth 
velocity of the {101} face shows a strong dependence on pH, whereas 
the {100} growth velocity is nearly constant. We previously correlated 
these effects with the interface structure for the {101} face [14] and now 
complete this study by adding the results for the {100} face. In 
agreement with the minor macroscopic effects for this face, we find no 
significant structural changes at the interface. The data show strong 
ordering in the first liquid layer and weak order in the second layer.   
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3.2. Experimental section 
The surface X-ray diffraction (SXRD) technique is very suitable 
for determining the atomic structure at the interface of a crystal surface 
with a solution, because of the large penetration depth of X-rays [3]. The 
interface structure can be derived from measured structure factors along 
so-called crystal truncation rods (CTR’s) [15]. These rods originate from 
the interference sum of bulk and surface signals of the crystal and of 
contributions from the ordered liquid at the interface. Liquid ordering is 
usually strongest in the perpendicular direction, and therefore the largest 
liquid contribution is observed in rods with the smallest in-plane 
momentum transfer. By including rods with different values for the in-
plane momentum transfer, sensitivity to both the ordered and disordered 
parts of the solid - liquid interface is achieved [6].  
All experiments were performed at the DUBBLE beamline at the 
European Synchrotron Radiation Facility (ESRF), Grenoble [16]. The 
energy was set to 16 keV (λ = 0.78Å) to reduce X-ray attenuation in the 
liquid. The set-up consists of a growth chamber [17] coupled to a (2+3)-
diffractometer operating in a vertical geometry [18]. In order to increase 
the accessible range along a rod, data were collected with incoming 
angles 1o and 15o. A KDP crystal with a size of 3-6 mm was immersed 
in a saturated solution with specific pH; for each pH a new crystal was 
prepared. In order to avoid crystallization, each solution was filtered and 
slightly cooled down before injection into the crystal chamber. After a 
fifteen minute equilibration period, the surface is pressed against a mylar 
foil in order to obtain a thin liquid film (~10μm) that facilitates the 
measurement. All experiments were performed at the room temperature 
of 24o C. A (stoichiometric) saturated KDP solution has a pH of 4.4. By 
adding H3PO4 (29 gr/l) or KOH (3.6 gr/l) pH values of 3 and 6, 
respectively, were obtained. The pH values were determined from 
diluted solutions using a pH meter (MeterLab) with a glass electrode. 
 For the KDP (100) surface we use a unit cell in which the lattice 
vectors are denoted as:  
tetragonal]010[1 =a ,   ,   . tetragonal]001[2 =a tetragonal]100[3 =a
The lengths are: a1 = a3 = 7.45 Å and a2 = 6.97 Å [19]. The 
corresponding reciprocal lattice vectors bj are defined by ai · bj = 2πδij. 
The momentum transfer vector is then denoted by Q = hb1 + kb2 + lb3 
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with (hkl) the diffraction indices. With our (conventional) choice of the 
surface unit cell the index l is the direction perpendicular to the surface. 
Each rod is labeled by (hk) indices, corresponding to the specific values 
of the in-plane momentum transfer. The (00) rod is commonly called the 
specular rod. 
During this experiment we collected data sets for pH = 3, pH = 
4.4 and pH = 6. Data sets of pH = 3 and pH = 6 consist of the (00), (10), 
(21) rods with a total of 100 reflections each, while for pH = 4.4 only the 
specular rod was measured. Due to time restrictions we didn’t measure 
equivalent reflections from the surface (according to the 2-fold axis), but 
the reproducibility for different incoming angles and different samples 
was 8%. The measured intensities were converted into structure factors 
by applying a standard procedure [20]. Note that the correction 
procedure puts all rods on the same relative scale, except for the specular 
data. The parameters describing our models were fitted to experimental 
structure factors using a least-squares method. Structure optimization 
was done using the ROD surface crystallographic software [21].  
3.3. Results and discussion 
  Figure 1 shows all measured data. The data for different pH 
values are the same within the estimated accuracy except for small 
differences in the low l-part of the specular rod. The structures are 
therefore the same, except for small differences in the liquid layering 
relatively far away from the interface. Because the data are quite 
insensitive to that, we will ignore this part in the following. We thus 
conclude that the structure is the same for the three pH values within our 
experimental accuracy and we have merged the data. 
For a proper fitting of the data we need a model that describes 
the entire interface, both the KDP surface and the partly ordered 
solution. The {100} surface was found to be bulk-terminated by De 
Vries et al. [17]. (This crystal part alone is insufficient to describe our 
data, as demonstrated particularly clearly in the low-l part of the (10) 
rod, see Fig. 1.) The liquid is modeled by several water layers for which 
the degree of ordering is represented using anisotropic Debye-Waller (B) 
parameters. 
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Figure 1. Measured structure factors (symbols) from the KDP {100} face. The short 
dashed curve represents a calculations for bulk terminated crystal, the dashed curve for 
an extra H-bond model and the solid curve for the best fit model. 
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A small in-plane parameter, BB||, corresponds to a layer with high 
lateral ordering that will contribute to all the rods. Layers without in-
plane ordering are given a very large (2000 Å ) B||2 B  parameter. A water 
molecule is represented by a single O atom, because the X-ray 
diffraction is not sensitive to H atoms. The occupancy of the water 
layers is also fitted, because the liquid density at the interface may be 
modified by the different ions coming from the dissolved KDP and the 
additives.  
 
 Figure 2. A model of the interface structure of the {100} face in which hydrogen 
bonds are formed with water molecules. The “*’s” indicate O-atoms with broken H-
bonds due to the surface termination. 
 
In the fitting procedure, we find that we need two water layers to 
reproduce our data. One layer is insufficient, especially for the specular 
rod. Adding more than two water layers leads to marginal improvements 
in the low l part of the specular rod, but the extra parameter values are 
not well-defined, while the parameters of the first two layers are hardly 
affected. These extended models do allow us to estimate that the 
occupancy parameter of the second layer is about 5.5. In order to keep 
the model simple we fix this parameter at that value. We find that the 
first water layer is well-ordered, similar to the case of the {101} face 
[14]. This order can be considered to arise from ‘crystal’ bonds to the 
topmost layers of the crystal. As figure 2 shows, the coordination of 
several atoms at the crystal surface is modified due to the termination of 
the crystal. Especially a perpendicular H-bond to one of the atoms in the 
H2PO4- group is missing (and to the atom related by the 2-fold axis), as 
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indicated by the “ *’s ” in Fig. 2. A simple means to compensate this is 
to add an isolated O atom (in reality a H2O molecule) at a position where 
it can form this H-bond just as in the bulk crystal. This extra O atom is 
then exactly above the O-atom indicated by the “*” and at a distance of 
2.45 Å. This “extra H-bond model” is a large improvement compared to 
a bulk-terminated crystal, but the fit is still not satisfactory (with a χ2 = 
3.0). The calculated rods for this simple model are shown in figure 1, the 
fit parameters in Table 1. Allowing the height of this O1-atom to vary 
gives a much better fit, but this leads to an unphysical O-O distance of 
1.1 Å. It is thus necessary to refine the lateral position of this atom as 
well (we preserve the 2-fold symmetry of the pair of O1 atoms that is 
involved).  
 
Table 1. The best fit parameters for the KDP {100} surface. Values with * are fixed. 
The x, y, z positions are with respect to O*, see Fig. 2.  
Layer Parameters extra H-bonds Best fit 
O2 z[Ǻ] 3.2(3) 2.8(2) 
 BB|| [Ǻ ] 2 2000* 2000* 
 BB⊥ [Ǻ ] 2 9(6) 12(5) 
 Occupancy 5.5* 5.5* 
O1 x[Ǻ] 0.0* -0.29(6) 
 y[Ǻ] 0.0* 1.3(7) 
 z[Ǻ]  2.45 1.2(2) 
 BB|| [Ǻ ] 2 40(20) 10(6) 
 B
 
B⊥ [Ǻ ] 2 12(4) 19(6) 
 Occupancy 1.3(2) 1.1(2) 
 χ2 3 2.1 
 
Combined with the second O-layer, this gives our final model, see fig. 3. 
We find that surface roughness is negligible and that this is also the case 
for the relaxation of the topmost crystal layer (estimated <0.05 Å). Using 
these model parameters and two scale factors we obtained an excellent 
fit to the data with a χ2 value of 2.1.  The best fit to the data is shown on 
Fig. 1 (solid curve), and the parameter values are presented in Table 1.  
A convenient way to visualize the liquid order is to use a 
projection of the electron density on the z-axis in which the effective 
density depends on the in-plane Debye-Waller parameter BB||. The 
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electron density ρ is calculated over all individual atomic contributions 
and their Debye-Waller parameters using: 
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where Zi is the atomic number, ni the occupancy, 22 8/ πii Bu ⊥⊥ =  the 
mean perpendicular vibration amplitude and zi the position of atom i. Q|| 
is the parallel momentum transfer. For the (00)-rod (Q|| = 0), all layers 
with perpendicular ordering contribute, but for high in-plane momentum 
transfer only layers with sufficient lateral order are visible.  
The electron density profile together with the corresponding 
interface structure is shown in fig. 4, which makes it clear that only the 
first liquid layer exhibits lateral order. In all tested models we find that 
the occupancy of O1 is close to 1, indicating that this position is indeed 
occupied by an oxygen atom (water molecule) and not by solute ions. 
O1 occupies a position close to two phosphate groups and a potassium 
ion with distances in the range of 1.9-2.6 Å, see figure 3. The distance to 
the O*-atom from the phosphate group with the broken H-bonds is the 
shortest, so this is likely the strongest interaction. The simple picture that 
O1 compensates a broken H-bond thus appears to be correct. The 
distances are quite small compared to the distances in the bulk crystal, 
which are 2.45 Å for a O-H-O bond and 2.83 Å for K-O bond, but the 
position of the O1 atom is not very precise, thus the error bars in the 
bond distances are significant (estimated at ±0.6 Å). For the O2 layer we 
find no in-plane order. The occupancy value of 5.5 for this layer is very 
high, indicating that this layer contains PO4 and K ions as well (the error 
in the occupancy is above 50%). Our results are consistent with those of 
De Vries et al. [6, 17], who ignored the liquid, but who concluded that 
the {100} surface exhibits no significant relaxation. 
 At the interface we find that the first liquid layer is ordered in 
both the lateral and perpendicular directions and that the second layer 
has only perpendicular order. Extra layers, for which we have some 
evidence, will only show perpendicular order.  
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 Fig. 3. A schematic of the interface structure of the {100} face. The O1 atom has a 
different lateral position compared to the model in fig. 2. Each unit cell contains two 
‘liquid’ O1 atoms that are symmetry equivalent because of the 2-fold axes 
perpendicular to the surface.   
 
 
This system thus agrees with earlier studies in which the ordering in the 
perpendicular direction was found to be stronger than in the lateral 
direction [22]. We have suggested that the amount of liquid ordering is 
correlated with the solubility of the crystal [23]. KDP is highly soluble 
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and should thus show significant liquid ordering. The {101} interface 
shows lateral ordering in two and perpendicular order in four layers [14], 
thus twice the amount for the {100} face. Nevertheless, the order for the 
{100} face is still stronger than for the {010} face of brushite that has a 
low solubility. There appears to be indeed a correlation between 
solubility and liquid ordering, but the amount of ordering will depend on 
the details of the system. 
 
 
Figure 4. A schematic of the interface structure of the {100} face (right) together with 
the z-projection of the electron density distribution (left). The dashed curve denotes the 
layers with perpendicular order, the solid curve denotes lateral ordering corresponding 
to the (10) rod. Only the first liquid layer shows lateral ordering. 
 
 
 We have found that the interface structure does not depend on 
the pH value of the solution. This can be understood when taking into 
account that the first liquid layer is essentially chemisorbed at the 
surface through a H-bond with a PO4 group in the crystal surface. This 
H-bond is insensitive to the pH of the solution. In contrast to this, the 
structure of the {101} face is such that for this face bonding of positive 
ions is important and this leads to a changing balance between K+ ions 
and H3O+ ions as a function of pH. The behaviour of the two faces thus 
depends on their detailed crystallographic structure and the resulting 
bonding with the solution. The differences in this bonding lead to 
different kinetic barriers for growth and thus to differences in growth 
behaviour between the {100} and {101} faces.  
 
Chapter 3                                                                                                 35 
3.4. Conclusions 
We have determined the solid-liquid interface structure of the 
KDP{100} face in contact with an aqueous growth solution using 
surface X-ray diffraction. The formation of hydrogen bonds with water 
molecules in the solution explains the main features at the interface. This 
strong chemisorbtion makes the interface insensitive to the pH of the 
solution and explains the fact that the growth velocity of this face does 
not (or hardly) depend on the pH. 
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Stability of the polar {111} NaCl crystal face in 
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Abstract 
 
We present a surface X-ray diffraction determination of the 
{111}NaCl-liquid interface structure. Using ultra-thin water and 
formamide liquid layers we ascertained that the crystal surface is 
smooth at an atomic level and is not reconstructed. Our results reveal 
surprisingly small differences in surface structure between the two 
cases, which nevertheless lead to dramatic differences in crystal 
morphology. We determined that the rock salt {111} surface is Na+ 
terminated for both environmental conditions. A quarter to half a 
monolayer of laterally disordered Cl- ions is located on top of a fully 
ordered Na+ crystal surface with occupancy 0.75 to 1.0. This means that 
the polar surface is stabilized through the formation of an 
electrochemical double layer. 
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4.1.   Introduction 
It is well known that impurities can have a large effect on crystal 
morphology. A variety of studies have been reported on mostly 
qualitative observations of morphological changes caused by the 
addition of small quantities of impurity [1-3]. However, the atomic-scale 
mechanism behind these effects is usually not known. The earliest report 
of a habit modifier is probably from Rome de l’Isle who reported the 
morphology transition from cubes to octahedrons if rock salt is grown in 
the presence of urea [4], i.e. the stable crystallographic face of NaCl 
changes from {100} to {111}. We have found that the addition of at 
least 20 wt% of formamide to the aqueous growth solution has the same 
effect [5, 6]. 
This transition from the common {100} face to the octahedral or 
{111} face is an intriguing process, because the polar {111} face is not 
expected to be stable. Along the [111] direction the NaCl crystal consists 
of alternating layers of cations and anions. The resulting long-range 
electrostatic interactions lead to a very high energy of the {111} NaCl 
surface. Therefore, these polar surfaces should be highly unstable and 
not present in the morphology of NaCl-type crystals [7]. Theoretical 
calculations for ionic crystals with rock salt type structures propose two 
solutions to make this face stable: (1) the bulk terminated {111} surface 
facets into neutral {100} type faces upon annealing or (2) the surface 
reconstructs [8]. These two solutions are similar, since the reconstruction 
can be considered as faceting on an atomic scale. Results obtained for 
NiO(111) in vacuum confirmed these predictions [9-13].  
In the case of growth from solution, recent work carried out in our 
group using formamide or CdCl2 as impurities [14] has shown that no 
reconstruction or faceting occurs for {111} NaCl surfaces. For the CdCl2 
case, it was concluded that the surface is Cl- terminated and that a 
disordered layer containing ¼ monolayer Cd2+ and ¾ monolayer H2O 
stabilizes this surface. 
For the formamide case, Atomic Force Microscopy (AFM) and 
optical microscopy observations were not sufficient to determine the 
mechanism behind the stabilization. Therefore, we here report a surface 
X-ray diffraction investigation. Given the known difference in stability 
of the {111} face in water or formamide solutions, we expected large 
differences in the interface structure, but this turns out not to be the case. 
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Instead, the formation of an electrochemical double layer is the main 
stabilizing mechanism in both cases. 
4.2. Experimental procedure 
The surface X-ray diffraction (SXRD) technique is very suitable 
for the structure determination of the interface between a crystal surface 
and solution [15]. In SXRD, diffracted X-ray intensities along so-called 
crystal truncation rods are measured [16]. These rods are tails of diffuse 
intensity connecting the bulk Bragg peaks in the direction perpendicular 
to the surface. Their exact shape is determined by the atomic structure of 
the solid-liquid interface.  
The octahedral NaCl crystals, with dimensions 4x4x3 mm3, were 
grown at our laboratory from supersaturated aqueous solution in the 
presence of formamide [5]. After separation from the growth solution, 
the crystals were quickly dried using a paper tissue. AFM was used to 
check the surface prior to X-ray diffraction. Using AFM we found the 
{111} NaCl surface to be atomically smooth and covered with steps of 
height d111, which means that the surface is either Cl- or Na+ terminated. 
The surface patterns did not change when the crystals were kept dry in a 
desiccator.  
The SXRD experiments were performed at the DUBBLE and ID03 
beam lines of the European Synchrotron Radiation Facility (ESRF) in 
Grenoble, using an X-ray energy of 10 keV. The data were collected 
under two different environmental conditions, namely by exposing the 
crystal surface (i) to 75% relative humidity (RH) and (ii) to formamide 
vapour in a dry nitrogen atmosphere. The resulting thin solution layers 
lead to a much better signal-to noise ratio than obtained for thicker films. 
The experiments were carried out at room temperature. The addition of 
30 % formamide to an aqueous solution is sufficient to stabilize the 
{111} face [5], but in these vapour pressure experiments we used pure 
vapours in order to have an unambiguous composition of the liquid film. 
The experimental set-up consists of a cell in which the crystal surface 
can be examined in a well-controlled atmosphere [17]. This cell is 
coupled to a (2+3)-diffractometer [18] operating in a vertical geometry 
in case of the DUBBLE beamline and to a horizontal Z-axis 
diffractometer [19] in case of ID03. To establish equilibrium between 
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crystal and vapour, the system was left for at least fifteen minutes before 
every measurement. 
In order to describe the NaCl {111} surface lattice and to index the 
X-ray reflections, we use a (111) surface unit cell. The lattice vectors ai 
of this cell are expressed in terms of the conventional cubic lattice 
vectors by: 
          ,2
1
2
1 ]111[,]101[,]110[ cubic3cubic2cubic1 ===
−−
aaa  
with 
          aa 321 3||,2||| 2
1 === aaa| , 
and where a = 0.563 nm is the lattice constant of NaCl. The 
corresponding reciprocal lattice vectors bj are defined by ai · bj = 2πδij. 
The momentum transfer vector is given by Q = hb1 + kb2 + lb3, with 
(hkl) the diffraction indices. With our choice of the surface unit cell the 
index l corresponds with the direction perpendicular to the surface.  
The integrated intensities of the (hkl) reflections were measured 
using rocking scans. They are converted into structure factor amplitudes 
by applying the appropriate geometrical and resolution corrections [20]. 
This correction procedure puts all rods on the same relative scale, except 
for the specular data. The negative values for diffraction index l are 
obtained by inverting the structure factors according to Friedel’s rule. 
The parameters describing the different models are fitted to experimental 
structure factors using a χ2 minimization. Model calculations and fitting 
are done using the ROD program [21].  
4.3.   Results 
4.3.1. Solution layer thickness 
The interface structure we measure is only representative of the 
situation during solution growth if the liquid layer is sufficiently thick. 
We therefore first determined this thickness by measuring the Kiessig 
fringes in the specular rod [22]. We observed these fringes for both the 
water and the formamide atmosphere. Note that this confirms with high 
sensitivity earlier results using ellipsometry about the presence of such a 
layer [23, 24]. The measured layer thicknesses were completely 
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reproducible at both beam lines.  We could observe the evolution of the 
liquid layer thickness after the crystal was exposed to either water or 
formamide vapour. Figure 1 shows this for a case in which the crystal is 
exposed to the vapour pressure of a saturated NaCl solution in which 50 
wt% formamide was added. In this case the measured layer thickness 
increases from 9 Å after 10 min of exposure to approximately 40 Å after 
50 min. 
 
Figure 1. The (00) rod measured after exposure of the {111} NaCl surface to a vapour 
pressure of supersaturated NaCl solution where 50 wt % formamide was added. The 
first Kiessig fringe can be seen at l = 1.1 after 10 min (black solid line), at l = 0.9 after 
18 min (grey solid line) and at l = 0.5 after 36 min (black dotted line). For l > 2.2, no 
changes in the rod occur. 
 
In order to obtain a pure aqueous film, we inserted a NaCl-
saturated solution in the sample cell, which gives a relative humidity 
(RH) of 75 %. This yields a stable layer with a thickness of 30 Å after 35 
min. In the formamide case we derived a stable layer thickness of 24 Å 
from the Kiessig fringes. For both conditions we obtain a film that is 
sufficiently thick to obtain the equilibrium structure at the solid-liquid 
interface. This is confirmed by the fact that the specular rod is constant 
in time except for the part at low l. 
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4.3.2. Data set and model 
For both environmental conditions more than 100 non-equivalent 
reflections were measured. The agreement factors are 7% in both cases, 
when averaged over equivalent reflections for all specimens used in each 
type of experiment. The data set consists of the (00), (10) and (20) rods; 
the results are shown in Figure 2. The specular, or (00), rod gives 
information about the electron density perpendicular to the surface, 
whereas the two other rods are sensitive to in-plane ordering as well. 
The (00) rod shows the largest differences between the two 
environmental conditions, for the other rods the differences are 
surprisingly small, given the fact that the {111} face is thought to be 
unstable in water. We conclude that the interface structure is almost the 
same for the two environmental conditions. From the fact that the (20)-
rod, which is the least sensitive to the liquid structure, follows the profile 
expected for a bulk-terminated crystal, we further conclude that no 
reconstruction of the crystal occurs. This agrees with our AFM data [5].  
In order to fit the data, we need a model that describes the entire 
interface. Since our data set is limited, we further need to keep our 
model as simple as possible. We do not know the liquid structure a priori 
and therefore start with a generic model in which the amount of charge 
density at various lattice positions can be optimized. In this way we find 
that we need a strong contribution exactly located at a bulk-extrapolated 
fcc position on top of a Na-terminated surface, for both experimental 
conditions. The density corresponds to approximately 0.5 monolayer 
(ML) Cl. We find little difference between water and formamide, thus 
we do not locate the formamide directly. While we initially expected to 
find a well-ordered formamide layer that would in this way stabilize the 
{111} surface, these results imply that we have to change our point of 
view. The data tell us that the interface consists of a bulk-terminated 
crystal with approximately 0.5 ML Cl on top. As will be explained fully 
in the discussion section, this is an excellent way to obtain charge 
neutrality.  
These water or formamide layers were modelled using only 
oxygen atoms, since X-rays are insensitive to hydrogen and do not 
differentiate between O, N and C at our precision level. Based on this we 
can construct our final model, in which we add partially-ordered liquid 
layers further away from the crystal, see Figure 3.  
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Figure 2. Structure factor amplitude along the (00), (10) and (20) rods. Measured 
structure factors are indicated by symbols. The solid curve represents the best fit for 
formamide, the dashed curve is for water, the dotted curve is for a bulk terminated 
crystal and the dash-dotted curve represents the octupole model. 
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For the crystal part we started with a bulk truncated {111} NaCl surface 
with a Na+ layer on top. Above it we placed one Cl- layer and two 
oxygen layers (O1 and O2). The various degrees of ordering in the liquid 
layers are modelled using anisotropic Debye-Waller and occupancy 
parameters. We find no lateral ordering in the layers O1 and O2, so the 
lateral Debye-Waller parameter for these layers is fixed at BB// = 1000 Å . 
The top three layers can relax in the direction perpendicular to the 
surface. In first instance, we tested the model allowing also in-plane 
relaxations of the Cl  layer. As the best fits were for a fcc site, we fixed 
the in-plane coordinates in the final calculations. Similarly, we found no 
relaxation in the top Na  layer and fixed its position to the bulk value. 
The Debye-Waller, z-position and occupancy parameters of the top Na  
ion and the Cl  and liquid layers were optimised during the fitting 
procedure.  
2
-
+
+
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Figure 3. Schematic side view of the {111} NaCl face used for data modelling for the 
humid and formamide environments.  
 
For each different environment condition all rods were fitted 
simultaneously. We used the same model for the humid and formamide 
environments, which makes comparison simpler. Using this model, we 
obtained not perfect, but physically satisfactory fits of the experimental 
data for the humid and the formamide conditions with χ2 values of 3 and 
5 respectively.  
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Table 1. Best fit parameters for the formamide and water environments. Values with * 
were fixed during fitting. The z positions are given with respect to an unrelaxed Cl- top 
layer. 
 
Atom Parameter Formamide Water 
O-2 z [Å] 7.5(4) 4(2) 
 B// [Å2] 1000* 1000* 
 B⊥ [Å2] 1100(200) 1100(200) 
 Occupancy  1.5(4) 2.0(7) 
O-1 z [Å] 3.4(2) 2.0(5) 
 B// [Å2] 1000* 1000* 
 B⊥ [Å2] 141(80) 164(80) 
 Occupancy  1.3(3) 1.0(5) 
Cl z [Å] -0.04(3) -0.04 (3) 
 B// [Å2] 71(10) 86(10) 
 B⊥ [Å2] 7(4) 7(9) 
 Occupancy  0.4 – 0.7 0.4 – 0.7 
Na B [Å2] 0.4* 0.4* 
 Occupancy  0.7 – 1.0 0.7 – 1.0 
 χ2 3.0 5.0 
 
The best fitting parameters are listed in Table 1 and the fits are shown in 
Figure 2. When can improve our fits slightly by adding more 
components to the model, e.g. allowing Cl to occupy both fcc and hcp 
positions, but given the limited size of our data set we restrict our model 
to the most important features. Models with Cl- termination do not yield 
a satisfactory fit, showing that the {111} NaCl surface is Na+ terminated 
for our experimental conditions.  
4.3.3. Electron density distribution 
A convenient way to visualise the liquid order adjacent to the 
crystal surface is to use a projection of the electron density on the z-axis 
in which the effective density depends on the in-plane Debye-Waller 
parameter BB|| [25]. The electron density distribution ρ(z) is calculated by 
summing all the individual contributions of atoms using: 
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where Zi is the atomic number, ni the occupancy, Q||,i the parallel 
momentum transfer, BB||,i the in-plane Debye-Waller factor and zi the 
position of atom i. The mean vibration amplitude perpendicular to the 
plane is given by 2
,iu⊥  and is related to the out of plane Debye-Waller 
factor by 2 ,2, 8 ii uB ⊥⊥ = π . The first exponential term in equation (1) 
depends on the parallel momentum transfer and shows to which extent 
the different rods are sensitive to the liquid structure [25]. This factor is 
equal to 1 for the specular rod (where the Q|| = 0) and decreases for the 
other rods. For the specular rod all layers contribute, but for high in-
plane momentum transfer only layers with sufficient lateral order are 
visible. The calculated electron density distributions across the interface 
for both the water and formamide case are shown in Figure 4. The peak 
labelled Na  is the topmost crystal layer; its occupancy is found to lie 
between 0.7 and 1.0.  
+
 
Figure 4. Electron density distribution across the interface for the (a) formamide (solid 
line) and (b) humid circumstances (dotted line). The electron density distribution is 
shown for two parallel momentum transfers: (00) (two highest peaks) and (10) (two 
small peaks). 
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On the liquid side we find one well-defined Cl- layer on a fcc position 
for both the humid and the formamide atmosphere conditions. The in-
plane Debye-Waller parameters show that this layer and the layers above 
are liquid-like; their contribution to the (10) rod is small. 
The occupancy of the Cl- layer lies between 0.4-0.7 for both the 
formamide and the humid conditions. All this suggests a strong 
interaction of these chloride ions from the liquid side with the atoms of 
the topmost Na+ crystal layer. The next liquid layers (modelled by 
oxygen atoms O1 and O2 in Figure 4) show only out-of-plane ordering. 
Subsequent layers have no order and correspond to the disordered bulk 
liquid.  
4.4. Discussion 
4.4.1. Surface structure 
Our SXRD observations confirm the conclusion already drawn 
from the AFM measurements [5], that the NaCl {111} surface is smooth 
at an atomic level and is not reconstructed. This supports the conclusion 
drawn by Brunsteiner and Price from their molecular dynamics 
simulation of {111} potash alum in contact with a saturated aqueous 
solution that an electrostatically polar surface of an ionic crystal does not 
need to be reconstructed to be stable [26].  
As we previously mentioned, {111} NaCl is a charged (polar) 
surface, where the topmost layer consists of either Na+ or Cl- ions. Our 
SXRD results show that the {111}NaCl surface in the presence of 
formamide and water is Na+ terminated and not reconstructed. Given 
these observations, a simple way to obtain charge neutrality is explained 
in Figure 5. Consider a very thin NaCl crystal with a top and bottom 
{111} surface. This can be made charge neutral by having the same 
number of Na+ and Cl- layers, but then the top and bottom surface have a 
different termination, see Figure 5a. On thick crystals one observes only 
one type of termination, so this situation is unlikely. One can generate 
the same termination on both sides by removing one layer, but then the 
system is no longer neutral and will have a high electrostatic energy, see 
Figure. 5b. By moving half a surface layer to the opposite side, finally, 
one can obtain a system that is both charge neutral and has the same 
structure on both sides, see Figure 5c. Other neutral surfaces are 
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possible, because if one removes (on both sides) the same amount of 
ions from the first and second layer of figure 5c, charge neutrality is 
maintained [27]. The specific case of a top layer with 0.25 ML and a 
second layer with 0.75 ML corresponds to the octupole reconstruction 
model proposed by Lacmann [28]. From our data we know that the 
surface is, however, not reconstructed. Figure 2 shows a calculation for 
this octupole model: the difference with the data is especially large for 
the (20) rod.  
Our SXRD results show one well defined but weakly ordered Cl- 
layer for both the humid and the formamide atmosphere conditions. The 
occupancy of this disordered and liquid-like layer (0.4 - 0.7) agrees with 
the 0.5 ML described in Figure 5c. Our data show that the charge-
compensating Cl- layer is not part of the crystal, but is part of the liquid. 
What we observe is in fact the diffuse half of the electrical double layer 
adjacent to the bulk truncated {111} Na+ terminated surface! This 
situation is sketched in Figure 5d. Unfortunately, we cannot determine 
the occupancy parameter very precisely. An occupancy larger than 0.5 
can be explained by the fact that the first liquid layer also contains 
formamide or water molecules. Since the first layer is located exactly at 
an extrapolated Cl- position, Cl- indeed has to be a main component in 
this layer. The uncertainty in the occupancy of the topmost Na+ layer is 
also quite large (0.7-1.0). It is possible that the layer is fully occupied, as 
our earlier AFM observations suggest, but some vacancies could be 
present. A value of 0.75 corresponds to the value for the octupole model. 
This would imply a Cl- occupancy of 0.25, which is within our fitted 
range when taking into account that in that case ~0.75 ML of 
water/formamide (with roughly half the charge density) needs to be 
added to the layer. 
We find that the electrical double layer is very thin, only 5 Å for 
both conditions. This agrees with estimates using Grahame's equation 
[29, 30] for the present case. The analytical approach of calculating the 
properties of the electrical double layer on top of a NaCl {111} surface 
is described in reference [14]. The calculations further show that about 
80% of the charge compensating Cl- ions are confined to the first liquid 
layer. 
The model indicates that for both pure water and for formamide 
solutions, the main mechanism for stabilization is the compensation of 
the net charge of 0.5 e+ per surface atom by the opposite charge of 0.5 
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ML of Cl- in the first layer of the solution. This model can be extended 
to the case of Cd2+ impurities, which also leads to a crystal morphology 
with {111} faces [31]. Because of the double charge of the Cd2+ ions, 
one expects for that case 0.25 ML Cd2+ on top of a full Cl- layer, see 
Figure 5e. This fully agrees with the results we obtained recently on that 
system [14].  
4.4.2. Stabilization of the {111} face 
We have found that in both aqueous and formamide solutions, 
the solid-liquid structures are nearly the same and that in both cases, half 
a monolayer of Cl- ions stabilizes the polar {111} surface. This means, 
however, that we have not yet explained the dramatic change in crystal 
morphology from {100} to {111} which occurs when formamide is 
added to a pure aqueous NaCl solution. The original explanation that the 
{111} face is not stable in water, is found to be incorrect. So, there must 
be a (somewhat more subtle) difference in stability of both forms, such 
that the balance with respect to the {100} face changes when formamide 
is added. This must be related to the difference in the interaction of 
formamide and water with the interface. 
Commonly, formamide and water are regarded as similar 
solvents, characterized by a large dielectric constant (ε = 109.5 for 
formamide and 78.36 for water), a large dipole moment (μ = 3.37 D for 
formamide and 1.84 D for water) and the formation of a three-
dimensional hydrogen-bonded network. Molecular dynamics simulations 
of Na+ and Cl- ion solvation in aqueous mixtures of formamide [32] as 
well as NMR measurements [33] show that the formamide molecules 
interact more strongly with the Cl- and Na+ ions than the water 
molecules in forming a solvation shell. This suggests that the role of the 
formamide molecules in the stronger stabilization of the {111} NaCl 
surface compared to water could be the interaction with the first liquid 
Cl- layer. This stabilising interaction is stronger for formamide than for 
water, and thus results in the appearance and stability of octahedral 
{111} NaCl crystals. This agrees with Figure 4, where the first liquid 
layer is more intense and better ordered for the formamide case. Another 
possible factor, which unfortunately can not be verified by SXRD, is a 
difference in step structure and step energy for the two cases. 
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Figure 5. Charge distribution versus stability of the polar NaCl{111} surface. (a) The 
crystal is charged neutral, but its top and bottom surfaces have different terminations. 
(b) The terminations of the opposite surfaces are the same, but the crystal is charged 
and has a very high electrostatic energy (c) By placing a charge compensating 0.5 ML 
Cl- layer on top of the complete Na+ layer for both sides, the crystal is both charged 
neutral and has the same termination on both sides. (d) Same as (c) but now the charge 
compensating layer is part of the liquid. (e) For the CdCl2 impurity one has 0.25 ML 
Cd2+ on top of a complete layer of Cl-. Also in this case the crystal is also charged 
neutral and has the same termination on both sides. 
 
Chapter 4                                                                                                 51                       
This may also contribute to the observed difference in surface stability. 
More insight into the stabilization mechanism could come from 
Molecular dynamics simulations of the interface, but these are 
challenging and reliable potentials are difficult to obtain [34]. 
 Given the structural similarity between urea and formamide, it is 
likely that the explanation for the {111} morphology in the presence of 
urea is similar. We thus propose that also in the case of the classic 
observation of Rome de l’Isle [4], the {111} surface is flat and 
unreconstructed. Its presence in the morphology arises from the 
increased stability of the {111} interface thanks to the interactions of the 
urea with the first Cl- layer in the liquid. Similar to formamide, we do 
not expect that the urea is strongly bonded to the surface. 
 We find that for the cases of pure water solutions, and for 
formamide or Cd2+ additives, the main stabilisation mechanism is the 
formation of a charge-compensating layer in the liquid, i.e., the 
formation of an electrochemical double layer. For charged surfaces in 
solution, this may be a common mechanism, because typically there are 
several ionic species present in the solution. For surfaces in vacuum, 
nature does not have this route available to minimize the surface energy. 
For {111} surfaces of crystals with the rock salt structure in vacuum, 
indeed reconstructions have been found [9-13]. Yet another means to 
obtain charge neutrality was reported for triangular (111) bulk 
terminated NaCl islands grown in vacuum by adsorption of Na or Cl on 
Al(111) and Al(100). In that case the charge of the topmost layers differs 
from the bulk, and the islands were found to consist of two +1/2 charged 
Na layers with a Cl- layer in between [35]. 
 The large changes in morphology for NaCl as a function of 
impurities are not apparent from the interface structure, but this is 
certainly not always the case. For example, for the {101} surfaces of 
potassium di-hydrogen phosphate (KDP), the changes in growth velocity 
as a function of pH correspond with large changes in the interface 
structure, as is explained in chapter 2 [36].  
4.5 . Conclusion 
By using surface X-ray diffraction, we have found that the main 
stabilizing mechanism for the polar {111} faces of NaCl in solution is 
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the formation of a charge-compensating ion layer in the first liquid 
monolayer of the solution on top of an unreconstructed crystal surface. 
This also holds for pure aqueous solutions, and therefore the change in 
crystal morphology from {100} to {111} upon addition of impurities 
(formamide or Cd2+) arises from interactions in the liquid that are not 
directly visible in the interface structure. To achieve stabilisation, nature 
thus chooses the formation of an electrochemical double layer. In 
vacuum this route is not available, and under these conditions a surface 
reconstruction or charge transfer is the only way to obtain a stable {111} 
surface on crystals with a rock salt structure. 
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Chapter 5 
Surface alloys, overlayer and incommensurate 
structures of Bi on Cu(111). 
D. Kaminski, P. Poodt, E. Aret, N. Radenovic and E.Vlieg 
 
 
Abstract 
 
Using surface X-ray diffraction, we have determined the 
structure of three different sub-monolayer phases of Bi on Cu(111). In 
contrast to an early report, we find that at a coverage of 1/3 monolayer 
a substitutional surface alloy is formed with a (√3×√3)R30° unit cell. 
For increasing coverage, de-alloying occurs, leading to an overlayer 
structure at a coverage of 0.5 monolayer in which the Bi atoms form 
zigzag chains. The surface contains three domains of this  phase. 
Finally, at a slightly higher coverage of 0.53 monolayer, the  unit 
cell is compressed in one direction, leading to a uniaxial-
incommensurate phase with three rotational domains. 
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 The structure determination includes relaxations in the topmost 
layers and therefore allows a detailed comparison of the most important 
bond distances. This shows that an increased charge density of the 
Cu(111) surface is the main driving force for the different phases. 
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5.1. Introduction 
The field of metal-on-metal thin films has proved to be 
interesting and important for both basic and applied science. Many 
properties arise due to the low-dimensional character of thin films that 
have no analogue in the bulk. The formation of surface alloys of 
materials that are normally immiscible is an example that allows the 
tailoring of surface properties in a novel way. Such surface alloys can be 
applied in catalysis [1] or in thin film growth where the immiscible 
species can act as a surfactant [2], [3]. The subject of surface alloys has 
extensively been reviewed recently [4]. 
The best-studied model system of a surface alloy of bulk-
immiscible materials is Pb on Cu substrates, where observations have 
been made on (111), (100) and (110) surfaces [5]. In all cases a random 
surface alloy is formed at low coverages. On the (111) and (110) 
surfaces, de-alloying occurs for increasing coverages, i.e., the Pb forms 
an overlayer at such coverages [6]. On the (100) surface an ordered 
surface alloy is formed at a coverage of 0.375 monolayer (ML), but also 
there de-alloying occurs for higher coverages [7]. A similar sequence is 
found for Bi on Cu(100), where, as a function of coverage, a disordered 
surface alloy and a c(2x2) ordered surface alloy are formed, followed by 
de-alloying[8; 9]. While this sequence is thus quite common, it does of 
course not always occur. In the case of Sb on Ag(111) and Cu(111), a 
disordered surface alloy is transformed into a (√3x√3)R30° 
reconstruction at a coverage of 1/3 ML [10], [11]. De-alloying does not 
occur in this case.  
In order to gain more insight into the behaviour of surface alloys, 
we have studied the Bi-Cu(111) system. Because surfaces are generally 
under tensile stress [12], the incorporation of larger atoms is a 
mechanism to gain surface energy [13]. Bi on Cu thus seems a good 
candidate for a surface alloy. While Delamare and Rhead state in their 
pioneering work of 1973 on this system that mixed layers would be 
improbable [14], we find in fact that at low coverage a genuine surface 
alloy is formed on the (111) surface, similar to the (100) surface. We 
will refer to the paper of Delamare and Rhead [15] as DR from now on. 
Starting as a random surface alloy for low Bi coverages, at a coverage of 
1/3 ML a well-ordered (√3x√3)R30° reconstruction is formed (called √3 
from now on). For increasing Bi coverages, de-alloying occurs and a 
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reconstruction is formed with a coverage of 0.5 ML and a unit cell given 
by  in matrix notation. For convenience, we will write this matrix 
as [2012] in the following. Finally, at slightly higher coverage (0.53 
ML), an overlayer is formed that is incommensurate in one direction and 
commensurate in the other (uniaxial-incommensurate). In this paper we 
present detailed structure determinations of those three phases using 
surface X-ray diffraction, and discuss the driving forces for their 
formation. 
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5.2. Experimental section  
 X-ray diffraction is a suitable technique for surface structure 
determination [16], [17]. As a consequence of the 2-dimensional 
character of the surface, the scattering is diffuse in the direction 
perpendicular to the surface. These diffraction rods can either originate 
from the surface super cell in case of a reconstructed surface (fractional-
order rods) or can contain contributions from both bulk and surface in 
so-called crystal truncation rods (integer-order rods). From the intensity 
distribution along a rod, the surface structure can be derived.   
The measurements were performed at the DUBBLE beamline at 
the European Synchrotron Radiation Facility (ESRF), Grenoble [18]. For 
all experiments X-rays with an energy of 16 keV (λ = 0.78Å) were used. 
Data from two different experimental runs proved that the results are 
very reproducible. The set-up consists of an ultra high vacuum (UHV) 
chamber (pressure ~3x10-9mbar) coupled to a (2+3)-diffractometer 
operating in a vertical geometry[19; 20]. The crystal was mounted in the 
UHV chamber with the surface normal in the horizontal plane. Bi was 
deposited from a Knudsen effusion cell at a rate of about 7x10-4 ML per 
second. The deposition rate was initially estimated from the shape of the 
X-ray intensity during deposition, and was precisely known once we 
established the coverage of the ordered phases. In order to prepare well-
ordered surface phases the substrate temperature was about 315oC 
during deposition, but the data acquisition was carried out at room 
temperature. Most data were collected with a fixed incoming angle of 1o, 
but in order to increase the measured range of the rods (limited by the Be 
window of the UHV chamber) we also did measurements with a 15o 
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incoming angle. After applying the necessary correction factors [21], we 
found the data  sets collected for 1o and 15o to give consistent results 
within the error level of 6%.  Note that the correction procedure puts all 
rods on the same relative scale, except for the specular rod. The atomic 
positions in the surface unit cell are fitted to the experimentally 
determined structure factors using a χ2 minimization method in the ROD 
surface crystallography software [22].  
The cylindrical Cu(111) crystal had a diameter of  8 mm and was 
polished within ~0.3o of the crystallographic (111) plane [23]. In order 
to remove the surface damage from the polishing treatment, the sample 
was annealed to a temperature sufficient for significant sublimation to 
occur (above 950oC for 1h). For cleaning, many cycles of sputtering 
(600 eV Ar+ for 15 min at room temperature) and annealing (7000C for 
15 min) were done. Unfortunately the Cu(111) crystal was found to 
consist of several grains, which made extended azimuthal scans 
necessary to obtain accurate structure factors.  
We use a (111) surface unit cell to describe our results. The 
lattice vectors ai are expressed in terms of the conventional cubic lattice 
vectors by 
,2
1
2
1 ]111[,]101[,]110[ cubic3cubic2cubic1 ===
−−
aaa  
with 
aa 321 3||,2||| 2
1 === aaa| , 
and where a is the lattice constant of Cu (3.61Å).  The corresponding 
reciprocal lattice vectors bj are defined by ai·bj = 2πδij. The momentum 
transfer vector is then given by Q=hb1+kb2+lb3 with (hkl) the diffraction 
indices. With our (conventional) choice of the surface unit cell the index 
l is along the direction perpendicular to the surface. Crystal truncation 
rods have integer (hk) indices, the extra rods from the surface 
reconstructions have fractional (hk) indices.  
5.3. Results 
By choosing a sensitive reflection, the growth of the Bi layer can 
be followed precisely during deposition [24]. A typical deposition curve 
is shown in figure 1a, where the intensity of the (0 0 1.9) reflection is 
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plotted as a function of time. Overall, we find good agreement with the 
results and the phase diagram proposed by DR. The solid vertical lines 
in figure 1 labeled ⅓ and ½ ML correspond to the ideal coverages for the 
√3 and the [2012] phases. The break in between these points (near 0.43 
ML) marks the end of the coexistence regime of the two phases, as will 
be discussed in more detail later. Finally at a coverage of 0.53 ML the 
entire surface is covered by an incommensurate structure.  
The √3 phase is called structure I by DR, the [2012] phase 
structure II. Note that due to a non-conventional choice for the surface 
unit cell, the [2012] phase is written as [202
_
1] by DR. From the X-ray 
diffraction, we determined that at a coverage of 0.53ML an 
incommensurate phase occurs. DR also reported a third phase (“structure 
III”), but claimed this to be a  (√7x√7)19o phase. This will be discussed 
in more detail below. 
Additional deposition curves using different temperatures and 
observing different reflections all agreed with the phase diagram in 
figure 1. Reflection high-energy electron diffraction (RHEED) was 
performed as well and again confirmed the phase behavior. The 
deposition profile of the (0 0 1.9) reflection shows that above 0.53ML 
the intensity stays constant. This indicates that the surface structure does 
not change any more and that the extras Bi atoms form 3D islands on the 
surface. 
5.3.1. The (√3x√3)R30o phase 
This phase was prepared by deposition of ⅓ ML Bi with the 
substrate at 315oC. After that the crystal was cooled down to room 
temperature. In this way a well-ordered √3 phase is formed, with a 
coherence length of L = 2 / Δqfwhm ≈ 900 Å as estimated from the peak 
width of the fractional-order peaks[25]. For the √3 phase, the (10), (11) 
and (00) rods as well as the (1/3, 4/3) and (2/3, 5/3) fractional rods were 
measured, see figures 2 and 3. The negative values of l were obtained by 
inverting the structure factors through the origin of reciprocal space 
(Friedel’s rule). In addition, a full in-plane data set was obtained at l = 
0.3. Since the scattering cross sections of  Cu (Z=29) and Bi (Z=83) are 
quite different, the fractional-order reflections are easily observable. The 
data on the √3 phase were measured after those of  the [2012] phase. 
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Figure 1. (a) The (0 0 1.9) reflection during Bi deposition at a Cu(111) substrate 
temperature of  315oC, (b) miniatures of the four different surface structures and (c) a  
room temperature phase diagram showing the coverage over which the various surface 
phases occur. 
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Figure 2. Structure factor amplitudes |Fhkl| along the (11) rod measured on Cu(111) 
(√3x√3)R30o-Bi. The measured structure factors are indicated by filled circles. 
Calculations are shown for four models: with normal (fcc) or faulted (hcp) stacking, 
and with Bi at substitutional or overlayer sites. 
 
 
 
Figure 3. Structure factor amplitudes |Fhkl| along the (2/3 ,1/3), (10), (00) and (1, 1/3) rods 
measured on Cu(111)- (√3x√3)R30o-Bi. Measured structure factors are indicated by 
filled circles. The solid curves represent calculations for our best-fit model. 
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Figure 4. Schematic of our structural model for the Cu(111)-(√3x√3)R30o-Bi 
reconstruction, with the unit cell indicated in (a). Non-equivalent surface atoms are 
labeled by different numbers. Arrows indicate the allowed relaxation directions in our 
fitting procedure. The nearest-neighbor distances derived from our best-fit model are 
listed in Table 1.  
 
The systematic error between equivalent reflections for this 
sample and geometry was therefore known to be ~6% and only a limited 
amount of equivalent reflections were measured on the √3 phase. The 
total data set consisted of 168 reflections, with 146 non-equivalent ones. 
Establishing the correct structure model is straightforward for the √3   
reconstruction, because this type has been found in other systems as 
well, like Pb-Cu(111) [26], Pb-Ni(111) [27; 28] and Sb-Ag(111) [11]. 
From the deposition curves, the coverage is estimated to be around 
0.3ML, corresponding to the expected value of 1 Bi atom per √3 cell. 
Four simple models are then possible: Bi at a substitutional or an 
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overlayer site and for each a normal fcc or a faulted hcp stacking. As 
shown in figure 2, calculations based on these models immediately rule 
out the overlayer and stacking fault models, leaving the substitutional 
surface alloy as only possibility. 
In order to get a proper fit, relaxation of the surface atoms has to 
be taken into account. Fig. 4 shows the structural model together with 
the symmetry-allowed relaxations. Especially an out-of-plane relaxation 
for Bi significantly improved our model; this is as expected because the 
Bi atomic radius is larger than that of Cu. Other relaxations were small 
and only relaxation in the two topmost layers were required. For 
example the relaxation in second layer ΔzCu2 = 0.01±0.01Å is already at 
the detection limit. Additional fitting parameters are enhanced Debye-
Waller (B) parameters for the topmost layer, where the Bi atoms have 
anisotropic thermal vibration amplitudes.  
 
Table 1. Structure parameters for the best-fit model of Cu(111)-(√3x√3)R30o-Bi. 
Deeper layers are fixed at bulk positions. The B parameter for the bulk atoms is fixed at 
0.51. The displacements are with respect to a bulk-terminated substrate. 
 
Fit parameter  Value 
ΔzBi (Å) 1.02(2) 
ΔzCu1 (Å) 0.03(1) 
ΔzCu2 (Å) 0.01(1) 
δ (Å) 0.008(6) 
B
 
 
 
 
 
 
BCu1 (Å ) 2 1.4(1) 
B  B||, Bi (Å ) 2 2.7(1) 
B  B⊥, Bi (Å ) 2 0.8(1) 
χ2 2.01 
Inter-atomic distances (Å) 
Bi-Cu1  2.76 
Bi-Cu2 3.48 
Cu1-Cu2 2.58 
 
 
 
 
 
 
 
By testing models with different sets of fitting parameters, we 
found that we could obtain optimum results using these parameters, 
together with a global scale factor and a separate scale factor for the 
specular rod. Our best-fit model has a reduced χ2 of 2.01, the 
corresponding fit parameters are listed in table 1 and the fits are shown 
in fig. 3.  
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When preparing the √3 phase, we deposited slightly more than ⅓ 
ML Bi. The surface therefore contains a small fraction with the [2012] 
phase, which leads to a slightly worse fit. The height difference between 
the bismuth and copper atoms in the surface layer is found to be 0.99 Å. 
This means that Bi atoms stick significantly out of the last Cu layer.  
5.3.2. The [2012] phase  
 The [2012] phase was prepared by depositing 0.5 ML Bi at 
315oC. At this temperature the [2012] structure is in fact molten [29], the 
reconstruction is formed by cooling below 240oC. The first data were 
collected at 50oC with the sample still cooling down, but most of the 
data were obtained at 25oC. The measured reflections of the surface 
reconstruction are all ¼ order, suggesting a 4x4 unit cell. There are, 
however, many systematic absences and the correct surface unit cell is 
given by the matrix [2012] as already determined by DR [15]. The in-
plane lattice vectors have lengths of 5.11 Å and 4.42 Å, with a 90° 
angle. The P3 symmetry of the substrate leads to three equivalent [2012] 
domains, which yields the (incomplete) ¼ order reciprocal space. We 
measured data for all three domains. By an appropriate coordinate 
transformation, the data of domains 2 and 3 were mapped on that of 
domain 1. We further found a single domain to have Pm symmetry. 
Using these symmetries, the total of 312 measured reflections were 
reduced to 196 non-equivalent ones, consisting of the (00), (10), (11) 
and (20) integer-order rods, the (0.5,0.25) and (0.5,0.75) fractional-order 
rods, and an in-plane data set. The average agreement factor was 6%. 
Part of the data is shown in fig. 5. From the width of fractional peaks, a 
correlation length of 850 Å was calculated. From the deposition curve a 
Bi coverage of 0.5 ML is estimated, corresponding to two Bi atoms per 
unit cell. This again agrees with DR. DR did not perform a quantitative 
structure analysis, but proposed a simple overlayer model with one Bi 
atom at the origin and the other at the center of the surface unit cell. The 
Patterson map calculated from the in-plane fractional-order data shows 
that this is indeed a nearly correct model, see fig. 6.  
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Figure 5.  Structure factor amplitudes along the (00), (11) and (0.5 0.75) rods for the 
[2012] reconstruction of Bi on Cu(111). Circles indicate data, the solid curves represent 
the best-fit model.  
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However, the ellipsoidal shape of the central contour indicates some 
lateral relaxations. From the fit we find that the Bi atoms relax laterally 
such that they occupy positions closer to three-fold hollow sites. The 
nearly constant amplitude along the fractional-order rods (see fig. 5) 
shows that the reconstruction is mainly confined to a single layer. We 
indeed find, by trying various models and different degrees of freedom, 
that the parameters describing the Bi atoms are the most important.  
 
 
  
Figure 6. Surface projected Patterson map generated from the in-plane fractional order 
reflections shows only two peaks corresponding to two Bi atoms per unit cell. The 
ellipsoidal contour in the middle indicates that the central Bi atom is not precisely in 
the middle of the unit cell. 
 
The fitting parameters used are thus: lateral relaxations along the y-
direction (in agreement with the Pm symmetry), perpendicular relaxation 
and anisotropic B parameters (see fig. 7). The two Bi atoms are not on 
symmetry-related sites, thus their parameters need not be the same. From 
the fit to the data, we nevertheless found the parameter values of the two 
atoms to be so similar that using the same value for both yields a fit with 
essentially the same quality. Rather then using a centred unit cell for the 
starting position of the Bi atoms, we use the two hollow sites shown in 
fig. 7 as a start. We then find that the Bi atoms symmetrically move 
away in order to increase their mutual distance from 2.95 to 3.20Å. 
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Perpendicular relaxation of the topmost Cu layer was smaller then the 
resolution of our data for all three non-equivalent Cu atoms, as expected 
from the fractional-order rods.  
 
 
 
Figure 7. Schematic of the model for the [2012] reconstruction, with the unit cell 
indicated. Arrows indicate the allowed relaxation directions in our fitting procedure,  
their values are given in Table 2. 
 
 
68 
Table 2. Structure parameters for the best-fit model of the Cu(111) [2012]-Bi surface 
reconstruction and the atom distances near the surface. Deeper layers are fixed at bulk 
positions. B parameters for the Cu atoms are fixed at the bulk value of 0.51. The 
relaxations of the Bi atoms are with respect to bulk-extrapolated, hollow sites. 
 
Fit parameter  Values  
ΔzBi1, Bi2 (Å) 0.35(1) 
ΔzCu1, 2, 3 (Å) -0.01(3) 
Δy (Å) 0.13(1) 
BB||, Bi1, Bi2 (Å ) 2 3.8(2) 
BB⊥, Bi1, Bi2 (Å ) 2 1.4(3) 
χ2 1.89 
Inter-atomic distances (Å) 
Bi1-Bi2 3.57 
Bi1-Bi2 3.20 
Bi1-Cu1 2.75 
Bi1-Cu2 3.76 
Bi1-Cu3 2.93 
Bi2-Cu1 3.76 
Bi2-Cu2 2.75 
Bi2-Cu3 2.93 
 
If the occupancy of the Bi atoms is added as fitting parameter, we obtain 
a slightly improved fit (χ2  = 1.74) with an optimum value for the 
occupancy of 0.92, but all the other fitting parameters are the same 
within the error bars. Some of the Bi positions may thus be empty or 
occupied by Cu atoms.  
5.3.3. Uniaxial incommensurate surface phase  
 The incommensurate phase was prepared by depositing 
approximately 1 ML Bi with the substrate at 280°C. This is above the 
ideal coverage, but the excess is used to compensate for the desorption 
that takes place at the preparation temperature. At 280°C the Bi layer is 
molten, but the structure is formed by cooling below 240°C. All data 
were collected at 25°C.  
 The deposition curve in fig. 1 (and similar curves measured 
under various other conditions) indicate the existence of a surface phase 
with a coverage near 0.53 ML (as derived with respect to the ideal 
coverage of the [2012] phase). DR proposed that this was a 
(√7×√7)R19.1° phase, but this turns out not to be the case for our 
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preparation conditions. First of all, such a unit cell would give ideal 
coverages in multiples of 1/7, but the closest match of 4/7 = 0.57 ML 
still disagrees with the observed 0.53 ML. The size of the surface unit 
cell can more precisely be determined from the diffraction indices 
corresponding to the reconstructed unit cell. We determined the 
diffraction indices of one of the reflections to be (0.527, 0.235) (with an 
error of ±0.001). This does not correspond to any (√7×√7)R19.1° 
reflection, only the (4/7,1/7) = (0.571, 0.286) is relatively close and 
probably explains the erroneous assignment of DR. 
By measuring several surface reflections, we determined that the 
surface phase consists of three domains, each of which is commensurate 
in one and incommensurate in the other direction, see fig. 8. For this 
uniaxial-incommensurate phase a primitive unit cell can be defined, but 
we will use here a more convenient (and conventional) centred 
rectangular cell. The lattice parameters of this cell can be calculated 
from the observed surface reflections to be a1,ic = 4.848 Å and a2,ic = 
4.431 Å. Comparing this to the lattice parameters of the [2012] unit cell 
of 5.112 Å and 4.427 Å respectively, we find that the lattice is 
commensurate with the substrate along the a2,ic direction (same lattice 
parameter within the error bar of the measurement), but that along the 
a1,ic direction the new unit cell is 5.2% smaller and is incommensurate. 
With two atoms per incommensurate unit cell (because it is a centred 
lattice), the ideal coverage of the incommensurate phase is given by the 
ratio of the a1 lattice parameters, leading to an ideal coverage of 
0.5x(5.112/4.848) = 0.527 ML, in perfect agreement with the 0.53 ML 
estimated from the deposition curves. 
We measured in-plane and rod data for all three domains, with a 
total of 101 reflections. Figure 9 shows a part of our data set: the (00), 
(11) integer rods and the (0.527 0.235) incommensurate rod. The 
average agreement factor between equivalent reflections was 6%. A 
fully incommensurate phase would not contribute to the substrate rods 
except for the specular rod. In our case, however, one direction is 
commensurate and the Fourier components along that direction 
contribute to the corresponding substrate rods. With respect to the 
substrate unit cell, the Bi atoms occupy all possible positions in the 
incommensurate direction, and can thus be viewed as a continuous row 
of charge distribution. For non-specular reflections, at maximum one of 
the three equivalent domains will contribute to a substrate rod. 
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Figure 8.  (a) The three domains of the uniaxially-incommensurate structure as caused 
by the P3 symmetry of the substrate. The commensurate directions are indicate by 
black arrows. The Cu surface unit cell is shown on top. (b) Side view along the 
commensurate direction. The Bi atoms are positioned in the middle of the two 
underlying Cu rows. The two fitted displacement parameters are indicated as well; Δy 
is measured with respect to a threefold hollow site. 
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Figure 9.  Structure-factors amplitudes along the (00), (11) and (0.527, 0.235) rods for 
the incommensurate structure of Bi on Cu(111). Circles indicate measured structure 
factors, the solid curves represent the best-fit model.  
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This is sufficient to determine the registry of the incommensurate unit 
cell with respect to the substrate (i.e., the height and the lateral position 
in the commensurate direction) and the Debye-Waller (B) parameter of 
the Bi atoms. There are no other structural parameters, because the Bi 
overlayer contains only one unique atom per centred asymmetric unit. In 
order to perform the actual fit, we simply used the [2012] surface unit 
cell, but now with the second Bi atom exactly centred with respect to the 
first one. Since the ideal coverage for the incommensurate phase is 0.527 
ML, the occupancy of each atom is expected to be 0.527/0.5 = 1.054. 
The continuous row of charge distribution along the incommensurate 
direction is approximated by generating a row of five, equally-spaced Bi 
atoms in this direction. With this trick only the commensurate direction 
contributes to the rods measured here. Using this model, we obtained 
excellent fits, see fig. 9. The best fit parameters are listed in table 3. 
As in the case of the [2012] structure, roughness was found to be 
negligible. The measured height of the Bi atoms above the top most Cu 
layer is the same as in case of the [2012] structure. However, the registry 
of Bi in the y-direction is different, because the incommensurate surface 
unit cell is centred. We can estimate the y-position based on symmetry. 
The two atoms should have the same position with respect to the 
underlying Cu rows, thus Δy with respect to the hollow site (see fig.7) 
should be the same. This leads to y-positions in fractional coordinates of 
1+ Δy and ⅔ - Δy for atom 1 and 2 respectively. At the same time, the 
unit cell is centred, meaning that the difference in y should be 0.5. This 
yields Δy = 1/12 or 0.37 Å. 
 
Table 3. Structure parameters for the best-fit model of Cu(111) –incommensurate  
surface reconstruction. All Cu layers are fixed at bulk positions. B parameter for bulk 
Cu atoms are fixed at 0.5. 
Fit parameter  Value Value 
ΔzBi (Å) 0.36(2) 0.36(2) 
Δy (Å) 0.39(3) 0.40(3) 
B
 
BBi (Å ) 2 2.0(4) 1.7(5) 
occupancy ≡1.056 0.89(5) 
χ2 4.1 3.4 
Inter-atomic distances (Å) 
Bi-Bi  3.28 3.28 
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Figure 10.  The [2012] and incommensurate structures together. The smaller, dashed  
frame in the center indicates the incommensurate unit cell, the larger one the [2012] 
cell. The small circles are the substrate Cu atoms, the large on the Bi atoms, which are 
drawn solid and dashed for the commensurate and incommensurate phase, respectively.  
 
 
 This displacement puts the Bi atoms in the centre of the Cu rows, a 
position one would expect from symmetry. 
The fitted value Δy = 0.39(3) Å is indeed within error the 
expected value. The smooth profile of the (0.527, 0.235) 
incommensurate rod (fig. 9) excellently fits to the simple surface model 
with a single layer of Bi without bulk contribution. For the best fit χ2 = 
4.1. From the figures, the fit quality appears to be the same as for the 
other structures; the higher χ2 is probably due to an underestimation of 
the errors in the data.  Similarly to the situation for the [2012] structure, 
if the occupancy of the Bi atoms is added as a fitting parameter, the fit is 
slightly improved (χ2 = 3.4) with an optimum occupancy value of 
0.89(5), but all the others fitting parameters are the same within the error 
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bars, see table 3. The reason for this apparent lower occupancy is not 
clear, in particular since the surface has an excess of Bi in 3D islands.  
5.3.4. Low coverage phase 
 At very low coverage there is a fourth phase for which we 
obtained only limited data. From deposition curves (e.g. fig. 1), we 
conclude that the structure factors vary smoothly until the appearance of 
the √3 phase, proving that the Bi atoms have the same substitutional site 
as in that phase. RHEED experiments show that the √3 phase only starts 
forming for coverage above 0.13 ML. We may thus conclude that for a 
Bi coverage below 0.13 ML, the Bi atoms are located at substitutional 
sites and are disordered, i.e, they form a lattice gas.  
5.4. Discussion  
Having established the atomic structures of four phases, we can 
now discuss the physics behind the behaviour as a function of coverage. 
From the perspective of the clean Cu(111) substrate, the main driving 
force is to increase the coordination of the surface layer. The reduced 
density at the surface leads to a tensile stress [12] that can be lifted by 
incorporating larger atoms [13], i.e., Bi in the case studied here. We 
have found that at low coverages, the Bi atoms indeed occupy 
substitutional sites in the topmost layer. The Bi atoms are disordered at 
low coverages, but above 0.13 ML the lattice gas orders into a √3 phase 
in which the Bi atoms remain at substitutional sites (the onset was 
determined from RHEED observations). When the Bi coverage reaches 
1/3 ML, the entire surface is covered by the √3 phase. The transition 
from a disordered lattice gas into an ordered √3 surface alloy has also 
been observed for e.g. Sb on Cu(111) and Ag(111) [11]. In that case, the 
ordering occurred only at a much higher coverage of 0.3 ML, close to 
the value predicted from the hard-hexagon model in statistical 
mechanics [30]. From the fact that for the Bi-Cu(111) system the 
ordering occurs already at a much lower coverage, we conclude that 
there is a significant Bi-Bi interaction. The √3 phase is similar to that of 
Pb on Ni(111) [27; 28] because the top layer has a normal fcc stacking, 
unlike the case of Sb on Cu(111) and Ag(111) [11].  
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 Because of the reduction of the tensile surface stress, one expects 
the Bi to be embedded deeper into the surface than based on a hard 
sphere model, i.e., one expects a reduced surface rumpling [13]. Using 
atomic radii for Bi and Cu of 1.63 Å and 1.28 Å respectively, the 
calculated rumpling is 1.38 Å. The experimental value of 0.99 Å is 
indeed less than this. As has been observed for several other surface 
alloys [13], the experimental Bi-Cu bond distance of 2.76 Å is between 
the values based on atomic radii (2.91 Å) and covalent radii (2.63 Å). 
 When the Bi coverage exceeds 1/3 ML, it is not favourable to 
incorporate the extra Bi atoms in the surface layer. Instead, an overlayer 
with a [2012] unit cell is formed. Such an overlayer is an alternative 
means to provide the extra charge density for the substrate. The Bi-Cu 
bond distance is 2.75 Å for Cu atoms 1 and 2 (see fig. 7), very close to 
the value found in the √3 structure. Cu atom 3 has two Bi bonds, which 
are thus expected to be somewhat longer, as confirmed by the 
experimental value of 2.93 Å. The bonding of the Bi atoms to the 
substrate is not enough to reach a fully stable structure, the Bi-Bi 
interactions are crucial as well. Because of their size, two Bi atoms do 
not fit in adjacent 3-fold hollow sites, but are slightly displaced from 
these positions. This leads to two Bi-Bi bonds with a length of 3.20 Å 
(plus two longer ‘bonds’ of 3.57 Å) and gives a chain-like structure of 
the Bi structure (see fig. 7). 
 Our experiments show that the formation of the [2012] phase is 
more favourable than a combination of the √3 phase with 3D Bi islands. 
The ideal coverage of the [2012] phase is 0.5 ML, but we find this phase 
to be already stable at 0.43 ML. As seen by the break in the deposition 
curve in fig. 1 (and as confirmed by additional RHEED data), at that 
coverage there is no longer a coexistence with the √3 phase. 
 When the Bi coverage is increased even further, the balance 
between Cu-Bi and Bi-Bi interactions in the [2012] phase is changed in 
favour of the Bi-Bi interactions. Now an incommensurate phase is 
formed (i.e., Bi adopts its own lattice constant), in which each Bi atom 
has four identical bonds with Bi neighbors and with a length of 3.28 Å. 
This is slightly longer than in the [2012] phase, as expected because of 
the higher coordination. Of course the bonding to the Cu substrate is still 
important (in one direction the structure is still commensurate), but now 
occurs through the average charge density. Similar structures are 
described in [31], [32]. 
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The ideal coverage of the incommensurate phase is 0.527 ML. Between 
this value and 0.5 ML we find coexistence of the [2012] and the 
incommensurate phase, see fig. 11. This agrees with the observations of 
DR (even though they did not identify the incommensurate phase). One 
can view the formation of the incommensurate phase as a compression 
of the [2012] phase in the x-direction due to the insertion of extra Bi 
rows, see fig. 10. This commensurate-incommensurate transition could 
have followed the Frenkel & Kontorova model [33; 34], in which 
commensurate regions are separated by localized domains of higher 
density (solitions) [9]. We did, however, not find the continuous change 
in the position of the diffraction peaks that is expected in this model, but 
have found coexistence of two phases instead, which indicates well 
defined domains of the incommensurate phase. 
 
Figure 11. RHEED picture of the coexistence of the [2012] and the incommensurate 
structure. Black arrows indicate two peaks representing these two structures. The 
picture was obtained with the substrate at  240o C with an electron energy of 16 keV. 
 
 
 The incommensurate phase is the phase with the highest 
coverage we have observed. For higher Bi coverages, 3D islands are 
formed. Overall, the phase behaviour as a function of coverage closely 
agrees with the results of DR. The behaviour of Bi on the Cu(111) 
surface is similar to that on the Cu(100) surface, where also a surface 
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alloy at low coverage is followed by de-alloying, leading to several 
overlayer structures [35, 36]. From the present data, the kinetic pathways 
of the various phase transitions as a function of coverage cannot be 
derived [37], but this has been studied in recent LEEM experiments [38]. 
Using XRD we have investigated the high-temperature behaviour of the 
Cu(111)-Bi system as well [29]. 
5.5. Conclusions 
In this paper we have presented the room temperature phase 
diagram of Bi on Cu(111) and have solved the structure of three specific 
surface phases in detail. Bi-Cu(111) presents a clear case of surface 
alloying (in the √3 phase) followed by de-alloying (the [2012] phase) as 
a function of Bi coverage. The driving force is the tendency of the bare 
Cu(111) surface to increase its coordination, by either incorporating the 
larger Bi atoms (with the expected reduced rumpling), or by the 
formation of a Bi overlayer.  
 At a slightly higher coverage, an overlayer phase is formed 
which is uniaxially incommensurate. For that phase, the Bi-Bi bond in 
the overlayer appears crucial for the stability. While they thought surface 
alloying to be unlikely, the symmetry of the √3 and the [2012] phases 
agrees with the earlier LEED results by Delamare & Rhead. 
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Chapter 6 
Observation of a liquid phase with orthorhombic 
orientational order 
D. Kaminski, P. Poodt, E. Aret, N. Radenovic and E.Vlieg 
 
 
 
Abstract  
 
 Using surface X-ray diffraction we have determined the structure 
of liquid Bi monolayers on Cu(111) for a range of coverages. By 
combining diffuse scattering data from the liquid with information from 
the substrate scattering, the ordering properties of the Bi have been fully 
determined. Even though the substrate is hexagonal, we find that the 
liquid does not show hexatic order, but has orthorhombic orientational 
order that occurs in three domains. Simultaneously, the Bi has partial 
solid-like properties, even well-above its melting point. 
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6.1. Introduction 
 Since the description of 2D melting and the prediction of a 
hexatic phase with long-range orientational and short-range positional 
order by Kosterlitz, Thouless, Halperin, Nelson and Young (KTHNY-
theory) [1], such phenomena have been observed in several 
experimental systems. Most results are from liquid crystalline materials, 
for which free-standing films are nearly ideal realizations of a 2D 
system [2], and new details about the phase behavior continue to be 
reported [3]. Hexatic(-like) phases have further been observed in the 
presence of a substrate, e.g. rare gases on graphite [4], Pb on Ge(111) 
[5] or Pb on Cu(111) [6]. The substrate in these cases has hexagonal 
symmetry, but its influence is not entirely clear[7]. 
 Here we present the high-temperature behavior of a (quasi)-
liquid Bi monolayer on Cu(111). Given the similarity with Pb-Cu(111) a 
hexatic-like phase is expected, but instead we find that the orientational 
order shows orthorhombic symmetry. Such a type of liquid ordering has 
not been observed before. 
 Following the pioneering work of Delamare and Rhead on the 
Bi-Cu(111) system [8], we recently reported the structure of various 
room-temperature phases of this system as a function of Bi coverage [9]. 
At low coverage a surface alloy is formed, but at higher coverages the 
two metals don’t mix. This and the fact that Bi layers can be prepared 
with high purity in ultrahigh vacuum, make Bi-Cu(111) a good system 
to study the properties of the liquid monolayer. 
6.2. Experimental section 
 We have employed surface X-ray diffraction to study the 
structure and the melting behavior of the Bi layer [10]. Below the 
melting transition, the Bi layer is in registry with the Cu(111) substrate 
and will contribute to the substrate diffraction rods. This interference 
makes it possible to determine the structure of the surface in detail. 
After melting, the Bi-Bi pair-correlation in the liquid monolayer will 
give rise to a cylinder of diffuse scattering (‘liquid ring’) whose 
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azimuthal intensity distribution depends on the orientational order in the 
liquid [5]. It will be isotropic for a true liquid, but has a 6-fold symmetry 
for a hexatic phase. However, even above the melting temperature a 
fraction of the liquid may still be in registry with the substrate and will 
then continue to contribute to the substrate diffraction rods [11, 12]. By 
combining the possibility to measure both the diffuse liquid scattering 
and the contribution to the substrate, X-ray diffraction can thus 
quantitatively determine the ordering properties of the liquid and the 
role that the substrate plays in this.  
 The measurements were performed at the DUBBLE beamline at 
the European Synchrotron Radiation Facility (ESRF) in Grenoble, 
France [13], using an X-ray energy of 16 keV. The results were fully 
reproducible over two separate experimental runs. The experimental set-
up allows us to accurately control both the temperature and the Bi 
coverage. The error in absolute temperature is about 20°C, but the 
relative error is around 2°C. The cylindrical Cu(111) crystal had a 
diameter of 8 mm and was polished within ~0.3o of the crystallographic 
(111) plane [14]. For experimental details, we refer to our previous 
paper [9].  
 For convenience we use a (111) surface unit cell expressed in the 
bulk lattice vectors of Cu as follows: 
  [ ] [ ] [ ] ,111,101,110 3212211 cubiccubiccubic === aaa  
with 
 aa 3,2 32121 === aaa , 
and a = 3.61 Å the lattice constant of Cu. The corresponding reciprocal 
lattice vectors bj are defined by ai⋅bj = 2πδij. The momentum transfer is 
Q = hb1+kb2+lb3 with (hkl) the diffraction indices. With this choice for 
the unit cell, the index l is the direction perpendicular to the surface. 
Crystal truncation rods have integer (hk) indices; the extra rods arising 
from a surface reconstruction have fractional (hk) indices. 
6.3. Results 
We first had to determine the phase diagram over the relevant coverage 
and temperature range, because the first reported phase diagram was not 
accurate enough [8]. The results are shown in Fig. 1. At room 
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temperature, the system shows a (√3×√3)R30° reconstruction at an ideal 
coverage of 1/3 monolayer (ML), a  reconstruction at 0.5 ML and 
an uniaxial-incommensurate phase at 0.527 ML [9]. From now on, we 
will denote these phases by the shorthand notation √3, [2012] and UIC, 
respectively. These phases are highly ordered, with a correlation length 
near 900 Å as determined from the corresponding fractional-order 
reflections. At intermediate coverages, we usually find co-existence of 
two phases, but the [2012] phase is found to be stable over a small 
coverage range from 0.47 to 0.5 ML.  
⎟⎟⎠
⎞
⎜⎜⎝
⎛
21
02
 
igure 1. Phase diagram of a Bi monolayer on Cu(111). The nomenclature is 
0.47, (b) 0.50 and (c) 0.53 ML and at a temperature of 280°C. 
 
F
explained in the text. The dotted line indicates the temperature above which desorption 
is too rapid to perform our type of experiments. The inserts show background-
subtracted azimuthal scans through the diffuse scattering rings at Bi coverages of (a) 
 
                                                                                                                85 
 
By observing at which temperature the fractional-order peaks disappear, 
the melting (or disordering) point of the different surface phases is 
determined. The melting point of the [2012] phase depends strongly on 
coverage, and increases from 210°C at 0.47 ML to 265°C at 0.5 ML. 
Such coverage dependence has been observed in other (sub)monolayer 
films as well [15]. The UIC phase melts at 250°C. At high temperatures, 
the desorption rate of the Bi becomes appreciable and this prevented us 
from determining the melting point for the √3 phase. The desorption rate 
is much higher at high coverages. 
 In the following we will focus on the coverage regime between 
0.47 and 0.53 ML. The nature of the disordered phase above the melting 
point can be determined from the diffuse liquid scattering by combining 
radial and azimuthal scans (see Fig. 2). We investigated this 
systematically for a temperature of 280°C, well-above the phase 
transition temperature over the entire coverage range discussed here. At 
a coverage of 0.47 ML we found an isotropic liquid ring at a Q// value of 
1.93 Å-1. The cylindrical shape of this scattering (and thus the 2D nature 
of the liquid) was confirmed by performing radial scans for different 
values of the perpendicular momentum transfer. The orientational order 
in the liquid is determined from an azimuthal scan while observing the 
maximum intensity in the radial direction. The background-subtracted 
result is shown in insert (a) in Fig. 1, where a scan range a little over 
120° is shown. The 3-fold symmetry of the substrate means that the 
pattern is repeated over intervals of 120° (as confirmed by wider scans). 
At 0.47 ML coverage the liquid is clearly isotropic. For increasing 
coverage, however, the liquid becomes anisotropic. The inserts (b) and 
(c) show similar azimuthal scans for a coverage of 0.50 and 0.53 ML, 
respectively, and measured at the maximum intensity observed for Q// 
values of 1.97 Å-1 and 2.01 Å-1, respectively. The location of the ring 
thus shifts to higher Q// values as a function of coverage, which agrees 
with the smaller nearest-neighbor distance expected at higher densities. 
At a coverage of 0.53 ML the liquid is found to be highly anisotropic, 
with some directions having almost zero intensity. The azimuthal 
position of the maxima is also found to shift slightly. The most 
surprising observation, however, is the number of maxima. We find four 
maxima over a 120° azimuth, corresponding to twelve maxima in a full 
360° scan. This is twice the number expected for a hexatic phase! The 
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strong peaks, on the other hand, clearly show that there is long-range 
orientational order, just as in the hexatic phase. The orientational order 
at 0.53 ML is larger than for 0.50 ML, even though this phase is further 
above the melting point. Other points on the phase diagram show 
comparable behavior, e.g. 0.47 ML Bi at 220°C shows similar 
modulation as 0.50 ML at 280°C (Fig. 1b). 
 From the peak width of the radial scans, we can estimate the 
 
peaks i
 the 
peak po
1.116×2π/Q [5]. 
radial correlation length Lrad = 2/ΔQrad,fwhm. For the non-isotropic cases, 
this depends on the orientation, and the largest Lrad corresponds with the 
intensity maxima. Similarly, the azimuthal correlation length Laz can be 
derived from the azimuthal scans. These results are listed in Table I and 
show that both correlation lengths increase with coverage and that the 
maximum value is near 15 Å, about five times a typical Bi-Bi distance. 
Next we will show that a plausible explanation for the observed
s that they arise from three liquid domains with orientational 
order along four directions each. Fig. 2 shows the location of all twelve 
peaks in reciprocal space as derived from the azimuthal scans and the 
p3m1 symmetry of the substrate for the coverages of 0.50 ML and 0.53. 
ML. At room temperature, the surface shows a [2012] and a UIC phase, 
respectively, at these coverages. In reciprocal space several lattice points 
of these phases are found to be very close to the liquid peaks, e.g. 
(0.50,0.25) for the [2012] phase and (0.527,0.235) for the UIC phase. 
For both room-temperature phases, the full pattern near the ring consists 
of three domains with four lattice points each, and these are indicated by 
different gray scales in Fig. 2a. This strongly suggests that (1) the peaks 
from the liquid phase arise from a local structure that is very similar to 
that in the room temperature phase and (2) that this local structure is 
present in three domains as dictated by the underlying substrate. From 
the four peaks in the azimuthal scans in Fig. 1, only two are thus from 
the same domain. Based on this, each Bi atom is four-fold coordinated 
in the liquid. The liquid thus has orthorhombic orientational order. 
The dimensions of this local structure can be derived from
sitions in reciprocal space. Fig. 2b compares this local structure 
(for a single domain) with the structure of the ordered phases at room 
temperature [9]. In calculating the nearest-neighbor distance a0 in the 
liquid, an uncertainty arises. In an isotropic 2D liquid, the relation 
between peak position Q in reciprocal space and a0 is given by: a0 = 
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Figure 2. tions of the [2012] and the 
IC phases at room temperature and for the maxima in the liquid ring at 280°C for 
 (a) Positions in reciprocal space for selected reflec
U
coverages of 0.50 and 0.53 ML. In all cases, the pattern arises from three rotational 
domains on the Cu(111) surface. (b) The local structure in real space of the four 
structures shown in (a) for domains with orientation II. 
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The present liquid, however, is far from isotropic and the more simple 
relation a  = 2π/Q appears to be more approp0 riate. The values used in 
Fig. 2b are obtained using the latter equation. As the figure shows, the 
local liquid structure we derive in this manner closely resembles the 
structure of the solid phases [2012] (containing two Bi-Bi distances) and 
UIC.  
 If the only order in the Bi layer was the anisotropy in the pair-
correlat  ion function as revealed by the liquid ring, the layer would be
invisible for the substrate rods with in-plane momentum transfer, but 
that is not the case as the (10)-rod in Fig. 3 shows. Compared with the 
curve calculated for a bulk-terminated crystal (short-dashed line), the 
data for 0.50 ML Bi at 280°C (solid circles) still show a significant 
contribution from the bismuth. (The data for the other liquid coverages 
are not shown but are similar). For comparison, also the data for the 
[2012] reconstructed phase is shown. 
 
 
 
 
Figure 3. Structure factor amplitudes along the (10) rod for the [2012] reconstruction, 
e liquid phase at 0.53 ML and, for comparison, a bulk-terminated Cu(111) substrate. 
and Bi-modulated 
u(111) rods, shows that Bi has both liquid and solid properties [12]. 
We can model this situation by including both solid and liquid Bi atoms. 
th
Symbols indicate data, the curves represent the best-fit models. 
 
The fact that we observe both a liquid ring 
C
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The liquid fraction has no in-plane order, corresponding with a very 
large in-plane Debye-Waller parameters BB// (we use a value of 1000 Å ),2  
while the solid fraction has small B// B values. By fitting the data for the 
(00) and (10) rods simultaneously, the different fractions can be 
determined. There are three possible high-symmetry positions for the 
solid fraction: an on-top site and two hollow sites, one at an fcc and one 
at an hcp location. We find that the on-top site is not occupied and 
disregard this in the following. The model yields excellent fits to the 
data for all coverages, the result for the (10) rod and 0.50 ML is shown 
as the solid curve in Fig. 3 and the fit parameters are listed in Table I.  
 
Table I. Parameters for Bi derived for three different Bi coverages on Cu(111) at 
280°C. The height is with respect to a top fcc Cu atom. B B
 
 
From these fits we find that the solid fraction occupies fcc and hcp sites 
qually and that this fraction is decreasing for increasing coverage. At 
e same time, the liquid fraction is increasing, as expected from the 
 0.47 ML 0.50 ML 0.53 ML 
⊥ = 2 Å  for all Bi atoms. 2
From liquid ring 
Lrad (Å) 7 8-10 9-17 
Laz (Å) 0 10 14 
From interference with s ds ubstrate ro
L uid friq action    
   Δz (Å ) 0.44 .03 0.4 4±0 4±0.03 0. 4±0.03 
    Occupancy 0.01±0.07 0.21 08 0.29 08 ±0. ±0.
fcc = hcp fraction    
    Δz (Å) 0.35±0.03 0.35±0.03 0.35±0.03 
    BB// (Å ) 2 14±5 9±5 2±5 
    Occupancy 0.22 01 0.13 05 0.11 05 ±0. ±0. ±0.
Total coverage 
(ML) 
0.45±0.07 0.47±0.09 0.51±0.09 
χ2 2.48 2.67 2.79 
e
th
increasing intensity in the liquid ring as a function of coverage. From 
the intensity in the liquid ring, the ratio of the liquid fraction is estimated 
to be 1:2:3 for 0.47:0.50:0.53 ML, respectively. This is just outside the 
error bar of the fitted value for 0.47 ML, likely because of the 
correlations between the various fit parameters. Nevertheless, the total 
Bi coverage from the fits follows the actual values quite closely. 
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 From the combined data of diffuse scattering and the substrate 
rods, the following picture emerges of the liquid structure at 280°C. For 
6.4. Conclusion 
between Bi-Bi interactions and the influence of the 
substrate thus lead to a peculiar behavior of three liquid domains with 
ledgments 
BLE staff for their assistance, W. Szweryn 
, H. Knops for stimulating discussions and W.J.P. 
all three coverages, a significant fraction of the molten Bi atoms is 
located near the two different hollow sites of the substrate. At the lowest 
coverage (0.47 ML), there is little steric hindrance and the azimuthal 
distribution is isotropic. For higher coverages, the Bi atoms start to 
interact more strongly and locally adapt a four-fold coordinated 
structure that closely resembles the ordered phases at low temperature. 
The structure changes slightly with increasing coverage. The interaction 
with the substrate gives rise to three orientational domains, explaining 
the twelve observed peaks in the diffuse scattering. The increased steric 
hindrance causes a smaller fraction of the Bi atoms to be near the hollow 
substrate sites and leads to a larger fraction with liquid behavior. The 
high mobility in the layer means that there is no strong distinction 
between ‘solid’ and ‘liquid’ Bi atoms: the measured solid fraction only 
indicates the time fraction that an atom can be associated with a hollow 
substrate site.  
 The balance 
orthorhombic orientational order that is very different from the hexatic 
order found in similar systems. In several earlier experiments of liquids 
on substrates only the diffuse scattering has been observed. It would be 
interesting to measure the substrate rods as well, since this more directly 
reveals the role of the substrate and possible solid-like properties in the 
liquid. 
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Summary 
 This thesis describes a number of experiments in which the 
structure of solid-liquid interfaces is determined on an atomic scale 
using surface X-ray diffraction. The purpose of these investigations is to 
obtain a better understanding of crystal growth and in particular the role 
that the liquid and additives can have on the growth process and the 
resulting growth morphology. An additive in this context does not have 
to be a solute added to the solvent, but can also be the solvent itself since 
it is well-known that the solution from which a crystal is grown can 
change the growth morphology drastically. 
 Chapters 2 and 3 concern the role of the solution pH on the 
growth morphology of potassium dihydrogen phosphate (KH2PO4, 
KDP). The growth morphology of KDP is determined by the {101} and 
{100} facets and thus the solid-liquid interface structures of these crystal 
surfaces have been determined for three pH values. At the normal pH of 
4, i.e. without additives, the growth velocity of the {101} facets is larger 
than at higher or lower pH, leading to a morphology that is the most 
needle-like. The {100} facet, on the other hand, has a constant velocity 
as function of pH. The pH values of 3 and 6 were obtained by adding 
KOH or H3PO4. In agreement with the macroscopic behaviour, 
significant structural changes are found as a function of pH at the {101} 
interface, and none at the {100} interface. For {101} the dominant 
change is a gradual replacement of quite strongly bound K+ by H3O+ for 
decreasing values of the pH. For {100} the main structural feature is a 
hydrogen bond with water molecules in the solution and that is present 
for all pH values. These results demonstrate for the first time the 
correlation of the atomic-scale changes at the interface with the 
macroscopic growth morphology, but theoretical modelling is needed, 
for example in the form of Molecular Dynamics simulations, in order to 
see how the atomic-level changes affect the growth kinetics. 
 The structure of the {111} face of NaCl is the subject of chapter 
4. In pure water this polar surface is not stable with respect to the {100} 
surface, but already in 1783 it was shown that it can be stabilized in 
aqueous solution by the addition of urea. The structure of the interface in 
both water and in formamide solutions was investigated, where 
formamide is chemically similar to urea. In contrast to initial 
expectations, the formamide does not bond strongly to the {111} 
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surface. Instead, it is found that in both solutions the main stabilization 
mechanism is the formation of an electrochemical double layer in which 
half a monolayer of Cl- ions in the liquid is located directly at a Na+-
terminated crystal surface. Even in pure water, the surface is relatively 
stable and not rough. 
 Since the solution structure is found to play an important role, 
chapters 5 and 6 are devoted to a model system that allows a full 
characterization of the liquid structure. Whereas the complex nature of 
the solution, containing several components, for the systems discussed in 
the other chapters make such an analysis very difficult, the model system 
in these final chapters is chosen to be as simple as possible: a single 
liquid monolayer of Bi on top of a Cu(111) crystal. The structure of the 
various low temperature phases are discussed in chapter 5, because this 
is needed in order to understand the behaviour of the liquid layer at 
higher temperature. Three ordered room-temperature phases have been 
determined: a surface alloy at a coverage of 1/3 monolayer, an overlayer 
structure at 0.5 monolayer and an uniaxially-incommensurate overlayer 
structure at a coverage of 0.53 monolayer. At a temperature of 280°C the 
Bi layer is molten, but its structure is found to depend strongly on the 
coverage. Going from 0.47 to 0.53 monolayer coverage, the local order 
in the liquid increasingly resembles the order found in the room 
temperature overlayer phases. The liquid has orthorhombic orientational 
order that occurs in three domains. The full ordering characteristics were 
determined by combining diffuse scattering from the liquid with the 
information from the substrate diffraction rods. 
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Samenvatting 
 Dit proefschrift beschrijft diverse experimenten waarin de 
structuur van het grensvlak van een kristal met een oplossing wordt 
bepaald met behulp van oppervlakte-röntgendiffractie. Het doel van het 
onderzoek is een beter begrip van kristalgroei en in het bijzonder van de 
rol die additieven kunnen hebben op het groeiproces en de daaruit 
voortvloeiende groeimorfologie van de kristallen. Een additief is niet 
noodzakelijkerwijs een vaste stof die aan de oplossing wordt 
toegevoegd, maar kan ook het oplosmiddel zelf zijn, omdat er veel 
voorbeelden zijn waarin dit de groeimorfologie volledig kan veranderen. 
 Hoofdstukken 2 en 3 gaan over de rol van de pH van de 
oplossing op de groeimorfologie van kaliumdiwaterstoffosfaat (KH2PO4, 
KDP) kristallen. De groeimorfologie van KDP wordt bepaald door de 
{101} en de {100} facetten, en daarom is de grensvlakstructuur met de 
vloeistof van deze vlakken bepaald voor drie pH waarden. Voor de 
normale pH van 4, d.w.z. zonder additieven, is de groeisnelheid van de 
{101} facetten maximaal, zodat dan de kristallen het meest naaldvormig 
zijn. De {100} facetten, daarentegen, hebben een constante 
groeisnelheid als functie van de pH. De pH van de oplossing wordt 
ingesteld op 3 en 6 door het toevoegen van KOH, respectievelijk H3PO4. 
In overeenstemming met het macroscopisch gedrag, blijkt de structuur 
van het {101} grensvlak significant te veranderen als functie van de pH, 
terwijl er niets gebeurt aan het {100} grensvlak. Voor {101} is de 
belangrijkste verandering dat het relatief sterk gebonden K+ aan het 
grensvlak vervangen wordt door H3O+ voor afnemende pH waarden. 
Voor {100} wordt de grensvlakstructuur bepaald door een 
waterstofbinding met de watermoleculen uit de oplossing. Deze 
waterstofbinding is bij alle waarden van de pH aanwezig. Deze 
resultaten laten voor de eerste keer de correlatie zien tussen de 
veranderingen op atomaire schaal aan het grensvlak met de 
macroscopische groeimorfologie. Theoretische modellen, bijvoorbeeld 
via Moleculaire Dynamica simulaties, zijn echter nodig om te begrijpen 
hoe de atomaire veranderingen leiden tot veranderingen in de 
groeikinetiek. 
 In hoofdstuk 4 wordt de structuur van het {111} vlak van NaCl 
behandeld. In schoon water is dit oppervlak niet stabiel ten opzichte van 
het {100} vlak, maar reeds in 1783 is aangetoond dat {111} wel stabiel 
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wordt door de toevoeging van ureum aan de oplossing. De structuur van 
het grensvlak is onderzocht met zowel water als met formamide, waarbij 
formamide chemisch vergelijkbaar is met ureum. In tegenstelling tot de 
oorspronkelijke verwachtingen, blijkt het formamide niet sterk aan het 
grensvlak te binden. Het belangrijkste stabilisatiemechanisme in beide 
oplossingen blijkt de vorming van een elektrochemische dubbellaag te 
zijn, waarin een halve monolaag Cl- ionen in de oplossing direct 
gelokaliseerd is bij het met Na+ ionen getermineerde oppervlak. Zelfs in 
schoon water blijkt het oppervlak relatief stabiel en niet verruwd te zijn. 
 De structuur van de oplossing blijkt een belangrijke rol te spelen, 
en daarom gaan hoofdstukken 5 en 6 over een modelsysteem waarin de 
vloeistofstructuur volledig bepaald kan worden. In de eerdere 
hoofdstukken zijn de oplossingen complex en bevatten diverse 
componenten, waardoor een dergelijke analyse zeer moeilijk wordt. Het 
modelsysteem uit de laatste twee hoofdstukken is daarom zo eenvoudig 
mogelijk gekozen: een enkele monolaag Bi op een Cu(111) kristal. De 
structuur van diverse fasen bij kamertemperatuur wordt besproken in 
hoofdstuk 5, omdat dit nodig is om de structuur van de vloeistof bij 
hogere temperaturen te begrijpen. De structuur van drie verschillende 
fasen is bepaald: bij een bedekking van 1/3 monolaag wordt een 
oppervlaktelegering gevormd, bij 0.5 monolaag ligt het Bi bovenop het 
oppervlak en bij 0.53 monolaag wordt dit een structuur die in één 
richting incommensurabel is. Bij een temperatuur van 280°C is de Bi 
laag gesmolten, maar de structuur blijkt sterk van de bedekking af te 
hangen. Als de bedekking van 0.47 naar 0.53 toeneemt, lijkt de lokale 
ordening in de vloeistof steeds meer op die van de geordende fasen bij 
kamertemperatuur met dezelfde bedekking. De vloeistof heeft dan een 
oriëntatie ordening die orthorombisch is en die in drie domeinen 
voorkomt.  De volledige bepaling van de ordering is mogelijk doordat 
zowel de diffuse verstrooiing van de vloeistof als ook de bijdrage aan de 
diffractie van het substraat zijn gemeten. 
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