We show how an autonomous agent can use observable market conditions to characterize the microeconomic situation of the market and predict market trends. The agent can use this information for tactical decisions, such as pricing, and strategic decisions, such as product mix and production planning. We present methods to learn dominant market conditions, such as over-supply or scarcity, from historical data using Gaussian mixture models. We show how this model combined with real-time observable information is used to identify the current dominant market condition and to forecast market changes over a planning horizon. Market changes are forecast via both a Markov correction-prediction process and an exponential smoother. Empirical analysis shows that the exponential smoother yields more accurate predictions for the current and next day (supporting tactical decisions), while the Markov process is better for longer term predictions (supporting strategic decisions). Our approach offers more flexibility than traditional regression based approaches, since it does not assume a fixed functional relationship between dependent and independent variables. We validate our methods by presenting experimental results in a case study, the Trading Agent Competition for Supply Chain Management.
Introduction
Business organizations seeking advantage are increasingly looking to automated decision support systems. In recent years, these systems have become increasingly sophisticated. Advanced decision support systems are evolving into software agents that can act rationally on behalf of their users in a variety of application areas. Examples include procurement [31, 7] , scheduling and resource management [15, 4] , and personal information management [2, 25] .
In this paper, we show how machine learning techniques can be used to support rational decision making in competitive sales environments. We are particularly interested in environments that are constrained by capacity and material availability, and that are characterized by limited visibility of significant factors, such as the inventory positions of competitors. Such environments exist in virtually all manufacturing industries. They are more interesting for our present study than other environments where either capacity or materials are not constrained. For example, in the airline industry capacity is constrained but material is typically not a major constraint. In financial markets, neither capacity nor materials are real constraints. We focus on these types of complex problems because it is easier to transfer results from complex situations to simpler ones.
Our method characterizes market conditions by detecting distinguishable statistical patterns in historical data and uses those patterns to classify the range of economic environments that a system is expected to encounter in the future. By distinguishable pattern we mean a pattern which has computationally identifiable properties such as price, inventory, or demand. These patterns are obtained by clustering historical data, and identifying, via a semi-supervised approach, clusters that reflect qualitatively distinct economic conditions. We call these patterns economic regimes.
We outline how to identify regimes from observable data and how to forecast regime transitions. This prediction, in turn, can be used to allocate resources to current and future sales in a way that maximizes resource value. While this type of prediction about the economic environment is commonly used at the macro economic level [28] , such predictions are rarely used at the micro economic level.
Because economic regimes reflect qualitative distinctions in the economic environment, they can be used to drive decision criteria for both short-term (tactical) and medium-to-long term (strategic) decisions. For example, suppose we are in an environment where there is balance in supply and demand, but we predict that supply will outstrip demand in the near future. We might decide to lower our prices to reduce inventory and slow the acquisition of raw materials. However, if we predict that in future demand will outstrip supply, we may want to raise prices and increase our acquisition of raw materials. Therefore, identification and prediction of regimes can help with tactical (pricing) and strategic (procurement) planning.
After a review of the relevant literature, we describe the information an agent needs to make strategic and tactical sales decisions. This is followed by a discussion of the concept of "economic regimes" and their representation using learned probability density functions. We demonstrate our approach in the context of an autonomous agent that is designed to compete in the Trading Agent Competition for Supply Chain Management (TAC SCM) [6] . A TAC SCM agent must make resource allocation and pricing decisions using the limited visible information about the state of the market. Agents must simultaneously compete in two separate but interrelated markets: the market from which the agents must buy their supplies and the market to which the agents must sell their finished products. Agents have a large number of decisions to make in a limited time, so computational efficiency of the decision-making process is essential.
While it is conceivable that in future more operations will be conducted with greater levels of autonomy by computer systems (similar to stock trading on Nasdaq), such systems are currently not extensively deployed. TAC SCM affords a rich but risk free environment for testing economic decision processes. A simulated environment, such as TAC SCM, has also the advantage that we can set it up to enable repeating experiments with different algorithms and parameters [33] . This allows us to tease apart subtle interactions among decision processes in the agent and in its interactions with the other agents that would be hard to find and study in the real world.
In addition to the supply-chain trading example we present here, there are many other domains that could benefit from our approach. Examples include agents for automated trading in financial markets, such as the Penn-Lehman Automated Trading Project [16] , auctionbased contracting environments, such as MAGNET [5] , and other auctions, such as auctions for IBM PCs [24] or PDA's on eBay [11] .
Our approach contributes to the research and development of Smart Business Networks (SBN) [37, 36] since it creates value through providing regimes as a tool to gather network knowledge and to facilitate decision making, both for humans and for autonomous software agents. Simulations like TAC SCM help to construct and test economic models of real world SBNs.
For reading convenience, we present a summary of our notation in Appendix A.
Literature review
Human and automated decision makers are often faced with the need to predict prices. Kephart et al. [17] explored several dynamic pricing algorithms for information goods, where shopbots look for the best price, and pricebots adapt their prices to attract business. Wellman [39] compared approaches used by agents to predict hotel and flight prices in the TAC classic game. He analyzed the approaches and developed metrics, such as the Euclidean distance between the predicted and the actual price.
Massey and Wu [26] show in their analysis that the ability of decision makers to correctly identify the onset of a new regime can be the difference between success and failure. Furthermore they found strong evidence that individuals pay inordinate attention to the signal (price in our case), and neglect diagnosticity (regime probabilities) and transition probability (Markov matrix), the aspects of the system that generates the signal. Individuals who do not pay enough attention to regime identification and prediction have the tendency to overor under-react to market conditions, since they have difficulties in distinguishing the signal from the noise.
Ghose et al. [12] empirically analyze the degree to which used products cannibalize new product sales for books on Amazon.com. In their study they show that product prices go through different regimes over time. Marketing research methods have been developed to understand the conditions for growth in performance and the role that marketing actions can play to improve sales. For instance, in [30] , an analysis is presented on how in mature economic markets strategic windows of change alternate with long periods of stability.
Much work has focused on models for rational decision-making in autonomous agents. Ng and Russell [27] show that an agent's decisions can be viewed as a set of linear constraints on the space of possible utility (reward) functions. However, the simple reward structure they used in their experiments will not scale to predict prices in more complex situations such as TAC SCM or indeed most real-world markets.
Sales strategies used in previous TAC SCM competitions have attempted to model the probability of receiving an order for a given offer price, either by estimating the probability by linear interpolation of the minimum and maximum daily prices [29] , or by estimating the relationship between offer price and order probability with a linear cumulative density function (CDF) [1] , or by using a reverse CDF and factors such as quantity and due date [19] . The Jackaroo team [40] applied a game theoretic approach to set offer prices, using a variation of the Cournot game for modeling the product market. The SouthamptonSCM [13] team used fuzzy reasoning to set offer prices. Similar techniques have been used outside TAC SCM to predict offer prices in first price sealed bid reverse auctions for IBM PCs [24] or PDA's on eBay [11] .
In [20] the authors demonstrate a method for predicting future customer demand in the TAC SCM game environment, and use the predicted future demand to inform agent behavior. Their approach is specific to the TAC SCM situation, since it depends on knowing the formula by which customer demand is computed. Note also that customer demand is only one of the factors that characterizes the multi-dimensional regime parameter space, and is not by itself a good short-term predictor of prices.
All these methods fail to take into account market conditions that are not directly observable. They are essentially regression models, and do not represent qualitative differences in market conditions. Our method, in contrast, is able to detect and forecast a broader range of market conditions. Regression based approaches (including nonparametric variations) assume that the functional form of the relationship between dependent and independent variables has a consistent structure. Our approach models variability directly and does not assume a well-defined functional relationship.
An analysis [21] of the TAC SCM 2004 competition shows that supply and demand (which are expressed as regimes in our method) are key factors in determining market prices, and that agents which were able to detect and exploit these conditions had an advantage.
Tactical and strategic decisions
We are primarily interested in competitive market environments that are constrained by resources or production capacity or both. In such environments, a manager who wants to maximize the value of available resources should be concerned about both strategic and tactical decisions. The basic strategic decision is how to allocate the available resources (financial, production capacity, inventory, etc.) over some time horizon in a way that is expected to return the maximum yield. For example, in a market that has a strong seasonal variation, one might want to build up an inventory of finished goods during the off season, when demand is low and prices are weak, in order to prepare for an expected period of high demand and strong prices.
For the purpose of this paper, tactical decisions are concerned with setting prices to maximize profit within the parameters set by the strategic decisions. So, for instance, if the forecast sales volume for the current week is 100,000 units, we would want to find the highest sales price that would move that volume. According to efficient market theory [10] , prices subsume information about customer demand and other relevant factors. Therefore, with a good method for predicting prices we implicitly account for the other factors that are encoded in the price.
Our technique of modeling economic regimes can be used to inform both the strategic and tactical decision processes. Fig. 1 shows in a schematic way how on-line regime identification and prediction can support these processes.
In our formulation, a regime is essentially a distribution of prices over sales volume. At the tactical level, by modeling the probability of selling a product at a given price and combining that probability with demand values, we obtain directly pricing decisions. In other words, we are able to find a good approximation of the highest price the market will support for a given sales volume.
In order to take advantage of regimes to inform the strategic decision process, we need to forecast regime shifts in the market. In our formulation, regime prediction is done either as a Markov correction-prediction process or using a double exponential smoother, as we will show later in Section 4.3. If the forecast shows an upcoming period of low demand and weak prices, the agent needs to sell more aggressively in the short term, and limit procurement and production to prevent driving the market into oversupply. On the other hand, if the forecast shows an upcoming period of high demand and strong prices, the agent needs to increase procurement and production and raise short-term prices, in order to be well-positioned for the future.
Economic regimes
Market conditions change over time, and this should affect the strategy used in procurement, production planning, and product pricing. Different market conditions relate to different points on the supply and demand curves [14] . The law of supply and demand states that the equilibrium market price of a product is the intersection of consumer demand curve and producer supply curve.
We define a "scarcity" condition [8] when demand is elastic relative to supply, giving suppliers pricing power. This commonly occurs when market demand exceeds supplier capacity, at least temporarily. Oversupply occurs when supply is elastic relative to demand, and prices are not strongly affected by demand. Faced with an oversupply situation, the agent should primarily control costs, and therefore either price based on costs, or wait for better market conditions. A "balanced" market is not dominated by effects of elasticity. In balanced situations, prices are affected by variations in both demand and supply, so the agent has a range of options for maximizing expected profit.
Our approach can be used to support decisions in both the procurement and sales markets. In the procurement market, we may have little or no control over the availability of parts, but we can control the usable supply to a certain degree. When there is scarcity of parts, the prices for parts will increase. It is common that scarcity of parts results from excess demand for parts, which is likely to occur when demand for associated products is high. This is precisely why prediction of regimes is important. If we can predict future demand (via prices) well, then we may decide to acquire materials early, thereby reducing prices for material and increasing our profit margin.
Rapidly changing market conditions are often observed with commodities, such as oil or semiconductor chips. Such markets often experience high price volatility. For instance, the price of oil might go up due to shortage in supply or to inventories build up due to a softening demand in Asia. We believe that even though a market may be constantly changing, there are some underlying dominant patterns or economic regimes that characterize market conditions. Agents can guide their decision processes by mapping observed market conditions to a learned regime model and by predicting regime shifts over a planning horizon, as we describe in the following sections.
We use the term "order probability" with respect to price to represent the probability that an active customer (a customer who accepts an offer from some seller) will accept an offer at a particular price. If the market is in a scarcity condition, order probability remains high up to relatively high profit margins. The contrary is true if the market is in an oversupply situation. In this case, profit margins are low, and a small price increase will dramatically reduce the probability of order. In balanced situations the probability of order curve is between those two extremes. Fig. 2 shows curves for the probability of receiving an order as a function of offer price depending on the regime (left) or the time in the market (right). As we can see in the figure, the slope of the curve and its position changes over time as market conditions change.
Our approach includes (1) an off-line learning phase, where historical data are used to characterize the regimes, and (2) an online phase where current market data are used to identify the dominant regime and to make predictions.
Analysis of historical data to characterize market regimes
The first phase in our approach is to identify and characterize market regimes by analyzing data from past sales.
Our model makes three specific assumptions about availability and quality of data. First, we assume that sufficient, relevant historical data are available for analysis. Second, we assume that the historical data are sufficiently representative of present and future market conditions. Third, to support online identification of regimes, we assume that some price information is available in real time.
Since product prices are likely to have different ranges for different products, we normalize them. We call np g the normalized price for good g and define it as follows:
where NominalPartCost g,j is the nominal cost of the j-th part for good g, numParts is the number of parts needed to make the good g, and AssemblyCost g is the cost of manufacturing the good g. An advantage of using normalized prices is that we can easily compare price patterns across different products. In the following, for simplicity of notation, we use np instead of np g . Historical data are used to estimate the price density, p(np), and to characterize regimes. We start by fitting a Gaussian mixture model (GMM) [35] to historical normalized price data. We use a GMM since it is able to approximate arbitrary density functions. Another advantage is that the GMM is a semi-parametric approach which allows for fast computing and uses less memory than other approaches.
In this paper, we present results using a GMM with fixed means, μ i , and fixed variances, σ i , since we want one set of Gaussians to work for all cases off-line and online. We use the Expectation-Maximization (EM) Algorithm [9] to determine the prior probability, P(ζ i ), of the Fig. 1 . Process chart. Regime identification is a tool for tactical decision making, regime prediction is a tool for strategic decision making.
Gaussian components of the GMM. The means, μ i , are uniformly distributed and the variances, σ i 2 , tile the space. Specifically variances were chosen so that adjacent Gaussians are two standard deviations apart.
The density of the normalized price can be written as:
where p(np|ζ i ) is the i-th Gaussian from the GMM, i.e.,
where μ i is the mean and σ i is the standard deviation of the i-th Gaussian from the GMM. An example of a GMM is shown in Fig. 3 . While the choice of N, the number of Gaussians, in a GMM is arbitrary, the choice should reflect a balance between accuracy and computational overhead. By accuracy we mean prediction accuracy, which is not the same as fit accuracy. Creating a model with a very good fit to the observed data does not always translate well into good predictions. The more degrees of freedom the model has, the higher is the likelihood of overfitting the data. Using Bayes' rule we determine the posterior probabilities for each Gaussian ζ i :
We then define the posterior probabilities of all Gaussians given the normalized price, np, as the following N-dimensional vector:
For each observed normalized price np j we compute the vector of the posterior probabilities, η → (np j ), which is η → evaluated at each observed normalized price np j . The intuitive idea of a regime as a recurrent economic condition is captured by discovering price distributions that recur across time periods in the market. We define regimes by clustering price distributions over time periods using the k-means algorithm with a similarity measure on the probability vectors η → (np j ) and normalized prices np. The clusters found by this method correspond to frequently Fig. 2 . The reverse cumulative price density function represents the probability of order by price. The figure shows order probability curves for the medium market in a TAC SCM game during regimes of extreme scarcity (left top), balanced (left middle) and extreme oversupply (left bottom). The figure also shows (right) experimental order probability curves, computed every twenty days, during one of the games.
occurring price distributions with support on contiguous ranges of np. 1 The center of each cluster (ignoring the last component which contains the rescaled price information) is a probability vector that corresponds to regime r = R k for k = 1,⋯,M, where M is the number of regimes. Collecting these vectors into a matrix yields the conditional probability matrix P(ζ|r). The matrix has N rows, one for each component of the GMM, and M columns, one for each regime.
We marginalize the product of the density of the normalized price, np, given the i-th Gaussian of the GMM, p(np|ζ i ), and the conditional probability clustering matrix, P(ζ i |R k ), over all Gaussians ζ i . We obtain the density of the normalized price np dependent on the regime R k :
The probability of regime R k dependent on the normalized price np can be computed using the Bayes rule as:
where M is the number of regimes. The prior probabilities, P(R k ), of the different regimes are determined by a counting process over past data. Fig. 4 depicts the regime probabilities for a sample market in TAC SCM. Each regime is clearly dominant over a range of normalized prices.
The intuition behind regimes is that prices communicate information about future expectations of the market. However, absolute prices do not mean much because the same price point can be achieved in a static mode (i.e., when prices don't change), when prices are increasing, or when prices are decreasing. Regimes provide a better assessment of market conditions.
In our experiments we tried different numbers of Gaussians for the GMM, typically 16 and 25, as discussed later in Section 6, and different numbers of regimes, typically 3 or 5. We found out that the number of regimes does not significantly affect the results regarding price trend predictions. We also tried k-means clustering with different initial conditions, but it consistently converged to the same results. More details are given in [18] .
In Fig. 4 we distinguish five regimes, which we can call extreme oversupply (R 1 ), oversupply (R 2 ), balanced (R 3 ), scarcity (R 4 ), and extreme scarcity (R 5 ). We decided to use five regimes instead of the three basic regimes which are suggested by economic theory because in this way we are able to isolate outlier regimes, such as extreme oversupply (price war) and extreme scarcity (temporary monopoly), in a market. Regimes R 1 and R 2 represent a situation where there is a glut in the market, i.e. an oversupply situation, which depresses prices. Regime R 3 represents a balanced market situation, where most of the demand is satisfied. In regime R 3 the agent has a range of options of price vs sales volume. Regimes R 4 and R 5 represent a situation where there is scarcity of products in the market, which increases prices.
Online identification of dominant regime
After historical sales data have been used to characterize different market regimes, an agent can use this information in real-time to identify the dominant regime. This can be done by estimating the normalized prices for the current time step. Time is discretized either in days, like in TAC SCM, or in other time units relevant to the domain.
Since complete current price information might not be available, we indicate the estimated normalized price at time t byñp t . Depending on the application domain, the price estimate can be accurate, or can be an approximation, as shown later for TAC SCM in Section 5.2.
The current dominant regime is the one which has the highest probability, i.e. R c s:t:c = argmax
Online regime prediction
We model the prediction of future regimes in two different ways, as a Markov correction-prediction process, and using an exponential smoother.
Markov correction-prediction
We construct a Markov transition matrix, T(r d + 1 |r d ), which represents the posterior probability of transitioning at time d + 1 to 1 We have found that sometimes data points corresponding to specific regimes are close in probability space, but not in price space. Specifically it can happen that one regime dominates the extreme low and the extreme high price range, with different regimes in between. This regime is more difficult to interpret in terms of market concepts like oversupply or scarcity. To circumvent this problem we perform clustering in an augmented space formed by appending a rescaled version of np to the probability vector. Specifically, the mean of np is subtracted and np is scaled so that its standard deviation matches the largest standard deviation of the probability vectors. 
Exponential smoother prediction
As an alternative to the Markov prediction process, we describe a method for regime predictions based on exponentially smoothed price predictions. We assume that price observations are only available for the past, up to the previous period d − 1. We first calculate the price trend, tr d − 1 using a Brown linear exponential smoother [3] :
We can then estimate normalized prices for current and future periods as
Fig . 6 . Minimum, maximum, mean, mid-range, and smoothed mid-range daily normalized prices of computers sold, as reported during the game every day for the medium market segment in the 3721@tac3, one of the final games. The mean price is computed after the game using the game data, which include complete information on all the transactions. Given the current and future price estimates, we can use Eq. (7) to predict future regimes.
A case study: TAC SCM
The Trading Agent Competition for Supply Chain Management [6] (TAC SCM) is a market simulation in which six autonomous agents compete to maximize profits in a computer-assembly scenario (see Fig. 5 ). An agent in TAC SCM is a software entity that represents a virtual manufacturer. Over fifty academic or industrial research groups world wide have implemented agents for TAC SCM. During a game, agents make fully autonomous decisions without any human intervention. A game simulation takes place over 220 virtual days, each lasting fifteen seconds of real time. Agents earn money by selling computers they assemble out of parts they purchase from suppliers. Each agent has a limited-capacity assembly facility, and must pay for warehousing its inventory. Each agent begins with an empty bank account. The agent with the highest bank balance at the end of the game wins.
An agent can produce 16 different types of computers, that are categorized into three different market segments (low, medium, and high). Demand in each market segment varies randomly during the game. Other variables, such as storage costs and interest rates vary between games.
To obtain parts, an agent must send a Request For Quotes (RFQ) to an appropriate supplier. Each RFQ specifies a component type, a quantity, and a due date. The next day, the agent will receive a response to each request. Suppliers respond by evaluating each RFQ to determine how many components they can deliver on the requested due date, considering the outstanding orders they have committed to. If the supplier can produce the desired quantity on time, it responds with an offer that contains the price of the components. If not, the supplier responds with two offers: (1) an earliest complete offer with a revised due date and a price. This revised due date is the first day in which the supplier believes it will be able to provide the entire quantity requested; and (2) a partial offer with a revised quantity and a price with the requested due date. The agent can accept either of these alternative offers, or reject both. Suppliers may deliver late, due to uncertainty in their production capacities. Suppliers discount prices according to the ratio of supply to demand.
Every day each agent receives a set of RFQs from potential customers. Each customer RFQ specifies the type of computers requested, along with quantity, due date, reserve price, and penalty for late delivery. Each agent may choose to bid on some or all of the day's RFQs. Customers accept the lowest bid that is at or below the reserve price, and notify the winning agent. The agent must ship customer orders on time, or pay the penalty for each day an order is late. If a product is not shipped within five days of the due date the order is canceled, the agent receives no payment, and no further penalties accrue.
The other agents playing in the same game affect significantly the market, since they all compete for the same parts and customers. This complicates the operational and strategic decisions an agent has to make every day, which include how many parts to buy, when to get the parts delivered, how to schedule its factory production, what types of computers to build, when to sell them, and at what price.
Experimental setup
For our experiments, we used data from a set of 24 games (18 for training 2 and 6 for testing 3 ) played during the semi-finals and finals of TAC SCM 2005. The mix of players changed from game to game, the total number of players was 12 in the semi-finals and 6 in the finals.
Since supply and demand in TAC SCM change in each of the market segments (low, medium, and high) independently of the other segments, our method is applied to each individual market segment.
Each type of computer has a nominal cost, which is the sum of the nominal cost of each of the parts needed to build it. In TAC SCM the cost of the facility is sunk, and there is no per-unit assembly cost. We normalize the prices across the different computer types in each market segment, as shown in Eq. (1).
Estimate of prices of previous day sales
Every day the agent receives a report which includes the minimum and maximum prices of all the computers sold the day before, but not the quantities sold. The mid-range price, np, the mean of the minimum and maximum prices, can be used to approximate the mean price. However, it does not always provide an accurate estimate of the mean price because of local fluctuations in minimum and maximum prices. In other words, since the minimum and maximum prices could be unusual and temporary fluctuation, they may be outliers and not within the true distribution of the prevailing prices.
An example which shows how the mid-range value differs from the mean value is in Fig. 6 . The mean value is computed after the game, when the entire game data are available. We observe that the 2 3694@tac3, 3700@tac3, 4229@tac4, 4234@tac4, 7815@tac5, 7821@tac5, 5638@tac6, 5639@tac6, 3719@tac3, 3720@tac3, 3721@tac3, 3722@tac3, 3723@tac3, 4255@tac4, 4256@tac4, 4257@tac4, 4258@tac4, and 4259@tac4 -To obtain the complete path name append .sics.se to each game number.
3 3717@tac3, 3718@tac3, 3724@tac3, 4253@tac4, 4254@tac4, and 4260@tac4. for the same day:
We smooth the minimum normalized price (and, similarly, the maximum normalized price) using a Brown linear (i.e. double) exponential smoother, shown earlier in Eq. (11), with α = 0.5:
This results in a better approximation of the mean price than smoothing only the mid-range price from the previous day, as shown in the example in Fig. 6 .
Online identification of dominant regime
During the game, the agent estimates on day d the current regime by calculating the smoothed mid-range normalized priceñp d − 1 for the previous day (recall that the agent every day receives the price ranges for the previous day) and by selecting the regime which has the highest probability, i.e. argmax 1
. Fig. 7 shows the relative probabilities of each regime over the course of a game. The graph shows that different regimes are dominant at different points in the game, and that there are brief intervals during which two regimes are almost equally likely.
A measure of the confidence in the regime identification is the entropy of the set S of the probabilities of the regimes obtained from the daily price reportsñp d , where
and Entropy S ð Þu
An entropy value close to zero corresponds to a high confidence in the current regime and an entropy value close to its maximum, i.e. for M regimes log 2 M, indicates that the current market situation is a mixture of M almost equally likely regimes. An example for the medium market segment in game 3721@tac3 is shown in Fig. 8 . Since the market is usually dominated by two regimes, i.e. scarcity and balanced, an alternative measure is the ratio of the highest regime probability to the second highest regime probability. More details on this measure can be found in [18] .
Relationship between regimes and market variables
For our experiments we selected the number of regimes after examining the data and looking at economic analyses of market situations. The regimes we chose are: EO (or R 1 ) which represents extreme oversupply, O (or R 2 ) oversupply, B (or R 3 ) balanced, S (or R 4 ) scarcity, and ES (or R 5 ) extreme scarcity. Fig. 9 (top) shows the factory utilization (FU) in percent, the ratio of offer to demand, which represents the proportion of the market demand that is satisfied, and the normalized price over time. In the bottom figure we display the quantity of the unsold finished goods inventory (FG) instead of factory utilization. 4 The figure shows that when the offer to demand ratio is high (i.e. oversupply) prices are low and vice versa. We can observe that the ratio of offer to demand changes significantly during the game. For instance, on day 111 the ratio of offer to demand is 1.95 and prices are high. On day 208 the ratio of offer to demand is much higher, 5.38, and prices are lower. We can also observe that prices tend to lag changes in ratio of offer to demand. These factors clearly correlate with market regimes, but they are not directly visible to the agent during the game.
An advantage of using 5 regimes instead of 3 is that we gain two degrees of freedom, which improves our ability to isolate outliers in the market. For example, regime EO (extreme oversupply) is different from regime O (oversupply) since it presents a potential price war situation. Another difference between regime EO and regime O is that regime EO is universally unprofitable and that regime O is marginally profitable for at least some agents. Regimes B and S are universally profitable and in regime ES some agents have left the market. The major difference between the scarcity regime, S, and the extreme scarcity regime, ES, is that in regime S the factory runs at full capacity, because of excess demand, while in regime ES there is a scarcity of parts, so production capacity is underutilized.
We expect the regimes to qualitatively represent the status of important hidden market factors. A correlation analysis of market parameters of the training set is shown in Fig. 10 . The p-values for the correlation analysis are all less than 0.01. Regime EO (extreme oversupply) correlates positively with quantity of finished goods inventory, negatively with percent of factory utilization, positively with the ratio of offer to demand, and negatively with normalized price. On the other hand, in regime ES (extreme scarcity) we observe a negative correlation with the amount of unsold finished goods inventory, with the percent of factory utilization, and the ratio of offer to demand, and positively with normalized price.
Performance of regime predictions in TAC SCM
Our method is useful to the extent that it characterizes and predicts real qualities of the market. There are many hidden variables in a competitive market, such as the inventory positions and procurement arrangements of the competitors. Our method uses observable historical and current data to guide tactical and strategic decision processes. In this section we evaluate the practical value of regime prediction.
Prediction of regime transitions
We set the prior regime probability for the first day to 100% extreme scarcity, since all the agents start out with zero inventory on the first day. Examples of regime predictions for game 3721@tac3 for the medium market segment are shown in Figs. 11 and 12 . The figures show the real regimes computed after the game using the game data and the predictions made by our method during the game. As it can be seen in the figures, the match between predictions and real data is very good. 4 The quantity of the finished goods inventory is affected by other factors, such as storage cost, which have changed in the TAC SCM 2005 games. In 2005 and 2006 games agents tend to build to order and keep most of their inventory in the form of parts, not finished products. Fig. 13 . Success rate of correct regime shift prediction. The left figure is generated using a GMM with 16 components and the right figure with 25 components. The predictions are tested across the low, medium, and high priced computer market. Fig. 11 shows a predicted change from an oversupply situation to a balanced situation. This means that the agent should sell less today and build up more inventory for the future. On the other hand in Fig. 12 we see a predicted change from scarcity to a balanced situation. In this case the agent should sell more aggressively the current day, since prices will be decreasing in the future.
We measure the accuracy of regime prediction using a count of how many times the regime predicted is the correct one. As ground truth we measure regime switches and their time off-line using the entire data set from the game. Starting with day 1 until day 199, we forecast every day the regimes for the next 20 days and we forecast when a regime transition would occur. The reason for limiting the prediction to 20 days is that every 20 days the agent receives a report which includes the mean price of each of the computer types sold since the last market report, and so it can correct, if needed, its current regime identification. Experimental results for a GMM with 16 and 25 components are shown in Fig. 13 . Table 1 reports the average number of regime changes and standard deviation for each market segment of the testing set. We see that the method produces robust results with respect to the number of Gaussians in the GMM.
Prediction of regime distribution
The above results are based on discrete regimes, i.e. using only the dominant regime of each predicted day to the actual regime of that day. A measure which can be used to determine the closeness of all individual predicted regime probabilities to the actual ones is called the Kullback-Leibler (KL) divergence [23, 22] . This is a quantity which measures the difference between two probability distributions in bits, meaning that the smaller the measure the closer the predictions are to optimal. We can calculate the Kullback-Leibler divergence, KL(P(R) pred ||P(R) actual ) as:
The KL difference can be interpreted in terms of how much additional data are needed to achieve optimal prediction performance. The precision of this data is given by the number of bits in the KL-divergence measure. For example a 1 bit difference would require an additional binary piece of information [32] , like: "Were yesterday's bids all satisfied?" If the difference between the two distributions is 0 than the predictions are optimal in sense that all the probabilistic information about pricing behavior is accurate (e.g. the predicted and actual distributions match).
In Fig. 14 we show prediction results in terms of KL-divergence for a GMM with 16 components (left) and for a GMM with 25 components (right). Our predictions differ between 0.3 bits and 1 bits of information, as opposed to the Exponential Smoother predictions which vary between 0.3 and 3.5 bits for a GMM with 16 components and between 0.2 and 6.5 (not shown to maintain the same scale for the KL-divergence with the right figure) bits for a GMM with 25 components. The 20 days predictions of the exponential smoother are approximately 5.6 and 45 times worse than the Markov predictions. It is typically acceptable to have a KL-divergence less than or close to one. There will not be significant gains by obtaining more information in the estimation procedure.
We observe that the GMM with 25 components fits the actual regime probabilities better for the first three days (tactical decision making) and the GMM with 16 components fits the actual regime probabilities better in the long term (strategic decision making). The best estimate for the current day is given by the exponential smoother and as a result should be used as an input to generate sales offer prices for the current day.
The KL-divergence tells us that the predicted regime distribution in the long term is closer to the real distribution with a GMM with 16 components than the one with 25 components. On the other hand we observe in Fig. 13 the opposite is true. Here actually the GMM with 25 components has a higher regime change prediction accuracy. The regime change success rate is based on discrete regime identification, but the KL-divergence measures the closeness of the whole distribution. A close match of the whole distribution is important for automated applications, e.g. dynamic pricing algorithms, that utilize the continuous distribution. A human decision maker, on the other side, might get insights from prediction of discrete future regimes, since they could translate directly into some actions on the procurement or sales side.
Prediction error
We also measured the prediction error for the price distributions generated by our model. Because the mixture of Gaussians can only approximate the true price distributions, we measured the difference between the observed price frequencies and predictions using a Fig. 14. Normalized KL-divergence between the Markov predicted regime distribution and the actual distribution (circle), and the double exponentially smoothed predicted distribution and the actual distribution (diamond) over the planning horizon. KL-divergences are computed using 5 regimes for the medium market segment over the testing set. The left figure is generated using a GMM with 16 components and the right figure a GMM with 25 components.
Monte Carlo method. Price frequencies were computed for 64 bins from game data to form an empirical histogram. Simulated price data were sampled from the mixture model and binned as per real data. Prediction error was defined as the 1-norm (sum of absolute differences) distance between simulated and measured histograms, averaged across 1000 simulated data samples. In Fig. 15 we present the algorithm used to analyze price predictions when sampling from the learned GMM. Table 2 displays the results for the fitted GMMs. The results show that the total error introduced by the mixture model approximation varied between 5% and 8%, with more components resulting in slightly lower errors.
Conclusions and future work
We have presented an approach for identifying and predicting market conditions in markets for durable goods that are constrained by capacity and materials availability, and characterized by limited visibility of significant factors. We have demonstrated the effectiveness of our approach using games played in the semi-finals and finals from TAC SCM 2005. An advantage of our proposed method is that it works in any market for durable goods, since the computational process is completely data driven and no classification of the market structure (for instance, monopoly vs competitive) is needed. The historical data needed to train the model are typically kept by companies as part of their business data. Many places, such as Amazon.com or eBay.com, are willing to make data on past sales available for study.
Contributions
Our approach recognizes that different market situations have qualitative differences that can be used to guide the strategic and tactical behavior of an agent. Unlike regression-based methods that try to predict prices directly from demand and other observable factors, our approach recognizes that prices are also influenced by non-observable factors, such as the inventory positions of the competitors.
Our approach learns the dynamics and durations of price regimes, and when to expect a shift in the dominant regime. This is important information that is difficult to represent with regression-based methods. For example, regression in an expanding market (where prices increase) will extrapolate increasing prices using the slope of recent price data. On the other hand, the regime approach can learn that expansion (or scarcity) regimes are typically limited in duration and predictably followed by other regimes. When prices are increasing, it is important to know if prices will fall by the end of the planning horizon, which can be invaluable information for a decision maker.
Our method enables an agent to anticipate and prepare for regime changes, for example by building up inventory in anticipation of better prices in the future or by aggressive selling in anticipation of an upcoming oversupply situation.
Future directions
Our approach represents the uncertainty in price prediction by maintaining a price distribution, which allows an agent to avoid overcommitting to risky decisions. We intend to apply our method in other domains where predicting price distributions appears fruitful, such as Amazon.com, eBay.com, and financial applications like stock tracking and forecasting.
We have implemented the regime identification and prediction method in a TAC SCM agent and begun to integrate it into the overall decision making process of the agent. We are currently using regime predictions to generate price trend forecasts, in order to support strategic decision making in the sales component of our agent. We have begun design of an algorithm that will use regime predictions for tactical decision making as well. Ultimately, we plan to combine probability information supplied by the regime model with information about possible consequences of actions to optimize decision making. In particular, we plan to use the full regime-based predicted price density to optimize tactical sales pricing by maximizing expected utility [38] .
In addition, we plan to apply reinforcement learning [34] to map economic regimes to internal operational regimes and operational regimes to actions, such as procurement and production scheduling. We envision an approach that treats an operational regime as a set of rules and parameters that are specific to a current or forecast regime, and that uses them to guide agent decision processes. For example, short-term procurement tends to be relatively expensive, but might be justified when a scarcity situation is anticipated in the near future. Density of the normalized price, np, given i-th Gaussian of the GMM μ i
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