For a Coupled Map Lattice with a specific strong coupling emulating Stavskaya's probabilistic cellular automata, we prove the existence of a phase transition using a Peierls argument, and exponential convergence to the invariant measures for a wide class of initial states using a technique of decoupling originally developed for weak coupling. This implies the exponential decay, in space and in time, of the correlation functions of the invariant measures.
Introduction
It is now well-known that infinite dimensional systems are radically different from their finite dimensional counterparts, and perhaps the most striking difference is the phenomenon of phase transition. In general, finite dimensional systems tend to have only one natural measure, also called phase. In the case of infinite dimensional systems, the picture is quite different: weakly coupled systems tend to have only one natural measure and strongly coupled systems may have several.
This picture also holds for Coupled Map Lattices (CML). CML are discrete time dynamical systems generated by the iterations of a map on a countable product of compact spaces. The map is the composition of a local dynamic with strong chaotic properties and a coupling which introduce some interaction between the sites of the lattice. CML were introduced by Kaneko [1, 2] , and they can be seen as an infinite dimensional generalization of interval maps. Their natural measures are the SRB measures and in this case, the definition of SRB measure is a measure invariant under the dynamic with finite dimensional marginals of bounded variation. The unicity of the SRB measure for weakly Coupled Map Lattices has been thoroughly studied in various publications [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] .
The existence of phase transition for strongly coupled map lattices has been widely studied through numerical simulations [17, 18, 19, 20] , but there are few analytical results. The first rigorous proof of a phase transition was performed by Gielis and MacKay [21] , who constructed a bĳection between some Coupled Map Lattices and Probabilistic Cellular Automata (PCA), and relied on the existence of a phase transition for the PCA to prove the existence of a phase transition for the CML. But their result requires the assumption that the coupling does not destroy the Markov partition of the single site dynamics, and this hypothesis is clearly not true for general Coupled Map Lattices. Other publications are following this approach by considering specific coupling that preserve the Markov partition [22, 23] . Later, Bardet and Keller [24] proved the existence of a phase transition for a ¦ Partially supported by the Belgian IAP program P6/02. more natural coupled map lattice emulating Toom's probabilistic cellular automata, using a standard Peierls argument.
The purpose of this article is to extend these results for a Coupled Map Lattice with a very general local dynamic and a coupling having a behavior similar to Stavskaya's PCA [25] .
Description of the Model and Main Results
Let I Ö¡1, 1×, and X I Z . The Coupled Map Lattice is given by a map T : X X, where T Φ ǫ ¥ τ Z with τ : I I the local dynamic and Φ ǫ : X X the coupling. The evolution of initial signed Borel measures under the dynamic is given by the transfer operator, also called the Perron-Frobenius operator, which is defined by T µÔϕÕ µÔϕ ¥ T Õ. Let m Z be the Lebesgue measure on X. Let CÔXÕ be the set of continuous real-valued functions on X, and | ¤ | be the sup norm on this space.
For every finite Λ Z, let |Λ| be the cardinality of Λ, π Λ : X I Λ be the canonical projector from X to I Λ , m Λ the Lebesgue measure on I Λ , and π Λ µ the restriction of µ to I Λ . Then, for every signed Borel measure µ, we define the total variation norm:
|µ| sup µÔϕÕ § § ϕ È CÔXÕ and |ϕ| 1´.
(
Consider L 1 , the space of signed Borel measures such that |µ| and π Λ µ is absolutely continuous with respect to m Λ for all finite Λ Z. We immediately see that if the map T is piecewise continuous, Proposition A.2 implies that:
If µ is a probability measure, its total variation norm is always equal to 1.
It is well-known that the total variation norm is not sufficient to study the spectral properties of Coupled Map Lattices [12] , and that the bounded variation norm also plays an important role. Let ¤ be the bounded variation norm, defined by: µ sup µÔ p ϕÕ § § p È Z , ϕ È C 1 ÔXÕ and |ϕ| 1´.
Then, one can see that the space B
endowed with the norm ¤ is a Banach space and is compactly embedded in L 1 , see [14] for a more detailed discussion. If we use the fact that for any continuous function ϕ, we have, ϕÔxÕ p xp 0 ϕÔξ p , x p Õ dξ p , we can prove that:
Following an original idea of Vitali [26] , we also consider:
for any finite Λ Z, where Λ denotes the derivative with respect to all the coordinates in Λ. We note that Var ∅ µ |µ| and sup pÈZ Var ØpÙ µ µ . In general, we do not expect the variation Var Λ µ to be bounded uniformly in Λ. In fact, even for a totally decoupled measure of bounded variation µ, it is straightforward to check that Var Λ µ will grow exponentially with |Λ|. Consequently, it is natural to consider the following θ-norm, for some θ 1:
For some K 0, α 0 and θ 1, we introduce BÔK, α, θÕ the set of measures in B such that for all finite subset Λ of Z, we have,
We will assume the following properties of the dynamic. The coupling Φ ǫ : X X is explicitly given by:
The coupling depends only on ǫ. If ǫ is close to 0, the system is strongly coupled, and, if ǫ 1, the system is totally decoupled. Furthermore, Φ ǫ has a behavior similar to Stavskaya's probabilistic cellular automata. Indeed, if both x p and x p 1 are strictly positive, x p will be sent to the interval Ô0, 1×, and if either x p or x p 1 are negative, x p will be send on Ö¡1, 0×, except if x p is in the small subset Ô¡ǫ, 0× Ô1 ¡ ǫ, 1×.
The single site dynamics is a piecewise expanding map τ : I I such that:
such that the restriction of τ to the interval J i is monotone and uniformly C 2 .
• κ inf |τ ½ | 2 and D 0
• The map τ has two non-trivial invariant subsets Ö0, 1× and Ö¡1, 0×, and the dynamic restricted to these subsets is mixing. For the sake of simplicity, we will assume the map on Ö¡1, 0× to be the translation of the map on Ô0, 1×: for every x È Ô0, 1×, τ Ôx ¡ 1Õ τ ÔxÕ ¡ 1.
A good example of such a piecewise expanding function is τ : x κx mod 1 on Ö0, 1×, extended to Ö¡1, 0× with τ Ôx ¡ 1Õ τ ÔxÕ ¡ 1. For such a map, we see that inf |τ ½ | κ and D 0 2. This shows us that, at least in this example, one can think of κ as being independent of D 0 , and one can take κ arbitrarly large and keep D 0 bounded independently of κ.
The single site dynamic admits two extremal invariant measures on Ö¡1, 1×.
Let h Ô Õ inv be the density of the invariant measure on Ö0, 1× and h Ô¡Õ inv be density of the invariant measure on Ö¡1, 0×. Since the dynamic restricted to these subsets is mixing, we have: 
-Exponential convergence to the invariant measure in the total variation norm:
By symmetry, similar results hold for h Ô Õ inv and any function h of bounded variation on Ö0, 1×.
For a more detailed account of these results, see for instance [27, 28, 29] . Let E ǫ τ ¡1 Ô¡ǫ, 0× τ ¡1 Ô1 ¡ ǫ, 1×. The assumptions on τ imply that the
Lebesgue measure of E ǫ is of order at most ǫ. Indeed, since |τ ½ | is bounded from below and since τ preserves the intervals Ö0, 1× and Ö¡1, 0×, we know that the preimage of Ô¡ǫ, 0× Ô1 ¡ ǫ, 1× under τ consists of intervals of length at most ǫ κ , and there are at most N such intervals. One could be worried about the fact that N seems to be unbounded in the assumptions on τ . This is not the case, because N 2 mini|Ji| and so, N κD 0 . Therefore, we have:
For the commodity, we also introduce the following constants:
We immediately see that for any value of ǫ, the measure µ Ô Õ inv defined as an infinite product of h Ô Õ inv dx is always invariant under T . If ǫ is close to 1, we can consider the system as a small perturbation of the case ǫ 1, and use a simple modification of the decoupling technique introduced by Liverani and Keller [16] to prove that µ Ô Õ inv is indeed the unique SRB measure in B. Since µ Ô Õ inv is totally decoupled, it trivially has the property of exponential decay of correlation in space. Furthermore, as a direct consequence of the decay of correlation in time for the single-site dynamics (which comes from Proposition 2.1, see [30] for more details.), we also have the decay of correlations in time for µ Ô Õ inv . But now, we will prove in Section 3 that if we decrease the strength of the coupling, other SRB measures may appear, and the system therefore undergo a phase transition. First, let us define α 0 as
We can see that, since |E ǫ | N κ ǫ, we have:
Then, the existence of a phase transition is a consequence of this Theorem: , and K 0 and θ 0 given by:
The strategy used in the proof of this result is similar to the one used by Bardet and Keller in [24] in the sense that is also use a Peierls argument, but the contour estimates are done in a different way, giving us a stronger result which allows us to prove in Section 4 that a wide class of initial measures converges exponentially fast towards µ Ô¡Õ inv . 
Eventually, we will show in Section 5 that 
Existence of a phase transition
We start from the following remark: for some fixed initial configuration x, if T n x p is positive then either both T n¡1 x p and T n¡1 x p 1 are positive, or T n¡1 x p belongs to the small subset E ǫ and T n x p is then said to be an error. Then, for some Λ Z and some n È N, we can associate a graph to every configuration x È X such that T n x p is positive for every p È Λ. The graph is built with the following algorithm: we start from Ôq, tÕ Ôsup Λ, nÕ and we iterate these rules in the given order:
1 For any graph Γ built following these rules, the number of vertical edges, let say k, has to be equal to the number of diagonal edges because the graph starts and stops at time n. And, if we define Γ by Γ Ø Ôq, tÕ È Γ Ôq, tÕ is an error, or t 0 Ù, the number of horizontal edges is actually equal to | Γ| ¡ 1 and has to be greater or equal than |Λ| k ¡ 1.
Let EÔΓÕ be the set of configurations x È X associated to Γ, and EÔΓ, tÕ be the restriction to time t of this set. Explicitly, the characteristic function of EÔΓÕ is given by
and the characteristic function of EÔΓ, tÕ is:
Therefore, if we want to estimate the probability with respect to some initial signed measure µ that at time n all the sites in Λ are positive, we can perform a contour expansion by summing over all possible graphs compatible with Λ:
Of course, we assumed that the product of operators n¡1 t 0 T 1 EÔΓ,tÕ¨i s timeordered and we used 1 A as an operator acting on measures through:
The expansion of equation (15) can be the starting point of what is called in Statistical Mechanics a Peierls argument: indeed, if we can prove that for any fixed graph of error, the weight of the graph decays exponentially with the size of the graph in some sense that we still have to clarify, and if we can prove that the number of graphs of fixed size grows at most exponentially with the size of the graph, we can then estimate with a simple geometric series the probability of the event that all sites in some Λ Z are positive at some time n È N. But before giving all the details of the Peierls argument, let us review some of the properties of Var Λ and ¤ θ .
Generalized Lasota-Yorke inequalities
An important result for Interval Maps and Coupled Map Lattices is the LasotaYorke inequality [31] which controls the growth of ¤ under the iterations of T .
In this section, we will see that we can also control the growth of Var Λ through a simple generalization of the usual Lasota-Yorke inequality.
Proposition 3.1 (Generalized Lasota-Yorke inequalities). For every finite
, we have:
Proof. Let ϕ be some arbitrary function in C |Λ| ÔXÕ. Then, if x p is restricted to one of the intervals J i , we see that ϕ ¥ T is differentiable with respect to x p :
And since we assumed that inf |τ ½ | 0, we can divide each side of (16) by τ ½ Ôx p Õ, and we get:
Now, for every p È Z and i È Ø1, . . . , N Ù, we introduce the operators ∆ i,p and
We see that if ψ is a piecewise continuously differentiable function with its discontinuities located at the boundaries of the intervals
is not only piecewise continuously differentiable but also continuous with respect to x p . Moreover, the definition of R i,p implies that:
Then, if we insert (20) in equation (17), we find:
where the operators K i,p and D i,p are defined by:
For the proof of the usual Lasota-Yorke inequality, we just have to perform this construction for some fixed p in Z. But since we have multiple derivatives, we will iterate this for every p in Λ. For any i Λ Øi p Ù pÈΛ , we define the set
Since the operators p , K i,q and D i,s commute as long as q, p and s are different, we have:
But now, for every Ω Λ, consider the function ψ Ω , defined by
By definition of the operators
Therefore, as long as p is in Ω, we have:
If we iterate this for every p È Ω and take the derivative with respect to all these variables, we find:
Finally, ψ Ω is also piecewise continuous with respect to x Ω , continuous and piecewise continuously differentiable with respect to x Ω . We can therefore apply Proposition A.4 to (23), and we get:
The point is now that, for any continuous function ψ, by the definition of K ip,p and D ip,p from (22), R ip,p and ∆ ip,p from (19) , and λ 0 and D 0 from the assumptions on τ , we have:
Consequently, from (26), we get the expected result:
A first consequence of Proposition 3.1 is the Lasota-Yorke inequality. Indeed, if
we take Λ to be a singleton, and recall that sup pÈZ Var ØpÙ µ µ , we have:
This implies that the operator T t is uniformly bounded in B, because:
Therefore, if we take as initial measure m Ô¡Õ , the Lebesgue measure concentrated on Ö¡1, 0×, the sequence Another important consequence of Proposition 3.1 is the fact that the transfer operator T is bounded in the θ-norm, for θ large enough. 
Proof. We use Proposition 3.1 and the fact that θ ¡|Ω| Var Ω µ µ θ :
The assumption on the lower bound on θ yields T µ θ µ θ .
The Peierls argument
The bottom line of the Peierls argument is to show that the number of graphs with a fixed number of errors grows at most exponentially with this number, and that the probability of having a large number of errors decays exponentially with the numbers of errors. In the case of CML, we have the following problem: if
Λt , but we do not expect this to be true for an arbitrary signed measure, even if this measure is of bounded variation. For a measure of bounded variation, the best estimate one can find is |1 E Λ t ǫ µ| |E ǫ | µ . Therefore, we need to introduce extra regularity conditions on the initial measures, and this is done essentially with Var Λ and the θ-norm.
Let us see how Var Λ allows us to control the errors. If we define the operator E p by:
the symmetry assumption on τ implies that |E ǫ Ö0, 1×| |E ǫ Ö¡1, 0×| |Eǫ| 2 , and:
We can check that 1 Eǫ Ôx p ÕψÔxÕ p E p ψÔxÕ. Hence, if Ω and Λ are two disjoint subsets of Z, we have:
This finally implies an estimate on 1 Eǫ Λ µ with the appropriate exponential decay:
However, if the assumption Λ Ω ∅ is not fulfilled, we can not use such a simple method without having to consider second derivatives with respect to some variables, which we do not expect to behave nicely. But the dynamic can help us, and with the generalized Lasota-Yorke inequalities, we have: Lemma 3.3. For any measure µ, any graph Γ and any finite Ω Z, if Λ Ω, we have:
where λ 1 and D 1 were defined in (9) and EÔΓ, tÕ in (14) .
Proof. We start by applying the development of (23) to the measure 1 EÔΓ,tÕ 1 Eǫ Λ µ:
We first consider the characteristic functions of EÔΓ, tÕ and JÔi Ω Õ. Since the partition J i is finer than the intervals Ô0, 1× or Ö¡1, 0×, we know that if the configuration x is fixed outside Ω, 1 EÔΓ,tÕ 1 JÔiΩÕ is either identically 0 or identically 1 as a function of x Ω . Therefore, 1 EÔΓ,tÕ 1 JÔiΩÕ can always be rewritten as iΩ c iΩ 1 JÔiΩÕ where the c iΩ are some discontinuous functions depending only on the variables outside Ω. So (34) can be rewritten as:
We now focus on the characteristic function of E ǫ Λ . Since Λ Ω, we have:
But since 1 Eǫ Ôx p Õψ is equal to p E p ψ, with the operator E p introduced in (31), we have:
And, since τ restricted to J i is monotone, we know that E ǫ J i is always an interval, let us say Öa i , b i ×. Therefore, for any interval J i and any coordinate p È Z, we can define the operator:
and we immediately see that, as long as x p belongs to I i , p S i,p ψ 1 Eǫ p ψ and that |1 Ji Ôx p ÕS i,p ψ| |ψ| . Hence:
Eventually, equation (36) can be rewritten as:
Here, we can not apply directly Proposition A. 
and this implies that
where, for V 1 and V 0 fixed,φ V0,V1 is defined as:
We can now conclude: if we insert (38) into (35), we find:
But sinceφ V0,V1 is continuous and piecewise continuously differentiable with respect to x V1 V0 , and piecewise continuous with respect to the other variables, we can apply Proposition A.4 and we get:
Using R ip,p ψ 2 |ψ| , S ip,p ψ |ψ| , the bounds on K ip,p from (27), on D ip,p from (28) and on E p from (32), altogether with the definition of λ 1 and D 1 from (9) yields
Therefore, |φ V0,V1 | is bounded by:
And so, (40) becomes:
We have now all the tools to complete the Peierls argument. and θ 0 2α0 3|Eǫ| , we have:
with α ½ maxØα 0 , 3αÙ
. Proof. We start with the contour expansion of (15):
However, for some fixed graph Γ, we know by the definition of EÔΓ, tÕ in (14) that if x belongs to EÔΓ, tÕ and T x belongs to EÔΓ, t 1Õ, x has to be in E Therefore, if we insert the characteristic functions of E ǫ Λt 1 at every time t in each term of the sum in (41), we get:
But, for any measure ν and any finite subset Ω, if we first apply Lemma 3.3 and then use inequality (33), we have:
Since θ 0 2α0 3|Eǫ| , we have θ0|Eǫ| 2 α0 3 , and we can see that:
So, the definition of α 0 in (10) implies that, if we take the supremum over all finite Ω in (43), we get:
We now go back to equation (42). We apply Corollary A.5, inequality (44), use the assumption that µ belongs to BÔK, α, θ 0 Õ, define α ½ maxØα 0 , 3αÙ, recall the definition of Γ, and we find:
Therefore, inequality (41) becomes:
We can now count the number of graphs with | Γ| fixed. Assume that the graph has at least k vertical edges. Then, Γ must also have k diagonal edges. However, this does not fix the the number of horizontal edges, which is only bounded from below by k |Λ|¡1. Let k |Λ| l ¡1 with l 0 be the number of horizontal edges. We already mentioned that this number is equal to | Γ| ¡1. A simple combinatoric argument shows us that there are at most 3 3k |Λ| l¡1 graphs with k vertical edges, k diagonal edges and k |Λ| l ¡ 1 horizontal edges. So, (47) gives us:
κ . Therefore, if κ 108, lim ǫ 0 α 0 1 9 , and since α 0 is a continuous function of ǫ, there is some ǫ 0 such that ǫ ǫ 0 implies α 0 1 9 . We also assumed that α 1 27 . Therefore, if we take κ 108 and ǫ ǫ 0 , we have α ½ 1 9 , the geometric series converges, and this yields 
Therefore, m Ô¡Õ also belongs to BÔ1, 0, θ 0 Õ. We can now apply Theorem 3. 
Exponential convergence to equilibrium
In the previous section, we defined µ Ô¡Õ inv as a converging subsequence of 1 n n¡1 t 0 T t m Ô¡Õ . However, it was actually unnecessary to take the limit in the sense of Cesaro and to restrict ourselves to some subsequence, because, as we will see in this section, m Ô¡Õ and many other initial probability measures converge exponentially fast to µ Ô¡Õ inv . Let us start by choosing some arbitrary positive integer γ and considering the well-ordering , defined by:
With this ordering, we see that all the sites interacting with 0 after γ iterations of the dynamic are the γ 1 first sites. Let q be the translation of this well-ordering at any site q of Z. Then, for any q and p in Z, we define the operator Π qp :
where h Ô¡Õ inv was defined in Proposition 2.1 as the invariant measure of the local map τ concentrated on Ö¡1, 0×. Note that as long as ϕ does not depend on x p , Π qp ϕ is identically zero. Furthermore, for any ϕ depending only on the variables in Λ, an arbitrary finite subset of Z, and for any signed measure of zero mass µ, we have, for any q È Z:
Since this is true for any continuous function, this implies that any signed measure of zero mass µ can be decomposed as:
We can also see that the operator Π qp is bounded both in total variation norm, bounded variation norm and θ-norm, as stated in the next lemma: 
Proof. For the two first inequality, it is sufficient to prove that, for any Λ È Z, we have:
So, for any function ϕ in C |Λ| with |ϕ| 1, we consider:
If we define Ω Ø k È Λ q k p Ù , we see that the derivatives with respect x ΛÞΩ commute with the first integral of (52). And the same can be done for the second integral of (52) with Ω ½ Ø k È Λ q k p Ù. And so, by the definition of Var Ω or Var Ω ½ , we get:
We can find an upper bound on h Ô¡Õ inv with the the Lasota-Yorke inequality of τ from Proposition 2.1. Indeed, if h Ô¡Õ leb is the Lebesgue measure concentrated on Ö¡1, 0×, we have:
and it implies that h Ô¡Õ 
and this proves the two first inequalities of the Lemma.
The bound in the θ-norm is a consequence of (53). Indeed, if we multiply each side of the inequality by θ ¡|Λ| , and use θ D0 1¡λ0
h Ô¡Õ inv , we get:
Let us now consider some signed measure of zero mass µ and some continuous function ϕ on X depending only on the variables x Λ for some finite Λ in Z, and carry the decomposition of (51) after every γ iteration of the dynamic. If we assume that t m γ for some m È N, we get: 
and apply Lemma 4.1, the expansion becomes:
In the next subsection, we will prove with a decoupling argument that the dynamic restricted to a pure phase, namely the operatorT
Decoupling in the pure phases
The idea behind the decoupling in the pure phase is to reproduce the decoupling argument of Keller and Liverani [14, 16] , but instead of considering the coupling as a perturbation of the identity, we will consider the coupling as a perturbation of a strongly coupled dynamic for which we can prove the exponential convergence to equilibrium in the pure phases. The decoupled dynamic at site p is given by T 
The next proposition shows that this slight modification of the coupling does not change too much the dynamic when applied to a measure 1 Ö¡1,0× Ôx p 1 Õµ. Proposition 4.2. Let µ È B and p È Z. Then:
Proof. For the demonstration of this Proposition, we will basically follow the lines of the proof of Proposition 5 in [14] . If F t t Φ ǫ Ô1 ¡ tÕ Φ ÔpÕ 0 , we can state that:
But we can check that 1 Ö¡1,0× Ôx p 1 Õ t F t,q 1 Ö¡1,0× Ôx p 1 Õ ÔΦ ǫ,q ÔxÕ ¡ Φ ÔpÕ 0,q ÔxÕÕ is equal to 0 if q p, and to 1 Ö¡1,0× Ôx p 1 Õ ǫ if q p. So, the sum over q reduces to the term q p and becomes:
But, if we define the function ψ:
we can check that ψ is continuous with respect to x p , piecewise continuously differentiable, that p ψ p ϕ ¥ F t , and as long as x p 1 belongs to Ö¡1, 0×, we have p F t,p 1 and:
With Proposition A.4 and Corollary A.5, the definition of ψ implies that:
and we conclude by inserting this inequality into equation (58):
This estimate allow us to control to control the difference between the original dynamic T and T 
Proof. Once again, we follow the proof of Theorem 6 in [14] . We defineT
Then, with the help of a simple telescopic sum, we have:
Then, taking the total variation norm of this expansion and applying Proposition 4.2 to control the difference between Φ ÔpÕ 0 and Φ ǫ , we get:
ButT satisfies a Lasota-Yorke inequality, because of Corollary A.5:
and τ Z also satisfies the same inequality, as a consequence of Proposition 2.1. There-
© µ , and inequality (60) becomes:
We are now ready to prove that if µ is a signed measure of bounded variation concentrated on x p È Ö¡1, 0× and x p 1 È Ö¡1, 0×, the operatorT qp acting on µ is a contraction: Theorem 4.4. Assume that D 0 is fixed. Then, for any σ 1 È Ô0, 1Õ, there is some κ 1 2 and some ǫ 1 0 such that if κ κ 1 and ǫ ǫ 1 , we have:
for any measure µ in B, and any q and p in Z.
Proof. Remember thatT
qp was defined in (54) as T γ Π qp . If we apply the LasotaYorke inequality (30) to T γ¡n , for some strictly positive n γ, we have:
Applying once again the Lasota-Yorke to the first term of this inequality, using Lemma 4.1 and Corollary A.5, we get:
And so, inequality (62) becomes:
For the second term (63), we first note that, by the definition of Π qp in (50) and the fact that h Ô¡Õ inv is concentrated on Ö¡1, 0×, we have, for any s È Z and any measure ν:
We can therefore introduce an operator 1 Ö¡1,0× Ôx p 1 Õ in front of Π qp in the second term of (63):
Since x p 1 is initially negative, either it stays negative up to time n or there is a sign flip at some intermediate time k.
We can then apply Proposition 4.3 to the first term of (65), and replace the initial dynamic by T ÔpÕ 0 up to an error that grows at most linearly with time. This, together with Lemma 4.1 and Corollary A.5, leads to:
Now that we are left with the decoupled dynamic at site p, we can take advantage of the mixing properties of the local dynamic τ as in [16] . Indeed, for any measure ν, we see that
Here, 1 Ö¡1,0× ÔT ÔpÕ t 0 x p 1 Õ does not depend on x p , but only on the variables x p .
Moreover, the sign of x p is initially fixed to be negative, therefore, T
and T ÔpÕ n 0 x q for q p depends only on the sign of x p which is fixed and negative. So, the dynamic is actually the product of two dynamics, τ n acting on x p , and T n acting on x p with fixed negative boundary conditions in x p . If we define
T p x q T Ôx p , ¡1Õ q , and remember that τ preserves the signs, we see that:
If we apply this inequality to the first term of (66), together with (64) to create a 1 Ö¡1,0× Ôx p Õ in front of Π qp , we find:
But, if ϕ is some continuous function, with |ϕ| 1, and if we define ψ:
we see that:
And now, by the definition of the bounded variation norm, Proposition 2.1, and |ψ| |ϕ| 1, we have:
We can now go back to (66). Indeed, we just proved that:
If we insert this bound into (66), we have:
And consequently (65) can be rewritten as:
We are then left with the cases where a sign flip happens at some time k. Since we know that at time k ¡ 1, x p 1 belongs to Ö¡1, 0×, and at time k, x p 1 belongs to Ô0, 1×, x p 1 at time k ¡ 1 has to belong to the small set E ǫ . Therefore, applying (33) with Ω ∅ and Λ Øp 1Ù, we get:
But from (61), we can check that
This inequality and Lemma 4.1 applied to (69) implies:
We insert this inequality into (68), take the geometric series as an upper bound on the sum, and we get:
And finally, we insert this inequality in (63):
For γ and n fixed, we now take the limit κ and ǫ 0 (with D 0 fixed). We have seen in Proposition 2.1 that ς λ 0 . Therefore, we have:
So, for any σ 1 È Ô0, 1Õ, there is some κ 1 and some ǫ 1 such that:
and this implies that:
Polymer expansion
We are now at a turning point of our reasoning. Indeed, we know the Peierls argument of Section 3 that the probability of having positive sites is small for some class of measure, and we proved that the dynamic restricted to the negative phase is a contraction in Subsection 4.1. Combining these two arguments, a contour estimate and a decoupling estimate, is usually called a polymer expansion in Statistical Physics, and we will see how it actually implies the exponential convergence. 
for any continuous function ϕ depending only on the variables in some finite subset Λ Z.
Proof. Assume for the beginning that t mγ for some m È N. Then, the expansion of (55) gives us:
We already proved that the operatorT qp defined in (54) acting on a measure concentrated on Ö¡1, 0× Øp,p 1Ù is a contraction, and the idea of this proof is to use the Peierls argument to control the probability that the measure is not concentrated on Ö¡1, 0× Øp,p 1Ù . For this, let define t k kγ and, for any p È F ÔΛÕ, GÔpÕ ØÔp 0 , t 0 Õ, Ôp 0 1, t 0 Õ, . . . , Ôp m¡1 , t m¡1 Õ, Ôp m¡1 1, t m¡1 ÕÙ. If PÔGÔpÕÕ is the set of subsets of GÔpÕ, then, for any Ω È PÔGÔpÕÕ and for any t, we can define Ω t Øq Ôq, tÕ È ΩÙ , the projection of Ω on time t. Then, we define the set EÔΩ, tÕ by:
If we sum over all possibilities, (70) can be rewritten as:
We note that the number of terms in the sums grows at most exponentially with t. Indeed, |FÔΛÕ| |Λ| γ m and |PÔGÔpÕÕ| 2 2m , so
We can now define P ½ , the set of the Ω È PÔGÔpÕÕ such that at least 
and the other operatorsT 
Proof of Theorem 2.3. We already know from Theorem 2.2 that µ Ô¡Õ inv belongs to BÔK 0 , α 0 , θ 0 Õ. And since µ belongs to BÔK, α 0 , θ 0 Õ.
So, for K ½ K K 0 , Ôµ ¡ µ Ô¡Õ inv Õ is a signed measure of zero mass in BÔK ½ , α 0 , θ 0 Õ, and Theorem 4.5 implies that:
Exponential Decay of Correlations
In the case of a weakly coupled system, the exponential convergence to equilibrium for any probability measure is sufficient to imply the exponential decay of correlations in space and in time for the invariant measure. For a strongly coupled system, the picture is however quite different. Indeed, we do not expect all the invariant measures to have the exponential decay of correlation property but only the extremal ones. But for our peculiar model, we can see that the spatial correlations of µ Ô¡Õ inv decays exponentially.
Proof of Proposition 2.4.
Since m Ô¡Õ belongs to BÔ1, α 0 , θ 0 Õ, we know that for any continuous function ϕ depending only on the variables in Σ: But now, since both ϕ ǫ and η ǫ AE ϕ tends towards ϕ in the sup norm when ǫ goes to zero, this complete the proof for Λ ½ ØpÙ. Take now some arbitrary Λ ½ , and assume that for some q È Λ ½ , the property is true in Λ ½ ÞØqÙ. Therefore: 
