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Determining the origin of the insulating gap in the monoclinic VO2(M1) is a long-
standing issue. The difficulty of this study arises from the simultaneous occurrence
of structural and electronic transitions upon thermal cycling. Here, we compare the
electronic structure of the M1 phase with that of single crystalline insulating VO2(A)
and VO2(B) thin films to better understand the insulating phase of VO2. As these
A and B phases do not undergo a structural transition upon thermal cycling, we
comparatively study the origin of the gap opening in the insulating VO2 phases. By
x-ray absorption and optical spectroscopy, we find that the shift of unoccupied t2g
orbitals away from the Fermi level is a common feature, which plays an important
role for the insulating behavior in VO2 polymorphs. The distinct splitting of the
half-filled t2g orbital is observed only in the M1 phase, widening the bandgap up
to ∼0.6 eV. Our approach of comparing all three insulating VO2 phases provides
insight into a better understanding of the electronic structure and the origin of the
insulating gap in VO2. C 2015 Author(s). All article content, except where otherwise
noted, is licensed under a Creative Commons Attribution 3.0 Unported License.
[http://dx.doi.org/10.1063/1.4939004]
Among oxides showing a metal-insulator transition (MIT),1–4 VO2 is one of the most attractive
oxides since the MIT occurs near room temperature and is accompanied with large changes in the
structural, electronic, and optical properties.5–15 Due to the many intriguing phenomena occurring
concomitantly with the MIT, unveiling the underlying mechanism of the room temperature MIT in
VO2 has become one of the most studied issues in solid-state physics since its first discovery in a
VO2 single crystal over 50 years ago.1,2,16,17 The high temperature metallic phase (R phase) has a
rutile structure, in which the nearest-neighbor V–V distance is evenly spaced at 2.88 Å,16 as shown
in Fig. 1(a). The hybridization of V-3d and O-2p orbitals causes splitting into a doubly degenerate
upper state of eg symmetry and a triply degenerate lower state of t2g symmetry via the octahedral
field.16,17 It is naturally expected that the partial occupation of the t2g orbitals by the one itinerant
electron is the reason for the R phase being metallic, as shown by a schematic energy band diagram
in the lower part of Fig. 1(a).
Upon cooling of bulk VO2 below 340 K, the R phase changes into an insulating monoclinic struc-
ture, the so-called M1 phase. In the M1 phase, all V atoms are twisted along the c-axis of the rutile
aElectronic mail: hnlee@ornl.gov
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FIG. 1. Schematics of (a) rutile VO2(R), (b) monoclinic VO2(M1), (c) tetragonal VO2(A), and (d) monoclinic VO2(B) along
with the proposed electronic structures. Solid lines in the schematics indicate the unit cells. Compared with the R phase, in
the M1 phase, the half-filled t2g(d ||) orbital is split into two, and the unoccupied t2g(π∗) orbitals are shifted up from the Fermi
level. For the change of electronic structures from R to M1 phase, a possible evolution route of the electronic structure is the
splitting of the half-filled t2g(d ||) orbital after the shift of unoccupied t2g(π∗) orbitals away from the Fermi level, shown as
an intermediate between the two configurations. The electronic structures of insulating A and B phases are proposed at the
bottom of (c) and (d). Different from insulating M1 phase, the DOS between t2g and eg orbitals in the conduction band are
not distinctively observed.
framework and paired into uneven chains with V–V separation of 2.65 Å and 3.12 Å distances,16 as
shown in Fig. 1(b). To understand the appearance of the insulating phase in the M1 phase, two compet-
ing scenarios have been considered based on the concurrence of structural and electronic transitions.
Goodenough proposed one-electron band theory in the framework of a monoclinic distortion.16 When
the V–V distance is less than 2.92–2.94 Å,16,18 V–V dimers are formed. As a result, unoccupied t2g or-
bitals shift up from the Fermi level (EF), and the localized electron in the V–V dimers split a half-filled
t2g orbital into bonding and antibonding bands, introducing an insulating gap, as schematically shown
in Fig. 1(b). Goodenough named the unoccupied t2g and eg orbitals as π∗ andσ∗, respectively, since the
orbitals form π and σ bonds. In addition, the half-filled t2g orbital was designated as d || band since it is
aligned along the one-dimensional V–V chain.16 However, Zylbersztejn and Mott insisted that, even
without the monoclinic structure, the half-filled t2g orbital can be split by strong electron correlations
if there are small displacements of the V atoms from their atomic positions in the rutile structure.17
However, the question of “why is the M1 phase insulating?” is not clearly answered,7,19–25 owing to
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the fact that structural and electronic transitions occur almost simultaneously within a very narrow
temperature range (∼10 K) and within the time scale of picoseconds.6,26,27
To examine each scenario, the key item that must be considered is decoupling of the structural
and electronic transitions. For example, the chemical doping of VO2 with transition metals such as
W suppressed the structural transition while the MIT was still observed since the disorder induced
by the substitution disturbs the formation of V–V dimers.28,29 Additionally, strain has been shown to
drive the electronic transition to lower temperature than the structural phase transition in engineered
VO2 nano-/micro-structures30 and VO2 films grown on (001)-oriented TiO2 substrates.31 These
studies indicate that the structural and electronic transitions can be separated from one another but
several unanswered questions remain.
Recently, we succeeded in epitaxially synthesizing pure A, B, and M1 phases of VO2 polymorphs
by pulsed laser epitaxy (PLE) and found that the polymorphs are related to each other in the frame-
work of VO6 octahedra when heated as low as ∼400 ◦C.32 The A phase has a tetragonal structure
containing VO6 octahedra, as schematically shown in Fig. 1(c). This phase is highly metastable, so
the physical properties and potential for technical applications have not been explored in detail. The
B phase has a monoclinic open framework structure, which originates from the edge-sharing VO6
octahedra,33 as shown in Fig. 1(d). This open framework made VO2(B) a good candidate as an energy
material, specifically as an electrode in Li-ion batteries.34 Since the resistivity of all phases increases
with decreasing temperature,32 it should be noted that all phases have an insulating electronic ground
state, thus providing a good playground to investigate the electronic structure without a structural
transition. Therefore, here we investigate the electronic structures of insulating A, B, and M1 phases
to understand the physical origin of the insulating gap in VO2. The electronic structures of all VO2
polymorphs are commonly described by the differences in V–O hybridization. Since both A and B
phases do not show a structural phase transition in our measurable temperature range (2–400 K), we
can rule out the monoclinic distortion as the origin of the insulating state. In particular, a comparison
of A and M1 phases will elucidate the role of V–V dimerization for the insulating gap since zigzag
V–V chains in A (3.25, 3.11, and 2.77 Å)35 and M1 (2.65 and 3.12 Å)16 phases have bonds that are
both shorter and longer than Goodenough’s insulating critical distance of 2.92–2.94 Å.18
We grew epitaxial films of phase pure A, B, and M1 phases on (011), (001), and (111)-oriented
SrTiO3 substrates, respectively. In order to obtain high quality thin films with a rocking curve full
width at half maximum of less than 0.1◦, we optimized the PLE growth parameters, especially for
temperature and oxygen partial pressure, and found that the optimal combinations: 420 ◦C and 10
mTorr for the A phase, 500 ◦C and 20 mTorr for the B phase, and 450 ◦C and 15 mTorr for the M1
phase. All films reported here are grown strain-free with thickness of ∼100 nm in order to minimize
substrate-induced strain effects.
To compare the electronic structures in A, B, and M1 phases, we performed X-ray absorption
spectroscopy (XAS) at room temperature, which is a powerful tool to study the nature of the
unoccupied states in the conduction band.11,36–44 Here, we probe the unoccupied states of the t2g
and eg orbitals through the excitation of electrons at the core-level of either the V L-edge (2p3/2 or
2p1/2) or O K-edge (1s). Figure 2(a) shows the XAS spectra near the V L-edge. We found three
peaks at 515.4, 516.2, and 518.4 eV in the M1 phase, which correspond to the transitions from
V 2p3/2 core-level to t2g(π∗), t2g(d∗||), and eg(σ∗), respectively. XAS spectra near the O K-edge are
shown in Fig. 2(b). There are also three peaks at 529.6, 530.7, and 531.8 eV, corresponding to the
transitions from the O 1s core-level to t2g(π∗), t2g(d∗||), and eg(σ∗) levels, respectively. These features
are consistent with spectra observed for VO2(M1) single crystals36,37,44 and epitaxial films.11,45
On the other hand, in the A and B phases, we observed a broadening of the transitions to t2g and
eg states accompanied by an energy shift of 515.4 (529.6) and 517.9 eV (531.8 eV), respectively. It
should be noted that significant peaks were not observed at the energy range near 516.2 eV (530.7 eV),
which correspond to the transition to t2g(d∗||) state in the M1 phase. Although the small shift of the V
L3-peak towards a lower energy for A and B phases may absorb the t2g(d∗||) feature, the data from the
O K edge indicates that any splitting of the half-filled t2g orbital might be weak and may not play a
significant role for the insulating behavior in the A and B phases. This distinct difference might occur
since the A phase contains longer (more weakly bonded) V–V chains (2.77 Å) than the M1 phase
(2.65 Å).
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FIG. 2. X-ray absorption spectroscopy of (a) V L-edge and (b) O K -edge in insulating A, B, and M1 phases collected at
room temperature. The transitions from the core-levels to the V L-edge and O K -edge occur at 512–528 eV and 528–534
eV, respectively. Indices of t2g, d∗|| (M1), and eg indicate the transition from the core-levels to unoccupied t2g, d
∗
|| (M1), and
eg orbitals in the conduction band, respectively. The transition to d∗||-band is observed only in the M1 phase.
The other model discussed above regarding the origin of the insulating gap in the A, B, and M1
phases is the shift of unoccupied t2g bands away from the Fermi level. As shown by a schematic
energy diagram in Fig. 1(b), the insulating gap in the M1 phase corresponds to the energy gap
between the valence band maximum (t2g(d ||) band) and the conduction band minimum (t2g(π∗)
band). In order to elucidate such a bandgap opening, we measured the optical conductivity σ1 by
optical reflectivity and ellipsometry in the photon energy range of 0.1–3 eV, as shown in Fig. 3. The
optical bandgap was determined by the extrapolation to zero of the linear portion of the sharp rise
FIG. 3. Optical spectra and bandgaps of M1, A, and B phases. By measuring optical conductivity σ1, we obtained the
bandgap energy to be 0.6±0.05 eV for M1 and 0.5±0.05 eV for A. The β-peaks, corresponding to the optical transition
from the valence band maximum to the conduction band minimum, as denoted in Fig. 1, are downshifted from M1 and A to B,
indicating a downshift of unoccupied t2g orbitals with respect to the Fermi level. The resistivity of VO2 polymorphs largely
increases with a small increase in the bandgap, as shown in the inset. For comparison, we include the room temperature
resistivity value of metallic R phase.
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of σ1 curve. We further note that the non-zero σ1 below the bandgap in A and M1 phases can be
attributed to thermal broadening, incoherent spectral weight in the gap, or a data fitting artifact.46–48
We obtained the optical bandgap of 0.6 ± 0.05 eV for the M1 phase, as indicted by a solid line,
which is comparable to the bulk value of ∼0.6 eV.7 The bandgap of the A phase was 0.5 ± 0.05 eV.
As we will show later, the optical bandgaps obtained here are consistent with hybrid functional
calculations, validating our gap assignment. This optical result indicates that the optical bandgap of
the A phase is similar to (if not, slightly smaller than) that of the M1 phase although splitting of
the half-filled t2g orbital was not clearly observed for the A phase. More interestingly, the optical
conductivity of the B phase maintains non-zero spectral weight at low photon energy, which means
that there is a meaningful density of states inside the bandgap. Therefore, the B phase might be
a narrow bandgap (<25 meV at room temperature) material, in which the electrons in the valence
band can thermally jump into the conduction band at room temperature.
We have found that the resistivity in insulating VO2 is more sensitive to the separation of the
unoccupied t2g orbitals from the Fermi level than the splitting of the half-filled t2g orbital. The inset
in Fig. 3 shows the relationship between the optical bandgap of VO2 polymorphs and their resis-
tivity measured at 300 K by the four-point probe method. The resistivity increases as the bandgap
becomes larger. The β-peaks, which correspond to the transition from the valence band maximum
to the conduction band minimum, shifted monotonically to higher photon energies in the order of
B to M1 and A phases. This trend indicates that the unoccupied t2g orbitals move further from the
Fermi level when the phase of VO2 becomes more insulating. Conversely, if there were appreciable
effects from splitting of the half-filled t2g orbital, one would expect a narrower bandwidth in the
half-filled t2g orbital and thus a larger gap energy and resistivity, which are consistent with our
optical data presented here. Thus, both XAS and optical measurements support that the insulating
nature of VO2 arises basically from the shift of unoccupied t2g orbitals away from the Fermi energy.
As discussed above, one of the major questions for understanding the insulating nature of the
M1 phase is identifying which mechanism, i.e., whether the one-electron or correlated-electron
description, is responsible for this ground state.1,2,16,17 To address this issue, we calculated the
density of states (DOSs) for the A, B, and M1 phases of VO2 using density functional theory
(DFT)49 and accurate hybrid functional calculations.50 While the former is based on the one-
electron aspect,19 the latter includes the correlated-electron effects and, thus, can improve the un-
derestimated DFT bandgap originating from the well-known self-interaction error. The hybrid func-
tional calculation was performed within the PBE0 functional,50 which mixes 15% of Hartree-Fock
exchange into DFT as implemented in the Vienna ab initio simulation package (VASP) code.51
Periodic boundary condition and Monkhorst-Pack k-point sampling52 with a grid of up to 8 × 8 × 8
was used for the Brillouin zone integration.
Based on the hybrid functional calculations shown in Fig. 4, we have found that the calculations
of DOS describe well the insulating gap in A and M1 phases when the correlated-electron effects
are taken into account. For example, our DFT calculations without considering the correlated-
electron contribution predicted signatures of a metallic ground state for the A, B, and M1 phases,
in agreement with previous studies for the M1 phase that determined a bandgap of 0.04 eV,19 much
smaller than the experimental value of 0.6 eV.7 These previous discrepancies imply that DFT calcu-
lations without considering the correlated-electron contribution do not accurately describe the elec-
tronic ground states of VO2 systems. On the other hand, when we consider the correlated-electron
effects using the hybrid calculation, which is known to be more accurate than normal DFT,50 we
find that A and M1 are insulating, while the B phase is a narrow bandgap semiconductor, similar to
our optical spectroscopy results. Figure 4 shows the total DOS of the M1, A, and B phases, which
were calculated by hybrid functional method. For the conduction band, the DOS between t2g and
eg is only observed for the M1 phase near 1.5 eV and is consistent with our XAS measurements.
Moreover, our theoretical calculations indicate that the bandgaps of the A and M1 phases are 0.5
and 0.6 eV, respectively, while that of the B phase is almost negligible. Therefore, the good agree-
ment between our hybrid functional calculations and experimental observations strongly suggests
that correlated-electron effects are driving the insulating properties observed in these VO2 systems.
We represent the overall electronic structure of A and B phases in the lower parts of Figs. 1(c) and
1(d), respectively.
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FIG. 4. Density of states determined from hybrid functional calculations of (a) M1, (b) A, and (c) B phases. For clarity, we
focused on the DOS near the Fermi level (0 eV), which include t2g and eg orbitals. The d∗||-band is clearly seen near 1.5 eV
between the unoccupied t2g(π∗) and eg(σ∗) orbitals in M1 phase. While the M1 and A phases have bandgaps of 0.6 and 0.5
eV, respectively, the bandgap of B is smaller than the thermal excitation energy at room temperature (25 meV).
In conclusion, by comparing the electronic structure of electronically insulating A, B, and M1
phases, we found that the shift of unoccupied t2g orbitals away from the Fermi level was critical for
the formation of insulating gaps in each VO2 phase. A splitting of the half-filled t2g orbital decreases
its bandwidth; therefore, the bandgap of the M1 phase increases further, yielding a more insulating
state. Our theoretical calculations indicated that the appearance of insulating properties could be
attributed to the correlated-electron effects. Therefore, our systematic comparison of the electronic
structure of the M1 phase with that of other insulating VO2 phases, including A and B phases,
provides clear insights into understanding the long-standing issue on the insulating gap in VO2.
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