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abstract
Realisation of the dream of airbreathing access-to-space requires the devel-
opment of a scramjet engine that produces sufficient net thrust to enable
acceleration over a wide Mach number range. With engines that are highly
integrated with the airframe, the net performance of a scramjet powered
vehicle is closely coupled with the vehicle attitude and is difficult to de-
termine only from component level studies. This work investigates the
influence of airframe integration on the performance of an airframe inte-
grated scramjet through the measurement of internal pressure distribution
and the direct measurement of the net lift, thrust and pitching moment
using a three-component stress wave force balance.
The engine chosen as the basis for this study was the Mach 12 rectangular-
to-elliptical shape-transition (m12rest) scramjet that was developed by
Suraweera and Smart (2009) as a research engine for access-to-space appli-
cations. The inlet and combustor flowpath were integrated with a slender
6° wedge forebody, streamlined external geometry and three dimensional
thrust nozzle. The scale of the engine was chosen so that the entire engine
would fit within the core-flow diamond (bi-conic) produced by a Mach 10
facility nozzle. The Mach 10b facility nozzle was chosen because it is the
largest nozzle current in use with the t4 Stalker Tube and because the off-
design performance of a scramjet engine is of interest for access-to-space
vehicles that must accelerate over a range of Mach numbers.
Freejet experiments were conducted within the t4 Stalker Tube. Two true-
flight Mach 10 test conditions were used: a high pressure test condition
that replicated flight at a dynamic pressure of 48 kPa and a low pressure
test condition that replicated flight at a dynamic pressure of 28 kPa. Scaling
of the test conditions according to the established binary scaling law was
not completed due to facility operational limits.
The engine featured two fuel injection stations from which gaseous
hydrogen was injected. The first injection station was partway along the
length of the inlet while the second injection station was at the start of the
combustor behind a rearward facing circumferential step. In addition to
investigating inlet-only and step-only injection, a combined scheme where
68% of the fuel was injected from the step station and 32% from the inlet
station was also investigated.
To support the analysis of the experimental results, numerical simula-
tions of the engine with no fuel injection were conducted using the nasa
code vulcan. Analysis of the simulations show that the mass capture
ratio with respect to the projected inlet area is approximately 60% at each
test condition. The simulations also show that spillage of flow from the
slender forebody accounts for just 12% of the flow through the projected
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inlet area, a small but non-negligible fraction. By integrating the engine
surface forces, the drag coefficient with respect to the projected frontal area
of the engine is calculated to be 0.219 at the high pressure test condition
and 0.243 at the low pressure test condition. A breakdown of the total drag
shows that the internal and external drag are approximately equal and
approximately double that of the forebody. With respect to the planform
area of the engine, the lift coefficient is calculated to be 0.038 at both test
conditions. The centre of force is located at 36% of the model length.
Pressure measurements along the internal bodyside wall of the engine
were used to assess inlet starting and the presence of combustion. The
results show unequivocally that fuel injected from the inlet injection station
acts as a pilot for fuel injected from the step injection station. For both
the inlet and combined injection schemes significant combustion was
obtained over a range of fuel equivalence ratios at each test condition. In
comparison, negligible combustion-induced pressure rise was measured
for the step injection scheme, a consequence of the reaction length being
greater than the combustor length for this engine and test condition.
Using a three-component force balance, the drag was successfully mea-
sured for both fuel-on and fuel-off tests. At the high pressure test con-
dition the average fuel-off drag coefficient of the engine was measured
to be 0.246± 0.025, a value that is within 12% of numerical simulation.
At the low pressure test condition the drag coefficient was measured
to be 0.312± 0.032, a value that is within 28% of numerical simulation.
When gaseous hydrogen fuel was injected from the inlet injection station
at an equivalence ratio of 0.75, the measured drag coefficient reduced
to 0.218± 0.062, corresponding to a specific impulse increment of 2180 s
and a specific thrust increment of 470N s/kg. For the combined injec-
tion scheme, a drag coefficient of 0.118± 0.034 was measured for a fuel
equivalence ratio of 1.20, corresponding to a specific impulse increment of
2160 s and a specific thrust increment of 740N s/kg. Net positive thrust
was not achieved, due in part to a low performance three-dimensional
nozzle. Also, an interaction of the force balance shielding and facility
nozzle was observed. This interaction adversely affected the size of the
core-flow diamond and the measured lift and centre of force.
This thesis represents the first time that force data have been mea-
sured for a hydrogen fuelled scramjet engine at true-flight Mach 10 test
conditions. This work demonstrates that, although difficult, the direct
measurement of the aerodynamic performance of a geometrically and me-
chanically complex, airframe integrated, fuelled scramjet engine module at
a high Mach number flight condition is possible within the t4 Stalker Tube.
Finally, airframe integration did not significantly alter the characteristics
of the m12rest engine, indicating that this class of engine is suitable for
use in an airframe integrated, access-to-space system.
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“. . . when you can measure what you are speaking about, and
express it in numbers, you know something about it; but when
you cannot measure it, when you cannot express it in numbers,
your knowledge is of a meagre and unsatisfactory kind; it may
be the beginning of knowledge, but you have scarcely in your
thoughts advanced to the state of Science . . . ”
– William Thomson (Lord Kelvin), 1883
“Measurement is the first step that leads to control and eventu-
ally to improvement. If you can’t measure something, you can’t
understand it. If you can’t understand it, you can’t control it. If
you can’t control it, you can’t improve it.”
– H. James Harrington, 1987
“It is not the critic who counts; not the man who points out
how the strong man stumbles, or where the doer of deeds
could have done them better. The credit belongs to the man
who is actually in the arena, whose face is marred by dust
and sweat and blood; who strives valiantly; who errs, who
comes short again and again, because there is no effort without
error and shortcoming; but who does actually strive to do the
deeds; who knows great enthusiasms, the great devotions; who
spends himself in a worthy cause; who at the best knows in the
end the triumph of high achievement, and who at the worst,
if he fails, at least fails while daring greatly, so that his place
shall never be with those cold and timid souls who neither
know victory nor defeat.”
– Theodore Roosevelt, 1910
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The first chapter, in which the thesis is introduced, the motivation established, the
aims defined and the report structure explained, thus beginning the story.
1.1 anatomy of a scramjet engine
Conceptually simple, practically complex. Supersonic combustion ramjet
engines, aka scramjet engines, are a class of hypersonic1 airbreathing en-
gine that have been subject to continuous study since first being documen-
tated in the open literature by Antonio Ferri in 1961 (see the introductory
paragraphs of Ferri (1973) and Chapter 4 of Heppenheimer (2007)). Scram-
jet engines are in essence a carefully contoured, hollow tube. Operating on
the Brayton cycle, the basis for almost all airbreathing propulsion systems,
scramjet engines rely on ram compression of air through the engine inlet
to produce conditions suitable for combustion of fuel.
Figure 1.1 provides a schematic of a generic airframe integrated scramjet
engine alongside a Mollier diagram of the ideal Brayton cycle. The Brayton
cycle is characterised by adiabatic compression, constant pressure heat ad-
dition, adiabatic expansion and constant pressure heat rejection. Reference
stations through the engine are labelled according to the convention of
Heiser and Pratt (1994). Station 0 is the undisturbed freestream ahead of
the vehicle. Flow is compressed from station 0 to station 2, the inlet throat.
This compression process may be achieved via external compression, in
which the compression process occurs on the external surfaces of the
forebody only, via internal compression, in which converging side walls
completely enclose the flow, or via a mixture of both external and internal
compression (Heiser and Pratt, 1994, Chapter 5). A mixed compression
process is typical for airframe integrated scramjet engines and for this type
of process, station 1 is an intermediary station that is just upstream of the
inlet.
The region between stations 2 and 3 is called the isolator. Though not
required thermodynamically, the isolator is important for the practical
operation of a scramjet engine, particularly for flight below approximately
Mach 8, as it prevents the pressure rise in the combustion chamber from
affecting the inlet flow (see, for example, Billig et al., 1990). The combustion
chamber lies between stations 3 and 4. This is where fuel is (typically)
injected and burnt. Finally, to generate thrust the flow must be expanded.
1 For a concise discussion of the distinguishing phenomena of hypersonic flows see Section
1.3 in Anderson (2006).
1
0→2:lCompression,ldql=l0
3→4:lHeatladdition,ldpl=l0
4→9:lExpansion,ldql=l0
9→0:lAtmosphericlheadlrejection,ldpl=l0
0
2/3
St
at
ic
lE
nt
ha
lp
y
StaticlEntropy
4
9
ForebodylandlInlet Isolator Combustor Nozzle Aftbody
0 2 3 4 5 9
FuellInj.
1
Figure 1.1 – Schematic of an airframe integrated scramjet engine and the
theromdynamic operating cycle, the Brayton cycle. Adapted from Billig
et al. (1990), Builder (1964), and Rogers et al. (1998).
Similar to the inlet, for airframe integrated scramjets, the expansion of
the flow is achieved by an initial internal expansion (stations 5 to 9) and
then by further expansion on the vehicle aftbody (stations 9 to 10). The
jump in station numbering from 5 to 9 across the internal nozzle ensures
consistency with the convention used for jet turbine engines (Oates, 1997).
As noted above, the Brayton cycle is the basic thermodynamic operating
cycle for jet turbine engines, ramjet engines and scramjet engines. Given
that both jet turbine and (to a slightly lesser extent) ramjet engine tech-
nologies are mature, it is important to consider why scramjets become
necessary as the flight speed increases. Referring to Figure 1.1, the com-
pression ratio for the Brayton cycle is defined as the static enthalpy ratio
across the inlet (and forebody, i.e. h2/h0). The optimum compression ratio
is that ratio which maximises the thrust for a given heat input (Builder,
1964). Czysz (1988) compared the optimum compression ratio with the
kinetic (ram) compression ratio across a range of flight speeds. Three
different regimes were identified. At flight velocities below approximately
1500m/s the maximum attainable ram compression is less than the op-
timum. Some form of mechanical compression is therefore required to
make up the difference. This is achieved in jet turbines through the use of
multistage radial compressors (Oates, 1997). For flight between approx-
imately 1200 and 1800m/s, the maximum attainable ram compression
is comparable with the optimum compression ratio, implying that the
inlet should decelerate the flow to a subsonic velocity. This is achieved
in ramjet engines by terminating the compression process with a normal
shock (Heiser and Pratt, 1994). Finally, as the flight speed increases above
1800m/s the maximum attainable ram compression becomes increasingly
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larger than the optimum compression ratio. It is therefore desirable to
limit the compression process such that the main flow through the engine
remains supersonic, thus resulting in the supersonic compression ramjet
engine.
1.2 research context
As evidenced throughout the last 50 years of research, the conceptual
simplicity of a scramjet engine belies the practical complexities associated
with achieving sustained hypersonic flight through supersonic combustion
of fuel. Numerous scramjet powered vehicle concepts have been proposed
over the years (Curran, 2001) and they generally fall into one of two cat-
egories; they are either designed for cruise or designed for acceleration
(Hirschel and Weiland, 2009). Cruise vehicles typically take the form of
either cruise weapons systems, interceptor/first-strike systems, or global
transport systems. Examples of this category include Boeing’s x-51 wa-
verider flight demonstrator vehicle and the missile designs discussed by
Billig (1995). In comparison, accelerator vehicles are typically focussed on
access-to-space and include single-, two- or multiple-stage-to-orbit con-
cepts (ssto, tsto, msto respectively). Examples of this category include
the United States National Aero-Space Plane ssto concept (Barthelemy,
1989; Rogers et al., 1998), the German Sänger tsto concept (Högenauer
and Koelle, 1989) and more recently the tsto concepts proposed by Bow-
cutt et al. (2011) and Bradford et al. (2004). This thesis is being conducted
within a broad project at The University of Queensland examining the
applicability of using scramjet engines for access-to-space. The ultimate
goal is to provide Australia with a capability of launching small payloads,
around 200 kg mass, to low Earth orbit. The specific vehicle concept is a
three-stage, rocket-scramjet-rocket system (Jazra, 2010; Jazra et al., 2013;
Smart and Tetlow, 2009).
While often postulated as forming the basis for an efficient access-to-
space system, scramjet powered vehicles have yet to travel through Earth’s
atmosphere as anything other than fundamental flight experiments. One
key requirement for an airbreathing access-to-space system is that the
engines produce sufficient net thrust to enable acceleration over a wide
Mach number range (Sacher, 2010). Although scramjets are more efficient
than rocket engines in terms of the specific impulse,2 both the net thrust
and thrust-to-weight ratio are small due to the large vehicle drag that is
dominated by internal viscous drag (Stalker, 2006b), and increased vehicle
complexity.
2 That is, thrust-per-unit-fuel-mass basis. The improved efficiency of a scramjet is a con-
sequence of scramjet engines using the oxygen in the captured air mass to burn the
fuel. This oxygen does not enter the efficiency calculation. In contrast, for rockets the
per-unit-fuel-mass is actually a per-unit-propellant-mass which includes the oxidiser mass
flow.
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Despite net thrust being a key requirement, a survey of the open litera-
ture quickly reveals a distinct lack of experimental results demonstrating
net thrust production of complete scramjet engine modules. The literature
may be broadly divided into two categories. The first includes those stud-
ies that examine fundamental flow or aerothermochemical phenomena
at a component level. Examples include boundary layer transition on
cones and flat plates (Mee, 2002; Simeonides, 2003), inlet design studies
(Gollan and Jacobs, 2013; Tan et al., 2011), fuel injector studies examining
mixing performance (Ben-Yakar et al., 2006; Kawai and Lele, 2010), direct
connect studies of combustion efficiency (Kobayashi et al., 2006; Tomioka
et al., 2006), studies of shock-boundary layer or shock-shock interactions
(Burtschell and Zeitoun, 2003; Dann and Morgan, 2011) and studies of
single-expansion ramp nozzles (Hirschen et al., 2009; Tanimizu et al., 2011).
The second broad category includes numerical studies that examine the
design, optimisation and ascent trajectories of scramjet powered vehicles
at a global system level (see for e.g. Bilardo et al., 2003; Bowcutt et al.,
2002; Flaherty et al., 2010; Hunt, 1987; Jazra et al., 2013). Studies of this
sort are often based on simplified analyses of the engine performance. Few
papers exist in the open literature that bridge the gap between these two
categories and establish experimentally the net performance of a complete
scramjet engine module. While such studies must have been completed in
the past as part of both nasa’s x-43 and Boeing’s x-51 flight experiments,
the experimental and computational vehicle performance data remains
largely classified.
A second key requirement for airbreathing access-to-space systems is
that the engines must be highly integrated with the vehicle. Known as
propulsion-airframe integration or simply airframe integration, the entire
underside surface3 of the vehicle becomes part of the propulsion system,
typically to such an extent that hypersonic airbreathing vehicles may be
considered ‘flying engines’. The primary rationale for airframe integration
is that it takes advantage of the gas that has been partially compressed by
the vehicle bow-shock, simultaneously reducing the required compression
ratio of the engine inlet and significantly increasing the freestream capture
area (Hirschel and Weiland, 2009, Section 4.5). Disadvantages of airframe
integration are generally related to the increased interdependency of the
airframe and propulsion system and include the ingestion of the forebody
boundary layer by the inlet, non-uniformities arising from forebody flow
spillage, and a strong coupling of the engine operation and vehicles
dynamics through the vehicle attitude (Hunt et al., 1997; Lewis, 2003;
McRuer, 1991).
Despite the prevalence of the idea and need for airframe integration, ex-
perimental data is not often reported, with most studies instead focussing
3 Depending on the vehicle and engine geometry the engines may not necessarily be
integrated with the underside surface, see for example Bowcutt et al. (2011).
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on overall design issues and numerical analysis (Lewis, 2003; Sacher, 2010).
The nato (2006, Section 1.4.6) report Technologies for Propelled Hypersonic
Flight states that:
“ Airframe-propulsion integration has been studied extensively
in France and Germany, but only using computations of differ-
ent levels. Testing demonstration and associated methodology
has been prepared, . . . no specific experimental work has yet
been conducted in Western Europe.”
Whilst a highly integrated vehicle was developed for nasa’s x-43 flight
experiment, little experimental data is available for this vehicle. As an
example, Witte et al. (2003) discusses airframe integration issues and test
methodologies but does not present details of the experimental results
and conclusions.
In summary, a requirement to experimentally investigate net thrust pro-
duction and airframe integration of scramjet engines clearly exists as each
of these technologies are important for enabling hypersonic airbreathing
access-to-space.
1.3 thesis motivation
Over the past decade one portion of the research conducted within the
Centre for Hypersonics (cfh) at The University of Queensland has focussed
on three-dimensional fixed geometry scramjet engines designed using the
rectangular-to-elliptical-shape-transition (rest) methodology of Smart
(1999). Taking advantage of the structural and flow benefits of an elliptical
combustor (Beckel et al., 2006) while allowing efficient integration with a
planar vehicle forebody, rest scramjet engines have demonstrated good
performance with respect to inlet starting and compression efficiency and
robust combustion of fuel (Smart, 2001; Turner and Smart, 2010). The
design methodology has recently been extended to allow inlet integration
with conical vehicle forebodies (Gollan and Smart, 2013).
To examine the applicability of this class of engine for access-to-space
applications, Suraweera and Smart (2009) developed a rest engine that
was designed for flight from Mach 6 to 12. Tested in semi-freejet mode4
at an off-design Mach number, this engine demonstrated good thrust
potential. The engine has also served as the basis for a vehicle-optimisation
study (Jazra et al., 2013), a study that relied on quasi-one-dimensional
cycle analysis for the prediction of the engine performance across the
required Mach number range.
This thesis is motivated by the desire to investigate the influence of
airframe integration on engine operation and to investigate net thrust
4 That is the test facility delivered conditions equivalent to those behind an assumed vehicle
forebody shock.
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performance at high Mach numbers. It uses the Mach 12 rest engine as
an example of the three-dimensional fixed-geometry scramjet engines that
are currently under investigation within the Centre for Hypersonics at The
University of Queensland.
1.4 thesis aim and methodology
On the basis of the preceding discussion, the aim of this thesis is to, for
the first time,
experimentally investigate the performance of an airframe integrated rest-based
scramjet engine module at a true Mach 10 flight condition.
This will be achieved through
1. integration of an existing engine with a forebody and streamlined
external geometry;
2. quantification of the forebody mass flow spillage;
3. the experimental measurement of internal pressure with and without
injection of gaseous hydrogen fuel;
4. the experimental demonstration of inlet starting with ingestion of a
thick boundary layer; and,
5. characterisation of the aerodynamic performance of the engine mod-
ule for a range of fuel equivalence ratios and fuelling schemes
through the direct measurement of the net lift, thrust and pitch-
ing moment in an impulse facility.
As stated above, the methodology of this thesis was primarily experi-
mental, with analytical and computational studies completed in support
of the experiments. A new airframe integrated experimental model was de-
veloped and tested within the t4 Stalker Tube at The University of Queens-
land, a facility that has a long history of being used for scramjet-based
experimental investigations (Stalker et al., 2005) and a three-component
stress wave force balance (Robinson et al., 2006; Simmons et al., 1993) was
used to directly measure the lift, thrust and pitching moment of the engine
module.
The engine developed in this thesis was not optimised for maximum
thrust as this would have required detailed design, analysis and optimi-
sation of a three-dimensional engine nozzle, an investigation requiring
a separate project. Rather, the focus of this work was to investigate the
influence of airframe integration on engine operation and directly measure
the net aerodynamic forces.
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1.5 thesis structure
This report is organised into eight chapters, including the Introduction
and a set of twelve supporting appendices. The remaining chapters are
Chapter 2 Literature Review
This chapter provides a review of the pertinent literature, focussing
on previous rest engine tests and past force balance tests of complete
scramjet engines.
Chapter 3 Facility, Model and Test Flow Conditions
The first of two chapters that concentrate on the experimental appa-
ratus. This chapter details the t4 Stalker Tube facility and its instru-
mentation, the calculation of the test flow conditions and the m12rest
engine that was developed for this work. Details of the instrumenta-
tion of the engine and fuel injection system are provided. Finally, the
chapter ends with an explanation of the selection of an appropriate
test time and the data reduction methods used for the internal engine
pressure measurements.
Chapter 4 Force Balance Theory and Calibration
The second chapter focussed on the experimental apparatus. This
chapter provides a succinct yet complete description of the force
balance technique and calibration method. Relevant calibration results
are shown and discussed, and the data reduction methods for the
engine force data are explained.
Chapter 5 Engine Flow Field Analysis
This chapter provides an analysis of the fuel-off numerical simula-
tions of the m12rest engine that were completed in support of the
experiments. The analysis examines the dominant internal flow struc-
tures, the engine mass capture performance and flow spillage from
the forebody. The predicted net forces of the engine for the case of
no fuel injection are also provided and discussed in the context of
developing an airbreathing access-to-space system that generates net
thrust at high Mach numbers.
Chapter 6 Pressure Results
The first of two results chapters, this chapter presents the internal
engine pressure data. Data for three different fuel injection configura-
tions at a range of fuel equivalence ratios are provided. The influence
of flight dynamic pressure is examined and the current data are com-
pared with that of an un-installed engine.
Chapter 7 Force Balance Results
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The second experimental results chapter, this chapter presents the
engine force data for no fuel injection and two different injection con-
figurations. Engine performance metrics are calculated and discussed.
Chapter 8 Conclusions and Recommendations
The final chapter of the thesis, this chapter summarises the significant
findings from Chapters 6 and 7, differentiating between those of a
technical nature and those of a scientific nature. Recommendations for
future work are also provided in this chapter.
A final introductory note: two test campaigns were conducted as a
part of this thesis within the t4 Stalker Tube. The first attempted to
simultaneously measure the internal pressure distribution and the net lift,
thrust and pitching moment using a three component force balance. This
campaign, which occurred from November 2010 to May 2011, encounted
unforeseen technical difficulties, difficulties that were caused by an adverse
interaction of the force balance shielding and facility nozzle flow. The
second test campaign, which occurred from December 2011 to February
2012, measured only the internal pressure distribution of the engine. The
force balance was not used and was instead replaced by a streamlined
rigid mount. The primary goal of the second test campaign was to confirm
the engine and facility operation. The data presented in Chapter 6 are
taken exclusively from the second test campaign while the data presented
in Chapter 7 are taken exclusively from the first test campaign. Throughout
this report the terms ‘Campaign 1’ and ‘force balance campaign’ will be
used synonymously, as will the terms ‘Campaign 2’ and ‘rigid-mount test
campaign’.
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2
The second chapter, in which we concern ourselves with a review of the literature,
with particular attention paid to rest scramjets and scramjet engine force balance
experiments, thereby laying the first foundations of the thesis.
2.1 introduction
In this chapter a review of the pertinent literature is provided. The first half
of the chapter, Section 2.2, summarises past experimental work relating
to rest inlets and rest-based scramjets, with particular focus on the
m12rest access-to-space engine. The second half of the chapter, Section 2.3,
then reviews the past force balance experiments that have been conducted
using complete scramjet engines at the National Aeronautical and Space
Administration (nasa), the Japan Aerospace Exploration Agency (jaxa)
and The University of Queensland (uq). This literature review is very
focussed; readers requiring a more general review and introduction to
hypersonic flow theory are referred to the classic textbook by Anderson
(2000). For further background on scramjet engine technology readers
are referred to the textbook by Heiser and Pratt (1994), the collection by
Murthy and Curran (2001) and the review by Curran (2001).
2.2 rest engine design and testing
The rectangular-to-elliptical-shape-transition (rest) methodology was
developed by Smart (1999) as a means of generating three-dimensional,
fixed-geometry inlets that feature no boundary-layer bleeds. Provided they
are able to self-start and operate over a wide Mach number range, these
types of inlets are favourable as they reduce structural complexity (Beckel
et al., 2006). The methodology, reported in detail in Smart (1999), is based
on a quasi-streamline-tracing technique in which the inlet capture and
throat geometry are specified a priori.
The design of all rest inlets begins by defining an axisymmetric com-
pression flow field that provides the desired pressure rise at the design
operating condition. The quasi-rectangular inlet capture and elliptical
throat are then superimposed on this flow field as shown in Figure 2.1.
Streamlines which intersect these cross-sections are traced through the
flow field and merged using a lofting procedure to create the inviscid
inlet shape (Figure 2.2). A viscous correction is then made to the geom-
etry to account for boundary layer growth and the overall length of the
9
Figure 2.1 – Compression flow field and cor-
responding Mach number contours used
during the design of the M8-radical farm-
ing rest engine (Turner and Smart, 2008).
Figure 2.2 – Cross-sections defining a rest
inlet (Smart, 1999)
compression flow field is adjusted until boundary layer separtion criteria
for the viscous-corrected shape are satisfied (Smart, 1999). The result is a
relatively slender three-dimensional inlet that smoothly transitions from a
quasi-rectangular capture area to an elliptical throat and features highly
swept leading edges and a notched cowl.
Since developing the method, a total of four inlets have been designed,
built and tested in several different facilities. These inlets are shown in
Figure 2.3 and summarised in Table 2.1. Each inlet was designed with
the assumption that it would be installed on a vehicle with a forebody
equivalent to a 6° wedge. The first experimental results for a rest inlet
are reported in Smart (2001). Shown in Figure 2.3a, this inlet was designed
for installation on a vehicle cruising at Mach 7.1 with freestream dynamic
pressure of 50 kPa. Designated as m7rest in this thesis, the design Mach
number of this inlet was 6. Experiments were conducted in the nasa Lan-
gley Research Center (larc) Arc heated Scramjet Test Facility (ahstf) at
Mach 6.2 with the goal of validating the design methodology. Smart (2001)
reported that the inlet was self-starting and exhibited good performance,
with a mass capture ratio of approximately 96%, a kinetic energy efficiency
of approximately 96.6% and a compression ratio of approximately 15.8.
The second rest inlet to be designed and tested is shown in Figure 2.3b.
Designated as m7(v2)rest, Smart and Trexler (2004) report that this inlet
was an improved version of the m7rest inlet, being designed for instal-
lation on the same vehicle but with an inlet design Mach number of 5.7,
a 20% reduction in inlet length and a reduced internal contraction ratio.1
The purpose of these changes was to permit the m7(v2)rest inlet to self-
start at Mach 4 (Smart and Trexler, 2004). Experiments were conducted
in the nasa larc Mach 4 Blown Down Facility (m4bdf) with the goal
of examining the self-starting capability and performance of the inlet at
1 The internal contraction ratios of the m7rest and m7(v2)rest inlets were 2.15 and 1.77,
respectively (Smart, 2001; Smart and Trexler, 2004).
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(a) m7rest inlet in the larc ahstf
(b) m7(v2)rest inlet in the larc m4bdf (c) m7(v2)rest engine at larc
(d) m8rest-rf engine at uq (e) Design-scale m12rest engine at uq
Figure 2.3 – Various rest inlets and engines that have been designed and tested over the period
1999-current at nasa Langley Research Center and The University of Queensland
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2.2 rest engine design and testing
an off-design Mach number (Smart and Trexler, 2004). Despite the design
changes, Smart and Trexler (2004) reported that the m7(v2)rest inlet did
not self-start at the Mach 4 test condition, a limitation that was overcome
by adding 8 boundary layer bleed holes to each side of the inlet. In this
configuration, the inlet self-started with a mass capture ratio of 79.7% and
compression ratio 12.6.
Following on from the successful off-design tests, Smart and Ruf (2006)
mated the m7(v2)rest with an isolator, divergent combustor and thrust
nozzle, thus forming the first complete rest scramjet engine. Shown in
Figure 2.3c, the complete engine was tested in the nasa larc Combustion
Heated Scramjet Test Facility (chstf) at Mach 4.5. Gaseous hydrogen fuel
was used in conjunction with a silane-hydrogen pilot. Instrumentation
consisted primarily of static pressure transducers and surface thermo-
couples. A six-component force balance was also used but facility-model
interactions in the larc chstf prevented net force data from being mea-
sured; only the force increment due to combustion could be quantified.
Furthermore, Smart and Ruf (2006) did not provide any details concerning
the geometry of the isolator, combustor, nozzle or fuel injection station
and all plots were shown in the paper without axis limits.
Shown in Figure 2.3d, the m8rest-rf engine was developed by Turner
and Smart (2010) for the purpose of evaluating the application of inlet
fuel injection and the radical-farming concept (Gardner et al., 2002; Odam,
2004; Odam and Paull, 2007) to a three-dimensional engine. This engine
was the first rest engine to be designed at The University of Queensland
and was the third engine overall. Experiments were conducted in the
t4 Stalker Tube at Mach 6.6, corresponding to flight at Mach 8 with a
vehicle forebody equivalent to a 6° wedge. Instrumented with surface static
pressure transducers in the engine symmetry plane, experimental results
reported by Turner and Smart (2010) demonstrated the first successful
use of inlet fuel injection in a rest scramjet. No evidence of combustion
within the inlet was observed and the inlet remained started up to an
equivalence ratio of 0.92. Compared with fuel injection in the combustor,
inlet injection produced substantial pressure rise within the engine (Turner
and Smart, 2008).
The fourth and most current rest engine to be developed is the m12rest
engine which is shown in Figure 2.3e. Unlike the other rest inlets, which
have been designed for vehicles flying below Mach 8, the m12rest engine
was developed by Suraweera and Smart (2009) as an exploratory engine
for examining the applicability of the rest design methodology for access-
to-space applications. This engine is of particular interest for this thesis
and so its performance and design are discussed in detail in Section 2.2.1.
The set of experimental data amassed so far for the rest family of inlets
indicates that these inlets are a viable fixed-geometry, three-dimensional
design. The inlets have shown an ability to self-start and operate over a
large Mach number range below the design point. Results have also shown
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that these inlets are able to accept inlet injection of fuel, a feature that
is expected to be important at higher flight speeds where the required
mixing length is large. However, surveying the information in Table 2.1
and photographs of Figure 2.3 it can be seen that
1. Each engine has featured a short forebody. No rest inlet has yet
been tested with a forebody sized by the shock-on-lip criterion at
the design flight Mach number.
2. Each engine has been tested in semi-freejet mode with the facility
nozzle delivering flow equivalent to post-forebody shock conditions.
No rest inlet has been tested with the presence of the vehicle
forebody shock and forebody flow spillage.
3. Instrumentation of the engines has typically consisted of surface
pressure measurements and thermocouples.
Hence, although each rest engine has been designed to be integrated with
a vehicle, the effects of airframe integration, and in particular the ingestion
of a thick forebody boundary layer by the inlet and flow non-uniformity
due to forebody flow spillage, have not been examined to date. Similarly,
the net aerodynamic performance of an airframe integrated rest engine
module has also not yet been quantified.
2.2.1 m12rest engine
The m12rest engine was designed in 2006 by Prof. Michael Smart and
Dr. Milinda Suraweera as a research engine to examine the operation of a
hydrogen fuelled scramjet at speeds relevant to access-to-space. Assuming
installation on a vehicle with a forebody equivalent to a 6° wedge, the
inlet was developed for flight at Mach 12 with operation down to Mach 6
at a freestream dynamic pressure of 50 kPa. To complete the engine, the
inlet was combined with a short forebody plate, an elliptical combustor
and a generic conical nozzle as shown in Figure 2.4.
Fuel was supplied to the engine through two injection stations, one part-
way along the inlet and one at a 2.5mm circumferential step that served as
the start of the combustor (Figure 2.5). The inlet injection station consisted
of 3 portholes, 4mm in diameter and angled at 45° to the local flow. The
step injection station consisted of 48 portholes, 1.5mm in diameter, posi-
tioned at the mid-height of the step and angled at 10° to the axis of the
inlet. Sonic injection of hydrogen fuel from either or both fuelling stations
could be achieved and it was found that the fuelling configuration had a
significant effect on the engine performance. Further details pertaining to
the engine design and experimental model may be found in Suraweera
and Smart (2009).
The assembled engine was tested by Suraweera and Smart (2009) in
semi-freejet mode in the t4 Stalker Tube at conditions equivalent to flight
14
Figure 2.4 – Schematic of the design-scale m12rest engine (Suraweera
and Smart, 2009)
at Mach 8.7. Four different fuelling configurations were examined: inlet
injection, step injection and two combined injection schemes. The ratio of
fuel mass flow injected through the inlet station to fuel mass flow injected
through the step station was 9:11 for the first combined injection scheme
and 1:2 for the second combined injection scheme.
The pressure profiles obtained for each configuration at various total
fuel equivalence ratios are discussed in detail by Suraweera and Smart
(2009) and so will not be repeated here. Quasi-one dimensional cycle
analysis results are reported by Moule and Smart (2013). In all cases,
significant pressure rise due to sustained supersonic combustion was
observed. Figure 2.6 shows the estimated thrust coefficient for each fuelling
scheme and total fuel equivalence ratio from which it can be seen that
intake injection performed best at low fuel equivalence ratios (φ < 0.5),
step injection performed best in the midrange (0.6 < φ < 0.8) before
leveling off, and the two combined fuelling schemes produced the same
thrust as each other and out-performed injection from the step for high
fuel equivalence ratios (φ > 0.8).
Plateauing of the step injection results with increasing fuel equivalence
ratio is indicative of mixing-limited combustion.2 Increasing the available
mixing length, which is achieved in this engine by injection of fuel from
the inlet station, is expected to increase the thrust levels obtained. However,
increasing pressure in the inlet and isolator resulted in inlet unstart at φ =
0.62 for inlet-only injection. Steady pressure levels were maintained at φ =
2 In this thesis mixing-limited combustion is distinguished from mixing-controlled combus-
tion. Mixing-limited combustion refers to the case where, for a particular cross-section, the
combustion induced pressure rise does not increase with fuel equivalence ratio. Mixing-
controlled combustion refers to the case where the distribution of combustion induced
pressure rise along a duct is governed by the rate at which fuel and air are mixed.
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Figure 2.5 – Schematic of the fuelling stations of the design-scale m12rest
engine (Suraweera and Smart, 2009)
0.40. Thus, inlet-only injection is limited in its useability. In comparison, by
injecting the majority of fuel at the step, the combined injection schemes
utilise the longer mixing length available from intake injection while
ensuring that the inlet remains started at high total fuel equivalence ratios.
In terms of both the combustion induced pressure rise within the engine
and the estimated thrust coefficient (Figure 2.6), the two combined injection
schemes were observed by Suraweera and Smart (2009) to give the best
performance.
So far in this section the performance characteristics of the internal
m12rest flowpath have been discussed in terms of the thrust coefficient
while no mention has been made on how the thrust was calculated. Fol-
lowing the explanation given by Suraweera and Smart (2009), the thrust
coefficient was calculated from the combination of the experimental pres-
sure distribution in the combustor and nozzle, a computational fluid
dynamics (cfd) pressure distribution in the inlet and a cfd fuel-off skin
friction distribution thoughout the engine. This methodology is a limi-
tation of this style of engine test. Though performance comparisons at
different flight conditions, fuelling configurations or injectors may be
made, the actual performance can only be approximately determined due
to the lack of experimental skin friction data and the coarse resolution of
the pressure data. This situation is most directly resolved by utilisation of
a force balance which directly measures the total integrated forces acting
on the engine, and so accounts for the many complex interactions and
flow features.
Two important points must be noted regarding the thrust coefficient data
plotted in Figure 2.6. Firstly, the estimated thrust coefficients calculated
for each fuelling configuration do not include any effects of skin friction
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Figure 2.6 – Internal thrust coefficient for the
m12rest engine at conditions equivalent to Mach
8.7 flight (Suraweera and Smart, 2009)
reduction due to combustion of fuel within the boundary layer (Kirchhartz
et al., 2012; Stalker, 2005). Suraweera and Smart (2009) estimate that these
effects could increase the thrust levels by at least 50% and 35% for the step
and combined injection schemes, respectively. This is a significant increase.
Secondly, the thrust nozzle used was a generic conical nozzle with an area
ratio of 8 with respect to the inlet throat. For an idealized axisymmetric
engine, Stalker et al. (2005, Figure 7) demonstrated that increasing the
nozzle area ratio from 5 to 10 resulted in a thrust increase of approximately
20%. Therefore, the thrust coefficient values calculated by Suraweera and
Smart (2009) for the m12rest engine are not expected to change signifi-
cantly if a larger area ratio nozzle was fitted. However, while not strongly
dependent on the area ratio, the nozzle thrust is strongly influenced by the
overall design and integration of the nozzle with the engine and airframe
(Hirschen et al., 2009; Tanimizu et al., 2009). When multiple rest engines
are integrated with a notionally two-dimensional vehicle, the thrust nozzle
for each engine will need to undergo shape transition from the elliptical
combustor to a two-dimensional single-expansion ramp. Similarly, for
axisymmetric vehicles like that studied by Jazra et al. (2013), the thrust
nozzle will need to transition from the elliptical combustor to match the
circular aftbody of the vehicle (which has a curvature that is negative with
respect to the upper half of the combustor ellipse). The optimal design of
shape-transitioning, three-dimensional, thrust nozzles is a complex design
problem that has implications for both the engine and vehicle performance.
Thus, although the m12rest flowpath results of Suraweera and Smart
(2009) are encouraging and demonstrate the potential performance of the
flowpath, further work is required, particularly in terms of the develop-
ment of a suitable thrust nozzle and the determination of the integrated
17
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performance of a single engine module.
2.3 force balance testing of scramjets
Force balance testing of scramjet engines and vehicles is difficult in general
and becomes more difficult as the flight speed moves beyond Mach 8. This
section provides an overview of previous scramjet force balance testing. It
will be seen that the majority of tests have been conducted in continuous
facilities that have test times of tens of seconds or longer. Furthermore,
most experiments involving force balances focus on determining force-
increments rather than the net aerodynamic forces.
2.3.1 National Aeronautics and Space Administration
Hyper-X, shown in Figure 2.7, was nasa’s experimental hypersonic
flight vehicle. In comparison with the goals of the much larger nasp
program of the 1980s and early 1990s, the Hyper-X program aimed to fly
a relatively small-scaled airframe-integrated, scramjet powered vechicle in
an effort to demonstrate the associated family of technologies and design
methodologies. Two Mach 7 flights and one Mach 10 flight were planned
and of these, one Mach 7 flight and the Mach 10 flight were successful.
Figure 2.7 – nasa’s Hyper-X flight vehicle (Marshall and Corpening,
2005)
The aerodynamic and propulsive database amassed over the course of
the Hyper-X program was perhaps the most comprehensive ever devel-
oped for a hypersonic vehicle (Voland et al., 2006), and it relied heavily
18
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on the consolidation of computational predictions and experimental data.
The backbone of the database was high-quality experimental aerodynamic
data obtained for the inlet-closed vehicle using small-scale models (< 20%
full-scale), tested in continuous facilities (Engelund et al., 2001; Holland
et al., 2001).
Force and moment increments associated with opening the inlet cowl
and engine operation were primarily determined through validated analyt-
ical and cfd analyses (Cockrell et al., 2001). In essence, a two-step process
was used: First, the computational tools were benchmarked against the
inlet-closed aerodynamic data. Next, the tools were used to calculate the
inlet-open and fuel-on force and moment increments. For the Mach 7
flight condition, the predicted force and moment were experimentally
verified by full-scale propulsion flowpath tests that were conducted in
the nasa Langley Research Center (larc) 8-ft High Temperature Tunnel
(8-ft htt; Engelund et al., 2001). The results of these validation processes
are shown in Figure 2.8a and Figure 2.8b and, as is typical with most
Hyper-X associated publications, the scale of the vertical axes has not
been given. Overall the authors claim very good agreement between the
various results.
The model used for the full-scale propulsion flowpath tests is shown in
Figure 2.9. It consisted of the Hyper-X Flight Engine (hxfe) mounted to
the Vehicle Flowpath Simulator (vfs), which together provided a complete
tip-to-tail replication of the lower flowpath surfaces of the flight vehicle.
The incomplete representation of the entire vehicle and interference from
the pedestal mount restricted the force measurement to incremental data
only.
Ground testing at speeds beyond Mach 8 is limited to impulse facilities
such as reflected-shock and shock-expansion tunnels. The influence of
this fact on the Hyper-X program is very obvious. Unlike the numerous
long duration full-scale propulsion tests conducted for the Mach 7 flight, a
much smaller set of experiments, conducted using the HyPulse and lens
reflected-shock tunnels were completed for the Mach 10 flight condition
(Ferlemann, 2005; Rogers et al., 2001). The model tested in the HyPulse
facility was a full-scale height, partial width and truncated length engine.
The experiments were conducted in semi-direct-connect mode. In constrast,
the model tested in the lens facility was a full-scale replica of the Mach
10 engine, though, with the exception of a single paragraph in the paper
by Ferlemann (2005), there is very little mention of the lens Hyper-X
tests in the literature.
Furthermore, in comparison with the Mach 7 ground tests, there were
no direct measurements of the propulsive aerodynamic coefficients at the
Mach 10 flight condition.3 This is despite the necessary tools existing (see
3 This statement is based on the lack of any force data in the papers of Bakos et al. (1999),
Ferlemann (2005), and Rogers et al. (2005, 2001). It is quite possible that force measurements
were taken; however, they have not been published.
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(a) Mach 6 aerodynamic coefficients for
various elevator deflections.
(b) Aerodynamic coefficients for inlet-
open unpowered and powered
modes.
Figure 2.8 – Comparison of computational predictions and combined wind
tunnel data (Engelund et al., 2001)
Figure 2.9 – Hyper-X vfs and hxfe installation in the nasa larc 8-ft htt
(Cockrell et al., 2001)
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for e.g. Takahashi et al., 1999). The engine data recorded at the Mach
10 condition consisted of surface static pressure measurements, thin-film
heat flux gauges and a Pitot pressure rake that was used to survey the
forebody flow (Bakos et al., 1999). The forebody flow was also visualised
using a high-speed Schlieren system. The pressure measurements were
compared with and used to validate the computational tools. Furthermore,
to increase confidence in the Mach 10 results, the Mach 7 flowpath was
tested at its design condition in HyPulse, thus allowing comparison with
the experimental data obtained from long-duration tests (Bakos et al., 1999;
Rogers et al., 2001).
The Hyper-X program completed two successful flights, one at Mach
74 and one at Mach 10. For each flight, the measured data reasonably
matched the design predictions (Ferlemann, 2005; Ferlemann et al., 2005).
Despite its complexity, the design methodology used during the Hyper-X
program was ultimately validated by the success of the flights.
2.3.2 Japan Aerospace Exploration Agency
The Japan Aerospace Exploration Agency (jaxa) has been an active con-
tributor to the field of supersonic combustion research for many years and,
in comparison with nasa, more freely publishes their scramjet engine
data (Kanda et al., 2001). As with any research organisation, the available
facilites have influenced the research undertaken at jaxa. The two pri-
mary scramjet research facilities operated by jaxa at the Kakuda Research
Center (krc) are the hiest Stalker Tube (high-enthalpy, reflected shock
tunnel) and the vitiated blowdown Ramjet Engine Test Facility (rjtf).
Force balance experiments that have been conducted in each of these
facilities are briefly reviewed in this section.
The rjtf is able to generate test flows up to Mach 8 at an altitude of
35 km (Yatsuyanagi et al., 1998). Consequently a significant proportion of
the research at jaxa has focussed on scramjet and dual-mode scramjet
combustion up to Mach 8. As a part of its infrastructure, the rjtf includes
a three-component force balance which permits the determination of the
thrust/drag, lift and pitching moment of large scale scramjet engines
(≈ 2m in length and ≈ 0.2m in width and height). Shown in Figure 2.10a,
this balance is based on a floating frame arrangement in which four load
cells are used to determine the aerodynamic forces acting on the model
(Shimura et al., 2001). Kanda et al. (2002) states that the balance is able
to resolve forces to within ±50N, corresponding approximately to ±7.5%
and ±5% of the fuel-off lift and drag, respectively. The standard configu-
ration for the scramjet engine studied at jaxa is shown in Figure 2.10b.
4 This was the second flight at Mach 7. Although the first Mach 7 flight failed, the failure
was due to the rocket booster and not the x-43a scramjet vehicle (Marshall and Corpening,
2005).
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The engine has a relatively simple shape, featuring a 6° (half-angle) wedge
sidewall compression inlet with sweptback leading edges and a central
strut.
Shimura et al. (2001) studied the thrust, lift and pitching moment for
different configurations at Mach 4, 6 and 8 flight conditions, finding that
thrust increased linearly with fuel mass flow until engine unstart occurred,
at which point the thrust significantly decreased and the lift significantly
increased. Net thrust was observed at the Mach 6 condition but not at
the Mach 4 or 8 conditions (at each condition the strut configuration was
different), a result that was due to the installation drag of the supporting
structure. Mitani et al. (2003) provide a good overview of the various
configurations that have been studied and indicate that net internal thrust
has been demonstrated at Mach 4, 6 and 8 conditions for the internal
flowpath, with the magnitude decreasing with increasing flight speed (as
expected).
Similar to the strategy used by nasa during the Hyper-X program, jaxa
researchers regularly discuss and compare engine configurations based
on the internal thrust increment due to combustion. The focus on internal
performance is justified by Mitani et al. (2003) who state that internal drag
is intrinsically related to irreversible processes through the engine but that
external drag is dependent on integration of the engine with the vehicle
and, on a per-engine basis, decreases when engines are stacked side-by-
side. Despite this justification for focussing on the internal performance
of an engine, jaxa researchers have also reported, albeit briefly, on the
external and installation drag of the engine. Consequently a number
of interesting results have been obtained including, (1) agreement to
within 5% for the drag obtained from the force balance and that obtained
from integration of the measured pressure distribution and estimated
skin friction distribution (see Figure 2.11 and Mitani et al., 2002, 1999);
(2) experimental demonstration that the external drag and total fuel-off
internal drag are comparable (Mitani et al., 1999), and (3) demonstration
that the internal viscous drag accounts for significantly more than 50% of
the total internal drag (Mitani et al., 2002).
The hiest Stalker Tube has been in operation since 1997 and is capable
of generating nozzle supply enthalpies up to 25MJ/kg and nozzle supply
pressures up to 150MPa. As a part of its infastructure, jaxa have devel-
oped a free-flight accelerometer-based force balance (Takahashi et al., 1999;
Tanno et al., 2005). Shown in Figure 2.12, this balance is a single-component
force balance that has been used with engine models up to 3m in length
(Itoh, 2005). Since 2005 jaxa has regularly used this balance to study
scramjet engine performance at enthalpies in the range of 4 to 9MJ/kg.
Initially, jaxa examined the single wedge engine configuration shown
in Figure 2.13a. However, difficulty in maintaining intensive combustion
(Takahashi et al., 2005) and high viscous drag in the long combustor
(Rowan et al., 2005) have seen jaxa shift to the three-ramp design shown
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(a) Schematic of the force balance used in the rjtf
(Shimura et al., 2001).
(b) Sidewall compression, water-cooled scramjet engine (Kanda et al., 2001).
Figure 2.10 – Scramjet model and force balance studied and used in rjtf
Figure 2.11 – Comparison of the measured internal drag and that calcu-
lated from the measured pressure distribution (Mitani et al., 2002)
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in Figure 2.13b. This engine was designed so that the combustor entrance
pressure was double that of the previous engines, resulting in increased
combustion pressures despite the decreased combustor length (Takahashi
et al., 2006).
Experimental thrust coefficient and specific impulse data measured by
jaxa for various Mach 12 scramjet engines are plotted in Figure 2.14. To
date, jaxa has yet to demonstrate net thrust with its Mach 12 engines
(Figure 2.14b), though the specific impulse increment has improved with
each design iteration (Figure 2.14c). The dominance of the viscous drag in
Figure 2.14a is reflective of the very long combustor used for the m12-02
design and is consistent with the assertion of Stalker (2006b) that viscous
drag is a significant portion of the total drag at sub-orbital velocities.
Furthermore, it is interesting to note that for the m12-02 engine, the
simple backward-facing step injector performed the best, demonstrating
that complex injector configurations may not be required for scramjets
operating at flight enthalpies above 4MJ/kg.
Table 2.2 – Typical hiest Test Conditions used for
the jaxa Mach 12 Engine Experiments
Condition
Quantity Units A B C D
Mf 9 10 12 14
p0,f MPa 30 30 30 30
H0,f MJ/kg 4 5 7 9
Te K 330 440 630 950
pe kPa 3.0 2.8 3.5 3.8
Me 7.5 7.2 6.8 6.4
Despite the interesting results obtained by jaxa for the Mach 12 engines,
they are not representative of what could be expected in flight. Table 2.2,
adapted from Takahashi et al. (2006), shows the conditions at which the
jaxa Mach 12 engines are typically tested. Despite the enthalpy being
matched to various flight Mach numbers, neither the freestream temper-
ature nor the freestream Mach number are matched and thus the test
conditions do not replicate a flight condition. With no mention of an as-
sumed vehicle forebody in any of the relevant papers, it may be concluded
that the motivation for the experiments must be to either gather data
for the validation of numerical simulations or to examine fundamental
combustion performance over a range of enthalpies.
Finally, it may be said that the regularity and consistency with which
force data are presented and used by the jaxa researchers is something
to which other institutes can aspire. In combination with internal pres-
sure measurements, force data greatly assists with understanding and
comparing various engine designs.
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Figure 2.12 – Single-component free-flight force balance used
in hiest (Tanno et al., 2005)
(a) m12-02 engine configuration (Rowan et al., 2005)
(b) m12-03 engine configuration (Takahashi et al., 2006)
Figure 2.13 – Basic Mach 12 scramjet engine configurations studied by
jaxa since 2005
(a) Thrust coefficient for the m12-02 engine at a
7MJ/kg test condition. The injection configu-
ration was 40% hyper-mixer, 60% slot injec-
tion with φT = 1 (Rowan et al., 2005).
(b) Comparison of the thrust coefficient for dif-
ferent injection configurations for the m12-02
engine at a 7MJ/kg test condition and with
φ = 1 (Rowan et al., 2005)
(c) Specific impulse increment for various designs
(Takahashi et al., 2006). Note that engines e1
and e2 are Mach 8 engines like that shown in
Figure 2.10b. bs=Backward facing step injector,
hm=Hyper-mixer injector, pc=Parallel combustor
with swept ramp injector.
Figure 2.14 – Experimental thrust coefficient and specific impulse increment measured by jaxa
for various Mach 12 engines
2.3 Force Balance Testing of Scramjets
2.3.3 The University of Queensland
In comparison with the blowdown hypersonic facilities available at nasa
and jaxa, the primary scramjet facility at The University of Queensland
(uq) is the t4 Stalker Tube, a free-piston driven reflected-shock tunnel. This
impulse facility generates steady test times of several milliseconds or less
and so the measurement of aerodynamic force cannot be accomplished
with standard load-cell based balances like that of the nasa 8-ft htt
(Figure 2.9) or the jaxa rjtf (Figure 2.10a).
A method pioneered and developed by researchers at uq for the mea-
surement of aerodynamic forces within impulse facilities is known as
the stress wave force measurement technique (swfmt). First proposed
by Sanderson and Simmons (1991), the swfmt is based on the principle
that when the test time becomes very small, the model and its support
structure do not reach equilibrium and, by measuring the propagation of
stress waves in a properly designed support, the forces on the model may
be inferred.
Initially used to examine drag on axisymmetric models (see, for example,
Porter et al., 1994; Smith and Mee, 1996a; Tuttle et al., 1995), the technique
was quickly extended to allow investigation of non-axisymmetric geome-
tries and multiple force components (see, for example, Simmons et al.,
1993). Tuttle et al. (1994) attempted to measure the thrust generated by
a two-dimensional scramjet nozzle5 but asymmetric loading adversely
affected the quality of the results (Tuttle, 1996). The first complete scramjet
engine to be tested on a stress wave force balance was a quasi-axisymmetric
engine (Paull et al., 1995a,b). A modified version of this engine was later
used by Tanimizu et al. (2009, 2011) as the basis for a nozzle optimization
study. The quasi-axisymmetric engine was followed by a symmetric engine
consisting of two scramjets back-to-back (Stalker and Paull, 1998). Finally,
the development of a three-component force balance by Robinson (2003d)
allowed the thrust/drag, lift and pitching moment of a single scramjet
engine to be experimentally measured within an impulsive hypersonic
facility. These engines are briefly discussed in the following paragraphs.
The quasi-axisymmetric scramjet studied by Paull et al. (1995a,b) is
shown in Figure 2.15. Note that the entire engine and fuel system were
mounted to the force balance. This engine was tested at a nominal Mach
number of 6 with the nozzle supply enthalpy varied between 2.8MJ/kg
and 8.5MJ/kg. Hydrogen fuel alone did not combust and so a 13% silane,
87% hydrogen mixture was used at fuel equivalence ratios up to 0.8. The
performance of this engine is compared with analytical predictions in
Figure 2.16. The analytical predictions were obtained by using established
theories to estimate the pressure and shear stress distributions. Overall,
the experimental trends were well matched by the analytical predictions.
5 Only the nozzle was attached to the force balance.
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(a) The scramjet model
(b) Model and force balance
Figure 2.15 – The axisymmetric scramjet and force balance arrangement
studied by Paull et al. (1995a)
Figure 2.16 – Resultant axial force measured for a quasi-axisymmetric
scramjet for fuel-on (solid symbols) and fuel-off (open symbols) (Paull
et al., 1995a)
2.3 Force Balance Testing of Scramjets
Although the performance of the quasi-axisymmetric engine was quite
poor, with net thrust being produced over a very limited range of nozzle
supply enthalpies, the results plotted in Figure 2.16 represent the first
experimental demonstration of net thrust production for a scramjet engine.
Paull et al. (1995a) and further discussions by Stalker et al. (2005) postulate
a number of reasons for this poor performance including the need to use a
silane-hydrogen mixture, an inability to fuel at stoichoimetric equivalence
ratios (due to thermal choking), poor thrust nozzle design, and high
inviscid and viscous drag levels. Some but not all of these factors may
be mitigated by improving the design of the engine. Paull et al. (1995a)
state clearly that the engine was designed to allow for ease of analysis
and manufacturing, and not for optimum performance. The research was
focussed on the validation of the swfmt technique for high velocity testing
of scramjet engines and in this respect was successful.
Figure 2.17 – Hydrogen fuelled cruise scramjet model
(Stalker and Paull, 1998)
The second scramjet engine to be examined at uq using the swfmt
is shown in Figure 2.17. Although the model is not axisymmetric, two
engines placed back-to-back were used to ensure that only axial forces
were generated. Once again, the design of the engine focussed on ease
of manufacture and analysis rather than outright performance (Stalker
and Paull, 1998). Despite this, the engine achieved cruise (i.e. thrust equal
drag) at a Mach number of 6.4, total enthalpy of 3.5MJ/kg and hydrogen
fuel equivalence ratio of φ = 1 without the use any ignition aids. Simple
analysis was again able to predict the fuel-off drag reasonably well, but
not the fuel-on performance.
The next scramjet engine to be discussed is shown in Figure 2.18a.
Continued development of the swfmt eventually made it possible to
measure three components of force on a two-dimensional scramjet engine
that was 0.6m in length. The three-component force balance is discussed
in detail in Chapter 4 and so only the scramjet engine results will be
covered here. As with previous force balance scramjet models at uq, the
engine shown in Figure 2.18a was designed primarily for the evaluation
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of the force balance (Robinson, 2003d).
The thrust, lift and pitching moment coefficients measured for the
engine are shown in Figures 2.18b to 2.18d for tests at a Mach number of
6.6, a stagnation enthalpy of 3.3MJ/kg and a freestream static pressure
of 7.0 kPa (Robinson, 2003d). Good comparison with predictions was
obtained for the thrust and lift forces with both increasing linearly with
fuel mass flow rate. The poor prediction of the pitching moment was
attributed by Robinson et al. (2006) to inaccurate estimation of the pressure
distribution on the latter part of the thrust surface. In comparison with
the purely analytical method used by Paull et al. (1995a) (for example),
Robinson (2003d) made use of simple cfd simulations and some of the
measured pressure data to determine the theoretical forces. The increase
in lift and pitch-down moment are both attributed to increased pressure
on the thrust surface arising from combustion of the fuel.
Examining Figure 2.18b it can be seen that the engine was approaching
cruise at a fuel equivalence ratio of 1.4. This result suggests that incomplete
combustion occured (Stalker et al., 2005). Furthermore, it is likely that this
result is a consequence of the simple design of the engine. Overall however,
the results of the experiments of (Robinson et al., 2006) demonstrate that
it is possible to accurately measure the thrust, lift and pitching moment of
a single scramjet engine in a shock tunnel.
Any scramjet engine that is used as a part of an access-to-space system
will be required to operate over a large Mach number range. Recognizing
this fact, Tanimizu et al. (2009, 2011) have recently revisited the quasi-
axisymmetric engine design of Paull et al. (1995a). Two new models were
developed by Tanimizu (2008). These are compared with the engine of
Paull et al. (1995a) in Figure 2.19a. Model 1 featured an identical intake to
model 0 but was fitted with a larger area ratio nozzle (8.65 compared with
5.8). Model 2 was designed for flight at Mach 8 and featured a shorter,
divergent combustor than either model 0 or 1.
Models 1 and 2 were tested in the t4 Stalker Tube across a range of
nozzle supply using three different facility nozzles – the Mach 6 nozzle, the
Mach 8b nozzle and the Mach 10b nozzle. Measured drag coefficient data
for model 1 are compared with a theorectical prediction in Figure 2.19b.
The theoretical prediction compares well with the experimental results
over the full range of test conditions examined. The variation in drag
is dominated by the variation in the unit Reynolds number of the test
flow6 which affects the surface viscous force. With the force prediction
methodology validated, Tanimizu et al. (2011) used model 2 as the basis for
a nozzle optimization study, finding that for this type of engine, the benefit
of increasing the nozzle area ratio by deflecting the external cowl surfaces
was counteracted by an increase in inviscid drag on the external cowl.
6 For fixed facility nozzle, increasing the nozzle supply enthalpy decreases the Mach number
and unit Reynolds number of the test flow.
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(a) Scramjet model (b) Thrust coefficient data
(c) Lift coefficient data (d) Pitching moment coefficient data
Figure 2.18 – The three-component force balance and resulting measured scramjet engine data
produced by Robinson et al. (2006)
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(b) Variation in drag coefficient for model 1
Figure 2.19 – Quasi-axisymmetric engines investigated by Tanimizu et al. (2009, 2011)
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The basic geometry therefore limits the maximum attainable performance.
Tanimizu et al. (2009) estimate that this type of engine is likely to be
limited to flight below Mach 8.
2.4 summary
The preceeding literature review has established that the majority of
scramjet engine force balance tests have been conducted in intermitent or
continous flow facilities using quite large engine models. Furthermore, the
majority of these tests have focussed on the internal thrust increment
associated with the injection and combustion of fuel rather than the
net aerodynamic forces. Though some force balance testing has been
conducted at uq in an impulse facility, these tests have mostly focussed on
small-scale, simple geometry models that have been designed to evaluate
the stress wave force measurement technique rather than being designed
for good net performance.
The review has also shown that three-dimensional, fixed-geometry
inlets, which smoothly transition from a quasi-rectangular capture area
to an elliptical throat, offer promising performance attributes compared
with relatively simple two-dimensional geometries. However, no force
balance testing of a rest-based engine has been completed and so the
true aerodynamic characteristics of this class of engine are still unknown.
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3
The third chapter, in which we describe the wind tunnel facility, discuss the test
flow conditions and concern ourselves with details of the experimental model,
thereby laying the second foundations of the thesis.
3.1 introduction
The methodology of this thesis was primarily experimental and, as such,
the goals of this chapter and the next are to provide descriptions of the
apparatus that was used. The three pillars that underlie this thesis are:
1. the t4 Stalker Tube developed by Stalker (1966, 1967, 1989);
2. the internal flowpath of the m12rest scramjet engine developed by
Suraweera and Smart (2009); and,
3. the three-component force balance developed by Robinson (2003d).
The first two are described in dedicated sections of this chapter while the
force balance, due to its complexity, is described separately in Chapter 4.
We begin the current chapter with a brief overview of the test facility, the
t4 Stalker Tube, in Section 3.2. The Mach 10b contoured nozzle is also
described in this section prior to a summary of the facility instrumentation
and data acquisition system. Section 3.3 discusses the calculation of the
nozzle supply and test flow properties as well as presenting equivalent
flight conditions. Section 3.4 focusses on the m12rest engine. An overview
of the design of the airframe integrated engine is given first, followed by
summaries of the instrumentation, hydrogen fuel delivery system and the
mounting and positioning of the engine within the test section. The final
section of this chapter, Section 3.5, focusses on the data reduction methods
that have been used in this thesis. Flow establishment over the model and
the selection of an appropriate test time are discussed, and the calculation
of normalised pressure detailed.
3.2 test facility
3.2.1 The t4 Stalker Tube
The experiments reported in this thesis were carried out in The Univer-
sity of Queensland’s t4 Stalker Tube (Stalker, 1966, 1967, 1989). Shown
schematically in Figure 3.1, this facility is a free-piston driven reflected
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Figure 3.1 – Schematic of The University of Queensland’s t4 Stalker Tube. Adapted from
Suraweera (2006).
shock tunnel that was commissioned in 1987 and has been in continual use
and development ever since (Stalker, 2006b; Stalker et al., 2005). Falling
into the class of wind tunnels known as impulse facilities (Lu and Marren,
2002), the t4 Stalker Tube is capable of generating flows with enthalpies
in the range 3 to 15MJ/kg and total pressures up to 90MPa. Although
somewhat dependent on the facility dimensions and driver mechanism,
the ability to produce high total pressure flows with enthalpies above
3MJ/kg comes at a cost of the available flow duration. Steady test times
are typically limited to a few milliseconds1 within the t4 Stalker Tube.
The facility is comprised of six main sections: a reservoir, compression
tube, shock tube, contoured convergent-divergent nozzle, test section and
dump tank. The compression tube has a length of 26m and an internal
diameter of 230mm. The shock tube has a length of 10m and an internal
diameter of 76mm (Stalker and Morgan, 1988). The reservoir and com-
pression tube are separated by a 90.4 kg free piston.2 A steel plate, known
as the primary diaphram, separates the shock tube from the compression
tube and a secondary mylar diaphram separates the shock tube from the
nozzle, test section and dump tank.
Prior to an experiment, otherwise known as a shot, and in preparation
for filling each section of the tunnel with the required gas, the facility is
evacuated to a pressure less than 133Pa (1 torr). The shock tube is then
filled with the test gas, either dry air or nitrogen, the compression tube
is filled with the driver gas, either argon, helium or a mixture of the two,
and the reservior is filled with high pressure air. The dump tank and
test section remain evacuated. The filling pressure of each section of the
facility, driver gas mixture, thickness of the primary diaphragm and nozzle
area ratio dictate the resulting test flow properties. For this thesis the t4
Stalker Tube was operated at two different Mach 10 test conditions: a high
1 A discussion of flow establishment and selection of the test period is provided in Sec-
tion 3.5.1.
2 The piston mass was measured in early 2013 by Mr. Philippe Lorrain and Dr. Stefan
Brieschenk. This mass includes all o-rings and brakes.
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pressure test condition representing flight at a dynamic pressure of 48 kPa
and a low pressure test condition representing flight at a dynamic pressure
of 28 kPa. The filling requirements for each test condition are provided in
Table 3.1.
Table 3.1 – Filling Conditions
Units Low Pressure High Pressure
Reservoir pRES,f MPa 6.5 12.5
Compression Tube pCT ,f kPa 80.5 156
%Ar − 60 45
%He − 40 55
Shock Tube pST ,f kPa 160 250
Primary Diaphragm mm 6 6
Once each section of the facility is filled, the experiment is initiated
by allowing the piston to be accelerated by the high pressure gas in the
reservoir. The single stroke of the piston occurs sufficiently fast that the
driver gas is compressed almost adiabatically to the rupture pressure of
the primary diaphragm. Upon rupture, the hot, high pressure driver gas
expands into the shock tube driving a normal shock along the length of the
tube. This primary shock processes the gas in the shock tube, increasing its
temperature and pressure and accelerating it in the laboratory reference
frame. The velocity of the piston is tuned so that when the primary
diaphragm ruptures the volume of driver gas displaced by the piston
matches the volume of driver gas entering the shock tube (Stalker, 1967).
At the downstream end of the shock tube, the secondary diaphragm is
located at the throat of a convergent-divergent nozzle. When the primary
shock reaches the downstream end of the shock tube, the wall boundary
condition (see section 7.3 in Anderson, 2003) requires the formation of a
reflected shock. This reflected shock travels back upstream and processes
the oncoming test gas, further increasing the temperature and pressure
and reducing the axial velocity of the gas to (near) zero.3 The post-reflected
shock, quasi-steady conditions of the test gas at the downstream end of the
shock tube are known as the nozzle supply conditions. This very hot, high
pressure gas ruptures the secondary diaphragm and expands through the
converging-diverging nozzle to produce the test flow. These major wave
processes are depicted in Figure 3.2 in the form of an x–t diagram. Further
discussion and analysis of free-piston driven reflected shock tunnels and
expansion tunnels may be found in the work of Stalker (1966, 1967, 1989,
2006a) and Gildfind et al. (2011).
Nominal nozzle supply conditions for each test condition are provided
3 The actual gas dynamic processes occuring in this region of the shock tube are far more
complex than the simple, one-dimensional and idealised explanation given here. Interested
readers are referred to the computational study by Goozée et al. (2006).
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Figure 3.2 – Distance-Time diagram depicting the basic wave processes of a generic Stalker
Tube. Adapted from Gildfind et al. (2011), Hess (2009), and Stalker (1967).
in Table 3.2 along with the experimental uncertainty for a single shot.
Calculation of the uncertainty is detailed in Appendix C. The measured
shock speed and nozzle supply pressure for each shot conducted for this
thesis are plotted in Figure 3.3. For comparison the nominal values and
experimental uncertainty are also plotted. Nozzle supply conditions for
each individual shot are listed in Table L.1.
Figure 3.3 provides a good visual representation of the repeatability of
each condition. Throughout a test campaign, the shot-to-shot variation of
the nozzle supply and test flow properties was described using second-
order polynomial response surfaces. The domain size of each response
surface was chosen to be ±6% and ±15% of the nominal shock speed and
nozzle supply pressure, respectively, and are indicated in Figure 3.3 by
rectangular boxes. Clearly this range proved sufficient to cover the majority
of shots conducted for this thesis. Finally, note that the nozzle supply
density, temperature and enthalpy are not measured directly during an
experiment but are inferred from a reflected shock calculation using
the measured (primary) shock speed and nozzle supply pressure and
assuming that the compressed and heated test gas remains in chemical
and thermal equilibrium. Calculation of the supply conditions and the
response surface methodology are discussed further in Section 3.3.
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Table 3.2 – Nominal Shock Speed and Nozzle Supply
Conditions. The quoted experimental uncertainties
are for a single shot.
Units Low Pressurea High Pressureb
uSS m/s 2300 ± 115 2195 ± 110
ps MPa 40.1 ± 1.4 71.5 ± 2.6
Ts K 3909 ± 195 3837 ± 196
ρs kg/m
3 35.1 ± 2.2 64.2 ± 3.9
Hs MJ/kg 4.96 ± 0.37 4.78 ± 0.35
a Based on all campaign 2 low pressure shots.
b Based on campaign 2 shots 10954, 10955, 10960,
10962, 10973, 10974 and 10975.
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Figure 3.3 – Repeatability of the Mach 10 test conditions. Individual
shots are plotted as open symbols. The nominal conditions, as given
in Table 3.2, are plotted as solid symbols along with the experimental
uncertainty. The boxes indicate the design domain of the response
surface for each condition.
3 Facility, Model and Test Flow Conditions
3.2.2 Mach 10b Contoured Nozzle
A Mach 10 contoured nozzle was used for these experiments. It has a
throat diameter of 9.52mm and an exit diameter of 378.6mm, giving a
total geometric area ratio of 1580. Measuring from the throat, the nozzle
has a total length of 1640mm. Bezier control points that define the nozzle
contour may be found in Doherty (2013a).
The Mach 10b nozzle is the largest nozzle currently in use with the t4
Stalker Tube and its size brings with it both advantages and disadvantages.
As shown in Figure 3.18 the large exit diameter and contoured geometry of
the nozzle produce a large core flow diamond that extends well upstream
and downstream of the nozzle exit plane and exhibits good uniformity.
Experimental Pitot pressure profiles plotted in Figure 3.4 indicate a core
flow radius greater than 130mm at approximately 150mm downstream of
the nozzle exit. Furthermore, the reasonable comparison between numeri-
cal and experimental results displayed in Figure 3.4 provides confidence
in the nozzle flow field computations.4
Although the large core makes the Mach 10 nozzle suitable for freejet
testing of moderately sized scramjets at close to true flight conditions, the
high Mach number, low freestream static pressure and overall length of
the nozzle adversely affect the starting time and subsequently the available
test time (see Doherty and Wise, 2013, and Section 3.5.1 of this report).
Ensuring that the pressure in the facility nozzle and test section was less
than 66Pa (0.5Torr) prior to flow onset and late injection of fuel in the
scramjet (Section 3.4.5 and Appendix H.3) were each found to be important
for minimising the flow establishment time of the nozzle and engine flow
fields.
Additionally, the nozzle throat is subject to very high thermal loads that
have in the past caused significant erosion of material despite the short flow
duration. Previously, the nozzle throat was made from a copper alloy that
would last approximately 10 shots. Initial attempts at replacing the copper
throat with one machined from a titanium-zirconium-molybdenum (tzm)
alloy were unsuccessful. The tzm throat component failed by chipping
at the interface with the downstream supersonic expansion component
(Suraweera and Smart, 2008). Thermal-structural analysis completed by
Williams (2010) indicated that this failure was caused by a thermally in-
duced stress concentration resulting from the different thermal expansion
of the tzm throat component and copper supersonic expansion compo-
nent. Williams (2010) analysis showed that using tzm for both the nozzle
throat and supersonic expansion would alleviate the stress concentration.
4 Note however, that the usefulness of Pitot pressure as a validation measurement for nozzle
flow field simulations is limited for two reasons. Firstly, the experimental measurement
is inherently noisy (McGilvray et al., 2009). Secondly, once downstream of the nozzle
exit plane the Pitot pressure profile is relatively insensitive (when compared with static
pressure, temperature or velocity) to changes in the computational inputs (Doherty, 2013a).
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(a) Low pressure test condition
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(b) High pressure test condition
Figure 3.4 – Comparison of experimental and computational Pitot-on-
supply pressure ratio for each test condition. The Pitot rake was located
(135± 2)mm downstream of the nozzle exit plane for the low pressure
condition and (165± 2)mm for the high pressure condition. The error
bars indicate one standard deviation of the variation during the test
time. Adapted from Doherty and Wise (2013).
(a) New tzm throat fitted prior
to the start of campaign 1.
(b) tzm throat directly after shot
10762. This was the 22nd shot
of campaign 1.
Figure 3.5 – Comparison of the nozzle throat insert component before and
after a high pressure Mach 10 shot
Prior to the first shot conducted for this thesis, a new tzm supersonic
expansion and nozzle throat insert were fitted to the nozzle. This con-
figuration subsequently completed 60 successive shots without incurring
damage due to erosion or chipping. Photographs of the throat component
before and after a high pressure shot are shown in Figure 3.5. Material,
clearly seen in Figure 3.5b and hypothesised to originate from the walls of
the shock tube, was deposited and baked onto the surface of the throat
during each shot. A similar fine dust was also deposited on the inner
surface of the supersonic expansion and contoured sections of the nozzle.
After each shot this dust cleaned from the nozzle throat and expansion
surfaces.
3.2.3 Instrumentation
Minimal instrumentation was used on the facility itself however, each
measurement was crucial for the analysis of the test conditions (described
in Section 3.3). The speed of the primary shock wave was measured using
three uncalibrated Kistler Type 601h gauges that were linked in series and
spaced at intervals of 2.003m.
The nozzle supply pressure was measured using two pcb® model
101m91 transducers, each of which feature a ceramic coating to thermally
protect the transducer. Labelled as spa and spb, the measurement uncer-
tainty of these gauges was ±3.7% and ±3.6%, respectively (Appendix C.3).
Typically the average of the two measurements would be used when cal-
culating the nozzle supply conditions however, as shown in Figure 3.6, at
some point prior to this work the ceramic coating on the head of gauge spa
was chipped. Consequently, only gauge spb was used for data processing
in this thesis. Appendix A describes the calibration of these transducers
using a hydraulic rig and provides sample calibration data.
The movement of the facility during a shot was measured using a Mea-
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Figure 3.6 – Nozzle supply pressure trans-
ducers. Gauge spa is shown on the left,
gauge spb on the right.
surement Specialties™ model dc-ec 5000(mc) linear voltage displacement
transducer (lvdt). The maximum recoil was (161± 3)mm for a high pres-
sure shot and (134± 3)mm for a low pressure shot.5 The facility movement
was measured for two reasons. Firstly, the recoil measurement was used
to trigger the fuel solenoid valve and initiate flow to the fuel plenums
prior to flow arrival at the model (Section 3.4.5). Secondly, determination
of the model postion with respect to the nozzle exit plane is important
and requires knowledge of the facility movement during a shot.
Finally, all data were recorded using National Instruments™ pxi-6133
14-bit cards connected to a pxi-8196 controller (Ridings, 2012). bnc-2090a
adapters were also employed to ensure ease of use with Kulite® and pcb®
transducers. The engine and nozzle supply pressure data were recorded
using a 1MHz sampling rate (1µs timebase). Fuel plenum pressure and
force balance strain data were recorded using a 200 kHz sampling rate (5µs
timebase) and the tunnel recoil was recorded using a 2.5 kHz sampling
rate (400µs timebase).6
3.3 test flow conditions
3.3.1 Calculation of Test Flow Properties
The nozzle exit conditions obtained during a test were calculated using the
Centre for Hypersonics (cfh) in-house program nenzfr7 (Doherty, Chan,
et al., 2012). This program was developed to provide a relatively rapid cal-
5 The uncertainty quoted for the recoil represents one standard deviation of the shot-to-shot
repeatability across both test campaigns that were completed for this thesis.
6 Discussed in Appendix H.3, the operation of the engine was found to be sensitive to timing
of fuel injection. The large timebase used for the facility recoil (which in turn triggers the
fuel valve) adversely affected the repeatability of fuel injection. For future experiments
with this engine it is recommended that the facility recoil be measured on a 5µs timebase,
consistent with the fuel plenum pressure transducers.
7 Non-Equilibrium Nozzle Flow Reloaded
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culation of the nozzle flow while still accounting for the multi-dimensional
expansion of the test gas, including non-equilibrium chemistry and viscous
effects. nenzfr was thus intended to become a replacement for the legacy
Fortran code, nenzf (Lordi et al., 1966). nenzfr consists of a set of Python
programs that couple the calculation of the nozzle supply conditions using
estcj (Jacobs et al., 2011) with a 2-d axisymmetric compressible Reynolds
averaged Navier-Stokes (rans) calculation of the nozzle flow using Eilmer.
Eilmer is the cfh in-house cfd code that solves the three-dimensional
Navier-Stokes equations for turbulent, chemically reacting, compressible
flows; its formulation, verification and validation is described by Gollan
and Jacobs (2013) and its user manual and theory book by Jacobs and
Gollan (2008) and Jacobs et al. (2010), respectively.
The overall calculation procedure implemented in nenzfr is as follows:
Taking the measured primary shock speed, initial filling conditions of
the shock tube, and measured nozzle supply pressure as inputs, estcj
completes a one-dimensional reflected shock calculation assuming chem-
ical and thermal equilibrium. The equilibrium gas properties are taken
from the nasa cea2 database (McBride et al., 2002). The conditions cal-
culated behind the reflected shock are then isentropically expanded to
the measured nozzle supply pressure in order to provide an estimate for
the nozzle supply conditions. A further isentropic expansion to Mach 1
provides inflow properties for the Eilmer nozzle calculation.
Using the calculated inflow properties and additional user-defined
simulation parameters discussed below, nenzfr generates an Eilmer
input for the calculation of the nozzle flow. For this thesis, the calculations
were performed using a thermally perfect mixture of N2, O2, N, O and
NO, the reaction scheme of Gupta et al. (1990) and the 2006 Wilcox k−ω
turbulence model. Implementation of this turbulence model within Eilmer
was validated by Chan et al. (2012) for several hypersonic test cases.
The boundary layers were solved to the wall assuming the first 100mm
of the nozzle to be laminar. Good comparison between the measured
and predicted engine forebody pressure throughout each experimental
campaign provided confidence in the appropriateness8 of this value (see
Figure 7.3 and Doherty, 2013a). The laminar-to-turbulent viscosity ratio
and turbulence intensity at the throat were taken to be 100 and 5% respec-
tively.9 An isothermal wall temperature of 300K was used for the nozzle
8 No experimental data examining the location of transition exist for the t4 Mach 10b nozzle.
Data recorded by Riedmüller (2008) for the t4 Mach 6 nozzle indicated that the boudnary
layer was fully turbulent by the first measurement location, 230mm downstream of the
nozzle throat plane.
9 The uncertainty analysis presented in Appendix C indicates that the nozzle exit properties
are not very sensitive to these inputs. Although for a different geometry, this is consistent
with Chan et al. (2012) who found that changes in the dimensionless velocity profile and
skin friction coefficient of a flat plate were small relative to the experimental uncertainty
even when the turbulence intensity and viscosity ratio were varied over several orders of
magnitude.
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walls as this is a good assumption for the test times of several milliseconds
in t4.
Once the Eilmer calculation of the nozzle is complete, nenzfr computes
averaged test flow properties by conserving the mass, momentum and en-
ergy fluxes (Baurle and Gaffney, 2008) at the nozzle exit over a nominated
core radius.10 The frontal area of the scramjet engine used in this work
required a core radius of 60mm (Figure 3.18). The resulting values for each
test condition are given in Table 3.3. The quoted uncertainties represent
the total uncertainty due to the inputs to nenzfr, the grid convergence
error and the spatial variation over the core radius (Appendix C). The
predicted nozzle exit properties and flow composition for each shot are
provided in Tables L.2 and L.3.
Compared with the inviscid, quasi-one-dimensional method imple-
mented in the legacy code nenzf, nenzfr represents an increase in
fidelity for the calculation of test flow properties for the t4 Stalker Tube.
The improvement however comes at the cost of computational time, with a
typical nenzfr simulation taking on the order of hours to finish11 rather
than the few minutes required by nenzf. To overcome this limitation for
test campaigns in which a large number of shots are to be completed,
and because it is useful to know the test flow conditions immediately
following a shot, a response surface methodology has been implemented
in nenzfr whereby the shot-to-shot variation of each nozzle exit prop-
erty is described using a second-order polynomial function of the shock
speed and nozzle supply pressure (Doherty, Chan, et al., 2012). During
an experimental campaign, the prepared response surfaces12 are used to
rapidly calculate the nozzle exit conditions for each shot with little loss in
accuracy compared with a full nenzfr simulation (Doherty, 2013a).
3.3.2 Equivalent Flight Conditions
When conducting sub-scale scramjet engine tests, similitude of the test
to flight is typically achieved by keeping the binary scaling parameter
ρL constant and simultaneously matching the velocity, temperature, gas
composition and fuel equivalence ratio.13 This technique ensures that the
total enthalpy, Mach number, Reynolds number and binary reaction length
are matched between full- and sub-scale (Hornung, 1988; Stalker and
Pulsonetti, 2004). Because the high pressure condition listed in Table 3.3
represents the upper operational limit of the t4 Stalker Tube, no scaling
10 The nominated core radius should be less than the nominal core radius of the nozzle.
Based on the data plotted in Figure 3.4, the t4 Mach 10 nozzle has a nominal core flow
radius of approximately 145mm.
11 Typically, a single nenzfr simulation was run on 8 Intel l5520 2.26GHz cpus.
12 Individual response surfaces are found for each exit flow property and each nominal test
condition.
13 Other parameters to match include freestream turbulence and acoustic noise level.
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Table 3.3 – Nominal Test Flow computed using nenzfr
(a) Flow properties
Units Low Pressure High Pressure
H MJ/kg 4.96 ± 0.37 4.78 ± 0.35
p Pa 380 ± 22 638 ± 37
T K 225 ± 22 213 ± 20
ρ kg/m3 0.005 85± 0.000 37 0.010 37± 0.000 64
ux m/s 3089 ± 104 3044 ± 100
M 10.24 ± 0.16 10.38 ± 0.16
q kPa 27.9 ± 1.1 48.0 ± 1.9
Reu 10
6/m 1.23 ± 0.13 2.25 ± 0.24
ρux kg/(sm
2) 18.1 ± 0.7 31.5 ± 1.3
(b) Flow composition
Species Low Pressure High Pressure
YN2 0.7322 ± 0.0023 0.7336 ± 0.0026
YO2 0.1912 ± 0.0033 0.1940 ± 0.0032
YN 0 ± 0 0 ± 0
YO 0.0020 ± 0.0008 0.0008 ± 0.0003
YNO 0.0746 ± 0.0048 0.0716 ± 0.0054
Table 3.4 – Equivalent Flight Conditions
Units Low Pressure High Pressure
Altitude km 37.4 33.7
H MJ/kg 5.01 4.87
p Pa 408 693
T K 243 233
ρ kg/m3 0.005 85 0.010 37
ux m/s 3089 3044
M 9.88 9.95
q kPa 27.9 48.0
Reu 10
6/m 1.15 2.09
ρux kg/(sm
2) 18.1 31.6
3.3 Test Flow Conditions
of the test condition was possible for this thesis despite the m12rest
engine being a sub-scale model. Taking account of the free-jet nature of the
experiments, equivalent flight conditions are thus defined by matching the
experimental density and velocity and using the nasa (1976) atmospheric
standard to fix the flight altitude, pressure and temperature. The resulting
flight condition data are provided in Table 3.4.
Comparing the values in Tables 3.3 and 3.4, the temperature achieved
in the experiment was approximately 20K lower than the estimated flight
value. This difference is within the variation of experimental atmospheric
data (nasa, 1976, Figure 25). As a consequence of the static temperature
being smaller, the experimental values of total enthalpy, unit Reynolds
number and static pressure are also smaller than flight values, whilst
the Mach number was slightly larger. The dynamic pressure and mass
flux were matched between the experiment and flight. One difference
between the test flow and flight conditions is the gas composition – atomic
oxygen and nitrous oxide are both present in the test flow but neither
are predicted to be present for flight below 80 km altitude (nasa, 1976,
Section 1.3.2). These species occur in the test flow because rapid expansion
of the nozzle supply gas through the facility nozzle freezes the chemical
composition. The test flow composition predicted by nenzfr is consistent
with the experimental mass spectrometer measurements made by Boyce
et al. (2005b) for the t4 Stalker Tube.
Nozzle exit data for each shot are plotted on velocity-, pressure-, and
temperature-altitude maps in Figure 3.7. Constant dynamic pressure and
constant Mach number trajectories are indicated on the velocity-altitude
map and the variation of atmospheric pressure and temperature, as defined
by nasa (1976), are provided on the respective pressure- and temperature-
altitude maps. Figure 3.7 clearly shows the differences between the exper-
iment and flight conditions and the effect of shot-to-shot variability on
the test flow properties. Nonetheless, the experimental conditions used
in this thesis are sufficiently close the respective flight conditions to be
considered as true-flight test conditions.
3.3.3 Forebody Flow Conditions
The engine studied in this thesis, and which is introduced in Section 3.4,
featured a 6° wedge forebody. Post-forebody shock flow conditions are
provided in Table 3.5. These are calculated by processing the nozzle exit
properties given in Table 3.3 though a 2-d oblique shock assuming a frozen
mixture composition. The quoted uncertainties represent the propagated
uncertainties of the inputs to nenzfr as explained in Appendix C.5. Fore-
body flow conditions calculated for each shot are provided in Table L.5.
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Table 3.5 – Forebody Flow Properties
Units Low Pressure High Pressure
p Pa 1427 ± 69 2429 ± 118
T K 350 ± 31 334 ± 29
ρ kg/m3 0.0141 ± 0.0010 0.0252 ± 0.0018
ux m/s 3031 ± 101 2987 ± 98
uy m/s −319 ± 12 −314 ± 11
M 8.1 ± 0.1 8.2 ± 0.1
q kPa 65.6 ± 2.6 113.8 ± 4.4
Reu 10
6/m 2.07 ± 0.20 3.77 ± 0.38
ρu‖ kg/(sm2) 43.0 ± 2.1 75.8 ± 3.5
3.3.4 Limitations of Shock Tunnel Testing
Impulse facilities, of which shock tunnels are one type, are a class of
facility capable of generating test flows with total enthalpy and pressure
corresponding to flight above Mach 8 (Lu and Marren, 2002). There are
however, several limitations of shock tunnel testing, including a short test
time, contamination of the test flow with driver gas and the presence of
dissociated species in the test flow. These limitations and the suitability
of using the t4 Stalker Tube for this thesis are discussed briefly in this
section.
The duration of steady flow produced by shock tunnels is typically only
a few milliseconds in length. This short duration is a disadvantage because
the flow around the model takes time to establish. It is important to ensure
that the test time is sufficiently long for the model flow field to achieve
a steady state. Davies and Bernstein (1969), among others, studied the
establishment of laminar and turbulent boundary layers on a flat plate in
a shock tube, correlating the establishment time with the number of flow
lengths that pass over the model. Early research conducted at the Centre
for Hypersonics also demonstrated that, in the absence of large scale flow
separations or wake flow regions, hypersonic duct flows with pressure
gradients achieved steady state in the short test time generated by the t4
Stalker Tube (Stalker et al., 2005).
Other disadvantages resulting from a short flow duration include the
need for specialised high speed instrumentation (Simmons, 1995), such
as the force balance used in this thesis, and the ability to conduct only
performance orientated tests. Operational tests, which examine longer
duration unsteady flow phenomena such as scramjet inlet starting, and
material durability tests, which examine thermal load management, cannot
be undertaken in impulse facilities as they require test times on the order
of several seconds and minutes or hours, respectively (Marren et al., 2001).
In the context of performance, operational and durability tests, a short test
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time is also an advantage as it allows fundamental hypersonic phenomena
to be investigated in isolation of the difficulties associated with thermal
management of the model.
The remaining two limitations to be discussed are contamination of the
test flow by driver gas and the presence of dissociated species in the test
gas. Depending on the test condition enthalpy, driver gas contamination
can limit the available test time (Boyce et al., 2005a). Simple numerical
simulations completed by Chan (2012, Appendix G) demonstrate that a
level of 10% (by volume) driver gas delays the ignition process by tens of
microseconds but does not affect the other combustion processes, thereby
justifying the limit of 10% contamination for combustion studies in the
t4 Stalker Tube. Discussed further in Section 3.5.1, for the test conditions
used in this thesis, driver gas contamination of the test flow occurs well
after the steady test flow period. As noted in Section 3.3.2, dissociated
species such as O, N, and NO may be present in the test gas as a result
of rapid expansion of the test gas from the nozzle supply region. The
presence of these species affects ignition and reaction of fuel (Han et al.,
2004; Pellett et al., 2002). The importance of this influence depends on the
goals of the experiment and can be assessed using numerical simulation.
Through careful selection of the test time interval (discussed further in
Section 3.5.1), using an appropriately sized experimental model and com-
bining theoretical analysis and numerical simulation with experimental
data, each of the limitations identified above can be managed. Since being
commissioned in 1987, experiments conducted in the t4 Stalker Tube have
produced significant contributions in the field of supersonic combustion
research. Stalker et al. (2005) provide an detailed summary covering the
period up to 2005. Furthermore, results from the HyShot II flight exper-
iment were found to match results from experiments conducted in the
t4 Stalker Tube (Smart, 2006), providing further evidence of the validity
and usefulness of shock tunnel testing for the development of scramjet
engines.
Finally, it was noted in Section 3.3.2 that although the current experimen-
tal model is sub-design-scale, facility operational limits prevented the test
condition from being scaled according to the binary scaling methodology
ρL = constant. Noting that the design-scale was chosen somewhat arbitar-
ily, and that the current test conditions are true-flight test conditions (i.e.
matched static temperature, pressure and velocity), it is argued here that
the inability to scale the test condition does not matter. The experiments
reported in this thesis demonstrate how the small-scale airframe integrated
m12rest engine operates at the current test condition. This in of itself is
useful and interesting, particularly given the airframe integrated nature of
the engine and the measurement of aerodynamic forces.
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3.4 small-scale mach 12 rest engine
3.4.1 Scramjet Model
The scramjet model developed for the current work is shown in Figures 3.8
and 3.9. The internal geometry of the inlet and combustor of this engine
were based on the Mach 12 rest engine described in Suraweera and Smart
(2009). These were integrated with a forebody and quasi-elliptical nozzle,
and the external shape was streamlined to minimise the overall frontal
area. The inlet was designed using the methodologies of Smart (1999) with
a flight Mach number of 12 and assuming the forebody precompression
of the vehicle was equivalent to a six degree wedge. While designed for
Mach 12 flight, Suraweera and Smart were also interested in evaluating the
engine operation at off-design Mach numbers. Consequently, they chose
a design scale that maximised the inlet capture area subject to the size
constraint imposed by the core flow diameter produced by the t4 Stalker
Tube Mach 8 nozzle. The inlet contraction ratio was determined by the
requirement that both the flight dynamic pressure and combustor entrance
static pressure should be 0.5 atm. The resulting inlet had a total geometric
contraction ratio of 6.61, an internal contraction ratio of 2.26 and a short
isolator downstream of the throat.14
For the current work, the overall size of the engine was defined by
the requirement that the entire model fit within the core-flow diamond15
produced by the Mach 10b nozzle of the test facility as this would be
necessary for force balance testing. This resulted in an engine that was
0.32 of the design scale, i.e. approximately one-third scale. The model
was 914.8mm in length, 57.6mm in width and 102.5mm in height. The
inlet was 339.8mm in length (excluding the forebody) with a capture area
width of 48mm and a projected area of 3308mm2. The projected frontal
area of the engine was 5552mm2. The inlet leading edges were half-blunt16
with a radius of of 0.7mm; this radius was equal to that of the design-scale
engine. The forebody leading edge was fully-blunt16 with a radius of
0.5mm.
Two fuel injection stations were used on this model. The inlet injection
station consisted of three portholes, each 1.3mm in diameter and angled
at 45° to the local surface. As shown in Figure 3.8, this injection station was
located 163mm from the start of the inlet. Scaled directly from the engine
developed by Suraweera and Smart (2009), the inlet injectors were sized to
enable the fuel jets to penetrate through the inlet boundary layer, thereby
14 The total geometric contraction ratio is calculated with respect to the post-forebody shock
inlet capture area, i.e a capture area that is defined by projecting the inlet leading edges
parallel to the engine forebody.
15 Note that as the facility nozzle is axisymmetric, the core-flow diamond is actually bi-conic
in shape.
16 A half-blunted leading edge has the form while a fully-blunted leading edge has
the form
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Figure 3.8 – The small-scale Mach 12 rest engine model
facilitating the mixing of fuel with the mainstream flow through the engine.
Recent simulations by Barth et al. (2014) however, have demonstrated that
when the forebody boundary layer is accounted for, the inlet injected fuel
remains entrained in the bodyside boundary layer of the inlet.
The second injection station was located at the combustor entrance
behind a rearward facing circumferential step of height 0.8mm. This step
injection station consisted of 24 portholes, each 0.65mm in diameter and
angled at 15° to the axis of the isolator. These injectors were designed
to entrain fuel in the engine boundary layer (Doherty, 2013b; Suraweera
and Smart, 2009), thereby benefitting from skin friction reduction through
boundary layer combustion (Goyne et al., 2000; Stalker, 2005).
The elliptical cross-section at the end of the inlet had a major axis
of 19.85mm and a minor axis of 11.29mm (aspect ratio of 1.76). The
entrance height of the combustor immediately downstream of the step
was H = 12.89mm and its axis was angled at 6° to the inlet axis in order to
realign the flow with the nominal flight direction. The combustor consisted
of a constant area section 103.0mm in length (L/H = 8.0) and a diverging
section 77.4mm in length (L/H = 6.0). The area ratio of the combustor
exit relative to the inlet throat was 2.0 and the divergence angle was kept
approximately constant around the circumference.
A three-dimensional quasi-elliptical nozzle completed the engine flow-
path. Although crucial to the overall vehicle performance, the design of an
optimum three-dimensional nozzle was not considered within the scope
of the current work. The nozzle developed for this engine was 128.9mm
in length (L/H = 10.0). It had a projected exit area of 2869mm2, corre-
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Forebody Inlet Combustor Nozzle
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Figure 3.9 – A cross-section through the symmetry plane showing the internal geometry and
locations of the internal pressure taps
sponding to an area ratio of 16.5 relative to the inlet throat. The expansion
angle in the vertical symmetry plane was 20° for the first half and 30° for
the second half of the nozzle. In the horizontal plane the expansion angle
was constant at 13.5° such that the side wall thickness at the nozzle exit
was 0.45mm. To increase usage of the available area, and because of the
thin wall on the cowlside, the axis of the nozzle was rotated 5° relative to
the combustor axis. The resulting geometry underwent a shape transition
from an ellipse at the entrance to a rectangle with rounded corners at the
exit. On the cowlside, the intersection of the expanding internal surface
with the external engine surface defined the trailing edge of the nozzle
and resulted in a sweeping three-dimensional curve.
Figure 3.10 shows the engine components prior to assembly and instal-
lation into the facility test section. The total mass of the model, excluding
the instrumentation and fuel system, was 9.6 kg. Further details of the
design and assembly of the engine are reported in Doherty (2013b).
3.4.2 Forebody Integration
Consistent with the assumptions of the inlet design, the forebody used
for this model was a simple 6° wedge. The forebody length was defined
by ensuring that the inlet cowl closure point is intersected by an inviscid
two-dimensional (2-d) shock originating from a sharp leading edge at
the Mach 12 design condition. This criterion is equivalent to the classical
shock-on-lip requirement used for 2-d inlet design.
In general however, the shock-on-lip requirement is not as well defined
for 3-d inlets with swept leading edges as it is for 2-d inlets. Depending on
the inlet and forebody design, the shock surface may intersect the leading
edges along some distance and not just at the cowl closure location. For the
rest family of inlets this tends not to be the case, although it is possible
that at the design condition the forebody shock impinges on the external
leading edge surfaces. Such a situation should be avoided due to the
adverse heating loads and flow features that may be generated.
Noting that heating loads preclude the use of sharp leading edges
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(a) The individual components of the small-scale Mach 12 rest engine
(b) A cowlside view of the assembled engine
Figure 3.10 – Photographs of the small-scale Mach 12 rest engine model
in flight (Anderson, 2006, Section 6.5.2), the forebody leading edge was
blunted to a radius of 0.5mm. In combination with viscous interaction,
the leading edge bluntness causes an increase in the forebody shock
standoff, thereby providing a conservative design for the forebody length.
To allow for replacement due to damage or for future studies examining
the influence of forebody length and leading edge bluntness on the engine,
the front portion of the forebody was designed as a separate component
(Figure 3.10).
Flow uniformity and the state of the boundary layer are two other factors
that need to be considered when integrating an engine with an airframe.
The adverse pressure gradients and shock-boundary layer interactions
that exist within the inlet are sufficiently strong to induce separation of a
laminar boundary layer (Dann and Morgan, 2011; Smart, 1999). Therefore,
ensuring that the boundary layer transitions to turbulence on the vehicle
forebody is important for the correct operation of the engine. Furthermore,
both surface heating and skin friction increase downstream of the tran-
sition location (Hirschel and Weiland, 2009; van Driest, 1956) and so the
state of the boundary layer has a significant influence on the overall vehicle
performance (see for e.g. Bowcutt et al., 1987; Hirschel, 2005, Section 7.3).
Despite this importance, accurate prediction of the transition location on
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Figure 3.11 – Sawtooth boundary layer trip. The teeth were approximately
3mm in height and 90° to the surface of the forebody. The 0.5mm
diameter forebody pressure tap is visible in the right hand photograph.
the forebody was not a focus of this thesis as it remains a state-of-the-art
research area (Johnson et al., 2008; Simeonides, 2003; Wise and Smart,
2012).
Irrespective of the points raised in the preceeding paragraph, a rough
estimate of the transition length may be calculated using the work of He
and Morgan (1994) who found that within the t4 Stalker Tube, transition
on a flat plate at Mach 6.6 was given by:
Ltr =
2487
Re0.6u
(3.1)
From Table 3.5, the unit Reynolds number behind the forebody shock
was (3.77± 0.40)× 106/m and (2.07± 0.21)× 106/m for the high and low
pressure conditions respectively. The transition length is thus estimated
to be 300mm for the high pressure condition and 440mm for the low
pressure condition. Examining Figure 3.8, it can be seen that the transition
length is comparable to the forebody length at the high pressure condition
and is comparable to the total distance from the forebody leading edge to
the inlet injection station at the low pressure condition.
To provide a means of forcing transition to turbulence during the ex-
periments, a slot in which a boundary layer trip could be fitted was
incorporated into the forebody 20mm upstream of the start of the inlet
(Figure 3.8). The saw-tooth trip that was fitted for some shots is shown in
Figure 3.11. Comparative fuel-off shots with and without the trip fitted
are presented in Chapter 6 and demonstrate that no trip was necessary
at either test condition. Thus, the forebody length was sufficient for the
Mach 10 flow produced by the t4 Stalker Tube.
Nonuniformity of the flow entering the inlet as a result of spillage from
the forebody is expected to be larger on single engine vehicles than on
multi-engine vehicles (Hirschel and Weiland, 2009). For any vehicle design
there is a trade-off between improving uniformity of the inlet inflow (and
thus mass-capture) through altering the width and shape of the forebody,
and minimising the overall frontal area and associated drag. The small-
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External Flare
(a) The external flare present on the Mach 8
rest model tested by Turner and Smart
(2008)
484.8
4.
8
(b) Definition of the inlet wall thickness for the
current engine
Figure 3.12 – Previous rest models featured a large flare downstream of the cowl closure point
as seen on the left. This was eliminated in the current design given on the right.
scale Mach 12 rest engine represents the first time that a rest-based
scramjet has been integrated with an airframe and tested in freejet mode.
Consequently, baseline data for a simple wedge forebody were desired
and optimisation studies of the forebody design were not considered
within the scope of this thesis. Fuel-off numerical simulations, presented
in Chapter 5, were used to examine the mass capture performance of the
airframe integrated engine.
3.4.3 External Vehicle Design Considerations
A significant and original difference between the current engine and
previous rest-based scramjets tested at The University of Queensland
is the external geometry. The engine developed in this thesis represents
the first time that a rest-based scramjet engine has been designed with
streamlined external aerodynamics. Previous engine tests were focused
solely on the performance of the internal flowpath and little attention was
given to the external aerodynamics beyond ensuring that the model was
easy to manufacture and assemble, and that the external shape did not
affect the internal flow. To this end, all previous models featured a large
flaring of the external geometry downstream of the inlet cowl closure
point. This flare, seen in Figure 3.12a for the engine tested by Turner and
Smart (2008), allowed the inlet, plenum chamber, and combustor to be
connected by a flange joint with the internal flowpath sealed by an o-ring
at each interface.
The drag penalty incurred by this flare is large and undesirable for
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a flight engine. Since the current model was developed for testing on a
force balance, a flare was not included in the design. Instead, the wall
thickness of the inlet was specified to be 10% of the capture width when
viewed parallel to the forebody. This is shown in Figure 3.12b and resulted
in a wall thickness of 4.8mm for the current model; a thickness that
was considered reasonable. The resulting streamlined external geometry
becomes apparent when comparing photographs of the current engine
(Figures 3.10 and 3.11) with those of previous rest engine (Figure 2.3).
Clearly, the m12rest engine designed for this thesis provides the first
indication for the shape of a rest-based flight engine.
The streamlined external geometry did however, introduce some design
difficulties. Due to the elliptical cross-sectional shape and contraction
of the internal flowpath, the minimum engine wall thickness occurs in
the symmetry plane, on the cowlside of the inlet. This thin cowl wall
placed significant limitations on the design of the step injector plenum
and was the major design challenge for this experimental model. While
it could be expected that increasing the engine size to flight-scale would
partially mitigate these design limitations, the requirement for minimum
frontal area will cause a decrease in the proportional wall thickness.17
Thus, similar design limitations are anticipated to exist for all engines,
particularly given that a thin combustor wall on the cowlside may be of
benefit for radiation cooling of the structure (Zander and Morgan, 2009).
Details of the final design of the step injector plenum, including finite
element analysis, are provided in Doherty (2013b).
3.4.4 Instrumentation
In addition to the three-component force balance, the model was instru-
mented with several static pressure transducers that were located along
the internal bodyside surface of the engine. The number and locations of
the pressure taps18 were restricted by the small scale of the model, the
size of the available sensors and the streamlined external aerodynamics.
Pressure measurements on the internal cowlside surface or of the external
flow (with the exception of the forebody) were not feasible.
Figure 3.9 shows the configuration of the pressure transducers used
for the second test campaign. Throughout this report these transducers
are numbered consecutively from p1 through to p10, with p1 being the
forebody tap, p2 through p4 the inlet taps, p5 through p9 the combustor
taps and p10 the nozzle tap. The initial configuration used for the entirety
of the first test campaign did not include inlet taps p2 and p4 or combustor
tap p7. There are two reasons why these transducers were not included in
the original engine design. Firstly, in an effort to reduce the complexity of
17 Defined as the ratio of inlet wall thickness to inlet capture width.
18 That is, the pressure measurement hole.
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the model the number of engine pressure taps was kept to a minimum.
Secondly, because this model was to be tested on a force balance, there
was the requirement that the mechanical design of the inlet and nozzle
provide sufficient force transmission pathways to the force balance stress
bars. As will be shown in Chapter 7, interpreting whether or not the inlet
flow was started was difficult with only a single transducer in the inlet. It
was for this reason that additional transducers upstream and downstream
of p3 were added for the second campaign. An extra transducer (p7) was
also added to the middle of the combustor in order to provide additional
combustion pressure data for fuel-on experiments.
Three different ranges of Kulite® series xtel-190m absolute pressure
transducers were used in the model: 0 to 68.9 kPa (0 to 10psi) for the
forebody and nozzle, 0 to 172.4 kPa (0 to 25psi) for the inlet, and 0 to
689.5 kPa (0 to 100psi) for the combustor. The measurement uncertainty
of these transducers was at most ±1.6% (Appendices A.3 and C.3).
A Pitot probe was installed on the model during the experiments to
monitor the test flow entering the engine. As detailed in Appendix D
the design of the probe followed that of McGilvray et al. (2009) and was
instrumented with a pcb® model 111a22 piezoelectric pressure transducer
of range 0 to 344.8 kPa (0 to 50psi). During the first test campaign the
Pitot probe was located 15mm off the symmetry plane, 20mm behind the
leading edge and 20mm above19 the top surface of the engine. For the
second test campaign the probe was located on the symmetry plane 10mm
behind the leading edge of the engine and 12mm above the top surface of
the engine, ensuring that it did not influence the flow entering the engine.
The change in location of the engine Pitot probe was a consequence of the
alteration of the engine mounting and associated shielding between the
two test campaigns (see Sections 3.4.6 and 4.2).
To allow determination of the fuel mass flow rate, each fuel plenum
was instrumented with a single pcb® model 111a26 piezoelectric pres-
sure transducer of range 0 to 3448 kPa (0 to 500psi). The measurement
uncertainty of these transducers was ±2.9% (Appendices A.3 and C.3).
Calibration methods for each transducer and sample results are pre-
sented in Appendix A and the transducer mountings are detailed in
Appendix D. Details of the fuel system and the calculation of the fuel mass
flow are provided next.
3.4.5 Fuel Supply System
The scramjet engine was fuelled using gaseous hydrogen over a range of
equivalence ratios for three different fuelling configurations: (1) inlet-only
injection, (2) step-only injection and, (3) a combined scheme using both
19 This height includes a 4mm spacing between the engine top surface and shielding bottom
surface (Section 4.2).
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the inlet and step injectors. At high Mach numbers the thrust gained from
the injection of fuel becomes an increasing fraction of the total thrust
(Czysz, 1988; Vandenkerckhove and Barrére, 1997) and it is important that
this contribution is not neglected when testing scramjet engines on force
balances. For the current model, this was achieved by using an on-board
fuel tank similar to that of Paull et al. (1995b) rather than a Ludwieg tube
that is external to the test section and connected to the model with rigid
fuel piping (see, for example, Robinson, 2003d; Turner, 2010).
A schematic of the fuel supply system used for the force balance tests
(campaign 1) is given in Figure 3.13. The on-board system consisted of
a Swagelok® stainless steel sampling cylinder with a volume of 150 cm3
(part number 316l-hdf4-150) and a fast acting Asco Joucomatic® solenoid
valve (model sc b223a125). The fuel tank, solenoid valve and injector
plenums were connected using 1/4 inch stainless steel tubing that had an
internal diameter of 0.180 inch (4.572mm). The cross-sectional area of the
tube and the minimum area within the solenoid valve were both larger
than the total area of the step and inlet injector holes,20 thus ensuring that
the fuel flow would be choked at the exit of the injectors.
The fuel tank was connected to the external system via a length of
1/8 inch stainless steel tubing (Figure 3.13). To minimise the forces im-
parted to the model by this filling line, the tubing was formed into a
flexible coil as shown in Figure 3.14b. During a test this coil acted as
a very weak spring with an estimated spring constant of approximately
0.7N/mm (Doherty, 2013b). Additionally, the use of small diameter tubing
and the inclusion of a manual isolation valve ensured that the volume of
the filling line was only 8% of the volume of the on-board tank,21 thereby
limiting the fuel mass flow through the filling line during a test and re-
ducing the magnitude of the reaction force imparted to the model by the
filling line. The fuel tank pressure was monitored using a GE® Druck
pressure transmitter (model ptx7517-3257) that was mounted external to
the test section and connected to a Gefran digital display unit (model 2400).
Photographs of the on-board fuel system are provided in Figure 3.14.
For the streamlined-mount engine tests (campaign 2) the fuel system
was configured almost identically to that shown in Figures 3.13 and 3.14.
The only difference was the replacement of the 1/8 inch flexible coil with
a short length of 1/4 inch tubing. This change was possible because the
force balance was not used in the second set of tests. The volume of the
filling line decreased slighty to 7% of the tank volume. As discussed in
Section 3.4.6, the removal of the coil permitted the model shielding to be
streamlined.
20 The total area of the injectors was 11.95mm2, equivalent to a single injector of diameter
3.9mm. The cross-sectional area of 1/4 inch tubing was 16.42mm2. The minimum orifice
diameter of the solenoid valve was 9mm.
21 For comparison, the volume of the filling line would have been 68% of the tank volume if
1/4 inch tubing had been used instead of 1/8 inch tubing for the first test campaign setup.
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Figure 3.13 – Schematic of the t4 Stalker Tube fuel system configured for the current experi-
ments
The Asco Joucomatic® valve used to initiate flow of fuel to the injectors
had an opening delay of approximately 8ms. As this delay was longer
than the steady flow duration of the facility, the valve was triggered prior
to flow arrival at the model. The trigger signal was generated based on
the recoil motion of the facility. Typical time-histories of the trigger signal
and fuel plenum pressures are given in Figure 3.15. For comparison, the
Pitot pressure trace and fuel split parameter defined by Equation (3.7) are
also plotted and the test time is indicated. The delay between valve trigger
and the rise of the plenum pressure is obvious.
In the current experiments the solenoid valve was held open for a
duration of 100ms allowing the fuel tank to almost completely empty.
Due to the small volume of the on-board tank, the fuel system delivered
a steady plenum pressure for only ≈2.5ms. Although similar in length
to the test time, this period was considered to be sufficiently long for
the current experiments. During the second set of tests, the timing of
fuel injection was found to influence the establishment of steady flow
within the engine. Discussed further in Appendix H.3, this required late
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(a) The fuel tank and solenoid mounted at the rear
of the engine. Note that the flexible coil has not
been fitted in this image.
(b) The completed installation of the engine model prior to the first test cam-
paign. Both the inlet and step injector fuel lines are visible as is the flexible
coil of 1/8 inch tubing at the rear of the engine.
Figure 3.14 – Photographs of the on-board fuel system used for the small-
scale m12rest engine
triggering of the fuel valve and consequently the fuel plenum pressures
were rising during the test time (Figure 3.15). Furthermore, the rate at
which each plenum pressure approached the steady value was different
due to the differing volumes of the plenums and the differing lengths
of tubing between the fuel splitter and plenum chamber (Figures 3.13
and 3.14b). As a consequence, the fuel split parameter varied throughout
the test time for the combined fuel injection scheme. Calculation of the fuel
mass flow rate from the measured plenum pressure, the fuel equivalence
ratio and the fuel split parameter are discussed next.
Prior to the experiments each fuelling configuration was calibrated to
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Figure 3.15 – Time histories of the fuel trigger, Pitot pressure and fuel plenum pressure signals
during shot 10960. The computed fuel split parameter is also shown. Note that the time
axis is shifted so that zero corresponds to the trigger time of the nozzle supply pressure
transducers.
determine the mass flow rate of hydrogen as a function of the plenum
pressure and initial tank fill pressure. The theoretical basis for the cali-
bration procedure is provided in full in Appendix A.4 along with sample
results. An overview is provided here.
With the assumption of sonic injection and a near stagnated gas in
the plenum chamber, the fuel mass flow rate becomes a function of the
stagnation conditions within the plenum and the gas properties. Since
the plenum temperature was not measured directly, the gas in the tank
is assumed to undergo an initial isentropic expansion and then flow
adiabatically and with a loss of total pressure through the rest of the
system to the plenum.22 These assumptions allow the mass flow rate for a
22 Gangurde et al. (2007) confirmed the validity of these assumptions by comparing numerical
simulations of the t4 fuel delivery system with experimental data (see also Gangurde,
2007). The simulations were completed using the one-dimensional Lagrangian computer
code, l1d (Jacobs, 1994, 1998).
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single plenum to be written as
m˙f,j = αjp
γ−1
2γ
Ti p
γ+1
2γ
p,j (3.2)
where αj is a constant that is similar to a discharge coefficient, pTi is the
intial fill pressure of the tank and Pp,j is the measured pressure of plenum
where j = 1 corresponds to the inlet plenum and j = 2 corresponds to the
step plenum.
As detailed in Appendix A.4, the constant αj is determined experimen-
tally and is unique to the system configuration used during the calibration.
For combined fuelling schemes a third calibration constant, αC, is intro-
duced such that
m˙f,t = αc
∑
j
m˙f,j = αcp
γ−1
2γ
Ti
(
α1p
γ+1
2γ
p,1 +α2p
γ+1
2γ
p,2
)
(3.3)
This constant is also determined experimentally using the same methodol-
ogy as the individual calibration constants (Appendix A.4).
In this thesis the mass flow of fuel is quoted in the form of the global
fuel equivalence ratio. Denoted by φ and defined by
φ =
1
λ
m˙f
m˙A
(3.4)
the equivalence ratio is the ratio of actual fuel mass flow to that theoreti-
cally required to burn all available oxygen in the air that flows through
the engine. In Equation (3.4), λ is the stoichiometric fuel-air ratio and m˙f
and m˙A are the mass flow rates of fuel and air respectively. The case of
φ = 1 is stoichiometric while φ > 1 represents a fuel-rich mixture and
φ < 1 a fuel-lean (or air-rich) mixture. For experiments using nitrogen as
the test gas the quoted equivalence ratio is an equivalent value calculated
by assuming that the captured mass flow of nitrogen is replaced by an
equal mass flow of air.
The stoichiometric fuel-air ratio used in Equation (3.4) is dependent on
the type of fuel being burnt and the (assumed) composition of air. In this
thesis, gaseous hydrogen is used as the fuel and, to ensure consistency
with the gas model used for the calculation of the facility nozzle flow
(Section 3.3.1), air is taken to be formed from 21% oxygen and 79%
nitrogen (by mole) with a molar mass of 28.85 kg/kmol. The complete
reaction for hydrogen and air, neglecting the intermediary reactions and
species is given by
2H2 +
(
O2 +
79
21
N2
)
−→ 2H2O+ 79
21
N2 +∆hc (3.5)
where ∆hc is the heat of formation of the fuel and is taken to be 120MJ/kg-
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of-H2 in this thesis. Taking the molar weights of H2, O2 and N2 to be
2.016 kg/kmol, 31.999 kg/kmol and 28.013 kg/kmol respectively, the stoi-
choimetric fuel-air ratio for hydrogen is λ = 0.029 35.
The mass flow of air through the engine is a function of both the facility
nozzle exit flow properties and the engine mass capture ratio. Follow-
ing Smart (2001), the engine mass capture was not directly measured in
this thesis but was instead determined from fuel-off numerical simula-
tions of the engine. These simulations are presented and discussed in
Chapter 5. Defined with respect to the projected frontal area of the inlet
A1 = 3308mm2 (Figure 5.5), the mass capture ratio mc,1 is calculated
from the simulations to be 60.7% at the high pressure test condition and
58.2% at the low pressure test condition. Thus, for each experiment the
captured mass flow of air is calculated using
m˙A = mc,1A1ρux (3.6)
where ρ and ux are the shot-specific static density and axial velocity of the
facility nozzle exit flow. These properties are calculated using nenzfr
as described in Section 3.3.1. Further discussion of the mass capture
performance of the m12rest engine is provided in Section 5.4.
Finally, for combined fuel configurations it is useful to know what
fraction of the total fuel is injected from each plenum. This is accomplished
by defining the fuel split parameter as
ξ =
m˙f,2
m˙f,t
= 1−
m˙f,1
m˙f,t
(3.7)
The fuel split has a range between 0, for the inlet injection scheme and
1 for the step injection scheme. A typical time history for the fuel split
is provided in Figure 3.15. Due to the necessarily late timing of fuel
injection and the different filling rates of each plenum, the fuel split varied
approximately linearly during the nominal test time.
3.4.6 Model Mounting within the Test Section
Two different methods for mounting the engine within the test section
were used in this work. The three-component force balance designed by
Robinson (2003d) was used during the first test campaign and a stream-
lined rigid mount was used during the second campaign. Figure 3.16
provides a side-by-side comparison of the two systems, with each shown
as an exploded assembly. The three-component force balance is depicted
on the left and the rigid mount on the right.
The force balance consists of four bars orientated at 45° to the horizontal.
These connect the top of the model and to the underside of the (so-
called) top plate. During the initial development of the balance, Robinson
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(2003d) found that the quality of the measured strain signals was improved
by vibrationally isolating the model-force balance assembly from the
facility. He accomplished this by adding 20 kg of mass to the top plate and
suspending the assembly from the test section roof using 5 kN/m springs
thus forming a two-degree-of-freedom vibration isolation system for the
model (Rao, 2004; Robinson, 2003b). The same mounting arrangement was
used for the current work, however, the additional mass was modified
to allow the model to be positioned higher in the test section (Doherty,
2013b). Photographs of the force balance assembly and spring attachment
are provided in Figures 3.17a and 3.17b. Typical strain signals plotted
in Figure 4.14 are nominally zero prior to flow arrival, indicating that
the model-force balance assembly was sufficiently isolated from facility
vibrations.23
A photograph of the rigid mount developed and used during the second
test campaign is provided in Figure 3.17c. This mount was designed to use
the standard t4 attachment rails and to position the model at the same
location in the test section as the force balance mounting. Furthermore, the
mount and its associated shielding (Figure 4.1b) were designed to provide
minimal blockage of the facility nozzle, ensuring that the flow entering the
engine and the starting process of the nozzle were not adversely affected.
3.4.7 Model Position within the Test Section
The size and position of the engine were constrained by the requirement
that the entire model fit within the core flow diamond produced by the
facility nozzle. Figure 3.18 provides a schematic of the model, test section
and Mach 10b nozzle. Overlayed on the schematic are contours of Mach
number (Figure 3.18a) and static-on-supply pressure ratio (Figure 3.18b).
Note that the engine was not included in the nozzle flow field simulation
(Section 3.3.1). Contour lines for the high pressure test condition are shown
in the top half of each image; those for the low pressure condition are
shown in the lower half. For clarity the engine mounting and shielding
have not been drawn. Figure 3.18 clearly indicates
1. the relative size of the model and core flow diamond,
2. the flow uniformity over the core and,
3. the location of the model with respect to the core and nozzle exit
plane.
Further discussion of the nozzle flow is provided in Section 3.2.2 and
Doherty (2013a). The engine was mounted at an angle-of-attack (aoa)
23 The speed of sound of longitudinal vibrations in steel is approximately 5900m/s (Haynes,
2013, Section 14). This is substantially faster than the speed of the primary shock
(≈ 2200m/s); thus, vibrations caused by the launch of the piston, facility recoil and
rupturing of the primary diaphragm reach the test section earlier than the flow.
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3.5 Data Reduction: Test Time and Normalised Pressure
of (0.0± 0.1)° and angle-of-yaw (aoy) of (0.0± 0.1)° with respect to the
nozzle centerline. To ensure that the expansion emanating from the nozzle
exit corner did not impact the rear of the engine, the model was positioned
such that the leading edge was (197± 3)mm upstream of the nozzle exit
plane for the high pressure condition and (224± 3)mm upstream for the
low pressure condition.24 This difference in axial position did not influence
the operation of the engine. Finally, the vertical position of the model was
such that the top surface of the engine was approximately 26mm above
the centreline of the nozzle.
3.5 data reduction: test time and normalised pressure
3.5.1 Test Time Determination
The test time is defined as the period over which the experimental data
accurately represent that which would be obtained during an equivalent
flight. Due to the inherently transient nature of flow produced by shock
tunnel facilities, selection of an appropriate test time is important. Fig-
ure 3.19 shows the time histories of the nozzle supply, Pitot, and selected
engine pressure tranducers during a typical experiment and defines the
test time used for the current work. The Pitot and engine pressures have
been normalised by the nozzle supply pressure using a time offset that
accounts for the flow transit time from the nozzle supply region to the
pressure transducer. The time axis has been shifted so that time zero
corresponds to the trigger of the nozzle supply pressure.
Within shock tunnel facilities the start of test time occurs once quasi-
steady flow has been established in the facility nozzle and over the model.25
The facility nozzle flow is considered started once the initial unsteady
expansion has been swept out of the nozzle (Smith, 1966) and is indicated
by a steady Pitot-to-supply pressure ratio. For the Mach 10b nozzle used
in this work the starting process typically took around 1ms from flow
arrival at the Pitot pressure (Figure 3.19). The flow transit time from the
nozzle supply region to the Pitot pressure location was approximately
0.5ms.
The flow over the model also takes time to develop. In previous studies
the model establishment time after the passing of the starting pulse of
gas has been correlated with the required number of flow lengths based
on a characteristic length and velocity (see, for example, Davies and
Bernstein, 1969; East et al., 1980; Jacobs et al., 1992; Lee and Lewis, 1993).
For the current work an additional constraint was the requirement that
24 Height restictions imposed by the force balance prevented the model from being raised
higher than shown in Figure 3.18.
25 It should be noted that even with steady facility flow the phenomena of interest may be
inherently unsteady. See for example Kleine et al. (2005), who visualise the unsteady flow
around a double cone geometry using high-speed colour schlieren.
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Figure 3.19 – Time histories of the nozzle supply, Pitot, and selected engine pressure transducers
during shot 10975. All signals have been filtered by a 20µs moving average filter. The time
axis has been shifted so that zero corresponds to the trigger of the nozzle supply pressure.
The Pitot and engine pressures have been normalised by the nozzle supply pressure using a
time offset that accounts for the flow transit time.
3.5 Data Reduction: Test Time and Normalised Pressure
the entire model flow be established during the test time as this would be
appropriate for force balance tests. The normalised engine forebody and
nozzle pressures were used to assess the overall starting time. Referring
to Figure 3.19, the engine nozzle pressure takes approximately 1ms to
reach a steady normalised value after the peak value.26 This time period
corresponds to approximately 3 flow lengths based on the freestream
velocity and model length and is consistent with previous studies (Jacobs
et al., 1992; Rogers and Weidner, 1993).
A consequence of using an identical test window for the entire engine
is that different segments of the nozzle supply pressure trace are used to
normalise each engine pressure data during the test time. For example, for
shot 10975 plotted in Figure 3.19, the portion of the nozzle supply trace
between 2.36ms 6 t 6 2.86ms is used to normalise the engine nozzle
pressure during the test time, whilst the portion between 2.65ms 6 t 6
3.15ms is used to normalise the Pitot pressure trace. The segments of the
nozzle supply trace are different because of the different flow transit times
between the nozzle supply region and each engine pressure measurement.
In this work, the mean nozzle supply pressure for a single shot was
calculated using an overall test time that was defined by
ps = 〈ps(t)〉tend−τPPtstart−τ10 (3.8)
where (tstart, tend) is the test time for the engine and τPP and τ10 are the
flow transit times from the nozzle supply region to the model Pitot probe
and engine nozzle transducer locations, respectively. In this context τPP
serves as an approximation for flow arrival at the model leading edge and
τ10 serves as an approximation for flow arrival at the engine nozzle exit
plane.
The end of test time is determined by either contamination of the
test gas with driver gas or by a change in the nozzle supply pressure
greater than a predefined threshold. Due to the long flow establishment
time of these experiments and a slightly undertailored test condition,
the test time typically occurred on the relaxing portion of the nozzle
supply pressure trace. The total variation in pressure during the test time
was approximately ±10% of the mean. This variation was considered
acceptable.
Previous experiments by Boyce et al. (2005a), Paull (1996), and Skinner
(1994) have demonstrated that the time of arrival of driver gas in the test
section decreases as the nozzle supply enthalpy increases. Using mass
spectrometry measurements conducted in the t4 Stalker Tube, Boyce et al.
(2005a) derived the following correlation for the arrival of the driver gas
in the test section:
t = 62.1H−1.7s ± 38% (3.9)
26 The peak is the head of the unsteady expansion formed during the nozzle starting process.
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where hs is the supply enthalpy in units of MJ/kg and t is the contami-
nation time after flow arrival at the model in units of milliseconds. This
correlation is based on the data sets of Boyce et al. (2005a) and Skinner
(1994) assuming a driver gas contamination level of 10%. This level of con-
tamination was confirmed by Chan (2012, Appendix G) as being suitable
for combustion experiments within shock tunnel facilities.
Reproduced from Boyce et al. (2005a), Figure 3.20 compares Equa-
tion (3.9) with experimental data. The uncertainty bands of the correlation
are also depicted. Examining Figure 3.20, it is clear that the uncertainty of
the correlation results from the scatter of the experimental results. This
scatter must be taken into account when using the correlation to estimate
the time of arrival of driver gas in the test section. Noting that in this
thesis the nominal enthalpy of each test condition is slightly less than
5MJ/kg (Table 3.2), and that at this enthalpy the experimental data lie
above the correlation (Figure 3.20), then Equation (3.9) provides a slightly
conservative estimate for the driver gas contamination time for both test
conditions used in this thesis. The calculated contamination time is shown
in Figure 3.19 for the nominal low pressure test condition.
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Figure 3.20 – Variation of driver gas contamina-
tion time with nozzle supply enthalpy. Repro-
duced from Boyce et al. (2005a).
The normalised engine traces shown in Figure 3.19 represent an exem-
plary fuel-off shot for which the model establishment time was shorter
than that indicated. Over the course of the two test campaigns, the engine
pressures were observed to attain a steady level sometime between 2.5 and
3.0ms, with fuel-off shots generally, but not always, establishing earlier
than fuel-on shots. During the force balance test campaign, the recov-
ered forces were observed to establish slower than the internal pressure
measurements, typically requiring a total establishment time of 3.5ms
(after trigger of the nozzle supply pressure). This increased establishment
time is hypothesised to be related to the surface shear stress which was
found by Jacobs et al. (1992) to take longer to establish than the surface
70
3.5 Data Reduction: Test Time and Normalised Pressure
pressure. Calibration results for the force balance presented in Chapter 4
and Appendix B demonstrate that although the balance provides a realistic
measurement of slow force establishment, the recovered forces may be
slightly oscillatory compared with the input force and therefore requires
a longer test time. Thus, the test time was typically taken to be from 3.0
to 3.5ms for pressure-only shots and from 3.5 to 4.5ms for force balance
shots.
3.5.2 Normalised Pressure
Engine pressure data are presented in Chapters 6 and 7 in the form of
a pressure ratio27 relative to the forebody pressure. Each measurement
represents the mean of the transient normalised data over the nominated
test time. The transient normalisation is defined by
p
p1
=
p(t)
ps(t− τ)
(
ps
p1
)
nom
(3.10)
where p(t) is the measured engine pressure, ps(t) is the measured nozzle
supply pressure and τ accounts for the transit time from the supply region
to the transducer location of interest. The nominal supply pressure (ps,nom)
and forebody pressure (p1,nom) are taken from Table 3.2 and Table 3.5
respectively. Computing the pressure ratio in this way removes the shot-
to-shot variation and presents the data relative to the nominal forebody
conditions. The label p/p1 is used throughout this thesis for the mean
pressure ratio. The total experimental uncertainty of the pressure ratio is
±5.5%. Calculation of this uncertainty is detailed in Appendix C.6.
27 This is consistent with the typical formulation used for the analysis of gas turbine engines,
see for example Oates (1997). Also, it is trivial to show that for fixed Mach number the
pressure coefficient (Cp) is a linear transformation of the pressure ratio.
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4
The fourth chapter, in which we concern ourselves with a three-component force
balance, describing the theory and calibration methodology, as well as presenting
selected calibration results, thus completing the foundations of the thesis.
4.1 introduction
This chapter describes the three-component force balance (3cfb) that was
used for this thesis. In conjunction with Chapter 3, this is the second
and final chapter that focusses on the experimental apparatus. The 3cfb
used in this thesis was designed by Robinson (2003d) to recover three
components of force (lift, thrust/drag and pitching moment) acting on
a moderate scale, fuelled scramjet engine. The balance is based on the
stress wave force measurement technique (swfmt) that was proposed by
Sanderson and Simmons (1991) for the measurement of aerodynamic drag
within test flows of a few milliseconds. This technique has been under
continual development within the Centre for Hypersonics and has been
extended to the measurement of three and six components of force (see
for e.g. Mee et al., 1996; Smith et al., 2001). The balance used in this thesis
was not designed specifically for the m12rest engine.
The goal of this chapter is to provide a succinct yet complete explanation
of the calibration theory and methodology of the 3cfb. In fact, the explana-
tion provided in this chapter of the calibration of a multi-component stress
wave force balance is the most comprehensive and detailed to date. The
introduction continues with a discussion of the philosophy underlying the
measurement technique and the calibration of stress wave force balances.
A chronological list of papers that track the development and application
of stress wave force balances is also provided. Section 4.2 describes the bal-
ance instrumentation and shielding while the basic theory for both single-
and multi-component balances is given in Section 4.3. The formation of
the global response function of a multi-component balance from a set of
point-load calibrations is detailed in Section 4.4. Calibration weighting
factors for the m12rest-3cfb assembly are then defined in Section 4.5.
Section 4.6 summarises the methods used to evaluate the quality of the cal-
ibration data and the global response function. Sample calibration results
are also provided. Section 4.7 outlines the data reduction methods used in
this thesis for the force balance data and the final section of the chapter,
Section 4.8, presents an assessment of the experimental uncertainty.
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4.1.1 Measurement and Calibration Philosophy
Before considering the details of the stress wave force measurement tech-
nique and balance calibration, it is useful to first understand the underlying
philosophy of the method as this provides the context for the remainder
of the chapter. Consider a typical reflected shock tunnel experiment of
an aerodynamic body. The test gas expands transiently from the facility
nozzle, arriving first at the model leading edge before sweeping through
and around the model. At each instance in time the flow of gas interacts
with the model surfaces, imparting transient forces through the action
of the surface pressure and skin friction. These surface forces in turn
create stress waves that propagate through the model structure. At the
interfaces of the model components the stress waves are transmitted and
reflected, leading to a complex superposition of waves within the model.
Although the aerodynamic forces acting on the model may attain a steady
or quasi-steady level, internal force equilibrium between the model and
support structure is not achieved during the short flow period generated
by a typical reflected shock tunnel.
Under the assumption of a causal, time-invariant and linear system, the
time-evolution of the pattern of stress waves within the model is uniquely
determined by the time-evolution of the distributed aerodynamic load
acting on the model surfaces. In theory, knowledge of the impulse response
function of the model and sufficient characterisation of the stress wave
pattern permits the load distribution to be spatially and time-accurately
resolved. However, in practice, the primary interest is to measure the
net aerodynamic forces, not the specific distribution. This is achieved by
coupling the model with an appropriately designed supporting structure
consisting of one or more stress bars, each of which is instrumented with at
least one strain gauge.1 During an experiment, some fraction of the stress
waves that propagate through the model pass into the force balance and
are recorded by strain gauges. The implicit function of each stress bar is to
act as a filter for the complex stress wave pattern within the model. With
a well designed balance, the response of a single stress bar depends only
on the magnitude of a single force component.2 Designing a balance that
behaves in this way is relatively easy to achieve for single-component force
measurement when the net force on the model acts only in the direction of
the stress bar (see for e.g. Paull et al., 1995a; Porter et al., 1994) and more
difficult to achieve for multi-component force measurement (see for e.g.
Robinson et al., 2007).
The calibration method for stress wave force balances is based on the
recognition that, subject to the assumptions of a causal, linear and time-
1 Multiple gauges are used to provide redundancy and repeatability.
2 That is, in theory, a stress bar designed to respond to drag should not respond when a
pure distributed lift is applied to the model. Ideally, the response is also independent of
the distribution of drag (see for e.g. Robinson et al., 2011).
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invariant system, a distributed aerodynamic load acting on the model
may be formed from a superposition of an infinite number of point loads.
Similarly, the net strain response of the balance is a superposition of the
individual strain responses for each point load. The overall calibration
procedure involves imparting a series of point loads at different loca-
tions on the model using an instrumented impact hammer (Mee, 2003).
The measured strain response and hammer signals are used to form a
point-load impulse response function (irf) for each calibration hit. Using
a reference force distribution for the model, the individual point-load
impulse responses may be combined to form the global impulse response
function (girf) of the balance. During an experiment the net applied aero-
dynamic load is recovered by using the global impulse response function
to deconvolve the measured strain signals.
Requiring knowledge of a reference force distribution does not inval-
idate the calibration methodology. In fact, requiring knowledge of a ref-
erence input is the basis for the calibration of any measurement device.
Consider for example the calibration of a pressure transducer as described
in Appendix A.3. The basic calibration procedure is to apply a known
pressure, which is measured with a reference transducer, and measure
the corresponding output of the transducer to be calibrated. During an
experiment, the measured transducer output is used to infer that the same
pressure is acting on the transducer as was applied during the calibration.
In comparison with the calibration of a pressure transducer, the calibration
of a multi-component stress wave force balance is significantly more com-
plex. This complexity arises because the strain responses may be coupled
with different input forces, both the magnitude and distribution of the
applied load can change and a finite number of calibration hits are used
to infer the response of the balance to an distributed load.
The extent of coupling between the strain responses and force inputs
and sensitivity of the strain outputs to variations in the distribution of force
are both dependent on the design of the balance (see for e.g. Robinson
et al., 2007, 2011). As already noted, an ideal balance is one for which no
coupling exists between non-corresponding inputs and outputs, and for
which the strain output is dependent only on the net applied force and
not the force distribution. Consequently, any reference load distribution
could be used to calibrate an ideal balance. In practice however, some
coupling exists and the strain outputs are somewhat dependent on the
distribution of load. The calibration process therefore ‘tunes’ the balance
response to the reference load distribution. The sensitivity of the quality
of the recovered forces to the shape of the applied load distribution is
carefully evaluated as a part of the calibration process.
The determination of the system response from individual calibration
point loads becomes increasingly complex as the number of force compo-
nents to be resolved increases. A complete and detailed explanation of the
calibration methodology for multi-component stress wave force balances
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is provided in the remainder of this chapter. Although the nomenclature is
somewhat specific to the 3cfb and m12rest engine used in this thesis, the
equations and analysis methods presented here are easily adapted to other
configurations. It is expected that this chapter will be useful for anyone
who is interested in conducting experiments with a multi-component
stress wave force balance.
4.1.2 Background Reading
While this chapter was written to be self-contained, readers unfamiliar
with the stress wave force measurement technique and who desire further
material on the development and application of the method are referred
to the following papers:
1. Sanderson and Simmons (1991): this was the first paper to present the
stress wave force measurement technique as a method by which the
drag force acting on an axisymmetric body could be measured in a
test flow with duration of approximately 1ms.
2. Simmons et al. (1993): this paper reports on early attempts to extend
the technique to multiple-components of force measurement on a
sharp cone at angle of attack and to the measurement of thrust on
a two-dimensional scramjet nozzle. See also Mee et al. (1992), Tuttle
et al. (1994), and Tuttle and Simmons (1992).
3. Porter et al. (1994) and Tuttle et al. (1995): these papers apply the
method to (axially) non-uniform load distributions and larger models.
4. Paull et al. (1995a): this paper applies the method to the measure-
ment of thrust for a quasi-axisymmetric, hydrogen-fuelled scramjet
engine. The data reported in this paper represent the first experimental
demonstration of net thrust production for a scramjet engine.
5. Daniel and Mee (1995) and Mee et al. (1996): through a combination
of finite-element analysis and experiments, these papers demonstrate
that the technique can be used to recover multiple force components
for a sharp cone.
6. Smith and Mee (1996a): this paper presents the results of an investi-
gation into the suitability of the technique for use in expansion tubes
facilities that have test times on the order of 50µs.
7. Smith and Mee (1996b): this technical note demonstrates the suitability
of using piezo-electric film for the dynamic measurement of axial
stress waves.
8. Smith et al. (2001): using finite-element analysis, this paper presents
the design and analysis of an internal six-component balance for
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aerodynamic force measurement on a small-scale, blunt-nosed vehicle.
9. Tanno et al. (2001): this paper documents the development and use of
a single component balance to measure the internal skin friction drag
acting on an axisymmetric scramjet combustor. See also Chan (2012),
Kirchhartz et al. (2012), and Rowan and Paull (2006).
10. Mee (2002, 2003): this report and paper describe the dynamic cali-
bration of a single component balance using an instrumented impact
hammer. The results and techniques described in these documents
serve as a key foundation for the calibration method presented in this
thesis.
11. Abdel-Jawad (2004) and Abdel-Jawad et al. (2001): this thesis and
paper present the results of a study examining the stability of a reentry
vehicle using a three component force balance in an expansion tube
facility.
12. Robinson (2003d) and Robinson et al. (2006, 2004): this thesis and
associated papers document the development of a three component
balance for the measurement of lift, thrust and pitching moment of
moderately sized scramjet engines. See also Robinson (2003a,b,c).
13. Sahoo et al. (2005): this paper compares a stress wave force balance
with an accelerometer based balance for the measurement of drag on
a blunted cone. The two measurement techniques were found to give
comparable results.
14. Abdel-Jawad et al. (2007): this paper describes a methodology for the
determination of calibration weighting factors for a three-component
force balance but lacks details regarding the formation of the girf.
15. Robinson et al. (2007): using finite-element analysis, this paper briefly
examines how the design of a multi-component balance affects the
quality of the recovered forces. Both an external and internal balance
are compared. It was found that the external balance gave improved
recovery of the applied load compared with the internal balance.
16. Tanimizu et al. (2009): this paper presents the results of a scramjet
engine nozzle optimisation study. A single component balance was
used to examine the influence of the nozzle on the fuel-off drag of a
quasi-axisymmetric scramjet engine.
17. Robinson et al. (2011): this paper presents the measurement of three
components of force on a large blunted cone at angle-of-attack within
the dlr heg shock tunnel facility.
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4.2 instrumentation and shielding
Shown in Figures 3.16 and 4.3, the 3cfb was designed specifically to mea-
sure three components of force (lift, thrust/drag, pitching moment) on
moderate scale scramjet engines within the t4 Stalker Tube (Robinson,
2003d). The balance consists of four stress bars mounted in a symmetric
pattern at 45° to the top surface of the scramjet model. Each bar is instru-
mented with piezo-electric and, as a backup, piezo-resistive strain gauges.
For completeness, a summary of the application of gauges, taken from
Robinson (2003d) pages 106-107, is provided in the following paragraph:
“The piezo-electric film was cut into strips measuring 25mm by 31mm
and glued to each bar using m-bond ae-15 adhesive. Each piezo-electric
gauge was physically and electrically shielded using insulated copper
sheeting. In addition to the piezo-electric film, each stress bar was instru-
mented with two Kulite® acp-120 semi-conductor piezo-resistive strain
gauges. These were connected in a bending-compensation half Wheatstone
bridge arrangement and, to further reduce bending effects, positioned on
the side of each stress bar.3 The entire instrumented region of each bar
was further shielded using a section of pvc pipe that was sealed with rtv
silicone adhesive.” [foonote added]
The instrumentation of the bars was left un-touched for the current work;
however, prior to the first experiment, gauge operation was confirmed
using a test model (Figure B.1). The signal-to-noise ratio of the piezo-
electic film was found to be higher than that of the Kulite® piezo-resistive
gauges. Consequently, and following Robinson (2003d), the piezo-electric
film gauges were considered to be the primary strain measurement sensor
in this thesis. The Kulite® piezo-resistive gauges were used as a secondary
measurement. Of the eight gauges, only the piezo-resistive gauge on bar 1
was found to be faulty. Since the piezo-resistive gauges were to be used
only as a redundant system, reinstrumentation of the bars for this thesis
was considered unnecessary. The primary gauges were labelled a through
d corresponding to bars 1 through 4; the secondary gauges were labelled e
through h.
To ensure that only the model surfaces were exposed to the test flow,
the entire force balance mount was aerodynamically shielded from the
test flow. Shown and compared with the streamlined mount shielding
in Figure 4.1, the force balance shielding for the m12rest engine was
heavily inspired by the final shielding design used by Robinson (2003d,
Section 7.5.2). The shielding featured an upper box that surrounded the
top plate and additional inertial mass that was attached to the top plate
(Figure 3.16), a swept nose piece and narrow sides to protect the forebody
3 Bending may be induced in the bars by a rolling or yawing moment caused by asymmetric
engine operation or non-perfect alignment of the model within the test section. Each piezo-
electric gauge was bending-compensated by being wrapped around the circumference of
each bar.
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(a) Force balance shielding (b) Streamlined shielding for the rigid mount
used in the second test campaign (Sec-
tion 3.4.6).
Figure 4.1 – Force-balance and streamlined mount shielding comparison
SH1
SH2
SH3
Figure 4.2 – Location of the inner shielding pressure measurements. The
fourth measurement (not shown) was located on the left hand side and
to the rear of the force balance top plate.
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pressure transducer and stress bars, and swept ‘wings’ to prevent flow
disturbances from the upper box shielding from interacting with the flow
around the model. Technical drawings for the shielding are provided in
Doherty (2013b).
The force balance shielding was designed to allow the model and balance
to move approximately 2mm in any direction without contacting the
shielding. The resulting gap between the shielding ‘wings’ and top surface
of the engine allowed gas to enter and fill the inner shielding cavity during
a test. This internal shielding pressure was measured using four Kulite®
series xtel-190m absolute pressure transducers. These were labelled sh1,
sh2, sh3 and sh4. The locations of sh1, sh2 and sh3 are shown in
Figure 4.2. Gauges of range 0 to 68.9 kPa (0 to 10psi) were mounted in
locations sh1 and sh2 and gauges of range 0 to 172.4 kPa (0 to 25psi) were
mounted in locations sh3 and sh4. The design of the mounting block for
the shielding pressure transducers is provided in Appendix D. Correction
of the force data using the internal shielding pressure data is discussed in
Section 4.7.
4.3 basic theory
This section outlines the basic theory of the swfmt for both single and
multi-component balances and is based on the introductory sections of
Robinson (2003a) and Mee (2003).
4.3.1 Single component balance
The fundamental assumptions of the swfmt are that the model and
balance assembly behave as a linear, causal and time-invariant dynamic
system (Sanderson and Simmons, 1991). For a single component balance
(typically measuring drag), these assumptions allow the applied load
u(t) to be related to the measured strain response y(t) via a convolution
integral:4
y(t) =
∫t
0
g(t− τ)u(τ)dτ (4.1)
where g(t) is the system impulse response function that is determined
from a calibration (Mee, 2003). For discretized data, u(t), y(t) and g(t) are
replaced by ur, yr and gr, respectively and Equation (4.1) is rewritten as
yr =
r∑
s=0
gr−susδt (4.2)
4 An alternate, but equivalent form of the convolution integral is y(t) =
∫t
0 g(τ)u(t− τ)dτ.
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where r ∈ {0, 1, 2, 3, . . . ,k}, the sampling interval is δt and tr = rδt. Ex-
pressing this in matrix form, we write
y = Guδt (4.3)
where y is the time-series output vector (strain), u is the time-series input
vector (aerodynamic load) and G is the discretised impulse response
function (irf) with form
G =

g0 0 . . . 0
g1 g0 . . . 0
...
...
. . .
...
gn gn−1 . . . g0
 (4.4)
With a known irf and measured strain response, the solution of Equa-
tion (4.3) defines the unknown load that was applied to the model during
an experiment. This calculation, known as deconvolution, was completed
in the time domain using the Fortran computer program hyforce (Mee,
2007). The program implements the constrained iterative algorithm pro-
posed by Prost and Goutte (1984).
4.3.2 Multi-component balance
Generalising Equation (4.3) to a multi-component system gives
y1
y2
...
yn
 =

G11 G12 . . . G1n
G21 G22 . . . G2n
...
...
. . .
...
Gn1 Gn2 . . . Gnn


u1
u2
...
un
 δt (4.5)
where n is the number of force components to be recovered, yn are output
vectors, um are input vectors and Gnm are impulse response matrices that
relate output yn to input um and are of the form of Equation (4.4). The
matrix
G =

G11 G12 . . . G1n
G21 G22 . . . G2n
...
...
. . .
...
Gn1 Gn2 . . . Gnn
 (4.6)
is known as the global impulse response function (girf). As described
in Section 4.1.1, the perfect force balance is one for which each strain
output (yn) is uniquely dependent on the corresponding force input (un),
meaning that each off-diagonal sub-matrix of the girf is a null-matrix.
In practice some coupling between the individual components is always
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present, with the extent of coupling depending on the model and balance
arrangement. For a coupled balance, accurate recovery of the input load
requires that the system response be sufficiently characterised. Hence,
each element of the girf must be carefully determined via a calibration
process.
4.4 formation of the global impulse response function
Depicted in Figure 4.3, the calibration of the m12rest-3cfb assembly in-
volves using an instrumented impact hammer to apply an impulsive force
to the model at various locations in two orthogonal directions. The number
of possible locations for the calibration lug is dictated by the model de-
sign. The m12rest engine featured twenty calibration stations distributed
uniformly along the top surface of the model. At every calibration station
the lug could be placed on either the left or right side of the engine. Due
to access restrictions (compare Figure 3.14 with Figure 4.3) and a narrow
model width, calibration locations in the engine symmetry plane were
not considered necessary. Strain signals recorded for hits on the left and
right sides of the engine displayed good symmetry (Appendix B.9). The
coordinates of each calibration station are provided in Appendix E.4.
Two coordinate systems are defined in Figure 4.3, the lift-drag coordinate
system and the normal-axial coordinate system. Although the lift-drag
force components are of primary interest in this work, the calibration
of the balance was completed using the normal-axial coordinate system
that is aligned with the stress bars. The reason for working in this coor-
dinate system was so that each calibration hammer hit was parallel to
the orientation of the force balance stress bars. Appropriately combining
the individual calibration hits permits the response of each bar to a dis-
tributed pure normal, pure axial or pure moment load to be determined.
Additionally, the form of the calibration lug ensured that the line of action
of each hammer hit intersected with the top surface of the engine. This
would not have been the case had a square calibration lug been used and
the hammer hits conducted in the lift and drag directions. Finally, the
calibration lug was necessary because the complex geometry of the engine
prevented orthogonal hammer hits from being completed on the engine
surfaces.
Each hammer hit generates stress waves in each bar. Performing single-
component deconvolution produces a set of individual impulse response
functions.5 Denoted by Gijk , these individual irf describe how bar i ∈
{1, 2, 3, 4} responds to a force input at station j ∈ {1, 2, . . . , 20} in direction
k ∈ {N,A}. For clarity, indices for the left and right sides and multiple hits
5 Hammer hits on the top surface of the model are in the negative normal and axial directions.
To ensure that the individual irf have the correct sign (relative to the assumed coordinate
system), each recorded strain signal is inverted prior to deconvolution with the recorded
hammer pulse.
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Figure 4.3 – Calibration of the 3cfb using an instrumented impact hammer and calibration lug.
The calibration lug and impact hammer are shown in position for hit lun06 (the hit naming
convention is defined in Appendix B.2). For clarity the fuel system, force balance top plate
and additional mass have not been drawn.
are not explicitly stated in the following paragraphs, with the understand-
ing that Gijk actually represents the transient average of two hits on both
the left and right sides for the jth axial location.6 A third hit set was used
to provide an independent evaluation of the balance calibration, thereby
permitting an assessment of the sensitivity of the girf to small changes
in the component strains. This is explained further in Section 4.6. With
four stress bars and 240 hammer hits, a total of 960 individual irf were
produced. Combination of these individual irf to form the girf of the
balance is the subject of the remainder of this section.
During an experiment a distributed aerodynamic load acts over the
entire surface of the model. Since the system is assumed to be linear, this
load can be written as the weighted superposition of a set of unit loads
where the time history of the unit load matches that of the distributed
load. The resultant strains are also a weighted superposition of the strain
responses to each unit load. Defining Gil as the overall impulse response
6 That is, Gijk is the average irf for left hit 1, left hit 2, right hit 1 and right hit 2.
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of bar i due to a distributed load in direction l ∈ {N,A,M} then
Gil =
∑
jk
wkjlG
ij
k (4.7)
where wkjl are weighting factors that describe the contribution of a calibra-
tion hit in direction k ∈ {N,A} to the loading distribution in direction-l
at the jth axial station and Gijk are the individual irf computed from
the calibration hits. Once again, note that in this thesis Gijk represents the
average of two hits on the left side and two hits on the right side of the
model for the jth axial station.
The weighting factors wkjl in Equation (4.7) cannot be chosen arbitarily
but must conform to a number of constraints and reflect the physical
design of the balance and the hit directions. Firstly, the normal and axial
coordinates are orthogonal;7 a calibration hit in the axial direction has no
component of force in the normal direction and so wNjA = 0. Similarly, a
calibration hit in the normal direction has no axial force component and
so wAjN = 0. Secondly, noting that calibration hits in either direction each
contribute a moment about the balance centre8 then wNjM 6= 0 and wAjM 6= 0.
Finally, Mee (2007) states that the weighting factors should satisfy the
following constraints:
Constraint 1:
∑
j
wkjk = 1 ∀ k (4.8)
Constraint 2:
∑
j
wkjkd
k
j = 0 ∀ k (4.9)
Constraint 3:
∑
jk
wkjM = 0 (4.10)
Constraint 4:
∑
jk
wkjMd
k
j = 1 (4.11)
where dkj is the moment arm relative to the balance centre. Constraints
1 and 2 require that for each orthogonal force direction the calibration
point loads are combined to produce a unit load with no moment about
the balance centre. Similarly, constraints 3 and 4 require that when added
together the moment weighting factors for each calibration hit produce
no net force and a unit moment about the balance centre. These four
constraints are equivalent to the methodology described by Abdel-Jawad
7 This orthogonality should not be confused with the fact that each calibration hit produces
a response in all four stress bars. As each bar responds to each hit, the force balance
outputs are coupled and the off-diagonal terms in Equation (4.6) are non-zero.
8 Although each individual hit generates a moment about the balance centre in two planes
(Mx and Mz), hits on the left and right side of the model (Figure 4.3) are averaged, thereby
eliminating the out-of-plane moment Mx. The weighting factor wkjl is for the averaged hit.
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et al. (2007). Calculation of the weighting factors and the definition of the
balance centre is detailed in Section 4.5 for the m12rest engine.
Using the overall impulse responses for each bar we may write

y1
y2
y3
y4
 =

G1N G
1
A G
1
M
G2N G
2
A G
2
M
G3N G
3
A G
3
M
G4N G
4
A G
4
M

uNuA
uM
 δt (4.12)
The final step in the formation of the girf involves the combination of the
signals so that that the number of outputs matches the number of force
components to be recovered. There are two reasons for this reduction:
Firstly, the iterative deconvolution algorithm of Prost and Goutte (1984)
was implemented in the Fortran program hyforce (Mee, 2007) for square
systems. Secondly, the signals are combined in such a way as to enhance
the diagonal dominance of the girf matrix and improve the ability of
the balance to recover an input load. The reduction of signals is achieved
using an output specification matrix Ao as follows
yNyA
yM
 = Ao

y1
y2
y3
y4
 (4.13)
=
aN1 aN2 aN3 aN4aA1 aA2 aA3 aA4
aM1 aM2 aM3 aM4


y1
y2
y3
y4
 (4.14)
=
GNN GNA GNMGAN GAA GAM
GMN GMA GMM
uNuA
uM
 δt (4.15)
Note that Equation (4.15) has the same form as Equation (4.5). The output
specification matrix used in this thesis for the primary gauges (Ao,p) was
Ao,p =
1 2 3 4 N 0 −0.5 0 0.5A 0.5 0 0.5 0
M −0.25 0.25 0.25 0.25
(4.16)
The selection of these factors is a choice in the design of the force balance
calibration and depends on the relative sensitivities and polarities of the
individual gauges and on the arrangement of the stress bars. The values
should be chosen to reduce the cross-coupling of the balance. For the
current work, the rationale behind Equation (4.16) is as follows: the signals
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from bars 1 and 3, being parallel to the axial direction were averaged
to give the axial strain. Similarly, the signals from bars 2 and 4, being
parallel to the normal direction, were averaged to give the normal strain.
The difference between the signals from bars 1 and 3 and the difference
between the signals from bars 2 and 4 were averaged to give the moment
strain. Finally, bar 2 was inversed in order to account for the opposite
polarity of this gauge relative to the other primary gauges (Appendix B.4).
Using the notation of Equation (4.7), the girf sub-matrix that relates
output v ∈ {N,A,M} to a distributed load in direction-l may be written as
Gvl =
∑
ijk
aviw
k
jlG
ij
k (4.17)
where avi are elements of the output specification matrix Ao. Equa-
tion (4.17) is a general equation that describes the formation of a global
impulse response function from a set of calibration point loads.
4.5 calibration weighting factors
In the previous section it was shown how the individual irf may be
combined to form a girf using a set of weightings and an output specifi-
cation matrix. Defining appropriate weighting factors is perhaps the most
important aspect of the calibration process. The methodology used in this
thesis is described in this section. Although the nomenclature is specific to
the 3cfb and m12rest engine, the methodology described here may be
easily adapted to other multi-component force balances and experimental
models.
For the m12rest-3cfb assembly, the calibration weighting factors wkjl
are defined using the reference load distribution shown in Figure 4.4
for both the lift-drag and normal-axial coordinate systems. The origin of
this load distribution is explained later in this section. Each column in
Figure 4.4 represents the total force acting on a matching slice of the engine,
with each slice corresponding to an interval centred on an axial calibration
station (Figure 4.3). This load distribution is assumed to artificially act on
the top surface of the engine because this is where the calibration hits are
performed. As introduced in Section 4.4, the calibration weighting factors
must satisfy the four constraints encapsulated by Equations (4.8) to (4.11).
To ensure that constraints 2 and 3 are satisfied, the balance centre is defined
as coinciding with the centre of force location of the artificial normal-axial
load distribution. With respect to the engine coordinate system, the centre
of force is given by
aBC =
1
FN,TOT
20∑
j=2
FjNaj (4.18)
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Figure 4.4 – Reference load distribution used for the formation of the girf of the balance.
Each column represents the total forces acting on a slice of the engine. This distribution
corresponds approximately to a fuel-on load distribution for the m12rest engine. It was
created from the fuel-off load distribution given in Figure 4.5.
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nBC =
1
FA,TOT
20∑
j=2
FjAnj (4.19)
where (aj,nj) are the coordinates of the jth axial station (Figure 4.4 and Ap-
pendix E), Fjk with k ∈ {N,A} is the total force acting on a slice of the
engine and Fk,TOT is the net force. Note that due to difficulty in obtaining
a single clean hit at the first calibration station (j = 1), only calibration
stations 2 to 20 were used to form the girf. With the centre of the balance
known, the moment arm for each calibration hit is
dkj = kj − kBC (4.20)
To ensure that constraints 1 and 4 are satisfied, the weighting factors are
defined as follows
wkjk =
Fjk
Fk,TOT
(4.21)
wkjM =
Mjk∑
jk δkMjkd
k
j
=
δkFjkd
k
j∑
jk Fjkd
k
j d
k
j
(4.22)
δk =
{
1 for k = N
−1 for k = A
where Mjk is the moment about the balance centre due to force Fjk. The
factor δk enforces a right-hand sign convention for the moment. The
complete set of weighting factors is provided in Appendix B.6.
The load distribution depicted in Figure 4.4 is one of three reference
load distributions that were investigated for this thesis and corresponds
approximately to a fuel-on load distribution for the m12rest engine. The
other two load distributions were
(1) a fuel-off load distribution and,
(2) a uniform load distribution.
The fuel-off load distribution is provided in Figure 4.5. This distribu-
tion was computed from the fuel-off numerical simulation presented in
Chapter 5 by integrating the surface pressure and viscous forces. Since
no fuel-on computational data was available for this thesis, the fuel-on
load distribution provided in Figure 4.4 was artificially created from the
fuel-off load distribution. The modifications to the fuel-off distribution
consisted of adding a drag increment of −6N to each distribution slice in
the divergent protion of the combustor and engine nozzle (stations j > 16)
and adding a lift increment of 5N to each distribution slice in the open
portion of the engine nozzle (stations j > 18). Due to its simplicity, no
figure depicting the uniform load distribution is provided in this thesis.
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Figure 4.5 – Fuel-off load distribution for the high pressure test condition. Each column shows
the total forces acting on a slice of the engine.
4 Force Balance Theory and Calibration
Studying the fuel-off load distribution provided in Figure 4.5 it can be
seen that, moving downstream, both the lift and drag initially decrease
due to a reduction in surface pressure caused by flow spillage from the
slender forebody (Section 5.3). In the inlet, the lift and drag increase in
magnitude as the flow is compressed, with the largest forces occurring
at the cowl closure location (x ≈ 215mm) where flow is spilled from the
inlet and the inlet shocks interact with the forebody shock (Figure 5.3).
Unsteadiness in the flow spilled from the inlet and forebody would result
in a time-varying force being imparted to the model and although schlieren
visualisation of the cowl closure location would provide a good indication
of this unsteadiness, the relative position of the model and test section
windows prevented any such visualisation from being completed in this
thesis (see Figure 7.2 and Appendix K). Once downstream of the cowl
closure location, the inlet surfaces begin to turn and become aligned
with the flight direction causing the drag distribution to decrease while
the lift alternates between positive and negative according to the shock
impingement locations (Figure 5.4). Within the divergent portion of the
combustor the drag drops sharply and decreases further in the nozzle
such that some thrust is generated. Figure 4.4 clearly shows that drag
accumulated in the front three-quarters of the engine is not counteracted
by the nozzle thrust; a result that is expected for a fuel-off simulation.
Of the three load distributions, a girf formed using the approximate
fuel-on load distribution (Figure 4.4) was found to most accurately recover
different input loads. Evaluation of the girf is discussed in Section 4.6.
The dependency of the quality of a girf on the form of the reference load
distribution is due to changes in the balance centre location. As described
above, the balance centre is defined as coinciding with the centre of force
for the normal-axial reference load distribution. Defining the balance
centre in this way ensures that the weighting factors satisfy constraints
2 and 3 as given by Equations (4.9) and (4.10). The consequence of this
definition is that the balance centre is not unique, but is dependent on the
form of the reference load distribution. In turn, the location of the balance
centre affects the extent of coupling between the normal and axial strain
outputs and the moment input. A girf formed using the fuel-on load
distribution was found to be less coupled than one formed from either the
fuel-off or uniform load distributions and so was better able to recover
different input loads (Doherty, 2013c).
4.6 evaluation of the calibration data and girf
The creation of a girf from a set of hammer hits represents only half
of the calibration procedure. Once formed, the girf must be assessed
to determine how well it characterises the true response of the balance.
For a well-designed balance, a girf that sufficiently characterises the
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true response will accurately recover arbitrary load distributions that
are applied to the model with arbitrary time history. Hence, the girf
is assessed by examining its ability to recover various input loads. This
assessment is accomplished via a convolution-deconvolution cycle: Each
individual irf is convolved with a unit-load that has a prescribed time
history.9 The output of the convolution is a set of expected unit-load
strain responses. A weighted summation of these unit responses according
to a specified loading distribution and the output specification matrix10
gives the expected net-strain response of the balance. Deconvolving the
expected net-strain with the girf recovers the input forces which may
then be compared with the known inputs.11 The unit-load used in thesis
for evaluation of the girf is shown in Figure 4.6. The time history of this
load approximately matches that expected during a typical test in the t4
Stalker Tube (cf. Figure 3.19), albeit shifted in time.
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Figure 4.6 – Time history for a unit, tunnel-type input load
The convolution-deconvolution process described above allows the sen-
sitivity of the girf to variations in the input load distribution and to
different combinations of the calibration hits to be quantified, thereby
allowing the quality of the balance design and the calibration to be as-
sessed. For this thesis a total of eight different evaluation criteria of the
calibration data and girf were used. These are listed below in the order of
completion. Items 1 and 2 assess the quality of the individual calibration
hits and the individual irf while items 3 to 7 assess the quality of the girf
by examining its ability to recover various distributed and point loads.
Two calibrations of the force balance were completed; one prior to the
9 Note that in this thesis the term ‘unit-load’ is used to refer to an input that has unit
magnitude and is constant during a prescribed test time. Outside of the prescribed test
time the load magnitude can vary and may be larger than or smaller than unity.
10 The output specification matrix used to combine the unit strain responses must be consis-
tent with that used to form the girf, cf. Equation (4.13).
11 The net input force signal is calculated by simply scaling the unit-load by the net force of
the specified loading distribution.
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test campaign and one after the test campaign. These are referred to as the
pre- and post-campaign calibrations. Differences between these calibrations
provides an indication of the extent of change that occured to the model
joints over the course of the test campaign. For each calibration two
girf were formed; one from the primary strain gauges and one from the
secondary strain gauges (Section 4.4). These are referred to as the primary
and secondary girf. Calibration results for the pre- and post-campaign
primary girf are presented and discussed in the remaining sections of
this chapter. Similar results were attained for the secondary girf; these
may be found in Doherty (2013c).
Three hammer hits were completed at each location for each calibration.
Hit sets 1 and 2 were used to form the girf while hit set 3 was used to
form the expected net-strain response for a nominated load distribution.
Experimental engine force data presented in this thesis represent the
average recovered force based on the pre- and post-campaign girf. The
eight evaluations are as follows:
1. Hammer pulse quality:
A perfect impulse, convolved with a step should return a step. This
principle allows the quality of each hammer hit to be assessed (Mee,
2002). Further discussion and sample results are provided in Ap-
pendix B.8.
2. Strain repeatability:
Repeatability of strain responses for multiple hits and for hits on the
left and right sides may be examined by comparing normalised strain
signals where the area under the associated hammer pulse is used as
the normalising factor. Alternatively, unit-load strain responses may
be compared. Sample results for the current work are provided in
Appendix B.9.
3. Point-load recovery using the girf:
The normal, axial and moment strains for a unit point load were
computed for every calibration hit using Equation (4.14) and the indi-
vidual expected unit-strain responses for each bar.12 These combined
strains were then deconvolved using the girf and the recovered
forces compared with the true input point load. Sample results for
the current work are provided in Appendix B.10.
4. Recovery of the reference load distribution:
The third set of individual unit-load strain responses were combined
according to the reference load distribution given in Figure 4.4. The
resulting normal, axial and moment strain signals, known as the
expected strain signals, were then decovolved using the girf and the
recovered forces compared with the known input forces. Since the
12 In this thesis the expected strains for the left and right hits were averaged prior to formation
of the expected normal, axial and moment strains.
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girf was formed using the same load distribution but from hit sets 1
and 2, this evaluation provides both a check on the formation of the
girf and allows the sensitivity of the girf to small changes in the
component strains to be assessed. Results are given in Figure 4.7 and
are discussed in Section 4.6.1.
5. Fuel-off distributed load recovery:
The sensitivity of the girf to the shape of the load distribution
was assessed by examining the ability of the girf to recover the
fuel-off distributed load provided in Figure 4.5. Following a similar
methodology to item 4, the normal, axial and moment strains corre-
sponding to this force distribution were computed and deconvolved
using the girf. Results are given in Figure 4.10 and are discussed in
Section 4.6.2.
6. Fuel-off lower distributed load recovery:
The sensitivity of the girf to the location of the load distribution was
assessed by completing additional calibration hits to the lower and
rear surfaces of the m12rest engine. Individual irf for these hits
were generated and convolved with the input load given in Figure 4.6
to generate the expected unit-load strain responses.
Following the methodology of item 4, the strains from both the
lower and upper hits were combined according to the fuel-off load
distribution given in Figure 4.5. The resulting normal, axial and
moment strains were then deconvolved using the girf and the recov-
ered forces compared with the known inputs. Results are given in
Figure 4.12 and are discussed in Section 4.6.3.
7. Distributed side load recovery:
Additional calibration hits perpendicular to the side of the m12rest
engine were conducted. These hits permitted an assessment of the
sensitivity of the girf to asymmetric out-of-plane forces. For each
side hit, individual irf were generated and convolved with the unit
tunnel-type load of Figure 4.6. The resulting unit-strain responses
were combined assuming a uniform pressure acted on the side of the
engine. The normal, axial and moment strains were then deconvolved
using the girf. Results are provided in Appendix B.12.
The following three sections discuss items 4 to 6 in further detail. Only
calibration results for the primary girf are discussed in this thesis. Results
for the secondary girf were found to be comparable with those of the
primary girf and are presented in full in Doherty (2013c).
4.6.1 Recovery of the Reference Load Distribution
The ability of the pre- and post-campaign girf to recover the net forces of
the reference (fuel-on) load distribution are shown in Figure 4.7 for both
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(a) Recovered normal, axial and moment force components.
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(b) Recovered lift and drag force components. These are computed via a coordinate transformation
from the recovered Normal and Axial forces (Appendix E).
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(c) Recovered normalised centre of force. This is computed from the recovered lift, drag and moment
using knowledge of the balance centre and leading edge locations (Section 4.7).
Figure 4.7 – Reference (fuel-on) distributed load recovery using the girf formed from the pri-
mary gauges. Pre-campaign calibration data is given in the left hand column, post-campaign
calibration data is given in the right hand column. The recovered forces have been filtered
by a 500µs moving average.
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the normal-axial-moment and lift-drag coordinate frames. The recovered
centre of force, computed from the lift and drag using knowledge of the
balance centre and leading edge locations has also been plotted.13 Pre-
campaign calibration data are shown in the left column; post-campaign
calibration data are shown in the right column. For each force component
the actual input load has been drawn as a solid line for comparison.
Examining Figure 4.7 it is clear that both the time history and magnitude
of the input load are well recovered by each girf. Taking an average14
between 4 and 5ms, the drag was recovered to within −2.8% of the input,
the lift to within −0.1% and the centre of force to within −0.4% for the
pre-campaign girf. For the post-campaign girf, the drag, lift and centre
of force were recovered to within −2.2%, −1.3% and −0.8% of the inputs
respectively. Note that a negative sign indicates that the recovered force
was smaller than the input force. Average forces are given in Table 4.1 for
the input signals.
Table 4.1 – Nominal Forces for each Distributed Load for a Test
Time between 4 and 5ms
Units Referencea Fuel-off Lower Fuel-off
Lift N 83.9 71.2 79.0
Drag N 19.5 44.9 44.9
Centre of Force mm 403.5 324.1 336.6
a aka Fuel-on
The lack of perfect recovery of the input forces is a consequence of
using a finite number of deconvolution iterations15 and the imperfect
repeatability of the individual strain responses; hit sets 1 and 2 were used
to form the girf while hit set 3 was used to form the strain signals that
were deconvolved. Noting that both the girf and expected strain signals
were formed using the upper calibration hit data and the same reference
load distribution, the girf was expected to recover the input forces. The
good match between the input and recovered time histories thus indicates
the correct implementation of the methodology detailed in Sections 4.3 to
4.5.
Studying the results in Figure 4.7 it can be seen that the recovered forces
rise earlier and more slowly than the input forces and that the recovered
13 See Section 4.7 for details of this calculation.
14 This period is equivalent to a test time between 3.5 and 4.5ms in Figure 3.19 and is
consistent with the test time used to process the experimental force data. Note that,
compared with the test time shown in Figure 3.19 for the engine pressures, a later test time
was used to process force balance experiments because the engine forces were observed to
establish more slowly than the engine pressures (see Sections 3.5.1 and 7.3). A longer test
time was used for engine force tests in order to average over the low frequency oscillation
present in Figures 4.8, 4.12, B.12 and B.13.
15 Unless otherwise states, all force results presented in this work were generated using 1500
deconvolution iterations.
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(a) Recovered normal, axial and moment force components.
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(b) Recovered lift and drag force components. These are computed via a coordinate transformation
from the recovered Normal and Axial forces (Appendix E).
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(c) Recovered normalised centre of force. This is computed from the recovered lift, drag and moment
using knowledge of the balance centre and leading edge locations (Section 4.7).
Figure 4.8 – Cross-deconvolved recovered forces for the reference (fuel-on) distributed load
formed from the primary gauges. Pre-campaign strain data deconvolved using the post-
campaign girf is given in the left hand column, post-campaign strain data deconvolved
using the pre-campaign girf is given in the right hand column. The recovered forces have
been filtered by a 500µs moving average.
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forces do not match the peak force. These differences are primarily a
consequence of filtering the recovered forces by a 500µs moving average
which was used to decrease the noise in the recovered signals.16 It can also
be seen that the post-campaign recovered forces are consistently, albeit
slightly, smaller than the pre-campaign recovered forces. This suggests that
the individual component strains may have changed between the two cali-
brations (i.e. over the course of the experimental campaign). To investigate
these results further, the pre-campaign expected strain17 was deconvolved
using the post-campaign girf and, similarly, the post-campaign expected
strain was deconvolved using the pre-campaign girf. This process is re-
ferred to in this thesis as cross-deconvolution, where the prefix ‘cross’ is
added to emphasise that the expected strain and girf are taken from
different calibrations. The forces recovered from cross-deconvolution are
provided in Figure 4.8.
Comparing the results in Figure 4.8 with those in Figure 4.7, it is clear
that the forces recovered from cross-deconvolution do not match the input
loads as well as the forces recovered from self-deconvolution. The mag-
nitude of the recovered signals are different from the input loads and an
oscillation with period approximately 0.8ms is present. This oscillation is
particularly noticeable in the recovered centre of force signal. These results
confirm that the calibration strains were different in the pre- and post-
campaign calibrations. The degradation in quality of the recovered forces
is a consequence of the expected net-strain signals being inconsistent with
the girf. Even so, the degradation is not too significant. When averaged
over the test time, the drag, lift and centre of force are recovered to within
2.9%, 2.8% and 0.6% for the pre-campaign strain deconvolved with the
post-campaign girf (i.e. the left hand column in Figure 4.8). Similarly,
when the post-campaign strain is deconvolved with the pre-campaign
girf, the drag, lift and centre of force are recovered to within −6.1%,
−4.5% and −1.2% respectively. These errors are considered acceptable
for this thesis, particularly given that the experimental forces presented
in Chapter 7 actually represent the average of the forces recovered using
both the pre- and post-campaign girf.18
Further confirmation that the calibration strains changed over the course
of the experimental campaign is provided by Figure 4.9 in which nor-
16 The deconvolution process amplifies noise on the signals (Sanderson and Simmons, 1991),
so some form of filtering is usually required.
17 Explained earlier in Section 4.6, the expected strains are formed by combining the in-
dividual strains responses of each calibration location according to the defined loading
distribution and output specification matrix. Only data from the third calibration hit set
were used to form the expected strain in this thesis.
18 Taking the average of the pre- and post-campaign recovered forces plotted in Figure 4.8,
the drag, lift and centre of force are recovered to within −1.6%, −0.9% and −0.3% of
the input force during the notional test time. These differences are comparable with the
self-deconvolved results.
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Figure 4.9 – Comparison of the pre- and post-campaign normalised strain signals for hit
lua052. Primary strain data.
malised strain signals19 from the pre- and post-campaign calibration are
compared for upper calibration hit lua05_2. The most notable difference
is that the higher frequency content that was present in the pre-campaign
data is suppressed in the post-campaign data. The signal peaks are also
affected and at later times the post-campaign signals are shifted in time
relative to the pre-campaign signals. Comparisons of the calibration data
at other locations show similar changes. A loss of high frequency content
from the waves transmitted across an interface indicates that the inter-
face joint was not sufficiently rigid or that insufficient grease was used.20
Throughout the development of the m12rest engine careful attention
was paid to the mechanical design to ensure that each joint would be
under a compressive load once assembled (Doherty, 2013b). Futhermore,
19 See item 2 on page 92.
20 Typically a grease is used at each interface to povide a transmission medium for the
stress waves. Using the test model shown in Figure B.1, Robinson (2003a, Section 5.4.3)
found that neglecting to use grease at each interface adversely affected the repeatability,
symmetry and form of the calibration strains.
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during assembly Loctite® 515™ Master Gasket was applied to each sealing
interface and Molykote® 111 compound grease21 was applied to each
non-sealing interface (Doherty, 2013b). A transmission medium for the
stress waves was thus present at every joint of the model. Finally, when the
model was disassembled at the end of the test campaign no loose screws
were identified. Hence, exactly what changed with the model, or when the
change occurred remains unresolved. Prior to future experiments with the
3cfb and m12rest engine it is recommended that the long term stability
of Loctite® 515™ as a stress wave transmission medium be investigated.22
It is also recommended that regular calibrations of the force balance be
completed throughout the duration of any future experimental campaigns.
4.6.2 Fuel-off Distributed Load Recovery
The ability of the pre- and post-campaign girf to recover the net forces
of the m12rest fuel-off distributed load are shown in Figure 4.10 for
both the normal-axial-moment and lift-drag coordinate frames. Again the
computed centre of force and the actual input loads have been plotted.
Examining Figure 4.10 it is clear that both the time history and magnitude
of the input load are well recovered by each girf. The quality of the
recovered force signals is comparable with that obtained in Figure 4.7
for recovery of the reference load distribution. The slight differences that
exist between the recovered and input force signals are attributed to small
changes in the component strains. Taking an average between 4 and 5ms,
the drag, lift and centre of force were recovered to within −1.3%, −1.4%
and −1.3% of the input for the pre-campaign girf and were recovered to
within −1.3%, −1.6% and −1.7% of the input for the post-campaign girf.
These results demonstrate that a girf formed using the reference, fuel-on,
load distribution is able to accurately recover a fuel-off distributed load.
Cross-deconvolved results, in which the pre-campaign strain is decon-
volved with the post-campaign girf and vice versa, are provided in
Figure B.12. Comparing Figures 4.10 and B.12 it can be seen that the
forces recovered from cross-deconvolution do not match the input loads
as closely as forces recovered from self-deconvolution. This is consistent
with the results presented and discussed in Section 4.6.1 for the reference
load distribution. The extent to which the cross-deconvolved forces are
different from the self-deconvolved forces is comparable with that ob-
tained for the reference load distribution. Therefore, as discussed in detail
in Section 4.6.1, the reduced quality of the cross-deconvolved recovered
forces is taken to be a consequence of differences in the measured strain
signals for the pre- and post-campaign calibrations as shown in Figure 4.9.
21 Otherwise known as o-ring or vacuum grease.
22 Robinson (2003a) previously investigated the use of Molykote® 111 as a stress wave
transmission medium and found that strain signals measured several weeks apart were
repeatable.
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(b) Recovered lift and drag force components. These are computed via a coordinate transformation
from the recovered Normal and Axial forces (Appendix E).
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(c) Recovered normalised centre of force. This is computed from the recovered lift, drag and moment
using knowledge of the balance centre and leading edge locations (Section 4.7).
Figure 4.10 – Fuel-off distributed load recovery using the girf formed from the primary gauges.
Pre-campaign calibration data is given in the left hand column, post-campaign calibration
data is given in the right hand column. The recovered forces have been filtered by a 500µs
moving average.
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Figure 4.11 – Lower calibration hit locations
4.6.3 Fuel-off Distributed Lower Load Recovery
The third evaluation of the girf required additional calibration hits to
be completed on the lower and rear surfaces of the model. Depicted in
Figure 4.11, these hits were performed at six locations on the symmetry
plane of the engine and perpendicular to the local surface. Two hits were
performed at each location. Unit-strain responses of the five lower locations
were combined according to the fuel-off lift distribution of Figure 4.5. The
unit-strain response of the rear hit (crp20) was combined with strain
responses for the upper calibration locations according to the fuel-off
drag distribution of Figure 4.5. Details of the calibration coordinates and
weighting factors are provided in Appendix B.7. The expected strain
signals were deconvolved using the associated pre- and post-campaign
girf. The resultant recovered loads are plotted in Figure 4.12 for both
the normal-axial-moment and lift-drag coordinate systems. Again, the
recovered centre of force location and true input loads have been plotted.
Comparing the data of Figures 4.7, 4.10 and 4.12 it is clear the ability
of the girf to recover the input load has been degraded through the
use of the lower calibration hit data. The recovered force signals feature a
higher frequency oscillation superimposed on a lower frequency oscillation.
The higher frequency oscillation has a period of approximately 0.8ms
which is similar to the oscillation present in the forces recovered for
the reference load distribution via cross-deconvolution (Figure 4.8). The
lower frequency oscillation has a period of approximately 3.2ms and is
dominant in the recovered normal, axial and moment components. Due
to the transformation to the lift-drag coordinate system, this oscillation
remains in the recovered lift and centre of force but is eliminated from the
recovered drag.
In comparison with the results obtained for the reference and fuel-off
load distributions (Sections 4.6.1 and 4.6.2), noticeable differences exist
between the forces recovered for the pre-campaign calibration data and
those recovered for the post-campaign calibration data; the low frequency
oscillation is more significant in the post-campaign recovered forces than
in the pre-campaign recovered forces. Cross-deconvolved results for the
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(b) Recovered lift and drag force components. These are computed via a coordinate transformation
from the recovered Normal and Axial forces (Appendix E).
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(c) Recovered normalised centre of force. This is computed from the recovered lift, drag and moment
using knowledge of the balance centre and leading edge locations (Section 4.7).
Figure 4.12 – Recovered forces for the fuel-off distributed load formed from both the lower and
upper calibration hits using the primary gauges. Pre-campaign calibration data is given in
the left hand column, post-campaign calibration data is given in the right hand column. The
recovered forces have been filtered by a 500µs moving average.
4.6 Evaluation of the Calibration Data and girf
lower distributed load are provided in Figure B.13 and are comparable
with the self-deconvolved results presented in Figure 4.12. Such a similarity
between the cross- and self-deconvolved forces was not obtained for either
the reference or fuel-off load distributions (see Sections 4.6.1 and 4.6.2).
These results indicate that the difference between the upper and lower
distributed load strain signals is more significant than any differences in
the calibration strains of the pre- and post-campaign calibrations.
There are two inter-related reasons why the pre- and post-campaign
girf do not recover the lower distributed load very well. Firstly, hits to
the lower surfaces of the engine induce a different stress wave pattern
within the model than hits to the upper surface. This difference is shown
in Figure 4.13 in which the normal, axial and moment unit-load strain
responses for lower hits clp12 and clp15 are compared with the normal,
axial and moment unit-load responses of equivalent hits to the upper
surface of the model. Secondly, the girf was formed using 19 of the 20
available calibration stations (Section 4.5) whereas the lower lift strain
signal was based on only five lower calibration locations (Figure 4.11). For
a specified net force, the stress wave pattern induced within the model by
a distributed load is different from that induced by an equivalent point
load. For an ideal balance this difference would not matter. However,
because the stress bars of the 3cfb used in this thesis attach to the top
surface of the m12rest engine at an angle of 45°, the response of each bar
is, to some extent, dependent on the distribution of load. The effect of this
dependency is clearly seen in the recovered point-load forces presented in
Appendix B.10. The quality of the recovered point-forces varies according
to the location at which the point-load was applied. If the strain response
of the balance was independent of the distribution of load, each point-load
would be recovered equally well. This dependency of the response of the
balance on the form of the load distribution is an inherent deficiency in
the design of the 3cfb used in this thesis.
Noting that the lower unit-load strain responses plotted in Figure 4.13
are very similar to the equivalent upper unit-load responses, and that
the recovered point-loads for stations 2 and 5 exhibit the same large
scale, low frequency oscillation as the recovered lower distributed load (cf.
Figures 4.12 and B.11), it is therefore expected that the inability of the girf
to recover the distributed lower load is primarily related to the limited
number of lower calibration hits that were used to form the expected strain
signal. If additional lower calibration hits were included, it is expected
that the recovered forces would more closely match the true input loads
than those plotted in Figure 4.12. In this thesis the lower calibration hit
data was not analysed until after the test campaign and the model and
balance had been disassembled. Additional lower calibration hits were
therefore unable to be completed. It is recommended that prior to future
test campaigns the ability of the girf to recover a load formed from a full
set of lower calibration hits be investigated.
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Figure 4.13 – Comparison of unit-load strain responses for lower hit locations clp12 and
clp15 with equivalent upper hit unit-load responses. Data for hit clp12 are given in the left
hand column, data for hit clp15 are given in the right hand column. The upper hit strain
responses were combined according to the following functions: f(n,a) = ((n+ a) cos 6°+
(−n+ a) sin 6°)/
√
2 and g(n,a) = (n+ a)/
√
2. Note that the data for clp12 and clp15 each
represent the average of hits 1 and 2 at these locations. Similarly, the data for un12, ua12,
un15 and ua15 each represent the average of hits 1 and 2 on the left and right sides of the
model. Pre-campaign calibration data.
4.7 Data Reduction: Force Coefficients
The large scale, low-frequency oscillation present in the recovered lift
and centre of force plotted in Figure 4.12 means that the error for these
force components is strongly dependent on the chosen test window. Even
so, the relative errors for an averaging window between 4 and 5ms are
as follows: For the pre-campaign girf the drag, lift and centre of force
were recovered to within 8.4%, −10.4% and 5.9% of the input. For the
post-campaign girf the drag, lift and centre of force were recovered to
within 4.3%, −21.5% and 16.3% of the input.
4.7 data reduction: force coefficients
Engine force data are presented in this thesis in both dimensional form and
also as non-dimensional force coefficients and a centre of force location.
The steps required to calculate these coefficients are
1. Combine the measured strain signals using the output specification
matrix defined by Equation (4.16) to give the experimental normal,
axial and moment strains. Example raw and combined strain signals
for a fuel-off shot are provided in Figure 4.14.
2. Deconvolve the primary combined strains using the pre- and post-
campaign girf. This gives the uncorrected normal, axial and moment
forces, where the recovered moment is relative to the centre of the
balance.
3. Combine the normal and axial forces to give the recovered lift and
drag forces (Appendix E.4).
4. Remove the lift and moment induced by the build up of pressure
inside the shielding. This gives the corrected lift and moment. This
calculation, including sample results is detailed below.
5. Calculate the net (corrected) moment about the leading edge of the
engine.
6. Filter the corrected forces using a 500µs moving average.
7. Calculate the force coefficients and centre of force location (details
below).
8. Average the corrected force coefficients over a nominated test time.
The drag coeffient is defined by
CD(t) =
1
Af
FD(t)
q(t)
(4.23)
where Af = 5552× 10−6m2 is the projected frontal area of the m12rest
engine; FD(t) is the drag force and q(t) is the nozzle exit or freestream
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Figure 4.14 – Typical raw and combined primary strain signals. The data are from shot 10770.
The time axis has been shifted so that zero corresponds to the trigger of the nozzle supply
pressure.
dynamic pressure. The dynamic pressure is not directly measured for
experiments conducted within the t4 Stalker Tube and so it must be
inferred. Assuming that the dynamic pressure is a constant fraction of
the nozzle supply pressure once the facility nozzle flow is started, then
Equation (4.23) may be rewritten as
CD(t) =
1
Af
FD(t)
ps(t− τPP)
(
ps
q
)
nom
(4.24)
where ps(t) is the measured nozzle supply pressure and τPP accounts
for the transit time from the nozzle supply region to the location of the
Pitot pressure transducer and provides a good indication of flow arrival at
the model leading edge. The nominal nozzle supply pressure ps,nom and
dynamic pressure qnom are taken from Table 3.2 and Table 3.5, respectively
and are based on a nenzfr simulation of the facility nozzle flow. Using
Equation (4.24) to calculate the drag coefficient removes the shot-to-shot
variation and presents the data relative to the nominal freestream dynamic
pressure. This definition is consistent with the Pitot pressure based defi-
nition used by Chan (2012) and Mee (2003) and with the normalisation
method used in this thesis for the engine pressure data (Section 3.5.2). In
a similar way the lift and moment coefficients are defined by
CL(t) =
1
Ap
FL,c(t)
ps(t− τPP)
(
ps
q
)
nom
(4.25)
CM(t) =
1
ApL
MBC,c(t)
ps(t− τPP)
(
ps
q
)
nom
(4.26)
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Figure 4.15 – Calculation of the experimental centre of force
where FL,c(t) and MBC,c(t) are the corrected lift and moment, L = 0.915m
is the overall length and Ap = 52 704× 10−6m2 is the projected planar
area23 of the m12rest engine.
The moment coefficient defined by Equation (4.26) is relative to the
centre of the balance. As the definition of the balance centre is somewhat
arbitary (Appendix E.4), it is more physically meaningful to present either
the moment about the model leading edge or a centre of force location.
The corrected moment about the model leading edge is given by
MLE,c(t) =MBC,c(t) + FL,c(t)(xBC − xLE) − FD(t)(yBC − yLE) (4.27)
where FD, FL,c and MBC,c are the corrected drag, lift and moment about
the balance centre, and (xBC,yBC) and (xLE,yLE) are the locations of the
balance centre and model leading edge in the engine coordinate system
and are defined in Appendix E.4. During an experiment only the net
moment about the balance centre is recovered, the individual moment
contributions due to the lift and drag force distributions cannot be individ-
ually resolved. Consequently, the unique centre of force location cannot
be determined experimentally, only the line of action of the net force is
resolved.24 Referring to Figure 4.15, the net force line of action is converted
to a normalised centre of force location using
CF(t) =
xCF(t)
L
=
1
L
MLE,c(t)
FL,c(t)
(4.28)
where the vertical location of the centre of force has been chosen a priori to
correspond to the top surface of the model, i.e. yCF = yLE.
Force Corrections
During an experiment the inner shielding cavity fills with gas. This gas
exerts a moment and a negative lift on the model. Typical pressure traces
23 Ap = L×w where L = 0.915m is the model length and w = 0.0576m is the model width.
See Figure 3.8 and Appendix E.4.
24 See Appendix F for further discussion.
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Figure 4.16 – Typical inner shielding pressure for a shot at the lower
pressure test condition. These data are for shot 10770 and have been
filtered by a 60µs moving average. The time axis has been shifted so
that zero corresponds to the trigger of the nozzle supply pressure.
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filtered using a 500µs moving average. The time axis has been shifted
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4.8 Uncertainty Analysis
for a shot at the low pressure test condition are provided in Figure 4.16.
Reasonable agreement between the four measurements was usual which,
due to the different locations of the measurements (Figure 4.2), indicates
that the pressure within the shielding cavity was relatively uniform. Dur-
ing the test time, the inner shielding pressures were comparable to the
freestream static pressure (cf. Table 3.3). The lift and moment induced
by the pressure build-up were calculated assuming that the averaged
pressure acts uniformly on the top surface of the m12rest engine. These
forces were then subtracted from the recovered lift and moment to give
the corrected lift and moment, as follows
FL,c(t) = FL(t) +Appsh(t) (4.29)
MBC,c(t) =MBC(t) − psh(t)
Ap
2
(
2(xBC − xLE) − L
)
(4.30)
where psh(t) is the average inner shielding pressure. The corrected lift
and moment are used to define the centre of force as per Equation (4.28).
A comparison of the raw and corrected lift and centre of force signals
is provided in Figure 4.17. The results indicate that the centre of force
was relatively unaffected and that negative lift induced by the pressure
build-up within the shielding was approximately 25% of the corrected
signal.25
4.8 uncertainty analysis
This section presents an analysis of the uncertainty in the recovered forces,
force coefficients and centre of force location. The analysis is based on
the theory presented in Appendix C.2. Table 4.2 summarises the abso-
lute errors in the recovered forces for each load distribution for various
combinations of the primary pre- and post-campaign calibration data.
Before analysing these errors it is useful to define some notation. For
each load distribution, let Ukf,j designate the absolute error in force com-
ponent f ∈ {FL, FD,MBC,CF} when girf j ∈ {Pre, Post} is used to decon-
volve strain k ∈ {Pre, Post}. For example, for the fuel-off load distribution,
UPostFD,Pre = −1.7N is the error in the recovered drag signal generated by
deconvolving the post-campaign strain with the pre-campaign girf.
As explained in Section 4.6, calibration hit sets 1 and 2 were used to
form the girf, while calibration hit set 3 was used to form the strain
signals to be deconvolved. The advantage of this method is that the strain
signals are independent of the girf and so the overall calibration error of
25 Robinson (2003d, Figures 7.14 and B.1) also found that lift due to pressure build-up within
the shielding was 25 to 30% of the corrected lift value for no fuel injection.
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a particular girf is given by26(
Uf,j
)2
=
∑
k
(
Ukf,j
)2
(4.31)
The experimental force data presented in Chapter 7 of this thesis represent
the average of the forces recovered using both the pre- and post-campaign
girf. Since these two girf are independent of one another, the overall
calibration error in each force component is
(Uf)
2 =
∑
j
(
1
2
)2(
Uf,j
)2
=
1
4
∑
jk
(
Ukf,j
)2
(4.32)
where Equation (4.31) has been used. Using the individual calibration
errors listed Table 4.2 to evaluate Equation (4.32), the overall calibration
uncertainty for each load distribution can be found. The results are pro-
vided in Table 4.3a.
Two additional uncertainties exist for the forces recovered during a
shot. These are summarised in Table 4.3b. The first additional uncertainty
is due to an unbalanced side force that may exist as a consequence of
misalignment of the m12rest engine with respect to the nozzle flow. This
uncertainty is present for both fuel-off and fuel-on experiments and, based
on the analysis presented in Appendix B.12, has a magnitude of ±1N for
the recovered lift and drag and a magnitude of ±1N m for the recovered
moment about the balance centre. The second additional uncertainty is
only present for fuel-on experiments and is due to the opening of the fuel
solenoid valve. The magnitude of this uncertainty is ±6N for the recovered
lift and drag and ±6N m for the recovered moment about the balance
centre. These uncertainties were determined by triggering the fuel solenoid
valve with no fuel in the tank and deconvolving the resulting strain signals
using the girf. Comparing the uncertainty values in Tables 4.3a and 4.3b
it can be seen that the uncertainty due to triggering of the fuel valve
is significant compared with the calibration uncertainties. Therefore, for
future experiments it is recommended that the on-board fuel tank and
fuel solenoid valve be vibrationally insulated from the model.27
The total experimental uncertainty for the recovered forces are listed
in Table 4.3c for both fuel-off and fuel-on experiments. For fuel-off exper-
iments the total experimental uncertainty is calculated as the root-sum-
square of the experimental misalignment uncertainty and the calibration
uncertainties for the fuel-off and lower fuel-off distributed loads. For fuel-
on experiments the total uncertainty is calculated as the root-sum-square
of the experimental misalignment and solenoid valve uncertainties and
26 See Section 4-2.3 of Coleman and Steele (1999), in particular Example 4.2.
27 A soft gasket material such as that used for the spring attachment shown in Figure 3.17b
may be suitable.
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4 Force Balance Theory and Calibration
the calibration uncertainties for all three load distributions.
Examining the values in Table 4.3c it can be seen that the total experi-
mental uncertainty in fuel-off drag is 4.2N, or 9.4% of the nominal fuel-off
value listed in Table 4.1. Similarly, the total experimental uncertainty in
fuel-on drag is 7.4N, or 37.9% of the nominal fuel-on value listed in
Table 4.1. Note that the relative uncertainty for the fuel-on drag force is
very high because the nominal value is small. For the recovered lift, the
experimental uncertainty for a fuel-on experiment is comparable with that
of a fuel-off experiment and each is dominated by the calibration error
for the lower distributed load. Note that the values listed in Table 4.3c are
the uncertainties for the uncorrected forces. Uncertainties for the corrected
force coefficients and centre of force location are defined next.
Experimental engine drag data are presented in this thesis in the form
of a drag coefficient as defined by Equation (4.24). The total relative
uncertainty of the drag coefficient is
XCD =
√(
UFD
FD
)2
+X2qnom (4.33)
where UFD is the absolute uncertainty in the drag as given in Table 4.3c,
FD is the recovered drag force and Xqnom is the relative uncertainty in
the nozzle exit dynamic pressure and is taken from either Table C.4 or
Table C.3 depending on the test condition. The derivation of Equation (4.33)
is presented in Appendix C.7.
Similarly, engine lift data are presented in the form of the corrected
lift coefficient as defined by Equations (4.25) and (4.29). The total relative
uncertainty of the corrected lift coefficient is
XCL,c =
√(
1
FL,c
)2(
U2FL +A
2
pU
2
psh
)
+X2qnom (4.34)
where UFL is the absolute uncertainty in the uncorrected lift as given
in Table 4.3c, FL,c is the corrected lift force and Upsh is the absolute
uncertainty of the inner shielding pressure measurement. Derivation of
Equation (4.34) is presented in Appendix C.7.2 and calculation of Upsh is
discussed in Appendix C.7.5
It was noted in Section 4.7 that the definition of the balance centre
is arbitary and that, as such, the recovered engine moment data are
presented in the form of either the moment about the model leading edge
(defined by Equation (4.27)) or as the centre of force location (defined by
Equation (4.28)). The uncertainty expressions for each of these quantities
are derived in Appendix C.7 and reproduced as follows
UMLE,c =
(
U2MBC + (xBC − xLE)
2U2FL + (yBC − yLE)
2U2FD
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+
(
L
2
Ap
)2
U2psh
)1
2
(4.35)
UCF =
1
LFL,c
(
U2MLE,c + L
2CF
(
CF−
2(xBC − xLE)
L
)
U2FL
+ (LAp)
2
(
CF2 −CF
)
U2psh
)1
2
(4.36)
where each term has been defined previously in this chapter.
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5
The fifth chapter, in which fuel-off numerical simulations of the engine are pre-
sented, the engine mass capture performance is examined, the net forces are
quantified and we consider the question of how much drag is too much?
5.1 introduction
This chapter presents an analysis of the m12rest engine flow field for the
case of no fuel injection. The analysis is based on Navier-Stokes cfd simu-
lations of the engine using the nasa code vulcan (White and Morrison,
1999). These simulations were completed in support of the experiments
with the goals of (1) providing a numerical pressure distribution with
which the experimental data could be compared, (2) quantifying flow
spillage from the slender forebody and the overall engine mass capture
ratio, (3) providing an estimate for the net lift, drag and pitching moment
of the m12rest engine, and (4) providing a force distribution for use with
the calibration of the three-component force balance (Chapter 4).
Section 5.2 summarises the nasa code vulcan that was used to perform
the simulations and the computational grid. In Section 5.3 several figures
are presented which document the internal and external flow fields of the
m12rest engine. The significant flow features are identified and discussed.
The engine mass capture performance is then discussed in Section 5.4 in
the context of airframe integration of scramjet engines. Section 5.5 presents
an analysis of the net forces of the m12rest engine and finally, Section 5.6
concludes the chapter with a discussion of the thrust generation capability
of the m12rest engine.
5.2 numerical scheme and computational grid
Developed at the nasa Langley Research Centre, the vulcan code (Baurle,
2012; White and Morrison, 1999) was used in this thesis for the numerical
simulation of the m12rest engine. This code solves the three-dimensional
Navier-Stokes equations for turbulent, chemically reacting flows using
structured grids.
A schematic of the computational domain is shown in Figure 5.1. The
geometry modelled in the simulations closely matched the experimental
m12rest engine. Flow spillage from the forebody and engine inlet were
accounted for and the external flow along the sides and lower surfaces
of the engine were also modelled. Flow along the upper external surface
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was not included in the simulation as this surface was shielded during
the experiments (cf. Figure 4.1). The modelled forebody featured a fully-
blunted leading edge of radius 0.5mm, consistent with the design of the
m12rest engine (Section 3.4.1), while, to simplify the computational grid,
the half-blunted1 inlet leading edges were modelled as perfectly sharp.
Figure 5.1 – Schematic of the computational domain for the m12rest
engine. Flow is from left to right. The symmetry plane is shown and the
x and y axes of the engine coordinate system are indicated by dashed
lines.
Taking advantage of the symmetry of the engine geometry, only half of
the experimental model was simulated. In total, the structured grid was
composed of approximately 13.3 million cells divided amongst 56 blocks.
The number of cells and the average cell density in both dimensional
and non-dimensional form are provided in Table 5.1 for each region of
the engine. The computational grid at selected cross-sections along the
length of the engine is shown in Figure 5.2. Each cross-section is shown at
the same relative scale. The stated axial location is relative to the engine
coordinate system, as defined in Appendix E.
Examining Figure 5.2, it can be seen that a high density of cells is
required to properly capture the shape transition of the inlet and the
external inlet leading edge surfaces. Because the grid is structured, the
inlet cell density propagates downstream into the combustor and external
regions of the engine (cf. Figures 5.2d and 5.2e). Consequently, the external
flow region accounts for slightly more than half the total number of cells
in the computational domain and, due to the inherent compression of the
1 The terms fully-blunt and half-blunt leading edge were introduced in Section 3.4.1.
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Table 5.1 – Computational Grid Dimensions for the m12rest En-
gine
Number of cells Average Cell density
Region (106) (106 /unit-volume) (1/mm3)
Forebody 1.777 0.420 5.4
Inlet 2.074 1.002 13.0
Combustor 1.290 4.545 58.8
Nozzle 0.507 0.474 6.1
External 7.693 1.817 23.5
Total 13.341 0.526 6.8
internal geometry, the largest cell density occurs within the combustor.
The simulation of the m12rest engine was performed using a uniform
inflow of thermally perfect air at the nozzle exit conditions specified in
Table 3.3a. No chemical reactions were considered and separate compu-
tations were completed for the high and low pressure test conditions. A
no-slip, isothermal wall boundary condition was used at the engine sur-
faces with an assumed wall temperature of 300K. This boundary condition
is consistent with that used for the simulations of the facility nozzle flow
(Section 3.3) and is considered appropriate for shock tunnel experiments
with a test flow duration on the order of several milliseconds. The flow was
assumed turbulent throughout the computational domain and was mod-
elled using the 1998 Wilcox k−ω turbulence model with wall-matching
functions (Baurle, 2012) for large values of y+. For the simulation pre-
sented here the y+ was less than 2.5 on the external surfaces (excluding
the inlet leading edge surfaces), typically less than 60 in the inlet, less than
30 in the combustor and less than 10 in the nozzle. On the external inlet
leading edge surfaces the y+ was typically less than 15 with a peak value
of 195 occuring at the cowl closure location of the inlet. This range of y+
was considered adequate for the purposes of this thesis.
The convergence of the solution was determined by examining the error
in mass flow rate across the inflow and outflow boundaries. The error in
mass flow rate for the simulation presented here was 0.06%. This level
of convergence was deemed adequate for the purposes of assessing both
the pressure distribution and forces on the flowpath. The simulation took
approximately 30h of wall-clock time to run in parallel on 24 processors
(2.8 GHz Intel Xeon CPUs).
5.3 flow field structure
The flow field of the m12rest engine module is complex, being domi-
nated by strong shock and expansion waves, and shock-shock and shock-
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(a) x = −20mm (b) x = 70mm (c) x = 160mm
(d) x = 210mm (e) x = 370mm (f) x = 530mm (g) x = 610mm
Figure 5.2 – Computational grid at selected cross-sections along the length of the engine
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boundary layer interactions. This section provides a brief overview of the
internal and external engine flow fields. Attention is focussed on those
flow features that are pertinent to this thesis, that is, flow spillage from the
forebody and the internal bodyside pressure distribution in the symmetry
plane.
5.3.1 External Flow Field
The external flow field of the m12rest engine is visualised in Figure 5.3.
Figure 5.3a shows Mach number contours on selected cross-sectional
planes along the length of the engine while Figure 5.3b shows selected
streamtraces in the left half of the engine. The results are for a simulation
of the engine at the high pressure test condition.
The Mach number contours show the growth of the boundary layer
along the forebody and the cross-sectional curvature of the forebody shock
as a result of flow spillage from the sides of the forebody. The forebody
flow spillage is clearly shown by the streamlines plotted in Figure 5.3b, as
is the resulting ‘roll-up’ of the spilled flow as it travels along the side of
the engine. Mass is also spilled past the sides of the inlet and past the inlet
cowl closure location. This spillage is observable in Figure 5.3b. Further
discussion of the mass capture performance of the engine at each test
condition is provided in Section 5.4.
The bodyside and side-wall shocks that form within the inlet can be
seen in Figure 5.3a along with the shocks formed by the external leading
surfaces. Near the cowl closure of the inlet, the external leading edge
shocks interact with the forebody shock resulting in localised heating on
the order of 20MW/m2 and pressures on the order of 100 kPa for the
high pressure test condition (the freestream static pressure is only 638Pa).
Finally, the flow along the side of the engine is distorted by the complex
interactions of the spilled flow with the shock and expansions generated
by the external leading edge surfaces. As a result, the wake flow behind
the m12rest engine is highly non-uniform.
5.3.2 Internal Flow Field
The internal flow of the m12rest engine is visualised in Figure 5.4 with
Figure 5.4a showing the normalised pressure distribution2 along the in-
ternal bodyside surface for each test condition and Figure 5.4b showing
contours of log10(p) in the symmetry plane for the high pressure test con-
dition. For completeness, a similar contour plot is provided in Appendix G
2 Consistent with Equation (3.10), the nominal forebody pressure given in Table 3.5 was
used to normalise the numerical data. The nominal forebody pressure was computed
using standard 2-d oblique shock relations (Ames Research Staff, 1953) and so represents
an idealised situation.
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(a) Mach number contours on selected cross-sections along the length of the engine for
the high pressure test condition. Contours are shown from M = 1 to 10 at intervals of
∆M = 1. Cross-sections are shown from x = −265 to 295mm at intervals of ∆x = 96mm
and from x = 295 to 601mm at intervals of ∆x = 102mm.
(b) Selected external streamlines of the m12rest engine at the high pressure test condition.
For clarity only streamlines in the left half of the engine flow field have been plotted.
Figure 5.3 – External flow field of the m12rest engine at the high pressure test condition
05
10
15
20
25
30
35
40
45
-300 -200 -100  0  100  200  300  400  500  600  700
p
/
p
1
x, mm
High Pressure
Low Pressure
0
1.0
2.0
-250 -200 -150 -100 -50  0
Forebody
(a) Normalised pressure distribution along the symmetry plane bodyside of the engine at each test
condition
(b) Symmetry plane pressure contours of the m12rest engine at the high pressure test condition.
Contours of log10(p) are plotted over the range 2.5 to 5.5 at intervals of 0.04. To aid visualisation the
scale of the vertical axis has been increased relative to that of the horizontal axis.
Figure 5.4 – Internal flow field of the small-scale m12rest engine for no fuel injection
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for the low pressure test condition. The horizontal axes of Figures 5.4a
and 5.4b are identical and, to aid intepretation, a cross-sectional drawing of
the m12rest engine at the correct relative scale is provided. An enlarged
view of the normalised pressure distribution along the forebody is pro-
vided in Figure 5.4a as an inset figure. Also note that to aid visualisation
of the flow field, the vertical axis of Figure 5.4b is increased relative to the
horizontal axis.
As seen in Figure 5.4a, the normalised pressure lies above unity near
the forebody leading edge; a consequence of the forebody leading edge
bluntness (0.5mm) and viscous interaction (Anderson, 2006, Chapter 7).
Moving downstream from the leading edge, the normalised forebody
pressure decreases due to flow spillage (Figure 5.3), crossing unity at
x ≈ 182mm. Within the inlet, the pressure increases to a peak pressure
of p/p1 = 21. In the combustor, the pressure distribution is highly non-
uniform with a peak pressure of p/p1 = 30 at x = 396mm. Finally, in the
engine nozzle the internal area ratio increases rapidly expanding the flow
and causing a corresponding rapid decrease in pressure.
The shock dominated flow field indicated by the non-uniformity of
the bodyside pressure distribution is clearly evident in the contour plot
provided in Figure 5.4b. At this off-design condition both the forebody
shock and primary inlet shock form upstream of the cowl closure point
of the inlet. The internal cowl shock strikes the bodyside surface just
upstream of the inlet throat, forming a shock-boundary layer interaction
with the bodyside boundary layer. The subsequent return shock strikes
the cowlside surface in the inlet isolator, upstream of the step. Expansion
waves and recompression shocks formed at the step interact with the
reflected cowl shock to produce a highly non-uniform flow field within the
combustor. At the entrance to the nozzle a strong expansion fan originates
from the bodyside corner while a weaker expansion originates at the
cowlside corner. Due to an insufficient length, the bodyside expansion fan
is not reflected by the cowlside wall and as a consequence there is a loss of
thrust because of under-expansion of the gas and flow angularity. At the
cowlside trailing edge of the nozzle, the interaction of the external flow
with the expanding internal flow leads to a strong external recompression
shock – typical for an under-expanded nozzle flow (Heiser and Pratt,
1994). For this engine, the recompression shock causes a small separation
of the external boundary layer. These nozzle flow features demonstrate
that further work is required to improve the nozzle flowpath. Since the
design of three-dimensional, airframe integrated, single-expansion ramp
nozzles for scramjet engines is a state-of-the-art research area, the design
of an efficient nozzle for the m12rest engine was not within the scope of
this thesis.
The symmetry plane contours plotted in Figure 5.4b are for the high
pressure test condition. A corresponding plot for the low pressure test
condition is provided in Figure G.1. Comparison of these two figures
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shows that, as expected, the locations of the dominant flow structures
within the m12rest engine are slightly different at the low pressure
test condition compared to the high pressure test condition. This is a
consequence of the slightly different freestream Mach number and unit
Reynolds number of the two test conditions. Further discussion of the
internal flow field of a rest engine, with particular focus on the inlet, may
be found in Barth et al. (2012) and Turner (2010).
5.4 mass capture performance
The mass capture ratio is an important performance parameter for hy-
personic airbreathing vehicles as any air that flows through the projected
frontal area but does not enter the engine(s) cannot be burnt, yet incurs a
drag penalty that must be overcome by the propulsive system. Further-
more, the mass capture is directly related to the forebody and inlet designs
and the integration of the two. Referring to Figure 5.5 the following areas
are defined:
1. AF: The projected frontal area of the vehicle. For the m12rest engine
this is equal to 5552mm2.
2. A1: The projected area of the inlet. For the m12rest engine this is
equal to 3308mm2.
3. A2 = f(M): The theoretical capture area of the inlet for a given
Mach number and an appropriate choice of representative forebody
shock. For the m12rest engine a 2-d oblique shock originating
from a virtual, perfectly sharp leading edge is used as the reference
shock. Thus, at the design point, A2(12) = 3090mm2 while at the
nominal test conditions A2,HP(10.4) = 2805mm2 and A2,LP(10.2) =
2780mm2.
Each of these areas may be used to calculate a mass capture ratio:
mc,i =
m˙th
ρuxAi
(5.1)
where m˙th is the mass flow through the throat of the inlet and ρ and
ux are freestream values. One-dimensional flow properties at the inlet
throat are provided in Table 5.2 for each test condition. These properties
were calculated from the numerical simulations by conserving the mass,
momentum and energy fluxes (Baurle and Gaffney, 2008). Freestream
values of ρ and ux are taken from Table 3.3.
The requirements of the particular analysis dictate which area should be
used in Equation (5.1). Defining the capture ratio with respect to the total
frontal area of the vehicle, AF, is appropriate when comparing different
vehicle concepts. Obviously, the engine with the larger capture ratio has
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A2
2-D Shock Surface
Af A1
Figure 5.5 – Engine capture area definitions. Using a planar shock from the
virtual sharp leading edge a number of capture areas may be defined
and used to evaluate the influence of the forebody on the inlet.
Table 5.2 – Flux Averaged Inlet Throat Properties
Units Low Pressure High Pressure
p Pa 27 570 45 968
T K 1238 1142
ρ kg/m3 0.077 59 0.140 22
uxI m/s 2556 2578
uyI m/s −137 −114
uzI m/s −23 −28
M − 3.74 3.91
m˙th g/s 34.77 63.37
Ath mm
2 174.4
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a greater thrust generation capability. The ratio A1/AF indicates what
proportion of the frontal area of the vehicle is associated with the engine
capture. For the current configuration this ratio is 59.6%. Increasing this
fraction towards 100% without sacrificing vehicle operability is desirable,
and is the goal of engine/airframe integration. Defining the capture ra-
tio with respect to the projected inlet area A1 is useful for vehicle-level
studies of the engine performance and is the typical definition used for
the analysis of gas turbine engines (Mattingly, 2006, Section 10.4.5). For
mixed compression engines the presence of the vehicle forebody shock
can be accounted for by calculating the capture ratio with respect to area
A2. This reference area is defined by projecting the inlet leading edges
parallel to the forebody until they intersect with an idealised forebody
shock surface and then projecting onto the freestream. Using area A2 to
define the capture ratio provides a value that is useful for comparison
with isolated, non-integrated inlet tests.
It should be noted that area A2 is a function of Mach number and that at
shock-on-lip, A2 will be equal to the projected area A1 only if the leading
edges lie on the ideal shock surface. This is not the case for the m12rest
engine. For this inlet the leading edges that meet at the cowl closure
location lie below the 2-d shock surface at shock-on-lip. This results in
A2(12)/A1 = 93.4% at the design Mach number.
Using the data provided in Tables 3.3 and 5.2, the mass capture ratio of
the m12rest engine with respect to A2 is
mc,2 =
{
71.7% for the high pressure test condition
69.2% for the low pressure test condition
(5.2)
This capture performance is relatively high, particularly given the slender-
ness and length of the engine forebody. The mass capture ratio is smaller
at the low pressure test condition than at the high pressure test condition.
This result is expected since the Mach number of the low pressure test
condition is smaller than that of the high pressure test condition. Being
further from the design condition, the inlet spills more flow past the cowl
closure point at the low pressure test condition than at the high pressure
test condition.
Figure 5.6 provides a comparison of the mass capture ratios for the three
different reference areas and clearly demonstrates the influence that the
choice of reference area has on the calculated mass capture performance.
With respect to the total frontal area, the capture ratio is approximately3
mc,F = 35%. Discounting any frontal area that is not associated with the
inlet increases the capture ratio to mc,1 = 59%. Finally, accounting for the
presence of the forebody shock increases the capture ratio by a further
3 The values quoted here are the average of the capture ratios for the high and low pressure
test conditions. The actual ratios calculated for each test condition are provided in full in
Appendix G.3.
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Figure 5.6 – Mass capture fractions for different reference areas.
11% to mc,2 = 70%.
In addition to the captured mass fraction, Figure 5.6 also shows the
fraction of flow that is spilled from the sides of the forebody. Denoted by
msp, the forebody spillage fraction is defined by
msp,i =
2m˙A3
ρuxAi
(5.3)
where m˙A3 is the mass flow that crosses reference area A3, defined in
Figure 5.7. Since any flow that lies outside the boundary of the projected
inlet capture area A1 can never enter the engine,4 for the calculation of
the forebody flow spillage fraction, the reference area A3 was taken to
be a vertical plane that extends forward from the start of the inlet and is
offset from the engine symmetry plane by a distance equal to half the inlet
capture width.
Examining Figure 5.6, it can be seen that the forebody flow spillage
is small but non-negiligle compared to the captured mass. With respect
to reference area A2, any flow that is not captured or spilled from the
forebody is spilled from the inlet. Integrating the product ρw over the
reference area A3 and including a factor of two, the forebody spillage
fraction is calculated to be
m˙A3 =
{
12.5 g/s for the high pressure test condition
7.3 g/s for the low pressure test condition
(5.4)
4 Here ‘never’ is used in the context of an engine flying at 0° aoy, since, for the more general
case, the capture areas defined in Figure 5.5 are no longer very meaningful.
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These values correspond to 14.1% and 14.5% of the total flow through
area A2 for the high and low pressure test conditions respectively and are
thus comparable with the fraction of flow spilled from the inlet. These
results indicate that despite the simple design and narrow width, the
performance of the wedge forebody was quite good. Furthermore, the
length of the forebody was conservative (Section 3.4.2) and could be
reduced by appropriately accounting for the effects of the boundary layer
and blunted leading edge (Section 3.4.2). With a shorter forebody, the
forebody spillage fraction would be reduced and the overall capture ratio
increased.
A3
Figure 5.7 – Reference area used for calculation of the forebody flow
spillage mass flow rate
5.5 engine surface forces
This section presents an analysis of the aerodynamic forces of the m12rest
engine for each test condition. The data are presented in the form of force
coefficients and the centre of force location. Corresponding absolute force
data is provided in Appendix G. The drag, lift and moment coefficients
are defined as follows:
CD =
FD
qAf
(5.5)
CL =
FL
qAp
(5.6)
CM,LE =
MLE
qApL
(5.7)
where FD is the drag force, FL is the lift force and MLE is the moment
about the model leading edge5 and q is the dynamic pressure of the test
condition, as given in Table 3.3. The drag is normalised with respect to
the projected frontal area Af, the lift with respect to the projected planar
5 To be precise, a reference or idealised leading edge location is used. Explained in Ap-
pendix E, the reference leading edge gives a model length of exactly 0.915m.
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area Ap = 52 704× 10−6m2 and the moment with respect to the projected
planar area Ap and overall model length L = 0.915m.
Consistent with the methodology described in Section 4.7 for the exper-
imental force data, the vertical position of the centre of force is chosen
a priori to coincide with the top surface of the engine. The normalised
horizontal position of the centre of force is then given by
CF =
1
L
MLE
FL
(5.8)
where the model length has been used as the normalising length. The
centre of force location thus has a range 0 to 1 with CF = 0 corresponding
to the engine leading edge and CF = 1 corresponding to the engine nozzle
exit. This definition for the centre of force location is shown graphically in
Figure 4.15. Further discussion regarding the centre of force calculation is
provided in Appendix F.
The net force coefficients and centre of force location for the m12rest
engine are plotted in Figure 5.8 with the contributions due to the surface
pressure forces and surface viscous (skin friction) forces shown separately.
In addition to the net force coefficients, which are of interest for com-
parison with experimental force data, the forces acting on three different
regions or surface groupings of the engine are also plotted in Figure 5.8.
Shown in Figure 5.9, these groups consisted of (1) the internal flowpath
surfaces, (2) the external surfaces and (3) the forebody surfaces, which
included the blunt leading edge.
The force data plotted in Figure 5.8 display some interesting results.
With respect to the drag coefficient, the total drag contributed by the
internal and external surfaces are comparable and approximately double
that of the forebody. At the high pressure test condition the internal drag
coefficient is 0.090 while the external drag coefficient is 0.093, marginally
higher. Similarly, at the low pressure test condition both the internal and
external drag coefficients are 0.102. At the high and low pressure test
conditions the forebody drag coefficients are 0.037 and 0.039, respectively.
While the total values are similar, the division between the pressure and
viscous components for the internal and external groups is very different.
The total internal drag is dominated by the viscous component; a result
that was expected and is a well established feature of hypersonic flows
(Bowcutt et al., 1987; Paull et al., 1995a). This result is also because the
engine nozzle and divergent portion of the combustor produce pressure
thrust which counteracts the pressure drag of the inlet. In comparison,
the pressure and viscous components contribute almost equally to the
total external drag. The total drag of the forebody is approximately half
that of the internal and external groups and is dominated by the pressure
component. Finally, the viscous forces contribute 66% of the net drag
at the high pressure test condition and 71% of the net drag at the low
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pressure test condition. The complete set of absolute force data for the
m12rest engine is provided in Appendix G.4.
Another interesting result from Figure 5.8 is the magnitude of drag on
the forebody. Using the nominal forebody pressure from Table 3.5 and
the dimensions of the forebody from Figure 3.8, the inviscid drag of the
forebody wedge is expected to be 4.0N at the high pressure test condition
and 2.3N at the low pressure test condition. These values correspond to
a drag coefficient of 0.015 (at each test condition) and account for 56%
of the total inviscid drag on the forebody surface group. The remaining
inviscid drag is contributed by the blunt leading edge. That is, blunting
the forebody leading edge to a radius of 0.5mm doubled the inviscid drag
of the forebody surface group. In total, the blunt leading edge contributes
7% of the net drag of the engine, a significant fraction.
The development of a blunt forebody leading edge for a hypersonic
flight vehicle is a difficult design problem, the solution of which must
satisfy a number of competing constraints, including aerodynamic, thermal
and material temperature constraints. The forebody leading edge design
is therefore highly dependent on both the vehicle configuration and flight
trajectory to be flown. The numerical simulations presented here were
not available when the current engine was being designed and so the
leading edge radius was chosen to be slightly smaller than that used
on previous rest engines (see, for example, Turner and Smart, 2010).
Hirschel and Weiland (2009) state that the thermal load on the leading
edge can be managed even with a leading edge radius on the order of
R/Lref ≈ 0.0001 where Lref is a vehicle reference length. For the nasa
Hyper-X flight vehicle, the leading edge radius and total vehicle length
were 0.8mm (0.03 inch, Berry et al., 2001) and 3.66m (12 feet, Figure 2.7),
respectively giving R/L = 0.0002. For the current m12rest engine, the
ratio of leading edge radius to engine length is R/L = 0.0005. This is 2.5
times larger than the Hyper-X leading edge and 5 times larger than that
suggested by Hirschel and Weiland (2009), confirming that the 0.5mm
radius leading edge is too blunt for the current model.
Whilst the engine drag is dominated by the internal viscous forces, the
lift, pitching moment and, through Equation (5.8), centre of force location
are each dominated by the forebody and external pressure components,
the viscous force component is negligible. For the lift, the external surfaces
contribute 61% of the total pressure component at the high pressure test
condition. The forebody surfaces contribute 37% and the internal engine
surfaces contribute the remaining 2%. Similar values are obtained for
the low pressure test condition. For the pitching moment, the internal
and forebody pressure components produce almost equal and opposite
moments. The net pitching moment coefficient is therefore nearly equal
to the contribution from the external surface group – the difference is 5%
of the net value at the high pressure test condition and just 2% at the
low pressure test condition. The internal viscous force produces a small
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Figure 5.8 – Force coefficients and centre of force location for the m12rest engine at each test
condition. Except for the centre of force data, each column is a cumulative bar graph of the
pressure and viscous force components.
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Figure 5.9 – Division of the m12rest engine surfaces into the internal, external and forebody
surface groups
positive moment, a result that is a consequence of the height of the engine
and the selection of the model leading edge as the reference location for
calculating the momemt.
Care must be exercised when interpreting the pitching moment data as
the values are influenced by the chosen reference location. It is therefore
usual to combine the calculated moment with the net force vector to define
the centre of force location (Appendix F). The normalised centre of force
location is plotted in Figure 5.8d for the forebody, external and net engine
surface groups. Only the total centre of force location is shown for each
group and, because it lies well outside the bounds of the engine, the
centre of force location for the internal surfaces is not shown.6 Examining
Figure 5.8d it can be seen the forebody centre of force is located at CF =
0.13. This is 120mm from the leading edge or at x = −151mm in the
engine coordinate system. Being slightly less than half way along the
length of the forebody (cf. Figure 3.8) this position is consistent with
expectations. For the external surface group, the centre of force is located
at CF = 0.57. This is 522mm from the leading edge or at x = 251mm
in the engine coordinate system. Examining Figure 5.4b it can be seen
that this location is downstream of the cowl closure location and so is
consistent with expectations (the pressure is highest in the cowl closure
region). Finally, the centre of force for the entire engine is located at
CF = 0.36. This is 329mm from the leading edge or at x = 70mm in the
6 Equation (5.8) defines the axial location of the centre of force in terms of the lift while
the vertical location of the centre of force is taken to correspond to the top surface of the
engine. As a consequence of these definitions, and because the internal surfaces produce
very little lift, the centre of force location for the internal surface group lies far outside the
bounds of the m12rest engine. See Appendix F for further discussion.
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engine coordinate system. The engine centre of force location and line of
action of the net force are shown in Figure 5.10.
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Figure 5.10 – Centre of force location for the m12rest engine at the high
pressure test condition
Since airbreathing cruise and acceleration vehicles are drag sensitive
(Hirschel and Weiland, 2009), two additional breakdowns of the engine
drag force are of interest. These are (1) the breakdown of the internal
drag into the contributions from the inlet, combustor and engine nozzle
surfaces and (2) the breakdown of the external drag into the contributions
from the lower and side surfaces of the engine. Drag coefficient data for
these two breakdowns are provided in Figure 5.11 with the contributions
due to the surface viscous and surface pressure forces shown separately
for each subgroup. The complete set of force data, including the lift and
moment forces, are provided in Appendix G.4.
The drag coefficient data presented in Figure 5.11 display several inter-
esting results. Firstly, the viscous drag of the inlet is comparable with the
viscous drag of the combustor. Specifically, the viscous drag of the inlet is
only 8% larger than that of the combustor at the high pressure condition
and only 6% larger at the low pressure test condition. This demonstrates
that, at least for the case of no fuel injection, viscous drag reduction within
the inlet is equally as important as viscous drag reduction within the
combustor. Similarity of the inlet and combustor viscous drag components
for the case of no fuel injection is not a new result. Turner (2010, Table
3.7) found that inlet viscous drag was approximately 34% larger than
combustor viscous drag for a rest scramjet engine designed for flight at
Mach 8; Paull et al. (1995a) and Tanimizu et al. (2009) found that viscous
drag on the inlet and cowl of a quasi-axisymmetric scramjet engine was
comparable with combustor viscous drag for a Mach number range of 6
to 10, and Mitani et al. (1999) showed that inlet viscous drag was approxi-
mately 2.3 times larger than combustor viscous drag for a two-dimensional
side-wall compression scramjet engine at Mach 4. The large variation of
the results from literature indicates that the inlet-to-combustor viscous
drag ratio is strongly dependent on the engine design.
Further insight may be gained for the m12rest engine by calculating
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Figure 5.11 – Drag coefficient breakdown for the internal and external surface groups
the average axial wall shear stress. Denoted by (τw)x, the axial wall shear
stress is defined by
(τw)x =
(Fx)v
Aw
(5.9)
where (Fx)v is the axial (drag) component of viscous force and Aw is
the wetted surface area. The total wetted surface area is 22 100mm2 for
the inlet and 10 431mm2 for the combustor. Using the absolute force data
provided in Table G.3 for the high pressure test condition, the average axial
shear stress is 540Pa within the inlet and 1058Pa within the combustor.
Hence, similarity of inlet viscous drag with combustor viscous drag is a
consequence of the larger surface area of the inlet.7 Despite this result, it
is worthwhile considering whether a significant reduction in inlet viscous
drag could be achieved through localised reduction of the wall shear
stress. Figure 5.12 plots the normalised cummulative summation of inlet
wetted surface area and inlet viscous drag as functions of the local axial
7 The inverse interpretation is that combustor viscous drag is similar to inlet viscous drag
because the wall shear stress is higher in the combustor than in the inlet.
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wall shear stress. These results are for the high pressure test condition.
Results for the low pressure test condition are provided in Appendix G.5.
The distribution of axial wall shear stress within the inlet is provided in
Figure 5.13 for the high pressure test condition. To aid visualisation, the
left and right inlet halves are shown separate from one another.
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Figure 5.12 – Normalised cummulative summation of inlet wetted surface
area and inlet viscous drag as functions of the local axial wall shear
stress at the high pressure test condition
Figure 5.12 shows that 20% of the inlet surface area has an axial wall
shear stress greater than 766Pa and accounts for just 51% of the total inlet
viscous drag. With reference to Figure 5.13, this result suggests that efforts
to reduce inlet viscous drag should focus on the internal portion of the
inlet, that is, the region downstream of the cowl closure location, since
this is where the axial wall shear stress is larger than 766Pa.
One technique for viscous drag reduction that has been studied exten-
sively in the Centre for Hypersonics is boundary layer combustion of
gaseous hydrogen fuel (see for e.g. Barth et al., 2013; Goyne et al., 2000;
Kirchhartz et al., 2012; Stalker, 2005). Due to the risk of inlet unstart and
increased drag resulting from higher pressures on the forward facing inlet
surfaces, combustion of fuel within a scramjet inlet is undesirable however,
viscous drag reduction by way of film cooling may also be possible. Recent
numerical simulations by Pudsey et al. (2013) indicate that, relative to the
case of no fuel injection, the near-field wall shear stress on a flat plate is
reduced by more than 60% when an array of 0.25mm diameter porthole
injectors, spaced 1mm apart, is used to deliver hydrogen into a 10mm
thick boundary layer. Combustion was suppressed in the simulations lead-
ing Pudsey et al. (2013) to conclude that the viscous drag reduction was
due to film-cooling. Achieving a similar reduction within the m12rest
inlet for all regions with an axial wall shear stress larger than 1000Pa
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Figure 5.13 – Axial shear stress distribution within the m12rest inlet at
the high pressure test condition. To aid visualisation, the left and right
inlet halves are shown separate from one another.
would decrease the inlet viscous drag by 26% (at the high pressure test
condition). The corresponding reduction in total inlet drag and net engine
drag would be 13% and 5%, respectively.
Injection of fuel within the isolator of the m12rest engine is currently
under investigation (Barth et al., 2012, Section III.C), albeit with the goal
of more effectively delivering fuel into the mainstream flow of the engine.
Based on the data presented in Figure 5.11a, the results of Mitani et
al. (1999), Tanimizu et al. (2009), and Turner (2010) and the preceding
discussion, it is recommended here that some research effort be focussed
on reducing inlet viscous drag, with particular emphasis on the suitability
and performance of multiporthole injector arrays, similar to that studied
by Pudsey et al. (2013).
Returning once again to Figure 5.11, the second interesting result to be
discussed is that the pressure thrust generated by the combustor is 59% of
the pressure thrust generated by the nozzle surfaces at the high pressure
test condition and 55% of the nozzle pressure thrust at the low pressure
test condition. Of the combustor pressure thrust, just 7% is contributed by
the step at the high pressure test condition, with the remaining fraction
being contributed by the divergent portion of the combustor. Similarly,
at the low pressure test condition, the step contributes just 8% of the
total combustor pressure thrust. Although divergence of the combustor
cross-section is primarily used to prevent thermal choking of the flow in
the lower portion of the design flight regime between Mach 6 and 8, the
results of Figure 5.11a imply that at high Mach number flight conditions,
the pressure thrust gained from a divergent combustor can be significant.
The third and final result to be discussed relates to the breakdown
135
5 Engine Flow Field Analysis
of the external drag force shown in Figure 5.11b. The lower surfaces,
which include the external inlet leading edge surfaces, contribute all of
the pressure drag and 55% of the total viscous drag of the external group.
As expected, the side surfaces contribute only viscous drag, with the
contribution representing 45% of the total viscous drag of the external
group or approximately 13% of the net viscous drag of the engine (at each
test condition). Although small, the viscous drag contribution of the side
surfaces is not negligible and provides the motivation for using multiple
engines in a side-by-side configuration. For each pair of engines the overall
drag coefficient will be reduced relative to that of two individual engines
by the side surface contribution, that is
CD,n ≈ nCD − (n− 1)CD,side (5.10)
where CD,n is the total drag coefficient for n engines stacked side-by-side,
CD is the drag coefficient of a single engine module and CD,side is the
drag contribution of the side surfaces for a single engine module. An
approximate sign is used in Equation (5.10) because other installation
effects could result in an increase (or decrease) in drag that cannot be
accounted for when analysing a single engine module. In addition to a drag
reduction, flow spillage from the forebody is also decreased when engine
are stacked side-by-side, thereby leading to greater thrust potential for a
multi-engined vehicle compared with a single-engine vehicle, amongst
other potential advantages.
5.6 how much drag is too much?
Accurate measurement or computation of the fuel-off drag of a complete
scramjet engine is easier to achieve than the fuel-on drag. Accordingly,
once fuel-off data are available it is worthwhile considering the potential
for achieving a cruising or accelerating state with the vehicle configuration
under investigation. From Figure 5.8, the net fuel-off drag coefficient for
the m12rest engine is CD = 0.219 at the high pressure test condition and
CD = 0.243 at the low pressure test condition. To be capable of achieving
a cruising flight condition, the fuel-off drag must be overcome by the
internal thrust produced by the engine. Alternatively the fuel-off drag
power of an engine should be less than the input chemical energy of the
injected fuel at a desired equivalence ratio; that is
Dtux 6 m˙f,t∆hc (5.11)
where Dt is the fuel-off (tare) drag, ux is the flight velocity, m˙f,t is the
total mass flow of fuel and ∆hc is the heat of formation of the fuel
(120MJ/kg−H2). Note that this equation is essentially the definition of the
overall propulsive efficiency of an airbreathing engine (see Equation (7.2)
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and Heiser and Pratt, 1994, Section 3.2.5). Using the definition of drag
coefficient and equivalence ratio, Equation (5.11) can be rewritten as
φ > CD,tqAfux
λm˙A∆hc
(5.12)
where q is the flight dynamic pressure, Af is the frontal area, λ is the
stoichiometric fuel-air ratio for hydrogen and m˙A is the captured mass
flow of air. Evaluating Equation (5.12) using the data from Figure 5.8a
and Tables 3.3 and 5.2 gives φ > 0.95 for the low pressure test condition
and φ > 0.80 for the high pressure test condition. Being less than one,
these results imply that with perfect conversion of heat of combustion to
thrust, the fuel contains sufficient chemical energy to overcome the fuel-off
drag of the m12rest engine for the ingested air mass flow rate.
Further insight may be gained by using the definition of dynamic
pressure and mass flow rate to rewrite Equation (5.12) as
CD
Af
Ac
6 λ∆hc
u2x/2
φ (5.13)
where Ac is the freestream capture area of the engine. Equation (5.13) is
a global performance constraint that applies to any airbreathing vehicle.
The variation of the right-hand-side of Equation (5.13) with flight speed
is plotted in Figure 5.14 assuming a fuel equivalence ratio of one.8 The
geometric capture ratio A2/Af for the m12rest engine is also provided
and represents an upper limit for the actual capture performance of the
engine (Section 5.4).
Examining Figure 5.14 it is clear that the ratio of chemical-to-kinetic
energy rapidly drops as the flight speed increases, with the ratio reaching
unity at ux = 2654m/s or M = 8.8. At Mach 10 the ratio is 0.75 while
at Mach 12, the design condition, the ratio is just 0.50. Coupled with the
fact that the geometric capture-to-frontal area ratio is less than 0.55 for
the m12rest engine, and that this value is typical for mixed-compression
airframe integrated engines, Figure 5.14 places severe restrictions on the
design of scramjet powered vehicles for high Mach number flight. Neglect-
ing flow spillage from the forebody and inlet, Equation (5.13) requires
that the fuel-off drag coefficient to be less than 0.37 at Mach 10 and less
than 0.28 at Mach 12 for the m12rest engine. Accounting for flow spillage
further reduces these values; for example, at the high pressure Mach 10
test condition, the mass capture Ac/Af is calculated to be 0.36 (Figure 5.6)
which is 28% smaller than the geometric value A2/Af. With this capture
ratio, Equation (5.13) requires that the fuel-off drag coefficient be smaller
8 Although scramjet engines are typically operated at fuel equivalence ratios less than one,
within the context of the current discussion, the assumption of stoichiometric fuelling
is appropriate because at this fuelling level, the available chemical energy is maximised.
Stoichiometric fuelling therefore defines the upper limit of Equation (5.13).
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Figure 5.14 – Variation of fuel-chemical-to-engine-kinetic energy ratio and
geometric engine capture ratio with flight speed. The Mach number
axis corresponds to a 50 kPa dynamic pressure flight trajectory.
than 0.28.
These results immediately raise the question of how the fuel-off drag
could be reduced. In general, complex interdependencies of the vehicle
and engine make any reductions of the fuel-off drag of a complete vehicle
difficult to achieve. However, for the m12rest engine developed in this
work the engine nozzle does not utilise all the available area for expansion
- the projected nozzle exit is only 51.7% of the frontal area. The reduction
in drag that could be achieved by increasing the nozzle expansion ratio
can be estimated by calculating the theoretical thrust produced by an
isentropic expansion of the combustor exit flow to a specified area ratio.9
Using flux-averaged combustor exit conditions,10 the theoretical thrust
for the m12rest engine nozzle at the high pressure test condition is
12.7N (CT ,NOZZLE = 0.048). Increasing the nozzle exit area to match the
engine frontal area raises the theoretical thrust to 14.9N (CT ,NOZZLE =
0.056). These theorectical values are significantly greater than the 5.5N
(CT ,NOZZLE = 0.021) of thrust actually produced by the current nozzle
(Table G.3a) and suggest that greater improvement of the nozzle thrust
would be achieved through using an appropriately designed nozzle rather
than simply increasing the area ratio of the current geometry. Similar
thrust coefficient values are obtained at the low pressure test condition.
Assuming that a nozzle geometry could be designed that uses the entire
available area for expansion and produces thrust equal to the theoreti-
9 This calculation also assumes an ideal and callorically perfect gas.
10 These conditions were extracted from the fuel-off numerical simulation and are p =
24 713Pa, T = 1150K, u = 2432m/s, M = 3.67 at the high pressure test condition.
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cal value, the fuel-off drag coefficient would be reduced from 0.219 to
0.184, which is approximately 50% smaller than the limit imposed by
Equation (5.13) (neglecting flow spillage). Two conclusions may be drawn
from these results. Firstly, that the nozzle developed for this small-scale
airframe integrated m12rest engine was not optimised for thrust, and
secondly, that achieving a cruise condition at flight Mach numbers above
ten is possible with a well designed vehicle.
Two caveats to the preceding discussion are that the formulation of
Equation (5.11) does not account for the thrust gained from injection of
fuel (in the absence of any chemistry) or for the reduction of drag through
boundary-layer combustion11 (Stalker, 2005). Referring to Figure 5.14,
combustion and engine nozzle efficiencies less than unity drives the con-
straint curve towards the horizontal axis, while the thrust gained from
fuel injection and drag reduction from boundary-layer combustion pushes
the constraint curve away from the horizontal. The magnitudes of these
counter-acting processes are dependent on the engine configuration and
design. Given these two caveats, one may question the usefulness of the
analysis encapsulated in Equation (5.13) and Figure 5.14. It is argued here
that this analysis is useful for two reasons. Firstly, Equation (5.13) places an
upper limit on the metric CDAf/Ac and provides a direct, global method,
for assessing the feasibility of achieving a cruising (or accelerating) state
for a particular engine and flight velocity based solely on the available
chemical energy. Secondly, and more importantly, the analysis highlights
the change in operational principle required to achieve high Mach number
flight. That is, for flight at low Mach numbers, sufficient thrust may be gen-
erated from conversion of the fuel chemical energy to heat. In comparison,
for flight at high Mach numbers, the fuel contains insufficient chemical
energy and so the engine thrust is generated primarily from injection of
the fuel (Czysz, 1988) and internal viscous drag reduction via boundary
layer combustion (Stalker, 2006b). With respect to the breakdown of the
engine surfaces forces provided in Figure 5.8, this analysis highlights the
importance of internal viscous drag reduction as an enabling technology
for scramjet powered flight at high Mach numbers.
11 Equation (5.11) is a reformulation of the overall propulsive efficiency, defined by Equa-
tion (7.2) (see also Section 3.2.5 of Heiser and Pratt, 1994). The overall propulsive efficiency
is in turn based on a thermodynamic evaluation of an airbreathing engine using the
Brayton cycle (Builder, 1964; Czysz, 1988) and so implicitly assumes that the thrust or
work output of the engine cycle is produced solely by an adiabatic expansion of the
working fluid. Kirchhartz et al. (2012) and Chan (2012) (among others) have demonstrated
that injection of fuel into the boundary layer of a constant area combustor produces a
reduction in drag which is in accordance with the theory of Stalker (2005). This drag
reduction does not require the working fluid to be expanded.
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6
The sixth chapter, in which the m12rest engine is shown to be somewhat
insensitive to flight dynamic pressure, its performance is compared with a design-
scale engine, and inlet-injected fuel is shown to act as a pilot for the step-injected
fuel.
6.1 introduction
This chapter presents engine pressure data from the second test cam-
paign. The primary goal of the campaign was to confirm operation of
the engine at the Mach 10 test conditions. The streamlined, rigid mount
detailed in Section 3.4.6 was used to ensure minimal blockage of the fa-
cility nozzle. Three types of shock tunnel tests were conducted: Fuel-off
tests, for which no fuel was injected and the test gas was air; fuel-on
tests, for which gaseous hydrogen fuel was injected and the test gas was
air; and suppressed-combustion tests, for which gaseous hydrogen fuel
was injected and the test gas was nitrogen. With respect to the fuel-off
tests, fuel-on tests quantify the effects of combustion and suppressed-
combustion tests quantify the effects of fuel mass addition.
Fuel-off engine data are presented in Section 6.2 and compared with
available computations. Results demonstrating the effect of a boundary
layer trip are also discussed. Fuel-on and suppressed-combustion results
at each test condition for three distinct fuelling configurations are pre-
sented in subsequent sections. Section 6.3 discusses the inlet-only scheme,
Section 6.4 the step-only scheme and Section 6.5 a combined injection
scheme. In Section 6.6, the penultimate of the chapter, the influence of
flight dynamic pressure on the engine performance is examined before
Section 6.7 concludes the chapter with a comparison of the performance of
the current, small-scale, engine to that of a design-scale engine previously
tested by Suraweera and Smart (2009).
6.2 fuel-off data
When compared with numerical simulation, fuel-off tests are useful for
confirming, (1) the flow path geometry; (2) the correct assembly of the
engine components; (3) the engine alignment with respect to the facility
nozzle, and (4) the test flow condition. Repeatability, transient inlet starting
and flow establishment characteristics are also evaluated using fuel-off
shot data.
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Figure 6.1 – Comparison of the experimental and numerical pressure distribution on the engine
bodyside for no fuel injection at the high pressure test condition.
The experimental pressure distributions for two high pressure fuel-off
shots are compared with a fuel-off numerical simulation in Figure 6.1. No
boundary layer trip was fitted for these shots. The data are presented in
the form of a pressure ratio relative to the nominal forebody pressure.
Calculation of the normalised data is detailed in Section 3.5.2. To aid
comparison inset figures that show enlarged views of the forebody and
engine nozzle data are plotted. A cross-sectional view of the engine at the
correct relative scale is also provided to aid intepretation of the pressure
distribution. The error bars plotted in Figure 6.1 represent one standard
deviation of the variation of the normalised pressure measurement during
the test time. Based on the results and analysis presented in Appendices A
and C the systematic uncertainty due to the calibration and nominal
condition uncertainties is 5.5%; this uncertainty is not explicitly indicated
in Figure 6.1. The design and layout of Figure 6.1 is used consistently
throughout this thesis for the presentation of the engine pressure data.
The experimental data show a steady increase in pressure within the
inlet that is slightly upstream of the numerical simulation. Within the
combustor the data show a distinct shock dominated structure that com-
pares well with the numerical simulation. At locations p5 and p8, which
correspond to shock impingement locations, the numerical simulation
under-predicts the measured pressure. This result was obtained consis-
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Figure 6.2 – Influence of the saw-tooth boundary layer trip on the measured pressure distribu-
tion for each test condition.
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tently throughout both test campaigns and is expected to be related to
the axial resolution of the computational grid at these locations.1 On
the forebody the numerical data lies below unity due to flow spillage
from the forebody (Section 5.4). In comparison, the experimental forebody
data lay equal to or slightly above unity, indicating that the test flow
calculated using nenzfr under-predicts the experimental pressure. This
under-prediction is expected to be related to the boundary layer transition
location used for the nenzfr simulation of the nozzle flow (see Doherty,
2013a).
For several shots a saw-tooth boundary trip was fitted to the model.
Measuring from the start of the inlet, the trip was located 20mm upstream
and featured triangular teeth that were approximately 3mm in height
(Figure 3.11). Normalised engine pressure data with the trip fitted are
shown in Figure 6.2 for each test condition. For comparison, fuel-off data
with no trip and the numerical results are also plotted. With the exception
of location p7, there are no significant differences between the experimental
data with and without the trip fitted. These results show that at each test
condition the inlet flow was started independent of the presence of the
boundary layer trip.
Although this data show that no boundary layer trip was necessary,2
one was fitted for shots at the low presure condition as this ensured
consistency with the engine configuration used during the force balance
tests (Chapter 7). Unless otherwise stated, no trip was used for shots at
the high pressure condition.
While the presence of the trip had little influence on inlet starting, a clear
influence was observed at location p7. The magnitude of the measured
pressure at this location was increased by approximately3 65% and the
transient data was less steady and less repeatable when the trip was fitted
(as evidenced by the larger variation bars). The lack of observable effect
of the trip elsewhere in the engine is expected to be due to the limited
number of measurements.
In summary, the good match between the experimental data and nu-
merical simulation throughout the engine indicates that the flow entering
the engine was close to the nominal condition and that the inlet flow field
was started. Taken together, Figures 6.1 and 6.2 also demonstrate good
repeatability of the measurements. Additional fuel-off data examining
the influence of chines fitted to the sides of the forebody are provided in
Appendix H.2.
1 Prof. Michael Smart kindly provided the numerical simulation of the engine. All subse-
quent analysis was completed by the author. At the time of writing, a grid convergence
study had not been completed.
2 Strictly, the results only apply for the test environment generated by the t4 Stalker Tube.
See the review by Schneider (2008) for a discussion of the influence of test flow noise on
boundary layer transition.
3 The stated value is for low pressure shot 10927 relative to shot 10929.
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6.3 fuel-on data for inlet injection
Normalised pressure data for injection from the inlet station are given
in Figure 6.3 for a range of equivalence ratios at each test condition.
Suppressed-combustion and fuel-off data are also provided. A vertical
arrow on the x-axis indicates the location of fuel injection and, to assist
visualisation, lines are drawn between consecutive transducers in the
combustor; these lines should not be interpreted as depicting the pressure
variation between these measurement locations.
The results exhibit similar trends at each test condition. The forebody
data lay on top of one another demonstrating repeatability of the test flow.
At each inlet tap, the pressure increases with fuel equivalence ratio. The
inlet pressures for fuel-on tests are comparable with those measured for
the suppressed-combustion tests, indicating that the increase in pressure
within the inlet was caused by changes to the inlet flow field due to fuel
mass addition of fuel and not combustion.
Combustion induced pressure rise was observed from location p6 on-
wards, independent of equivalence ratio and test condition. At either test
condition the pressures within the combustor and engine nozzle increase
as the fuel equivalence ratio increases, implying that, at least up to equiv-
alence ratios of approximately 0.6, combustion was not mixing-limited
for the inlet injection scheme.4 At the high pressure test condition a peak
normalised pressure of p/p1 = 56 was measured at location p7. Similarly,
at the low pressure test condition a peak normalised pressure of p/p1 = 46
was measured at location p6. Due to the limited number of measurements,
the axial resolution of the experimental data is coarse relative to the engine
size. Consequently, the measured peak pressure at each test condition
may not be the true maximum. The apparent upstream shift of the peak
pressure location between the high and low pressure test conditions (cf.
shots 10951 and 10944) may also be an artifact of the limited number of
measurements.
At the highest fuel equivalence ratio tested, the normalised nozzle
pressure was 100% larger than the fuel-off value at the high pressure test
condition and 70% larger than the fuel-off value at the low pressure test
condition. These results indicate that robust combustion of the fuel was
achieved at either test condition with the inlet injection scheme. Additional
fuel-on data showing repeatability and examining the influence of a saw-
tooth boundary trip on combustion for the inlet injection scheme are
provided in Appendices H.4 and H.5 respectively.
4 In this thesis mixing-limited combustion is distinguished from mixing-controlled combus-
tion. Mixing-limited combustion refers to the case where, for a particular cross-section, the
combustion induced pressure rise does not increase with fuel equivalence ratio. Mixing-
controlled combustion refers to the case where the distribution of combustion induced
pressure rise along a duct is governed by the rate at which fuel and air are mixed.
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Figure 6.3 – Engine bodyside pressure distribution for the inlet injection scheme at each test
condition. The fuel injection location is indicated by an arrow.
6.4 Fuel-on Data for Step Injection
6.4 fuel-on data for step injection
Normalised pressure data for the step injection scheme are given in Fig-
ure 6.4 for a range of equivalence ratios at each test condition. Suppressed-
combustion and fuel-off data are also plotted for comparison. To aid
visualisation lines are again drawn between consecutive transducers in
the combustor. The results plotted in Figure 6.4 show that fuel injection
from the step produces only a small pressure rise in the combustor and
engine nozzle at either test condition. The fuel-on data lay on top of the
suppressed-combustion data5 until location p9. At this location the fuel-on
data are 16% larger than the suppressed-combustion data at the high
pressure test condition and 78% larger at the low pressure test condition.
Similarly, midway along the engine nozzle (location p10), the fuel-on data
are 48% larger than the suppressed-combustion data at the high pressure
test condition and 57% larger at the low pressure test condition. These
results imply that some heat release due to combustion has occurred
and that fuel injected from the step does not begin to burn until, or just
downstream of, location p9.
Comparing the engine nozzle data (p10) in Figures 6.3 and 6.4, it can be
seen that the fuel-on pressure increment per unit mass of fuel,
Π =
1
φfuel-on
((
p10
p1
)
fuel-on
−
(
p10
p1
)
fuel-N2
)
(6.1)
is in the range of 0.33 to 0.53 for the step injection scheme (at either test
condition) and in the range of 1.13 to 2.45 for the inlet injection scheme
(at either test condition). These values indicate that fuel injected from
the inlet station was burnt more efficiently than fuel injected from the
step station. This result is a consequence of the additional mixing and
reaction length afforded by the inlet injection station and is consistent with
previous experimental and cycle analysis results for a design-scale engine
(Moule and Smart, 2013). Comparison of the engine data measured in this
thesis with design-scale engine data is provided in Section 6.7.
One other interesting feature of the data plotted in Figure 6.4 is that
the pressure increment at location p9 is larger at the low pressure test
condition than at the high pressure test condition. This result is postulated
to be due the saw-tooth boundary layer trip that was fitted to the model
for tests at the low pressure test condition.6
Finally, repeatability of each test condition is again demonstrated by the
collapse of the forebody pressure data and, as expected, the collapse of the
inlet pressure data demonstrates that fuel injection from the step has no
5 Due to a small oversight, no suppressed-combustion test for the step injection scheme was
completed at the low pressure test condition. For comparison, combined injection data are
plotted in Figure 6.4b instead.
6 Further discussion of the influence of the trip on combustion is provided in Appendix H.5.
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(a) High pressure condition. No boundary layer trip was fitted.
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Figure 6.4 – Engine bodyside pressure distribution for the step injection scheme at each test
condition. The fuel injection location is indicated by an arrow.
6.5 Fuel-on Data for Combined Injection
influence on the inlet flow field. This was expected for two reasons, firstly,
because the flow is hypersonic and secondly, because the Mach number
of the current test condition is considered to be too high for dual-mode
combustion to occur.7
6.5 fuel-on data for combined injection
Normalised pressure data for the combined injection scheme are given in
Figure 6.5 for a range of equivalence ratios at each test condition. Lines
drawn between consecutive transducers in the combustor are provided
only to aid visualisation. For each combined injection test plotted in
Figure 6.5, the fuel split parameter ξ, defined by Equation (3.7), was
approximately8 0.68. Over the range of total equivalence ratios tested, this
split corresponds to an inlet equivalence ratio between 0.19 and 0.42 and a
step equivalence ratio between 0.46 and 0.90. These ranges are comparable
with the inlet and step injection data presented in Sections 6.3 and 6.4.
In comparison with the inlet and step injection data presented in the pre-
vious sections, significant combustion induced pressure rise was obtained
for the combined injection scheme. At the high pressure test condition,
a peak pressure of p/p1 = 79 was measured for shot 10964 at a total
equivalence ratio of 1.32 (φf,1 = 0.42, φf,2 = 0.90); 75% greater than that
measured for the inlet injection scheme at φ = 0.39 (shot 10956) and
40% greater than the maximum pressure measured for the inlet injection
scheme (p/p1 = 56 for shot 10951). Similarly, at the low pressure condi-
tion, a peak pressure of p/p1 = 63 was measured for shot 10969 at an
equivalence ratio of 1.11 (φf,1 = 0.37, φf,2 = 0.74); 60% greater than that
measured for the corresponding inlet injection scheme test at φ = 0.35
(shot 10943) and 35% greater than the maximum measured pressure for
the inlet injection scheme (p/p1 = 46 for shot 10944).
Consider the following three observations based on the data presented
in Figures 6.3 to 6.5:
1. No significant pressure rise was obtained with the step injection
scheme.
2. The inlet injection scheme was not mixing-limited.
7 Dual-mode combustion refers to the case where the combustion pressure rise is sufficient to
separate the boundary layers and cause the formation of an oblique shock-train upstream
of the injection location. This combustion mode is typical of engines designed for flight
Mach numbers less than 6 (Billig et al., 1990; Heiser and Pratt, 1994; Kobayashi et al., 2006;
Waltrup and Billig, 1973). Turner and Smart (2013) recently documented the occurance of
dual-mode combustion in a rest scramjet designed for flight at Mach 8.
8 The actual values for each shot are listed in the legend of Figure 6.5. Shown previously in
Figure 3.15 the fuel split varied approximately linearly during the test time due to the late
timing of fuel injection and the different filling rates of each plenum. Consequently, small
shot-to-shot variations in the fuel injection timing lead to slight variations in the mean
fuel split.
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(a) High pressure condition.
Figure 6.5 – Engine bodyside pressure distribution for the combined injection scheme at each
test condition. The fuel injection locations are indicated by arrows.
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Figure 6.5 – Continued.
6 Pressure Results
3. The pressure rise measured for each combined injection shot was
greater than that obtained for corresponding inlet injection shots.
Together, these observations imply that fuel injected from the step was
burnt with greater efficiency for the combined injection scheme than for
the step injection scheme. This improvement is theorised to be due to
three mechanisms. Firstly, ignition and combustion of the inlet injected
fuel upstream of the step produces free-radicals that accelerate ignition
and reaction of the step injected fuel9 (Han et al., 2004; Pellett et al., 2002).
Secondly, combustion of the inlet injected fuel raises the average tempera-
ture and density within the combustor, decreasing the reaction time of the
fuel injected at the step (see Rogers and Schexnayder, 1981, and Figure 6.8
of this thesis). Thirdly, interaction of the inlet fuel plumes with the cowl
shock (and its reflections) changes the vorticity within the combustor lead-
ing to improved mixing of the step injected fuel (Buttsworth, 1996; Gehre
et al., 2013; Schetz et al., 2010). Thus, in the context of the inlet and step
injection scheme data, the combined injection scheme data unequivocally
demonstrate the importance of inlet injection as a means of promoting
combustion of fuel injected at the step.
There are several other features of the data plotted in Figure 6.5 that
are worth discussing. Firstly, for the low pressure condition, the pressure
measured at location p6 increases by 85% as the fuel equivalence ratio is
increased from φ = 0.65 to φ = 0.69 (shots 10971 and 10968). This sudden
variation is hypothesised to be caused by the upstream movement of a
shock impingement location, similar to that documented by Turner (2010,
Section 5.3) for a Mach 8 rest scramjet. As a consequence of the limited
number of measurement locations, the bodyside pressure distribution of
the m12rest engine cannot be sufficiently characterised to confirm this
hypothesis experimentally in this thesis.
Secondly, for the low pressure test condition the suppressed-combustion
pressure is 10% lower than the fuel-off pressure at location p8 and 9%
lower than the fuel-off pressure at location p9. Since the experimental
uncertainty of the normalised pressure is ±5.5% (Section 3.5.2), these
reductions in pressure are significant. Similar changes were observed by
Suraweera and Smart (2009) for the design-scale m12rest engine and by
Razzaqi and Smart (2011) for a two-dimensional scramjet engine. In each
case, the axial resolution of the pressure measurements was sufficient
to show that fuel mass addition altered the wave structure within each
engine. A similar effect is expected to occur in the current experiments,
causing the observed reduction in pressure at locations p8 and p9.
9 Although this mechanism cannot be experimentally confirmed in this thesis, simple one
dimensional reacting gas calculations presented in Figure 6.8 and discussed in Section 6.6
indicate that the ignition length was approximately 40mm at both test conditions. That is,
similar to the distance between the throat and the step. Recent numerical simulations by
Barth et al. (2014) for a half-design-scale inlet have also confirmed that the inlet injected
fuel ignites and begins to burn slightly before the step.
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Figure 6.6 – Variation of normalised engine nozzle pressure with fuel
equivalence ratio. Notional lines of best fit are shown.
The third interesting feature of the data plotted in Figure 6.5 is that the
measured engine nozzle pressure increases linearly with fuel equivalence
ratio. This is shown clearly by Figure 6.6 in which the normalised pressure
ratio is plotted against the total equivalence ratio for both the inlet and
combined injection schemes. Data at the high pressure test condition are
represented by solid symbols, data at the low pressure test condition are
represented by open symbols. Notional lines of best fit are also shown.
While based on only a single measurement location in the engine nozzle,
the approximately linear variation of pressure with equivalence ratio
indicates that combustion is not mixing-limited for either injection scheme
over the range of equivalence ratios examined. Noting also that thrust is
proportional to the nozzle surface pressure distribution, then the trends
established in Figure 6.6 are consistent with the thrust coefficient estimates
made by Suraweera and Smart (2009) for the design-scale m12rest engine.
These thrust estimates are reproduced in Figure 2.6.
Finally, the variation of inlet pressure with fuel equivalence ratio is
consitent with that observed for the inlet injection scheme (cf. Figure 6.3
and Figure 6.5). At each test condition, the fuel-on inlet pressure data are
comparable with the suppressed-combustion data, implying that fuel was
not burning within the inlet and that the pressure rise was due to fuel
mass addition. Repeatability of the test flow condition is indicated by the
collapse of the forebody pressure data.
6.6 influence of flight dynamic pressure
This section discusses how the m12rest engine performance varies with
flight dynamic pressure at nearly constant Mach number. Such a compari-
son is of interest because the flight corridor for airbreathing access-to-space
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vehicles is generally taken to lie between constant dynamic pressure trajec-
tories of 20 kPa and 100 kPa. The lower dynamic pressure limit is imposed
by engine mass capture, net thrust and vehicle lift performance require-
ments, and by the requirement that the combustion chamber entrance
pressure be sufficient for combustion to occur. The upper limit is imposed
by airframe thermal and aerodynamic load contraints (Hirschel and Wei-
land, 2009; McRuer, 1991). For reference, these trajectories, along with
lines of constant Mach number and the test conditions are plotted on a
velocity-altitude map in Figure 3.7.
Normalised engine pressure data at the low and high pressure test
conditions are compared in Figure 6.7 for the inlet and combined injection
schemes. The step injection scheme is not considered as negligible com-
bustion pressure rise was obtained for this scheme at each test condition
(Figure 6.4). For comparison the fuel-off experimental data and pressure
distribution from numerical simulations are also plotted in Figure 6.7.
The inlet injection scheme data are for a fuel equivalence ratio near 0.55
and the combined injection data are for a total fuel equivalence ratio near
1.1. At the low pressure test condition the boundary layer trip shown in
Figure 3.11 was fitted. No trip was fitted at the high pressure test condition
data.
The numerical simulations show that the fuel-off engine pressure dis-
tribution is slightly altered by the change in test condition. Referring
to Table 3.3, this change is caused by differences in the freestream unit-
Reynolds number and Mach number, which alter the boundary layer
development and shock angles within the engine, respectively. These
differences however, are too small to be measured using the current in-
strumentation and hence, no influence of the test condition on the fuel-off
engine pressures was observed experimentally.
For the fuel-on experimental data, the pressure increment measured
at the low pressure test condition was smaller than that of the high
pressure test condition by 10 to 20%. This influence of the test condition
was expected and is a consequence of the reduced pressure (or density)
increasing the reaction length for combustion. A longer reaction length
implies that proportionally less heat is released at the low pressure test
condition than at the high pressure test condition, thereby resulting in a
smaller pressure increment.
The influence of density and temperature on the ignition and reaction
lengths is shown in Figure 6.8. The data in this figure were generated by
solving the steady Euler equations for a chemically reacting gas along the
length of a constant area streamtube. The reaction scheme of Rogers and
Schexnayder (1981), which accounts for 16-species and 49-reactions was
used. The inflow velocity was assumed to be 2567m/s (Table 5.2 average)
and the inflow species mass fractions were calculated from Table 3.3b
by mixing air and pure hydrogen at constant volume assuming a fuel
equivalence ratio of φ = 0.50. Separate calculations were completed for
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the low and high pressure test condition compositions with the inflow
temperature and density varied as shown in Figure 6.8. A total length of
3m was simulated and the ignition and reaction lengths were calculated
using the temperature-based definitions10 of Rogers and Schexnayder
(1981).
As expected, the data in Figure 6.8 show that temperature influences the
ignition length more strongly than the reaction length and that reaction
length is strongly dependent on density. These trends are particularly
noticeable when comparing the high and low pressure conditions, which
are indicated by points in the relevant plots. The higher temperature (or
total enthalpy, cf. Table 3.3) of the low pressure test condition reduces the
ignition length to be comparable with the high pressure test condition,
despite the almost factor two difference in density. In comparision, the
reaction length of the high pressure test condition is 2.5 times smaller than
that of the low pressure test condition, a reduction due to the increased
density of the high pressure test condition. In summary, the fuel-air
mixture is expected to ignite at a similar axial location for each test
condition but at the exit of the combustor the reaction will be much less
complete for the low pressure test condition compared with the high
pressure test condition.
Figure 6.9 plots the pressure distributions along the first metre of the
streamtube for both the low and high pressure test conditions. Similar
to the presentation of experimental data, the computed distribution is
presented as a pressure ratio relative to the nominal engine forebody
pressure (Table 3.5). The ratio
pLP
pHP
=
(pLP/p1,LP)
(pHP/p1,HP)
(6.2)
has also been plotted to clearly show the difference between the two test
conditions. Noting that the length of the m12rest combustor was 180mm
(Section 3.4) and that the streamtube computation was for a fully mixed
inflow at fuel equivalence ratio of 0.50, the pressure distributions plotted
in Figure 6.9 are consistent with the experimental inlet injection data
plotted in Figures 6.3 and 6.7a. This implies that in the experiment the
inlet injected fuel was well mixed by the end of the inlet and that the
combustor length was insufficient for complete reaction of the fuel.
10 For completeness: the ignition temperature is defined as Tig = 0.05(Teq − T0) + T0 where
Teq is the equilibrium temperature and T0 is the initial temperature. The total reaction
temperature is defined as Ttr = 0.95(Teq − T0) + T0. Using the computed temperature
distribution along the streamtube, these ignition and total reaction temperatures are easily
converted to lengths. Finally, the reaction length is defined as Lr = Ltr − Lig.
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(a) Inlet injection scheme.
Figure 6.7 – Comparison of the engine bodyside pressure distribution at the low and high
pressure test conditions. Fuel injection locations are indicated by arrows. A boundary layer
trip was fitted for the low pressure data.
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(b) Combined injection scheme.
Figure 6.7 – Continued.
1.0 1.1 1.2 1.3 1.4 1.5
Temperature, 103 K
ρth = 0.07759 kg/m
3
2ρth
3ρth
Low Pressure Test Condition
0
20
40
60
80
100
1.0 1.1 1.2 1.3 1.4 1.5
Ig
n
it
io
n
 l
en
g
th
, m
m
Temperature, 103 K
ρth = 0.14022 kg/m
3
2ρth
3ρth
High Pressure Test Condition
(a) Ignition length
1.0 1.1 1.2 1.3 1.4 1.5
Temperature, 103 K
ρth = 0.07759 kg/m
3
2ρth 3ρth
   0
 200
 400
 600
 800
1000
1200
1.0 1.1 1.2 1.3 1.4 1.5
R
ea
ct
io
n
 l
en
g
th
, m
m
Temperature, 103 K
ρth = 0.14022 kg/m
3
2ρth 3ρth
(b) Reaction length
Figure 6.8 – Variation of hydrogen ignition and reaction lengths with tempera-
ture and density. Lines of constant density are shown at intervals of 0.5ρth
between ρth and 3ρth where ρth was taken from Table 5.2. The calculated
ignition and reaction lengths for each test condition are indicated by solid
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and high pressure test conditions. Refer to the text for a description of the
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6.7 comparison with design-scale engine data
This section provides a comparison of the engine pressure data measured
in this thesis at the high pressure Mach 10 test condition, to that measured
by Suraweera and Smart (2009) for the design-scale engine at a Mach 9
flight condition. The reason for using the off-design condition data of
Suraweera and Smart (2009) for comparison is simply that no other data
has been published for the design-scale engine.
As stated in Section 3.4, the m12rest engine developed in this thesis
was a factor of 0.32 smaller than the design-scale engine. Sub-design-
scale testing is standard practice in the field of hypersonics due to size
constraints imposed by the available wind tunnel facilities. Typically, to
achieve similitude of the flow field between a sub-scale wind tunnel ex-
periment and full-scale flight article, some form of scaling of the flow
condition is required (Bushnell, 2006; McGilvray et al., 2010). The pre-
dominant scaling method used for supersonic combustion experiments is
the binary scaling method (Hornung, 1988; Stalker and Pulsonetti, 2004)
for which the flow velocity, temperature and gas composition of the test
condition are matched to flight while the density is adjusted such that the
product of density and length remains constant.
Although the model used in this thesis was sub-design-scale, no scaling
of the test condition was undertaken. This was not by choice but by
neccessity; the high pressure Mach 10 test condition (Table 3.3) corresponds
to the upper operational limit of the t4 Stalker Tube. A tripling of the
nozzle supply pressure (and hence nozzle exit pressure) as required by the
binary scaling method was not possible. In addition to the un-scaled test
condition, the test methodology was also different between the current
work and that of Suraweera and Smart (2009). Shown clearly in Figure 6.10,
the design-scale engine was tested by Suraweera and Smart (2009) in semi-
freejet mode with the facility nozzle flow replicating the conditions behind
an assumed vehicle forebody shock. A Mach 8 facility nozzle was used
and the engine featured a short forebody of length 150mm. In comparison,
the current engine was tested in freejet mode with the facility nozzle flow
replicating a true flight condition. A Mach 10 facility nozzle was used
and the engine features a 272mm long forebody and streamlined external
geometry. A comparison of the small and design-scale engine data is
of interest because it allows the effects of the un-scaled test condition
and the test methodology to be partially assessed. Section 6.7.1 presents
a comparison of the fuel-off data while Sections 6.7.2 to 6.7.4 present
comparisons of the fuel-on data for the inlet, step and combined injection
schemes respectively.
Before comparing the small and design-scale engine data, three other
differences that existed between the two engines should be noted. These
are as follows: Firstly, the design-scale engine featured a fully enclosed
conical thrust nozzle with area ratio of 8.0 relative to the engine throat. In
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Figure 6.10 – Comparison of the small-scale airframe integrated engine and the design-scale
engine tested by Suraweera and Smart (2009). The engines are shown at the same scale. The
small-scale engine was tested in freejet mode with the t4 Mach 10b nozzle. The design-scale
engine was tested in semi-freejet mode with the t4 Mach 8b nozzle.
Table 6.1 – Nominal Test Flows Computed using nenzfr
(a) Flow Properties
Freestream Forebody
Design-scale, Small-scale, Design-scale, Small-scale,
Units semi-freejet freejet semi-freejet freejet
p Pa 921 638 3012 2430
T K 242 213 355 334
ρ kg/m3 0.013 20 0.010 37 0.0294 0.0252
ux m/s 2816 3044 2775 3003
M 9.02 10.38 7.3 8.2
q kPa 52.4 48.0 113.4 113.8
Reu 10
6/m 2.39 2.25 3.88 3.77
(b) Flow Composition
Design-scale, Small-scale,
Species semi-freejet freejet
YN2 0.7429 0.7336
YO2 0.2044 0.1940
YN 0 0
YO 0.0008 0.0008
YNO 0.0519 0.0716
6.7 Comparison with Design-Scale Engine Data
comparison, the current engine featured a partially open three-dimensional
thrust nozzle with a projected area ratio of 16.1 relative to the engine throat.
Secondly, at the step injection station, the design-scale engine featured 48
porthole injectors, each 1.5mm in diameter and angled at 10° to the axis
of the inlet. Mechanical design constraints precluded the injectors from
being geometrically scaled (Doherty, 2013b) so the current engine featured
24 porthole injectors, each 0.65mm in diameter and angled at 15° to the
inlet axis. Thirdly, the leading edge radii of both the design-scale engine
and current engine were 0.7mm.
Table 6.1 summarises the freestream and forebody flow properties and
flow composition for the small-scale freejet and design-scale semi-freejet
engine experiments. Data for the Mach 10 nozzle are reproduced from
Tables 3.3 and 3.5. To ensure consistency, the Mach 8 test condition was
(re)computed with nenzfr using the models and assumptions that are
described in Section 3.3.1. For each test condition the freestream and
forebody flow conditions are related by an oblique shock calculation using
a flow deflection angle of 6° and assuming a frozen composition.
6.7.1 Fuel-off Data
Normalised engine pressure data for the small and design-scale engines
are compared with corresponding numerical simulations in Figure 6.11
for the case of no fuel injection. The axial distance along the engine is
normalised by the engine inlet capture width (wc) which is 48mm for the
small-scale engine and 150mm for the design-scale engine. An enlarged
view of the forebody pressure data is provided as an inset figure to
aid comparison. Due to the differing geometries of the engine nozzles,
experimental data are plotted only up to the end of the combustor. The
design and layout of Figure 6.11 is used consistently throughout this
section for the comparison of the small and design-scale engine pressure
data.
As expected the experimental and numerical pressure distributions for
the small-scale engine compare well with the design-scale engine dis-
tributions. On the forebody the numerical simulations clearly show the
influence of flow spillage from the slender forebody of the small engine;
the distribution lies below unity and is decreasing while that of the design-
scale engine remains constant. Within the engine the numerical pressure
distribution of the small engine lies slightly above that of the design-scale
engine and the shock impingement locations lie slightly upstream, despite
the design-scale engine being tested at a lower Mach number (Table 6.1).
These differences, while too small to be resolved experimentally, result
from the ingestion of a relatively thick forebody boundary layer by the
small engine. On the symmetry plane, at the entrance to the inlet, the
normalised thickness of the boundary layer was δ/wc = 0.131 for the
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Figure 6.11 – Comparison of the bodyside pressure distributions of the small and design-scale
engines for no fuel injection.
small engine but only δ/wc = 0.018 for the design-scale engine. Finally,
the source of the discrepancy between the experimental data and numer-
ical simulation around x/wc = 9 for the design-scale engine was never
identified by Suraweera and Smart (2009).
6.7.2 Fuel-on Data for Inlet Injection
Normalised pressure data from the small and design-scale engine tests are
compared in Figure 6.12 for the inlet injection scheme at two different fuel
equivalence ratios. To aid interpretation, suppressed-combustion data for
the design-scale engine and the numerical fuel-off pressure distribution
for each engine are also plotted. An inset figure that shows an enlarged
view of the forebody pressure data is also drawn and the axial distance
along the engine has been normalised by the inlet capture width. To assist
visualisation, lines are drawn between consecutive transducers in the
combustor; these lines should not be interpreted as depicting the pressure
variation between these measurement locations.
At a fuel equivalence ratio of 0.30 (Figure 6.12a) the pressure data in the
inlet are comparable for the small and design-scale engines, indicating that
the influence of fuel mass addition in the inlet is similar in each engine.
In the isolator of the inlet, that is x/wc ≈ 6 to 7, the data for the design-
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6 Pressure Results
scale engine display a significant influence of combustion; the fuel-on
pressure is approximately 58% higher than the suppressed-combustion
pressure (Figure 6.12a). This influence could not be measured in the
small-scale engine because the model size and design of the step injector
plenum prevented any pressure taps from being placed in the region
6 6 x/wc 6 8 (Doherty, 2013b). In the combustor, the small-scale engine
data generally lie below the design-scale engine data within the constant
area section of the combustor and are comparable with the design-scale
engine data within the divergent section of the combustor. For example,
at location x/wc = 9.1, the pressure measured for the small-scale engine
is 39% smaller than that of the design-scale engine where as at location
x/wc = 9.6 the pressure measured for the small-scale engine is 7% larger
than that of the design-scale engine.
At a fuel equivalence ratio of 0.40 (Figure 6.12b), the pressure distribu-
tions of the small and design-scale engines are quite different from one
another. In particular, for the design-scale engine the pressures within the
isolator show a very significant influence of combustion; the peak pressure
at x/wc = 6.5 is p/p1 = 67, only 2% smaller than the peak pressure in the
combustor. Compared with the data for an equivalence ratio of 0.30, the
influence of combustion has moved further upstream for the design-scale
engine. For the small-scale engine, the lack of pressure rise at x/wc = 5.9
may indicate that the fuel does not burn as early as in the design-scale
engine. This result is consistent with the ignition and reaction length
calculations presented in Figure 6.8, but cannot be confirmed with the
current model and instrumentation. Finally, with the exception of the peak
pressure at x/wc = 9.1, the small-scale engine data in the combustor are
comparable with the design-scale engine data.
6.7.3 Fuel-on Data for Step Injection
Normalised pressure data for the small and design-scale engines are
compared in Figure 6.13 for the step injection scheme at a fuel equivalence
ratio of approximately 0.80. Again fuel-off numerical distributions for
each engine are provided to aid interpretation, an inset figure shows an
enlarged view of the forebody pressure data and lines are draw between
consecutive transducers in the combustor.
In comparison with the inlet injection data plotted in Figure 6.12, the step
injection data plotted in Figure 6.13 show a clear and significant influence
of the lack of scaling of the test condition. Good combustion pressure rise
was obtained for the design-scale engine, whilst negligible combustion
pressure rise was obtained for the small engine. For both engines no
influence of combustion was observed upstream of the injection location.
Based on the data presented and discussed in Sections 6.3 to 6.5, combus-
tion of fuel injected from the step was kinetically limited for the small-scale
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engine. The reduced static density of the test condition, relative to that
required by the binary scaling method, increases the reaction length such
that no significant pressure rise is obtained before the flow reaches the
combustor exit. This conclusion is supported by reaction length data plot-
ted in Figure 6.8b for a constant area streamtube. The calculated reaction
length for the high pressure test condition is Lr = 297mm; significantly
longer than the length of the combustor Lc = 180mm of the small-scale
m12rest engine. If the test condition was appropriately scaled, the den-
sity would be approximately tripled and, based on the data plotted in
Figure 6.8b, the reaction length would reduce to 48mm, approximately
one-fifth of the combustor length. The lack of combustion achieved for the
step injection scheme with the small-scale engine is a direct consequence of
the test condition being unscaled. In comparison, the design-scale engine
test was conducted at the design pressure,11 for which the combustor was
sufficiently long to allow the fuel to mix and burn before reaching the
combustor exit. Finally, based on quasi-one-dimensional cycle analysis,
Moule and Smart (2013) concluded that for the design-scale engine the
step injection scheme was mixing-limited. This is very different from the
kinetically limited combustion that was observed in this work for the
small-scale engine and highlights the importance of appropriately scaling
the test flow when testing sub-scale scramjet engines.
6.7.4 Fuel-on Data for Combined Injection
Normalised pressure data for the small and design-scale engines are com-
pared in Figure 6.14 for the combined injection scheme at a total fuel
equivalence ratio above 1.0. Once again, an inset figure that shows an en-
larged view of the forebody pressure data is drawn and fuel-off numerical
distributions for each engine are provided to aid interpretation. To assist
visualisation, lines are again drawn between consecutive transducers in
the combustor.
The data plotted in Figure 6.14 display similar trends to that presented
in Section 6.7.2 for the inlet injection scheme. Within the inlet, the small
and design-scale data are comparable with one another and are elevated
above the fuel-off numerical value due to fuel mass addition. At the design-
scale data, an influence of combustion is observed in the inlet isolator
(6 6 x/wc 6 7). Measurements in this region of the small-scale engine
were not possible because of the model size. In the combustor, the small
and design-scale engine data are comparable from location p6 onwards
however, the design-scale engine data are for a lower fuel equivalance
11 The m12rest inlet and combustor geometries were designed for flight between Mach 6
and Mach 12 at a constant dynamic pressure of 50 kPa (Suraweera and Smart, 2009). The
test condition used for the design-scale engine was marginally above the design dynamic
pressure (Table 6.1).
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6 Pressure Results
ratio.12 Similarity of the data therefore suggests that the design-scale test
are more highly performing. Based on the data presented in Figures 6.11
to 6.14, the difference in performance of the small-scale engine compared
with the design-scale engine is primarily related to the reduced scale and
test condition. Nevertheless, good combustion pressure rise was obtained
for the small-scale engine with both the inlet and combined injection
schemes indicating that the small-scale engine is operable at the test
conditions used in this thesis.
12 The total fuel equivalance ratios reported by Suraweera and Smart (2009) for the design-
scale engine are believed to be between 15 and 30% higher than reality. This is because the
total fuel mass flow rate was calculated by Suraweera and Smart (2009) using a different
method to that used in this thesis (see Appendix A.4.2, calibration constant αC was
introduced in this thesis).
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FORCE BALANCE RESULTS
7
The seventh chapter, in which fuel-off engine force data are compared with numer-
ical simulations, the force balance shielding is found to adversely influence the
facility nozzle flow and engine performance metrics are calculated.
7.1 introduction
This chapter presents engine force and pressure data from the first test
campaign. The goal of the campaign was to measure the lift, drag and
pitching moment of the m12rest engine at the Mach 10 test conditions for
each injection scheme at a range of fuel equivalence ratios. Unfortunately
three unforseen difficulties were encountered during the campaign that
affected the quality of the measured force data. These difficulties and an
overall summary of what occurred during the seven month test campaign
are discussed in Section 7.2. Fuel-off data are presented in Section 7.3
and compared with numerical simulations. Fuel-on data for the inlet
and combined injection schemes are presented in Sections 7.4 and 7.5
respectively. Using the experimental data, engine performance metrics
including the specific thrust, specific impulse and overall thermodynamic
efficiency are calculated and discussed in Section 7.6.
7.2 campaign overview
The purpose of this section is to provide an overview of what occurred dur-
ing the force balance test campaign, to discuss the difficulties encountered
and to justify the data selected for presentation in the remaining sections
of this chapter. During the test campaign the quality of the measured force
data was influenced by three main difficulties. These difficulties were that
1. the front half of the shielding was insufficiently stiff and made
contact with the model during a test;
2. the force balance shielding created a significant blockage to the upper
half of the Mach 10 nozzle, adversely affecting the test flow, and
3. the timing of fuel injection was too early.
Additionally, the measured Pitot-to-nozzle supply pressure ratio was
lower than expected based on the nozzle survey data that was available
at the time. This result was one of the motivations for the development
of nenzfr (Section 3.3.1). With regards to these three difficulties, the
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(a) Design A, initial shielding (b) Design D
Figure 7.1 – Comparison of the initial and final force balance shielding designs
Erroneous wave
Start of inlet
Inlet cowl
closure
(a) Unstarted inlet. High pressure shot 10769, t = 3.5ms after trigger
of the nozzle supply pressure transducers (frame 56). For this shot
the model was positioned 73mm downstream from the nominal
position (see Section 3.4.7) and shielding design c was fitted.
Erroneous wave
(b) Started inlet. High pressure shot 10771, t = 2.6ms after trigger of
the nozzle supply pressure transducers (frame 42). For this shot
shielding design d was fitted.
Figure 7.2 – Interaction of a wave from the Mach 10 nozzle
with the m12rest engine
7.2 Campaign Overview
first should have been identified and corrected prior to the experiments.
The second was not anticipated because the upper portion of the force
balance shielding was identical to that used by Robinson (2003d) during
the development of the 3cfb. No adverse influence of the force balance
shielding on the test flow produced by the Mach 6 nozzle was observed by
Robinson (2003d). Finally, the third difficulty was not anticipated because
no such influence of fuel injection timing had been observed by Suraweera
and Smart (2009) during testing of the design-scale m12rest engine.
During the first half of the campaign, attention was focussed on stiff-
ening the shielding and reducing its influence on the facility nozzle flow
(items 1 and 2). The effect of early injection of fuel on the engine operation
(item 3) was not identified as an issue until the second test campaign,
during which a streamlined shielding design was used (Figure 4.1). Over
the course of the first campaign a total of five iterations of the force bal-
ance shielding were used; from the initial design, design a, through to a
‘double-wedge’ design, design e. A photograph of each iteration is pro-
vided in Figure I.1 while designs a and d are compared in Figure 7.1. The
force data presented in this chapter represent that recorded for shielding
designs d and e. There are two reasons for choosing to present only this
data. Firstly, of the different shielding iterations, the data set available for
shielding design d was the most complete, covering all three injection
schemes. Secondly, the engine pressure and force data exhibited the best
quality time-history for fuel-off tests with these shielding designs.
Shielding designs b and c stiffened the front portion of the shielding
however, after a period sufficient for flow establishment, the time-history of
the recovered lift force did not follow that of the nozzle supply pressure as
expected. Consequently, a schlieren optical system was setup to visualise
the nozzle starting process and engine leading edge shock. The resulting
images, although of low quality,1 showed that the t4 Mach 10 nozzle was
being adversely affected by the presence of the force balance shielding –
an erroneous wave was observed that originated from within the facility
nozzle and interacted with the engine.
Observation of this wave prompted the development of shielding de-
signs d and e, each of which were designed to reduce the influence of the
shielding through the use of a frontal wedge. The erroneous wave and its
interaction with the m12rest engine is shown in Figure 7.2 for shots 10769
and 10771. A single frame extracted from the recorded high-speed video
is shown for each shot. To aid interpretation, each frame is overlayed on a
schematic of the engine. For shot 10769 shielding design c was fitted and,
in an attempt to alleviate the blockage caused by the shielding, the model
was positioned 73mm downstream of the nominal position (Section 3.4.7).
The erroneous wave is clearly visible in Figure 7.2a and, due to the posi-
1 Although the schlieren system was not optimized for the force balance campaign, the
quality of the resulting images is considered sufficient for the purposes of this thesis.
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Figure 7.3 – Comparison of the experimental and nen-
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tion of the model, is swallowed by the inlet, causing an inlet unstart. In
comparison, for shot 10771 (Figure 7.2b), shielding design d was fitted
and the model was located in the nominal position. The wave, while still
present, appears weakened and iteracts with the engine downstream of
the inlet cowl closure point.
In the high speed video, the wave was observed to move upstream
during the nozzle starting process until approximately stabilising at the
location shown in Figure 7.2b. The current hypothesis for the origin of
the wave is that the force balance shielding sufficiently blocked the upper
portion of the nozzle such that a stable2 flow separation was formed inside
the nozzle, slightly upstream of the nozzle exit plane. The observed wave
is the shock formed at the upstream edge of the separation. Additional
schlieren images for shielding designs c and d and from the second test
campaign are provided in Appendix I.
Following the attachment of shield design d and the observation that the
wave was still present, the decision was made to proceed with collecting
data for each injection scheme. Shield design e, a double-wedge design,
was a final attempt at improving the quality of the data and, when this did
not appear to work very well, the testing was stopped and the campaign
brought to an end.
2 Here stable means that the separation remained at a fixed axial location and did not
continually move upstream nor get swept out of the nozzle during the test time.
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Despite the difficulties encounted during the campaign and the presence
of the erroneous wave, it is argued here that some data from the force
balance campaign are reasonable and can be used for further analysis.
Specifically, those force balance experiments for which either shielding
design d or e was fitted exhibited the best quality time-history and so are
presented in the remaining sections of this chapter. Furthermore, for tests
in which the erroneous wave interacted with the model downstream of the
inlet cowl closure point (Figure 7.2b), the measured internal pressure dis-
tribution was consistent with numerical simulations and with the pressure
measurements from the second test campaign.3 As shown in Figure 7.3,
the measured pressure on the engine forebody compared well with that
predicted from nenzfr – there is no significant difference between the
data from campaign 1 and that from campaign 2. Thus, with the model
in the nominal position relative to the facility nozzle exit, the wave is not
swallowed by the inlet and the flow entering the engine is of sufficient
quality to justify further analysis and presentation of the engine force data.
7.3 fuel-off data
Experimental pressure distributions at the high and low pressure test
conditions are compared with numerical simulation in Figure 7.4. Data
from the second test campaign are also provided for comparison. The saw-
tooth boundary layer trip shown in Figure 3.11 was fitted for each force
balance shot. For each test condition the measured pressures compare
well with the distribution from the numerical simulation and with data
from the second test campaign. The collapse of the forebody pressure
data to a normalised value near unity gives confidence that the flow
entering the engine was close to that predicted by nenzfr. This result
also suggests that the wave observed in the schileren images and shown in
Figure 7.2 does not alter the core flow properties significantly. The single
data point in the inlet lies just upstream of the predicted distribution,
a result that is consistent with the fuel-off data from the second test
campaign (Section 6.2). The combustor pressure data are also consistent
with data from the second test campaign, displaying a distinct shock
dominated structure. At locations p5 and p8 (shock-impingement locations)
the numerical simulation under-predicts the measured pressure. As noted
in Section 6.2, this under-prediction is postulated to be related to the axial
resolution of the computational grid at these locations. Finally, the force
balance data exhibit slightly larger variation bars than the campaign 2
(rigid-mount) data. This is primarily a consequence of using a longer
test time to process each force balance shot.4 Further discussion on the
requirement for a longer test time is provided in Section 3.5.1.
3 Engine pressure data from the second test campaign are presented in Chapter 6.
4 In the case of shot 10793, the flow was also atypically unsteady in the inlet and combustor.
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7.3 Fuel-off Data
Transient force data are plotted in Figure 7.5 for experiments at both the
low and high pressure test conditions. Absolute force data are provided
in the left column, force coefficients and the centre of force location are
provided in the right column. Note that shielding design d was fitted
for the low pressure experiments while shielding design e was fitted for
the high pressure experiments. Engine nozzle pressure traces are also
provided for comparison. In each figure the chosen test time is shown and
the thick horizontal line indicates the value calculated from the steady-state
numerical simulations presented in Chapter 5. The shaded region indicates
the experimental uncertainty of the test time average for shots 10770
(Figure 7.5a) and 10792 (Figure 7.5b). A similar experimental uncertainty
exists for shots 10771 and 10793 but for clarity is not shown. Calculation
of this uncertainty is explained5 in Section 4.8. Since flow arrival at the
model leading edge does not occur until t ≈ 0.5ms (Figure 3.19), transient
force coefficient data before this time are meaningless. The design and
layout of Figure 7.5 is used consistently throughout this thesis for the
presentation of engine force data.
Throughout the test campaign the recovered drag was observed to take
longer to establish than the internal engine pressures, typically requiring
a total establishment time of 3.5ms, compared with an establishment time
of 3ms for the pressure data (cf. Figure 3.19). This increased establishment
time is hypothesised to be related to the surface shear stress which was
found by Jacobs et al. (1992) to take longer to establish than the surface
pressure. To check that the balance was working correctly and that it was
providing a realistic measure of the force establishment during a test, the
force balance calibration data discussed in Chapter 4 was used to evaluate
the ability of the balance to recover a distributed load for which the drag
established slower than the lift. The evaluation followed a method similar
to that described in Section 4.6, item 4. Presented in Appendix B.13, the
results demonstrated that even when the time history of the input drag
is different from the time history of the input lift, the input forces are
recovered by the force balance. This provides confidence that the slow
establishment of drag was physical. Finally, based on the results of the
evaluation of the force balance calibration data (Section 4.6) a test time of
1ms was typically used to process the campaign data.
On first examination the engine nozzle pressure, lift, drag and centre of
force traces each display some degree of shot-to-shot repeatability. Irrespec-
tive of the oscillations, the time history of the recovered drag coefficient
approximately follows that of the internal pressure measurements, being
largest during startup (at t ≈ 1.5ms) before decreasing to a level that re-
mains steady to within 18% of the mean for shot 10770 and to within 16%
for shot 10771. Similar results are obtained for shots 10792 and 10793 with
5 Briefly, the experimental uncertainty includes contributions from the force balance calibra-
tion process and from the calculation of the facility nozzle flow.
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Figure 7.5 – Continued.
7 Force Balance Results
the recovered drag signal remaining steady to within 14% and 15% of the
mean, respectively. At the low pressure test condition, the average6 experi-
mental drag coefficient is CD,lp = 0.312± 0.032. This value is 28% greater
than that from the numerical simulation; a difference that is larger than the
experimental uncertainty. In comparison, the average experimental drag
coefficient at the high pressure test condition is CD,hp = 0.246± 0.025. This
value is 12% greater than that from the numerical simulation; a difference
that is slightly larger than the experimental uncertainty of 10%.
In comparison with the recovered drag, the time history of the recovered
lift force does not follow the facility nozzle supply pressure or internal
engine pressure measurements as may be expected. At the low pressure
test condition the lift rises during flow establishment, attains a slight
peak at t ≈ 1.5ms and then stays approximately steady before eventually
decreasing for t > 4.5ms. As a consequence of this time history, the lift
coefficient, which is calculated by normalising the recovered lift force with
the nozzle supply pressure trace (Section 4.7), is not steady but consistently
rises during the test time. A similar time history is obtained at the high
pressure test condition with the exception that the peak lift attained during
flow establishment is more dominant. During the test time the variation
in lift coefficient is 16% and 12% of the mean for shots 10770 and 10771,
respectively (low pressure test condition) and 32% and 23% of the mean
for shots 10792 and 10793, respectively (high pressure test condition). At
the low pressure test condition the average experimental lift coefficient
is CL,lp = 0.0630± 0.0108. This value is 68% greater than that from the
numerical simulation; a difference much larger than the experimental
uncertainty. A possible reason for this difference is discussed later in
this section. Similarly, at the high pressure test condition the average lift
coefficient is CL,hp = 0.0405± 0.0078. This value is only 10% larger than
that from the numerical simulation.
The final two forces to be discussed are the absolute moment about the
leading edge7 and the centre of force location. These are derived from the
recovered lift, drag and moment about the balance centre according to
Equations (4.27) and (4.28). As a consequence of a larger moment arm and
force magnitude, the recovered lift dominates the leading edge moment.
This is obvious when examining the traces plotted in Figure 7.5; at each
test condition the time history of the leading edge moment closely follows
that of the absolute lift. In comparison, the recovered centre of force is
sensitive to small variations in the lift and leading edge moment with the
overall time history resembling that obtained in Figures 4.12 and B.13 for
recovery of a lower distributed load. Whether or not this time history is
physical or an artifact of the force balance calibration is discussed below.
The average experimental centre of force is CF = 0.520± 0.053 at the
6 This is the average of both shots.
7 Also known as the leading edge moment.
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low pressure test condition; 41% greater than that calculated from the
numerical simulation. At the high pressure test condition the average
centre of force is CF = 0.461± 0.056; 28% greater than that calculated
from the numerical simulation. During the test time the variation in centre
of force is 7% and 8% of the mean for shots 10770 and 10771, respectively
(low pressure test condition) and 12% and 10% of the mean for shots
10792 and 10793, respectively (high pressure test condition).
As noted above, the time history of the recovered centre of force resem-
bles that obtained during the evaluation of the force balance calibration
data and so may not be physical. However, for shots 10770 and 10771 a
wave from the facility nozzle was present (Figure 7.2) and was observed
to move upstream until reaching a quasi-stable position. Since the static
pressure increases across a shock, we may expect that the upstream move-
ment of the wave would cause a corresponding increase in the lift and
shift the centre of force to the rear of the engine. While neither of these
two behaviours is exhibited in Figure 7.5a, the interaction of the external
engine flow field with the facility nozzle flow field is very complex. It is
possible that other, unidentified, interactions exist that explain the tran-
sient behaviour of the recovered lift, leading edge moment and centre of
force. Given that the recovered lift data do not exhibit the same large scale
oscillations as obtained in Figure 4.12 for the evalution of the force balance
calibration, it is argued here that the observed time history for the centre
of force is physical and is not due to the apparent inability of the force
balance to accurately recover a lower distributed load (Section 4.6.3).
Comparing Figures 7.5a and 7.5b it can be seen that at the high pressure
test condition the experimental forces are comparable with the forces
calculated from the numerical simulation of the engine, but that at the
low pressure test condition the experimental forces are larger than the
numerical value. With the exception of the test condition, the major dif-
ference between the experiments was the force balance shielding – shield
design d was fitted for shots 10770 and 10771 while shield design e was
fitted for shots 10792 and 10793. Analysis of the engine surface forces
presented in Chapter 5 shows that the lift, moment and centre of force are
dominated by the external flow, suggesting that the improved comparison
with numerical simulation obtained for shield design e may be due to
an improvement in the facility nozzle flow. That is, the observed wave
from the facility nozzle may not be present with shield design e fitted.
Additionally, because the wave from the facility nozzle interacted with
the engine on the foward facing surfaces downstream of the inlet cowl
closure location (Figure 7.2), the presence of this wave is also expected
to affect the measured engine drag. Unfortunately, no schlieren images
were recorded with shield design e fitted and so the absence of the facility
nozzle wave cannot be confirmed for this shielding design.
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7.4 fuel-on data for inlet injection
During the force balance test campaign the engine did not start for many
of the inlet injection shots that were conducted (Table L.6). As noted above
and discussed in Appendix H.3, it wasn’t until the second test campaign
that early injection of fuel, relative to flow arrival at the model, was
identified as being the primary cause for inlet unstart. Of the eight inlet
injection shots conducted during the force balance campaign, only shot
10782 featured late injection of fuel and will be presented and discussed
here.
Normalised engine pressure data for shot 10782 are given in Figure 7.6.
This shot was conducted at the low pressure test condition. Fuel-off exper-
imental data, discussed in Section 7.3, and fuel-on data from the second
test campaign, discussed in Section 6.3, are also plotted for comparison.
Examining the data for shot 10782 it can be seen that the normalised
forebody data collapses to near unity indicating that the flow entering the
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engine was close to the nominal condition. The pressure from the single
measurement in the inlet is elevated above the fuel-off measurement due
to fuel mass addition, consistent with that of shot 10944 and the other
inlet injection data from the second test campaign (Section 6.3). Good
combustion induced pressure rise is evident from location p6 onwards
(x > 409mm). Relative to the other data, the pressure at location p6 was
unsteady, as evidenced by the large variation bars. At locations p8 and p10
the pressure measured for shot 10782 was greater than that measured for
shot 10944; a result that is consistent with the increased fuel equivalence
ratio of shot 10782.
The fuel equivalence ratio for shot 10782 was φ = 0.75, the highest
value of all the inlet injection shots across both test campaigns and test
conditions (cf. Figure 6.3). The difference in fuel equivalence ratio for shots
10782 and 10944 is due to the chosen test times; a test time between 3.0
and 3.5ms was used for shot 10944 whereas a test time between 3.7 and
4.5ms was used for shot 10782.8 Overall similarity of shot 10782 to shot
10944 is established by Figures 7.7 and 7.8 in which the transient Pitot
pressure, fuel plenum pressure and engine inlet pressures are plotted. In
Figure 7.7, the Pitot pressures to lie on top of one another. The fuel plenum
pressures are also very similar. In Figure 7.8, with the exception of some
difference during the nozzle starting and flow establishment processes, the
absolute pressure traces from the second inlet tap lay on top of one another.
Unfortunately no other inlet pressure data are available for shot 10782
however, the three traces for shot 10944 all exhibit similar structures and
so the same is expected for shot 10782. Shots 10782 and 10944 are therefore
very similar to one another. Hence, the difference in fuel equivalence ratio
is primarily due to the chosen test time.
An inlet unstart is characterised by large scale oscillations of the inlet
pressures caused by unsteady movement of the inlet shocks. This be-
haviour is exhibited by the data presented in Appendix H.3 but is not
present in the traces plotted in Figure 7.8, leading to the conclusion that
the inlet was started for both shot 10782 and shot 10944. Hence, these
shots clearly demonstrate that at the low pressure Mach 10 test condition
the small-scale airframe integrated m12rest inlet is able to support a
significant mass flow of fuel from the inlet injection station without un-
starting. In conjunction with the data presented in Appendix H.3, it can
also be concluded that the restriction that early fuel injection places on the
fuel equivalence ratio is an artifact of the transient testing environment
and does not truly represent the performance capability of the m12rest
engine.
Transient forces, force coefficients and the centre of force location are
plotted in Figure 7.9 for shot 10782. Note that shielding design d was
fitted. To provide a comparison, the average fuel-off transient forces from
8 See Sections 3.5.1 and 7.3 for further discussion of why different test times are used.
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Figure 7.9 – Transient force coefficients for the inlet injection scheme at the low pressure test
condition. Normalised engine nozzle pressure traces have also been provided for comparison.
The force data were filtered using a 500µs moving average; the pressure data by a 20µs
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7 Force Balance Results
Section 7.3 are also plotted. The recovered drag coefficient indicates that
the engine flow field did not establish until approximately 3.7ms after
nozzle supply trigger. This is approximately 0.7ms longer than the engine
pressure data and is typical of the force data for fuel-on shots. During
the test time the recovered drag coefficient was CD = 0.218± 0.062; this is
0.094 or 30% smaller than the average fuel-off value. Global performance
metrics for the engine are presented and discussed in Section 7.6.
The recovered fuel-on lift and leading edge moment signals are both very
similar to the corresponding fuel-off signal. During flow establishment
the fuel-on lift attains a slightly higher peak than the fuel-off signal
before decreasing and remaining approximately steady. Once established,
the fuel-on lift is identical to the fuel-off lift to within the experimental
uncertainty. For t > 4ms the fuel-on and fuel-off lift signals slowly begin
to diverge, with the fuel-off lift decreasing while the fuel-on lift remains
approximately steady. Due to a decreasing nozzle supply pressure, the
lift coefficient consistently rises for t > 3ms, varying 20% during the test
time for shot 10782. The average lift coefficient is CF = 0.0707± 0.0151.
This value is only 12% larger than the fuel-off average, a difference that is
within the experimental uncertainty.
Similar to the lift, the transient structure of the recovered centre of force
is comparable with the fuel-off average, albeit shifted in time. The average
fuel-on centre of force is CF = 0.514± 0.092, only 1% smaller than the
fuel-off value, i.e. negligible compared with the experimental uncertainty.
During the test time the centre of force varied by 10% of the mean value.
The data plotted in Figure 7.9 indicate that fuel injection in the inlet
does not significantly affect the lift or centre of force. Two caveats for this
result are that (1) it is based on a comparison of only two shots and that
(2) the influence of the facility nozzle wave visualised in Figure 7.2b is
difficult to quantify. However, if physical, this is an interesting result. Due
to the engine nozzle geometry, it is expected that the centre of force would
shift rearward and the lift would be greater for a fuel-on test relative to
a fuel-off test. For the centre of force this expectation does not account
for the increased pressure that occurs in the inlet due to mass addition
of fuel. Referring to Figure 4.5, which plots the fuel-off load distribution
for the engine, it is clear that for no fuel injection the majority of the
lift is generated on the forebody and inlet surfaces. Therefore, for the
inlet injection scheme, an increased pressure on the bodyside of the inlet
produces a moment which counteracts the moment generated by the
increased pressure on the rear surfaces of the nozzle. In this way, fuel
injection on the inlet could help decouple the movement of the centre
of force from combustion, potentially improving the controllability of
a scramjet powered vehicle (Hirschel and Weiland, 2009, Section 4.4).
Confirmation and investigation of this hypothesis remains a topic for
future study.
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7.5 fuel-on data for combined injection
Normalised engine pressure data for shot 10787 are provided in Figure 7.10.
This high pressure shot was the only combined injection shot completed
with shield design d for which fuel was injected late and the inlet started
(Table L.6). For comparison, combined injection data from the second test
campaign at a similar equivalence ratio are also plotted. Since no high
pressure fuel-off shots were completed with shield design d, low pressure
fuel-off data from Section 7.3 are shown.
The data for shot 10787 display the same trends that have been discussed
previously in this thesis: the normalised forebody pressure is close to
unity providing confidence in the freestream pressure and Mach number
computed using nenzfr (Section 3.3.1); the inlet pressure data lay above
the fuel-off data and numerical simulation due to fuel mass addition
and significant combustion-induced pressure rise is measured within
the combustor and engine nozzle. With the exception of location p5 the
combustion pressure data for shot 10787 lay very close to that recorded
for shot 10963; an expected result given the fuel equivalence ratios are the
same (to within experimental uncertainty). The difference in pressure at
location p5 is not unexpected as this tap coincides with a strong shock
impingement and so small changes in the shock location can lead to large
changes in the measured pressure.
Transient forces, force coefficients and the centre of force location are
plotted in Figure 7.11 for shot 10787. Since no fuel-off data at the high
pressure test condition were measured with shielding design d fitted, and
because the influence of the shielding on the measured forces is difficult
to quantify, two sets of average fuel-off data are provided for comparison.
These sets are (1) high pressure fuel-off data with shield design e fitted
and (2) low pressure fuel-off data with shield design d fitted. Note that
only force coefficients for the low pressure test condition are plotted.
The recovered drag shows a clear influence of combustion with the
signal being consistently lower than both fuel-off signals. Shortly before
the start of the test time the drag for shot 10787 increases rapidly towards
the fuel-off level and then, just as rapidly, settles back down to a steady
level that is distinct from the fuel-off signals. As shown by the transient
pressure data plotted in Figure 7.12, this sudden variation in drag coincides
with an equivalent variation in the engine pressures. The disturbance in
the pressure data first appears in the Pitot signal before propagating
downstream. While the cause of the disturbance remains unkown, the
fact that it was recovered by the force balance demonstrates the ability
of the balance to measure the drag acting on the m12rest engine. The
average drag coefficient during the test was CD = 0.118± 0.034. This is
0.128 or 52% smaller than the average fuel-off value at the high pressure
test condition and 0.194 or 62% smaller than the average fuel-off value at
the low pressure test condition. The variation in drag coefficient during
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Figure 7.11 – Transient force coefficients for the combined injection scheme at the high pressure
test condition. Normalised engine nozzle pressure traces have also been provided for
comparison. The force data were filtered using a 500µs moving average; the pressure data
by a 20µs moving average. The time axis has been shifted so that zero corresponds to the
trigger of the nozzle supply pressure.
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7.6 Engine Performance Metrics
the test time was 18% of the mean.
Depending on which fuel-off data are used for comparison, the re-
covered lift for shot 10787 may or may not display an influence of fuel
injection and combustion. It was surmised in Section 7.3 that the primary
reason why the experimental fuel-off force data matched the numerical
simulation at the high pressure test condition but not at the low pressure
test condition was because of the difference in the force balance shielding.
Noting also that the difference in lift coefficient at the two test conditions
predicted by the numerical simulation is smaller than can be measured
with the force balance (cf. Table 4.2 and Figure 5.8), it is argued here
that the fuel-on lift coefficient for shot 10787 is most appropriately com-
pared with the average low pressure fuel-off lift signal (which featured
the same shielding design) and not with the average high pressure fuel-off
lift signal (which featured a different shielding design). Based on this
comparsion, the fuel-on lift coefficient does not display any measureable
influence of fuel injection and combustion. For the recovered centre of
force, no influence of fuel injection or combustion is apparent (regardless
of which fuel-off data are used for comparison). This similarity of the
fuel-on lift and centre of force to the fuel-off lift and centre of force is
consistent with the results presented in Section 7.4 for the inlet injection
scheme. Once again, further investigation and confirmation of these results
remains a topic for future study. Finally, the average lift coefficient was
CL = 0.0688± 0.0084 with a variation of 11% during the test time. The
average centre of force location was CF = 0.518± 0.051 with a variation of
8% during the test time. These average values are 9% and 0.4% different
from the low-pressure fuel-off values, respectively.
7.6 engine performance metrics
The aim of this thesis was to investigate the performance of an airframe
integrated three-dimensional scramjet engine. Thus, using the measured
drag data from Sections 7.3 to 7.5, this section presents an analysis of the
engine performance using four performance metrics: the specific impulse,
the specific thrust, the overall thermodynamic efficiency and the corrected
overall thermodynamic efficiency. Each of these are defined below. A
summary of the measured force coefficients, centre of force location and
associated fuelling data is given in Table 7.1. Values for the relevant
normalising parameters are also provided. Although net thrust was not
measured for the m12rest engine in the current work, the performance
of the engine may be examined using the measured thrust increment. In
terms of the measured drag coefficients, the thrust increment is given by
∆T = −∆CDqAf = (CD,FUEL−OFF −CD,FUEL−ON)qAf (7.1)
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Table 7.1 – Summary of Force Balance Results
(a) Measured Fuel-off Force Coefficients. Mass flow unit – g/s
Low Pressure High Pressure
cfd Exp. cfd Exp.
CD 0.243 0.312 ± 0.032 0.219 0.246 ± 0.025
CL 0.0376 0.0630± 0.0108 0.0369 0.0405± 0.0078
CF 0.368 0.520 ± 0.053 0.359 0.461 ± 0.056
m˙A 34.8 32.8 ± 2.1 63.4 61.1 ± 3.9
Shielding d e
(b) Measured Fuel-on Force Coefficients and Fuelling
Data. Mass flow unit – g/s
Inlet Inj. Combined Inj.
CD 0.218 ± 0.062 0.118 ± 0.034
CL 0.0707± 0.0151 0.0688± 0.0084
CF 0.514 ± 0.092 0.518 ± 0.051
φ 0.74 ± 0.11 1.20
m˙f 0.68 ± 0.09 2.14
m˙A 31.0 ± 2.0 61.3 ± 3.9
Condition lp hp
Shielding d d
(c) Reference values
Units Low Pressure High Pressure
Af 10
−6m2 5552 ± 0 5552 ± 0
ux m/s 3089 ± 104 3044 ± 100
q kPa 27.9 ± 1.1 48.0 ± 1.9
7.6 Engine Performance Metrics
The four performance metrics to be calculated are defined as follows where
the superscript ∆ is used to emphasise that each performance parameter
is calculated using the increment in thrust rather than the total internal or
net engine thrust.
1. Overall efficiency: Defined as the ratio of the engine thrust power to
the fuel chemical energy.
η∆o =
−∆CDqAfux
m˙f,t∆hc
(7.2)
2. Corrected overall efficiency: Defined as the ratio of the engine thrust
power to the chemical and sensible energy of the fuel.
η∆o,c =
−∆CDqAfux
m˙f,t(∆hc +ψf)
(7.3)
where ψf is the exergy (available energy) of the injected flow. This
equation differs from Equation (7.2) by accounting for the potential
thrust that may be extracted from the pressurised (and possibly
heated) fuel. The fuel exergy is given by (Cengel and Boles, 2002,
Section 7.4):
ψf = (hf − hd) − Td(sf − sd) +
u2f
2
= Cp(Tf − Td) − Td
(
Cp ln
Tf
Td
− R ln
pf
pd
)
+
u2f
2
(7.4)
where properties with subscript f are those of fuel at the location of
injection and properties with subscript d are those of the ‘dead-state’,
that is, the local atmospheric values. Cp and R are the specific heat at
constant pressure and specific gas constant of the fuel,9 respectively.
3. Specific Impulse: Defined as the thrust generated per unit mass of
fuel and normalised by the acceleration of gravity at sea-level (g =
9.81m/s2).
I∆sp =
−∆CDqAf
m˙f,tg
(7.5)
4. Specific Thrust: Defined as the thrust generated per unit mass of air
flow through the engine.
T∆sp =
−∆CDqAf
m˙A
(7.6)
9 Cp = 14 307 J/(kg K) and R = 4124 J/(kg K) for hydrogen. For simplicity the specific heat
is assumed constant. See Appendix J for further details.
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Each performance metric was evaluated for the inlet and combined
injection schemes. The results are provided in Table 7.2. Because no fuel-
off drag data was available for the high pressure test condition with shield
design d fitted, when calculating the performance metrics for the combined
injection scheme, the following value for the fuel-off drag coefficient was
used:
CD,HP,SH.D ≈ CD,HP,CFD +
(
CD,LP,SH.D −CD,LP,CFD
)
= 0.288 (7.7)
Equation (7.7) assumes that the difference between the experiment and
numerical simulation at the low pressure test condition (with shield design
d fitted) can be completely attributed to the influence of the force balance
shielding on the facility nozzle flow and the subsequent iteraction of the
erroneous facility wave with the model (Sections 7.2 and 7.3). It is then
assumed that the same error in drag would occur at the high pressure test
condition if shield design d was fitted. Using the fuel-off drag coefficient
defined by Equation (7.7) for the combined injection scheme data ensures
that the calculated thrust increment is for a consistent experimental config-
uration. Finally, the exergy of the fuel was calculated to be approximately
6.5MJ/kg for each injection station assuming a fuel plenum temperature
of 300K. Full details are provided in Appendix J.
Table 7.2 – Engine Performance Metrics
Units Inlet Inj. Combined Inj.
η∆o 0.55 0.54
η∆o,c 0.52 0.51
I∆sp s 2177 2155
T∆sp m/s 469 739
Examining the data in Table 7.2, it can be seen that the overall efficiency
and specific impulse of the inlet and combined injection schemes are equal
but that the specific thrust produced by the combined injection scheme is
48% larger than that produced by the inlet injection scheme. Combining
Equations (7.5) and (7.6) and using the definition of fuel equivalence ratio,
the specific thrust may be written as
T∆sp = φI
∆
spλg (7.8)
where λ is the stoichiometric fuel-air ratio (Section 3.4.5). In this form it
becomes clear that the improved specific thrust of the combined injection
shot is directly related to an increased fuel equivalence ratio (cf. Table 7.1).
When justifying the use of an on-board fuel tank (Section 3.4.5), it was
stated that including the thrust contribution of the fuel was important for
force balance testing of complete scramjet engines. Given the experimental
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data in Table 7.2, it is worthwhile considering what fraction of the perfor-
mace may be attributed to just fuel injection. Subject to the assumption
that the plenum temperature was 300K, injection of fuel is estimated to
contribute 6% of both the specific impulse and specific thrust for the
inlet injection scheme. For the combined injection scheme, injection of
fuel is estimated to contribute 20% of the specific impulse and 11% of
the specific thrust. These are non-negligble contributions, confirming the
assertion that thrust gained from fuel must be included in force balance
experiments, particularly at high Mach number test conditions. Full details
of the calculation of these values is provided in Appendix J.
The similarity of the specific impulse for the two schemes is an inter-
esting result and is due in part to the contribution from fuel injection.
Subtracting this contribution, the specific impulse of the inlet injection
scheme reduces to 2046 s and the specific impulse of the combined injec-
tion scheme reduces to 1724 s. These values are the fraction of specific
impulse due to combustion heat release. The smaller value for the com-
bined injection scheme indicates that, relative to the fuel mass flow rate,
the measured thrust increment was not as large as it could be. This is not
surprising given that the fuel equivalence ratio of this test was greater
than 1; on a global scale the excess fuel cannot be used for combustion.
An estimate for the internal performance of the m12rest engine can be
made by subtracting the specific impulse and specific thrust required to
overcome the internal fuel-off drag from those values listed in Table 7.2.
That is,
ηio = η
∆
o −
Fix,CFDux
m˙f,t∆hc
(7.9)
ηio,c = η
∆
o,c −
Fix,CFDux
m˙f,t(∆hc +ψf)
(7.10)
Iisp = I
∆
sp −
Fix,CFD
m˙f,tg
(7.11)
T isp = T
∆
sp −
Fix,CFD
m˙A
(7.12)
where Fix,CFD is the fuel-off drag of the internal flow path calculated from
numerical simulation (Chapter 5). The superscript i is used to indicate that
the above performance metrics are for the internal flow path. Using the
data provided in Tables 7.1 and G.3, the above equations may be evaluated.
The results are provided in Table 7.3 for two cases. For case 1, Fix,CFD
includes only the internal surface group shown in Figure 5.9 whereas
for case 2, Fix,CFD includes both the internal and forebody surface groups.
In this way case 1 results are suitable for comparison with semi-freejet
experimental data that do not feature a vehicle forebody and case 2 are
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suitable for comparsion with freejet experiments or numerical simulation
which include the vehicle forebody.
Negative values are obtained for the inlet injection scheme, indicat-
ing that the measured thrust increment was insufficient to overcome the
internal drag of the engine. For the combined injection scheme the in-
ternal performance metrics are all positive. Accounting for the engine
forebody (case 2), the internal specific impulse and specific thrust were
548 s and 189m/s respectively for the combined injection scheme at a fuel
equivalence ratio of 1.20.
Table 7.3 – Estimated Internal Engine Performance. Case 1 is
for just the internal surface group, case 2 is for the internal
and forebody surface groups; see Figure 5.9.
Units Inlet Inj. Combined Inj.
Case 1 Case 2 Case 1 Case 2
ηio −0.05 −0.28 0.26 0.14
ηio,c −0.04 −0.25 0.24 0.13
Iisp s −181 −1095 1011 548
T isp m/s −38 −235 348 189
Smart (2012) investigated the influence of inlet compression ratio on
scramjet engine performance and, as a part of the study, made quite
detailed estimates for scramjet specific impulse and overall efficiency
across a range of flight Mach numbers. The results are reproduced in
Figure 7.13 where the pressure ratio Prat is the ratio of the static pressure
at the inlet throat to the static pressure of the freestream. Key assumptions
made by Smart (2012) include that the vehicle was flying on a constant
dynamic pressure trajectory of 50 kPa, that the engine was fuelled with
gaseous hydrogen at an equivalence ratio of 1.0, that the combustion
efficiency was 80%, that the engine featured a divergent combustor with
area ratio of 2 and that, relative to the freestream capture area, the nozzle
expansion ratio was 1.5 with a thrust efficiency10 of 90%.
For the m12rest engine studied in this thesis, the inlet compression
ratio is Prat = 72 (see Tables 3.3 and 5.2), the combustor has an area ratio of
2 (Section 3.4.1) and, relative to the freestream capture area,11 the nozzle
expansion ratio is 1.43 at the high pressure test condition. Hence, the
m12rest engine is comparable with that analysed by Smart (2012). Based
on the results plotted in Figure 7.13, at a Mach 10 flight condition an
internal specific impulse of approximately 1500 s is predicted with an
10 Defined as the ratio of actual thrust produced by the nozzle expansion to that produced
by an isentropic expansion of the flow to the same area ratio.
11 Combining the data in Tables 3.3 and 5.2, the freestream capture area is 2008mm2 at the
high pressure test condition and 1924m2 at the low pressure test condition.
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Figure 7.13 – Theoretical internal scramjet engine performance as a function of inlet compression
ratio for different flight Mach numbers. Reproduced from Smart (2012).
overall efficiency of 0.37. These values are approximately 2.7 times larger
than those listed in Table 7.3. There are several possible reasons why the
m12rest engine does not meet the performance estimates of Smart (2012).
These are listed as follows.
1. A lower than assumed combustion efficiency: as noted above, Smart
(2012) assumed an overall combustion efficiency of 80%. Because of
the small-scale of the current engine and an un-scaled test condition
(Section 3.3.2) a combustion efficiency of 80% may not have been
achieved in the current experiments. Typically the experimental com-
bustion efficiency is estimated by matching the measured pressure
distribution using quasi-one dimensional cycle analysis (see for e.g.
Moule and Smart, 2013). Due to the sparseness of the internal pres-
sure measurements (Figure 3.9 and Section 3.4.4), such an analysis
was not possible for the current work.
2. An inefficient engine nozzle design: as discussed in Section 5.6, the
fuel-off thrust produced by the current engine nozzle was 5.5N
at the high pressure test condition. This corresponds to a nozzle
thrust efficiency of just 43%, significantly less than the value of 90%
assumed by Smart (2012). Possible reasons for the low efficiency
include that the current nozzle is not a fully enclosed nozzle and
that the inflow to the nozzle is highly non-uniform. If a more efficient
nozzle was fitted to the engine, the internal specific impulse would
increase by approximately 283 s.
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3. Larger inviscid drag due to forebody leading edge bluntness: while
the analysis of Smart (2012) included the vehicle forebody, it did not
include the drag associated with a blunt leading edge. This drag was
excluded because leading edge bluntness is highly dependent on the
vehicle configuration and flight trajectory and the drag associated
with leading edge bluntness may be attributed to the vehicle airframe
or external surfaces, rather than to the internal engine flow path. For
the current engine, the leading edge radius is 0.5mm. As discussed
in Section 5.5, the inviscid drag of this leading edge is 3.6N and is
comparable with the inviscid drag of the forebody wedge (3.7N).
Excluding this drag from the forebody surface group increases the
internal engine specific impulse by 171 s.
4. The result is based on a single shot: A significant caveat for the
results presented in Table 7.3 is that they are based solely on a single
shot for each fuelling configuration. The variation of thrust increment
with fuel equivalence cannot be determined from the experimental
data recorded for this thesis and so it remains unknown whether or
not the values given in Tables 7.2 and 7.3 are the highest achievable
with the current engine.
Addressing items 2 and 3 would increase the internal specific impulse
from 548 s to approximately 1002 s, an improvement of 83%. Further
improvement is expected to be achieved by increasing the engine scale
without altering the test condition (item 1) and item 4 may be addressed
by completing another test campaign. Unfortunately, time and resources
did not permit a third campaign from being completed as a part of this
thesis.
To conclude this chapter, it is worthwhile postulating the feasability of
achieving a cruising state at Mach 10 with a modified version of the current
m12rest engine. Using Equations (7.1) and (7.7) and the data in Table 7.1,
a thrust increment of ∆T = 45.3N is estimated for the combined injection
scheme at equivalence ratio of 1.20. Based on the numerical simulation of
the engine presented in Chapter 5, the net fuel-off drag is 58.4N at the
high pressure test condition (Table G.2). Combining these two values gives
a fuel-on drag of 13.1N. This is the value of drag that is be expected to be
measured for the m12rest engine in the absence of any adverse influences
related to the force balance shielding and facility nozzle flow.
Now suppose that a sharp leading edge is used for the engine forebody.
In this case, the fuel-off drag decreases from 58.4N to 54.8N and the
fuel-on drag decreases from 13.1N to 9.5N. Further suppose that a more
efficient nozzle is fitted to the engine and that this nozzle has an exit area
equal to the frontal area of the m12rest engine and a thrust efficiency
of 90%. Such a nozzle would produce 13.4N of thrust for fuel-off (Sec-
tion 5.6), a value that is 7.9N greater than the current nozzle. With this
nozzle fitted, the fuel-off engine drag is further reduced to 46.9N and the
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fuel-on drag is reduced to just 1.6N, that is, almost a cruising state. Further
improvement could be gained by shortening the forebody which would
decrease the fuel-off drag (by reducing the frontal area) while improving
the mass capture performance of the engine (by reducing forebody flow
spillage). Also note that in addition to reducing the fuel-off drag of the
engine, an improved engine nozzle design is expected to increase the mea-
sured fuel-on thrust increment, thereby further descreasing the fuel-on
drag.
While the preceeding calculation is quite approximate, it does indicate
that achieving a cruise condition at Mach 10 should be possible with a
modified version of the current m12rest engine. The results and discus-
sion presented in this section and in Section 5.6 unequivocally demonstrate
that the development of an efficient, shape-transitioning engine nozzle
is critical to the achievement of net thrust at high Mach number flight
conditions.
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8
The eighth and final chapter, in which the story is brought to a close and some
recommendations are made for future areas of investigation.
8.1 thesis summary
The aim of this thesis was to experimentally investigate the performance
of an airframe integrated rest scramjet engine module at a true Mach
10 flight condition. The experiments were conducted using the t4 Stalker
Tube at The University of Queensland and the engine performance was
characterised through measurement of internal pressure and net lift, thrust
and pitching moment using a three-component stress wave force balance.
An existing Mach 12 rest engine flowpath was integrated with a slender
6° wedge forebody, streamlined external geometry and three dimensional
thrust nozzle. The scale of the engine module was chosen so that the entire
engine fitted within the core-flow diamond produced by the Mach 10
nozzle of the test facility. Although the resulting engine was one-third of
the design-scale, operational limits of the t4 Stalker Tube prevented the
test conditions from being adjusted to satisfy the binary scaling principle
ρL = constant (Hornung, 1988). Two true-flight test conditions were used,
a low pressure condition simulating flight at a dynamic pressure 28 kPa
and a high pressure condition simulating flight at a dynamic pressure
48 kPa.
Two experimental campaigns were conducted for this thesis. During the
first campaign a three-component force balance was used and technical dif-
ficulties, caused by the design of the associated shielding, were encounted
which adversely affected the quality of the test flow. During the second
campaign the force balance was replaced by a streamlined rigid mount.
The resulting internal pressure data demonstrated the operability of the
engine at each test condition for a range of fuel equivalence ratios. Three
fuel injection schemes were studied, inlet-only injection, step-only injection
and a combined injection scheme for which the fuel split was approxi-
mately 68% to the step and 32% to the inlet. Good combustion pressure
rise was recorded for both the inlet and combined injection schemes and
the timing of fuel injection was found to influence flow establishment
within the engine.
Despite the technical difficulties experienced, the results of this thesis
indicate that it is possible to measure the net forces of a mechanically
and geometrically complex, moderate scale, hydrogen fuelled, airframe
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integrated scramjet engine module at high Mach number test conditions
within an impulse facility. With continued improvement of the force bal-
ance technology, it will be possible to better quantify the net aerodynamic
performance of the m12rest engine. Unfortunately time and resources
did not permit a third test campaign to be completed as a part of this
thesis.
The remaining two sections of this chapter detail the major findings
of this thesis and the recommendations for future work. For clarity each
section has been divided into two groups, scientific and technical. Sci-
entific findings and recommendations are those that are directly related
to the operation of the m12rest engine while the technical findings and
recommendations focus on the experimental environment and apparatus,
including the force balance technology.
8.2 thesis findings
8.2.1 Scientific
sf1. rest-based scramjet engines can be integrated with an airframe without adversely
affecting engine operation. This thesis has documented the first experimental
data for an airframe integrated rest scramjet. The data also represents the
first time that a rest scramjet has been tested in a freejet configuration.
During the design of the model two aspects of the integration with a
slender wedge forebody were of concern, these were that flow spillage from
the forebody would be significant and that the thick boundary layer that
develops along the forebody would affect the inlet. The experimental data
presented in this thesis, in conjuction with fuel-off numerical simulations
demonstrate that flow spillage was approximately 12% of the flow through
the projected inlet capture area and did not adversely affect the engine
operation. The experimental data also demonstrate that no boundary layer
trip was needed on the forebody at either test condition and that the
thick forebody boundary layer ingested by the inlet did not affect engine
operation.
sf2. Inlet injected fuel acts as a pilot for the fuel injected at the step, significantly
increasing the combustion induced pressure rise. While very little combustion
occured when fuel was injected only from the step, robust burning was
observed for both the inlet and combined injection schemes. The measured
increase in pressure was greater for the combined scheme than for the
inlet scheme. Taken as a set the data unequivocally demonstrate that the
inlet injected fuel acts as a pilot for the step injected fuel in the combined
injection scheme. Three mechansims are hypothesised to be at work. Firstly,
the interaction of the inlet fuel plumes with the engine cowl shock would
increase vorticity within the combustor, thereby increasing the mixing
of the step injected fuel (Buttsworth, 1996; Gehre et al., 2013). Secondly,
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ignition and combustion of the inlet injected fuel creates free-radicals that
would promote ignition of the step injected fuel and thirdly, combustion
of the inlet injected fuel would increase the mean flow temperature and
pressure, beneficially influencing the ignition and reaction lengths for the
step injected fuel.
sf3.The operation of the m12rest engine was demonstrated to be relatively insen-
sitive to changes in flight dynamic pressure. There are two aspects to this
conclusion. Firstly, although the engine was one-third of the design-scale,
no scaling of the test condition to satisfy ρL = constant was completed.
Even so, good combustion induced pressure rise was measured at both
test condition. Secondly, data for the low and high pressure test conditions
were comparable for both the inlet and combined injection schemes.
sf4.Generation of net thrust at high flight Mach numbers is difficult. Although
technical difficulties were encountered in this thesis, some net force data
was measured for the m12rest engine at the Mach 10 test conditions. This
data represents the first time that aerodynamic forces have been directly
measured at such a high Mach number for an airframe integrated fuelled
scramjet engine. The measured fuel-on thrust increment for both the inlet
and combined injection schemes indicated that the specific impulse of the
m12rest engine was approximately 2200 s with an overall efficiency of
approximately 55% (with respect to the fuel chemical energy). Despite the
good performance, net thrust was not achieved, a result that was due in
large part to an inefficient engine nozzle. Numerical force data presented
in this thesis highlighted the challenge of thrust production at Mach
numbers above ten. Based the measured thrust increment and numerical
fuel-off drag, it was estimated that a cruising state, i.e. thrust equal drag,
could be achieved with a modified version of the current engine. The
necessary modifications included sharpening the forebody leading edge
and developing an efficient three-dimensional thrust nozzle with exit area
equal to frontal area of the engine (Section 7.6). Judicious use of thrust
gained from fuel injection and maximising the internal drag reduction
achieved through boundary layer combustion of the step injected fuel
would help achieve net thrust.
8.2.2 Technical
tf1.Early timing of fuel injection relative to arrival of the test flow artifically influences
the engine operation and combustion. Although the physical mechanisms are
not well understood, the internal pressure data of the m12rest engine
proved that early fuel injection for either the inlet or combined injection
schemes prevented the inlet from properly starting. For the step-only
injection scheme, early timing of fuel injection resulted in unsteady com-
bustion with a larger pressure rise than was achieved with late timing of
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fuel injection. This is not considered to be meaningful data and is due
to an interaction with the facility starting process. Further to this, the
influence of fuel injection timing on flow establishment does not apply to
all model geometries (see, for example, Kirchhartz, 2010, Section 5.3) and
so should be assessed experimentally for each (new) configuration tested
within the t4 Stalker Tube.
tf2. The t4 Mach 10 nozzle is susceptible to blockage from the model and/or the asso-
ciated shielding. Captured by high speed schlieren photography during the
force balance campaign, an erroneous oblique shock wave was observed
exiting the facility nozzle and interacting with the model flow field. This
shock was hypothesised to originate from a localised flow separation near
the exit of the facility nozzle. The ultimate cause for the flow separation
remaining in the nozzle is hypothesised to be blockage of the facility
nozzle by the force balance shielding. This blockage is also due to the
facility nozzle exit diameter being comparable with the width of the test
section.1 An influence of this type has not previously been documented in
the t4 Stalker Tube.
tf3. The on-board fuel system based around a small fuel tank worked. During the
development of the m12rest engine the decision was made to place
the fuel system on-board the experimental model so that forces due to
fuel injection were included in the force measurement. The resulting
fuel system utilised a small 150 cm3 Swagelok® sample cylinder as the
tank. This tank was found to be adequate for the current experiments,
supplying a steady plenum pressure for a duration of approximately 2ms.
In addition, the thrust due to fuel injection was estimated to contribute
6% of the specific impulse of the engine for the inlet injection scheme
and 20% for the combined injection. The use of an on-board fuel tank to
permit inclusion of the fuel injection forces is thus important for force
balance testing of scramjet engines at high Mach flight conditions.
tf4. A comprehensive documentation of the calibration of a 3-component stress wave
force balance. A technical achievement rather than a technical finding, the
explanation provided in Chapter 4 of the creation of a girf from a set of
individual point-load calibrations represents the most comprehensive and
detailed to date. Calculation of the girf weighting factors for the m12rest
engine and evaluation of the girf were also explained. The documentation
of the three-component force balance presented in this thesis will be useful
for any researcher who is interested in conducting experiments with a
multi-component stress wave force balance.
1 The t4 test section is 450mm square while the exit diameter of the Mach 10 nozzle is
378mm.
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8.3 thesis recommendations
8.3.1 Scientific
sr1.Investigate the state of the boundary layer on the forebody of the m12rest engine
through measurement of heat flux. Forced-transition to turbulence of a hyper-
velocity boundary layer is an area of ongoing research within the Centre
for Hypersonics (see, for example, Wise and Smart, 2012). The experimen-
tal data presented in this thesis indicated that no boundary layer trip was
required on the forebody of the m12rest engine at the investigated test
conditions. Using the correlation of He and Morgan (1994), the boundary
layer transition length was estimated in this theis to be comparable with
the forebody length (Section 3.4.2). However, numerical simulations of the
engine assumed fully turbulent boundary layers. Instrumentation of the
forebody of the m12rest engine with heat flux gauges would allow the
state of the boundary layer entering the engine to be characterised and
would contribute to the limited experimental data that exists in the litera-
ture for boundary layer transition at high Mach numbers (see Technical
Recommendation 6).
sr2.Develop an efficient three-dimensional nozzle for the m12rest engine. In con-
juction with numerical simulation, the force data measured in this thesis
showed that the engine nozzle was poorly designed and limited the
thrust of the engine. While the literature contains many studies of (no-
tionally) two-dimensional single expansion ramp nozzles (sern), very
little work has been completed examining how to design an efficient three-
dimensional nozzle for airframe integrated rest-based scramjet engines.
The modular design of the m12rest model developed for this thesis would
permit the net, integrated performance of different nozzle designs to be
evaluated experimentally.
sr3.Investigate design alterations to the inlet to increase the projected engine capture-
to-frontal area ratio. Although the m12rest engine designed for this thesis
featured streamlined external geometry, the projected engine capture-to-
frontal area ratio was only A1/Af = 60%. Increasing this fraction closer to
100% without adversely affecting the internal performance improves the
thrust generation potential of the engine. Recent computational work by
Gollan and Ferlemann (2011) has suggested that for rest inlets, turning of
the internal flow parallel to the nominal flight direction could be achieved
gradually within the inlet rather than sharply at the inlet-combustor
interface. Doing this would significantly reduce the projected area of the
external cowlside surfaces of the inlet, thereby reducing the frontal area
without affecting the inlet capture. The projected capture-to-frontal area
ratio would subsequently increase. Hence it is recommended that the
preliminary results of Gollan and Ferlemann (2011) be investigated further,
both computationally and experimentally.
203
8 Conclusions and Recommendations
sr4. Investigate the piloting effect that inlet-injected fuel has on step-injected fuel
through numerical simulation. While fuel-on numerical simulations would
have aided the interpretation of the experimental data, such simulations
were not considered within the scope of this thesis. It is therefore recom-
mended that a numerical study of the m12rest engine be completed. This
study should account for the effects of fuel injection and combustion. In
particular the study should examine the changes to the internal flow field
that result from injection of the fuel, compare the mixing and combustion
performance of the three different injection schemes tested in this thesis
and in particular investigate by what mechanism the inlet-injected fuel
promotes combustion of the step-injected fuel.2
sr5. Examine the use of stream-thrust probes to predict the internal thrust of an
engine. In this work the internal performance of the m12rest engine was
estimated by comparing the net drag measured for a fuel-on test to that
measured for a fuel-off test. The internal performance of the engine was
estimated by subtracting the fuel-off drag calculated from numerical sim-
ulation from the experimental thrust increment. Demarcation of internal
and external performance of the engine for a single experiment would
be useful and possible through the measurement of stream-thrust at the
engine nozzle exit (in addition to the force balance). This methodology
has previously been proposed by Voland (1990) and more recently Hiers
et al. (2005) have investigated the development of a suitable probe. Since it
provides an independent method for the estimation of internal thrust, the
measurement of the nozzle exit stream-thrust would also be of use during
complete engine tests which do not use a force balance.
8.3.2 Technical
tr1. Redesign the force balance top plate and additional inertial mass to reduce the
frontal area of the associated shielding. Before any further experiments with
the m12rest engine and force balance are completed, the top plate and
additional inertial mass of the force balance must be redesigned to reduce
the frontal area of the associated shielding to be comparable with that of
the streamlined shielding used during the second test campaign of this
thesis (see Figure 4.1). Noting that in this work the force balance was
mounted to the top of the test section using a tunnel attachment plate
rather than the standard t4 attachment rails (see Figure 3.16), there is no
reason for the balance top plate to be 211mm wide. Minimising the frontal
area of the force balance shielding will limit the influence of the shielding
on the facility nozzle, subsequently improving the quality of the test flow
and the force measurement.
2 At the time of writing this recommendation is being addressed through the work of Mr.
James Barth, a PhD candidate within the cfh. See, for example, Barth et al. (2014, 2012).
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tr2.Reduce the forebody length of the engine. In this work the forebody length was
defined assuming that an inviscid 2-d shock formed from a sharp leading
edge would intersect the inlet cowl closure location at the design condition.
Viscous flow effects on the forebody and the blunt leading edge cause
an increase in the forebody shock standoff, resulting in a conservative
forebody length and increased flow spillage. It is recommended that fuel-
off numerical simulations be completed across a range of Mach numbers
and that the resulting data set be used to judiciously shorten the forebody
of the engine.
tr3.Investigate the use of Loctite® 515™ as a suitable transmission medium for stress
waves. During the development of the three-component force balance,
Robinson (2003a, Section 5.4.3) discovered that repeatability and transmis-
sion of stress waves was improved when Molykote® 111 compound grease
was applied to the interface of each model joint. Robinson also stated that
the signal quality did not degrade when the model was left for several
weeks. In this thesis, due to the lack of o-ring seals, Loctite® 515™ was
used as a sealant at many of the major interfaces of the model (Doherty,
2013b) and it was assumed that this substance would be a suitable stress
wave transmission medium. Given the change in calibration strain signals
that occured between the pre- and post-campaign calibrations of the force
balance, it is recommended that the suitability and long term stability of
Loctite® 515™ as a stress wave transmission medium be investigated prior
to any further experiments with the m12rest engine and three-component
force balance.
tr4.Re-manufacture the stress bars. Towards the end of the force balance cam-
paign the primary strain gauges were intermittenly faulty. Rather than
re-instrument the current bars, which would be difficult to achieve without
destroying the existing instrumentation,3 it is recommended that each of
the bars be remade. Remaking the bars also allows the design to be slightly
altered such that each bar is machined as a single piece, rather than being
a bolted assembly of three components. This would eliminate two unnec-
essary joints per bar.4 Additionally, the dimensions of the piezo-electric
film of the current stress bars were chosen by Robinson (2003d, Section
5.2.6) based on the expected force and strain magnitudes. Noting that
the fuel-off lift and drag of the scramjet engine tested by Robinson were
approximately 400N and 100N (respectively), while those of m12rest
engine were approximately 100N and 50N (respectively), the smaller mag-
nitude of the forces of the m12rest engine should be taken into account
3 Each bar was shielded using a pvc tube that was sealed and held in place by rtv silicone
adhesive.
4 The design of the bars is detailed in Robinson (2003d). Recently the capabilities of the
Mechanical Engineering Workshop at The University of Queensland have increased
through the addition of a 5-axis cnc mill. Such a mill makes the creation of each bar as a
single piece easy.
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during (re)instrumentation of the stress bars. Is is expected that increasing
the response of the gauges relative to the input force would improve the
force recovery of the balance.
tr5. Fit additional pressure transducers to the engine nozzle. Typically, quasi-one
dimensional cycle analysis of the internal pressure measurements is com-
pleted to estimate the combustion efficiency achieved during the exper-
iment (see, for example, Moule and Smart, 2013). Due to the limited
number of pressure taps within the engine combustor and particularly the
engine nozzle, an anlysis of this type was unable to be completed for the
small-scale m12rest engine data presented in this thesis. Increasing the
number of pressure transducers within the engine nozzle to at least three
would permit the variation of pressure on the bodyside to be partially
resolved, thereby providing sufficient information to allow cycle analysis
of future data to be completed.
tr6. Instrument the engine forebody with thin-film heat flux gauges and additional
pressure transducers. Related to scientific recommendation 1, it is recom-
mended that the forebody be instrumented with thin-film heat flux gauges
in a manner similar to Wise and Smart (2012) so that the state of the bound-
ary layer entering the engine can be better characterised. Furthermore, it
is also recommended that the forebody be instrumented with additional
pressure transducers as this would permit the pressure variation across
the forebody to be partially resolved. Additional forebody pressure trans-
ducers would also provide extra data for comparison with the numerical
simulations of the engine (Chapter 5) and with the calculated facility
nozzle flow (Section 3.3 and Figure 7.3).
tr7. Instrument each fuel plenum for measurement of the fuel temperature. In this
thesis the standard methodology5 used for calculating the fuel mass flow
rate for a single-plenum injection scheme was found to over-estimate
the mass flow rate when applied to a combined injection scheme. This
result was intimately related to the theoretical basis of the calibration
method and was accounted for in this thesis through the introduction of an
empirical calibration constant specifically for combined injection schemes.
The theoretical basis for the combined injection calibration constant has
not been well established. The introduction of the empirical calibration
constant can be circumvented through measurement of the fuel plenum
temperature (in addition to the fuel plenum pressure). The caveat is that
the temperature measurement should have a similar transient response to
the pressure measurement. It is recommended that further analysis and
experimentation be conducted to improve the calibration methodologies
for combined injection systems.
5 Here ‘standard methodology’ should be interpreted as meaning ‘that which has been used
within the Centre for Hypersonics for several years’.
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tr8.Measure the facility recoil signal using a 5µs timebase (medium timebase). Due
to the observed sensitivity of flow establishment within the engine to the
timing of fuel injection, it is recommended that for future experiments
the facility recoil, which triggers the fuel system, be recorded using a 5µs
timebase rather than a 400µs timebase as used in this thesis. A smaller
recording timebase would greatly improve the repeatability and control of
the fuel injection timing.
tr9.Investigate the benefits and feasibility of altering the stress bar arrangement to
decrease force coupling. The current “M” arrangement of the force balance
stress bars was chosen by Robinson (2003d) after an extensive finite-
element study because it offered the best combination of force recovery
and ease of shielding. This arrangement however, results in strong coupling
between the output strain signals and force inputs, particularly when the
centre of force of the scramjet engine does not coincide with the symmetry
plane of the bars. It is therefore recommended that a finite element analysis
similar to that completed by Robinson et al. (2004) be undertaken for
the m12rest engine. The analysis should focus on developing a greater
understanding of the response of the model to the calibration hits and
to a distributed aerodynamic load, with the goal of improving the force
recovery for the m12rest engine. The benefits of using of an internal drag
bar in combination with two external lift bars should also be assessed
during the study.
tr10.Record high speed schlieren video of the inlet cowl closure region. During the
first test campaign, the use of high speed schlieren video was crucial
for diagnosing the influence of the force balance shielding on the facility
nozzle. It is therefore recommended that schlieren video be used for all
future test campaigns with the small-scale m12rest engine. Specifically,
the optics should attempt to visualise the inlet cowl closure location, thus
allowing the starting processes of the inlet flow to be assessed based on
the external cowl shock location.
tr11.Investigate transient flow establishment in complete scramjet flowpaths. During
this thesis the timing of fuel injection relative to flow arrival at the model
was observed to affect the establishment of the engine flow field. While
flow establishment within scramjet combustors has previously been stud-
ied (see, for example, Jacobs et al., 1992), the data presented in this thesis
imply that our knowledge of flow starting and establishment of complete
scramjet engine tested within reflected shock tunnel facilities is incomplete.
It is therefore recommended that transient numerical simulations of the
facility nozzle and engine starting processes be conducted to provide a
greater understanding of the physical mechanisms at work.
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“One never notices what has been done; one can only see what
remains to be done.”
– Marie Curie, 1894
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CALIBRATION METHODS
A
a.1 introduction
This appendix presents the calibration methods used for the nozzle supply
pressure transducers, the engine and fuel plenum pressure transducers
and the engine fuel system. For each calibration the apparatus is shown,
sample data are provided and the results are summarised. Uncertainty
analysis for the nozzle supply, engine and fuel plenum pressure transduc-
ers is presented. The uncertainty analysis for the fuel system, being more
complex, is presented in Appendix C.
a.2 nozzle supply transducers
Two pcb® piezo-electric transducers, model number 109m91, were used to
measure the pressure in the nozzle supply region of the t4 Stalker Tube.
Accurate measurement of this pressure is critical for determination of the
test flow conditions (Section 3.3). This section describes the method used
to calibrate the nozzle supply pressure transducers. Sample results are
provided and calculation of the calibration uncertainty is detailed.
Labelled as spa and spb, the nozzle supply transducers were calibrated
dynamically using the hydraulic rig shown in Figure A.1. Taking ad-
vantage of the incompressibility of oil, this rig permits pressures up to
approximately 50MPa to be (safely and easily) applied to the sensor face
through the manual adjustment of a piston. The hydraulic rig is capable
of generating a rapid pressure decrease, opposite to the pressure increase
that actually occurs during an experiment in the t4 Stalker Tube. Because
pcb® piezo-electric transducers exhibit a linear response and very low
hysteresis, the difference between the hydraulic rig and experiment does
not affect the validity of the calibration method.1
Each transducer is calibrated against a usg solfrunt® model 1981
high pressure bourdon tube gauge of range 0 to 80 000 kPa. A manual ball
valve separates a reservoir from the oil-filled tube to which the piston,
transducer and reference gauge are connected. The initial state of the rig
is such that the the piston is wound out, the reservoir is (nearly) empty
1 The voltage output of a piezo-electric transducer is proportional to the applied pressure.
When the pressure is held constant, the output signal decays to zero at a rate that is
governed by the time constant of the sensor (pcb Piezotronics Inc., 2013). If the applied
pressure is removed once the output signal has decayed, the resulting negative voltage
change is equal in magnitude to the positive voltage change that occured when the
pressure was first applied.
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(a) Schematic, adapted from Kirchhartz (2010)
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(b) Photograph. The transducer mount shown in this photograph is a recent
modification (circa June 2012) that allows the two nozzle supply pressure
transducers to be calibrated simultaneously.
Figure A.1 – Hydraulic rig used to calibrate the nozzle supply pressure
transducers
A.2 Nozzle Supply Transducers
and the manual ball valve is closed. The spindle is used to push the piston
forward, compressing the oil in the main tube and causing an increase
in pressure. Once the pressure measured by the reference gauge is at the
desired value, the system is held until the voltage output from the piezo-
electric transducer has sufficiently decayed. The shaft of the ball valve is
then struck with a hammer, causing the valve to open and allowing oil
to flow into the reservoir. Due to the incompressibility of hydraulic oil, a
small change in the volume rapidly releases the pressure applied to the
transducer.
Using the data acquisition system of the t4 Stalker Tube (see Sec-
tion 3.2.3) the transducer output is recorded for a total duration of 120ms
at a sampling frequency of 1MHz (1µs timebase). A typical output signal
for spb at a calibration pressure of 41MPa is provided in Figure A.2. The
magnitude of the change in signal between the first 15ms and the indi-
cated averaging window is proportional to the change in pressure. Each
transducer is calibrated over the range 16 to 46MPa at intervals of 5MPa.
Typically three repeat calibrations are completed at each pressure level.
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Figure A.2 – A typical transient voltage signal obtained using the oil
calibration rig. The data are for gauge spb at a nominal pressure of
41MPa (calibration spb_41000kpa_1).
Due to the importance of the nozzle supply pressure measurement
for the accurate determination of the test flow conditions, spa and spb
are calibrated prior to the start of each experimental campaign that is
conducted in the t4 Stalker Tube. For this thesis, a total of five sets of
calibration data were analysed to determine an overall sensitivity for each
transducer. The five data sets represented all the available calibration data
that was recorded between the first and second test campaigns conducted
for this thesis. Three sets were recorded by the author and one set each
was recorded by Dr. Wilson Chan and Mr. Dylan Wise.
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Table A.1 – Calibration Summary for the Nozzle Supply Pressure Transducers
(a) Calibration results over a 12 month period
Sensitivity
(10−5 V/kPa)
Person Month Year spa spb Notes
Luke Doherty March 2011 3.5063 3.4482 Early in campaign 1
Wilson Chan September 3.6858 3.4047 kari campaign
Dylan Wise October 3.6087 3.4514 Nozzle survey campaign
Luke Doherty November 3.5732 3.4635 Pre-campaign 2
Luke Doherty February 2012 3.6129 3.4303 Post-campaign 2
(b) Overall calibration results
Range Sensitivity Calibration
Gauge Model S/N (MPa) (10−5 V/kPa) Uncertainty (%)
spa 109m91 5563 120 3.5795 ±2.09
spb 5564 3.4465 ±1.97
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Figure A.3 – Calibration data for the nozzle supply pressure transducers. Data for spa are
given in the left column, data for spb are given in the right column
A.2 Nozzle Supply Transducers
The transducer sensitivity for each set of data is determined by plotting
the magnitude of the measured voltage change2 against the calibration
pressure and finding the line of best fit that passes through the origin.
Grouping the five sets of data together and applying the same method
gives the overall sensitivity for each transducer. The results are sum-
marised in Table A.1 and Figure A.3. In the lower half of Figure A.3 the
measured change in voltage is plotted against the measured pressure for
each calibration, while the individual sensitivities are provided in the
upper half. These sensitivities are calculated by taking a straight-line fit
between the origin and the data point of interest on the voltage-pressure
graph. Each data set is represented by a different symbol. Data for spa are
given in the left column of Figure A.3 and data for spb in the right column.
The overall sensitivity of each gauge is indicated by a dashed line.
The sensitivities listed in Table A.1 for each data set do not display any
significant trend with time and are to within ±3% of the overall sensitivity
for spa and to within ±1.2% for spb. In Figure A.3, the measured voltages
display good linearity with pressure and lie close to the line of best fit. The
individual sensitivities computed for spa exhibit greater variability than
those computed for spb. It is hypothesised that this increased variability is
related to the damage to the ceramic coating on the head of spa as shown
in Figure 3.6. For this reason, only transducer spb was used to process the
experimental data for inclusion in this thesis.
Some variation with calibration pressure is exhibited by the individual
sensitivities of each transducer. This variation is similar for each data set
suggesting that it is caused by or related to the calibration rig. There are
several difficulties associated with the hydraulic calibration rig. Firstly,
because the oil pressure acts to hold the ball valve closed, achieving a
rapid, clean opening of the valve is difficult and practically restricts the
calibration pressure to be less than 50MPa. Achieving three acceptable cali-
bration signals typically requires on the order of 10 repeat hits, particularly
at the higher calibration pressures.
Secondly, due to the design, the ball valve does not perfectly seal. The
rate of leakage of oil past the valve and into the reservoir influences
whether or not the calibration can be completed and the accuracy of the
pressure recorded from the dial gauge (relative to the actual pressure
applied to the transducer at the time the valve is opened). Leakage of oil
also influences the decay of the transducer voltage output to zero.
Thirdly, the valve shaft has a diameter of only 6mm and connects with
the ball via a thin thread. This thread and the shaft are subject to damage
from being repeatedly struck with a hammer during the calibration process.
It is common for the rig to require maintenance after a set of calibrations
has been completed.
2 To ensure consistency each set of data was (re)processed using the averaging window
shown in Figure A.2.
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The variation of the individual sensitivities with pressure that is ob-
served in Figure A.3 is hypothesised to be primarily related to leakage
of oil past the valve. Achieving a rapid opening of the valve may also
influence the computed sensitivity. Despite this variation, the calibration
data recorded using the hydraulic rig is considered of sufficient quality
for use in this thesis. The uncertainty analysis for the overall sensitivity is
presented in the next section.
a.2.1 Calibration Uncertainty
A concise summary of the uncertainty analysis for the hydraulic calibration
rig is provided in this section. General details regarding experimental
uncertainty analysis, as used in this thesis, are given in Appendix C.2. As
described in the previous section, the overall sensitivity of each nozzle
supply pressure transducer is calculated by fitting a linear equation of the
form
Vt = Stp (A.1)
to the calibration data, where Vt is the output transducer voltage, p is the
measured reference gauge pressure and St is the transducer sensitivity to
be determined (i.e. the slope of a line of best fit). For this thesis the line
of best fit was calculated using a weighted least squares method via. the
matlab® function robustfit.
As discussed in Appendix C.2.3 the line of best fit is considered to
be a data reduction equation for the calibration data. The sensitivity in
Equation (A.1) is written as
St = f(Vc,1,Vc,2, . . . ,Vc,N,pc,1,pc,2, . . . ,pc,N) (A.2)
where {{Vc,i,pc,i}}Ni=1 is the set of calibration data. The form of function
f depends on the method used to generate the line of best fit (and may
not be able to be written analytically). The total systematic uncertainty is
found by applying Equation (C.7) to Equation (A.2) to give3
B2St =
N∑
i=1
(
∂St
∂Vc,i
)
B2Vc,i + 2
N−1∑
i=1
N∑
k=i+1
(
∂St
∂Vc,i
)(
∂St
∂Vc,k
)
BVc,iVc,k
+
N∑
i=1
(
∂St
∂pc,i
)
B2pc,i + 2
N−1∑
i=1
N∑
k=i+1
(
∂St
∂pc,i
)(
∂St
∂pc,k
)
Bpc,ipc,k
+ 2
N∑
i=1
N∑
k=i
(
∂St
∂Vc,i
)(
∂St
∂pc,k
)
BVc,ipc,k (A.3)
3 This is Equation 7.27 from Coleman and Steele (1999) without the precision uncertainty
terms.
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where BVc,i is the systematic uncertainty in transducer voltage, Bpc,i is
the systematic uncertainty in pressure and BVc,iVc,k , Bpc,ipc,k and BVc,ipc,k
are the covariance estimates for the correlated systematic uncertainties in
different pairings of transducer voltage and pressure variables (Coleman
and Steele, 1999, Section 4-2.3).
In this thesis the systematic uncertainty in transducer voltage was as-
sumed to be ±1% of the measured value, due solely to installation effects
in the calibration rig. The systematic uncertainty in the pressure measured
using the bourdon gauge was assumed to consist of two elemental uncer-
tainties: a constant uncertainty of ±400 kPa for the gauge accuracy4 and a
constant uncertainty of ±500 kPa for the gauge readability and leakage of
oil past the valve.5 The measurement of the transducer voltage and cali-
bration pressure shared no elemental systematic uncertainties and so the
covariance estimate BVc,ipc,k = 0. The covariance estimate BVc,iVc,k for each
pair of calibration transducer voltages was evaluated using Equation (C.10)
under the assumption that the elemental systematic uncertainties were
correlated across all five sets of calibration data. This assumption was
considered reasonable since the same hydraulic rig was used for each
data set. The same assumption was used when evaluating the covariance
estimate Bpc,ipc,k for each pair of calibration pressures.
Equation (A.3) was implemented in a matlab® script. The partial
derivatives were estimated using finite difference and a perturbation of
±0.01% as recommended by Hudson et al. (2003, Section 7.2.4). The
resulting total systematic uncertainty in the overall sensitivity for each
transducer is
BSt =
{
±1.71% for spa
±1.86% for spb (A.4)
Calculated using Equations (C.29) to (C.31), the precision uncertainty of
the overall sensitivity is
PSt =
{
±1.21% for spa
±0.65% for spb (A.5)
Based on the data plotted in Figure A.3 the larger precision uncertainty
for spa is not unexpected. Finally, the total calibration uncertainty for the
4 This corrsponds to ±0.5% of full-scale as stated by the supplier, Ross Brown Sales Pty.
Ltd.
5 This corresponds to half of a single measurement division on the gauge. During a calibra-
tion the gauge was constantly monitored to ensure that the pressure did not noticeably
decrease prior to the ball valve being opened. Thus uncertainty in pressure due to leakage
past is grouped with the gauge readability error.
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nozzle supply pressure transducers is
USt =
√
P2St +B
2
St
=
{
±2.09% for spa
±1.97% for spb (A.6)
Calculation of the experimental uncertainty is discussed in Appendix C.3.
a.3 engine and fuel plenum pressure transducers
This section describes the calibration method for the engine pressure trans-
ducers. Sample results are provided and the calculation of the calibration
uncertainty is detailed. The engine Kulite® and fuel plenum pcb® pressure
transducers were calibrated dynamically using the rig shown in Figure A.4.
Two omegadyne® pressure transducers of range 0 to 344.7 kPa (0 to 50psi,
low range) and 0 to 1379 kPa (0 to 200psi, high range) were used as the
reference gauges. The general calibration procedure is as follows: the entire
system is isolated from the atmosphere and evacuated using the vacuum
pump. Provided there are no leaks or that any present are sufficiently small
the reservoir bottle is isolated from the transducer manifold and vacuum
pump and filled to the desired pressure (which may be sub-atmospheric)
based on the dial gauge. The transducer manifold is then isolated and the
solenoid valve triggered, allowing the gas in the reservoir bottle to flow
into the evactuated transducer manifold.
Data are recorded using National Instruments™ pxi-6133 14-bit cards
connected to a pxi-8196 controller and employing bnc-2090a adapters for
ease of use (Ridings, 2012). These are the same models as those used for
the main data acquisition system of the t4 Stalker Tube (Section 3.2.3). A
1MHz sampling rate (1µs timebase) was used and the data were recorded
for a duration of 150ms.
Sample data are provided in Figure A.5 for Kulite® transducer S/N R65-
39 at a nominal reservoir bottle pressure of 80 kPa. Two curves are plotted,
the normalised signal for the transducer and the corresponding pressure
signal of the reference gauge. The normalised signal is calculated by tran-
siently normalising the measured voltage output of the transducer with
the measured pressure output of the reference gauge. A slight time delay
exists between the rise of the transducer and reference gauge due to their
differing locations on the transducer manifold (Figure A.4b). This time de-
lay is appropriately accounted for when calculating the normalised signal.
The transducer sensitivity is then given by the average of the normalised
signal over a designated averaging window as shown in Figure A.5.
The sensitivity of each transducer was determined for a range of reser-
voir bottle pressures. The 10psi and 25psi gauges were calibrated against
the low range reference gauge at intervals of 20 kPa. The calibration range
was 0 to 100 kPa for the 10psi gauges and 0 to 180 kPa for the 25psi
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Figure A.5 – Sample pressure transducer calibration data. Data are for
Kulite® transducer S/N R65-39 (25psi range) and the low range ref-
erence gauge. The nominal fill pressure of the reservoir bottle was
80 kPa. The averaging window is indicated and for clarity the time axis
is arbitarily shifted.
gauges. The 100psi and 500psi gauges were calibrated against the high
range gauge at intervals of 100 kPa. The calibration range was 0 to 100psi,
being limited by the maximum system pressure of the calibration rig.6
Five repeat calibrations were completed at each reservoir bottle fill pres-
sure and for each calibration the gauge sensitivity was determined as
shown in Figure A.5. The overall average sensitivity was then computed
and used during the experiments within the t4 Stalker Tube. Table A.2
provides a complete summary of the transducers used for each experi-
mental campaign. Details of the reference gauges are also provided. For
each engine pressure transducer the average sensitivity, the standard de-
viation (σ) as a percentage of the average and the number of calibrations
completed (nc) are given.
a.3.1 Calibration Uncertainty
A concise summary of the uncertainty analysis for the pressure calibration
rig is provided in this section. General details regarding experimental
uncertainty analysis, as used in this thesis, are given in Appendix C.2.
For each reservoir bottle fill pressure the transducer sensitivity is calcu-
lated using the following experession
St =
Vt
Vref
Sref (A.7)
6 The solenoid valve used in the calibration rig was rated to a maximum pressure of 1MPa.
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Table A.2 – Calibration Summary for the Engine Pressure Transducers
(a) omegadyne® Reference Transducers
Range Sensitivity Accuracya
Gauge Model S/N (psi) (V/kPa) (%)
Low range px319-050a55 110107i190 50 1.4470× 10−2 ±0.25
High range px319-200a55 071507i029 200 3.6140× 10−3 ±0.25
a This is the manufacturer quoted value that includes linearity, hysterisis and repeatabil-
ity. The value is as a percentage of full-scale for a best-straight-line (BSL) fit.
(b) Campaign 1 transducers
Range Sensitivity σ nc XBSt X
P
St
XSt
Location Label Type S/N (psi) (V/kPa) (%) (%) (%) (%)
Forebody p1 Kulite® V65-78 10 1.4215× 10−3 0.3 22 2.33 0.13 2.33
Inlet 1 p2 n/a
Inlet 2 p3 R65-39 25 5.8777× 10−4 0.4 45 1.76 0.11 1.76
Inlet 3 p4 n/a
Combustor 1 p5 J79-29 100 1.4718× 10−4 0.3 35 1.70 0.09 1.70
Combustor 2 p6 J79-30 100 1.4777× 10−4 0.3 35 1.70 0.09 1.70
Combustor 3 p7 n/a
Combustor 4 p8 J79-31 100 1.4809× 10−4 0.3 34 1.71 0.09 1.72
Combustor 5 p9 J79-28 100 1.4754× 10−4 0.3 35 1.70 0.09 1.70
Nozzle p10 R65-98 10 1.4473× 10−3 0.2 22 2.33 0.10 2.33
Inlet Fuel f1 pcb® 12492 500 1.4284× 10−3 0.3 33 2.40 0.10 2.40
Step Fuel f2 12491 500 1.4679× 10−3 0.2 33 2.39 0.06 2.39
Shielding 1 sh1 Kulite® V65-55 10 1.4199× 10−3 0.3 19 2.34 0.15 2.35
Shielding 2 sh2 R65-97 10 1.3940× 10−3 0.5 20 2.35 0.23 2.36
Shielding 3 sh3 V65-85 25 5.7594× 10−4 0.3 45 1.76 0.09 1.76
Shielding 4 sh4 R65-37 25 5.8903× 10−4 0.3 45 1.76 0.09 1.76
(c) Campaign 2 transducers
Range Sensitivity σ nc XBSt X
P
St
XSt
Location Label Type S/N (psi) (V/kPa) (%) (%) (%) (%)
Forebody p1 Kulite® R65-98 10 1.4376× 10−3 0.2 20 2.51 0.11 2.51
Inlet 1 p2 V65-85 25 5.7530× 10−4 0.3 45 1.76 0.09 1.76
Inlet 2 p3 R65-39 25 5.8800× 10−4 0.3 45 1.76 0.08 1.76
Inlet 3 p4 R65-37 25 5.8960× 10−4 0.3 45 1.76 0.08 1.76
Combustor 1 p5 L77-94 100 1.5135× 10−4 0.3 36 1.74 0.08 1.74
Combustor 2 p6 L77-95 100 1.4699× 10−4 0.2 36 1.74 0.08 1.74
Combustor 3 p7 L77-97 100 1.4585× 10−4 0.2 36 1.74 0.08 1.74
Combustor 4 p8 J79-27 100 1.4747× 10−4 0.3 36 1.74 0.09 1.75
Combustor 5 p9 J79-29 100 1.4639× 10−4 0.3 36 1.74 0.09 1.75
Nozzle p10 V65-55 10 1.4313× 10−3 0.1 20 2.51 0.07 2.51
Inlet Fuel f1 pcb® 12492 500 1.3733× 10−3 0.3 35 2.42 0.11 2.43
Step Fuel f2 12491 500 1.4668× 10−3 0.2 35 2.42 0.08 2.43
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where St and Vt are the sensitivity and measured voltage output of the
transducer, respectively. Similarly Sref and Vref are the sensitivity and
measured voltage output of the reference gauge, respectively. The system-
atic uncertainty in measured voltage due to the National Instruments™
data acquisition system is assumed negligible in this thesis. Systematic
uncertainties of ±1%, ±2% and ±0.5% due to installation effects in the
transducer manifold are assumed for the Kulite®, pcb® and reference
transducer outputs, respectively. These uncertainties, along with the man-
ufacturer specified accuracy for the reference gauge (Table A.2), are the
elemental systematic uncertainties for the calculation of the transducer
sensitivity from a single calibration. As the manufacturer accuracy is given
as a percentage of full-scale, the uncertainty associated with the refer-
ence gauge is a constant that is equal to 0.862 kPa for the 50psi reference
gauge and equal to 3.447 kPa for the 200psi reference gauge. Thus, for
each calibration, the systematic uncertainty in the transducer sensitivity is
XBSt =

√
12 + 0.52 + (86.2/P)2 6 ±4.45% for 10 and 25psi Kulites®√
12 + 0.52 + (344.7/P)2 6 ±1.41% for 100psi Kulites®√
22 + 0.52 + (344.7/P)2 6 ±2.23% for pcbs®
(A.8)
where P is the calibration pressure in units of kilopascal. The sensitivity
listed in Table A.2 for each transducer represents the mean of a set of
individual calibrations, St. Since these individual calibrations were con-
ducted with the same apparatus and against the same reference gauge, the
elemental errors in each individual calibration are correlated with those of
every other calibration included in the calculation of the mean. Thus, the
total systematic uncertainty XB
St
of the mean sensitivity is calculated by
applying Equations (C.7) and (C.10). This calcuation was achieved through
the use of a matlab® script. The resulting values for XB
St
are provided in
Table A.2 for each transducer.
The relative precision uncertainty, XP
St
of the mean sensitivity is calcu-
lated using Equation (C.17) to be
XP
St
6
{
±0.13% for p1 through p10
±0.11% for f1 and f2 (A.9)
The calculated values of XP
St
for each transducer are listed in Table A.2.
Finally, the total calibration uncertainty is
XSt =
√(
XP
St
)2
+
(
XB
St
)2 6

±2.51% for p1 and p10
±1.76% for p2 through p9
±2.43% for f1 and f2
(A.10)
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Calculation of the experimental uncertainty is discussed in Appendix C.3.
a.4 fuel system
In this section the theory and calibration methodology for the fuel delivery
system are described and sample results are provided. Two different fuel
systems are discussed: single-leg fuel systems, for which a single Ludwieg
tube (or tank) supplies fuel to a single plenum chamber, and combined
fuel systems, for which a single Ludwieg tube supplies fuel to multiple
plenum chambers that cannot be considered identical. The theory provided
here for single-leg systems follows the original work of Prof. David Mee
and that reported in Robinson et al. (2003) while the theory presented for
combined systems has not previously been documented.
a.4.1 Single-leg systems
A schematic of a generic single-leg fuel system is provided in Figure A.6.
Assuming that the flow velocity within the plenum chamber behind the
injectors is sufficiently slow, then we may write that pp,0 ≈ pp and Tp,0 ≈
Tp. If the flow through the injectors is assumed choked then the mass flow
rate is given by:
m˙f = CdA
√√√√γ
R
(
2
γ+ 1
)γ+1
γ−1 pp√
Tp
(A.11)
where Cd is a discharge coefficient that accounts for viscous losses; A is
the total area of the injector holes; and R and γ are the gas constant and
specific heat ratio of the fuel, respectively. As only plenum pressure, pp,
and initial tank fill pressure, pTi, were measured during these experiments
(Sections 3.4.4 and 3.4.5), several additional assumptions are required to
provide an expression for Tp in Equation (A.11). Depicted in Figure A.6,
the first of these assumptions is that the gas in the tank undergoes an intial
isentropic expansion to some intermediate state, designated by subscript
0: (
TTi
T0
) γ
γ−1
=
pTi
p0
(A.12)
The second assumption is that the gas then flows adiabatically and with
some loss in total pressure from the intermediate state to the plenum
chamber. Thus, the conditions in plenum are related to state 0 by
Tp = T0 (A.13)
pp = kp0 (A.14)
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where k is some constant that is unique to the setup being considered
(i.e. k is dependent on the solenoid valve and fittings used, the tubing
lengths and bends). Combining Equations (A.12) to (A.14) the plenum
temperature is given by
Tp = TTi
(
kpTi
pp
)γ−1
γ
(A.15)
Substituting into Equation (A.11) gives:
m˙f = CdA
√√√√γkγ−1γ
RTTi
(
2
γ+ 1
)γ+1
γ−1
p
γ−1
2γ
Ti p
γ+1
2γ
p
= αp
γ−1
2γ
Ti p
γ+1
2γ
p (A.16)
where
α = CdA
√√√√γkγ−1γ
RTTi
(
2
γ+ 1
)γ+1
γ−1
(A.17)
The constant α is determined experimentally by opening the solenoid valve
for a short length of time (typically around 100ms) and allowing fuel to
be ejected from the system into a vacuum. Integrating Equation (A.16)
over the period that the valve is open gives the total mass lost from the
system
∆m = αp
γ−1
2γ
Ti
∫tf
ti
p
γ+1
2γ
p dt (A.18)
With knowledge of the total volume (VT ) of the fuel system between the
solenoid valve and manual isolation valve (Figure 3.13) and by recording
the initial (pTi) and final (pTf) pressure in the tank, the total mass expelled
from the system may also be calculated using
∆m =
(pTi − pTf)VT
RTTi
(A.19)
where it has been assumed that TTi = TTf. Combining Equations (A.18)
and (A.19) gives the following expression
α =
(pTi − pTf)VT
RTTip
γ−1
2γ
Ti
∫tf
ti
p
γ+1
2γ
p dt
(A.20)
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Figure A.6 – Schematic of a single-leg fuel system. Quantities in brackets were not experimen-
tally measured.
a.4.2 Combined systems
For combined fuelling systems it is tempting to write that the total mass
flow of fuel is the summation of the individual flows through each leg of
the system, that is
m˙f,t = p
γ−1
2γ
Ti
(
α1p
γ+1
2γ
p,1 +α2p
γ+1
2γ
p,2
)
(A.21)
However, Equation (A.21) is incorrect and over-estimates the fuel flow rate.
This is a consequence of the assumption represented by Equation (A.14)
and the subsequent inclusion of the proportionality constants kj into the
calibration constants αj (see Equation (A.20), j = 1 corresponds to the inlet
plenum, j = 2 corresponds to the step plenum). For a single leg system,
a causality exists between the tank fill pressure and plenum pressure.
This causality is represented by Equation (A.14). The proportionality
constant kj subsequently becomes included into the calibration constant
αj (Equation (A.20)) implying that the calibration constant αj is specific
to the arrangement of the fuel system that is used during the calibration.
When two single leg systems are combined and supplied fuel from the
same tank, the causality between the tank fill pressure and measured
plenum pressure changes. That is, the respective proportionality constant
of each plenum is altered by the presence of the other plenum. This is
seen in Figure A.7 in which typical calibration pressure traces are plotted
for the inlet, step and combined schemes for a tank filling pressure of
approximately 1100 kPa. Clearly the peak pressures attained in the inlet
and step injector plenums are smaller for the combined scheme than for
the individual schemes.
It is not possible to determine the change in proportionality constants
based solely on measurement of the plenum pressure. Consequently, for
this thesis, a third calibration constant αC was introduced such that the
245
A Calibration Methods
total mass flow of fuel for a combined system was given by
m˙f,t = αcp
γ−1
2γ
Ti
(
α1p
γ+1
2γ
p,1 +α2p
γ+1
2γ
p,2
)
(A.22)
This constant is determined experimentally using the same methodology
as the individual calibration constants: the solenoid valve is opened for a
period and initial and final tank pressure are noted. The total mass lost
from the tank based on the change in tank pressure is equated to the
integral of Equation (A.22) so that
αc =
(pTi − pTf)VT
RTTip
γ−1
2γ
Ti
∫tf
ti
(
α1p
γ+1
2γ
p,1 +α2p
γ+1
2γ
p,2
)
dt
(A.23)
a.4.3 Fuel System Volume
For completeness the volume of each component of the fuel system be-
tween the manual isolation valve and solenoid valve (Figure 3.13) are
provided in Table A.3.
Table A.3 – Fuel System Component Volumes
Volume, cm3 Calculation
Component Campaign 1 Campaign 2 Method
Manual valve to
Transducer
2.8 2.8 Theoretical
1/8 inch fill line 9.2 2.7 Theoretical
1/4 inch fill line 0 5.1 Theoretical
Tank 150 150 Manufacturer
Tank-to-Solenoid 2.2 2.2 Theoretical
Total 164.2 162.8
a.4.4 Plenum Pressure Correction
Due to the relatively long time frame over which the calibration of the
fuel system occurs, the pressure measured by the pcb® transducer returns
to a negative value after the valve closes and the system has drained of
gas. This is seen in Figure A.8 for the ‘raw’ signal and is a consequence
of the discharge time constant of the piezo-electric crystals at the heart
of the transducers (pcb Piezotronics Inc., 2013). Following Pulsonetti
(1995) and McGuire (2007), each raw plenum signal was adjusted using a
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(a) Inlet injection scheme. The initial tank pressure was 1175 kPa for the campaign 1 calibration and
1115 kPa for the campaign 2 calibration.
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(b) Step injection scheme. The initial tank pressure was 1168 kPa for the campaign 1 calibration and
1102 kPa for the campaign 2 calibration.
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(c) Combined injection scheme. The initial tank pressure was 1098 kPa for both calibrations.
Figure A.7 – Typical calibration pressure traces recorded for the inlet, step and combined
injection schemes. The initial fill pressure for the tank was approximately 1100 kPa for
each calibration. Campaign 1 data is given on the left, campaign 2 data on the right. The
data were filtered using a 0.5ms moving average and the solenoid trigger signals has been
provided for comparison (dotted line).
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linear correction defined by points O and A. The rotated signal has been
provided in Figure A.8 for comparison. The correction of the raw data was
completed prior to evaluation of Equations (A.20) and (A.23).
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Figure A.8 – Correction of fuel plenum pressure using a linear offset. The
data was filtered by a 0.5ms moving average and the time axis has been
shifted so that zero corresponds to fuel solenoid trigger. The data are
from campaign 2 calibration f1-1000kPa-1.
a.4.5 Calibration Results
Equations (A.20) and (A.23) were evaluated for the inlet, step and com-
bined injection schemes over a range of tank fill pressures. The resulting
values for the respective calibration constants are plotted in Figure A.9.
The mean values, summarised in Table A.4, are shown in each plot as a
horizontal line. The total uncertainty in the mean calibration constant was
approximately 10% and is listed in Table A.4. The total uncertainty for
each individual calibration was appoximately 6.5% and is indicated in
Figure A.9. The uncertainty analyses for a single calibration and for the
mean calibration constant are provided in full in Appendix C.8.
The change in calibration constants between the first and second cam-
paigns is believed to be a consequence of alterations made to the fuel
solenoid valve for the second test campaign. A softer spring and a dif-
ferent plunger with improved sealing material on the plunger face were
installed for the second campaign. These changes resulted in improved
opening and closing transients (Figure A.7) and improved sealing of the
valve. Since the combined fuel calibration constant is dependent on the
individual calibration constants, a decrease in the individual constants α1
and α2 produce an increase in in the combined fuel constant αC.
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Table A.4 – Fuel System Calibration Results
Campaign 1 Campaign 2
Inj. Scheme α σα (%) Xα (%) α σα (%) Xα (%)
Inlet 1.662× 10−9 0.83 12.9 1.387× 10−9 0.31 9.0
Step 2.849× 10−9 1.99 11.1 2.122× 10−9 1.46 9.2
Combined 0.768 1.24 0.843 0.64
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(c) Combined injection scheme
Figure A.9 – Fuel calibration constants for inlet, step and combined injection schemes. The
averaged value is indicated by a horizontal line. Campaign 1 data is given on the left,
campaign 2 data on the right.

3CFB SUPPLEMENTARY NOTES AND RESULTS
B
b.1 introduction
This appendix presents supplementary notes and results for the calibration
of the three-component stress wave force balance. These results are pre-
sented in support of the discussion of the calibration method that is given
in Chapter 4. Further calibration results may also be found in Doherty
(2013c).
b.2 calibration test model and hit naming convention
Prior to the manufacture of the m12rest engine, the operation of the 3cfb
gauges was confirmed using the test model shown in Figure B.1. This is
the same test model used by Robinson (2003d) during the development of
the balance. As stated in Section 4.2, each of the primary piezo-electric film
gauges were found to be operational. With the exception of that on bar
1, the secondary piezo-resitive gauges were also found to be operational.
Seven of eight operational gauges was considered sufficient for this thesis.
Ba
r91
Bar92 Ba
r93
Bar94
Stress9Bar
Moment
Thrust
Normal
Lift
Axial
45o
01 02 03 04 05 06 07 08 09 10 11 12 13
Calibration9Test9ModelImpact9Hammer
Calibration
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Figure B.1 – Schematic of the test model used to evaluate the force balance
The calibration of the test model was also used to develop the necessary
data management and analysis code. The influence of the choice of cali-
bration weighting factors on the quality of the girf was also investigated.
The calibration of the m12rest engine involved more than 960 hammer
hits and in order to efficiently deal with this quantity of data a naming
convention, based on that established by Robinson (2003d, section 5.3.1),
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was used to uniquely identify each calibration hit.
An acronym was used which specified on which side of the model the
calibration lug was placed, the direction of the hammer hit, the axial station
of the calibration lug and the repeat hit number. For example, lua15_2
indicates that the calibration lug was positioned at station 15 on the Left,
Upper side of the model, that the hit was in the Axial direction and that it
was the second such hit at this location. The naming convention included
an upper/lower surface designation so that a consistent convention could
be used for both the test model (Figure B.1) and the m12rest engine
(Figure 4.3).
b.3 summary of data processing steps
Table B.1 summarises each data processing step required for the calibration
of the three-component force balance. References to supporting documents
or sections of this thesis are provided where appropriate. matlab® scripts
written by the author handled the passing of data to and from hyforce.
hyforce was used to complete the numerical convolution and deconvolu-
tion. The deconvolution algorithm implemented in hyforce was based
on that reported in Prost and Goutte (1984).
Table B.1 – Data Processing Steps for the Force Balance Calibration
Step Description
1 Invert the calibration strains (Appendix B.4).
2 Zero the hammer signal outside of the pulse (see Section 3.2.3 in
Mee, 2002).
3 Trim the hammer and strain signals to 8000 data points as this is
the most that the hyforce program can accept (Mee, 2007). For
a recording timebase of 5µs, the total duration of the timmed
signal will be 40ms which is sufficient for shock tunnel data.
4 Generate the individual irf for each bar and calibration hit by de-
convolving the measured calibration strains with the associated
truncated hammer signals.
5 Convolve each individual irf with a unit-input load to generate
a set of expected unit-strain responses. For shock tunnel tests
the time history of the unit-input load may either be a pure step,
a tunnel-type load (Figure 4.6) or an spa-type load (i.e. scaled
from a measured nozzle supply pressure trace).
6 Cross-deconvolve the different ‘sets’ of calibration data (see Ap-
pendix A.3 in Mee, 2002).
7 Create a loading specification file based on a nominated refer-
ence load distribution and specified calibration locations. See
Section 4.5 and Appendix B.6.
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Table B.1 – Continued.
Step Description
8 Define an output specification matrix that reduces coupling of the
strain outputs and that appropriately accounts for the polarity
of the different strain gauges. See Equations (4.13) to (4.16) and
Appendix B.4.
9 Assemble the girf using the nominated loading specification and
output specification files (see Section 4.4). Assembly of the girf is
completed by hyforce. Scaling factors for the force components
must also be specified, as discussed in Appendix B.6.
10 For each calibration hit, combine the unit-strain responses (gener-
ated in step 5) according to the output specification matrix. This
produces point-load strain files.
11 Deconvolve each point-load strain file using the girf and plot
the recovered forces. See item 3, page 92 and Appendix B.10.
12 Using the reference load distribution, specified calibration loca-
tions and output specification matrix, combine the unit-strain
responses to form the expected distributed strain response. De-
convolve this distributed strain response using a nominated girf.
See item 4, page 92 and Section 4.6.1.
13 Based on the net forces of the reference load distribution used
in step 12, scale the unit-input load from step 5 to create a
true-input load file. Convolve this load file with the girf to
produce the convolved-expected strain reponse of the balance to
the distributed load.
14 Generate plots comparing the true and deconvolved forces and
expected and convolved strain responses of the balance.
15 Repeat steps 12 to 14 for a fuel-off distributed load. See item 5,
page 93 and Section 4.6.2.
16 Repeat steps 12 to 14 for a distributed load formed from hits to
the lower surfaces of the engine. See item 6, page 93, Section 4.6.3
and Appendix B.7.
17 Repeat step 12 for a distributed load formed from hits to the side
surfaces of the engine. See item 7, page 93 and Appendix B.12.
b.4 sign of individual irf and strain asymmetry
When conducting a calibration hit like that depicted in Figure B.1, the
instrumented impact hammer measures a positive force input. Simply
deconvolving the hammer signal with the corresponding strain signal(s)
produces an individual impulse response (Gijk ) that is inverted relative to
the correct response. This inversion is caused by the fact that in the N−A
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coordinate system (Figure B.1) each calibration hit imparts a negative force
to the model. To account for this difference each strain signal is inversed
prior to deconvolution with the relevant hammer signal.
In addition to appropriately accounting for the direction of the hammer
hits relative to the assumed coordinate system, the polarity of each strain
gauge must also be considered. In this thesis this was achieved in the
definition of the output specification matrix (Ao). Neglecting to account
for the strain gauge polarity can lead to one (or more) of the combined
strain signals being dominated by the others, reducing the ability of the
girf to recover the associated force input.
Consider for example the calibration test model as shown in Figure B.1.
The test model, being a solid rectangular block, and the stress bars are
both symmetric about the seventh calibration location. This symmetry
dictates that strains measured for hits in the normal and axial directions
at corresponding locations should also be symmetric. Example strain data
are plotted in Figure B.2 for calibration hits at locations n03 and a11. This
data show clearly that bars 2 and 3 are asymmetric. Noting that the force
balance could be reassembled with bar 2 (or 3) inverted or even swapped
with one of the other bars, the asymmetry of bars 2 and 3 is an artifact of
the wiring and installation of the particular gauges and does not represent
the true ‘sign’ of the strain.
In this thesis the combined normal, axial and moment strain signals
were formed using the following methodology: bars 1 and 3, being parallel
to the axial coordinate were averaged to give the axial strain; bars 2 and 4,
being parallel to the normal coordinate, were averaged to give the normal
strain; and, the difference between bars 1 and 3 and between bars 2 and 4
were averaged to give the moment strain. That is,
yN =
1
2
(y2 +y4)
yA =
1
2
(y1 +y3)
yM =
1
4
(y2 −y4 +y1 −y3)
If the asymmetric polarity of bars 2 and 3 was neglected then, based on the
above equations, the axial strain signal for hit n03 would be significantly
smaller than the normal strain signal, thus affecting the quality of the
recovered forces.
A study was conducted for the m12rest engine to examine the effect
that inverting each gauge had on the quality of the recovered forces for
both the fuel-off and fuel-on distributed loads (see item 5 for the basic
methodology). The results of this study are provided in full in Doherty
(2013c) and showed that the best force recovery occured when bar 2 was
inverted. The output specification matrix used in this thesis is given by
Equation (4.16).
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Figure B.2 – Unit-step responses of each stress bar due to an input at location n03 (left column)
or location a11 (right column). Data are given for both the left-side and right-side locations
of the calibration lug. The responses were generated by convolving the respective individual
irf (gijk ) with a unit-step.
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b.5 influence of deconvolution iterations
The deconvolution algorithm implemented in the computer program
hyforce is a constrained interative algorithm that was proposed by Prost
and Goutte (1984). Given the iterative nature of the algorithm and the
fact that no specific convergence criterion has been implemented within
hyforce, it is useful to consider the influence that the number of iterations
has on the quality of the impulse response function and recovered forces.
The basic one-dimensional deconvolution integral on which the stress
wave force measurement technique is based is
y(t) =
∫t
0
g(t− τ)u(τ)dτ (B.1)
where g(t) is the impulse response function (irf) of the system, u(t) is the
input force and y(t) is the measured strain response. Chapter 4 provides
further discussion of the theory and underlying assumptions. In this
section the above deconvolution integral will be written more concisely as
y(t) = (g ∗ u)(t) (B.2)
The inverse calculation, that is, the deconvolution of the response y(t)
with the irf g(t) will be written as
u(t) = (g ∗ y)−1(t) (B.3)
Similarly deconvolution of the system response y(t) with the input u(t)
to recover the irf g(t) of the system will be written as
g(t) = (u ∗ y)−1(t) (B.4)
Throughout the remainder of this section the dependence on time of u, g
and y is not explicity written. Furthermore, let a subscript number indicate
the number of iterations that were used for deconvolution when deriving
the system irf from the measured input and output. Thus, g100 indicates
that the 100 iterations were used when evaluating (u ∗ y)−1 and y100
indicates that g100 was used when evaluating (g ∗u)−1. With this notation
in place, it is possible to examine the influence of the number of iterations
on the ability of an irf to recover a known force input. The results are
presented in Figures B.4 and B.4b.
Using the pre-campaign calibration data, the individual irf of bar 1 for
a hit at location rua09 was computed using either 100 or 300 iterations.
The individual irf were then convolved with a unit-step input load to give
the expected unit-strain response. The results for each irf are compared
in Figure B.4b. The magnitude and time history of the computed strain
responses are essentially identical. Looking closely, the response computed
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Figure B.3 – Computed response of Bar 1 to a unit-step input at rua09 for two irf, g100
and g300, each derived from the measured hammer hit data using a different number of
deconvolution iterations.
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Figure B.4 – Effect of the number of deconvolution iterations on the quality of the recovered
force signal for two irf, g100 and g300.
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from g300 has slightly more high frequency content than the response
computed from g100.
The strain responses plotted in Figure B.4b were deconvolved with the
corresponding irf using three different values for the number of iterations.
The values were chosen to be half, equal to or five times the number of
iterations used when deconvolving the irf from the experimental data. The
recovered forces are plotted in Figure B.4. In each case the step response is
well recovered. However, the magnitude of the high frequency content of
the recovered force is influenced by which individual irf was used and by
the number of deconvolution iterations completed. For a given individual
irf the data show that increasing the number of deconvolution iterations
improves the quality of the recovered signal. This is to be expected for
a constrained iterative algorithm such as that implemented in hyforce.
Similarly the data also show that an individual irf derived using a larger
number of deconvolution iterations from the measured hammer hit data
produce highers quality recovered force signals.
Based on the results plotted in Figure B.4 it would be tempting using
a very large number of deconvolution iterations when calculating the
individual irf from the calibration hammer hit data and when using the
individual irf to deconvolve a given strain signal. There are however, two
practical limitations on the number of deconvolution iterations. Firstly,
increasing the number of iterations increases the computational time re-
quired for the deconvolution algorithm. This time is significant when
computing 960 individual irf as was required for the calibration of the
3cfb in this thesis. Secondly, deconvolution increases any system inconsis-
tent noise that may be present in the signals and can affect the quality of
the recovered forces during an actual experiment. In this thesis 300 decon-
volution iterations were used when generating the individual irf from the
calibration data; this value is consistent with previous researchers, see, for
example, Chan (2012), Kirchhartz (2010), and Mee (2003). In comparison,
when using the girf to deconvolve calibration or experimental data 1500
iterations were found to be necessary.
b.6 girf weighting factors and scaling of girf sub-matrices
The complete set of calibration weighting factors used to form the girf are
provided in Table B.2. These values were calculated using Equations (4.18)
to (4.22) and the reference load distribution provided in Figure 4.4. This
distribution approximates a fuel-on distribution for the m12rest engine
at the high-pressure test condition. Note that due to difficulty in obtaining
a single, clean hit at station 1, only calibration stations 2 through 20 were
used to form the girf. Also, the weighting factors given in Table B.2
represent the total for each calibration station and direction. As depicted
in Figure 4.3 and discussed in Section 4.4, the calibration lug was placed
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Table B.2 – Individual irf Weighting Factors used
to form the Global Impulse Response Function of
the balance.
Hit Normal Axial Moment
un02 0.066 542 79 0.000 000 00 −0.386 230 18
ua02 0.000 000 00 0.059 088 15 −0.293 626 62
un03 0.057 123 45 0.000 000 00 −0.299 046 77
ua03 0.000 000 00 0.051 098 68 −0.207 252 96
un04 0.055 383 48 0.000 000 00 −0.258 416 82
ua04 0.000 000 00 0.050 005 40 −0.157 145 66
un05 0.052 277 51 0.000 000 00 −0.214 171 18
ua05 0.000 000 00 0.047 641 84 −0.106 203 77
un06 0.049 517 02 0.000 000 00 −0.174 679 78
ua06 0.000 000 00 0.045 589 95 −0.059 989 54
un07 0.057 948 12 0.000 000 00 −0.171 441 22
ua07 0.000 000 00 0.067 674 77 −0.027 238 31
un08 0.086 450 09 0.000 000 00 −0.206 562 82
ua08 0.000 000 00 0.123 815 56 0.063 254 07
un09 0.115 956 82 0.000 000 00 −0.211 069 97
ua09 0.000 000 00 0.164 554 86 0.234 364 82
un10 0.166 779 09 0.000 000 00 −0.208 658 09
ua10 0.000 000 00 0.241 148 38 0.563 707 73
un11 0.087 762 09 0.000 000 00 −0.059 850 49
ua11 0.000 000 00 0.270 910 64 0.880 719 36
un12 −0.146 988 86 0.000 000 00 0.016 583 46
ua12 0.000 000 00 −0.005 358 81 −0.022 315 79
un13 −0.097 380 01 0.000 000 00 −0.044 436 50
ua13 0.000 000 00 0.012 418 64 0.063 057 91
un14 −0.300 173 20 0.000 000 00 −0.307 816 29
ua14 0.000 000 00 −0.136 625 46 −0.818 529 21
un15 0.147 781 02 0.000 000 00 0.235 652 21
ua15 0.000 000 00 0.146 692 72 1.012 826 12
un16 −0.083 303 30 0.000 000 00 −0.180 247 15
ua16 0.000 000 00 −0.117 202 43 −0.916 261 43
un17 0.204 563 51 0.000 000 00 0.559 049 05
ua17 0.000 000 00 0.039 727 23 0.346 863 56
un18 0.081 487 81 0.000 000 00 0.269 075 11
ua18 0.000 000 00 −0.089 643 81 −0.864 568 98
un19 0.217 010 22 0.000 000 00 0.840 083 65
ua19 0.000 000 00 0.019 670 29 0.207 676 08
un20 0.181 262 36 0.000 000 00 0.802 183 80
ua20 0.000 000 00 0.008 793 41 0.100 662 63
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Figure B.5 – Lower calibration hit locations
on both the left and right hand sides of the model and two repeat hits
in each direction for each lug position were completed. The weighting
factors povided in Table B.2 were thus reduced by a factor of four when
combining the individual irf from hit sets 1 and 2 to form the girf.
In addition to defining the calibration weighting factors and output
specification matrix, when assembling the girf hyforce also permits the
user to specify scaling factors for each force component. These scaling
factors are applied during the deconvolution process and can be used
to prevent smaller magnitude signals from being dominated by larger
magnitude signals (Robinson, 2003a). Studies by the author examining the
influence of the scaling factors indicated that only the ratio of the scaling
factors and not the absolute value is important and that the scaling factors
act as amplifiers or filters for the recovered forces, affecting the magnitude
of the signal oscillations without significantly affecting the mean value
(for an appropriate averaging window). In this thesis a scaling factor of
unity was used for each force component.
b.7 formation of a distributed lower load
Recovered forces for a distributed load formed using calibration hits to
both the lower and upper surfaces of the m12rest engine are presented
and discussed in Section 4.6.3. This section provides additional details
concerning the formation of the expected strain response for the lower
distributed load.
A schematic of the lower calibration hit locations is provided in Fig-
ure B.5. Each hit location was marked on the experimental model using
permanent ink and the aid of string guides as shown in Figure B.6. The
coordinates of each hit location relative to the rear and top surfaces of
the model1 were measured using vernier calipers. The resulting values
are provided in Table B.3 along with the theoretical coordinates extracted
from a three-dimensional cad model of the engine.
The general methodology used to combine the lower and upper calibra-
tion data was as follows. Using hyforce, individual irf were generated
1 This is the force balance 1 or fb1 coordinate system as defined in Appendix E.
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Figure B.6 – Marking the lower calibration hit locations using guide strings
Table B.3 – Lower Calibration Hit Coordinates
Measured (mm) Theorectical (mm)
Label xfb1 yfb1 xfb1 yfb1
clp02 −844.0± 0.5 −8 ± 1 −844 −8.44
clp05 −707.0± 0.5 −22 ± 1 −706.7 −22.9
clp12 −387.0± 0.5 −93 ± 1 −386.5 −93.13
clp15 −250.0± 0.5 −249.3 −102.47
clp17 −158.0± 0.5 −157.8 −102.47
crp20 0.0± 0.0 −30.0± 0.5 0.0 −30
for each bar and lower calibration hit from the measured hammer impulse
and strain data. These individual irf were then convolved with the unit-
input load shown in Figure 4.6 to create a set of unit-strain responses. With
reference to Figure 4.5, the unit-strain responses for the lower calibration
locations were combined to simulate the lift distribution. The unit-strain
responses for the upper calibration hits were similarly combined to sim-
ulate the drag distribution. The drag produced by the lower calibration
hits at locations clp02, clp05 and clp12 was taken into account when
calculating the weightings for the upper calibration unit-strain responses.
Defining Fx,j and Fy,j to be the drag and lift acting on the j-th slice of the
engine as depicted in Figure 4.5, the weighting factors w for the lower
unit-strain responses are defined by Equations (B.5) to (B.10) as follows:
wCLP02 =
1
cosθ
3∑
j=1
Fy,j (B.5)
wCLP05 =
1
cosθ
 7∑
j=4
Fy,j +
1
2
Fy,8
 (B.6)
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wCLP12 =
1
cosθ
1
2
Fy,8 +
12∑
j=9
Fy,j +
1
2
Fy,13
 (B.7)
wCLP15 =
1
2
Fy,13 +
15∑
j=14
Fy,j +
1
2
Fy,16 (B.8)
wCLP17 =
1
2
Fy,16 +
20∑
j=17
Fy,j (B.9)
wCRP20 = Fx,20 (B.10)
where θ = 6° is the angle of the forebody and external cowl surface
relative to the x direction. Note that once formed the individual irf for
hit crp20 was inverted so that it correctly corresponded to a force input
in the positive x-direction. Consequently, no negative sign is required in
Equation (B.10). The weighting factors for the upper unit-strain responses
are similarly given by
wkj =

δ∗k√
2
Fx,j ∀j ∈ {3, 4, 6− 11, 13− 19}
δ∗k√
2
(
Fx,j − FCLP,jsinθ
) ∀j ∈ {2, 5, 12} (B.11)
where k ∈ {N,A} and
δ∗k =
{
−1 for k = N
1 for k = A
The weighted summation of the individual unit-strain responses gives
the total strain expected in each bar which was then combined according
to the output specification matrix (Equation (4.16)) to give the expected
strain response for the lower distributed load. Finally these strains were
deconvolved using the girf. The resulting recovered forces are provided
in Figure 4.12 and discussed in Section 4.6.3.
b.8 hammer hit quality
Typical hammer impulse signals from the pre- and post-campaign cali-
bration sets are provided in Figure B.7 for location lun08. Three repeat
hits are shown for each calibration set and, for the purposes of visuali-
sation, only the first millisecond has been plotted.2 Raw hammer signals
are provided in Figure B.7a, truncated hammer signals are provided in
Figure B.7b and the result of convolution of the truncated hammer signal
with a unit-step are provided in Figure B.7c.
2 The total recording time was 80ms at a sampling interval of 5µs.
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B.8 Hammer Hit Quality
Examining the raw hammer signals plotted in Figure B.7a, it can be
seen that some noise is present outside of the pulse and that this noise is
small relative to the peak signal value (< 1%). As discussed by Mee (2002,
Section 3.2.3) and Robinson (2003d, Section 3.4.6), this low magnitude noise
adversely affects the quality of any irf generated from the pulse signal.
Consequently, and following both Mee (2002, 2003) and Robinson (2003d),
each hammer signal was adjusted such that regions outside the pulse were
exactly zero.3 The resulting signals, known as truncated hammer signals,
are provided in Figure B.7b.
Individual irf are generated by deconvolving each strain signal with the
associated truncated hammer signal (step 4, Table B.1). Furthermore, the
quality of each truncated hammer signal was confirmed by convolving the
signal with a unit-step. A perfect impulse (with area equal to one), when
convolved with a unit-step returns a unit-step (Mee, 2003). Sample results
of this convolution process are provided in Figure B.7c. The input unit-step
signal is also plotted for comparison. As expected, each recovered step
signal is shifted in time by half of the pulse width and the rise time is
equal to the base width of the hammer pulse (approximately 240µs for
the example hits shown in Figure B.7b).
Figure B.8 provides a scatter plot of the peak force versus pulse width
for the pre- and post-campaign data sets. Associated histograms with
bin widths of 5N and 5µs are also provided. Given the large number of
hits that were completed for each calibration set it is not surprising that
significant scatter is present in Figure B.8. The peak force ranges between
approximately 50 and 440N while the pulse width ranges between ap-
proximately 150 and 380µs. For the pre-campaign data set the average
peak force is (176± 55)N and the average pulse width is (214± 38)µs,
where the quoted uncertainty represents one standard deviation of the
data set. Similarly, for the post-campaign data set the average peak force is
(251± 63)N and the average pulse width is (198± 25)µs. These average
pulse widths are comparable with the characteristic time of the system. The
characteristic time is defined as the time taken for a stress wave to travel
from one end of the model to the other and back and is approximately
equal to4 285µs. Mee (2002, 2003) investigated the influence of the pulse
width on the resulting irf and found that even when the pulse width
cannot be considered short compared with the response of the system, an
irf determined via deconvolution of the hammer impulse with the strain
response is almost indistinguishable from the true irf. Hence, despite
the similarity in period of the pulse width and system response and the
3 The criterion that was used in this thesis to define regions outside the pulse was any
portion of the signal that is smaller than 1% of the peak signal. Additionally, prior to
setting regions outside the pulse to zero, the hammer signal was adjusted so that the mean
of the noise was exactly zero.
4 Calculated using a model length of 915mm and a sound speed in aluminium of 6420m/s
(Haynes, 2013, Section 14).
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(a) Raw hammer signals. For visualisation purposes only the first 1ms has been shown.
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(b) Truncated hammer signals. For visualisation purposes only the first 1ms has been shown.
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(c) Normalised step-convolution output. These signals were generated by convolving each truncated
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Figure B.7 – Hammer hit data for location lun08. Data given in the left hand column are
from the pre-campaign calibration set, data given in the right hand column are from the
post-campaign calibration set.
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Figure B.8 – Scatter plot of peak force versus pulse width for every hammer hit. The bin width
for the associated histograms is 5N for the peak force and 5µs for the pulse width.
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scatter in the data, each hammer hit was considered to be of sufficient
quality for purpose of calibrating the force balance for use in this thesis.5
Techniques for improving the repeatability of the hammer impulse and
reducing the scatter in Figure B.8 is a topic for future investigation. The
full set of calibration hammer hits may be found in Doherty (2013c).
b.9 strain repeatability and symmetry
Example unit-load strain responses for the primary gauge on each stress
bar are provided in Figures B.9 and B.10 for the pre- and post-campaign
calibration sets, respectively. Each row corresponds to a single stress bar
while each pair of columns corresponds to hits on the left and right sides
of the model. Data for three calibration locations are presented. These
locations are a normal hit at station 08 (Figures B.9a and B.10a), an axial
hit at station 11 (Figures B.9b and B.10b), and a normal hit at station 14
(Figures B.9c and B.10c). Each strain response was generated by convolving
the associated individual irf with the unit-load given in Figure 4.6.
Examining the results plotted in Figures B.9 and B.10, it can be seen
that irrespective of which particular stress bar or calibration is examined,
the strain responses from three repeat hits lie almost exactly on top of
one another. Furthermore, comparing responses for hits on the left side
of the model with those for hits on the right side of the model, it can
be seen that the strains are slightly asymmetric. This asymmetry is not
surprising since the internal mechanical structure of the m12rest engine
is not perfectly symmetric (Doherty, 2013b). In this thesis, asymmetry of
the strain responses was accounted for by always averaging the individual
irf formed from hits to the left and right sides of the model (Section 4.4).
Finally, careful comparison of the data plotted in Figure B.9 with that
plotted in Figure B.10 reveals that the expected unit-load responses are
slightly different for the pre-campaign calibration compared with the
post-campaign calibration. Possible reasons for the change in calibration
are discussed in Section 4.6.1. A full set of strain repeatability results may
be found in Doherty (2013c).
b.10 recovery of calibration point loads
The ability of the girf to recover point loads at selected calibration stations
along the length of the m12rest engine is shown in Figure B.11 for both the
pre- and post-campaign calibration data. Each row represents a different
calibration station according to the quoted j-index value (cf. Figure 4.3).
The left hand column presents data for a normal hit; the right hand column
5 It should be noted that when conducting the hammer hits, only those which featured a
single, well-formed pulse were kept and used for the calibration of the balance i.e. the
three hits represent three good hits out of a larger set of hits.
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B.11 Cross-deconvolved Distributed Load Recovery
presents data for an axial hit.
While the overall quality of the recovered forces is poor, there are
some trends that are worth mentioning. Firstly, the dominant transient
structures in the pre-campaign recovered forces are comparable those of
post-campaign recovered forces. Secondly, the overall time history of the
recovered forces for the two orthogonal hit directions (i.e. normal and
axial) are generally different from each other at each calibration station
and the quality of the recovered forces varies along the length of the
engine. The quality of the recovered force signals is worse at the model
extremities and better near the centre of the model. For stations j = 5
through to j = 11 a large scale, low frequency oscillation dominates the
recovered forces for a normal input but is absent from the recovered forces
for an axial input. Also at station j = 11 an axial input is recovered better
than a normal input whereas the reverse occurs at station j = 17.
These results are each a consequence of the shape of the load distribution
that was used to form the girf. Shown in Figure 4.4, the forces are greatest
at calibration locations j = 8 through to j = 11, leading to these locations
beign weighted more than the other during the formation of the girf.
It is therefore expected that the girf would recover point loads at these
locations better than elsewhere along the model. Similarly, the axial load
is significantly greater than the normal load at station j = 11 resulting in
an axial input being better recovered at this location than a normal input.
Station j = 17 represents the opposite case. The inability of the girf to
accurately recover a point load is not unexpected. The girf was created
to recover a distributed load. The stress wave pattern induced within the
model by a point load is significantly different from that induced by a
distributed load of the same net force. As a consequence, the distributed-
girf struggles to recover an applied point force.
b.11 cross-deconvolved distributed load recovery
For completeness, cross-deconvolved recovered forces for the fuel-off and
lower fuel-off distributed loads are provided in Figures B.12 and B.13
respectively. The cross-deconvolution was completed between the pre-
and post-campaign calibration data. That is, the pre-campaign expected
strain was deconvolved using the post-campaign girf. Similarly, the post-
campaign expected strain was deconvolved using the pre-campaign girf.
In conjuction with the recovered forces plotted in Figures 4.7, 4.8, 4.10
and 4.12, the data plotted in Figures B.12 and B.13 complete the set of
evaluations of the girf for the three distributed loads examined in this
thesis.
Comparing the fuel-off recovered force data plotted in Figure B.12
with that plotted in Figure 4.10 it is obvious that the forces recovered
by cross-deconvolution are degraded with respect to those recovered
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(a) Pre-campaign calibration
Figure B.11 – Recovery of tunnel-type point loads at selected calibration locations using the
primary gauge calibration data and girf. The recovered forces have been filtered by a 500µs
moving average.
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(b) Post-campaign calibration
Figure B.11 – Continued.
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(a) Recovered Normal, Axial and Moment force components.
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(b) Recovered Lift and Drag force components. These are computed via a coordinate transformation
from the recovered Normal and Axial forces (Appendix E).
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  1  2  3  4  5  6  7  8
N
o
rm
al
is
ed
 C
en
tr
e 
o
f 
F
o
rc
e
Time, ms
Notional
Test time
 0  1  2  3  4  5  6  7  8
Time, ms
Notional
Test time
Engine
LE
Engine
Exit
(c) Recovered Normalised Centre of Force. This is computed from the recovered lift, drag and moment
using knowledge of the balance centre and leading edge locations (Section 4.7).
Figure B.12 – Cross-deconvolved recovered forces for the fuel-off distributed load formed
from the primary gauges. Pre-campaign strain data deconvolved using the post-campaign
girf is given in the left hand column, post-campaign strain data deconvolved using the
pre-campaign girf is given in the right hand column. The recovered forces have been filtered
by a 500µs moving average.
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(a) Recovered Normal, Axial and Moment force components
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(b) Recovered Lift and Drag force components. These are computed via a coordinate transformation
from the recovered Normal and Axial forces (Appendix E).
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(c) Recovered Normalised Centre of Force. This is computed from the recovered lift, drag and moment
using knowledge of the balance centre and leading edge locations (Section 4.7).
Figure B.13 – Cross-deconvolved recovered forces for the fuel-off distributed load formed from
both the lower and upper calibration hits using the primary gauges. Pre-campaign strain data
deconvolved using the post-campaign girf is given in the left hand column; post-campaign
strain data deconvolved using the pre-campaign girf is given in the right hand column. The
recovered forces have been filtered by a 500µs moving average.
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Figure B.14 – Location of, and area allocated to each side calibration hit
by self-deconvolution. Qualitatively, the overall ‘level’ of degradation is
independent of the girf. These results imply that some change in the
model occured between the pre- and post-campaign calibrations of the
force balance. In comparison, the cross-deconvolved froces plotted in
Figure B.13 for the lower fuel-off distributed load are comparable with the
self-deconvolved forces plotted in Figure 4.12. Further discussion of these
results is given in Sections 4.6.3 and 4.6.3.
b.12 recovery of a distributed side load
The force balance used in this thesis was designed to recover two in-
plane force components and the in-plane moment, that is, the lift and
drag forces and the pitching moment. The balance cannot recover out-
of-plane forces and moments such as the yawying and rolling moments
and side force. Nevertheless, these out-of-plane forces and moments may
be present due to misalignment of the model with respect to the facility
nozzle or asymmetric non-uniformities of the test flow. It is therefore
important to assess the sensitivity of the balance to these out-of-plane
forces. This assessment was accomplished by hitting the model from the
side, calculating the corresponding individual irf and unit-load strain
responses and combining the unit-load strains to represent an applied,
out-of-plane loading distribution. The combined strain signals were then
deconvolved and the magnitude of the recovered forces compared to those
expected for the in-plane forces. Details of this procedure are provided in
this section.
Shown in Figure B.14, the m12rest engine was hit from the side at seven
different locations. Two hits were conducted at each location. The side
area allocated to each hit has been drawn in Figure B.14. These areas and
corresponding weighting factor for each hit are summarised in Table B.4.
The weighting factors were calculated by approximating the side of the
m12rest engine as a flat plate and assuming a misalignment with the
test flow of 0.2° angle-of-yaw. This misalignment angle is twice that of the
uncertainty in the measured yaw alignment of the model (see Section 3.4.7).
Assuming a Mach 10 freestream flow with static pressure 1000Pa, the
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Table B.4 – Area and weighting factors for the side
calibration hits. Area unit – mm2
Label Hit Area label Area Weighting
rsp02 1 A2 1987.4 0.0994
2 1987.4 0.0994
rsp07 1 A7 8082.8 0.4041
2 8082.8 0.4041
rsp11 1 A11,1 6382.1 0.3191
2 6382.1 0.3191
rsp11 3 A11,2 11 374.3 0.5687
4 11 374.3 0.5687
rsp16 1 A16,1 6382.1 0.3191
2 6382.1 0.3191
rsp16 3 A16,2 14 692.8 0.7346
4 14 692.8 0.7346
rsp20 1 A20 10 420.3 0.5210
2 10 420.3 0.5210
pressure differential between the two sides of a flat plate is approximately
100Pa. On the windward side the flow is processed by an oblique shock,
increasing the pressure to 1050Pa and on the leeward side the flow is
processed by a Prandtl-Meyer expansion, decreasing the pressure to 952Pa.
For both the oblique-shock and Prandtl-Meyer expansion calculations the
specific heat ratio and gas constant were assumed to be 1.4 and 287 J/(kg K)
respectively, i.e. nominal values for air. The weighting factors sum to a
net side force of 5.9N, equivalent to 13.1% of the expected drag and 8.3%
of the expected lift for the m12rest engine with no fuel injection (see
Table 4.1 and Chapter 5).
The total normal, axial and moment strains formed by the weighted
summation of the individual unit-strain responses using the weighting
factors given in Table B.4 are plotted in Figure B.15a for the pre- and post-
campaign calibration data. The lift, drag and moment signals recovered
by deconvolution are similarly provided in Figure B.15b. Comparing the
strains plotted in Figure B.15a to those plotted in Figure 4.14 for a typical
shot, it can be seen that the side force strains are approximately three
orders of magnitude smaller than those measured during a shot. The
recovered lift, drag and pitching moment plotted in Figure B.15b are each
less than 1 further demonstrating that the balance is not very sensitive to
an out-of-plane force. In this thesis an uncertainty of ±1N or ±1N m due
to out-of-plane forces was considered acceptable.
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(a) Normal, Axial and Moment strains formed by a weighted summation of individual strain responses.
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Figure B.15 – Sensitivity of girf to uniform distributed side load using the primary gauges.
Pre-campaign calibration data is given in the left hand column, post-campaign calibration
data is given in the right hand column. The recovered forces have been filtered by a 500µs
moving average.
b.13 sensitivity to force time history
It was noted in Chapter 7 that during the test campaign the engine drag
was observed to establish more slowly than the internal pressure measure-
ment. It was also found that the time histories of the recovered lift and
drag signals were different from one another. To check that the balance
was providing a realistic measurement during the experiment, the ability
of the balance to recover a distributed load with drag time history differ-
ent to the lift time history was investigated. The investigation followed
a methodology similar to that described in Section 4.6 (items 4 and 5)
but using two different unit-loads, one for lift and one for drag. These
unit-loads are shown in Figure B.16.
The methodology was as follows: at each calibration station, the lift
and drag unit-loads were scaled by the total lift and drag acting on the
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Figure B.16 – Time history of unit, tunnel-type
input loads with different establishment tran-
sients
corresponding slice of the engine as given by either the reference or fuel-off
load distribution (Figures 4.4 and 4.5 respectively). These lift and drag
inputs were then transformed to give the normal and axial inputs at each
calibration station. The normal and axial inputs were convolved with the
individual irf for each stress bar to give the expected strain response of
each bar to an input load at each calibration station. For each bar, the set
of strain responses were then added together to give to the total expected
strain response. Finally, the responses of the four bars were combined
according to Equation (4.14) to give the total expected normal, axial and
moment strain response of the balance. This total expected strain response
was then deconvolved with the girf and the recovered forces compared
with the total input force. The results are provided in Figure B.17 for the
reference load distribution (Figure 4.4) and in Figure B.18 for the fuel-off
load distribution (Figure 4.5).
Examining the recovered forces plotted in Figure B.17 it is clear that
both the time history and magnitude of the input load are reasonably well
recovered by each girf (pre- and post-campaign). However, the recovered
forces are degraded with respect to those plotted in Figure 4.7 for the
same load distribution; an oscillation with period approximately 1ms
is present in Figure B.17 but absent from Figure 4.7. Similar results are
obtained for the fuel-off load distribution results plotted in Figure B.18;
the time history and magnitude of the recovered forces match the input
loads reasonably well but the quality of the recovered forces are degraded
with respect to the results plotted in Figure 4.10. A very low frequency
oscillation is present in the recovered normal and axial forces for the fuel-
off distributed load. This oscillation is similar to, but less dominant than,
that which occured in the recovered forces for a lower distributed fuel-off
load (Section 4.6.3). Due to the transformation to the lift-drag coordinate
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system, this oscillation remains in the recovered lift and centre of force
but is eliminated from the recovered drag.
Together with Figures 4.7 and 4.10, the results presented in Figures B.17
and B.18 indicate that the balance is slightly sensitive to the lift and drag
having different time histories. That is, when the drag time history is
different to the lift time history the recovered forces do not match the
input loads as closely as the forces recovered for the case where the lift and
drag time history are identical. This sensitivity of the balance to differences
in the time history of the lift and drag is a consequence of cross-coupling
between the force inputs and strain outputs of the balance. It is also a
consequence of the lift and drag not being directly measured but being
recovered via a coordinate transformation of the recovered normal and
axial components.
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(a) Recovered Normal, Axial and Moment force components.
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(b) Recovered Lift and Drag force components. These are computed via a coordinate transformation
from the recovered Normal and Axial forces (Appendix E).
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(c) Recovered Normalised Centre of Force. This is computed from the recovered lift, drag and moment
using knowledge of the balance centre and leading edge locations (Section 4.7).
Figure B.17 – Recovery of the reference (fuel-on) distributed load with long drag establishment
using the girf formed from the primary gauge signals. Pre-campaign calibration data is
given in the left hand column, post-campaign calibration data is given in the right hand
column. The recovered forces have been filtered by a 500µs moving average.
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(a) Recovered Normal, Axial and Moment force components
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(b) Recovered Lift and Drag force components. These are computed via a coordinate transformation
from the recovered Normal and Axial forces (Appendix E).
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(c) Recovered Normalised Centre of Force. This is computed from the recovered lift, drag and moment
using knowledge of the balance centre and leading edge locations (Section 4.7).
Figure B.18 – Recovery of the fuel-off distributed load with long drag establishment using the
girf formed from the primary gauge signals. Pre-campaign calibration data is given in the
left hand column, post-campaign calibration data is given in the right hand column. The
recovered forces have been filtered by a 500µs moving average.
UNCERTAINTY ANALYSIS
C
c.1 introduction
This appendix presents the uncertainty analysis for the experimental re-
sults presented in this thesis. The appendix begins with a description
of the general theory of uncertainty analysis as applied in this thesis.
The theory description closely follows that presented in Coleman and
Steele (1999) and Hudson et al. (2003), albeit more concisely. The appendix
continues by outlining the experimental uncertainty for the nozzle sup-
ply, engine and fuel plenum pressure measurements in Appendix C.3.
The analyses presented in these two sections build on that presented in
Appendices A.2 and A.3, respectively. The uncertainty of the nozzle exit
flow properties, calculated using nenzfr, are provided in Appendix C.4.
This is followed by a presentation of the uncertainties for the nominal
engine forebody conditions in Appendix C.5. Throughout this thesis the
experimental engine pressure data are presented in the form of a ratio
relative to the nominal engine forebody pressure. The uncertainty analysis
for this derived quantity is provided in Appendix C.6 and a similar anal-
ysis for the engine force coefficients is presented in Appendix C.7. The
penultimate and final sections of this appendix are concerned with the
fuel system. Appendix C.8 presents the uncertainty analysis for the fuel
system calibration while Appendix C.9 presents the uncertainty analysis
for the experimental fuel and air mass flow rates and the fuel equivalence
ratio.
c.1.1 A Comment on the Treatment of the Test Time Average
Care must be exercised when applying the theory outlined in the following
sections to shock tunnel data. Due to the transient testing environment
generated by impulse facilities such as the t4 Stalker Tube, it is not
appropriate to treat the selection of the test time and the test time averaging
process as a data reduction equation (or algorithm). In this thesis, the test
time is chosen for each shot and once chosen is considered fixed. The
average during the test time is then taken to be a single, fundamental
measurement rather than an average of a large number of samples.1 For
shock tunnel data, the precision uncertainty of a single measurement
(which is the average during the test time) should be estimated from a
1 For a half millisecond test time as used in this thesis and sampling rate of 1MHz, the
mean pressure during the test time is the average of 500 samples.
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set of repeat shots and not from the variation during the test time. See
Coleman and Steele (1999, Section 4-3.1) and Bendat and Piersol (2010) for
further discussion.
c.2 theory
Based extensively on the descriptions, explanations and equations that
appear in Coleman and Steele (1999) and Hudson et al. (2003), the purpose
of this section is to provide a succinct summary of the general theory
of uncertainty analysis, with particular focus on those aspects that have
been applied and used in this thesis. Consider a general data reduction
equation
F = F(ψ1,ψ2, . . . ,ψn) (C.1)
that is some function of n fundamental measurements ψi. The term
fundamental is used here to emphasise that the data reduction equation
should be written in terms of the experimental quantities that are (actually)
measured. At its most general, the data reduction equation does not need
to be able to be written as an analytical expression, it can be any “black
box” that takes a set of inputs {ψi}ni=1 and returns an output F. For such a
case, the partial derivatives that appear in the following equations must
be calculated numerical using a finite difference scheme (or equivalent). A
specific example of such a “black box” is the computer program nenzfr
that is used in this thesis to calculate the nozzle exit flow properties (see
Section 3.3 and Appendix C.4).
The general expression2 for the total absolute uncertainty UF in com-
puted result F is
U2F =
n∑
i=1
(
∂F
∂ψi
)2
U2ψi + 2
n−1∑
i=1
n∑
k=i+1
(
∂F
∂ψi
)(
∂F
∂ψk
)
Uik (C.2)
where Uψi is the total uncertainty in input ψi and Uik is the covariance
estimate that accounts for the uncertainties in ψi and ψk being correlated.
At its most general, experimental uncertainty analysis consists entirely of
the evaluation of Equation (C.2). This evaluation however, may be simpli-
fied by considering the systematic or bias uncertainties separately to the
precision or random uncertianties. For any quantity, the total uncertainty
can be written as
U2 = P2 +B2 (C.3)
where P is the random uncertainty component and B is the systematic
2 This expression is the 95% confidence interval of the uncertainty based on the so-called
large-sample assumption. See Appendix B in Coleman and Steele (1999) for further details.
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uncertainty component. Similarly, the total covariance estimate for the
correlated uncertainty between two quantities may be written as
Uik = Pik +Bik (C.4)
where Pik and Bik are the covariance estimates for the correlated preci-
sion and bias uncertainty components, respectively. Subsitution of Equa-
tions (C.3) and (C.4) into Equation (C.2) yields
U2F = P
2
F +B
2
F (C.5)
with
P2F =
n∑
i=1
(
∂F
∂ψi
)2
P2ψi + 2
n−1∑
i=1
n∑
k=i+1
(
∂F
∂ψi
)(
∂F
∂ψk
)
Pik (C.6)
and
B2F =
n∑
i=1
(
∂F
∂ψi
)2
B2ψi + 2
n−1∑
i=1
n∑
k=i+1
(
∂F
∂ψi
)(
∂F
∂ψk
)
Bik (C.7)
where Pψi and Bψi are the random and systematic uncertainty components
for each fundamental input ψi, respectively. Usually, by their very nature,
the random uncertainties of the fundamental inputs are not correlated
with one another and so Pik = 0 ∀ i,k and Equation (C.6) reduces to the
root-sum-square of the fundamental precision uncertainties. Hudson et al.
(2003, Section 6.2) discuss one example in which the precision uncertainties
of two variables were correlated.
The uncertainty in each fundamental measurement is considered to
be due to a number of elemental uncertainty sources. Examples of such
sources are calibration, data acquisition, installation and modelling or
conceptual uncertainties.3 Each elemental uncertainty source is assumed
to be uncorrelated with the other elemental sources for a particular funda-
mental measurement. Thus, assuming that measurement ψJ contains mJ
elemental sources, the random and bias uncertainties for this measurement
are
P2ψJ =
mJ∑
e=1
(
PψJ
)2
e
(C.8)
B2ψJ =
mJ∑
e=1
(
BψJ
)2
e
(C.9)
Although the elemental uncertainties are uncorrelated with each other for
3 Further examples and discussion may be found in Sections 4-2.1 and 4-2.4 of Coleman
and Steele (1999) and in Chapter 5 of Hudson et al. (2003).
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a particular measurement they can be correlated across multiple funda-
mental measurements. When this is the case, the covariance estimate Bik
in Equation (C.7) is non-zero and, following Coleman and Steele (1999,
Section 4-2.3), is approximated in this thesis by
Bik =
L∑
e=1
(Bi)e(Bk)e (C.10)
where measurements ψi and ψk share L elemental uncertainties. A typical
example of correlated elemental bias uncertainties is that which occurs
when a set of transducers are calibrated against the same reference gauge.
The resulting calibration uncertainty for each gauge includes an elemental
contribution due to the reference gauge accuracy. This elemental uncer-
tainty is correlated across the set of transducers and should be taken into
account in any data reduction equation that uses measurements from more
than one transducer in the set. Further explanation and discussion of the
effect of correlated elemental uncertainties may be found in Section 4–2 of
Coleman and Steele (1999).
c.2.1 Some additional nomenclature
This section defines additional nomenclature that is useful in subsequent
sections of this appendix. By definition (UF)ψi denotes the absolute uncer-
tainty in output F due to absolute uncertainty in input ψi and is given by
(UF)ψi =
(
∂F
∂ψi
)
Uψi (C.11)
where Uψi is the absolute uncertainty in input ψi and the derivative
∂F/∂ψi is the absolute sensitivity of output F to input ψi. Multiplying
both sides of Equation (C.11) by 1/F and multiplying the right hand side
by ψi/ψi gives
(XF)Xψi
=
(
∂XF
∂Xψi
)
Xψi (C.12)
where XF = UF/F and Xψi = Uψi/ψi are the relative (total) uncertainties
and
∂XF
∂Xψi
=
(
∂F
∂ψi
)
ψi
F
(C.13)
is the relative sensitivity of the output F to input ψi. In Coleman and
Steele (1999) and Hudson et al. (2003) the relative sensitivity ∂XF/∂Xψi is
known as the ‘uncertainty magnification factor’. Finally, the relative bias
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and precision uncertainties of a value are denoted by
XBF =
BF
F
(C.14)
XPF =
PF
F
(C.15)
c.2.2 Uncertainty of a Mean Value
Note that the theory given in this section is only used in this thesis for
the analysis of the calibration data that is presented in Appendix A. The
theory does not apply to the average during the test time. Following
Coleman and Steele (1999, Section 4-3.1), the test time average is treated
in this thesis as a single measurement rather than the average of a set of
measurements.
When the data reduction equation is the calculation of the mean of m
repeat measurements
F = ψ =
1
m
m∑
k=1
ψk (C.16)
then the precision uncertainty of the average PF ≡ Pψ does not need to be
evaluated using Equation (C.6), rather, it may be calculated more easily
from the standard deviation of the measurements as follows
Pψ =
2σψk√
m
(C.17)
where
σ2ψk =
1
m− 1
m∑
k=1
(
ψk −ψ
)2 (C.18)
is the standard deviation and m is assumed > 10 (Coleman and Steele,
1999, Appendix B). Similarly, the precision uncertainty of a single measure-
ment is given by
Pψk = 2σψk (C.19)
The above method corresponds to that presented and discussed by Hudson
et al. (2003, Section 2) and Coleman and Steele (1999, Section 4-3.3 and
Appendix B).
No simplified equations exist for the bias uncertainty of the mean Bψ
which must be calculated using Equation (C.7). Calibration of the engine
and fuel plenum pressure transducers is one example of this type of
calculation (see Appendix A.3). As discussed by Hudson et al. (2003,
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Section 6), a significant benefit of using Equation (C.17) to determine the
precision uncertainty is that it implicity accounts for any correlation of the
random uncertainty between the input measurements.
A more general case for the uncertainty in the mean occurs when the
quantities to be averaged cannot be considered as fundamental measure-
ments but are themselves derived using a data reduction equation. This
case may be written as
F =
1
m
m∑
k=1
Fk (C.20)
where Fk is as per Equation (C.1). For this case the precision uncertainty
of the average result PF is again calculated from the standard deviation of
the individual results
PF =
2σF√
m
(C.21)
σ2F =
1
m− 1
m∑
k=1
(
Fk − F
)2 (C.22)
while the bias uncertainty BF is calculated through careful application
of Equations (C.7) and (C.10) to Equation (C.20). The calibration of the
m12rest engine fuel system that is presented in Appendix A.4 is an
example of this type of calculation.
Coleman and Steele (1999) state in Section 4–3.3 that the bias uncertainty
of the mean is simply equal to that of a single result, that is BF = BF. This
equality however, is only true for the special case when each Fk has been
calculated for the same nominal values of the inputs.4 When this is not the
case, such as during the calibration of the m12rest engine fuel system,
the bias uncertainty of the average result should be determined from
Equations (C.7) and (C.10).
c.2.3 Uncertainty of a Linear Regression
Consider a set of calibration data {xi,yi}ni=1 to which a linear model of
the form
y = mx+ c (C.23)
is fitted. As explained by Coleman and Steele (1999, Chapter 7), the
coefficientsm and c should each be considered as data reduction equations
4 This constraint can be shown by applying Equation (C.7) to F = 1/2(f(x1,y1) + f(x2,y2)),
where f is a function. The resulting expression for BF reduces to that for BF only when
∂F/∂x|x1 = ∂F/∂x|x2 , ∂F/∂y|y1 = ∂F/∂y|y2 and Bx, By, Bxy are each constant with x, y.
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that are functions of the fitted data, that is
m = m(x1, x2, . . . , xn,y1,y2, . . . ,yn) = m({xi,yi}ni=1) (C.24)
c = c(x1, x2, . . . , xn,y1,y2, . . . ,yn) = c({xi,yi}ni=1) (C.25)
The total uncertainty for each coefficient is calculated by application of
Equations (C.6) and (C.7) to the above. In general however, calculation of
the individual uncertainty for each coefficient is of limited use. During an
experiment, a new value xnew is recorded and substituted into the com-
puted linear model to determine the corresponding ynew. When written
as
ynew = m({xi,yi}ni=1)xnew + c({xi,yi}
n
i=1) (C.26)
it is clear that the calculation of the total uncertainty of ynew must account
for the uncertainty correlation that exists between the coefficients m and
c (via. the calibration data) and which may also exist between xnew and
each xi and yi measurement. Generally, the total uncertainty in ynew
cannot be written explicitly in terms of the individual uncertainties of m,
c and xnew but must be calculated by applying Equations (C.6) and (C.7)
to Equation (C.26). Strategies for dealing with and presenting the total
uncertainty of a regression are described by Hudson et al. (2003, Sections
7.1.2 and 7.2.2) and Coleman and Steele (1999, Section 7-5).
For the special case in which no constant is included in the linear model
and the elemental systematic uncertainties of xnew are not correlated with
the elemental uncertainties of the xi and yi data, then it can be shown
that the total uncertainty in the computed value ynew reduces to(
Uynew
ynew
)2
=
(
Um
m
)2
+
(
Bxnew
xnew
)2
+
(
Pxnew
xnew
)2
(C.27)
or
X2ynew = X
2
m +X
2
xnew
(C.28)
where Um is the total uncertainty in coefficient m and Bxnew and Pxnew are
the bias and precision uncertainties of xnew, respectively.
One further simplification is made in this thesis. Rather than calculate
the precision uncertainty of coefficient m using Equation (C.6), this thesis
follows Hudson et al. (2003, Section 7.1.1) by assuming that the random
uncertainty of the calibration measurements {xi}ni=1 are transported and
captured in the random uncertainty of the corresponding {yi}ni=1. This
assumption permits the precision uncertainty of coefficient m to be easily
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calculated using
Pm = 2
√
e2Y
eXX
(C.29)
where
e2Y =
1
n− 2
n∑
i=1
(yi −mxi)
2 (C.30)
eXX =
n∑
i=1
x2i −
1
n
(
n∑
i=1
xi
)
(C.31)
c.3 experimental pressure measurement
This section presents the calculation of the total experimental uncertainty
for the nozzle supply, engine and fuel plenum pressure transducers. Dur-
ing a shot, the measured pressure is calculated using
p(t) =
V(t) − V0
S
(C.32)
where V(t) is the measured output signal of the transducer of interest,
V0 is the measured output signal just prior to the experiment5 and S is
the transducer sensitivity that was determined from a calibration. The
calibration methods used for the different transducers are described in
Appendices A.2 and A.3.
Equation (C.32) has the form of a linear equation with an intercept of
V0/S and a slope of 1/S. For simplicity and because it gives a conservative
estimate, the uncertainty in the difference V(t) −V0 is taken to be equal to
the uncertainty in V(t). Since calibration of each transducer was completed
in an apparatus that was different and separate from the experimental
model, the elemental uncertainties of V(t) measured during a shot are
not correlated with those measured during calibration.6 Hence, for each
transducer the total experimental uncertainty is given by Equation (C.28)
with Xynew ≡ Xp(t), Xm ≡ XS and Xxnew ≡ XV(t). The calibration uncer-
tainty for each gauge is known and are reported in Tables A.1b and A.2.
The values used for the transducer output uncertainty XV(t) are discussed
below for each transducer type.
Nozzle Supply Transducers: Following Kirchhartz (2010), a experimental
uncertainty of XV(t) = 3% is assumed in this thesis for the mea-
sured voltage output of the nozzle supply pressure transducers. This
5 i.e. with the model under a stable vacuum and before flow arrival.
6 The exception here is that the same data acquisition system was used during both the
calibration and experiment. In this thesis however, systematic errors introduced by the
data acquisition system are assumed negligible.
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uncertainty accounts for the mounting used during the experiments
and for possible thermal effects due to the intense temperatures to
which the nozzle supply transducers are subjected during a shot.7
Engine Kulite® Transducers: An experimental uncertainty of XV(t) = 1%
is assumed in this thesis for the measured voltage output of the
engine Kulite® pressure transducers. This uncertainty accounts for
the mounting used during the experiment (which was similar to that
used during calibration) and for possible thermal effects. To provide
some thermal protection o-ring grease and a thin piece of cellophane
were applied to the sensor face of each transducer during installation
of the gauges into the m12rest model.
Fuel Plenum pcb® Transducers: In this thesis an experimental uncertainty
of XV(t) = 2% is assumed for the voltage output measured from the
fuel plenum pcb® pressure transducers. This uncertainty accounts
for the vibration isolation mounting used during the experiment
(which was very different to that used during calibration) and for
possible thermal effects. Consistent with the installation of the engine
Kulite® transducers, o-ring grease and a piece of cellophane were
also applied to the face of the fuel plenum transducers.
Using the above experimental uncertainties for the measured voltage
output during an experiment and the total calibration uncertainty, the total
experimental can be calculated. The results for the nozzle supply, engine
and fuel plenum pressure transducers are summarised in Table C.1. Note
that due to damage to the ceramic coating of nozzle supply transducer
spa, only transducer spb was used to process the experimental data that
is presented in this thesis.
Table C.1 – Measurement Uncertainty for the Nozzle Supply, Engine
and Fuel Plenum Pressure Transducers
Calibration Exp. Voltage Exp. Pressure
Transducer XS (%) XV(t) (%) Xp(t) (%)
Nozzle supply spa 2.09 3.00 3.66
Nozzle supply spb 1.97 3.00 3.59
Engine p1 and p10 2.51 1.00 2.70
Engine p2 through p9 1.76 1.00 2.02
Fuel Plenum f1 and f2 2.43 2.00 3.15
7 As shown in Figure 3.6, the sensor face of each transducer featured a ceramic thermal
barrier coating. To further thermally protect the gauge face the small volume in front of
each transducer is filled with o-ring grease prior to each shot. This grease was not used
during calibration of the transducers.
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c.4 nozzle exit flow properties
This section summarises the uncertainty calculation and results for the
nozzle exit flow properties. As described in Section 3.3.1, the nozzle exit
flow properties were calculated in this thesis using the program nenzfr
(Doherty, Chan, et al., 2012). This program couples a one-dimensional,
equilibrium gas, reflected shock calculation for the nozzle supply condi-
tions with an axisymmetric, viscous, chemically reacting rans simulation
of the nozzle flow. One-dimensionalised nozzle exit flow properties are
computed by conserving the mass, momentum and energy fluxes over a
nominated core-flow radius.
nenzfr takes a total of nine inputs that govern the calculation of the
exit flow properties. These inputs consist of four experimental inputs, the
initial temperature (TST ,f) and pressure (pST ,f) of gas in the shock tube,
the incident shock speed (uSS) and the nozzle supply pressure (ps) and
five numerical inputs, the nozzle wall temperature (Tw), the boundary
layer transition location within the nozzle (xt), the turbulent-to-laminar
viscosity ratio (µt/µ) and turbulence intensity8 (It) at the nozzle throat
and the normalised core flow radius (r˜c). The relative uncertainty for
each input is provided in Table C.2 and discussed below. Corresponding
nominal values for the numerical inputs are also provided. Nominal values
for the experimental inputs are given in Tables 3.1 and 3.2.
Table C.2 – Relative Uncertainty of each nenzfr Input Variable
(a) Experimental Inputs
ψi Xψi (%)
pST ,f 1.5
TST ,f 2
uSS 5
ps 3.6
(b) Numerical Inputs
ψi Units Nominal Xψi (%)
Tw K 300 4
xt mm 100 100
µt/µ 100 100
It % 5 80
r˜c 0.317 46 5
Shock Tube Filling Temperature: The temperature of the test gas in the
shock tube is not measured. Since the shock tube is the first section
of the t4 Stalker Tube to be filled in preparation for an experiment
and the remainder of the filling process takes approximately 20min,
it is reasonable to assume that the initial temperature of the test gas
in the shock tube is equal to the ambient conditions in the laboratory.
These conditions are taken to be 300K with an uncertainty of ±2%
or ±6K.
8 Defined as the ratio of the root-mean-square of the turbulent velocity fluctuations to the
mean velocity (Wilcox, 2006).
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Shock Tube Filling Pressure: The initial pressure of the test gas in the
shock tube was measured using a usg solfrunt® bourdon tube
dial gauge of range 0 to 200 kPa (gauge). The manufacturer stated
accuracy of the gauge is±0.5% of full-scale, equivalent to an absolute
uncertainty of ±1 kPa. The divisions of the gauge are 2 kPa so a
gauge readability uncertainty of ±1 kPa is assumed. Finally, since
the measurement is a gauge pressure measurement, a conservative
uncertainty of±2 kPa is included to account for variations of the local
ambient pressure. Taking the root-sum-square of these elemental
uncertainties, the total measurement uncertainty for the shock tube
fill pressure is ±2.4 kPa, equivalent to ±1.5% for the nominal fill
pressure of the low pressure test condition and ±0.96% for the high
pressure test condition (cf. Table 3.1).
Incident Shock Speed: Following Mee (1993), the uncertainty of the shock
speed was assumed to be ±5% with the major elemental component
being due to attenuation of the speed as the shock traverses the
length of the tube. In this thesis the 2nd and 3rd timing stations were
used to calculate the incident shock speed. Justification for using
these timing stations is based on the argument that the gas sitting
between the 3rd timing station and the end of the shock tube flows
through the nozzle and over the model during the nozzle starting
and flow establishment periods, while the gas that sits between
the 2nd and 3rd timing stations flows over the model during the
test time. This justification was originally provided by Stalker and
Morgan (1988, Section 2) and was repeated by Mee (1993, Section 6).
Although usage of the 2nd and 3rd timing stations for the calcula-
tion of the incident shock speed is the usual practice when processing
data from the t4 Stalker Tube, the validity of the method and the
accuracy of the computed nozzle supply enthalpy have recently been
questioned. Due to attenuation, the speed of the shock calculated
using the 2nd and 3rd timing stations is larger than the speed at
shock reflection. Consequently, the strength of the reflected shock
is calculated to be greater than that which occurs in the experiment.
This results in an over-estimation of the nozzle supply pressure rela-
tive to the peak value measured in the experiment. This difference
is accounted for by isentropically expanding the calculated nozzle
supply conditions to match the experimental pressure measured
over the nominated test time.
Mr. Philippe Lorrain, a PhD candidate within the cfh, has found
that the predicted nozzle supply pressure closely matches the peak
pressure measured during the experiment when an extrapolated
value for the incident shock speed is used for the reflected shock
calculation. This extrapolated value is determined by using all three
shock timing stations and the nozzle supply pressure transducer to
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define three incident shock speeds along the length of the shock tube.
A linear fit through the three shock speeds and extrapolation to the
end of the shock tube provides an estimate for the incident shock
speed at shock reflection. In addition to providing a better match
to the measured peak pressure, usage of the extrapolated shock
speed also reduces the predicted nozzle supply enthalpy. This in
turn decreases the temperature of the nozzle exit flow and improves
a comparison between experimental fuel-on scramjet engine data
and numerical simulations that account for both fuel injection and
combustion.
At the time of writing the appropriateness of using the extrapo-
lated incident shock speed is under investigation by Mr. Philippe
Lorrain. For this thesis, in which no reacting computational simula-
tions of the engine are presented, the standard method for calculat-
ing the nozzle supply conditions was considered adequate and the
uncertainty of the shock speed was taken to be ±5%.
Nozzle Supply Pressure: Calculation of the uncertainty in the measured
nozzle supply pressure is presented in Appendix C.3.
Nozzle Wall Temperature: An isothermal wall boundary condition with
temperature 300K was used in this thesis. This was considered a
reasonable assumption given the short flow duration (approximately
5ms). The uncertainty was assumed to be ±4% or ±12K.
Boundary Layer Transition Location: Although the transition location of a
boundary layer may be determined from heat flux measurements, no
such data exist for the Mach 10 nozzle that was used in this thesis.
Heat flux measurements recorded by Riedmüller (2008) for the t4
Stalker Tube Mach 6 nozzle indicated that the boundary layer was
fully turbulent 200mm downstream of the nozzle throat. Thus, a
transition location of 100mm was assumed for the Mach 10 nozzle
with an uncertainty of ±100%.
Turbulent Parameters: Noting that the flow produced by the t4 Stalker
Tube is noisy, the nominal values selected for the turbulent-to-
laminar viscosity ratio and the turbulence intensity were chosen
from the upper end of the ranges recommended by Chan et al. (2012)
with an assumed uncertainty of ±100% for the turbulent-to-laminar
viscosity ratio and an uncertainty of ±80% for the turbulence inten-
sity.
Core Flow Radius: The core flow radius over which the nozzle exit
flow properties were averaged was chosen to be 60mm based on
the position and size of the m12rest engine in the test section (see
Figure 3.18). An uncertainty of Xr˜c = ±5%, which corresponds
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to ±3mm, was considered reasonable based on the uncertainty in
model position (Section 3.4.7).
Each nozzle exit flow property computed by nenzfr may be considered
to be a “black box” data reduction equation of the form of Equation (C.1).
The nine nenzfr inputs are the fundamental variables on which each
exit flow property is dependent. The uncertainties of the nine nenzfr
inputs are independent of one another and so the total uncertainty in
each freestream property may be found by evaluating Equation (C.2) with
Uik = 0 ∀ i,k. This evaluation was completed numerically using finite
difference9 to calculate the sensitivity derivatives ∂F/∂ψi. Further details,
including the full set of relative sensitivities10 may be found in Doherty
(2013a) and Doherty, Chan, et al. (2012).
The results of the uncertainty analysis are provided in Table C.3 for the
high pressure test condition and in Table C.4 for the low pressure test
condition. The data are presented in the form of the relative component
uncertainties (XF)ψi as defined by Equation (C.12). Also provided are the
results of a grid convergence study, the spatial variation of the exit flow
properties over the core and the error associated with using the response
surface rather than completing a full nenzfr calculation. Note that the
response surface error was not calculated using the method described
in Appendix C.2.3 but was calculated simply as the root-sum-square of
the difference between a true nenzfr output and that predicted by the
fitted response surface for a number of test cases. Further details of these
additional studies are provided in Doherty (2013a).
Examining the data in Tables C.3 and C.4 it can be seen that the un-
certainties for each test condition are similar to one another and that
the total uncertainty is dominated primarily by the incident shock speed
uncertainty component (XF)uSS and secondly by the nozzle supply pres-
sure uncertainty component (XF)ps . Noting that the incident shock speed
is used mainly to infer the nozzle supply conditions and in particular
the nozzle supply temperature, these results clearly demonstrate that to
reduce the nozzle exit flow uncertainties further attention should be fo-
cussed on improving our knowledge of the nozzle supply temperature.
This may be achieved either through direct measurement of the nozzle sup-
ply temperature or through improving the method by which the supply
temperature is calculated using the incident shock speed (cf. the discussion
above regarding the shock speed uncertainty). To be worthwhile, a direct
measurement of the nozzle supply temperature would need to have a
measurement uncertainty and response time similar to those of the nozzle
supply pressure transducers.
Other notable results from Tables C.3 and C.4 are that
9 Each nenzfr input was perturbed by ±2.5%.
10 Defined by Equation (C.13).
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1. the flow properties of interest11 vary by less than 0.5% over the
nominated core radius,
2. the flow properties are typically within 1% of those predicted from
the grid convergence study,
3. the influence of the inflow turbulent parameters (µt/µ and It) is
small,
4. the exit flow properties do not seem strongly dependent on the
chosen boundary layer transition location12 and,
5. the uncertainty component due to the assumed nozzle wall tempera-
ture is negligible.13
c.5 forebody flow properties
The uncertainty analysis presented in Appendix C.4 for the nozzle exit
conditions was extended to include the predicted engine forebody flow
conditions by coupling nenzfr with an oblique shock calculation. The
results are presented in Table C.5 for the high pressure test condition
and in Table C.6 for the low pressure test condition. The forebody angle
θ = 6° was included in the analysis with an assumed uncertainty of
±0.1° or ±0.0167%, consistent with the uncertainty in model alignment
(Section 3.4.7). The data exhibit trends that are similar to the nozzle exit
uncertainty data: the uncertainties are similar at each test condition and
the total uncertainty is dominated by the shock speed and nozzle supply
pressure components, (XF)uSS and (XF)ps respectively.
c.6 normalised pressure
Explained in Section 3.5.2, engine pressure data are presented in this thesis
in the form of a pressure ratio relative to the nominal forebody pressure.
11 That is, the static pressure, temperature and density, the flow velocity, the Mach number,
the dynamic pressure, the unit Reynolds number and the mass flux.
12 This result is consistent with the data of Chan et al. (2013) and Doherty (2013a) who
demonstrated that the influence of the boundary layer transition location is approximately
asymptotic for xt > 50mm. As a consequence, the influence of the chosen transition
location is underestimated by this analysis. See Doherty (2013a) for futher discussion.
13 One caveat exits for this result. The current simulations assumed that the wall temperature
was constant along the length of the nozzle. However, the results of a transient thermal-
structural finite element analysis by Williams (2010) indicate that the wall temperature in
the throat region is approximately 2200K and rapidly decreases downstream of the throat.
As analysis simulated a total duration of 5ms assuming a steady state surface heat flux,
the predicted temperatures are expected to be conservative. Nevertheless, the influence
of a high localised wall temperature on the nozzle flow exit properties requires further
investigation.
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Table C.5 – Summary of the Relative Uncertainty in each Engine Forebody Flow Property for
the Nominal High Pressure Air Test Condition.
(XF)ψi XF
ψi pST ,f TST ,f uSS ps Tw xt µt/µ It r˜c θ Total 1
F \ Xψi 0.96 2 5 3.59 4 100 100 80 5 1.67
p −0.07 0.20 2.41 3.69 −0.04 −0.31 −0.02 0.54 0.03 1.90 4.84
T [0] −0.27 0.74 8.65 0.99 −0.02 −0.42 0.07 −0.54 0 0.81 8.80
ρ 0.20 −0.54 −6.27 2.70 −0.03 0.12 −0.09 1.08 0.03 1.08 7.02
ux −0.10 0.28 3.24 0.39 0 0 0 0.06 0 −0.05 3.28
uy −0.10 0.28 3.24 0.39 0 0 0 0.06 0 1.63 3.66
a −0.13 0.37 4.30 0.49 −0.01 −0.21 0.04 −0.27 0 0.40 4.38
M 0.03 −0.09 −1.06 −0.10 0.01 0.21 −0.04 0.32 0 −0.43 1.22
Pitot −0.01 0.02 0.27 3.49 −0.03 0.12 −0.09 1.18 0.03 1.03 3.84
pt 0.01 −0.03 −0.25 3.56 0.01 1.08 −0.25 2.72 0.03 −0.96 4.72
Ht −0.22 0.61 7.18 0.84 0 −0.03 0 0.07 0 0 7.26
q −0.01 0.01 0.22 3.48 −0.03 0.12 −0.09 1.19 0.03 1.02 3.83
ρu‖ 0.09 −0.26 −3.02 3.09 −0.03 0.12 −0.09 1.13 0.03 1.05 4.61
Reu 0.30 −0.82 −9.60 2.35 −0.01 0.44 −0.15 1.54 0.03 0.44 10.06
p/q −0.07 0.19 2.19 0.21 −0.02 −0.43 0.07 −0.65 0 0.87 2.50
µ −0.20 0.56 6.57 0.75 −0.01 −0.32 0.05 −0.41 0 0.61 6.69
k[0] −0.21 0.58 6.84 0.77 −0.01 −0.33 0.06 −0.43 0 0.64 6.97
β −0.02 0.06 0.66 0.06 −0.01 −0.13 0.02 −0.20 0 0.92 1.16
Table C.6 – Summary of the Relative Uncertainty in each Engine Forebody Flow Property for
the Nominal Low Pressure Air Test Condition.
(XF)ψi XF
ψi pST ,f TST ,f uSS ps Tw xt µt/µ It r˜c θ Total 1
F \ Xψi 1.50 2 5 3.59 4 100 100 80 5 1.67
p −0.11 0.19 2.39 3.64 0.08 0.63 0 0.62 −0.09 1.88 4.83
T [0] −0.41 0.71 8.78 0.98 0.02 −0.13 −0.07 −0.57 −0.02 0.80 8.93
ρ 0.30 −0.52 −6.46 2.66 0.06 0.76 0.06 1.19 −0.07 1.08 7.24
ux −0.15 0.27 3.30 0.38 0 0 0 0.06 0 −0.05 3.34
uy −0.15 0.27 3.30 0.38 0 0 0 0.06 0 1.63 3.72
a −0.20 0.36 4.38 0.48 0.01 −0.07 −0.03 −0.28 −0.01 0.39 4.46
M 0.05 −0.09 −1.08 −0.10 −0.01 0.07 0.03 0.34 0.01 −0.43 1.22
Pitot −0.01 0.02 0.20 3.44 0.06 0.76 0.06 1.30 −0.07 1.03 3.90
pt 0.03 −0.04 −0.53 3.51 0.02 1.06 0.22 2.90 −0.02 −0.93 4.80
Ht −0.34 0.60 7.37 0.82 0 −0.01 0 0.06 0 0 7.44
q 0 0.01 0.15 3.43 0.06 0.76 0.07 1.30 −0.07 1.02 3.89
ρu‖ 0.15 −0.26 −3.16 3.05 0.06 0.76 0.07 1.25 −0.07 1.05 4.75
Reu 0.46 −0.79 −9.81 2.32 0.05 0.86 0.12 1.67 −0.05 0.45 10.30
p/q −0.10 0.18 2.24 0.21 0.02 −0.14 −0.07 −0.68 −0.02 0.86 2.52
µ −0.31 0.54 6.64 0.73 0.01 −0.10 −0.05 −0.42 −0.02 0.60 6.75
k[0] −0.32 0.56 6.95 0.76 0.01 −0.10 −0.05 −0.44 −0.02 0.62 7.07
β −0.03 0.05 0.68 0.06 0.01 −0.04 −0.02 −0.21 −0.01 0.91 1.16
C Uncertainty Analysis
This ratio is calculated using
p
p1
=
p(t)
ps(t− τ)
(
ps
p1
)
nom
(C.33)
Noting that the nominal forebody pressure p1,nom is itself a derived quan-
tity, then the normalised pressure may be written generally as14
p
p1
= f(p,ps,ps,nom,uSS,pST ,f, TST ,f, Tw, xt,µt/µ, It, r˜c, θ) (C.34)
where ps and ps,nom are taken to be two separate measurements whose
uncertainties are correlated. The total relative uncertainty Xp/p1 is found
by applying Equation (C.2) to Equation (C.34) and normalising by p/p1.
The resulting uncertainty expression is
X2p/p1 = X
2
p +X
2
ps
+X2ps,nom +X
2
p1,nom
− 2Xpsps,nom
+ 2
∂Xp1,nom
∂Xps,nom
(
Xpsps,nom −X
2
ps,nom
)
(C.35)
where
Xpsps,nom =
(
1
ps
)(
1
ps,nom
) L∑
e=1
(Ups)
(
Ups,nom
)
(C.36)
is the relative covariance estimate for the correlated uncertainties of ps and
ps,nom (cf. Equation (C.10)). Assuming that all the elemental uncertainties
of ps and ps,nom are correlated then
Xpsps,nom = X
2
ps
= X2ps,nom (C.37)
and Equation (C.35) reduces to
X2p/p1 = X
2
p +X
2
p1,nom
(C.38)
Substituting in values from Tables C.1, C.5 and C.6, the total uncertainty
in the normalised engine pressure data is
Xp/p1 = ±5.5% (C.39)
14 For simplicity the time shift value τ is assumed to have no uncertainty.
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c.7 force coefficients and inner shielding pressure
c.7.1 Drag Coefficient
The experimental drag coefficient is calculated using
CD(t) =
1
Af
FD(t)
ps(t− τPP)
(
ps
q
)
nom
(C.40)
Noting that the nominal dynamic pressure qnom is itself a derived quantity,
then the drag coefficient may be written generally as15
CD = f(Af, FD,ps,ps,nom,uSS,pST ,f, TST ,f, Tw, xt,µt/µ, It, r˜c) (C.41)
where ps and ps,nom are taken to be two separate measurements whose
uncertainties are correlated. In this thesis the frontal area Af is taken to
be a fixed reference value and so has no uncertainty. Equations (C.40)
and (C.41) have the same form as Equations (C.33) and (C.34) with p/p1
replaced with CD, p replaced with FD, and p1,nom replaced with qnom.
Hence, the total relative uncertainty XCD is given by
X2CD = X
2
FD
+X2ps +X
2
ps,nom
+X2qnom − 2Xpsps,nom
+ 2
∂Xqnom
∂Xps,nom
(
Xpsps,nom −X
2
ps,nom
)
(C.42)
where Xpsps,nom is the relative covariance estimate for the correlated un-
certainties of ps and ps,nom as given by Equation (C.36). Assuming that
all the elemental uncertainties of ps and ps,nom are correlated, then Equa-
tion (C.37) holds and Equation (C.42) reduces to
X2CD = X
2
FD
+X2qnom (C.43)
The elemental sources of uncertainty for the recovered drag force are dis-
cussed in Section 4.8. The uncertainty in the nominal freestream dynamic
pressure is taken from either Table C.3 or Table C.4 depending on the test
condition.
c.7.2 Lift Coefficient
The experimental lift coefficient is calculated using
CL(t) =
1
Ap
FL,c(t)
ps(t− τPP)
(
ps
q
)
nom
(C.44)
15 For simplicity the time shift value τPP is assumed to have no uncertainty.
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where FL,c is the corrected lift force that accounts for pressure build-up
within the force balance shielding cavity (see Section 4.7) and is given by
FL,c(t) = FL(t) +Appsh(t) (C.45)
where psh(t) is the average pressure recorded by four inner shielding pres-
sure transducers (Figure 4.2). Noting that FL and psh share no elemental
sources of uncertainty with each other or any other term in Equation (C.44)
then, following the method described in the previous section for the drag
coefficient and in Appendix C.6 for the normalised pressure ratio, the total
relative uncertainty of the lift coefficient is given by
X2CD = X
2
FL,c
+X2ps +X
2
ps,nom
+X2qnom − 2Xpsps,nom
+ 2
∂Xqnom
∂Xps,nom
(
Xpsps,nom −X
2
ps,nom
)
(C.46)
where Xpsps,nom is the relative covariance estimate of ps and ps,nom as
defined by Equation (C.36) and XFL,c is the relative uncertainty in the
corrected lift, that is
X2FL,c =
(
1
FL,c
)2(
U2FL +A
2
pU
2
psh
)
(C.47)
Once again, assuming that all the elemental uncertainties of ps and ps,nom
are correlated, then Equation (C.37) holds and Equation (C.46) reduces to
X2CL,c = X
2
FL,c
+X2qnom (C.48)
The uncertainty in the recovered lift is discussed in Section 4.8. The
uncertainty of the inner shielding pressure measurement Upsh is discussed
in Appendix C.7.5 and the uncertainty in the nominal dynamic pressure is
taken from either Table C.3 or Table C.4 depending on the test condition.
c.7.3 Moment about Model Leading Edge
The corrected moment about the model leading edge is
MLE,c(t) =MBC,c(t) + FL,c(t)(xBC − xLE) − FD(t)(yBC − yLE) (C.49)
where (xBC,yBC) and (xLE,yLE) are the coordinates of the balance centre
and model leading edge respectively, FD is the recovered drag force, FL,c
is the corrected lift force (Equation (C.45)) and MBC,c is the corrected
moment about the balance centre, defined as follows
MBC,c(t) =MBC(t) −
(
(xBC − xLE)
2w
2
psh(t)
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− (L− (xBC − xLE))
2w
2
psh(t)
)
(C.50)
where w is the model width, L is the model length and psh(t) is the
average inner shielding pressure. Substituting Equations (C.45) and (C.50)
into Equation (C.49) and simplifying gives
MLE,c(t) =MBC(t) + FL(t)(xBC − xLE) − FD(t)(yBC − yLE)
+
L
2
Appsh(t) (C.51)
In this thesis the model length, planar area and locations of the balance
centre and model leading edge are each taken to be reference values with
no uncertainty.16 Applying Equation (C.2) to Equation (C.51), the total
uncertainty is
U2MLE,c = U
2
MBC
+ (xBC − xLE)
2U2FL
+ (yBC − yLE)
2U2FD +
(
L
2
Ap
)2
U2psh (C.52)
The uncertainties in the recovered lift, drag and moment about the bal-
ance centre are discussed and defined in Section 4.8. Calculation of the
uncertainty in the average inner shielding pressure is presented in Ap-
pendix C.7.5.
c.7.4 Centre of Force Location
The normalised centre of force location is defined by
CF(t) =
MLE,c
LFL,c
=
MBC + FL(xBC − xLE) − FD(yBC − yLE) +
L
2Appsh
L(FL + pshAp)
(C.53)
As stated in the previous sections, in this thesis, the balance centre location,
leading edge location, planar area of the model and model length are each
taken to be reference values with no uncertainty. The total uncertainty in
centre of force is found by applying Equation (C.2) to Equation (C.53) to
give
U2CF =
(
∂CF
∂MBC
)2
U2MBC +
(
∂CF
∂FD
)2
U2FD +
(
∂CF
∂FL
)2
U2FL
+
(
∂CF
∂psh
)2
U2psh (C.54)
16 Stated more precisely, it is assumed that the uncertainty in these quantities is sufficiently
small as to be negligible compared with the uncertainty in the recovered forces and inner
shielding pressure.
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Evaluating the partial derivatives gives
∂CF
∂MBC
=
1
L
(FL + pshAp) (C.55)
∂CF
∂FD
= −
1
L
(
yBC − yLE
FL + pshAp
)
(C.56)
∂CF
∂FL
=
1
L
(
xBC − xLE
L
−CF
)
(C.57)
∂CF
∂psh
=
Ap
FL,c
(
1
2
−CF
)
(C.58)
Finally, substituting Equations (C.55) to (C.58) into Equation (C.54) and
using Equation (4.35), the total uncertainty in centre of force is
U2CF =
1
(LFL,c)2
(
U2MLE,c + L
2CF
(
CF−
2(xBC − xLE)
L
)
U2FL
+ (LAp)
2(CF2 −CF)U2psh
)
(C.59)
c.7.5 Inner Shielding Pressure
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Figure C.1 – Typical inner shielding pressure for a shot at the lower
pressure test condition. These data are for shot 10770 and have been
filtered by a 60µs moving average. The time axis has been shifted so
that zero corresponds to the trigger of the nozzle supply pressure.
As described in Section 4.2, the pressure within the force balance shield-
ing cavity was measured using four Kulite® pressure transducers. Two
were mounted on the m12rest model and two were mounted on the force
balance top plate (Figure 4.2). To correct the recovered lift and pitching mo-
ment for the pressure build-up within the shielding, the average pressure
measured by the four transducers was assumed to act uniformly on the top
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surface of the m12rest engine. For convenience, the typical inner shield-
ing pressure traces provided in Figure 4.16 are reproduced in Figure C.1.
Although reasonable agreement between the four pressure measurements
is observed in Figure C.1, the variation that does exist affects the validity
of the assumption that the average pressure acts uniformly on the top
surface of the engine. Quantifying the effect of a non-uniform pressure on
the calculated lift and moment correction is difficult so, as a first approxi-
mation, the variation between the four pressure measurements is used in
this thesis to define the uncertainty in the average pressure as follows: at
each instance in time the standard deviation, σsh(t), of the four pressure
measurements is calculated. A typical result is provided in Figure C.2. The
standard deviation is then averaged over the test time to give the inner
shielding pressure uncertainty Upsh , that is
Upsh = 〈σsh(t)〉tendtstart (C.60)
where tstart and tend are the start and end of test time. Equation (C.60) is
evaluated for each shot. The results are summarised in Table C.7 for the
shots presented in this thesis.
Table C.7 – Summary of Inner Shielding Pressure
Uncertainty
Shot Condition psh, Pa Upsh , Pa Xpsh , %
10 756 lp 770.8 116.67 15.1
10 761 hp 1333.3 221.84 16.6
10 770 lp 442.5 32.94 7.4
10 771 lp 383.6 40.55 10.6
10 782 lp 387.3 69.58 18.0
10 787 hp 671.1 62.38 9.3
10 790 lp 337.5 37.87 11.2
10 792 hp 475.2 48.22 10.1
10 793 hp 495.2 53.68 10.8
c.8 fuel system calibration
With reference to Appendix A.4 this section presents the uncertainty
analysis for the fuel system calibration. The corresponding uncertainty
analysis for the experimental fuel mass flow rate and fuel equivalence
ratio is provided in Appendix C.9.
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Figure C.2 – Typical time variation of the standard deviation of the inner
shielding pressure measurements. The data corresponds to the inner
shielding pressures presented in Figure C.1, that is, for shot 10770. The
time axis has been shifted so that zero corresponds to the trigger of the
nozzle supply pressure.
c.8.1 Calibration Uncertainty for a Single Leg System
This section summarises the uncertainty analysis for the calibration con-
stant α calculated from a single calibration of a single leg fuel system. The
uncertainty analysis for the mean value of α from a set of calibrations is
presented next in Appendix C.8.2.
Derived in Appendix A.4, the expression for the fuel calibration constant
α is (cf. Equation (A.20))
α =
(pTi − pTf)VT
RTTip
γ−1
2γ
Ti I
= f(pTi,pTf,VT , TTi,Pp,γ,R, ti, tf) (C.61)
with
I =
∫tf
ti
p
γ+1
2γ
p dt (C.62)
In this thesis the gas constant R and specific heat ratio γ are assumed
to have negligible uncertainty. The integration limits ti and tf are also
considered to have negligible uncertainty. Since the initial pTi and the final
pressure pTi of the fuel tank were measured using the same transducer,
the systematic uncertainties of these two measurements are correlated.
All other inputs are independent of one another and share no elemental
sources of error. The uncertainties used in this thesis for the input variables
are as follows:
Volume of Fuel Tank: As explained in Appendix A.4.3, the volume of the
fuel tank was not directly measured. An uncertainty of ±5% was
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assumed.
Initial Fuel Temperature: Consistent with the input used for nenzfr
(Appendix C.4) the initial temperature of the fuel in the tank was
assumed to be 300K with an uncertainty of ±2% or ±6K.
Plenum Pressure Measurement: A total measurement uncertainty of
±3.2% was used for the plenum pressure. Calculation of this value
is explained in Appendix C.3.
Initial and Final Fuel Tank Pressure: As stated in Section 3.4.5 the fuel
tank pressure was recorded using a GE® Druck pressure transmitter
(model ptx7517-3257). This gauge has a range of 0 to 10MPa and a
manufacturer quoted accuracy of ±0.3% of full-scale output. This
uncertainty equates to a constant absolute uncertainty of 30 kPa.
The total systematic uncertainty in α is calculated by applying Equa-
tion (C.7) to Equation (C.61) to give
B2α =
(
∂α
∂VT
)2
B2VT +
(
∂α
∂TTi
)2
B2TTi +
(
∂α
∂pp
)2
B2pp
+
(
∂α
∂pTi
)2
B2pTi +
(
∂α
∂pTf
)2
B2pTf
+ 2
(
∂α
∂pTi
)(
∂α
∂pTf
)
BpTipTf (C.63)
where the last term accounts for the correlation of pTi and pTf. Evaluating
the partial derivatives gives
∂α
∂VT
=
α
VT
(C.64)
∂α
∂TTi
= −
α
TTi
(C.65)
∂α
∂pTf
= −
α
pTi − pTf
(C.66)
∂α
∂pp
= −
α
I
∂I
∂pp
(C.67)
∂α
∂pTi
=
α
2γpTi
(
(γ+ 1)pTi + (γ− 1)pTf
pTi − pTf
)
(C.68)
Substituting Equations (C.64) to (C.68) into Equation (C.63), dividing
through by α and setting17
BpTipTf = BpTiBpTf (C.69)
17 For simplicity the only elemental source of error considered is that due to the gauge
accuracy. Equation (C.10) thus reduces to Bik = BiBk.
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the relative systematic uncertainty in α is
(
XBα
)2
=
(
XBVT
)2
+
(
XBTTi
)2
+
(
∂XI
∂Xpp
)2(
XBpp
)2
+
(
1
pTi
pTf
− 1
)2(
XBpTf
)2
+
1
4
(
(γ+ 1)pTi + (γ− 1)pTf
γ(pTi − pTf)
)2(
XBpTi
)2
−
1
γ
(γ+ 1)pTi + (γ− 1)pTf(
pTi
pTf
− 1
)
(pTi − pTf)
XBpTiX
B
pTf
(C.70)
where XBψi = Bψi/ψi is the relative bias uncertainty in variable ψi and
∂XI/∂Xpp is a relative sensitivity, as defined by Equation (C.13), and must
be calculated numerically. It is clear from Equation (C.70) that accounting
for the correlated systematic uncertainties of pTi and pTf reduces the total
systematic uncertainty in α. Furthermore, the systematic uncertainty of
a single calibration is reduced when pTf  pTi, indicating that when
completing a calibration the fuel valve should be opened for sufficient
time as to allow the gas in the Ludweig tube or tank to completely vent
through the fuel injectors being calibrated.
Once a set of calibrations at a range of tank fill pressure are completed,
the relative precision uncertainty of each individual calibration is calcu-
lated using
XPα =
2σα
α
(C.71)
where σα is the standard deviation of the calibration set. Values of σα as
a percentage of the mean value are given in Table A.4. Further discussion
of this method for calculating the precision uncertainty may be found in
Coleman and Steele (1999, Section 4-3.3) and Appendix C.2.2 of this thesis.
Finally, the total uncertainty of each calibration is
Xα =
√
(XPα)
2
+ (XBα)
2 (C.72)
Values for Xα along with the calibration results are plotted in Figure A.9
for the inlet and step injection schemes. The systematic uncertainty XBα was
6% for each experiment while the precision uncertainty XPα was between
0.5 and 4% depending on the injectors and campaign (see Table A.4).
c.8.2 Calibration Uncertainty of the Mean for a Single Leg System
During an experiment the average calibration constant from a set of indi-
vidual calibrations is used for the calculation of the fuel mass flow rate
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(Equation (3.2)). This section presents an analysis of the uncertainty in the
mean calibration constant that accounts for the correlated systematic un-
certainties of the individual calibration constants. The average calibration
constant is simply
α =
1
m
m∑
k=1
αk (C.73)
Noting that each αk is a derived quantity, then the complete functional
dependency of α is
α = f(VT , {pTi}mk=1, {pTf}
m
k=1, TTi, {pp}
m
k=1) (C.74)
where {pTi}mk=1 is the complete set of initial tank pressures measured across
all the individual calibrations. Similarly, {pTf}mk=1 is the set of final tank
pressures and {pp}mk=1 is the set of plenum pressures. The total systematic
uncertainty in the mean calibration constant is calculated by applying
Equation (C.7) to Equation (C.74) to give
B2α =
(
∂α
∂VT
)2
B2VT +
(
∂α
∂TTi
)2
B2TTi +
m∑
k=1
(
∂α
∂(pTf)k
)2
B2(pTf)k
+
m∑
k=1
(
∂α
∂(pp)k
)2
B2(pp)k +
m∑
k=1
(
∂α
∂(pTi)k
)2
B2(pTi)k
+ 2
m−1∑
k=1
m∑
l=k+1
(
∂α
∂(pTf)k
)(
∂α
∂(pTf)l
)
B(pTf)k(pTf)l
+ 2
m−1∑
k=1
m∑
l=k+1
(
∂α
∂(pTi)k
)(
∂α
∂(pTi)l
)
B(pTi)k(pTi)l
+ 2
m−1∑
k=1
m∑
l=k+1
(
∂α
∂(pp)k
)(
∂α
∂(pp)l
)
B(pp)k(pp)l
+ 2
m∑
k=1
m∑
l=1
(
∂α
∂(pTi)k
)(
∂α
∂(pTf)l
)
B(pTi)k(pTf)l (C.75)
Evaluating the partial derivatives,18 dividing through by α and setting
B(pTf)k(pTf)l = B(pTf)kB(pTf)l (C.76)
B(pTi)k(pTi)l = B(pTi)kB(pTi)l (C.77)
B(pp)k(pp)l = B(pp)kB(pp)l (C.78)
B(pTi)k(pTf)l = B(pTi)kB(pTf)l (C.79)
18 see Equations (C.64) to (C.68)
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then Equation (C.75) becomes
(
XBα
)2
=
(
XBVT
)2
+
(
XBTTi
)2
+
(
1
m
)2 m∑
k=1
(αk
α
)2( 1
pTi
pTf
− 1
)2
k
(
XBpTf
)2
k
+
(
1
m
)2 m∑
k=1
(αk
α
)2( ∂XI
∂Xpp
)2
k
(
XBpp
)2
k
+
1
4
(
1
m
)2 m∑
k=1
(αk
α
)2
ζ2k
(
XBpTi
)2
k
+ 2
(
1
m
)2 m−1∑
k=1
m∑
l=k+1
αk
α
αl
α
ξkξl
(
XBpTf
)
k
(
XBpTf
)
l
+
1
2
(
1
m
)2 m−1∑
k=1
m∑
l=k+1
αk
α
αl
α
ζkζl
(
XBpTi
)
k
(
XBpTi
)
l
+ 2
(
1
m
)2 m−1∑
k=1
m∑
l=k+1
αk
α
αl
α
(
∂XI
∂Xpp
)
k
(
∂XI
∂Xpp
)
l
(
XBpp
)
k
(
XBpp
)
l
−
(
1
m
)2 m∑
k=1
m∑
l=1
αk
α
αl
α
ζkξl
(
XBpTi
)
k
(
XBpTf
)
l
(C.80)
where
ζ =
(γ+ 1)pTi + (γ− 1)pTf
γ(pTi − pTf)
(C.81)
ξ =
1
pTi
pTf
− 1
(C.82)
The first five terms in Equation (C.80) account for the uncertainties in the
tank volume (VT ), the initial tank temperature (TTi), the final tank pressure
measurements ({pTf}k), the initial tank pressure measurements ({pTi}k) and
the plenum pressure measurements ({pp}k) respectively. The sixth term
accounts for correlation between the final tank pressure measurements.
This correlation is present because the same transducer is used for each
calibration. Similarly, the seventh and eighth terms account for correlation
between the initial tank pressure measurements and between the plenum
pressure measurements, respectively. Finally, the ninth term accounts for
correlation between each possible combination of the initial and final tank
pressure measurements.
Table C.8 summarises the values calcuated for each term in Equa-
tion (C.80) for the campaign 1 and campaign 2 calibrations of the inlet
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and step injectors. These results show that the 6th, 7th and 9th terms of
Equation (C.80) all have a similar magnitude and are much larger than
the other terms of the equation. It is clear from Equation (C.80) and Ta-
ble C.8 that properly accounting for the correlated systematic uncertainties
increases the uncertainty in the mean. Neglecting to account for the corre-
lated systematic uncertainties would result in the uncertainty of the mean
calibration constant being significantly underestimated. Consistent with
the result for a single calibration (Equation (C.70)), the uncertainty in the
mean calibration constant is reduced when pTf  pTi.
Taking advantage of the fact that a set of calibrations are completed, the
precision uncertainty of the mean is calculated using
XPα =
2σα
α
√
m
(C.83)
where σα is the standard deviation of m individual calibrations. Further
discussion of this method for calculating the precision uncertainty may be
found in Coleman and Steele (1999, Section 4-3.3) and Appendix C.2.2 of
this thesis. Finally, the total uncertainty of the mean is
Xα =
√(
XPα
)2
+
(
XBα
)2 (C.84)
Table C.9 summarises the systematic, precision and total uncertainty for
the mean calibration constant of the inlet and step injection stations. Note
that the uncertainties were slightly reduced for the campaign 2 calibration
because the fuel solenoid valve was held open for longer (Figure A.7),
resulting in a larger difference between the initial and final tank pressures.
Table C.8 – Component Systematic Uncertainties of the Mean
Fuel Calibration Constant
Campaign 1 Campaign 2
Term in Inlet Inj. Step Inj. Inlet Inj. Step Inj.
Equation (C.80) 10−3 10−3 10−3 10−3
1 2.50 2.50 2.50 2.50
2 0.40 0.40 0.40 0.40
3 1.24 0.77 0.29 0.32
4 0.05 0.06 0.03 0.04
5 1.10 0.66 0.25 0.26
6 11.28 7.55 4.22 4.55
7 9.98 6.54 3.54 3.71
8 0.65 0.67 0.70 0.69
9 −10.57 −7.02 −3.87 −4.12(
XBα
)2
16.57 12.12 8.81 8.35
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Table C.9 – Total Uncertainty in Mean Calibration
Constant for Single-leg Fuel System
Campaign 1 Campaign 2
Inlet Inj. Step Inj. Inlet Inj. Step Inj.
% % % %
XPα 0.5 1.1 0.1 0.7
XBα 12.9 11.0 9.0 9.1
Xα 12.9 11.1 9.0 9.2
c.9 fuel mass flow and equivalence ratio
This section presents the uncertainty analysis for the experimental fuel
and air mass flow rates and the fuel equivalence ratio.
c.9.1 Fuel Flow Rate for Single-leg Systems
Derived in Appendix A.4 the fuel mass flow rate for a single-leg system is
calculated using
m˙f = αp
γ−1
2γ
Ti p
γ+1
2γ
p (C.85)
where pTi and pp are the initial tank pressure and fuel plenum pressure
measured during the experiment and α is a constant determined from
a set of calibrations. Since the same experimental apparatus is identical
to that used during calibration, the experimental tank and fuel plenum
pressure measurements are correlated with the calibration measurements.
The complete functional dependency of the fuel mass flow rate is thus
m˙f = f((pTi)e, (pp)e,VT , {pTi}
s
k=1, {pTf}
s
k=1, TTi , {pp}
s
k=1) (C.86)
where the subscript e is used to distinguish experimental measurements
from those made during a calibration. The total systematic uncertainty
in the fuel mass flow rate is found by applying Equation (C.7) to Equa-
tion (C.86) to give
(
XBm˙
)2
=
(
γ+ 1
2γ
)2(
XBpp
)2
e
+
(
γ− 1
2γ
)2(
XBpTi
)2
e
+X2α
−
(
2
s
)(
γ+ 1
2γ
) s∑
k=1
(αk
α
)( ∂XI
∂Xpp
)
k
(
Xpp
)
e
(
Xpp
)
k
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+
(
1
s
)(
γ− 1
2γ
) s∑
k=1
(αk
α
)
ζk
(
XBpTi
)
e
(
XBpTi
)
k
−
(
2
s
)(
γ− 1
2γ
) s∑
k=1
(αk
α
)( 1
pTi
pTf
− 1
)
k
(
XBpTi
)
e
(
XBpTf
)
k
(C.87)
where
ζ =
(γ+ 1)pTi + (γ− 1)pTf
γ(pTi − pTf)
(C.88)
and Equation (C.80) and relations similar to Equations (C.76) to (C.79)
have been used. The first two terms in Equation (C.87) account for the
uncertainties in the experimental measurement of the initial tank pressure
and plenum pressure, respectively, while the third term accounts for
the uncertainty in the calibration constant. The fourth term accounts for
correlation between the experimental and calibration measurements of
the plenum pressure (the same transducer is used). Similarly, the fifth
term accounts for correlation between the experimental and calibration
measurements of the inital tank pressure. Finally, the sixth term accounts
for correlation between the experimental measurement of the initial tank
pressure and the calibration measurement of the final tank pressure.
Using the uncertainty values from Appendices C.3 and C.8, Equa-
tion (C.87) was evaluated for each fuel-on experiment. The general results
were as follows:
1. The fifth and sixth terms in Equation (C.87) are approximately equal
in magnitude and so cancel each other out. The fifth term lies be-
tween 0.009 and 0.0017. The magnitude of the sixth term is approxi-
mately 0.0001 larger than the fifth term.
2. The second term is negligible being equal to or less than 0.0003.
3. The fourth term is approximately −0.0014 and is approximately
double that of the first term.
4. The third term is the dominate term.
Consequently, it was found that across both test campaigns, the uncertainty
in fuel mass flow rate for the inlet and step injection schemes could be
written approximately as
Xm˙ ≈ Xα − 0.5% (C.89)
where Xα is the calibration uncertainty for the mean calibration constant
as given in Table C.9.
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c.9.2 Air Flow Rate
The mass flow rate of captured air is calculated in this thesis using
m˙A = mc,1A1ρux (C.90)
The mass capture ratio mc,1 is calculated from the numerical simulations
of the engine that are presented in Chapter 5 while the shot-specific density
and velocity are calculated using a nenzfr response surface as described
in Section 3.3. For simplicity, the projected frontal area of the inlet is taken
to be a reference constant and so has no uncertainty associated with it.
Referring to the mass capture data given in Table G.1, the capture ratio
at the nominal high pressure test condition is 4.3% larger than that at
the nominal low pressure test condition. Assuming that this difference is
mostly due to changes in the freestream Mach number, and noting that the
difference in Mach number between the two test conditions is 1.4%, which
is comparable to the uncertainty in Mach number (Tables C.3 and C.4), an
uncertainty of 5% is used in this thesis for the mass capture ratio.
The static density and axial velocity of the nozzle exit flow are each
derived properties that share fundamental error sources. For this reason
the product ρux was included in the nenzfr uncertainty analysis that is
presented in Appendix C.4. Considering the uncertainties in the capture
ratio and mass flux to be independent,19 the overall uncertainty in the
mass flow rate of captured air is
Xm˙A =
√
X2mc,1 +X
2
ρux
=
{
6.4% for the hp test condition
6.5% for the lp test condition
(C.91)
For simplicity, an uncertainty of 6.5% is used for both test conditions in
all subsequent analysis.
c.9.3 Equivalence Ratio
The fuel equivalence ratio is
φ =
1
λ
m˙f
m˙A
(C.92)
Noting that there is no uncertainty associated with the stoichiometric fuel-
air ratio and that the fuel and air mass flow rates share no fundamental
or elemental sources of error, then the uncertainty in the fuel equivalence
19 Strictly they are not independent as the numerical simulations of the m12rest engine
were completed at the nominal test conditions. The nominal test condition uncertainties
could not be propagated into the engine simulations.
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ratio is simply
Xφ =
√
X2m˙f +X
2
m˙A
(C.93)
Using data from Appendices C.8, C.9.1 and C.9.2 the uncertainty in fuel
equivalence ratio for the inlet and step injection schemes can be found.
The results are given in Table C.10.
Table C.10 – Relative Uncertainty in Fuel
Equivalence Ratio
Xφ (%)
Inj. Scheme Campaign 1 Campaign 2
Inlet 14.0 10.7
Step 12.4 10.9
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PRESSSURE TRANSDUCER MOUNTING
D
d.1 introduction
This appendix details the mounting methods used for the Pitot, engine and
fuel plenum pressure transducers. Further details regarding the design
and development of the m12rest engine, including a full set of technical
drawings, may be found in Doherty (2013b).
d.2 pitot probe mount
The Pitot probe used in this thesis is shown in Figure D.1. The probe was
designed by McGilvray et al. (2009) and fits a single pcb® transducer. This
probe design has a narrower profile than the standard Pitot probe mount
used in the t4 Stalker Tube (see, for example Kirchhartz, 2010, Appendix
A) which allowed the probe to be positioned in the core flow of the Mach
10b nozzle near the leading edge of the m12rest engine. See Doherty
(2013b) for further information and technical drawings.
PCB Pressure Transducer
4xDia.1mm holes
at 30deg to axis
Spacing collar
Pitot pressure
probe mounting
Figure D.1 – Mounting arrangement for Pitot probe transducers developed
by McGilvray et al. (2009). Not to scale.
d.3 engine pressure transducers
Kulite® pressure transducers were used to measure the pressure distri-
bution along the bodyside symmetry plane of the m12rest engine (Fig-
ure 3.9). The mounting hole for these transducers is shown in Figure D.2.
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d.4 fuel plenum transducers
With reference to Section 3.4.4, pcb® pressure transducers were used
to measure the fuel plenum pressure. These were mounted using the
vibration isolation mounting system shown in Figure D.3. This is the
standard mounting method used for pcb® transducers within the cfh.
13
.5
11
.5
x 0.8M5
8
1.5 ±0.05
0.5 45
Figure D.2 – Mounting for Kulite® pressure transducers. Dimensions in
millimetres. Not to scale.
1 45
10 x0.5
12
181
6
9
1.5 ±0.05
BS0068O-ring
Fibre8washer
Cellophane8disc
BS0098O-ring
BS0108O-ring
Figure D.3 – Vibration isolation mounting system for pcb® pressure trans-
ducers. Dimensions in millimetres. Not to scale.
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E
e.1 introduction
Several coordinate systems are used throughout this thesis. Each system
and the relevant transformations are detailed here. The coordinates for
each engine pressure tap and force balance calibration location are also
provided in this Appendix in the relevant coordinate frames. Note that
dimensions given in this Appendix are theoretical values extracted from
the catia® cad model of the engine. The manufacturing tolerance of
the engine was specified as follows: angular, ±0.5°; linear with no or one
decimal place, ±0.10mm; linear with two decimal places, ±0.05mm and
geometry, as per iso 2768-fh.
e.2 inlet coordinate system
Shown in Figure E.1 and designated by (xI,yI, zI), the inlet coordinate
system is orientated such that xI is parallel to the forebody surface, xI = 0
corresponds to the start of the inlet and the symmetry plane of the engine
lies in the zI = 0 plane. The surfaces defining the inlet geometry were
generated by the rest design tools in this coordinate system (hence its
name). The grid used for the numerical simulation of the engine (presented
Chapter 5) was also created in this frame.
e.3 engine coordinate system
The primary coordinate system used in this thesis is the engine coordinate
system. Shown in Figure E.2 and designated by (x,y, z), this system is de-
fined with respect to the inlet coordinates by the following transformation:
xy
z
 =
 cosθ sinθ 0−sinθ cosθ 0
0 0 1
xIyI
zI
−
3.65mm0
0
 (E.1)
where θ = 6° is the wedge angle of the forebody. This coordinate system
has been rotated with respect to the inlet coordinate frame and shifted
dowstream such that the x axis is parallel to the top surface of the engine
and x = 0 corresponds to the start of the inlet. Unless otherwise stated, all
data in this thesis are presented using the engine coordinate frame. The
locations of the engine transducers in both the inlet and engine coordinate
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systems are provided in Table E.1.
Table E.1 – Transducer Locations in the Inlet and En-
gine Coordinate Systems. Dimensions are millime-
tres.
Inlet Engine
Location xI yI x y
p1 −42 34.94 −41.77 39.14
p2 226.95 19.59 224.10 −4.24
p3 263.77 15.91 260.34 −11.75
p4 281.92 14.35 278.22 −15.20
p5 387.16 19.77 383.46 −20.81
p6 413.02 22.49 409.46 −20.81
p7 437.89 25.10 434.46 −20.81
p8 462.80 28.32 459.57 −20.21
p9 488.57 31.76 485.56 −19.48
p10 597.14 67.90 597.32 5.11
e.4 force balance coordinate system
For convenience two coordinate systems are defined for the force balance;
both are shown in Figure E.3. The first, designated by (xfb1,yfb1) is
defined to be parallel to the engine coordinate system with its origin
located on the upper surface of the engine in the nozzle exit plane. This
coordinate system is used to define the calibration locations of the force
balance (Figure 4.3). A reference leading edge location is also defined
with respect to this coordinate system. such that the overall length of the
engine is exactly 0.915m, slightly longer than the actual model length
(when measuring to the centre of the forebody leading edge radius, cf.
Figure 3.8). In the engine coordinate system, the location of the reference
leading edge is
xLE = −270.55mm
yLE = 64.16mm
The calibration locations, associated integration intervals and reference
leading edge location are provided in Table E.2.
The primary force balance coordinate system, designated by (xfb,yfb),
is defined to be parallel to the engine coordinate system with the origin
coinciding with the balance centre. Referring to Section 4.5, the balance
centre is defined to be located at centre of force of the reference load distri-
bution that is used to form the global impulse response of the balance. As
different loading distributions may be used to form the girf, the location
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Figure E.1 – Inlet coordinate system
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Figure E.3 – Force balance coordinate system
E Coordinate Systems
of the balance centre is not strictly unique. The reference distribution used
in this thesis is given in Figure 4.4. Due to difficulty in obtaining a single
clean hit at calibration station 1, only calibration stations 2 to 20 were used
to form the girf (Appendix B.6). For the reduced load distribution, the
location of the balance centre in the engine coordinate system is
xBC = 158.19mm
yBC = 172.99mm
This location is shown in Figure E.3.
e.5 normal-axial coordinate systems
For both the engine and force balance coordinate systems, corresponding
normal-axial coordinate systems are defined. Although all force data are
presented in the lift-drag coordinate system, due to the orientation of the
force balance stress bars and direction of the calibration hits, it is more
convenient to use the normal-axial coordinate system for the force balance
theory and calibration. The two coordinates systems are related by the
following transformations:(
A
N
)
=
√
2
2
(
1 1
−1 1
)(
D
L
)
(E.2)(
D
L
)
=
√
2
2
(
1 −1
1 1
)(
A
N
)
(E.3)
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E.5 Normal-Axial Coordinate Systems
Table E.2 – Force Balance Calibration Locations. Dimensions are
millimetres.
Location xfb1 x Integration Interval
xlow xhigh ∆x
“LE” −915 −270.55
1 −889.75 −245.30 −270.55 −222.43 48.13
2 −844 −199.55 −222.43 −176.68 45.75
3 −798.25 −153.80 −176.68 −130.93
4 −752.50 −108.05 −130.93 −85.18
5 −706.75 −62.30 −85.18 −39.43
6 −661 −16.55 −39.43 6.32
7 −615.25 29.20 6.32 52.07
8 −569.50 74.95 52.07 97.82
9 −523.75 120.70 97.82 143.57
10 −478 166.45 143.57 189.32
11 −432.25 212.20 189.32 235.07
12 −386.50 257.95 235.07 280.82
13 −340.75 303.70 280.82 326.57
14 −295 349.45 326.57 372.32
15 −249.25 395.20 372.32 418.07
16 −203.50 440.95 418.07 463.82
17 −157.75 486.70 463.82 509.57
18 −112 532.45 509.57 555.32
19 −66.25 578.20 555.32 601.07
20 −20.50 623.95 601.07 644.45 43.38
Exit 0 644.45
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CENTRE OF FORCE CALCULATION
F
f.1 introduction
This appendix details the equations used to calculate the centre of force
from 3-d numerical simulations. Whether or not the centre of force is
unique and well-defined is also discussed.
The force imparted to a body as it moves through a fluid has only two
components: that due to the surface pressure and that due to the surface
shear stress. Referring to Figure F.1 the net force-per-area is defined by
f = −(pnˆ+ τwvˆ) (F.1)
where p is the surface pressure, τw the wall shear stress, nˆ the (outward)
unit normal vector and vˆ the unit tangent vector that is parallel to the local
flow velocity. Integrating Equation (F.1) over the entire wetted surface of
the body gives the total aerodynamic force
Faero =
∫∫
s
f dS (F.2)
It is only after a reference coordinate system and origin are specified that
the aerodynamic moments may be defined.
dS
v
ân
âv
p
τw
Figure F.1 – Fluid forces acting on a
differential area element.
f.2 general formulation
The derivation provided here closely follows that presented in Chapter 7
of Hirschel and Weiland (2009). Let the centre of force1 (rˆCF) be defined as
any point about which the total aerodynamic force Faero generates no net
1 In this thesis the centre of force, which includes contributions from both surface pressure
and viscous forces, is distinguished from the centre of pressure and centre of skin friction,
which include contributions from only the surface pressure forces and from the surface
viscous forces respectively.
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Figure F.2 – Centre of force defined relative to a specified coordinate
system
moment.
MCF =Mj +∆r× Faero = 0 (F.3)
where
∆r = rj − rCF =
xj − xCFyj − yCF
zj − zCF
 , Faero =
FxFy
Fz
 , Mj =
Mx|jMy|j
Mz|j

Subsituting the above into Equation (F.3) and evaluating the cross-product
givesMx|jMy|j
Mz|j
+
 Fz(yj − yCF) − Fy(zj − zCF)−Fz(xj − xCF) + Fx(zj − zCF)
Fy(xj − xCF) − Fx(yj − yCF)
 = 0 (F.4)
Setting rj = r0 = 0 so that moments are calculated with respect to the
origin of the coordinate system, then Equation (F.4) reduces toMx|0My|0
Mz|0
+
−FzyCF + FyzCFFzxCF − FxzCF
−FyxCF + FxyCF
 = 0
Alternatively,Mx|zy0 +Mx|yz0My|zx0 +My|xz0
Mz|
yx
0 +Mz|
xy
0
 =
 FzyCF − FyzCF−FzxCF + FxzCF
FyxCF − FxyCF
 (F.5)
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F.3 Symmetric Bodies
where Mx|
zy
0 is the x-component of the moment (about the origin) due to
a force in direction-z with moment arm in direction-y (similarly for the
other components). The moment components are defined below.
Mx|
zy
0 =
∫∫
s
fzydS (F.6)
My|
xz
0 =
∫∫
s
fxzdS (F.7)
Mz|
yx
0 =
∫∫
s
fyxdS (F.8)
Mx|
yz
0 = −
∫∫
s
fyzdS (F.9)
My|
zx
0 = −
∫∫
s
fzxdS (F.10)
Mz|
xy
0 = −
∫∫
s
fxydS
(F.11)
where fs = f · sˆ is the net force-per-area acting in direction s ∈ {i, j,k}.
f.3 symmetric bodies
For a vehicle that is symmetric about the x− y plane and flying at 0° aoy
the following conditions hold
Fz =Mx|
zy
0 =Mx|
yz
0 =My|
zx
0 =My|
xz
0 = zCF = 0
Consequently, Equation (F.5) reduces to
Mz|
yx
0 +Mz|
xy
0 = FyxCF − FxyCF (F.12)
The separate calculation of Mz|
yx
0 and Mz|
xy
0 is trivial for numerical data
and so a “unique” centre of force location can be defined by
xCF =
Mz|
yx
0
Fy
(F.13)
yCF =
Mz|
xy
0
Fx
(F.14)
For experimental data it is not possible to separate the contributions
of the x-direction and y-direction forces to the net moment; Mz|
yx
0 and
Mz|
xy
0 cannot be individually determined as only the net moment Mz|0
is measured. In this case, Equation (F.12) defines a line-of-action for the
aerodynamic force and the centre of force can only be defined relative to
some other reference location (typically the centre of mass), that is
xCF =
Mz + FxyCF
Fy
(F.15)
where yCF is specified a priori.
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F Centre of Force Calculation
f.4 is the centre of force unique and well-defined?
In general a unique centre of force location may not exist nor may it be
well-defined. These two facts are somewhat counter-intuitive to the general
understanding of the centre of force location. The non-uniqueness of the
centre of force is apparent on study of Equations (F.6) to (F.11). Each of
these six equations, when equated to the corresponding element on the
right-hand-side of Equation (F.5), defines one of the coordinates of the
centre of force location. As there are six equations but only three unkowns
(xCF,yCF, zCF) the system is over-defined and in general cannot be uniquely
solved. The second fact to be considered is that the centre of force may not
be well-defined. To understand how this may occur, consider a body that
is symmetric about the x− y plane, for which there is no drag distribution
and for which the lift distribution produces a pure moment and no net lift.
Then, according to Equation (F.13) the centre of force is located at x =∞
and so cannot be considered well-defined.
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SUPPLEMENTARY ENGINE FLOW FIELD RESULTS
G
g.1 introduction
This appendix presents additional data from the fuel-off numerical simu-
lations of the m12rest engine. The engine flow field at the low pressure
test condition is presented in Appendix G.2. The calculated engine mass
capture and forebody flow spillage fractions at each test condition are
provided in Appendix G.3. Appendix G.4 provides absolute force data
for different surface groups of the engine. Finally, Appendix G.6 lists the
calculated pressure at each tap along the bodyside symmetry plane of the
engine.
g.2 flow field structure
Contours of log10(p) on the engine symmetry plane are plotted in Fig-
ure G.1 for the low pressure test condition. A similar plot for the high
pressure test condition is provided in Figure 5.4b. Comparing Figures 5.4b
and G.1, it can be seen that the flow fields are almost identical with the
dominant flow structures slightly shifted for the low pressure simulation
relative to the high pressure simulation. The slight shift in location of the
flow structures is expected since the Mach number and unit Reynolds
number are slightly different for low pressure test compared to that of the
high pressure test condition (Table 3.3) and these properties influence the
wave angles and boundary layer thicknesses, respectively.
Slightly concerning is the presence of a small separation on the engine
bodyside at x ≈ 205mm for the low pressure simulation. This separation
was not present for the high pressure simulation and occurs at the same
axial position as the cowl closure point of the inlet leading edges. The
grid in this region is very complex and collapses to a singularity line;
consequently, the separation is believed to be an artifact of the grid.
g.3 mass capture performance
Engine mass capture and forebody flow spillage fractions at both test
conditions are provided in Table G.1. Fractions are provided for each
reference area defined in Figure 5.5. The data given in Table G.1 were used
to generate Figure 5.6.
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Figure G.1 – Symmetry plane pressure contours of the m12rest engine at the low pressure
test condition. Contours of log10(p) are plotted over the range 2 to 5.5 at intervals of 0.04.
To aid visualisation the scale of the vertical axis has been increased relative to that of the
horizontal axis.
g.4 absolute engine surface forces
Absolute engine forces for each test condition are provided in Table G.2
and plotted in Figure G.2. With reference to Figure 5.9 the forces are
divided into four groups of surfaces – the internal surfaces, the external
surfaces, the forebody surfaces and finally, the entire engine group. For
each group the contributions of the surface pressure and viscous forces are
provided separately. The internal surface group can be further divided into
the inlet, combustor and nozzle surface sub-groups. Force data for these
sub-groups are given in Table G.3. Similarly, Table G.4 presents absolute
force data for the breakdown of the external surface group into the side
and lower surface sub-groups.
g.5 cummulative summation of inlet wall shear stress
Figure G.3 plots the normalised cummulative summation of inlet wetted
surface area and inlet viscous drag as functions of the local axial wall
shear stress for the low pressure test condition. Corresponding data for
the high pressure test condition are plotted in Figure 5.12 and discussed
in Section 5.5.
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Table G.1 – Mass Capture and Forebody Flow Spillage
Reference Area Low Pressure High Pressure
mm2 msp,i mc,i msp,i mc,i
AF 5552 0.073 0.347 0.071 0.362
A1 3308 0.122 0.582 0.119 0.607
A2,HP 2803 n/a n/a 0.141 0.717
A2,LP 2780 0.146 0.692 n/a n/a
Table G.2 – Absolute Force Data for the m12rest Engine at each Test Condition for No
Fuel Injection. Data are given relative to the engine coordinate system. Force unit –
N; Moment unit – N m
(a) High Pressure Test Condition
Pressure Viscous Total (Pressure + Viscous)
Fx Fy Mz Fx Fy Mz Fx Fy Mz
Forebody 7.29 35.07 −5.76 2.44 −0.25 −0.09 9.73 34.82 −5.85
Internal −1.34 1.62 −5.90 25.34 −0.81 0.51 24.00 0.81 −5.39
External 14.02 58.43 13.14 10.65 −0.74 −0.23 24.67 57.70 12.91
Net 19.97 95.12 1.48 38.43 −1.80 0.20 58.40 93.33 1.68
(b) Low Pressure Test Condition
Pressure Viscous Total (Pressure + Viscous)
Fx Fy Mz Fx Fy Mz Fx Fy Mz
Forebody 4.29 20.72 −3.40 1.81 −0.18 −0.07 6.10 20.54 −3.47
Internal −1.28 1.71 −3.20 17.00 −0.51 0.36 15.73 1.20 −2.85
External 8.04 34.09 7.74 7.78 −0.53 −0.20 15.82 33.56 7.54
Net 11.05 56.52 1.14 26.59 −1.22 0.09 37.65 55.30 1.23
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Figure G.2 – Absolute force data for the m12rest engine at each nominal test condition for
no fuel injection. Each column is a cumulative bar graph of the pressure and viscous force
components.
Table G.3 – Absolute Force Data for the Internal Engine Surfaces at each Test Condition.
Data are given relative to the engine coordinate system. Force unit – N; Moment unit
– N m
(a) High Pressure Test Condition
Pressure Viscous Total (Pressure + Viscous)
Fx Fy Mz Fx Fy Mz Fx Fy Mz
Inlet 11.16 13.68 −2.19 11.93 −1.54 −0.20 23.08 12.14 −2.39
Combustor −4.61 −9.71 −2.70 11.04 0.35 0.45 6.42 −9.36 −2.25
Nozzle −7.88 −2.35 −1.01 2.37 0.37 0.27 −5.50 −1.98 −0.75
Internal −1.34 1.62 −5.90 25.34 −0.81 0.51 24.00 0.81 −5.39
(b) Low Pressure Test Condition
Pressure Viscous Total (Pressure + Viscous)
Fx Fy Mz Fx Fy Mz Fx Fy Mz
Inlet 6.68 7.94 −1.28 7.89 −1.01 −0.13 14.57 6.93 −1.41
Combustor −2.82 −5.83 −1.90 7.43 0.22 0.29 4.61 −5.61 −1.60
Nozzle −5.14 −0.40 −0.02 1.68 0.28 0.19 −3.45 −0.12 0.17
Internal −1.28 1.71 −3.20 17.00 −0.51 0.36 15.73 1.20 −2.85
Table G.4 – Absolute Force Data for the External Engine Surfaces at each Test Condition.
Data are given relative to the engine coordinate system. Force unit – N; Moment
unit – N m
(a) High Pressure Test Condition
Pressure Viscous Total (Pressure + Viscous)
Fx Fy Mz Fx Fy Mz Fx Fy Mz
Lower 14.02 58.43 13.14 5.90 −0.69 −0.04 19.92 57.75 13.10
Side 0.00 0.00 0.00 4.75 −0.05 −0.19 4.75 −0.05 −0.19
External 14.02 58.43 13.14 10.65 −0.74 −0.23 24.67 57.70 12.91
(b) Low Pressure Test Condition
Pressure Viscous Total (Pressure + Viscous)
Fx Fy Mz Fx Fy Mz Fx Fy Mz
Lower 8.04 34.09 7.74 4.25 −0.47 −0.03 12.29 33.62 7.71
Side 0.00 0.00 0.00 3.53 −0.06 −0.17 3.53 −0.06 −0.17
External 8.04 34.09 7.74 7.78 −0.53 −0.20 15.82 33.56 7.54
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Figure G.3 – Normalised cummulative summation of inlet wetted surface
area and inlet viscous drag as functions of the local axial wall shear
stress at the low pressure test condition
g.6 engine pressures
For completeness, the absolute and normalised engine pressures at each
tap location along the bodyside of the m12rest engine are listed in Ta-
ble G.5. Values are given for each test condition and were calculated by
averaging the numerical pressure over an interval of ±1mm around each
nominal tap. The coordinate locations of each pressure tap are provided
in Appendix E.
Table G.5 – Numerical Body Side Engine Pressures at
each Tap Location. An averaging interval of ±1mm
was used for each location.
Low Pressure High Pressure
Location p(kPa) p/p1,nom p(kPa) p/p1,nom
p1 1.17 0.82 1.98 0.82
p2 7.70 5.40 13.40 5.52
p3 12.47 8.74 19.57 8.06
p4 28.77 20.16 42.95 17.69
p5 36.39 26.50 57.29 23.59
p6 26.71 18.71 47.55 19.58
p7 21.97 15.39 34.32 14.13
p8 26.50 18.56 40.67 16.75
p9 17.94 12.57 30.65 12.62
p10 0.91 0.64 1.13 0.46
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SUPPLEMENTARY PRESSURE RESULTS
H
h.1 introduction
This appendix presents and discusses supplementary engine pressure
data that were recorded during the second test campaign. Appendix H.2
discusses the influence of forebody chines that were designed to reduce
flow spillage from the forebody. Appendix H.3 discusses the influence
that timing of fuel injection was found to have on the engine operation.
Additional fuel-on data for the inlet injection scheme which demonstrate
repeatablity of the measurements are provided in Appendix H.4. The
last section of the appendix, Appendix H.5, discusses the influence of a
saw-tooth boundary layer trip on the measured combustion pressures for
the step and inlet injection schemes.
h.2 influence of forebody chines
During the development of the airframe integrated m12rest engine, con-
cerns were raised regarding the possible adverse influence of flow spillage
from the forebody on the engine operation. In an effort to reduce flow
spillage, additional pieces that attach to the sides of the forebody were
designed. These pieces are known as chines. Shown fitted to the engine in
Figure H.1, the width of each chine was 10% of the engine capture width
and the cross-sectional shape was inspired by the forebody of the nasa
x43 flight vehicle. To help mitigate the additional frontal drag induced by
fitting the chines, the rear half of the chines were designed to be symmet-
ric with the front half. Technical drawings for the chines are provided in
Doherty (2013b).
Normalised engine pressure data comparing the bodyside pressure
distributions with and without the chines fitted are provided in Figure H.2
for no fuel injection at the high pressure test condition. The numerical data
provided for comparison did not include the chines but did account for
flow spillage from the forebody (see Chapter 5). The data do not indicate
any influence of the chines at any measurement location.
h.3 influence of fuel injection timing
When conducting fuelled engine experiments within impulse facilities it
is important to determine whether the timing of fuel injection has any
influence on the establishment of steady flow for the particular engine
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Figure H.1 – Photograph of the left-hand side forebody
chine. The design was inspired by that used on the x43
flight vehicle.
and test condition under consideration. As explained in Section 3.4.5, the
short test time of impulse facilities requires that the supply of fuel to the
injectors be initiated prior to flow arrival at the model. Dependent on the
trigger delay, early injection can result in a signficant mass of fuel being
injected prior to arrival of the test flow at the model. Previous experimental
and numerical studies, such as those of Kirchhartz (2010, Figure 5.22) and
Rogers and Weidner (1993), have indicated that early injection of fuel does
not significantly affect the establishment of steady combustion within
shock tunnel facilities. This was not the case for the current configuration
and test condition.
Figure H.3 presents transient normalised data for the high pressure
test condition. Each row represents a different engine pressure tap. Data
for the step injection scheme are given in the left hand column; data
for the inlet injection scheme are given in the right hand column. Three
different shots are shown for each data set: a baseline fuel-off shot, a shot
for which fuel was injected early and a shot for which fuel was injected
late. Corresponding fuel plenum traces are compared with a typical Pitot
pressure trace in Figure H.4.
Two effects of fuel injection timing are seen in Figure H.3 depending on
the injection scheme:
1. The inlet does not start;
2. An unsteady combustion mode (or false-positive).
Case 1 occurs for the inlet and combined injection schemes and is obvious
and easy to detect. With reference to the right-hand column of Figure H.3,
when fuel is injected early the inlet pressures oscillate significantly and
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Figure H.2 – Influence of the forebody chines on the engine pressure distribution for no fuel
injection at the high pressure test condition
never1 attain a steady value. For this example shot (10950) the influence
of the inlet unstart was observed at the forebody pressure tap, 40mm
upstream of the start of the inlet. Pressures within the combustor are also
unsteady and comparable or lower in magnitude than the steady fuel-off
values. In comparison, when the fuel is injected late relative to test flow
arrival the inlet pressures attain a quasi-steady level that are elevated above
the fuel-off data due to mass addition. The inlet pressures slowly increase
with time because the rising fuel plenum pressure and falling nozzle
supply pressure lead to increasing fuel equivalence ratio (cf. Figures 3.19
and H.4b). Steady pressures are attained within the combustor and engine
nozzle, with a distinct pressure increment (relative to fuel-off) occurring
at each transducer downstream of combustor tap 2, aka transducer p5.
Case 2, an unsteady combustion mode, occurs for the step injection
scheme and is not as obvious as case 1. With reference to the left-hand
column of Figure H.3, flow establishment within the inlet is unaffected by
injection from the step regardless of the fuel timing. In the combustor, the
starting shock is stronger and pressures remain elevated for longer with
early fuel injection than with late fuel injection. Comparing data for shot
1 Here ’never’ should be interpreted as ’not within the available flow duration’. It is entirely
possible that, given sufficient test time, the starting transients would decay and the would
inlet self-start.
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Figure H.3 – Normalised engine pressure traces examining the influence of fuel-injection
timing on flow establishment. The left column is for step-only fuelling, the right column
is for inlet-only fuelling. The data were filtered using a 20µs moving average.
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Figure H.4 – Comparison of a typical Pitot pressure trace with fuel plenum
pressure traces for early and late fuel injection timing. The Pitot pressure
trace was filtered using a 20µs moving average.
H Supplementary Pressure Results
10933 and shot 10934, the persistence of the starting slug of gas within
the engine may be dependent on the fuel equivalence ratio. Once the
unsteady expansion of the starting flow has past, the combustor pressures
remain unsteady and elevated for the two early injection shots that are
plotted, indicating that the occurrence of this unsteady combustion mode
is independent of fuel equivalence ratio. For late injection the combustor
and nozzle pressures are steady and, with the exception of the engine
nozzle data, no combustion-induced pressure rise is discernable.
With respect to engine performance testing, the observed effect of fuel
injection timing is an unwanted artifact of the transient test environment
produced by the t4 Stalker Tube. During flight, the flow field within a
scramjet engine would be established prior to initiation of fuel injection.
Neither case has been observed during previous testing of either the
m12rest engine or rest-based engines in general. It is currently hypothe-
sised that the observed effects are primarily related to the low freestream
static pressure of the test conditions and the small scale of the engine.
Within the context of this thesis, further study of the transient starting of
the m12rest engine was not possible however, improved understanding of
the driving mechanisms would be useful for guiding future experiments.
A consequence of injecting fuel late relative to flow arrival at the model
is that the fuel plenum pressures are rising while the Pitot pressure is
decreasing, meaning that the fuel equivalence ratio is also increasing with
time. The effect of this on the engine pressure data is shown in Figure H.5,
in which transient absolute and normalised engine pressure data are
plotted for shot 10960. Absolute pressure data are given in the left hand
column; normalised data are given in the right hand column. This shot
was a combined injection shot at a fuel equivalence ratio of 0.92. The fuel
plenum pressures have been provided for comparison. The corresponding
pressure distribution along the length of the engine is given in Figure 6.5a.
Examining Figure H.5 it can be seen that, as expected, the absolute Pitot
pressure and forebody pressure signals both decrease with time. When
normalised by the nozzle supply pressure these pressures are constant.
The second inlet tap indicates that the inlet flow field was not established
until t ≈ 2.8ms. After flow establishment, the normalised inlet pressure
trace plateaus before then slowly increasing for t > 3.8ms; an increase that
is due to the increasing fuel equivalence ratio and eventually leads to an
inlet unstart well after the test time. In comparison with the inlet pressure
trace, the absolute pressure traces in the engine combustor and nozzle
remain relatively constant after flow establishment. The sudden change in
slope at t ≈ 4ms for the first combustor pressure tap is hypothesised to
be related to the movement of the strong shock impingement location (cf.
Figure 6.5a). Assuming constant combustion efficiency, plateauing of the
absolute pressures in the combustor and engine nozzle suggests that the
rising fuel mass flow rate was compensating for the decreasing captured
air mass flow rate. When normalised by the nozzle supply pressure trace,
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Figure H.5 – Absolute and normalised engine pressures for combined injection shot 10960.
Fuel plenum pressure traces have been provided for comparison. The fuel equivalence
ratio was 0.92. The data were filtered using a 20µs moving average.
H Supplementary Pressure Results
the combustor and engine nozzle pressures each increase steadily with
time. The results plotted in Figure H.5 suggest that although the fuel
plenum pressure rises and Pitot pressure decreases during a shot, the
internal engine flow field varies in a quasi-steady way.
h.4 repeatability of fuel-on data for inlet injection
Additional normalised engine pressure data for the inlet injection scheme
are plotted in Figure H.6. The data were measured for fuel equivalence
ratios close to φ = 0.35 and demonstrate good repeatability at each engine
measurement location.
h.5 influence of a boundary layer trip on combustion
Section 6.2 briefly discussed the influence of a saw-tooth boundary layer
trip on the measured fuel-off pressure distribution. This section presents
a similar discussion for the fuel-on tests. The saw-tooth boundary layer
trip is shown in Figure 3.11. Normalised engine pressure data for the step
and inlet injection schemes with and with-out a boundary layer trip fitted
are plotted in Figure H.7. Corresponding fuel-off data are also plotted
for comparison, as is the numerical fuel-off pressure distribution. Inset
figures that show enlarged views of the forebody and engine nozzle data
are provided to aid interpretation. Note that the step injection data was
recorded at the high pressure test condition and the inlet injection data at
the low pressure test condition.
Based on the results plotted in Figure H.7a, the boundary layer trip has
no significant influence on the pressure distribution for the step injection
scheme. Although the fuel-on pressure at location p7 (x = 434mm) is
significantly higher with the trip fitted, the pressure increment relative to
fuel-off at this location is approximately independent of the presence of
the trip. Since the engine nozzle pressure data (p10) are also similar for
trip/no-trip tests, these results suggest that the saw-tooth trip used in this
thesis has no influence on combustion for the step injection scheme.
Results for the inlet injection scheme are plotted in Figure H.7b and
indicate that the presence of the boundary layer trip influences the mea-
sured combustion pressures. Relative to the fuel-off data, the pressure
rise at locations p6 (x = 409mm) and p8 (x = 460mm) through to p10
(x = 597mm) is greater when the trip is fitted. The pressure increment at
location p7 (x = 434mm) is unaffected by the presence of the trip. This
result is surprising given that measurement p7 was the only measurement
to show any influence of the trip for fuel-off tests (Figure 6.2). Within
the engine nozzle the pressure increment (relative to fuel-off) was almost
doubled when the trip was fitted, although a fraction of this improvement
may be attributed to the higher equivalence ratio for the trip-on shot com-
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(b) Low pressure condition. Boundary layer trip fitted.
Figure H.6 – Engine bodyside pressure distribution for the inlet injection scheme. The fuel
injection location is indicated by an arrow.
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Figure H.7 – Influence of the saw-tooth boundary layer trip on measured pressure distribution
for fuel-on tests. The fuel injection location is indicated by an arrow.
H.5 Influence of a Boundary Layer Trip on Combustion
pared with the trip-off shot. The improvement in combustion is expected
to be related to alterations to the flow structure within the engine due to
the shocks, expansions and vortices generated by the boundary layer trip.
Detailed numerical simulations, which are considered beyond the scope
of the current work, would be required to investigate this data further.
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SUPPLEMENTARY FORCE BALANCE RESULTS
I
i.1 introduction
This short appendix presents supplementary engine force data that were
recorded during the first test campaign for the case of no fuel injection.
Appendix I.2 presents the five force balance shielding iterations that were
used. Appendix I.3 provides a summary of which girf were used to pro-
cess each force balance shot presented in this thesis. Finally, Appendix I.4
presents engine pressure and force data for shield designs c and e at each
test condition.
i.2 shielding iterations
Photographs of the force balance shielding iterations used during the
first experimental campaign are provided in Figure I.1. For comparison,
a photograph of the streamlined shielding used during the second test
campaign with a rigid tunnel mount is also provided.
The front portion of the shielding design a was not sufficiently rigid
and so, during a shot, would flex downwards, touching the model and
affecting the force measurement. Shielding designs b and c sought to
increase the rigidity of the shielding through the addition of stiffening
ribs and a strut. In order to reduce any possible interactions with the flow
entering the engine, the shielding leading edge and location of the Pitot
probe were also changed for shield design c. A frontal wedge was added
to shield design c; the result was shield design d. The intention of adding
the wedge was to reduce the influence of the shielding on the facility
nozzle flow by deflecting flow around the sides of the upper shielding box.
The final design iteration, shield design e, extended the wedge concept
further by adding in a lower wedge. In comparison with the streamlined
shielding shown in Figure I.1f, the upper half of the force balance shielding
clearly created a significant blockage to the test flow.
i.3 girf used for shot processing
For completeness, Table I.1 provides a summary of which girf were
used to process each force balance shot presented in this thesis. In total
four girf were formed from the calibration data. These were (1) the pre-
campaign primary strain girf, (2) the post-campaign primary strain girf,
(3) the pre-campaign secondary strain girf, and (4) the post-campaign
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(a) Design a. Initial design. (b) Design b. Stiffening ribs added to the
’wings’.
(c) Design c. Struts added, shielding leading
edge trimmed back by 20mm, the Pitot
probe was moved back, raised and shifted
off the symmetry plane.
(d) Design d. Frontal wedged added.
(e) Design e. Double wedge design. The Pitot
probe was placed in a similar location as for
Designs c and d.
(f) Streamlined shielding used during the sec-
ond test campaign with a rigid tunnel mount
(see Figure 3.16).
Figure I.1 – Iterations of the force balance shielding during the first test campaign. For
comparison, the streamlined shielding used during the second test campaign (with a rigid
mount) is also provided.
I.4 Fuel-off Data for Shield Designs c and e
secondary strain girf. Dependent on the quality of the strain signals
measured during an experiment, one of three combinations of the girf
were used to give the average transient force signals. These combinations
were
1. The primary strain girf
2. The secondary strain girf
3. All four girf
A comparison of the uncorrected forces recovered using each girf is
provided in Figure I.2 for shot 10761. In general, it was found that the
time-history and magnitude of the forces recovered using the pre- and
post-campaign girf (either primary or secondary) were always compa-
rable with one another. It was also found that when both the primary
and secondary strain signals were usable, the forces recovered from all
four girf were comparable to one another. This gives confidence in the
recovered forces for shots for which only the primary girf or only the
secondary girf were used.
Table I.1 – Summary of which girf were used to Process each
Force Balance Shot (1: used, 0: not used).
Pre-campaign calibration Post-campaign calibration
Shot Primary Secondary Primary Secondary
10 756 1 0 1 0
10 761 1 1 1 1
10 770 1 0 1 0
10 771 1 0 1 0
10 782 0 1 0 1
10 787 0 1 0 1
10 790 0 1 0 1
10 792 0 1 0 1
10 793 0 1 0 1
i.4 fuel-off data for shield designs c and e
Fuel-off engine pressure data at the high pressure test condition with
shield design c fitted and at the low pressure test condition with shield
designs c and e fitted are provided in Figure I.3. Engine pressure data
from the second test campaign have also been provided for comparision.
The corresponding engine force data are plotted in Figures I.4 and I.5. The
following observations can be made regarding the engine pressure and
force data:
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Figure I.2 – Comparison of uncorrected forces recovered using different girf for shot 10761
(high pressure test condition, shield design c). The data were filtered using a 500µs moving
average. The time axis has been shifted so that zero corresponds to the trigger of the nozzle
supply pressure.
I.4 Fuel-off Data for Shield Designs c and e
1. At each test condition the engine pressure data for shield design c
are consistent with the numerical simulation and with the data from
the second test campaign.
2. The engine forces measured with shield design c fitted are signifi-
cantly different from that predicted from the numerical simulation.
The recovered drag for shot 10761 is very unsteady while for shot
10756 the recovered drag does not establish until approximately
4.2ms, significantly longer than the engine pressure data.
3. Engine pressure data for shot 10790 are not consistent with the
numerical simulation or with data from the second test campaign.
Within the inlet and combustor the measured pressures are signif-
icantly higher than expected. Based on the transient pressure data
recorded for this shot, flow establishment within the engine was
slower than expected for a fuel-off test.
4. The time-history of the recovered drag for shot 10790 with shield
design e fitted is reasonable. The magnitude of the recovered drag
is higher than that predicted from numerical simulation. However,
the increased drag is expected based on the engine pressure data
recorded for this shot.
In summary, and in the context of the data presented in Chapter 7 and Ap-
pendix K, the fuel-off data presented in Figures I.3 to I.5 demonstrate
that the force balance shielding influenced the quality of the test flow and
in-turn affected the quality of the engine pressure and force measurements.
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(a) High pressure condition. Shield design c. Boundary layer trip fitted.
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(b) Low pressure condition. Boundary layer trip fitted.
Figure I.3 – Comparison of the experimental and numerical pressure distribution on the engine
bodyside for no fuel injection with shield designs c and e.
0  2
  4
  6
  8
E
n
g
in
e 
N
o
zz
le
P
re
ss
u
re
, k
P
a
10761, Sh. C
0
0.5
1.0
1.5
2.0
2.5
N
o
rm
al
is
ed
 P
re
ss
u
re
0
 40
 80
120
160
200
D
ra
g
, N
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
D
ra
g
 C
o
ef
fi
ci
en
t
0
 40
 80
120
160
200
240
280
320
L
if
t,
 N
0
0.02
0.04
0.06
0.08
0.10
0.12
0.14
L
if
t 
C
o
e
ff
ic
ie
n
t
0
 40
 80
120
160
200
 0  1  2  3  4  5
M
o
m
e
n
t 
a
b
o
u
t 
L
E
, 
N
.m
Time, ms
Test time
 0  1  2  3  4  5
0
0.2
0.4
0.6
0.8
1.0
C
e
n
tr
e
 o
f 
F
o
rc
e
Time, ms
Test time
Figure I.4 – Transient fuel-off force coefficients at the high pressure test condition with shield
design c. Normalised engine nozzle pressure traces have also been provided for comparison.
The time axis has been shifted so that zero corresponds to the trigger of the nozzle supply
pressure.
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Figure I.5 – Transient fuel-off force coefficients at the low pressure test condition with shield
designs c and e. Normalised engine nozzle pressure traces have also been provided for
comparison. The time axis has been shifted so that zero corresponds to the trigger of the
nozzle supply pressure.
STREAM THRUST AND EXERGY OF INJECTED FUEL
J
This appendix details the calculation of the fuel stream thrust and exergy.
Since the fuel plenum temperature was not measured during the experi-
ments, and cannot be extracted from the calibration data (Appendix A.4),
the following analysis assumes the fuel mass flow to be fixed according
to the particular shot under investigation. This permits the variation of
exergy and stream thrust with plenum pressure to be examined assuming
different fuel injector discharge coefficients.
j.1 stream thrust
By definition the stream thrust of a fluid moving at velocity u through a
duct of cross-sectional area A is
St = m˙u+ pA (J.1)
where m˙ is the mass flow rate and p is the static pressure of the fluid.
Stream thrust is a vectorial quantity that is parallel to the fluid velocity
vector. For a set of n injectors, each at an angle θk to the flight direction
the total stream thrust is
Stt =
k=n∑
k=1
Stkcos (θk) (J.2)
Assuming that each injector has the same cross-section and originates
from the same plenum chamber, then Equation (J.2) can be written as
Stt = Stk
k=n∑
k=1
cos (θk) (J.3)
where
Stk =
m˙
n
u+ pAk (J.4)
is the stream thrust contribution of each injector. In Equation (J.4) Ak is
the cross-sectional area of a single injector and m˙ is the total mass flow of
fuel exiting the plenum chamber. The injector angles for the step and inlet
stations of the m12rest engine are provided in Table J.1. Assuming
1. a calorically perfect gas,
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2. isentropic flow, and
3. sonic injection
then the total mass flow rate m˙ and temperature T , pressure p and velocity
u at the exit of each injector are related to the plenum conditions (Tp,pp)
by
m˙ = nCdAk
√√√√γ
R
(
2
γ+ 1
)γ+1
γ−1 pp√
Tp
(J.5)
T = Tp
(
2
γ+ 1
)
(J.6)
p = pp
(
2
γ+ 1
) γ
γ−1
(J.7)
u = a =
√
γRT (J.8)
where Cd is the discharge coefficient of the injectors. Fixing the mass flow
rate at that calculated for a particular shot, and assuming a value for the
discharge coefficient allows the plenum temperature to be determined as a
function of the plenum pressure. In turn the injector pressure, temperature,
velocity and stream thrust also become functions of only plenum pressure.
Such an analysis was completed for both an inlet injection scheme shot
and a combined injection scheme shot. The results are presented below in
Appendix J.3.
j.2 exergy
By definition1 the exergy or available energy of a flow stream is given by
ψ = (h− hd) − Td(s− sd) +
u2
2
= Cp(T − Td) − Td
(
Cp ln
T
Td
− R ln
p
pd
)
+
u2
2
(J.9)
where properties with subscript d are those of the local ‘dead-state’ which,
for fuel injection into a scramjet engine, corresponds to the local atmospheric
conditions and in this work are taken from Table 3.3. Using the same
assumptions as in the previous section the temperature, pressure and
velocity of the injected gas are given by Equations (J.6) to (J.8), respectively
and, for fixed fuel mass flow and specified discharge coefficient, are
functions of only the plenum pressure.
1 See Cengel and Boles (Section 7.4 of 2002)
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Table J.1 – Angle of Injectors Relative to Engine
Coordinate System X-Axis
Injector Angle (°) Notes
Step Plenum, 0.65mm diameter injectors
1 9 Cowlside symmetry plane
2 24 9.6
3 23 10.9
4 22 12.3
5 21 13.7
6 20 14.9
7 19 16.1
8 18 17.3
9 17 18.3
10 16 19.2
11 15 20.1
12 14 20.7
13 21 Bodyside symmetry plane
Inlet Plenum, 1.30mm diameter injectors
1 57
2 57
3 57
j.3 results
The results of the analysis outlined in the preceeding sections are provided
in Figure J.1 for shot 10782 and in Figure J.2 for shot 10787. Shot 10782
was an inlet injection test at an equivalence ratio of 0.70 while shot 10787
was a combined injection test with total equivalence ratio 1.09. The engine
pressure and force balance data for each of these shots are discussed in
Sections 7.4 and 7.5 respectively.
The analysis of shots 10782 and 10787 was completed assuming the fuel
mass flow was fixed. This methodology is useful as the fuel mass flow
is dictated by the engine capture performance and required equivalence
ratio, whereas the plenum conditions are able to be varied and the dis-
charge coefficient is defined primarily by the geometry of the injectors.
Consequently, in the context of designing fuel systems for high Mach
number flight conditions, two important trends are established by the data
plotted in Figures J.1 and J.2:
1. For a fixed discharge coefficient (i.e. injector geometry), increasing
the fuel plenum pressure requires an increase in plenum temperature
to maintain a fixed fuel mass flow. An increased plenum temperature
and pressure in turn increase the stream thrust contributed by the
fuel and the fuel exergy.
355
J Stream Thrust and Exergy of Injected Fuel
2. For a fixed plenum pressure, improving the discharge coefficient
requires a significant increase in plenum temperature to maintain
a fixed fuel mass flow. For plenum pressures above approximately
400 kPa, the fuel exergy is strongly dependent on the discharge
coefficient.
These trends suggest that in order to increase the fuel stream thrust and
exergy the injectors should be designed to have a discharge coefficient
close to one and that the plenum temperature and pressure should be as
large as possible (subject to any mechanical and thermal constraints). The
requirement of large plenum temperature is useful given the expectation
that the fuel would be used or even required to actively cool the scramjet
airframe during an actual flight. Furthermore, the kinetic energy of the
injected fuel also increases as the plenum temperature and pressure are
raised. A thermodynamic analysis by Czysz (1988), which included the
contribution of the fuel, demonstrated the importance of energetic injection
of the fuel and the sensitivity of thrust to changes in the flow velocity
through the engine.
For the experimental data the plenum temperature was expected to be
approximately equal to the temperature of the fuel in the tank prior to
injection, that is around 300K. Based on the data in Figures J.1 and J.2,
for the experimental plenum pressures, a plenum temperature of 300K
requires that the discharge coefficient was in the range 0.58 to 0.71 for the
inlet injectors and approximately 0.50 for the step injectors. These values
are considered reasonable given the small diameter of the injector holes
(0.65mm for the step, 1.3mm for the inlet).
Table J.2 summarises the exergy, stream thrust, specific impulse and
specific thrust of the fuel for each shot2 assuming a plenum temperature
of 300K. Comparing these results to those given in Table 7.2 for the
engine, the specific impulse and specific thrust of the fuel represent 6%
of the engine values for the inlet injection scheme data and 20% and
11% respectively for the combined injection scheme data. These are non-
negligble contributions that would increase further with larger fuel total
temperature.
2 Corresponding fuel and air mass flow data may be found in Table L.4.
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Table J.2 – Fuel Stream Thrust and Exergy assum-
ing a Plenum Temperature of 300K
Shot 10782 Shot 10787
Units Inlet Inj. Inlet Inj. Step Inj.
Cd 0.71 0.58 0.50
St N 0.89 1.13 3.84
ψ MJ/kg 7.0 6.5 6.5
Isp s 133 148 286
Tsp Ns/kg 29 18 63
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Figure J.1 – Variation of fuel stream thrust and exergy assuming a fixed mass flow of 0.68 g/s
from the inlet injectors. The mass flow rate matches that of low pressure shot 10782 and
corresponds to φ = 0.75. Curves are shown for assumed fuel discharge coefficients in the
range 0.5 to 1.0 with increments of 0.25. The experimental plenum pressure is indicated in
each plot by a vertical dashed line.
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(a) Inlet injector plenum data. The fuel mass flow rate was fixed at 0.78 g/s.
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(b) Step injector plenum data. The fuel mass flow rate was fixed at 1.37 g/s.
Figure J.2 – Variation of fuel stream thrust and exergy for the combined injection scheme
assuming fixed mass flow rate. The fixed mass flow rates for the inlet and step injectors
match that of high pressure shot 10787 and correspond to a total fuel equivalence ratio
of φt = 1.20. Curves are shown for fuel discharge coefficients in the range 0.5 to 1.0 in
increments of 0.25. The experimental plenum pressure is indicated in each plot by a vertical
dashed line.
SCHLIEREN PHOTOGRAPHY
K
k.1 introduction
During the first test campaign, in which the three-component force balance
was used, the t4 Schlieren photography system was set up in an attempt
to better understand the unexpected results that were being recorded.
Not having planned to complete any optical diagnostics, on a short time
frame and with the t4 Schlieren having been previously dismantled, the
system established during campaign 1 was far from optimal (despite
the help of Dr. Timothy McIntyre). Nevertheless, a picture is worth 1000
words and the, albeit low quality, images helped diagnose that the force
balance shielding appeared to adversely influence the starting process of
the facility nozzle. Prior to the second campaign, and with the help of Dr.
Stefan Brieschenk, the Schlieren system was re-configured and the quality
of the images was significantly improved. Improvement of the system has
continued such that high quality schlieren images like those presented by
Lorrain et al. (2012) are now possible.
The schlieren images shown in Figures K.1 to K.7 of this appendix
were recorded using a Shimadzu hpv-1 camera. The frame-rate was set
to 64µs with an integration time of 32µs. The camera was triggered 1µs
after the t4 facility nozzle supply pressure transducers such that frame
1 corresponds to t = 1µs. For each set of images the flow is from left to
right. A schematic of the engine showing the approximate location of the
viewing window is also provided. Selected frames have been annotated.
Three shots from the first test campaign and four shots from the second
test campaign sare shown. For shot 10768 (Figure K.1) a wave exiting the
facility nozzle can be seen1 interacting with the model just downstream
of the cowl closure point. When the model is moved downstream, as
it was for shot 10769 (Figure K.2), the wave is swallowed by the inlet
causing an inlet unstart. The strong unstart shock can be seen clearly in
the images for shot 10769. Shown in Figure K.3, shot 10771 featured shield
design d and was positioned in the nominal position relative to the nozzle
exit plane (Figure 3.18). The wave interacts downstream of the inlet cowl
closure location and may be weakened compared with shot 10768 which
featured shield design c. Photographs of the different shielding designs
are provided in Figure I.1.
For the second test campaign (Figures K.4 to K.7) the forebody and inlet
shocks are visible and, with the exception of shot 10950 (Figure K.6) the
1 Due to the poor quality, the images are best viewed digitally.
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inlet was started. For shot 10950 fuel was injected early from teh inlet
injection station, leading to engine unstart. The strong unstart shock can
clearly been seen moving upstream in the images. Further discussion of
the influence of fuel injection timing is provided in Appendix H.3.
Approximate window location
Approximate field of view
(a) Frame 38, t = 2369µs (b) Frame 43, t = 2689µs (c) Frame 48, t = 3073µs
(d) Frame 53, t = 3329µs
Erroneous Wave
(e) Frame 57, t = 3585µs (f) Frame 63, t = 3969µs
(g) Frame 67, t = 4225µs (h) Frame 75, t = 4736µs (i) Frame 80, t = 5057µs
Figure K.1 – Shot 10768, campaign 1, shield design c. A wave from the facility nozzle is present
and interacts with the engine.
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Approximate window location
Approximate field of view
(a) Frame 30, t = 1857µs (b) Frame 40, t = 2497µs
Erroneous Wave
(c) Frame 46, t = 2881µs
(d) Frame 50, t = 3137µs (e) Frame 54, t = 3393µs
Unstart Shock
(f) Frame 59, t = 3713µs
(g) Frame 65, t = 4097µs (h) Frame 70, t = 4417µs (i) Frame 75, t = 4737µs
Figure K.2 – Shot 10769, campaign 1, shield design c. A wave from facility nozzle is present
and causes an inlet unstart. For this shot the model was positioned 73mm downstream of
the nominal position.
Approximate window location
Approximate field of view
(a) Frame 16, t = 961µs (b) Frame 27, t = 1665µs
Erroneous Wave
(c) Frame 37, t = 2305µs
(d) Frame 41, t = 2561µs (e) Frame 56, t = 3521µs. Ap-
proximate start of test time.
(f) Frame 64, t = 4033µs
(g) Frame 71, t = 4481µs. Ap-
proximate end of test time.
(h) Frame 80, t = 5057µs (i) Frame 88, t = 5569µs
Figure K.3 – Shot 10771, campaign 1, shield design d. No fuel injection. A wave from the facility
nozzle is present and interacts with engine downstream of cowl closure location.
Approximate window location
(a) Frame 16, t = 961µs (b) Frame 26, t = 1061µs (c) Frame 38, t = 2369µs
(d) Frame 48, t = 3009µs. Start
of test time.
(e) Frame 52, t = 3265µs (f) Frame 56, t = 3521µs. End
of test time.
(g) Frame 66, t = 4161µs
Forebody Shock
Inlet Shock
(h) Frame 76, t = 4801µs (i) Frame 86, t = 5441µs
Figure K.4 – Shot 10929, campaign 2. No fuel injection.
Approximate window location
(a) Frame 16, t = 961µs (b) Frame 26, t = 1601µs (c) Frame 38, t = 2369µs
(d) Frame 51, t = 3201µs. Start
of test time.
Forebody Shock
Inlet Shock
(e) Frame 55, t = 3457µs (f) Frame 59 t = 3713µs. End of
test time.
(g) Frame 66, t = 4161µs (h) Frame 76, t = 4801µs (i) Frame 86, t = 5441µs
Figure K.5 – Shot 10951, campaign 2. Inlet injection scheme with φ = 0.56. Inlet was started.
Approximate window location
(a) Frame 16, t = 961µs (b) Frame 26, t = 1601µs (c) Frame 35, t = 2177µs. Un-
start progressing upstream.
(d) Frame 37, t = 2305µs. Un-
start progressing upstream.
Forebody Shock
Unstart Shock
(e) Frame 39, t = 2433µs. Un-
start progressing upstream.
(f) Frame 41, t = 2561µs. Un-
start progressing upstream.
(g) Frame 46, t = 2881µs. Un-
start progressing upstream.
(h) Frame 50, t = 3137µs. Ap-
proximate start of test time.
(i) Frame 58, t = 3649µs. Ap-
proximate end of test time.
Figure K.6 – Shot 10950, campaign 2. Inlet injection with scheme with φ = 0.53. Inlet was
unstarted.
Approximate window location
(a) Frame 16, t = 961µs (b) Frame 26, t = 1601µs (c) Frame 38, t = 2369µs
(d) Frame 47, t = 2945µs. Start
of test time.
(e) Frame 51, t = 3201µs (f) Frame 55, t = 3456µs. End
of test time.
(g) Frame 66, t = 4161µs (h) Frame 76, t = 4801µs (i) Frame 86, t = 5441µs
Figure K.7 – Shot 10960, campaign 2. Combined injection with φ = 0.92.
INDIVIDUAL SHOT SUMMARIES
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This appendix provides a set of tables which detail the operating, noz-
zle supply, nozzle exit, fuelling and forebody conditions for each shot
conducted in the t4 Stalker Tube for this thesis. Tables defining the ex-
perimental configuration for each shot in both test campaigns are also
provided. The tables contained in this appendix are as follows:
Table L.1 - Tunnel Operating and Nozzle Supply Conditions
Table L.2 - Nozzle Exit Flow Properties
Table L.3 - Nozzle Exit Composition and Turbulent Properties
Table L.4 - Fuel Flow Properties
Table L.5 - Forebody Flow Properties
Table L.6 - Campaign 1 Experimental Configuration
Table L.7 - Campaign 2 Experimental Configuration
The nozzle supply conditions listed in Table L.1 were calculated using
estcj (Jacobs et al., 2011) as described in Section 3.3. The nozzle exit flow
properties and species mass fractions listed in Tables L.2 and L.3 were
calculated using nenzfr response surfaces as described in Section 3.3.
Note that the nozzle supply temperature and enthalpy listed in Table L.2
were also calculated using nenzfr response surfaces. The forebody flow
properties listed in Table L.5 were calculated from the nozzle exit flow
properties (Table L.2) using oblique shock relations and assuming a fixed
(frozen) composition.
The abbreviations used in Table L.1 are listed below. All other symbols
may be found in the Nomenclature.
Res. Reservior
c.t. Compression Tube
s.t. Shock Tube
Argon Frac. Volume fraction of Argon gas in the compression
tube. Helium was used for the remainder.
Diaph. Primary diaphram thickness
o.r. Over-run
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Table L.5 – Forebody Flow Properties for each Shot
Shot p T ρ u‖ M q µ Reu θ β
- Pa K g/m3 m/s - kPa µs Pa 106/m ° °
10 742 1394 310.6 15.57 2912 8.23 66.0 18.97 2.389 6.0 10.22
10 743 1279 312.5 14.18 2917 8.22 60.4 19.06 2.171 6.0 10.23
10 744 1305 314.1 14.40 2923 8.21 61.5 19.13 2.200 6.0 10.23
10 745 1292 320.8 13.95 2947 8.19 60.6 19.44 2.115 6.0 10.25
10 746 1201 303.9 13.70 2885 8.24 57.0 18.65 2.119 6.0 10.21
10 747 1251 314.3 13.79 2924 8.21 58.9 19.14 2.106 6.0 10.23
10 748 1254 316.4 13.73 2931 8.20 59.0 19.24 2.092 6.0 10.24
10 749 1194 301.7 13.72 2877 8.25 56.8 18.55 2.127 6.0 10.20
10 750 1257 316.6 13.76 2932 8.20 59.1 19.25 2.096 6.0 10.24
10 753 1208 342.3 12.22 3019 8.12 55.7 20.41 1.807 6.0 10.30
10 754 1237 364.2 11.76 3090 8.06 56.1 21.37 1.701 6.0 10.35
10 755 1255 334.6 12.99 2994 8.15 58.2 20.07 1.938 6.0 10.28
10 756 1267 342.1 12.82 3019 8.12 58.5 20.40 1.898 6.0 10.30
10 757 1225 339.1 12.51 3008 8.13 56.6 20.27 1.857 6.0 10.29
10 758 1206 349.9 11.61 3130 8.21 56.9 20.07 1.811 6.0 10.23
10 761 2270 383.2 20.52 3159 8.03 102.4 22.17 2.923 6.0 10.37
10 762 2313 335.9 23.87 3010 8.18 108.2 20.12 3.571 6.0 10.26
10 763 1244 336.0 12.82 2999 8.14 57.6 20.13 1.910 6.0 10.28
10 764 1261 343.9 12.70 3025 8.12 58.1 20.48 1.876 6.0 10.30
10 765 1238 333.4 12.86 2990 8.15 57.5 20.01 1.921 6.0 10.28
10 766 1140 306.9 12.87 2895 8.23 53.9 18.79 1.983 6.0 10.22
10 767 1252 320.1 13.55 2944 8.19 58.7 19.41 2.055 6.0 10.25
10 768 1368 353.8 13.39 3059 8.09 62.6 20.92 1.958 6.0 10.32
10 769 1402 351.5 13.81 3052 8.10 64.3 20.82 2.025 6.0 10.31
10 770 1389 357.7 13.45 3072 8.08 63.4 21.09 1.959 6.0 10.33
10 771 1322 350.6 13.06 3048 8.10 60.7 20.78 1.916 6.0 10.31
10 772 1268 333.4 13.18 2990 8.15 58.9 20.01 1.969 6.0 10.28
10 773 1319 348.0 13.12 3040 8.11 60.6 20.66 1.930 6.0 10.31
10 774 1440 363.2 13.36 3181 8.19 67.6 20.62 2.060 6.0 10.25
10 775 1418 345.7 14.21 3033 8.12 65.3 20.56 2.095 6.0 10.30
10 776 1352 339.1 13.81 3011 8.14 62.6 20.27 2.051 6.0 10.29
10 777 1243 333.8 12.90 2991 8.15 57.7 20.03 1.926 6.0 10.28
10 778 1631 373.8 15.11 3125 8.04 73.7 21.78 2.167 6.0 10.36
10 779 1479 359.1 14.27 3077 8.08 67.5 21.14 2.076 6.0 10.33
10 780 1413 361.8 13.52 3085 8.07 64.4 21.27 1.962 6.0 10.34
10 781 1454 355.0 14.19 3064 8.09 66.6 20.97 2.073 6.0 10.32
10 782 1292 343.8 13.01 3025 8.12 59.6 20.48 1.922 6.0 10.30
10 783 1274 353.0 12.16 3143 8.21 60.0 20.20 1.891 6.0 10.23
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Table L.5 – continued
Shot p T ρ u‖ M q µ Reu θ β
- Pa K g/m3 m/s - kPa µs Pa 106/m ° °
10 784 1325 353.2 12.99 3057 8.09 60.7 20.89 1.900 6.0 10.32
10 785 1237 331.2 12.94 2982 8.15 57.5 19.91 1.937 6.0 10.27
10 786 1285 341.1 13.04 3016 8.13 59.3 20.35 1.933 6.0 10.29
10 787 2391 345.4 23.99 3042 8.15 111.0 20.55 3.552 6.0 10.28
10 788 1442 349.6 14.29 3046 8.11 66.3 20.73 2.099 6.0 10.31
10 789 1403 347.0 14.00 3037 8.11 64.6 20.62 2.063 6.0 10.30
10 790 1210 335.8 12.48 2997 8.14 56.1 20.12 1.859 6.0 10.28
10 792 2346 345.9 23.51 3043 8.15 108.8 20.57 3.478 6.0 10.28
10 793 2420 344.4 24.36 3039 8.15 112.4 20.50 3.610 6.0 10.27
10 794 2794 360.6 26.87 3092 8.11 128.5 21.21 3.918 6.0 10.31
10 795 2799 358.3 27.08 3085 8.12 128.9 21.11 3.957 6.0 10.30
10 796 2401 327.0 25.46 2980 8.21 113.1 19.72 3.848 6.0 10.23
10 797 1447 354.6 14.14 3062 8.09 66.3 20.95 2.066 6.0 10.32
10 798 1339 342.6 13.54 3022 8.13 61.8 20.42 2.003 6.0 10.30
10 799 1474 354.0 14.42 3060 8.10 67.5 20.92 2.110 6.0 10.32
10 925 2340 367.3 22.07 3111 8.08 106.8 21.50 3.194 6.0 10.33
10 926 2146 315.5 23.58 2939 8.24 101.8 19.20 3.610 6.0 10.21
10 927 1386 337.1 14.24 3004 8.14 64.3 20.18 2.121 6.0 10.28
10 928 1207 313.3 13.35 2919 8.21 56.9 19.09 2.041 6.0 10.23
10 929 1621 375.8 14.94 3131 8.04 73.2 21.86 2.139 6.0 10.36
10 930 2715 350.9 26.84 3061 8.14 125.7 20.79 3.952 6.0 10.29
10 931 2542 346.8 25.41 3047 8.15 118.0 20.61 3.757 6.0 10.28
10 932 2540 349.0 25.24 3054 8.14 117.7 20.70 3.723 6.0 10.28
10 933 2506 341.1 25.48 3028 8.16 116.8 20.36 3.790 6.0 10.27
10 934 2297 339.5 23.45 3022 8.17 107.1 20.28 3.493 6.0 10.26
10 935 2452 334.9 25.38 3007 8.18 114.8 20.08 3.802 6.0 10.25
10 936 2337 336.8 23.38 3100 8.29 112.3 19.51 3.714 6.0 10.17
10 937 2351 327.1 24.92 2980 8.21 110.7 19.73 3.765 6.0 10.23
10 938 1299 329.2 13.67 2976 8.16 60.5 19.82 2.052 6.0 10.27
10 939 1508 363.4 14.37 3091 8.07 68.6 21.33 2.082 6.0 10.34
10 940 2252 323.4 24.14 2967 8.22 106.2 19.56 3.662 6.0 10.23
10 941 1391 350.7 13.73 3049 8.10 63.8 20.78 2.015 6.0 10.31
10 942 1504 365.6 14.24 3098 8.06 68.3 21.43 2.059 6.0 10.34
10 943 1474 356.3 14.33 3068 8.09 67.4 21.03 2.091 6.0 10.32
10 944 1487 357.2 14.42 3071 8.09 68.0 21.06 2.102 6.0 10.33
10 945 1448 373.3 13.06 3216 8.16 67.5 21.04 1.997 6.0 10.26
10 946 1473 361.1 14.13 3083 8.07 67.2 21.23 2.052 6.0 10.33
10 947 1435 360.9 13.76 3082 8.07 65.4 21.22 1.999 6.0 10.33
10 948 1509 365.9 14.28 3099 8.06 68.6 21.44 2.064 6.0 10.34
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Table L.5 – continued
Shot p T ρ u‖ M q µ Reu θ β
- Pa K g/m3 m/s - kPa µs Pa 106/m ° °
10 949 2332 326.4 24.77 2978 8.21 109.8 19.70 3.745 6.0 10.23
10 950 2216 320.1 24.00 2955 8.23 104.8 19.41 3.655 6.0 10.22
10 951 2001 315.5 21.99 2937 8.23 94.8 19.19 3.365 6.0 10.21
10 952 2133 316.8 23.33 2944 8.23 101.1 19.26 3.567 6.0 10.21
10 953 2282 330.5 23.93 2992 8.19 107.1 19.88 3.601 6.0 10.24
10 954 2533 344.3 25.51 3039 8.16 117.8 20.50 3.782 6.0 10.27
10 955 2496 349.4 24.07 3145 8.26 119.1 20.05 3.777 6.0 10.20
10 956 2480 340.1 25.28 3025 8.17 115.6 20.31 3.764 6.0 10.26
10 957 1487 359.6 14.32 3078 8.08 67.9 21.17 2.083 6.0 10.33
10 958 2296 319.3 24.93 2953 8.23 108.7 19.37 3.801 6.0 10.22
10 959 2560 330.7 26.85 2994 8.20 120.3 19.89 4.041 6.0 10.24
10 960 2508 330.8 26.29 2994 8.20 117.8 19.90 3.956 6.0 10.24
10 961 2265 321.9 24.39 2962 8.22 107.0 19.49 3.706 6.0 10.22
10 962 2358 335.6 23.67 3095 8.29 113.4 19.46 3.764 6.0 10.17
10 963 2146 311.8 23.86 2926 8.25 102.1 19.02 3.670 6.0 10.20
10 964 2130 313.0 23.59 2930 8.25 101.2 19.08 3.622 6.0 10.20
10 965 2436 320.6 26.35 2958 8.23 115.3 19.43 4.012 6.0 10.22
10 966 2543 332.1 26.56 2998 8.19 119.4 19.95 3.991 6.0 10.24
10 967 1380 343.2 13.93 3024 8.12 63.7 20.45 2.060 6.0 10.30
10 968 1439 349.4 14.27 3045 8.11 66.2 20.72 2.097 6.0 10.31
10 969 1427 348.6 14.18 3042 8.11 65.6 20.69 2.085 6.0 10.31
10 970 1286 340.7 12.72 3099 8.24 61.1 19.68 2.003 6.0 10.21
10 971 1314 324.2 14.04 2959 8.18 61.5 19.60 2.121 6.0 10.25
10 972 2385 330.4 25.03 2992 8.20 112.0 19.88 3.768 6.0 10.24
10 973 2397 343.3 23.53 3123 8.27 114.7 19.79 3.713 6.0 10.18
10 974 2478 331.8 25.90 2997 8.19 116.3 19.94 3.892 6.0 10.24
10 975 2503 336.8 25.77 3014 8.18 117.0 20.16 3.852 6.0 10.25
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Legend for Table L.6
Column Data Color Key
1 Shielding white Design A (initial)
Design B (stiffening ribs added)
Design C (struts added, Pitot shifted)
Design D (wedge added)
Design E (double wedge)
2 Boundary Layer white Not Fitted
Trip Fitted
3 Pitot white Cone-blank fitted
Pitot probe fitted
4 Fuel white Fuel-off
Fuel-N2
Fuel-Air
5 Injection Location Step injection scheme
Inlet injection scheme
Combined injection scheme
6 Condition white Low-pressure condition fine-tuning
Final Low-pressure condition (Table 3.3)
High-pressure condition fine-tuning
Final High-pressure condition (Table 3.3)
Standard 6mm dia. 3MJ/kg condition
7 Nozzle t4 Mach 10 nozzle
t4 Mach 8 nozzle
8 Nozzle Location Nominal pre-recoil position. Measured from inside front face
of test section.
9 Shielding Gap n/a Units are millimetres
10 Dump Tank Vacuum n/a Units are 1 torr = 133Pa
11 Schileren white No optics
Shimadzu hpv-1 camera and flash lamp
PointGrey still camera and led light source
12 Thesis Figure n/a
13 Comments n/a
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Table L.6 – Campaign 1 Experiment Configuration
Shot 1 2 3 4 5 6 7 8 9 10 11 12 13
10741 205 ? 0.7
10742 205 ? 0.8
10743 205 ? ?
10744 205 ? 0.55
10745 205 >2? ?
10746 205 2 0.7
10747 205 2 0.75
10748 205 5 0.6
10749 205 5 0.6
10750 205 5 0.6
10751 205 5 0.65
10752 205 5 0.75
10753 205 4 0.75
10754 205 4 0.75
10755 205 4 0.8
10756 205 4 0.75
10757 142 4 0.7
10758 142 4 0.65
10759 142 4 0.7
10760 142 2 0.7
10761 176 2 0.65
10762 176 2 0.7
10763 176 2 0.6
10764 176 2 0.6 Camera flash didn’t trigger
10765 176 2 0.6 Alignment heat gun left on
and obscured Schlieren
10766 176 2 0.6
10767 176 2 0.7
10768 176 2 0.7
10769 132 2 0.7
10770 205 2 0.65 Figures 7.4a
and 7.5a
10771 205 2 0.4 Figures 7.4a
and 7.5a
10772 205 2 0.5 Fuel early
10773 205 2 0.6
10774 205 2 0.7
10775 205 2 0.8
10776 205 2 0.8
10777 205 2 0.75
10778 205 2 0.7 Forebody strange, inlet
didn’t start
10779 205 2 0.7 Forebody strange, inlet
didn’t start, spb noisy
10780 205 2 0.45 Fuel early, inlet didn’t start
10781 205 2 0.55 Fuel early, inlet didn’t start,
forebody strange
10782 205 2 0.5 Fuel late, inlet started,
spa/spb noisy
10783 205 2 0.45 Fuel early but inlet started
(N2 shot)
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Table L.6 – Continued.
Shot 1 2 3 4 5 6 7 8 9 10 11 12 13
10784 205 2 0.45 Fuel early but inlet may
have started, drag
oscillatory, spa/spb noisy
10785 205 2 0.4 Fuel early but inlet may
have started, very large
pressure rise
10786 205 2 0.55 Fuel early but inlet started,
combustor pressures are
oscillatory
10787 205 2 0.35 Fuel later than usual for
campaign 1
10788 205 2 0.42 Primary strains faulty,
combustor pressures low
10789 205 3 0.5 Forebody, combustor
signals strange
10790 205 3 0.47 Inlet slow to start
10791 205 3 ? Piston pre-launch, no data
10792 161 3 0.4
10793 205 3 0.4
10794 205 3 0.5 Fuel late, forebody strange,
inlet didn’t start
10795 205 3 0.8 Fuel late, inlet didn’t start.
Pitot/forebody transients
were unusual
10796 205 3 0.8 Fuel late, inlet didn’t start.
Pitot/forebody transients
were unusual
10797 205 3 0.5 spa/spb noisy, Pitot
strange, inlet didn’t start
10798 205 3 0.5 Pitot strange, engine
pressures unsteady
10799 205 3 0.5 Inlet didn’t start
10800 205 3 0.4
10801 120 3 0.8
10802 132 3 0.65
10803 132 3 0.7
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Legend for Table L.7
Column Data Color Key
1 Shielding Streamlined, no fuel cover pieces
Streamlined with fuel cover pieces
2 Boundary Layer
Trip
white Not Fitted
Fitted
3 Forebody Chines white Not Fitted
Fitted
4 Fuel white Fuel-off
Fuel-N2
Fuel-Air
5 Injection Location Step injection scheme
Inlet injection scheme
Combined injection scheme
6 Condition Final Low-pressure condition (Table 3.3)
Final High-pressure condition (Table 3.3)
7 Nozzle Location Nominal pre-recoil position. Measured from inside front face
of test section.
8 Dump Tank Vacuum n/a Units are 1 torr = 133Pa
9 Schileren white No optics
Shimadzu hpv-1 camera and led light source
10 Thesis Figure
Number
n/a
11 Comments n/a
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Table L.7 – Campaign 2 Experiment Configuration
Shot 1 2 3 4 5 6 7 8 9 10 11
10925 205 0.35 Figure 6.2
10926 205 0.30 Figures 6.2
and H.7a
10927 205 0.35 Figures 6.2, 6.7
and H.7b
10928 179 0.40 Figure 6.2
10929 205 0.40 Figures 6.2
and H.7b
10930 205 0.32 Figure H.2
10931 205 0.40 Inlet didn’t start
10932 205 0.50 Inlet slow to start
10933 205 0.40 Combustor traces unsteady
10934 205 0.45 Figure H.3 Combustor traces unsteady
10935 205 0.45 Repeat last shot, fuel
unintentionally late
10936 205 0.45 Repeat into N2
10937 205 0.45 Shock tube was over-filled
10938 205 0.40 Figure 6.4b Fuel was slightly early
10939 205 0.45 Figure 6.4b Fuel was slightly early
10940 205 0.45 Figure H.7a Fuel was slightly early
10941 205 0.40 Inlet didn’t start, forebody
trace strange
10942 205 0.45 Figure 6.3b
10943 205 0.45 Figure H.6b
10944 205 0.45 Figures 6.3b, 6.7a
and H.7b
Inlet pressure high but traces
and optics look good
10945 205 0.40 Figure 6.3b
10946 205 0.45 Figures 6.3b
and H.6b
10947 205 0.35 Figure 6.2
10948 205 0.40 Deliberate unstart by early
fuel inj.
10949 205 0.40 Figure 6.3a
10950 205 0.40 Figure H.3 Inlet didn’t start
10951 205 0.40 Figures 6.3a, 6.7a
and H.3
10952 205 0.40 Inlet didn’t start, seen in
optics and pressure
10953 205 0.37 Figure H.6a p6 and p8 look strange
10954 205 0.35 Figures 6.12a
and H.6a
10955 205 0.40 Figure 6.3a
10956 205 0.50 Figures 6.3a, 6.12b
and H.6a
Inlet slow to start
10957 205 0.45 Figure H.7b
10958 205 0.40 Unsteady combustor data,
fuel was slightly early
10959 205 0.45 Unsteady inlet data though
mean values are ok
10960 205 0.40 Figure 6.5a
10961 205 0.40 Forebody data strange
10962 205 0.40 Figure 6.5a
10963 205 0.80 Figures 6.5a
and 6.7b
10964 205 0.80 Figure 6.5a
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Table L.7 – Concluded.
Shot 1 2 3 4 5 6 7 8 9 10 11
10965 205 0.45 Inlet didn’t start
10966 205 0.35 Figure 6.1
10967 205 0.40 Forebody trace strange, inlet
may not have started
10968 205 0.35 Figure 6.5b No forebody data
10969 205 0.45 Figures 6.5b
and 6.7b
10970 205 0.45 Figures 6.4b
and 6.5b
10971 205 0.45 Figure 6.5b
10972 205 0.40 Figures 6.4a, 6.13
and H.3
10973 205 0.45 Figure 6.4a
10974 205 0.45 Figures 6.4a
and H.7a
10975 205 0.35 Figures 6.1, 6.7, 6.11
and H.3
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the end.
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The last page.
For the final word consider Ecclesiastes 3:1-8 (niv) –
“There is a time for everything, and a season for every activity under heaven:
a time to be born and a time to die,
a time to plant and a time to uproot,
a time to kill and a time to heal,
a time to tear down and a time to build,
a time to weep and a time to laugh,
a time to mourn and a time to dance,
a time to scatter stones and a time to gather them,
a time to embrace and a time to refrain,
a time to search and a time to give up,
a time to keep and a time to throw away,
a time to tear and a time to mend,
a time to be silent and a time to speak,
a time to love and a time to hate,
a time for war and a time for peace.”
To which I will add –
There is a time to study and a time to play.
and for now, I am finished with the former. . .
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