In this paper, a kernel choice method is proposed for domain adaption, referred to as Optimal Kernel Choice Domain Adaption (OKCDA). It learns a robust classier and parameters associate with Multiple Kernel Learning side by side. Domain adaption kernel-based learning strategy has shown outstanding performance. It embeds two domains of different distributions, namely, the auxiliary and the target domains, into Hilbert Space, and exploits the labeled data from the source domain to train a robust kernel-based SVM classier for the target domain. We reduce the distributions mismatch by setting up a test statistic between the two domains based on the Maximum Mean Discrepancy (MMD) algorithm and minimize the Type II error, given an upper bound on error I. Simultaneously, we minimize the structural risk functional. In order to highlight the advantages of the proposed method, we tackle a text classication problem on 20 Newsgroups dataset and Email Spam dataset. The results demonstrate that our method exhibits outstanding performance.
Introduction
Conventional machine learning methods universally assume that the training data and the test data come from the same distribution. Unfortunately for many applications, it is difficult to obtain enough labeled data for training classifiers.
Recently, many researchers have been focusing on cross-domain adaption which 5 aims at solving a learning problem in the target domain by utilizing training data in the source domain, while these two domains may have different distributions [1, 2] . In practice, the domain adaptive learning strategy has been successfully applied to real-time applications, such as multi-task clustering [3] ,WiFi localization [4], action recognition [5] , sentiment classification [6] , visual 10 event recognition [7, 8] , object detection [9, 10] and visual concept classification [11, 12, 13] . However, compared with non-learning methods [14, 15] , adaptive learning has more extensive applications.
To take the advantage of all labeled patterns for both auxiliary and target domains, Daume [16] proposes a Feature Replication method to augment 15 features for cross-domain learning. The augmented features are then used to construct a kernel function for Support Vector Machine training. Yang et al. [12] propose Adaptive SVM for visual concept classification, in which the new classifier f T (x) is adapted from an existing classifier f A (x) trained from the source domain. Cross-domain SVM proposed by Jiang et al. [11] uses k-nearest 20 neighbors from the target domain to define a weight for each auxiliary pattern, and then the SVM classifier is trained with the re-weighted auxiliary patterns.
More recently, Jiang et al. [11] proposes a method of mining the relationship among different visual concepts for video concept detection. They first build a semantic graph which can be adapted in an online fashion to fit the new knowl-
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edge mined from the test data. However, these methods do not utilize unlabeled patterns from the target domain. Such unlabeled patterns can also be used to improve the classification performance.
When there are only a few or even no labeled patterns available in the target domain, the auxiliary patterns or the unlabeled target patterns can be used to 30 train the target classifier. Several cross-domain learning methods are proposed to cope with the inconsistency of data distributions. These methods re-weighted the training samples from the source domain by using unlabeled data from the target domain so that the statistics of samples from both domains are matched.
Duan et al. [17, 19] propose a cross-domain kernel learning framework, which Learning (A-MKL) that has been successfully used in visual event recognition.
A common insight is that most of those domain adaption learning methods are either variants of SVM or other kernel methods, which map auxiliary data and target data into a feature space for obtaining a robust SVM-based classifier, and simultaneously, minimize the mismatch between two different distribution 45 domains. The performance of a classifier strongly depends on the choice of the kernels. Lanckriet et al. [18] develop a nonparametric kernel matrix, which involves joint optimization of the coefficients in a conic combination of kernel matrices. One problem is that its time complexity is too high to be applied to real applications. In recent years, many effective methods [17, 19, 20, 21, 22] 
Brief Review of Related Work
Let us denote the dataset of labeled and unlabeled patterns from the target
is the label of x T i , labeled patterns are numbered 1 to n l , unlabeled patterns are numbered n l + 1 to n l + n u . We define
as the dataset from the target domain with the size n t = n l + n u under the marginal data distribution ρ, and
as the dataset from the source domain under the marginal data distribution ϑ. We represent the labeled training dataset as
, where n is the total number of labeled patterns. The labeled training data can be from the target domain(D = D 
where 
can be rewritten as η k = E xx yy h k (x, x , y, y can set up a two-sample test which measures the similarity or bias between the source domain and the target domain.
We select some kernels for hypothesis testing from a particular family K of kernels, assuming kernel k(x i , x j ) is a linear combination of a set of base kernels
where d m > 0 is a set of positive coefficients ,
Here, it is denoted that
η m is the average of independent random variables, and its asymptotic distribution is given by the central limit theorem. Now we set up the construction of a hypothesis test and define Φ as the Cumulative Distribution Function (CDF) of a standard normal random variable N (0, 1) , where Φ −1 is the inverse CDF. A test of asymptotic level α using the statistics will have a threshold t as in [14] . To obtain an estimate of the variance based on the samples, we use an expression derived from the U-statistic. The population variance can be written as
The choice of kernel will affect both the test statistic and the asymptotic variance. Type II error occurs when the random variable η k falls below the threshold t. The asymptotic probability of a Type II error is therefore expressed as:
where Φ is a monotonic function, n is the number of all patters and t is the threshold of the test statistic and is set to
the Type II probability will decrease as the ratio in another domain. Whereas, it should be noted that all of them do not make use of unlabeled data in the target domain for cross learning. Duan et al. [17] utilize the unlabeled data in the target domain. The problem is how to minimize the mismatch of two distribution by MMD, which do not utilize the chance to select an optimal kernel for the classifier. Recently, some unsupervised kernel 125 learning methods [31, 32] are better in extending the previous work on optimal kernel choice to two-sample tests. The proposed approaches are described in full details in section 3.
Optimal Kernel Choice for Domain Adaption Learning
Similar to previous methods, we assume the kernel function is a linear combination of a set of base kernels. Our goal is to learn a function of the form
the inner product in a feature space parameterized by β. At the same time, we minimize the bias of different distributions between the source domain and the target domain. The definition of an object function for domain adaption learning can be formulated as arg min
where λ is a tradeoff parameter. C> 0 is regularization parameter where the objective term is near to the standard C-SVM objective term. Given the misclassification C, the aim is to maximise the margin while minimizing the hinge loss on the labeled data between the auxiliary and the target domains. The only addition is an regularisation on the weights d associated with multiple kernels. Recall in [29] it is shown that minimizing the Type II error, P (η k < t), is equal to minimizing d Qd, where Q is the covariance matrix cov(h). The models [29] are referred to full details. Let us define
then, the optimization problem can be rewritten as
However, the objective function term in the brackets and the constraints are the standard C-SVM object. λ is set to 0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 50. It is straightforward to derive the corresponding dual problem
where K d is the kernel matrix for a given d, Y is a diagonal matrix with the labels on the diagonal. In this paper, we utilize project gradient descent in the outer loop to obtain d. According to [22] , W can be differentiated with respect to d as if α * does not depend on d. We therefore get
In our learning method, we employ the reduced gradient descent procedure 
We adopt the second-order gradient descent method to update the linear combination coefficient d at iteration k + 1 by
where ε t is the learning rate which can be computed by using a line search method, in which ∇ 2 G is the updating direction. It is worthwhile to note that
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Q is not a full rank. To avoid numerical instability, we define Q = Q + ςE, where ς is set to 10 −6 in the experiment.
Experiment
In this section, we'll evaluate the effectiveness of our approach. We compare our kernel choice approach for domain adaption, with the baseline SVM,
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and some state-of-the-art domain adaptation learning methods, such as Feature Replication [16] , Adaptive SVM (A-SVM) [12] , CDSVM [13] , MKL and DMKLDF [17] . In our experiment, we focus on challenging text classification problems on 20 Newsgroups dataset 1 and Email Spam dataset. In our experiment, we follow experiment setting of [7] . The four largest main categories are chosen for evaluation. Specifically, for each main category, the largest subcategory is selected as the target domain, while the second largest 160 subcategory is chosen as the source domain. 
Datasets Description

Experiment Setup
Our base kernels are predetermined for all methods. Specifically, the following kernels have been used: Gaussian kernel(i.e., k(
Linear kernel (i.e., k(x i , x j ) = x i · x j ) and Polynomial kernel (i.e., k(x i , x j ) = (x i ·x j +1) γ ), where the kernel parameter γ is set as the default value 0.0005. We 185 use 10 kernel parameters 1.5 ξ+1 γ, ξ ∈ {−2.5, −2, · · · , 2, 2.5}. Motivated by [33] , the regularization term of J(d) is used, which is differentiable and continuous. AP is related to multipoint Average Precision value of a precision-recall curve and incorporates the effect of recall when it is computed over the entire classi-195 fication results [34] . Thanks to previous work [7] , some Matlab code has been referenced for this purpose in our experiment. Table 3 shows the classification accuracies and standard deviations of classification accuracies of different methods on the real dataset. We obtain that the performance of our model improves obviously with the increasing of m, and achieves the best result when m is set 200 to 10. Table 4 presents the best among all the results obtained by using different regularization parameters C ∈ {0.1, 0.2, 0.5, 1, 2, 5, 10, 50}.
Results of 20 Newsgroups Dataset
In our experiment, we also compare our proposed method with the com- We have the following observations: From the Fig. 1 , we observe that when C becomes larger, all methods tend to have better performance. However, our method OKCDA outperforms most 215 other methods, only except DMKLDF in terms of mean classification accuracies. Fig. 1(a) shows that SVMFR has the largest standard deviations of classification accuracies.
• We observe from Fig. 1(b), Fig. 1(c) and Fig. 1(d) all methods is represented linearly ranged from 0 to 2, while it becomes steady when C is greater than 2. C=2 seems to be a turning point. The result shows that the classification accuracy does not depend strongly on the value of regularization parameter C and the existence of a stable value 225 of C. It is interesting to note that our proposed method slightly underperforms others in terms of classification accuracy as C ranged from 0.1 to 2, but it outperforms the other methods in most cases when C is greater than 2.
To take a deeper look at Table 3 , we analyse the performance of our method 230 in comparison with other methods.
• In Fig 2(a) , We observe that ASVM performs poorly for all cases. This may be attributed to the distribution difference between the source domain and the target domain. When m is set to 0, the performance of our method is not better than other methods, because the unlabeled patterns are not utilized in this case. Note that when m is greater than 0, our proposed method is consistently better than all other methods in terms of mean classification accuracies. As m becomes larger, the advantage becomes more evident.
• In Fig 2(b) , we observe that SVMFR have outperforms all other methods 240 when m is set to 0, which is unexpected. We can see DMKLDF have a stable performance in most cases. Our proposed method outperforms all other case when m is set to 10. From Table 2(a) and Table 2 (b), we have the following conclusions: many cross-domain learning methods generally achieve similar performances, and our proposed kernel choice method for 245 cross-domain learning is better than most other methods in terms of the means of classification accuracies on datasets.
Results of Email Spam Dataset
For the Email Spam classification task, we also provide comparisons between OKCDA and other related methods. For each setting, we report the results of 250 all methods by using the training data from the source domain as well as m positive and m negative training samples randomly selected from the target domain, where m=0,1,3,7,10,15 for the Email Spam. We randomly sample the training data from the target domain for five times. In Table 4 , we report the means and standard deviations of classification accuracies for all methods on 255 the Email Spam datasets, respectively. Also noted that for all methods, each result in Table 4 is the best among all the result obtained by using different regularization parameters C ∈ {0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 50}. From Table 4 , we have the following observations:
• The performance of these methods has not been changed greatly under the • The experimental performance of our method is better than CDSVM, 265 MKL and SVMFR. Compared with DMKLDF, our method has an approximate performance, which achieves a gap of 0.001 level.
• Since the change of m has not improved the performance of these methods, we believe that there exists a limit among these cross-domain learning methods. In other words, when the number of samples exceeds a certain 270 threshold, further increasing the training set size does not improve the performance.
• Our proposed method OKCDA consistently performs better than some methods in terms of the means classification accuracies on Email Spam dataset, thanks to the explicit modeling of the data distribution mismatch, 275 as well as the successful utilization of the unlabeled data. As shown in Table 4 , when the number of labeled positive and negative training samples from the target domain increases, OKCDA has similar performance with DMKLDF but the performance does not improve.
We also compare our proposed method OKCDA with other cross-domain • The performance of OKCDA changes with different λ values. λ is a hyperparameter that the model is not sensitive to, and needs to be tuned across different labeled or unlabeled data sizes.
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• When λ ranges from 0.1 to 50, the classification accuracy changes with a small scale. When the λ is gradually increasing, the performance decreases a bit.
• When λ takes the value around 5, the best performance of OKCDA can be obtained. In this case, both the labeled data and the unlabeled data from 305 the target domain can be effectively utilized to learn a robust classifier.
Conclusions
In this paper, we propose a method of optimal kernel choice for domain adaption, namely, OKCDA. The paper extends the previous work on optimal kernel choice to two-sample tests, with an additional component to minimize the 310 structural risk on the labeled data. The method is tested on the 20 Newsgroups dataset and Email Spam dataset, and compared to several existing methods. In our experiments, the kernel is set to be a linear combination of some base kernels.
The kernel parameters are chosen to minimize the structural risk functional and the distribution bias between the samples from the auxiliary and target 315 domains. To reduce the distribution mismatch, we minimize the Type II error based on the MMD and construct a test statistic between source domain and target domain. We will investigate how to choose the kernel automatically and explore the relationship between Type II error or Type I error and domain adaption learning performance in the future. 
