Abstract. Given a mapping f from a finite set X n on itself, we explore the finite topology τ f defined by the stable subsets E of X n ; i.e., the subsets E of X n which satisfy f (E) ⊆ E. Necessary and sufficient conditions are found in order that a finite topology τ may correspond to the topology τ f for a certain mapping f . A number of results relating properties of topology τ f with properties of the mapping f itself are also exposed.
Introduction and preliminary results
Along this paper we are concerned with finite mappings; i.e., with functions f : X n → X n where X n = {x 1 , x 2 , . . . , x n } is a finite set. Given a finite mapping f , we say that a subset E ⊆ X n is stable for f when f (E) ⊆ E. The empty set and the whole set X n are obviously stable for every mapping. Furthermore, the family τ f of stable subsets for f is clearly closed under unions and intersections, so that τ f is a finite topology on X n . It is a simple matter to see that f becomes a continuous and open mapping when X n is furnished with the topology τ f . A directed graph (X n , U f ) of order n is naturally associated with a finite mapping f in such a way that (x i , x j ) is an arc ((x i , x j ) ∈ U f ) of the graph if and only if f (x i ) = x j . These graphs are called functional graphs in pg. 34 of [1] and the most basic properties of them are there registered. Topologies on X n arising from finite mappings as described above are to be named functional topologies throughout this paper. For example, the discrete topology δ n on X n ; i.e., δ n = {U : U ⊆ X n }, is a functional topology because δ n = τ id X n . The trivial topology ι n = {∅, X n } is also functional: ι n = τ f for every cyclic permutation f of X n .
The aim of this paper is to characterize functional topologies and to establish connections between properties of the mapping f and topological properties of the space (X n , τ f ). To this end, some concepts and preliminary results need to be firstly exposed.
Let A, B be two finite sets. The cardinal of A is denoted by |A|. We denote by Map(A, B) the set of mappings f : A → B, while S(A) shall denote the set of permutations of A; i.e., S(A) = {f : A → A : f bijective}. If (X, τ ) and (Y, σ) are two topological spaces with X ∩ Y = ∅, we call, as usually, sum space of them the space (X ⊕ Y, τ ⊕ σ) where X ⊕ Y = X ∪ Y and τ ⊕ σ = {U ∪ V : U ∈ τ, V ∈ σ}. Moreover, if E ⊂ X, the induced topology τ | E = {U ∩ E : U ∈ τ } converts E into a topological space (E, τ | E ). In this way, if X n 1 , X n 2 , . . . , X n k , n 1 + n 2 + · · · + n k = n, are the components of (X n , τ ), we can write the canonical decomposition of (X n , τ ) in the form
is the canonical decomposition of the topology τ as well. The symbol '⊕' is to be used also for mappings. As a matter of fact, if f ∈ Map(A 1 , B 1 ) and g ∈ Map(A 2 , B 2 ) with A 1 ∩ A 2 = ∅, we write f ⊕ g to denote the mapping defined by combining f and g:
and that a decomposition like (1) holds for mappings too: if f ∈ Map(A, B) and {A i } is a partition of A, then we have
A basis β of a finite topology is said to be a minimal basis when |β| is a minimum. It is obvious that the cardinality of two minimal basis is always the same; this number has been classically called weight of the topology τ (cf. [7] and the references therein).
Given a mapping f on X n , it makes sense to consider its k-th iterated, which is recursively defined by f 0 = id X n and f k = f • f k−1 , k ∈ N. Then, if x ∈ X n , we define the orbit of x to be the set
is the minimal open set containing the point x ∈ X n . Moreover, the inclusion f (Γ f (x)) ⊆ Γ f (x) becomes an equality if and only if Γ f (x) is a cycle. As our first result shows, the family of orbits is a minimal basis of the topology τ f . Lemma 1. Let U ∈ τ f be an open set; then
Furthermore, Γ f = {Γ f (x) : x ∈ X n } is a minimal basis of the topology τ f .
Proof. Let U be a stable subset for the mapping f . For every x ∈ U , it is plain that Γ f (x) ⊆ U and so, ∪ x∈U Γ f (x) ⊆ U . The opposite inclusion is reached by observing that x ∈ Γ f (x), x ∈ X n . The minimality of Γ f is a direct consequence of the minimality of orbits.
A few useful results concerning finite topological spaces (FTS) are now listed. The first of them characterizes the FTS which are regular.
Theorem 2. A FTS (X n , τ ) is regular if and only if every open U ∈ τ set is also closed.
Theorem 2 ensures that the topology corresponding to a regular FTS is an algebra and we cite [5] and [3] for its proof. As an immediate consequence of this result, it can be seen that a partition of the space X n is furnished by a minimal basis of a regular finite topology τ . In fact, let β be a minimal basis of τ and U, V be two different basic open sets. Without loss of generality, we may assume U \V = ∅. If it were U ∩V = ∅, then U = (U \V )∪(U ∩V ) could be split in a nontrivial way as union of open sets and therefore, U is union of at least two different elements of β, so contradicting the minimality of β. This shows that every pair of distinct basic open sets has void intersection. Finally, that β is a covering of X n is plain from the definition of base, so that β is a partition of X n .
An interesting kind of results on FTS relate the cardinality of the underlying topology to its connectedness. The following theorem, due to H. Sharp ([8] ), is a good example of them.
This theorem has been considerably generalized in [2] . In order to state a result there contained, let us associate a polynomial F τ with a FTS (X n , τ ) as follows:
The following result ( [2] ) holds.
Theorem 4. Let (X n , τ ) be an FTS and F τ the polynomial defined by (3). If there exists m ∈ N such that F τ (m) is prime, then (X n , τ ) is connected.
Note that if |τ | is a prime number then the criterion of connectedness given in Theorem 4 is satisfied for m = 1, so that Sharp's Theorem follows.
The paper is organized as follows: in section 2, connected functional topologies are characterized in terms of a certain property of their minimal basis, a result which is employed in section 3 to reach a general characterization of functional topologies; finally, separation properties of τ f are linked to properties of the mapping f itself in section 4. We would like to add that all results proved in the paper may be restated in terms of preorders. As a matter of fact, the functional topology τ f corresponding to a finite mapping f is nothing else but the Alexandroff topology associated with the preorder
Admittedly, some statements may be complicated by the topological language, but we have felt this language as a more colorful and appealing way to express them.
For other works where a topological interpretation of properties of functions is given, see [4] and [6] .
Connectedness
In this section we deal with the problem of characterizing connected functional topologies. As a first remark in this direction, we note that a set of orbits Γ ⊆ Γ f has a non void intersection if and only if there exists an orbit in Γ intersecting every other orbit in Γ. In fact, both condition are equivalent to the fact that every orbit in Γ contains the same cycle. This simple observation enable us to prove a necessary and sufficient condition of connectedness for functional topologies.
connected FTS if and only if every pair of orbits
Proof. Let (X n , τ f ) be a connected FTS. Assume that, for a pair of points x, y ∈ X n , we have Γ f (x) ∩ Γ f (y) = ∅. Let us define two open sets as follows
These open sets satisfy U ∪ V = X n and, by the assumption Γ f (x) ∩ Γ f (y) = ∅, we have U, V = ∅. Thus, if we prove that U ∩ V = ∅, then we would have an open and non-trivial partition of X n , so contradicting the connectedness of (X n , τ f ). Now, assuming U ∩ V = ∅, the existence of two orbits
By applying the remark made at the beginning of this section to the set of orbits
To prove the converse, suppose that condition Γ f (x) ∩ Γ f (y) = ∅ holds for every pair of orbits Γ f (x), Γ f (y). If (X n , τ f ) were not connected, we would have a non-trivial open partition {U, V } of X n . Since an open set always contains an orbit, there would exist orbits Γ f (a) ⊆ U and Γ f (b) ⊆ V ; therefore, Γ f (a) ∩ Γ f (b) = ∅, and this is a contradiction.
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Proof. For every x ∈ X n we define the open sets U, V as in the proof of Theorem 5. By the remark above, the orbits in U intersect one each other, so that the same arguments as before may be used to conclude that U is connected. That {U, V } furnishes a partition of X n is shown like in Theorem 5, so that U is a connected, open and closed set; i.e., U is a component so proving the result.
Thinking on the graph (X n , U f ) associated with the mapping f and recalling that a directed graph (X, U) is said to be weakly connected when its undirected underlying graph is connected (see for instance pg. 6 of [1]), we may ask to what extent this notion is related to the connectedness of the FTS (X n , τ f ). The following result responds this question.
Corollary 7. The FTS (X n , τ f ) is connected if and only if the graph (X n , U f ) is weakly connected.
Proof. Theorem 5 ensures that the FTS (X n , τ f ) is connected if and only if Γ f (x) ∩ Γ f (y) = ∅ for every x, y ∈ X n ; that is, if and only if a pair m, n of nonnegative integers exists such that f m (x) = f n (y). In its turn, this holds if and only if the sequence of arcs
is a chain connecting the vertices x, y, which completes the proof.
Our following result combines Theorem 4 from the previous section and Theorem 5 above.
In particular, every pair of orbits of f has a non-void intersection when |τ f | is a prime number.
Proof. The assert is straightforward from Theorems 4 and 5.
Next, let be given a connected topology τ on X n . In the remaining of this section, we address the question of whether or not there exists a function f such that τ f = τ . With this purpose, we first consider the functional topology τ f corresponding to a mapping f and we assume that τ f is connected. Call A the (unique) cycle of f and let m + |A| be the cardinal of the largest orbit of f . Then, the minimal basis β of τ f which is composed by the orbits Γ f (x) can be arranged as follows
where B 0 = {A} and, for every k = 1, 2, . . . , m, B k denotes the set of orbits of length k + |A|. That these sets B k satisfy the properties we list below is easy to see:
Now, let us assume that τ is a connected topology on X n . Take a minimal basis β of τ and generate a partition of β like (4) according to the cardinality of its open sets. We shall prove that if conditions FB1)-FB3) are satisfied by this decomposition, then τ is a functional topology. Some facts related to properties FB1)-FB3) are presented before proving this assertion.
First we note that
In fact, from FB1) it is obvious that ∩{U : U ∈ β} ⊆ A. But from FB1) and FB3) we deduce that A ⊆ U for every U ∈ B 1 and, by finite induction we conclude that A ⊆ U for every U ∈ B k , k = 0, 1, . . . , m and so, ∩{U : U ∈ β} ⊇ A.
For every x ∈ X n we define
If properties FB1)-FB3) are satisfied by the basis β of τ , then U x ∈ β for every x ∈ X n . In fact, since U x is an open set, there exists a V ∈ β such that x ∈ V ⊆ U x ; but the opposite inclusion is obvious, so that U x = V ∈ β. Thus, we have seen that {U x : x ∈ X n } ⊆ β. The family {U x : x ∈ X n } is a basis of τ as can be easily seen by realizing that given a U ∈ β and x ∈ U , we always have x ∈ U x ⊆ U . Taking into account the minimality of β, we obtain
Finally, take x, y ∈ X n , x = y. We show that U x = U y if and only if x, y ∈ A. In fact, if x, y ∈ A then U x = U y = A by (5). To prove the converse, let us take x, y ∈ X n , x = y, with U x = U y and, without lose of generality, assume x / ∈ A. Since x ∈ U x , we have U x = A and therefore, U x ∈ B k for a certain k ≥ 1. By FB3), there exists a V ∈ B k−1 such that V ⊆ U x and, from the minimality of U x , we see that x / ∈ V ; whence, using FB2), we derive V = U x \{x}. We then conclude that y ∈ V , so violating the minimality of U y .
We are now ready to establish the main result of this section.
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Proof. The necessity of conditions FB1)-FB3) was already pointed out.
To prove the sufficiency, we shall assume that a connected finite topology τ admits a minimal basis β verifying properties FB1)-FB3). We construct a mapping f : X n → X n as follows
; in view of (7) and the discussion above, there exist a unique
In regards to this definition, we observe that the function a(x) can be arbitrarily chosen inasmuch as ii) be satisfied. Now we prove that the basis β corresponds to the orbits of the function f defined by (8) . Recalling Lemma 1, this will show that τ and τ f have a same basis and therefore, τ = τ f . That A is an orbit of f follows from the assumption that π is a cyclic permutation. Furthermore, Γ f (x) = A for every x ∈ A. Next, take x ∈ X n \A such that U x ∈ B 1 . Then f (x) = a(x) ∈ A and hence Γ f (x) = A ∪ {x} = U x . Finally, if x ∈ X n \A and U x ∈ B k , k = 2, 3, . . . , m, then, using FB2) and FB3) we have
This completes the proof. Now, we pay attention to the construction of f made in (8) . In order to define f , the set X n has been partitioned in three subsets; namely,
and then, using the notation introduced in Section 1, f can be rewritten as follows
where π ∈ S(A) is cyclic, a ∈ Map(A 1 , A) and ∈ Map(A 2 , A 1 ∪ hA 2 ). Now then, since we can choose π to be any cyclic permutation on A and the function a ∈ Map(A 1 , A) is arbitrary, a certain degree of indeterminacy do appears in the definition of f . In other words, the equality τ f = τ g may occur for different mappings f and g. When τ f = τ g , the partitions {A 0 , A 1 , A 2 } of X n respectively induced by f and g are equals each other, so that we have
As an orbit of f and g containing no other orbits, the set A 0 = A is the common cycle of f and g, whence there exists a permutation σ ∈ S(A) such that (10)
On the other hand, we can prove that
. This shows that f | A 2 = g| A 2 . Thus we have the following, Theorem 10. Let f and g be two finite mappings with unique cycles A f and A g , respectively. Then τ f = τ g if and only if A f = A g and there exists a partition {A 0 , A 1 , A 2 } of X n such that
Proof. The 'only if' part quickly follows from the previous discussion. To prove the converse its is sufficient, after Lemma 1, to show that the orbits corresponding to f and g are the same. First realize that by i) we have
for every x ∈ A 0 . When x ∈ A 1 , an application of both i) and ii) shows that
. Finally, if x ∈ A 2 , the equality f (x) = g(x) holds for iii). Then define k to be the first natural number such that
and from the cases already considered we conclude Γ f (f k (x)) = Γ g (g k (x)) and hence
so finishing the proof.
Characterization of functional topologies
Let τ be a finite topology on X n and ⊕ k i=1 τ | X n i , (n 1 +n 2 +· · ·+n k = n), be its canonical decomposition in connected topologies. By applying Theorem 9 to every component τ | X n i , the following result is obtained. Theorem 11. If τ is a finite topology on X n and X n 1 , X n 2 , . . . , X n k are the components of (X n , τ ); then τ is a functional topology if and only if properties FB1)-FB3) are satisfied by a minimal basis of τ | X n i , i = 1, 2, . . . , k. Furthermore, τ = τ f where f is given by f (x) = f i (x), x ∈ X n i , with f i specified by (8) .
Proof. The proof is immediate from Theorem 9 once it is realized that, given a functional topology τ f with components X n 1 , X n 2 , . . . , X n k , we have f (X n i ) ⊆ X n i , i = 1, 2, . . . , k, because the components X n i are open.
By using the canonical decomposition in connected topologies of a functional topology and applying Theorem 10 to every one of these components, a set of condition can be derived which are necessary and sufficient in order that the equality τ f = τ g may hold for two arbitrary finite mappings f and g on X n . Instead of this, we finish this section with a simple result asserting that "functionality" is a topological property of finite topologies.
Lemma 12. The equality φ(τ f ) = τ φ•f •φ −1 holds for every φ ∈ S(X n ).
Proof. First recall that for a given FTS (X n , τ ), the class of FTS which are isomorphic to (X n , τ ) is
where we have written φ(τ ) = {φ(U ) :
The converse is obtained by simply reversing this argument.
Separation properties
This section is devoted to exhibit the relationships existing between a finite mapping f and several separation properties of its corresponding functional topology τ f . First of all, a characterization of mappings giving rise to a T 0 topology is presented. Proof. First suppose that there is a k-cycle A of f with k > 1, and take x, y ∈ A, x = y. Since A is the smallest open set that contains x and y, τ f is clearly not T 0 . Conversely, assuming τ f to be a non T 0 topology, a pair of distinct points x, y exists such that x ∈ Γ f (y) and y ∈ Γ f (x); that is, x = f m (y) and y = f n (x) for certain minimals m, n ∈ N. In this way, x = f m+n (x) and Γ f (x) is a (m + n)-cycle with m + n > 1.
As it can be easily seen, the unique topology that converts X n in a T 1 (or T 2 ) FTS is δ n , the discrete topology on X n , so that a functional topology is T 1 (or T 2 ) if and only if f = id X n . Next, we show that regular topologies corresponds to bijective mappings. Theorem 14. f is a bijective mapping if and only if (X n , τ f ) is a regular FTS.
Proof. First assume that f is bijective and take U ∈ τ f . Then f (U ) ⊆ U and taking into account that |f (U )| = |U |, we actually have f (U ) = U ; hence, f (X n \U ) = X n \U so that X n \U ∈ τ f and U is a closed set. Using Theorem 2 we conclude that (X n , τ f ) is regular. To prove the converse we apply the discussion following Theorem 2 to show that f (U ) = U holds for every basic open set U . In fact, if β is a minimal basis of τ f , and U ∈ β, then f (U ) ⊆ U . Since f (U ) is open and closed, an argument like that used after Theorem 2 would show that the inclusion f (U ) ⊆ U can not be strict. Thus, f (U ) = U for every U ∈ β. Recalling that β is a partition of X n , we deduce X n = ∪ U ∈β U = f (∪ U ∈β U ) = f (X n ); i.e., f is surjective and therefore bijective.
Normality of τ f is characterized by our last result.
Theorem 15. (X n , τ f ) is a normal FTS if and only if the following property holds
The property (11) means that only separated chains remain when cycles are excluded from the graph associated with f .
Proof. Suppose that (X n , τ f ) is a normal FTS. We first observe that X n \{x} = ∪{Γ f (z) : z = x} for every x ∈ X n \f (X n ), so that {x} is then a closed subset of X n . If Γ f (x)∩Γ f (y) = ∅ for x, y ∈ X n \f (X n ), x = y, then we shall prove that the closed sets {x} and {y} can not be separated by open sets. In fact, in this case both orbits contain a common cycle A, whence for every pair U, V of open sets satisfying {x} ⊆ U, {y} ⊆ V , we have A ⊆ U ∩ V , which contradicts the normality of (X n , τ f ).
Conversely, let C 1 and C 2 be two disjoint closed sets and assume that X n i , i = 1, 2, . . . , k are the components of (X n , τ f ). We define C (j) i = C i ∩ X n j , i = 1, 2; j = 1, 2, . . . , k. Clearly, C 2 . Then X n j can not be a cycle, because in this case the unique closed sets contained in X n j are ∅ and X n j so that C (j) 1 = X n j = C (j) 2 , which violates the assumption C 1 ∩ C 2 = ∅. Therefore, there exists x ∈ X n j such that x ∈ X n \f (X n ). Taking into account condition (11) and applying Corollary 6, we see that such a point x is unique; therefore, X n j = Γ f (x) and hence 2 ⊇ {x}, so the assumption C 1 ∩ C 2 = ∅ is again violated. Thus we conclude that, for every j = 1, 2, . . . , k, C (j) 1 = ∅ or C (j) 2 = ∅, which makes clear U = ∪{X n i : X n i ∩ C 1 = ∅} and V = ∪{X n i : X n i ∩ C 2 = ∅} are two disjoint open sets containing C 1 and C 2 , respectively. This proves the normality of (X n , τ f ).
To end this section, we remark that, given a finite mapping f , the topology τ * f = {X n \U : U ∈ τ f } is always normal. This fact is straightforward from Corollary 6, because two closed sets C 1 and C 2 of (X n , τ * f ) are disjoint if and only if the orbits composing C 1 do not overlap those orbits composing C 2 ; then, a given component of X n is not simultaneously intersected by C 1 and C 2 and so, they can be easily separated like in the proof of Theorem 15.
