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Abstract:
A general approach to selective inference is considered for hypothesis
testing of the null hypothesis represented as an arbitrary shaped region in
the parameter space of multivariate normal model. This approach is useful
for hierarchical clustering where confidence levels of clusters are calculated
only for those appeared in the dendrogram, thus subject to heavy selection
bias. Our computation is based on a raw confidence measure, called boot-
strap probability, which is easily obtained by counting how many times the
same cluster appears in bootstrap replicates of the dendrogram. We adjust
the bias of the bootstrap probability by utilizing the scaling-law in terms of
geometric quantities of the region in the abstract parameter space, namely,
signed distance and mean curvature. Although this idea has been used for
non-selective inference of hierarchical clustering, its selective inference ver-
sion has not been discussed in the literature. Our bias-corrected p-values are
asymptotically second-order accurate in the large sample theory of smooth
boundary surfaces of regions, and they are also justified for nonsmooth sur-
faces such as polyhedral cones. The p-values are asymptotically equivalent
to those of the iterated bootstrap but with less computation.
Keywords and phrases: selective inference, hypothesis testing, bootstrap
resampling, mean curvature, hierarchical clustering.
1. Introduction
With recent advances in computer and measurement technologies, big and com-
plicated data have been common in various application fields, and thus the im-
portance of exploratory data analysis has been recognized. From collected data,
exploratory data analysis is usually used to discover useful information and to
formulate hypotheses for further data analysis. For hypotheses obtained by ex-
ploratory data analysis, classical statistical inference is commonly performed.
However, in the phase of classical inference, the effects of hypothesis selection
∗ Jointly affiliated at Mathematical Statistics Team, RIKEN Center for Advanced Intelli-
gence Project (AIP), 1-4-1 Nihonbashi, Chuo-ku, Tokyo 103-0027, Japan.
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based on data are often ignored, and thus classical inference will not provide
valid tests of the hypotheses.
Inference handling the effects of hypothesis selection appropriately is called
selective inference and have been attracted much attention on inferences after
model selection, particularly variable selection in regression settings such as
Lasso (Lockhart et al., 2014; Lee et al., 2016; Fithian, Sun and Taylor, 2014;
Tibshirani et al., 2016, 2017+) as well as closely related ideas (Benjamini and
Yekutieli, 2005; Benjamini and Bogomolov, 2014). Taylor and Tibshirani (2015)
provides a general introduction of selective inference. Fithian, Sun and Taylor
(2014) consider a general setting of selective inference and Tian and Taylor
(2017+) propose the use of randomized response, which implies valid and more
powerful tests. Tibshirani et al. (2017+) consider a bootstrap resampling for
the regression problem of Tibshirani et al. (2016).
In these existing literatures, we mainly consider the cases that it is easy to ac-
cess the parameter space or that we know the explicit form of the region on data
space which represents the selective event. On the other hand, in real application
problems, there are situations in which we cannot directly apply these methods.
As a motivating example, let us consider the problem to assess uncertainty in hi-
erarchical clustering using bootstrap probability, which is originally introduced in
Felsenstein (1985) to the hierarchical clustering of molecular sequences, known
as phylogenetic inference. Bootstrap probability of a cluster is easily computed
by counting how many times the same cluster appears in bootstrap replicates.
This is implemented in R package pvclust (Suzuki and Shimodaira, 2006), which
is used in many application fields such as cell biology (e.g., Ben-Porath et al.,
2008). There is another approach for accessing uncertainty by estimating the
optimal number of clusters via the gap statistic (Tibshirani, Walther and Hastie,
2001). Unlike the gap statistic, pvclust suffers from heavy selection bias because
frequentist confidence measure is computed for each obtained cluster in the den-
drogram (Fig. 1). Unfortunately, in general, it is difficult to know the explicit
form of the selective event that the specific cluster is obtained. There are no
existing frameworks to address this kind of issues.
Geometry plays important roles in the theory behind pvclust. We consider
testing the null hypothesis that the cluster is not “true”. Hypotheses are repre-
sented as arbitrary shaped regions in a parameter space, and geometric quan-
tities, namely, signed distance and mean curvature, determine the confidence
level. This is the problem of regions formulated in Efron, Halloran and Holmes
(1996) and Efron and Tibshirani (1998) for computing confidence measures for
discrete decision issues such as clustering and model selection. They argued
that bootstrap probability is biased as a frequentist confidence measure, and it
can be adjusted by knowing the geometric quantities. The multiscale bootstrap
(Shimodaira, 2004) implemented in pvclust is an idea to estimate the geometric
quantities by changing the sample size of bootstrap replicates. This method has
been also used in phylogenetic inference (Shimodaira and Hasegawa, 2001; Shi-
modaira, 2002). However, selective inference has not been considered so far in
these works. In this paper, we provide a general approach to selective inference
for the problem of regions with a practical algorithm based on the multiscale
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Fig 1: Pvclust analysis of the lung dataset. Numbers at each branch are
(1 − p) × 100 for the raw confidence measure (pBP; right), the bias-corrected
p-value for non-selective inference (pAU; middle), and the bias-corrected p-value
for selective inference (pSI; left). Cluster id (shown below each branch) is num-
bered as 1, . . . , 71 by the height of branch from bottom to the top. Boxes show
the outmost clusters with 1 − p > 0.90 for pSI (solid line) and pAU (dotted
line). The large difference between pAU and pSI indicates heavy selection bias.
Branches with arrows will be examined later. See Section A.3 (supplementary
material) for details.
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bootstrap.
In Section 2, we review the problem setting and describe our new method for
a general selective inference problem. A limitation of the method is that only a
multivariate normal model is considered, whereas an extension to exponential
family of distributions is mentioned in Section 6. However, the transformation
invariant property of bootstrap probability leads to robustness to deviation from
the normality. Section 3 presents numerical results, including a pvclust exam-
ple, which indicates that our method reasonably works well. Section 4 provides
the theoretical justification in the large sample theory by assuming that the
boundary surfaces of the hypothesis and selective regions are smooth. More
specifically, it is shown that the selective p-value computed by our algorithm
induces an unbiased selective test ignoring O(n−1) terms. Moreover, in order
to provide a theoretical justification for the case that hypothesis and selective
regions have possibly nonsmooth boundary surfaces, Section 5 deals with the
asymptotic theory of nearly flat surfaces (Shimodaira, 2008). Note that, in the
theoretical part of this paper, we deal with the case that the selection probabil-
ity does not tend to 0 or 1, which corresponds to the third scenario of Tian and
Taylor (2017+). All the technical details of experiments and proofs are found
in Supplementary Material.
2. Computing p-values via multiscale bootstrap
2.1. Problem setting for selective inference
We discuss the theory of the problem of regions by following the simple setting
of Efron and Tibshirani (1998) and Shimodaira (2004). Let y ∈ Rm+1, m ≥ 0,
be an observation of random vector Y following multivariate normal model
Y ∼ Nm+1(µ, Im+1) (1)
with unknown parameter µ ∈ Rm+1 and covariance identity Im+1.
Given hypothesis regions Hi, i = 1, 2, . . . in Rm+1, we would like to know if
µ belongs to Hi or not. Since y is an unbiased estimate of µ, a large distance
between y and Hi is an evidence that µ does not belong to Hi, leading to
rejection of the null hypothesis µ ∈ Hi by hypothesis testing. Instead of testing
all the hypotheses, we are prone to select a part of hypotheses which may be
easily rejected by the observed data. For formulating this selection process, we
introduce selective regions Si, i = 1, 2, . . . in Rm+1, and see if y belongs to Si
or not. If y belongs to Si (y ∈ Si), then Hi is selected for hypothesis testing.
Otherwise Hi is simply ignored and no decision will be made on Hi.
Our goal is to compute a non-randomized frequentist p-value p(H|S, y) for
the selective inference. The index i is omitted here, because only one hypoth-
esis is considered at a time. The p-value should control the selective rejection
probability P (Y ∈ R | Y ∈ S, µ), where R = {y | p(H|S, y) < α} ⊂ S is the
rejection region at a significance level α ∈ (0, 1). To control the selective type-I
error, P (Y ∈ R | Y ∈ S, µ) is not more than α at any µ ∈ H. Unbiased tests
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further request that it is not less than α at any µ 6∈ H, and thus it equals α at
any µ ∈ ∂H.
A simple model for publication bias, which is called as the file drawer problem
by Rosenthal (1979), is easily solved for selective inference (Fithian, Sun and
Taylor, 2014; Tian and Taylor, 2017+), where y, µ ∈ R (m = 0), H = {µ | µ ≤
0} and S = {y | y > c} for some c ∈ R. Noticing ∂H = {0}, an unbiased test is
obtained by specifying R = {y | y > d} with Φ¯(d)/Φ¯(c) = α, and we have
p(H|S, y) = Φ¯(y)/Φ¯(c), y > c, (2)
where Φ¯(x) = 1 − Φ(x) is the upper tail probability of the standard normal
distribution.
In this paper, we provide approximately unbiased p-values for arbitrary shaped
regions (m ≥ 0), which approximately satisfy
P (p(H|S, Y ) < α | µ)
P (Y ∈ S | µ) = α, ∀µ ∈ ∂H (3)
up to specified asymptotic accuracy. This will be solved by adjusting deviation
from p(H|S, y) = Φ¯(ym+1)/Φ¯(c), where the file drawer problem (2) is considered
for ym+1 as H = {µ | µm+1 ≤ 0} and S = {y | ym+1 > c}. By setting S = Rm+1,
our argument reduces to the ordinary (non-selective) inference for computing
p(H|y), which approximately satisfies
P (p(H|Y ) < α | µ) = α, ∀µ ∈ ∂H, (4)
by adjusting deviation from p(H|y) = Φ¯(ym+1). Although unbiased tests are
sometimes criticized for non-existence (Lehmann, 1952) and unfavorable behav-
ior (Perlman et al., 1999), we avoid these issues by considering only approximate
solutions based on (2).
Algorithm 1 shown in Section 2.3 computes the p-values from the multiscale
bootstrap probabilities of H and S. The bootstrap probability of region H at
scale σ2 > 0 is defined by
ασ2(H|y) = Pσ2(Y ∗ ∈ H | y),
where Pσ2(·|y) is the probability with respect to
Y ∗|y ∼ Nm+1(y, σ2Im+1). (5)
All we need for computing the p-value are bootstrap probabilities at several σ2
values. We consider the parametric bootstrap (5) in the theory, but we perform
nonparametric bootstrap in real applications; the connection between the two
resampling schemes is explained in Section 2.2.
Setting a good S for a given H would be an interesting issue. For increasing
the chance of rejecting H, setting S ⊂ Hc, i.e., a subset of the complement
set Rm+1 \ H, is reasonable, because observing y ∈ H would not be an evi-
dence against the null hypothesis. On the other hand, coarser selection would
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improve the power, according to the monotonicity of selective error in the con-
text of “data curving” (Fithian, Sun and Taylor, 2014). A compromise would
be S = Hc, because it is the largest (coarsest) region that does not overlap
with H. Taking a smaller (finer) selective region reduces the “leftover informa-
tion”. Throughout this paper, we assume S = Hc, thus ∂S = ∂H, in illustrative
examples and informal argument.
2.2. Bootstrap probability in pvclust
The argument below as well as Section A (supplementary material) explains how
the theoretical setting of the previous section is related to the nonparametric
bootstrap implemented in pvclust. Let us consider hierarchical clustering of the
lung dataset (available in pvclust) of micro-array expression profiles of n = 916
genes for p = 73 tissues (Garber et al., 2001). In our setting, genes, instead of
tissues, are independent samples (see Section A.1 for a specific model). Then
the tree building process is quite similar to phylogenetic inference (Felsenstein,
1985; Efron, Halloran and Holmes, 1996), where sites of aligned DNA sequences,
instead of species, are independent samples.
Hierarchical clustering is formally described as follows. The dataset of sample
size n is denoted as Xn = (x1, . . . , xn) with each xi ∈ Rp. Euclidean distance
1
n
∑n
t=1(xti − xtj)2 and sample correlation are commonly used for pairwise dis-
tances between tissues. Let dn = dist(Xn) ∈ Rp(p−1)/2 be the lower-triangular
part of the p×p distance matrix, from which a tree building algorithm computes
the dendrogram as shown in Fig. 1. A cluster G ⊂ {1, . . . , p} is meant a subset
of the p tissues, and kselect is the number of clusters appeared in the dendro-
gram, excluding trivial clusters {1}, . . . , {p}, {1, . . . , p}. For p = 73 tissues, only
kselect = p− 2 = 71 clusters are selected from kall = 2p − (p+ 2) = 9.44× 1021
possible clusters. We denote the dendrogram as hclust(dn) = {G1, . . . , Gkselect}.
Before discussing hypothesis testing, we have to clarify what “true” clusters
mean here. We imagine a situation that infinitely many genes can be collected
by taking the limit of n → ∞. Now the dataset X∞ and the distance matrix
d∞ = dist(X∞) ∈ Rp(p−1)/2 can be interpreted as the population and the
“true” distance matrix, respectively. By applying the tree building algorithm
to d∞, we get “true” dendrogram hclust(d∞) as well as “true” clusters in it.
They could be very poor representations of reality, but simply what we would
observe when the number of genes is very large.
For quantifying the random variation of hclust(Xn) = hclust(dist(Xn)),
we generate bootstrap replicates by resampling xi with replacement from Xn.
Let X ∗n′ = (x∗1, . . . , x∗n′) be a bootstrap replicate of sample size n′. In the ordi-
nary bootstrap, the sample size is the same as the original data, and n′ = n.
Similar to the subsampling or m-out-of-n bootstrap (Politis and Romano, 1994),
we allow n′ can be any positive integer in the multiscale bootstrap. For each
Xn′ , we compute d∗n′ = dist(X ∗n′) and hclust(d∗n′). We repeat this process
B times, say B = 1000, to generate hclust(X ∗bn′ ), b = 1, . . . , B. For a cluster
G ∈ hclust(Xn), let C(G) be the number of times that the same cluster appears
Y. Terada and H. Shimodaira/Selective inference via multiscale bootstrap 7
in the B instances of bootstrap replicates
C(G) = #{X ∗bn′ | G ∈ hclust(X ∗bn′ ), b = 1, . . . , B}. (6)
Then C(G)/B is an estimate of the bootstrap probability of the cluster G with
error Op(B
−1/2). In Fig. 1, this value for n′ = n is shown at each branch as
1 − pBP, which has been used widely as a confidence measure of the cluster in
phylogenetic analysis too (Felsenstein, 1985).
2.3. Our proposed method
In this paper, we propose a general multiscale bootstrap algorithm for computing
approximately unbiased p-values of selective inference. We assume that there
exists a transformation fn so that (1) holds for y = fn(Xn) and (5) holds for
y∗ = fn(X ∗n′). The nonparametric version of multiscale bootstrap changes the
sample size n′ of X ∗n′ and in effect changes the scale σ2 = n/n′ of Y ∗ in (5).
For example, a realization of fn for pvclust is given in Section A.2 (supple-
mentary material) so that the event G ∈ hclust(Xn) corresponds to the event
y ∈ S and the hypothesis region is specified as H = Sc. In other words, for the
clusters in the obtained dendrogram, we perform selective inference to test the
null hypothesis that the cluster is not true. Then the bootstrap probability of
S is computed as
ασ2(S|y) = C(G)/B +Op(B−1/2)
from the frequency C(G) in (6), and the bootstrap probability of H = Sc is
obtained as ασ2(H|y) = 1− ασ2(S|y).
More generally, by assuming that we can tell if y∗ ∈ H and y∗ ∈ S from
Xn′ , the bootstrap probabilities ασ2(H|y) and ασ2(S|y) at several σ2 values
are computed as frequencies with respect to B instances of X ∗n′ at several n′
values. Since we actually work on X ∗n′ for computing bootstrap probabilities,
the transformation fn does not need to be identified in practice. We define
normalized bootstrap z-value (Shimodaira, 2008, 2014) as
ψσ2(H|y) = σΦ¯−1(ασ2(H|y)), σ2 > 0, (7)
and normalized bootstrap probability as
pσ2(H|y) = Φ¯(ψσ2(H|y)). (8)
Given bootstrap probabilities at several σ2 values, the idea is to estimate the
functional forms of ψσ2(H|y) and ψσ2(S|y) with respect to σ2 using an appro-
priate parametric model ϕ(σ2|β) with parameter β. Examples of model fitting
are shown in Fig. 2. The theory shows that a good model is the linear model
ϕ(σ2|β) = β0 + β1σ2 (9)
with respect to σ2; denoted as poly.2 in Section 5.2. Using the estimated pa-
rameter βˆ = (βˆ0, βˆ1), we extrapolate (7) and (8) to σ
2 ≤ 0, from which we
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Fig 2: Fitting of a parametric model ϕH(σ
2|β) to the normalized bootstrap z-
values ψσ2(H|y) at 13 values of σ2 for cluster id = 37, 57, 62, and 67 of the lung
dataset. The best model is selected by AIC as indicated in each panel (poly.2,
poly.3 and sing.3 which are defined in Section 5.2). Extrapolation of ψσ2(H|y)
to σ2 = −1 is computed by ϕH,k with k = 2 (+) and k = 3 (×). See Section A.3
(supplementary material) for details.
Y. Terada and H. Shimodaira/Selective inference via multiscale bootstrap 9
can calculate an approximately unbiased p-value for selective inference as well
as that for non-selective inference. Our method is summarized in Algorithm 1.
The procedure (A) is justified for smooth boundary surfaces of the regions in
Section 4, and (B) is justified for both smooth and nonsmooth surfaces in Sec-
tion 5.
Algorithm 1 Computing approximately unbiased p-values
1: Specify several n′ ∈ N values, and set σ2 = n/n′ for each n′. Set the number of bootstrap
replicates B, say, 1000.
2: For each n′, perform bootstrap resampling to generate Y ∗ for B times and compute
ασ2 (H|y) = CH/B and ασ2 (S|y) = CS/B by counting the frequencies CH = #{Y ∗ ∈ H}
and CS = #{Y ∗ ∈ S}. We actually work on X ∗n′ instead of Y ∗. Compute ψσ2 (H|y) =
σΦ¯−1(ασ2 (H|y)) and ψσ2 (S|y) = σΦ¯−1(ασ2 (S|y)). Note that, for the case of S = Hc, we
only need to count CS , because CH = B−CS , ασ2 (H|y) = 1−ασ2 (S|y) and ψσ2 (H|y) =
−ψσ2 (S|y).
3: Estimate parameters βH(y) and βS(y) by fitting models
ψσ2 (H|y) = ϕH(σ2|βH) and ψσ2 (S|y) = ϕS(σ2|βS),
respectively. The parameter estimates are denoted as βˆH(y) and βˆS(y). If we have several
candidate models, apply above to each and choose the best model based on AIC value.
4: Approximately unbiased p-values of non-selective inference (pAU) and of selective inference
(pSI) are computed by one of (A) and (B) below.
(A) Extrapolate ψσ2 (H|y) and ψσ2 (S|y) to σ2 = −1 and 0, respectively, by
zH = ϕH(−1|βˆH(y)) and zS = ϕS(0|βˆS(y)),
and then compute p-values by
pAU(H|y) = Φ¯(zH) and pSI(H|S, y) = Φ¯(zH)
Φ¯(zH + zS)
.
(B) Specify k ∈ N, σ20 , σ2−1 > 0 (e.g., k = 3 and σ2−1 = σ20 = 1). Extrapolate ψσ2 (H|y)
and ψσ2 (S|y) to σ2 = −1 and 0, respectively, by
zH,k = ϕH,k(−1|βˆH(y), σ2−1) and zS,k = ϕS,k(0|βˆS(y), σ20),
where the Taylor polynomial approximation of ϕH at τ
2 > 0 with k terms is:
ϕH,k(σ
2|βˆH(y), τ2) =
k−1∑
j=0
(σ2 − τ2)j
j!
∂jϕH(σ
2|βˆH(y))
∂(σ2)j
∣∣∣∣∣
σ2=τ2
,
and ϕS,k is defined similarly. Then compute p-values by
pAU,k(H|y) = Φ¯(zH,k) and pSI,k(H|S, y) =
Φ¯(zH,k)
Φ¯(zH,k + zS,k)
.
The proposed method satisfies the following two properties.
(a) Using only binary responses whether Y ∗ ∈ H and Y ∗ ∈ S.
(b) Resampling only from y instead of the null distribution.
With these properties, it is not necessary to know the dimension m, the trans-
formation fn, and the shapes of H and S in the parameter space, thus leading
to wide applications and robustness to deviation from the multivariate normal
Y. Terada and H. Shimodaira/Selective inference via multiscale bootstrap 10
model.
There could be several fn (possibly different m) exist, and someone may
wonder that p-values depend on it. However, the bootstrap probabilities as well
as the p-values computed from them are transformation invariant, and they
are in fact computed in the original space of Xn without even defining the
transformations. This property may be referred to as bootstrap trick by analogy
with the kernel trick of the support vector machine.
2.4. Preview of the large sample theory
Why does this method work? To explain the reason for the case of S = Hc, let
us introduce two geometric quantities of Efron (1985). First note that projection
is the point on ∂H closest to y ∈ Rm+1 defined as
proj(H|y) = arg min
µ∈∂H
‖y − µ‖.
Signed distance from y to µˆ = proj(H|y), denoted as t = η(H|y), is t = ‖y−µˆ‖ >
0 for y 6∈ H and t = −‖y − µˆ‖ ≤ 0 for y ∈ H. Mean curvature of ∂H at µˆ,
denoted as γˆ = γ(H|y), is half the trace of Hessian matrix of the surface at µˆ
with sign γˆ > 0 when curved towards H (e.g., convex H) and γˆ ≤ 0 otherwise
(e.g., concave H). For proj(H|µ), the signed distance and the mean curvature
are η = η(H|µ) and γ = γ(H|µ). Then signed distance T = η(H|Y ) follows the
normal distribution
T ∼ N(η + γ, 1)
by ignoring the error of Op(n
−1), where η = O(1) under the local alternatives
and γ = O(n−1/2). Our large sample theory has second order asymptotic accu-
racy correct up to Op(n
−1/2) by ignoring Op(n−1) terms, and the equality with
this accuracy will be indicated by
.
= below. For example, γˆ = γ +Op(n
−1) will
be denoted as γˆ
.
= γ.
Hypothesis testing is now a slight modification of the file drawer problem.
The null hypothesis µ ∈ H is expressed as η ≤ 0 and the selective event y ∈ Hc
is expressed as t > 0. Since T − γ(H|Y ) ∼ N(η, 1), ignoring Op(n−1), is the
pivot statistic distributed as N(0, 1) at η = 0, the p-value for the ordinary
(non-selective) inference is
p(H|y) .= Φ¯(t− γˆ).
The selective p-value (2) for the selective event t− γˆ > −γˆ ( .= −γ) becomes
p(H|Hc, y) .= Φ¯(t− γˆ)/Φ¯(−γˆ), t > 0.
Since p(H|Hc, y) .= p(H|y)/Φ¯(−γ), the selective p-value adjusts the non-selective
p-value by the selection probability Φ¯(−γ) in the denominator. These p-values
are particularly simple when γ ≡ 0, i.e., the boundary surface ∂H is flat.
p(H|y) .= Φ¯(t) is the p-value for one-tailed z-test of the null hypothesis η = 0,
and p(H|Hc, y) .= Φ¯(t)/Φ¯(0) .= 2p(H|y) is the p-value for two-tailed z-test. The
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selective inference considers the fact that we do not know which of t > 0 and
t < 0 is observed in advance, thus doubling the non-selective p-value.
Bootstrap probability is also expressed in terms of the geometric quantities.
From the argument of Efron and Tibshirani (1998) and Shimodaira (2004),
signed distance T ∗ = η(H|Y ∗) for the bootstrap replicate Y ∗ follows
T ∗|y ∼ N(t+ γˆσ2, σ2).
Therefore, the bootstrap probability is
ασ2(H|y) = Pσ2(T ∗ ≤ 0 | y) .= Φ¯(tσ−1 + γˆσ),
which will be shown rigorously in (13). In particular for σ2 = 1, it becomes the
ordinary Bootstrap Probability (BP)
pBP(H|y) = α1(H|y) .= Φ¯(t+ γˆ).
This provides naive estimation of the p-values as pBP(H|y) = p(H|y) + Op(γ)
and 2pBP(H|y) = p(H|Hc, y) + Op(γ). The bias caused by γ = O(n−1/2) will
be adjusted by multiscale bootstrap. Note that the scaling-law of ασ2(H|y) is
intuitively obvious by rescaling (5) with the factor σ−1 so that t and γˆ in α1(H|y)
are replaced with tσ−1 and γˆσ, respectively.
We can compute the p-values from the multiscale bootstrap probabilities. By
fitting the linear model (9) to the observed values of
ψσ2(H|y) = σΦ¯−1(ασ2(H|y)) .= t+ γˆσ2
at several σ2 values, the regression coefficients are estimated as βˆ0
.
= t and
βˆ1
.
= γˆ, from which we can extrapolate ψσ2(H|y) to σ2 ≤ 0. In particular for
σ2 = −1, we have the pivot statistic
ψ−1(H|y) .= t− γˆ.
Therefore, p(H|y) is computed as
pAU(H|y) = Φ¯(ψ−1(H|y)) .= Φ¯(t− γˆ)
for the Approximately Unbiased (AU) test of non-selective inference (Shimodaira,
2002). The error in (4) for pAU(H|y) is in fact O(n−3/2) (Shimodaira, 2004),
which was originally shown for the third-order pivot statistic (Efron, 1985; Efron
and Tibshirani, 1998). Noticing (8), we may state that pAU(H|y) = p−1(H|y)
adjusts the bias of pBP(H|y) = p1(H|y) by formally changing σ2 = 1 (n′ = n)
in pσ2(H|y) to σ2 = −1 (n′ = −n).
The selective p-value p(H|Hc, y) is computed similarly. Our idea for approx-
imately unbiased test of Selective Inference (SI) is to calculate ψ0(H|y) .= t as
well as ψ−1(H|y) .= t− γˆ by the multiscale bootstrap, from which we define
pSI(H|Hc, y) = Φ¯(ψ−1(H|y))
Φ¯(ψ−1(H|y)− ψ0(H|y))
.
=
Φ¯(t− γˆ)
Φ¯(−γˆ) .
This p-value satisfies (3) with error O(n−1). For simplifying the notation, we
may write pSI(H|y) for pSI(H|Hc, y) by omitting Hc. It follows from ψ0(H|y) =
−ψ0(Hc|y) that pSI(H|y) is pSI(H|S, y) of Algorithm 1 for the case S = Hc.
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2.5. Bias correction by resampling from the null distribution
Multiscale bootstrap generates Y ∗ from y in (5). Replacing y with proj(H|y),
Y ∗|proj(H|y) ∼ Nm+1(proj(H|y), Im+1) (10)
simulates the null distribution of Y generated from µ ∈ ∂H. By letting t = 0 in
pBP(H|y), we have pBP(H|proj(H|y)) .= Φ¯(γˆ), and therefore
zproj(H|y) = Φ¯−1(pBP(H|proj(H|y))) .= γˆ.
This is the idea of Efron and Tibshirani (1998) to estimate γˆ for adjusting
pBP(H|y) by pET(H|y) = Φ¯(ψ1(H|y) − 2zproj(H|y)) .= p(H|y). It is easily ex-
tended to selective inference by pET-SI(H|y) = pET(H|y)/Φ¯(−zproj(H|y)) .=
p(H|Hc, y) for the case of S = Hc, and an extension to general S is given in
Section 4.4. We will show in Theorem 4.5 that the double bootstrap (Hall, 1986;
Efron and Tibshirani, 1998) also computes the adjusted p-value. An advantage
of multiscale bootstrap over these methods is that it does not require expensive
computation of the null distribution.
3. Numerical Results
3.1. An illustrative example of pvclust
For each cluster in Fig. 1, we test the null hypothesis that the cluster is not
true. Therefore, clusters with 1−p > 0.9 are identified as true by rejecting their
null hypotheses at significance level α = 0.1. However, the decision depends on
the type of p-values. Which p-value should we use for making a decision?
Let us look at the branch of cluster id = 31 consisting of six non-tumor
tissues (the left most box in Fig. 1). All the other 67 tissues are lung tumors
from patient. For this cluster, it is very natural to use the non-selective p-value
pAU for controlling (4), because a scientist may hypothesize that the six tissues
are different from the others before looking at the data. For most of the other
clusters, however, we should use the selective p-value pSI for controlling (3),
because they are discovered only after looking at the data. On the other hand,
pBP and 2pBP can be interpreted as naive estimates of pAU and pSI, respectively,
when |γ| is small, but they are not quite good estimates here.
Differences of p-values with respect to the geometric quantities are illustrated
in Fig. 3. We plotted ψ0(H|y) .= t for the x-axis and ψ−1(H|y)−ψ0(H|y) .= −γˆ
for the y-axis. On the x-axis (γˆ = 0), pAU = pBP = Φ¯(t), pSI = 2Φ¯(t), and they
are adjusted by γˆ as seen in the contour lines. The contour line of pAU is left
to the other two lines, indicating that pAU is smaller than pBP and pSI, thus
rejecting more null hypotheses. Some clusters suggest estimation error, such as
t < 0 and −γˆ < 0, but the problem seems minor overall.
Computation of the p-values is examined in Fig. 2. Looking at cluster id =
37, 57 and 62, fitting of poly.2, namely the linear model (9) or (31) with k = 2,
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Fig 3: Cluster id’s are plotted at (t,−γˆ). Contour lines are shown for pAU, pSI
and pBP at α = 0.10. Clusters with arrows are those in Fig. 1.
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Table 1
Concave hypothesis regions: Rejection probabilities in percent at significance level α = 0.1
and the average absolute bias defined by (11) with selection probabilities at the bottom (best
two values in the sense of unbiasedness are in bold)
Smooth θ = 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 Bias
BP 13.32 13.66 14.57 23.57 16.96 17.96 18.68 19.15 6.26
AU (k = 3) 21.36 21.44 21.57 21.50 21.18 20.75 20.39 20.17 10.90
2BP 5.96 6.15 6.68 7.39 8.11 8.73 9.18 9.47 2.30
2AU (k = 2) 9.75 9.91 10.26 10.60 10.76 10.72 10.56 10.38 0.47
2AU (k = 3) 10.49 10.58 10.74 10.79 10.67 10.43 10.22 10.08 0.53
SDBP 8.70 8.87 9.29 9.76 10.11 10.28 10.30 10.24 0.51
SI (k = 2) 8.87 9.03 9.44 9.87 10.18 10.29 10.27 10.19 0.43
SI (k = 3) 9.33 9.45 9.73 9.99 10.10 10.09 10.03 9.99 0.20
P (Y ∈ S | µ) 44.54 45.00 46.09 47.28 48.24 48.89 49.29 49.53 -
Nonsmooth θ = 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 Bias
BP 6.88 9.73 12.89 15.80 17.93 19.16 19.72 19.92 6.05
AU (k = 3) 17.14 20.65 22.51 22.41 21.22 20.15 19.72 19.73 10.56
2BP 2.53 3.93 5.62 7.3 8.61 9.41 9.80 9.94 2.73
2AU (k = 2) 5.86 8.11 10.11 11.3 11.43 11.01 10.52 10.21 1.21
2AU (k = 3) 7.12 9.36 10.90 11.3 10.79 10.16 9.86 9.84 0.75
SDBP 4.19 6.08 8.04 9.59 10.40 10.57 10.42 10.23 1.52
SI (k = 2) 4.94 6.99 8.96 10.3 10.77 10.65 10.37 10.15 1.24
SI (k = 3) 5.50 7.55 9.26 10.1 10.24 10.03 9.89 9.89 0.85
P (Y ∈ S | µ) 33.33 41.83 46.87 49.10 49.80 49.97 50.00 50.00 -
is very good so that the extrapolation by substituting σ2 = −1 in the linear
model is good enough, and the other sophisticated extrapolation methods may
not be necessary. This suggests the validity of the large sample theory of the
second order asymptotic accuracy (Section 2.4 and Section 4).
However, the singular model sing.3, namely (32) with k = 3, fits much better
for cluster id = 67. Then the extrapolation to σ2 = −1 by the Taylor polynomial
approximation ϕH,k depends on k, giving 1−pAU = 0.77 with k = 2 (linear) and
1−pAU = 0.95 with k = 3 (quadratic). The large −γˆ value for id = 67 indicates
that the region Hc is small; suggests small radius r
.
= m/(−2γ) if it were a
sphere in Rm+1. The last case is beyond the large sample theory of Section 4,
and it requests the need for the other asymptotic theory of Section 5.
3.2. Simulation of convex and concave regions
3.2.1. Two dimensional examples
Here, we verify that our method provides approximately unbiased selective in-
ference through numerical simulations. We consider the following hypothesis
region in R2 as
h(u) = ±
√
a+ u2/3, H = {(u, v) | v ≤ −h(u)},
and choose the selective region as S = Hc. We consider four settings: the sign of
function h determines whether the hypothesis region is convex or concave, and
the value of a determines the shape of the boundary surface ∂H as smooth for
a = 1 or nonsmooth for a = 0. Here, we show only the results of concave cases
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and refer the reader to Section B (supplementary material) for the convex cases.
As mentioned in Section 2.4, 2p(y) with non-selective p-values can be interpreted
as naive selective p-values if ∂H is flat. Thus, we compare our method with naive
selective inferences using 2p(y) for fair comparisons. For the naive selective p-
values, the rejection probability will be doubled if we use p(y) instead.
We refer to the non-selective test with existing p-values pBP and pAU,k as
“BP” and “AU (k)”, respectively. We refer to the selective test with 2pBP as
“2BP”, and that with 2pAU,k as “2AU (k)”, where pAU,k (Shimodaira, 2008) is
the non-selective version of pSI,k. The selective test with pBP,2 in Section 4.4 and
pSI,k in (B) of Algorithm 1 are denoted as “SDBP” and “SI (k)”, respectively.
The bias of SI (k) is expected to reduce as k increases. By Theorem 4.5, SI
(k = 2) and SDBP should exhibit the same behavior at least for smooth cases.
All results of the following simulations are computed accurately by numerical
integration instead of Monte-Carlo simulation in order to avoid the effects of
sampling error.
Table 1 shows the selective rejection probabilities at significance level α = 0.1
and the selection probabilities for several µ = (θ,−h(θ)) ∈ ∂H, where we chose
θ = 0.0, 0.5, . . . , 3.5. The last column shows the average absolute bias for p(y)
computed by
Bias(p) =
1
M + 1
M∑
j=0
∣∣∣∣P (p(Y ) < α | µj)P (Y ∈ S | µj) − α
∣∣∣∣ , (11)
where θj ranges from 0 to 3.5 as θj = 0.05 × j, j = 0, . . . ,M with M = 70.
From the table, we can see that the non-selective p-values induce serious bias
in the context of selective inference. Moreover, our method dominates the naive
selective inferences in the sense of the unbiasedness in many cases, and k = 3 is
better than k = 2 for SI(k). In fact, for almost all points of θ, selective rejection
probabilities of our method are closer to significance level α = 10% than the
naive inferences. The average absolute bias (11) for our method is smaller than
those for the naive selective inferences. In addition, for each case, SI (k = 2)
and SDBP provide similar selective rejection probabilities in Table 1 and similar
rejection boundaries in Fig. 5. In accordance with Theorem 4.5, the rejection
surfaces of SI (k = 2) and SDBP are almost the same in the smooth case.
For the concave hypothesis region with the nonsmooth boundary surface,
Table 1 shows that it is difficult to provide unbiased inferences in a neighborhood
of the vertex. Nevertheless, by using our method, the bias can be reduced more
effectively with distance from the vertex.
Next, we look at contour lines of p-values in Fig. 4 with the horizontal axis
θ. We chose α = 0.1 again. The shaded area represents the hypothesis region
H, and the rejection regions are just above the contour lines in the subfigures.
For pAU,k and pSI,k, we fixed k = 3. In all the settings, the three curves of
2pBP = α, 2pAU,3 = α and pSI,3 = α coincide with each other at large θ values
where ∂H is flat. This verifies that the use of 2p(y) of non-selective p-values
leads to selective inference there. Looking at P (Y ∈ S|µ) in Table 1 at large θ
values, we confirm that the selection probabilities are actually 1/2. However, the
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Fig 6: Concave hypothesis regions : selective rejection probabilities as a func-
tion of the number of dimensions m + 1. The horizontal axis is the number of
dimensions m + 1 and the vertical axis is the selective rejection probability in
percent at significance level α = 0.1.
selection probability decreases as θ approaches zero in the concave cases. It is
1/3 at the vertex for the nonsmooth concave case. Then the curve of 3pAU,3 = α
in Fig. 4 almost touches the curve of pSI,3 = α near the vertex. This shows that
our selective inference method automatically adjusts the selection probability
to provide a valid selective inference.
3.2.2. Spherical examples
Here, we consider a simple example which is considered in Example 1 of Efron
and Tibshirani (1998). Suppose that H = {µ | ‖µ‖ ≥ θ} and S = Hc as
a concave hypothesis region. That is, we consider the case that the selective
region is a sphere of radius θ in Rm+1. The mean curvature of ∂H defined in
Section 4.2 is given by −γ = m/(2θ). For the fixed mean curvature, the number
of dimensions m + 1 was varied from 10 to 1000. We chose −γ = 0.5, 1.0, 1.5.
In this setting, by Theorem 1 of Shimodaira (2014), the third order term in
the asymptotic expansion of the bootstrap probability goes to 0 as m → ∞.
Thus, from Theorem 4.3, we expect that the selective rejection probability of
SI (k) goes to α as m → ∞. In addition, from the discussion in Section 4.3, it
is expected that the selective rejection probabilities of 2BP and 2AU (k) go to
Φ(Φ¯−1(α)− 2γ)/Φ¯(−γ) and α/Φ¯(−γ), respectively.
Fig. 6 illustrates the change of the selective rejection probability for each p-
value as the number of dimensions increases. We can see that 2BP and 2AU (k)
have serious bias related to the magnitude of mean curvature. On the other hand,
the selective rejection probabilities of SI (k) approach to α = 10%, regardless
of the mean curvature, as the number of dimensions increases. Thus, when the
number of dimensions is relatively large, our selective inference could be nearly
unbiased whereas the naive selective inference using 2BP or 2AU may have
serious bias.
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3.3. Simulation analysis of pvclust
Here, we provide a numerical simulation of pvclust in accordance with Sec-
tion A.1 (supplementary material). The average linkage hierarchical clustering
with the (normalized) Euclidean distance 1n
∑n
t=1(xti − xtj)2 is considered as
a tree building algorithm hclust. We denote by {i, j} the cluster consisting of
tissues i and j. We consider the simple setting in which there are three tissues
and xi (i = 1, . . . , 1000) are independent observations from the normal mixture
0.5N3(µ1(a), I3) + 0.5(µ2(a), I3),
where a ∈ R, µ1(a) = (a, a, 0), and µ2(a) = (a, 0, a). In this setting, the “true”
distance matrix d∞ is given by
d∞ =
- a2/2 + 2 a2/2 + 2- - a2 + 2
- - -
 .
Thus, both clusters {1, 2} and {1, 3} are true. It is worth noting that the cluster
{2, 3} is also true in the case that a = 0. We generated independently 104
datasets of X1000 at each value of a and applied pvclust for each dataset. We
choose values of a such that the selection probabilities of the cluster {1, 2} (or
{1, 3}) at a are almost equivalent to ones at θ = 0, 0.5, . . . , 3.5 in the nonsmooth
case of Table 1. Let θˆ(a) be an estimated such transform from a to θ. Obviously,
a = 0 is corresponding to θ = 0.
For the details about the construction of θˆ, see Section A.4 (supplementary
material). When we obtained the cluster {1, 2} (or {1, 3}), we computed the
following p-values for the null hypothesis that the cluster {1, 2} (or {1, 3}) is
not true: pBP(H|y), pAU,3(H|y), 2pBP(H|y), 2pAU,3(H|y), and pSI,3(H|S, y) by
B = 104 bootstrap replicates. Note that S is the selective region in which the
cluster {1, 2} (or {1, 3}) is true. For i = 2, 3, let Hi be the null hypothesis
that the cluster {1, i} is not true. In pvclust, we consider the test for the null
hypothesis Hi only when the cluster {1, i} appeared. We also refer to tests at
the significance level of α = 0.1 with these p-values as the same symbols in
Section 3.2. We count how many times, say Ni, the cluster {1, i} appears in
104 replications. For each test, we also count how many times, say Ri, the null
hypothesis Hi is rejected and the selective rejection probability is estimated
by Ri/Ni. This scenario seems to correspond with the nonsmooth and concave
setting in Section 3.2 (see, Section A.4). The subfigure (a) of Fig. 7 shows the
selective rejection probabilities of the nonsmooth case of Table 1 related with θ.
The subfigures (b,c) of Fig. 7 show the selective rejection probabilities of tests
against H2 and H3 related with θˆ(a), respectively. The shaded area around each
line in the subfigures (b,c) of Fig. 7 indicates the precision of plus minus two
standard deviations. From these results, we can see similar behaviors to the two-
dimensional example in the simulation results of pvclust. By using our method,
the bias can be reduced more effectively in the practical situation of pvclust.
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Fig 7: Selective rejection probabilities as a function of θ or θˆ(a). (a) The null
hypothesis is the concave region with the nonsmooth boundary in Section 3.2.
(b) The null hypothesis is H2. (c) The null hypothesis is H3. The horizontal
axis of (a) is θ described in Section 3.2. The horizontal axes of (b), (c) are
θˆ(a). In each subfigure, the vertical axis is the selective rejection probability at
significance level α = 0.1.
4. Large sample theory for smooth boundary surfaces
4.1. Nearly parallel surfaces
In this section, we consider the ordinary asymptotic theory of large n by as-
suming that ∂H and ∂S are smooth surfaces. We follow the geometric argu-
ment given for the problem of regions with multivariate normal model (Efron,
1985; Efron and Tibshirani, 1998), and its extension to multiscale bootstrap
(Shimodaira, 2004, 2014). Here we introduce a new assumption for solving the
selective inference.
For representing y, µ ∈ Rm+1 in a neighborhood of ∂H, we employ the co-
ordinate system (u, v) with u ∈ Rm, v ∈ R, and consider the hypothesis region
H = R(h) for a smooth function h(u) represented as
R(h) = {(u, v) | v ≤ −h(u), u ∈ Rm}.
The selective region is defined similarly as S = R(s)c for a smooth function
s(u). Using the summation convention that an index appearing twice in a term
implies summation over 1, . . . ,m, a smooth function h is expressed as
h(u) = h0 + hiui + hijuiuj + hijkuiujuk + · · · ,
where h0 = h(0), hi = ∂h/∂ui|0, hij = (1/2)∂2h/∂ui∂uj |0, . . ., are the coeffi-
cients of the Taylor expansion at u = 0.
In the large sample theory, each axis of y = (u, v) is scaled by
√
n as Y =
√
nX¯
to keep the variance in (1) fixed. Therefore the k-th derivatives of h should be
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of order O(n1/2/(n1/2)k) = O(n−(k−1)/2), giving hij = O(n−1/2), and higher
order terms are O(n−1). Thus we have
h(u)
.
= h0 + hiui + hijuiuj .
In this paper, we consider a class of nearly parallel surfaces T with the additional
property that h0 = O(1) and hi = O(n
−1/2) for all h ∈ T so that surfaces defined
by B(h) = {(u, v) | v = −h(u), u ∈ Rm} are nearly parallel to each other. We
then assume that h, s ∈ T for ∂H = B(h) and ∂S = B(s). This setting is less
restrictive than the class h ∈ S with hi = O(n−1) considered in Shimodaira
(2014) for representing non-selective rejection region R = R(r)c with r ∈ S.
Our motivation for introducing the class T is as follows. Although we can set
h0 = 0, hi = 0, thus h ∈ T , for any particular h without losing generality by
taking a point on surface as the origin, the k-th derivatives are O(n−(k−1)/2) for
another s in general and thus s0 = O(
√
n) and si = O(1). The first assumption
for s ∈ T , namely s0 = O(1), comes from the local alternatives setting, where
points, before applying the scaling of
√
n, are approaching zero at rate O(1/
√
n)
so that points in the space of µ are of order O(
√
n/
√
n) = O(1). The second
assumption, namely si = O(n
−1/2), is newly introduced in this paper for solving
the selective inference. It lets ∂s/∂u
.
= ∂h/∂u at u = O(1) so that ∂S is nearly
parallel to ∂H in the neighborhood of the origin. This assumption clearly holds
for the case S = Hc, where ∂S = ∂H.
4.2. The scaling law of the normalized bootstrap z-value
The asymptotic expansion of the bootstrap probability (Efron and Tibshirani,
1998) and its extension to multiscale bootstrap (Shimodaira, 2004) are obtained
as follows. By taking the origin at a point on ∂H, we can write
h(u)
.
= hijuiuj
with h0 = 0, hi = 0. We first work on the case that the observation is y = (0, t),
namely, u = 0 ∈ Rm, v = t ∈ R. Then the signed distance from y to ∂H is t.
The mean curvature of ∂H at the origin (0, 0) is defined as
γˆ = hii =
m∑
i=1
hii,
which is half the trace of Hessian matrix. The bootstrap probability ασ2(H|y)
is, by noting V ∗|y ∼ N(t, σ2),
Pσ2(Y
∗ ∈ H | y) = Pσ2(V ∗ ≤ −h(U∗) | y) = Eσ2
[
Φ¯
(
t+ h(U∗)
σ
) ∣∣∣∣ u = 0].
We use the notation Eσ2(·|y) for the expectation with respect to (5), and
Eσ2(·|u), in particular, for the expectation with respect to U∗ ∼ Nm(u, σ2Im).
We also interpret Eσ2 as a operator to h, and use the notation
Eσ2h(u) = Eσ2(h(U
∗) | u).
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For calculating ασ2(H|y), consider the Taylor expansion
Φ¯(x+ ) = Φ¯(x)− φ(x)+O(2), (12)
and put x = (t + Eσ2h(0))/σ,  = (h(U
∗) − Eσ2h(0))/σ. φ(x) is the density
function of N(0, 1). Then we have ασ2(H|y) = Eσ2(Φ¯(x+ ) | u = 0) = Φ¯(x)−
φ(x)Eσ2(|u = 0) + O(n−1). Since Eσ2( | u = 0) = 0 and Eσ2(hijU∗i U∗j | u =
0) = hijδijσ
2 = hiiσ
2, we finally get
ασ2(H|y) .= Φ¯
(
t+ Eσ2h(0)
σ
)
.
= Φ¯(tσ−1 + hiiσ) = Φ¯(tσ−1 + γˆσ). (13)
Therefore, the normalized bootstrap z-value defined in (7) is expressed as
ψσ2(H|y) .= t+ γˆσ2. (14)
Next, we work on the general case for any h ∈ T and y ∈ Rm+1. The
expression for ασ2(H|y) is obtained by change of coordinates with proj(H|y)
being at the origin. This has been done in Shimodaira (2014) up to O(n−2),
meaning fourth order accuracy. Here we need only the result with second order
accuracy as shown in the following lemma.
Lemma 4.1. Let H = R(h) and y = (θ,−s(θ)) for any h, s ∈ T and θ ∈ Rm.
Then the bootstrap probability is expressed as
ασ2(H|y) .= Φ¯(ηˆσ−1 + γˆσ), (15)
where ηˆ = η(H|y) is the signed distance from y to ∂H and γˆ = γ(H|y) is
the mean curvature of ∂H at proj(H|y). These two geometric quantities are
expressed by indicating the dependency on h, s, θ as
ηˆ(h|s, θ) .= h0 − s0 + (hi − si)θi + (hij − sij)θiθj (16)
γˆ(h|s, θ) .= hii. (17)
We also denote ψσ2(H|y) = ψσ2(h|s, θ). Then (15) is expressed as
ψσ2(h|s, θ) .= ηˆ(h|s, θ) + γˆ(h|s, θ)σ2
.
= h0 − s0 + (hi − si)θi + (hij − sij)θiθj + hiiσ2. (18)
Proof. Since t and γˆ are geometric quantities which do not depend on the choice
of coordinate system, (13) gives (15). We will show (16) and (17) in Section C.2
(supplementary material). Then (18) is an immediate consequence of (15).
4.3. Approximately unbiased p-value for selective inference
The rejection region of approximately unbiased test for selective inference is
given in the following theorem. Only non-selective inference, i.e., the case of
S = Rm+1, has been discussed in the literature of the problem of regions, and
we extend it to selective inference.
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Theorem 4.2. Consider the hypothesis region H = R(h) and the selective
region S = R(s)c for any h, s ∈ T . For any 0 < α < 1, we can specify r ∈ T for
the rejection region R = R(r)c so that the selective rejection probability takes
the constant value α for µ on ∂H;
P (Y ∈ R | µ)
P (Y ∈ S | µ)
.
= α, ∀µ ∈ ∂H. (19)
The coefficients of r(u) are solved as r0
.
= h0 − hii − Φ¯−1(αΦ¯(h0 − s0 − hii)),
ri
.
= hi − αC(hi − si) and rij .= hij − αC(hij − sij), where
C =
φ(h0 − s0)
φ(Φ¯−1(αΦ¯(h0 − s0))) .
For sufficiently large n, r(u) ≤ s(u) and R ⊂ S in the neighborhood of u = 0,
and thus (19) is the conditional probability P (Y ∈ R | Y ∈ S, µ). We also have
an expression of α in terms of geometric quantities as
Φ¯(h0 − r0 − hii)
Φ¯(h0 − s0 − hii)
.
= α. (20)
Proof. First, we proceed by assuming r ∈ T . For any µ ∈ ∂H, we write µ =
(θ,−h(θ)), θ ∈ Rm. Then it follows from Lemma 4.1 that
P (Y ∈ S | µ) = 1− α1(Sc|µ) .= Φ¯(−ψ1(s|h, θ)),
P (Y ∈ R | µ) = 1− α1(Rc|µ) .= Φ¯(−ψ1(r|h, θ)).
Therefore, (19) is expressed as Φ¯(−ψ1(r|h, θ)) .= αΦ¯(−ψ1(s|h, θ)). Substituting
(18) into it, we get
Φ¯
(
h0 − r0 + (hi − ri)θi + (hij − rij)θiθj − rii
)
.
=αΦ¯
(
h0 − s0 + (hi − si)θi + (hij − sij)θiθj − sii
)
. (21)
We then solve the equation for r. The rest of the proof is given in Section C.3
(supplementary material).
Suppose we observed y = (0,−r0) ∈ ∂R. Then the p-value should be α for y,
and we define pSI(H|S, y) .= α with (20). There are geometric quantities in (20),
namely, the signed distance h0 − r0 from y to ∂H, the signed distance h0 − s0
from proj(H|y) to ∂S and the mean curvature hii of ∂H at proj(H|y). All these
geometric quantities can be estimated from bootstrap probabilities ασ2(H|y)
and ασ2(S|y).
Substituting θ = 0 in (21), we get
Φ¯(h0 − r0 − rii)
Φ¯(h0 − s0 − sii)
.
= α. (22)
Interestingly, the mean curvatures rii of ∂R and sii of ∂S in (22) are replaced by
the mean curvature hii of ∂H in (20). In Theorem 4.3 below, p-value is computed
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from (20), while we are not able to use (22) for computing the p-value because
rii is not directly estimated by multiscale bootstrap before knowing r.
The following theorem justifies (A) of Algorithm 1 with ϕH(σ
2|βH) = βH,1+
βH,2σ
2 and ϕS(σ
2|βS) = βS,1 + βS,2σ2.
Theorem 4.3. Consider the hypothesis region H = R(h) and the selective
region S = R(s)c for any h, s ∈ T . Define p-value as
pSI(H|S, y) = Φ¯(ψ−1(H|y))
Φ¯(ψ−1(H|y) + ψ0(S|y)) . (23)
For computing (23), the values of ψσ2(H|y) and ψσ2(S|y) are extrapolated to
σ2 ≤ 0 by the linear regression on σ2 for σ2 > 0. Then, this p-value is second
order accurate. For any 0 < α < 1, the rejection region R = {y | pSI(H|S, y) <
α} satisfies (19) in Theorem 4.2.
Proof. The theorem is a direct consequence of Lemma 4.1 and Theorem 4.2. Let
y = (0,−r0). From (18), we have
ψσ2(H|y) .= ψσ2(h|r, 0) = h0 − r0 + hiiσ2, (24)
ψσ2(S|y) .= −ψσ2(s|r, 0) = −s0 + r0 − siiσ2. (25)
By fitting the linear models (24) and (25) to observed bootstrap probabilities
for σ2 > 0, we get h0 − r0, s0 − r0, hii, sii as regression coefficients. Then
extrapolating the models formally to σ2 ≤ 0, we have ψ−1(H|y) .= h0− r0−hii,
ψ0(S|y) .= −s0 + r0. Substituting them into (23), we get
pSI(H|S, y) .= Φ¯(h0 − r0 − hii)
Φ¯(h0 − s0 − hii) ,
which coincides with the α in (20). The rest of the proof is given in Section C.4
(supplementary material).
Corollary 4.4. Consider the hypothesis region H = R(h) for any h ∈ T . For
any 0 < α < 1, we can specify r ∈ T for the rejection region R = R(r)c so
that the non-selective rejection probability is P (Y ∈ R|µ) .= α, ∀µ ∈ ∂H. The
coefficients of r(u) are r0
.
= h0−hii− Φ¯−1(α), ri .= hi, rij .= hij. This rejection
region is expressed as R = {y | pAU(H|y) < α}, and the approximately unbiased
p-value pAU(H|y) = Φ¯(ψ−1(H|y)) is second order accurate; in fact third order
accurate as shown in Shimodaira (2004).
Proof. All the second-order results follow by letting S = Rm+1 in Theorem 4.2
and Theorem 4.3, where s0 = −∞, C = 0, ψ0(S|y) = −∞.
Let us verify that pAU and pBP are biased heavily for selective inference.
For a p-value p(y), consider the rejection region R = {y | p(y) < α} and let
us denote the selective rejection probability as α(p) = P (Y ∈ R | Y ∈ S, µ)
at µ = (0,−h(0)) ∈ ∂H, which is given by the left hand side of (22). For
p = pSI, α(pSI)
.
= α. Consider p = pσ2 of (8), To get ∂R, ψσ2(h|r, θ) = Φ¯−1(α)
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is solved for r(u) by looking at the coefficients in (18). Then r(u) is given
by r0
.
= h0 + hiiσ
2 − Φ¯−1(α), ri .= hi, rij .= hij . Substituting it into (22),
α(pσ2)
.
= {Φ¯(Φ¯−1(α) − hii(1 + σ2))}/Φ¯(h0 − s0 − sii). Therefore, α(pBP) .=
Φ¯(Φ¯−1(α)− 2hii)/Φ¯(h0 − s0 − sii) for σ2 = 1 and α(pAU) = α/Φ¯(h0 − s0 − sii)
for σ2 = −1. Due to the selection probability P (Y ∈ S | µ) in the denominator,
α(pσ2) is very much different from α.
4.4. Iterated bootstrap and related methods
Iterated bootstrap is a general idea to improve the accuracy by applying boot-
strap repeatedly. It has been used for confidence intervals of parameters (Hall,
1986), and for the problem of regions as well (Efron and Tibshirani, 1998). The
computational cost (time complexity) of kth-iterated bootstrap is O(Bk) when
each bootstrap uses B bootstrap replicates, while that of multiscale bootstrap
is only O(B), and thus it is often prohibitive even for the double bootstrap, i.e.,
the iterated bootstrap with k = 2. It also requires the computation of proj(H|y),
which can be difficult in applications. Here we show that multiscale bootstrap
calculates p-values equivalent to double bootstrap with less computation.
Let pBP,k(H|S, y), k = 1, 2, . . ., be the series of iterated bootstrap p-values.
At Step k + 1, we compute
pBP,k+1(H|S, y) = P1{pBP,k(H|S, Y
∗) < pBP,k(H|S, y) | proj(H|y)}
P1(Y ∗ ∈ S | proj(H|y)) , (26)
where the probability is with respect to the null distribution (10). The following
theorem shows that the double bootstrap computes p-value equivalent to pSI.
The double bootstrap is robust to the computational error in the u-axis of
proj(H|y).
Theorem 4.5. Consider the hypothesis region H = R(h) and the selective
region S = R(s)c for any h, s ∈ T . Let y = (0,−r0) and µˆ = (u0,−h(u0) +
O(n−1)) for any u0 = O(n−1/2) by allowing the error of O(n−1/2) to the u-axis
of proj(H|y), which is ui = −(h0 − r0)hi = O(n−1/2) according to Lemma C.1
(supplementary material). For k = 1, we adjust (8) by the selection probability
to define
pBP,1(H|S, y) = pσ2(H|y)
P1(Y ∗ ∈ S | µˆ) (27)
for some σ2 ∈ R, and apply (26) for computing pBP,2(H|S, y). Then we have
pBP,1(H|S, y) .= Φ¯(h0 − r0 + hiiσ
2)
Φ¯(h0 − s0 − sii) , pBP,2(H|S, y)
.
=
Φ¯(h0 − r0 − hii)
Φ¯(h0 − s0 − hii) . (28)
Therefore, pBP,2(H|S, y) .= pSI(H|S, y), i.e., equivalence in the second order
accuracy, and then pBP,2(H|S, y) is second order accurate. The result does not
depend on σ2; the numerator of (27) can be Φ¯(t) = p0(H|y) for σ2 = 0, say.
On the other hand, pBP,1(H|S, y) = pBP,2(H|S, y) + Op(n−1/2) is only first
order accurate, but pBP,1(H|S, y) becomes second order accurate if S = Hc and
σ2 = −1.
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Proof. See Section C.5 (supplementary material).
In Section 2.5, we have introduced pET (Efron and Tibshirani, 1998) as a
bias correction method using the null distribution. Here we extend it to selective
inference for general S. The p-value is defined as
pET-SI(H|S, y) = Φ¯(ψ1(H|y)− 2zproj(H|y))
Φ¯(ψ1(H|y)− 2zproj(H|y) + ψ1(S|y)− zproj(S|y)) .
For the case of S = Hc, pET-SI(H|Hc, y) = pET-SI(H|y) because zproj(Hc|y) =
−zproj(H|y), ψ1(Hc|y) = −ψ1(H|y). Considering the setup of Theorem 4.5, the
four terms in pET-SI(H|S, y) are expressed as zproj(H|y) = ψ1(H|proj(H|y)) .=
hii, zproj(S|y) = ψ1(S|proj(S|y)) .= −sii, ψ1(H|y) .= h0−r0+hii and ψ1(S|y) .=
−s0 + r0 − sii. Therefore pET-SI(H|S, y) .= Φ¯(h0 − r0 + hii − 2hii)/Φ¯(h0 − r0 +
hii− 2hii− s0 + r0− sii+ sii) = Φ¯(h0− r0−hii)/Φ¯(h0− s0−hii) .= pSI(H|S, y).
Thus pET-SI(H|S, y) .= pSI(H|S, y) again, and they are equivalent in the second
order accuracy.
5. Asymptotic theory for non-smooth boundary surfaces
5.1. Nearly flat surfaces
In the previous section, we consider asymptotic behavior as n goes to infinity.
The shape of H in the normalized space is magnified by
√
n. In this large sample
theory, the key point is that the boundary surface ∂H of the hypothesis region
approaches a flat surface in a neighborhood of any point on ∂H if the surface
is smooth. However, this argument cannot apply to nonsmooth surfaces. For
example, if H is a cone-shaped region, it is scale-invariant; the shape remains
as cone in the neighborhood of the vertex. In many real world problems such as
clustering and variable selection, hypothesis and selective regions are represented
as polyhedral convex cones (or their complement sets) at least locally thus have
nonsmooth boundaries. Although the chi-bar squared distribution appears in
this kind of statistical inference under inequality constraints (Shapiro, 1985;
Lin and Lindsay, 1997), computation of the coefficients seems not very easy for
our setting.
To deal with general regions with possibly nonsmooth boundary surfaces, we
employ the asymptotic theory of nearly flat surfaces (Shimodaira, 2008), which
is reviewed in Sections 5.1 and 5.2. We provide a theoretical justification for (B)
in Algorithm 1. Roughly speaking, we consider the situation that the magnitude
of h, say λ, becomes small so that the file drawer problem of (2) appears again as
the limiting distribution. The scale in the direction of the tangent space is fixed
in this theory so that any boundary surfaces approach flat surfaces. Instead of
n→∞, we introduce the artificial parameter λ and let λ→ 0. It is worth noting
that this theory is analogous to the classical theory with the relation λ = 1/
√
n.
Although this theory does not dependent on n, we implicitly assume that n is
sufficiently large to ensure the multivariate normal model (1). Instead of the
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notation
.
= used in previous sections, we use ' for the equality correct up to
O(λ) erring only O(λ2) in this section.
As with the previous section, for y = (y1, . . . , ym+1) ∈ Rm+1, let u =
(y1, . . . , ym) and v = ym+1. For a continuous function h : Rm → R and vh ∈ R,
we define the region by
R(h, vh) = {(u, v) ∈ Rm+1 | v ≤ vh − h(u)}.
When we consider vh as −h0, R(h, vh) corresponds to R(h) introduced in Sec-
tion 4. Let us denote L1-norm and L∞-norm of h by ‖h‖1 =
∫
Rm |h(u)| du and‖h‖∞ = supu∈Rm |h(u)|, respectively. We say that h is nearly flat if ‖h‖∞ =
O(λ), and if L1-norms of h and its Fourier transform h˜ are bounded; ‖h‖1 <∞
and ‖h˜‖1 < ∞. However, polynomials and cones are unbounded, and they are
obviously not nearly flat. As mentioned in Section 5.4 and Appendix A.4 of
Shimodaira (2008), the results can be generalized to continuous functions of
slow growth; |g(u)| = O(‖u‖k) as ‖u‖ → ∞ for some k. We can take a nearly
flat h approximating g arbitrary well in a sufficiently large window. In practical
situations, the magnitude of h is not necessarily too small. From the numerical
examples, we may see that our theory works even for a moderate λ.
The hypothesis and selective regions are defined, respectively, by
H = R(h, 0), and S = R(s, vs)c
for nearly flat functions h and s, and vs ∈ R. Note that, for H = R(h, vh),
we can redefine H as R(h, 0) in the coordinate taking the origin at (0, vh). For
0 < α < 1, let vr be a constant satisfying
Φ¯(vr) = αΦ¯(vs),
and let R = R(r, vr)c be a rejection region. Here, vs and vr correspond to h0−s0
and h0 − r0 in Section 4, respectively.
We will denote the Fourier transform of a nearly flat function h by h˜(ω) =
Fh(ω) = ∫Rm e−iω·uh(u) du, where ω ∈ Rm is a spatial angular frequency vec-
tor and i =
√−1 is the imaginary unit. Moreover, let h(u) = (F−1h˜)(u) =
(2pi)−m
∫
Rm e
iω·uh˜(ω) dω be the inverse Fourier transform of h˜. Using these no-
tations, we can represent the expected value of h(U∗) with respect to U∗ ∼
Nm(u, σ
2Im) as follows:
Eσ2h(u) = Eσ2(h(U
∗) | u) = F−1[e−σ2‖ω‖2/2h˜(ω)](u).
This is an application of the Gaussian low-pass filter f˜σ2(ω) = e
−σ2‖ω‖2/2 to
h˜. The inverse filter of f˜σ2(ω) is defined by F [E−1σ2 h](ω) = (1/f˜σ2(ω))h˜(ω).
Applying the inverse Fourier transform to it, we can define the expected value
with a negative variance, at least formally, by
E−1σ2 h(u) = F−1[(1/f˜σ2(ω))h˜(ω)] = F−1[eσ
2‖ω‖2/2h˜(ω)](u) = E−σ2h(u).
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Note that E−σ2h = E−1σ2 h may not be defined unless ‖eσ
2‖ω‖2/2h˜(ω)‖1 < ∞
even though Eσ2h with σ
2 > 0 is nearly flat.
First of all, we provide the fundamental result in the theory of nearly flat
surfaces corresponding to Lemma 4.1 in the large sample theory.
Lemma 5.1. For a nearly flat function h and a constant vh ∈ R, let H =
R(h, vh). For y = (u, v) ∈ Rm+1 and σ2 > 0, we have
ασ2(H|y) = Pσ2 (Y ∗ ∈ H | y) ' Φ¯
(
v − vh + Eσ2h(u)
σ
)
, (29)
and the the normalized bootstrap z-value is expressed as
ψσ2(H|y) = σΦ¯−1(ασ2(H|y)) ' v − vh + Eσ2h(u). (30)
Proof. See Section D.1 (supplementary material).
5.2. Models for normalized bootstrap z-value
The key point of our algorithm is that the functional form of ψσ2(H|y) is esti-
mated from the observed bootstrap probabilities computed at several σ2 = n/n′.
We need a good parametric model ϕH(σ
2|β(y)) with parameter β(y). From the
scaling-law (30), it is important to specify an appropriate parametric model for
Eσ2h(u). The following results are shown in Section 5.4 of Shimodaira (2008).
For smooth h, we have
Eσ2h(u) =
∞∑
j=0
σ2jβj(u),
where β0(u) = h(u), β1(u) = (1/2)
∑m
i=1 ∂
2h/∂u2i , and
βj(u) =
1
2jj!
∑
j1+···+jm=j
j!
j1! · · · jm!
∂2jh
∂u2j11 · · · ∂u2jmm
, j ≥ 0.
When the boundary surface can be approximated by a polynomial of degree
2k − 1, we may consider the following model, denoted poly.k, by redefining
β0 = v + β0(u):
ϕ(σ2|β) =
k−1∑
j=0
βjσ
2j , k ≥ 1. (31)
If h is a polynomial of degree 2k−1, the model poly.k correctly specifies ψσ2(H|y)
by ignoring O(λ2) term. It is worth noting that the parameters (β0, β1, . . . ) are
interpreted as geometric quantities; β0 is the signed distance from y to the
surface ∂H, and β1 is the mean curvature of the surface.
For a nonsmooth h, the above model is not appropriate. In fact, for a cone-
shaped H with the vertex at the origin, we have
Eσ2h(u) =
∞∑
j=0
σ1−jβj(u)
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in a neighborhood of the vertex, where βj(u) = O(‖u‖j) as ‖u‖ goes to 0. The
following model, denoted sing.k, takes conical singularity into account.
ϕ(σ2|β) = β0 +
k−2∑
j=1
βjσ
2j
1 + βk−1(σ − 1) , k ≥ 3, (32)
where 0 ≤ βk−1 ≤ 1. In practical situations, we are not sure which parametric
model is the reality. Thus, we prepare several candidate models describing the
scaling-law of bootstrap probability, and choose the model based on the AIC
value.
5.3. Approximately unbiased p-values for selective inference in the
theory of nearly flat surfaces
Now, we ensure the existence of the rejection region corresponding to an approx-
imately unbiased selective inference. This result corresponds to Theorem 4.2 of
the large sample theory.
Lemma 5.2. For nearly flat functions h and s, and a constant vs ∈ R, we
set H = R(h, 0) and S = R(s, vs)c as the hypothesis and the selective regions,
respectively. Suppose that E−1h exists and is nearly flat. Then, for a given 0 <
α < 1, there exists a nearly flat function r such that
P1(Y ∈ R | µ)
P1(Y ∈ S | µ) ' α, ∀µ ∈ ∂H, (33)
where R = R(r, vr)c and vr = Φ¯−1(αΦ¯(vs)). The function r is solved as
r(u) ' E−1h(u) + αC{s(u)− E−1h(u)}, (34)
where C = φ(vs)/φ(vr). We also have an expression of α as
Φ¯(vr − r(u) + E−1h(u))
Φ¯(vs − s(u) + E−1h(u)) ' α. (35)
Proof. See Section D.2 (supplementary material).
When y = (0, vr − r(u)) is observed, we have y ∈ ∂R and an approximately
unbiased p-value for y is set as α. We define a selective p-value pSI(H|S, y) by
using α in (35), that is, pSI(H|S, y) ' α. Although several unknown quantities
vr − r(u), vs − s(u) and E−1h(u) appear in the definition of pSI(H|S, y), we
can compute these quantities by using bootstrap probabilities ασ2(H|y) and
ασ2(S|y). The following theorem shows that the p-value computed by (A) of
Algorithm 1 is unbiased ignoring O(λ2) terms.
Theorem 5.3. Suppose the assumptions in Lemma 5.2 hold. Also suppose that
the functional forms of ψσ2(H|y) and ψσ2(S|y) can be extrapolated to σ2 = −1
and σ2 = 0, respectively. We define a selective p-value by
pSI(H|S, y) = Φ¯(ψ−1(H|y))
Φ¯(ψ−1(H|y) + ψ0(S|y)) . (36)
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For given significance level α, we set the rejection region by R = {y ∈ Rm+1 |
pSI(H|S, y) < α}. Then, this R is equivalent to that in Lemma 5.2 erring only
O(λ2), and thus R satisfies (33).
Proof. From Lemma 5.1, normalized bootstrap z-values ψσ2(H|y) and ψσ2(S|y)
for y = (u, v) can be expressed by
ψσ2(H|y) ' v + Eσ2h(u), ψσ2(Sc|y) ' v − vs + Eσ2s(u), (37)
respectively. Then ψ−1(H|y) ' v + E−1h(u) by extrapolating it to σ2 = −1.
By noting E0s(u) = s(u) and ψσ2(S
c|y) = −ψσ2(S|y), we have ψ0(S|y) '
−v + vs − s(u). By substituting them into (36), we get an expression
pSI(H|S, y) ' Φ¯(v + E−1h(u))
Φ¯(vs − s(u) + E−1h(u)) . (38)
Let r and R be those defined in Lemma 5.2. For y ∈ ∂R, v = vr − r(u) and
then (38) coincides with (35). Therefore pSI(H|S, y) ' α on y ∈ ∂R. For y =
(u, v) ∈ Rm+1, by looking at the numerator of (38), we get pSI(H|S, y) < α ⇔
v + E−1h(u) > vr − r(u) + E−1h(u) ⇔ v > vr − r(u) ⇔ y ∈ R, where O(λ2)
terms are ignored.
5.4. A class of approximately unbiased tests for selective inference
In Section 5.3, we assumed that the functional forms of ψσ2(H|y) and ψσ2(S|y)
can be extrapolated to σ2 = −1 and σ2 = 0, respectively. Unfortunately, how-
ever, parametric models for cone-shaped regions, e.g., sing.k, can only be de-
fined for σ2 > 0. This is in parallel with the argument of Lehmann (1952)
that an unbiased test does not exist for a cone-shaped hypothesis region; see
also Perlman et al. (1999) for counter-intuitive illustrations. On the other hand,
Stone-Weierstrass theorem argues that any continuous functions h and s can
be approximated arbitrary well by polynomials within a bounded window on
u. From this point of view, the selective p-value using poly.k (31) in (A) of
Algorithm 1 becomes unbiased as k →∞ ignoring O(λ2) terms by taking a suf-
ficiently large window, although fitting of high-degree polynomials of σ2, namely
large k in (31), can become unstable especially outside the range of fitted points
for extrapolation.
In the same manner as Shimodaira (2008), the method (B) in Algorithm 1
considers truncated Taylor series expansion of ψσ2(H|y) with k terms at a pos-
itive σ2−1 > 0 as
ψσ2,k(H|y, σ2−1) =
k−1∑
j=0
(σ2 − σ2−1)j
j!
∂jψσ2(H|y)
∂(σ2)j
∣∣∣∣∣
σ2=σ2−1
,
and similarly for ψσ2(S|y) at σ20 > 0. Then we compute the selective p-value by
pSI,k(H|S, y) =
Φ¯(ψ−1,k(H|y, σ2−1))
Φ¯(ψ0,k(S|y, σ20) + ψ−1,k(H|y, σ2−1))
. (39)
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Although this method can be interpreted as the polynomial fitting, namely (A)
in Algorithm 1 with (31), in small neighborhoods of σ2−1 and σ
2
0 , it is more
stable than the polynomial fitting when a wider range of σ2 is used for model
fitting.
The following theorem provides the theoretical justification for a class of
general p-values including (39).
Theorem 5.4. For nearly flat functions h and s, and a constant vs ∈ R, we
set H = R(h, 0) and S = R(s, vs)c as the hypothesis and the selective regions,
respectively. For a given 0 < α < 1, let vr = Φ¯
−1(αΦ¯(vs)) and A(v) = A(v, vs) =
(Φ¯(v)φ(vs))/(φ(v)Φ¯(vs)). Let Ik(ω) and Jk(ω) denote functions satisfying the
following three conditions:
(i) limk→∞ Ik(ω) = 0 and limk→∞ Jk(ω) = 0 for each ω ∈ Rm,
(ii) ∃C > 0; ∀k ∈ N; ‖Ik(ω)‖∞, ‖Jk(ω)‖∞ < C, and
(iii) ∀k ∈ N; ‖e‖ω‖2/2Ik(ω)‖∞, ‖(1−A(vr)− Jk(ω))e‖ω‖2/2‖∞ <∞.
Then rk(u) = rk(u, vr) exists, where it is defined by
rk(u, v) = F−1
[
{1−A(v)− Jk(ω)}e‖ω‖2/2h˜(ω) + {A(v)− e‖ω‖2/2Ik(ω)}s˜(ω)
]
.
We consider a general p-value pk(H|S, y) which can be represented by
pk(H|S, (u, v)) ' Φ¯ (v + rk(u))
Φ¯ (vs)
for v = vr +O(λ). (40)
Note that rk(u) in (40) can be replaced by rk(u, v) ' rk(u) for v = vr + O(λ).
Then, we have, for µ = (θ,−h(θ)) ∈ ∂H,
P (pk(H|S, Y ) < α | µ)
P (Y ∈ S | µ) → α+O(λ
2) as k →∞. (41)
at each θ ∈ Rm.
In addition to the conditions (i), (ii), (iii), we assume that Ik and Jk can be
expressed by
(iv) Ik(ω) =
∑∞
j=k ak,j‖ω‖2j , Jk(ω) =
∑∞
j=k bk,j‖ω‖2j, respectively.
Then, if h and s are polynomials of degree less than or equal to 2k−1, pk(H|S, y)
is unbiased ignoring O(λ2) term.
Proof. See Section D.3 (supplementary material).
Using this theorem, we can establish theoretical guarantees for our approach
using the truncated Taylor series expansion, and also for the iterated bootstrap
described in Section 4.4.
Corollary 5.5. For nearly flat functions h and s, define H, S and A(vr) as
in Theorem 5.4. Then, the p-value pSI,k(H|S, y) defined by (39) satisfies (41).
We also assume that h is Lipschitz continuous with Lipschitz constant K(λ) =
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O(λ) for the p-value pBP,k(H|S, y) defined by (26) and (27) for σ2 > 0. Then,
pBP,k(H|S, y) satisfies (41). In addition to above conditions, we further assume
that h and s can be represented by polynomials of degree less than or equal to
2k−1. Then pSI,k(H|S, y) and pBP,k(H|S, y) are unbiased ignoring O(λ2) term.
Proof. The results are immediate consequences of Theorem 5.4 by knowing that
pSI,k(H|S, y) and pBP,k(H|S, y) satisfy the conditions (i), (ii), (iii), (iv) as shown
below in Lemma 5.6 and Lemma 5.7, respectively.
The following lemma shows the correspondence between pSI,k(H|S, y) and a
general p-value pk(H|S, y) in Theorem 5.4.
Lemma 5.6. Assume the same conditions as in Corollary 5.5. Then the p-value
pSI,k(H|S, y) can be represented as (40) using the following Ik and Jk:
Jk(ω) = (1−A(vr))Gk(ω| − 1, σ2−1), Ik(ω) = A(vr)e−‖ω‖
2/2Gk(ω|0, σ20),
where, for σ2a ≤ σ2b ,
Gk(ω|σ2a, σ2b ) =
γ(k, (σ2b − σ2a)‖ω‖2/2)
Γ(k)
=
∞∑
j=k
(−1)j−k
(k − 1)!(j − k)!j
(σ2b − σ2a)j‖ω‖2j
2j
,
and γ(n, z) =
∫ z
0
tn−1e−t dt is the lower incomplete gamma function. The above
Ik and Jk satisfy the conditions (i)-(iv) in Theorem 5.4.
Proof. See Section D.4 (supplementary material).
The iterated bootstrap in Corollary 5.5 is discussed in parallel with Theo-
rem 4.5 in Section 4.4. The next result provides the connection between pBP,k(H|S, y)
and a general p-value pk(H|S, y) in Theorem 5.4.
Lemma 5.7. Assume the same conditions as in Corollary 5.5. Then pBP,k(H|S, y)
defined by (26) and (27) for σ2 > 0 can be represented as (40) using the following
Ik and Jk:
Jk(ω) = (1− e−‖ω‖2/2)k−1
{
1− e−(1+σ2)‖ω‖2/2 − (1− e−‖ω‖2/2)A(vr)
}
,
Ik(ω) = (1− e−‖ω‖2/2)ke−‖ω‖2/2A(vr).
The above Ik and Jk satisfy the conditions (i)-(iv) in Theorem 5.4.
Proof. See Section D.5 (supplementary material).
6. Concluding Remarks
The argument of multiscale bootstrap is generalized to the exponential family of
distributions in Efron and Tibshirani (1998) and Shimodaira (2004), where the
acceleration constant aˆ of the ABC formula in Efron (1987) and DiCiccio and
Efron (1992) is considered. aˆ is interpreted as the rate of change of the covariance
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matrix in the normal direction to ∂H, and aˆ = 0 in the fixed covariance matrix
case. In this paper, we ignore aˆ by assuming the model (1) holds for fn(Xn). This
assumption corresponds to ∆V = 0 in Section A.2 (supplementary material).
The value of aˆ is relatively small in examples of Efron and Tibshirani (1998)
and Shimodaira (2004), where several attempts have been made to estimate aˆ.
Computing aˆ requires further theoretical and computational effort, and this is
left as a future work.
There are several ways to deal with multiple testing, and the selective in-
ference discussed in this paper is only one of them. We have tested hypotheses
separately for controlling the conditional rejection probability of each hypothe-
sis. Therefore, it would be interesting to consider other types of multiple testing,
such as false discovery rate and family-wise error rate, together with our selective
inference in a similar manner as Benjamini and Bogomolov (2014).
We have not discussed power of testing for comparing p-values, although the
choice of S is mentioned briefly in the last paragraph of Section 2.1. Since our
p-values are asymptotically derived by modifying (2) of the file-drawer problem,
their power curves should behave similarly at least locally. However, p-values
may differ by comparing higher-order terms of power curves. Also, there could
be possibilities to improve the power by relaxing the approximate unbiasedness.
They are interesting future topics.
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Supplementary Material A: Pvclust details
A.1. Gene sampling
An example of generative model for gene sampling is specified as follows. We
consider that xi, i = 1, . . . , n, are independent observations of a random vec-
tor X in Rp. Assume that there are K gene classes, and X is distributed as
a mixture model with probability pik, k = 1, . . . ,K, say, the normal mixture∑K
k=1 pikNp(ηk,Σk). For class k = 1, . . . ,K, E(X) = ηk represents average gene
expressions, and V (X) = Σk represents observation noise and gene variation.
Let us examine the “true” clusters in this model. As a very simple setting,
we assume Σk = τ
2
k Ip and Euclidean distance dij =
1
n
∑n
t=1(xti − xtj)2. Then
E(dij) =
∑K
k=1 pik{(ηki−ηkj)2+2τ2k} and V (dij) = O(n−1). By taking the limit
n→∞, d∞ is given by E(dij) above, which determines the “true” dendrogram
and “true” clusters. They can be poor representations of reality when all the
contribution of τ2k is just observation noise. In this case, the reality is best
represented by
∑K
k=1 pik(ηki−ηkj)2 by setting τ2k = 0. This issue is not considered
in our testing procedures.
A.2. Construction of fn
To find a connection between Xn and y, we would like to consider a specific
form of transformation y = fn(Xn) with m+ 1 = p(p− 1)/2. Let us assume the
asymptotic normality
√
n(dn − d∞) ∼ Np(p−1)/2(0,Σ(d∞)) for sufficiently large
n, where Σ(d∞) expresses the dependency of the covariance matrix on the un-
derlying distribution. This holds for the Euclidean distance and the correlation,
and more generally smooth functions of the first and second sample moments of
x1, . . . , xn when the fourth moments of xi exist so that the central limit theorem
applies to the sample moments. By defining
y = fn(Xn) =
√
nΣ(d∞)−1/2(dist(Xn)− d∞),
we have the normal model (1) approximately holds with µ = 0. For local alter-
natives d′∞ = d∞ +O(n
−1/2), the model becomes
Y ∼ Nm+1(µ, Im+1 + ∆V (d′∞)) (A.1)
with µ =
√
nΣ(d∞)−1/2(d′∞−d∞) = O(1) and ∆V (d′∞) = Σ(d∞)−1/2(Σ(d′∞)−
Σ(d∞))Σ(d∞)−1/2 = O(n−1/2). In this paper, we ignore ∆V by approximat-
ing ∆V (d′∞) = 0 in (A.1) for developing the theory based on (1). For boot-
strap replicates, the asymptotic normality becomes
√
n′(d∗n′ − dn) | Xn ∼
Np(p−1)/2(0,Σ(dn)). By approximating ∆V = 0 again, the transformed vector
y∗ = fn(X ∗n′) =
√
nΣ(d∞)−1/2(dist(X ∗n′)− d∞)
follows model (5) with σ2 = n/n′.
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The regions in Rm+1 must be considered too. For each cluster G, the event
G ∈ hclust(Xn) corresponds to the event y ∈ Sn(G) by defining
Sn(G) = {y | G ∈ hclust(n−1/2Σ(d∞)1/2y + d∞)}.
Thus the bootstrap probability of G is ασ2(Sn(G)|y) = C(G)/B + Op(B−1/2).
In this paper, the selective region is S = Sn(G) and the hypothesis region
is H = Sn(G)
c. Another interesting choice of selective region would be S =⋂
G∈hclust(Xn) Sn(G) for the dendrogram hclust(Xn), but the bootstrap prob-
ability of the dendrogram may be too small (could be almost zero) so that our
algorithm does not work well.
A.3. Pvclust analysis of lung dataset
The lung data set (Garber et al., 2001) available in pvclust consists of micro-
array expression profiles of n = 916 genes for p = 73 lung tissues. The lung
tissues include five normal tissues, one fetal tissue and 67 tumors from patient.
The original data had 918 genes, but two duplications (the last two genes) were
removed. We resample columns of 73 × 916 matrix Xn for generating 73 × n′
matrix X ∗n′ . Sample sizes are n′ = 8244, 5716, 3963, 2748, 1905, 1321, 916,
635, 440, 305, 211, 146, 101; they are chosen so that σ2 = n/n′ values are
placed evenly in log-scale from 1/9 to 9. The number of bootstrap repetition
is B = 104. Then Algorithm 1 is performed on each cluster. The best fitting
model from 4 candidates (poly.1, poly.2, poly.3 and sing.3 in Section 5.2) is
selected by AIC. For example, poly.2 is ϕ(σ2|β) = β0 + β1σ2, and poly.3 is
ϕ(σ2|β) = β0 + β1σ2 + β2(σ2)2. Then ψσ2(H|y) is extrapolated to σ2 ≤ 0 using
the selected model, and pAU,k and pSI,k (k = 3, σ0 = σ−1 = 1), as well as
pBP, are computed by (B) of Step 4. These p-values are denoted as pAU and pSI
by omitting k in Section 3.1. Computation of model fitting and extrapolation
is based on the maximum likelihood estimation implemented in the scaleboot
package of R.
Model fitting is shown for cluster id = 37, 57, 62, and 67 in Fig. 2. Selected
model is indicated in each panel. For each cluster, observed frequencies are given
as follows. CS37 = 10000, 10000, 9997, 9978, 9911, 9704, 9355, 8597, 7443, 6157,
4724, 3583, 2457. CS57 = 9962, 9878, 9657, 9271, 8551, 7773, 6807, 5676, 4622,
3695, 2650 , 1955, 1381. CS62 = 10000, 10000, 9999, 9995, 9963, 9841, 9635,
9181, 8464, 7616, 6742, 5635, 4605. CS67 = 1374, 1095, 871, 674, 553, 471, 338,
280, 223, 136, 89, 71, 29. ψσ2(H|y) = −ψσ2(S|y) is extrapolated by ϕH,3 as
follows (id = 37, 57, 62, and 67). ψ−1(H|y) =2.401, 1.583, 2.265, 1.657. The
signed distance t ≈ ψ0(H|y) =1.934, 1.008, 2.011, −0.322. Therefore, the mean
curvature is estimated as −γˆ ≈ ψ−1(H|y) − ψ0(H|y) = 0.487, 0.575, 0.254,
1.979.
Although t should be positive for the selection event y ∈ S, t is wrongly
estimated as negative for cluster id = 67. In this case, the algorithm calculates
pSI > 1, and we set pSI = 1. For cluster id = 67, as indicated in the very small
CS67 values as well as the large −γˆ value, the region S is very small, and both
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Fig A.1: Relationship between θ and a through the selection probability. (a) Se-
lection probability P (Y ∈ S|µ) vs. θ on the two-dimensional example in which
the hypothesis region is concave and the boundary surface is nonsmooth. (b) Se-
lection probability P ({1, 2}|a) vs. a on the pvclust simulation with its smoothing
spline. (c) The selection probabilities are matched by θ = θˆ(a).
the theories of Sections 4 and 5 do not work perfectly well. Nevertheless, the
large value of pSI safely avoids rejecting the null hypothesis.
A.4. Pvclust simulation details
Here, we describe the details about the simulation of pvclust in Section 3.3.
As described in Section 3.3, we consider the clustering problem of three tis-
sues. There are three clusters {1, 2}, {1, 3}, {2, 3} with the exception of triv-
ial clusters {1}, {2}, {3} and {1, 2, 3}. Let dij =
∑1000
s=1 (xis − xjs)2/1000. If
d12 < max d13, d23, we observed the cluster {1, 2}. If a = 0, the distribution
of (d12, d13, d23) is permutation invariant and thus the probability of each clus-
ter is equal to 1/3. If a > 0, (d12, d13, d23) and (d13, d12, d23) follow the same
distribution and the probability of cluster {1, 2} is equivalent to one of clus-
ter {1, 3}. Let P({i, j}|a) be the probability that cluster {i, j} occurs. Since
P({2, 3}|a) decreases as the value of a increases, P({1, 2}|a) (or P({1, 3}|a)) ap-
proaches 1/2 as a becomes large. In pvclust, we test the null hypothesis that
the cluster {i, j} is not true only when the cluster {i, j} is observed. More for-
mally, with the notation of A.2, the null hypothesis µ ∈ H = Sn({i, j})c is
tested only when y ∈ S = Sn({i, j}). Hence, this pvclust example may cor-
respond to the non-smooth and concave case of two dimensional examples in
Section 3.2. Specifically, Sn({1, 2})c (or Sn({1, 3})c) is corresponding to the re-
gion H = {(u, v) | v ≤ |u|/3} in the two dimensional example, and Sn({1, 2})
(or Sn({1, 3})) can be interpreted as the selective set S = Hc in the two dimen-
sional example. In the two dimensional example, we chose θ = 0.0, 0.5, . . . , 3.5
and, for each parameter µ = (θ,−h(θ)) ∈ ∂H, we computed the selection proba-
bility P(Y ∈ S | µ) and the selective rejection probabilities with several p-values
as shown in Table 1. The subfigure (a) in Fig. 7 is a visualization of Table 1
and shows how the selective rejection probability of each method varies with θ.
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The value of θ represents the distance from the vertex, and a in this simulation
of pvclust is related to θ. The purpose of this simulation is to ensure that, even
in more practical setting, the proposed method can reduce bias efficiently with
distance from the vertex. Note that the situation in this simulation (or in the
two-dimensional example) approaches the flat case, in which the boundary sur-
face ∂H is flat, as a (or θ) becomes large. To make it easier to compare with the
result of two-dimensional example, first we need to find the values of a which
correspond to the values of θ in the two-dimensional example. In this simulation,
we focus on selective inferences for the null hypotheses that cluster {1, 2} (or
{1, 3}) is not true. Here, for each θ, we find the value of a such that the selection
probability, that is, P({1, 2}|a) (or P({1, 3}|a)), is equivalent to P(Y ∈ S | µ)
in the two-dimensional example. The subfigure (a) of Fig. A.1 shows the rela-
tionship between θ and P(Y ∈ S | µ). Note that all probabilities in Table 1 are
computed accurately by numerical integration. In this simulation of pvclust, it
is difficult to use numerical integration and thus we employed the Monte-Carlo
simulation. For each value of a = 0.00, 0.01, . . . , 1.00, we generate 105 datasets,
and the probability P({1, 2}|a) is estimated by the ratio of the number of times
that cluster {1, 2} occurs to 105, say pˆ(a). In the subfigure (b) of Fig. A.1,
the black dots indicate pairs (a, pˆ(a)), and the red line is the estimated func-
tional relationship between a and the corresponding probability P({1, 2}|a) by
the smoothing spline. Based on the estimated relationship, in the sense of the
selection probability, the values of a corresponding to θ = 0.0, 0.5, . . . , 3.5 are
given by a = 0.018, 0.337, 0.484, 0.604, 0.717, 0.822, 0.927, 1.031. In Section 3.3,
for each of these values, we compute the selective rejection probabilities for BP,
AU, 2BP, 2AU, and SI. The subfigure (c) of Fig. A.1 shows the relationship
between a and θ.
Supplementary Material B: Simulation details
In this section, we describe the results of the convex case in Section 3.2. First,
we consider the following convex hypothesis regions H:
h(u) =
√
a+ u2/3 (a = 0, 1), H = {(u, v) | v ≤ −h(u)}.
Table B.1 is the results of the convex case, which is in parallel with Table 1.
From this results, the bias reduces effectively by using our method with distance
from the vertex in the convex case. Fig. B.2 shows the contour lines of p-values
at level α = 0.1 As in Fig. 4, as θ becomes large, the lines of 2BP, 2AU, and
SI agree with each other From this, we confirm that the twice of non-selective
p-values induce selective inference when ∂H is flat. In fact, P (Y ∈ S|µ) in
Tables B.1 show that the selection probabilities are nearly 1/2 at large θ values.
The selection probability, increasingly, approaches 2/3 as θ goes to zero in the
nonsmooth convex case. The curve of (3/2)pAU,3 = α is very close to the curve
of pSI,3 = α near the vertex. Thus, also in the nonsmooth convex case, we can
see that our method adjusts automatically the selection probability. In addition,
Fig. B.3 shows that SI (k = 2) and SDBP have similar rejection boundaries in
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Table B.1
Convex hypothesis regions : The results are in the same settings as in Table 1.
Smooth θ = 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 Bias
BP 26.12 25.73 24.74 23.57 22.51 21.70 21.14 20.76 13.27
AU (k = 3) 18.42 18.44 18.55 18.81 19.15 19.46 19.69 19.83 9.03
2BP 13.82 13.56 12.91 12.17 11.52 11.03 10.68 10.46 2.01
2AU (k = 2) 9.61 9.55 9.46 9.42 9.46 9.55 9.67 9.76 0.46
2AU (k = 3) 9.22 9.23 9.28 9.40 9.57 9.73 9.85 9.91 0.48
SDBP 10.51 10.40 10.15 9.93 9.80 9.77 9.80 9.84 0.23
SI (k = 2) 10.30 10.21 10.03 9.88 9.81 9.81 9.85 9.89 0.16
SI (k = 3) 9.99 9.95 9.89 9.86 9.89 9.94 9.98 10.00 0.07
P (Y ∈ S | µ) 55.46 55.00 53.91 52.72 51.76 51.11 50.71 50.47 -
Nonsmooth θ = 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 Bias
BP 35.02 28.61 24.48 22.09 20.86 20.31 20.01 20.03 13.29
AU (k = 3) 19.32 16.49 17.09 18.66 19.80 20.26 20.29 20.18 8.69
2BP 20.09 15.29 12.57 11.15 10.46 10.17 10.05 10.01 2.08
2AU (k = 2) 11.48 8.89 8.39 8.73 9.22 9.60 9.82 9.94 0.80
2AU (k = 3) 9.91 8.11 8.46 9.32 9.92 10.15 10.16 10.10 0.69
SDBP 12.13 9.30 8.57 8.78 9.13 9.49 9.74 9.88 0.81
SI (k = 2) 12.76 9.81 9.00 9.10 9.42 9.69 9.86 9.95 0.62
SI (k = 3) 11.34 9.05 8.95 9.48 9.91 10.09 10.10 10.06 0.43
P (Y ∈ S | µ) 66.67 58.17 53.13 50.92 50.20 50.03 50.00 50.00 -
both smooth and nonsmooth cases. Actually, we can see that SI (k = 2) and
SDBP provide similar selective rejection probabilities in Table B.1
Next, we show the results for the convex case of the spherical example which
is originally considered in Example 1 of Efron and Tibshirani (1998). Suppose
that H = {µ | ‖µ‖ ≤ θ} and S = Hc as a convex hypothesis region. That is, we
consider the case that the hypothesis region is a sphere of radius θ in Rm+1. All
the other setting is same as in the spherical example of Section 3.2.
Fig. B.4 shows the change of the selective rejection probability as the number
of dimensions increases. Whereas 2BP and 2AU (k) have serious bias related to
the magnitude of mean curvature, the selective rejection probabilities of SI (k)
approach α = 10% as the number of dimensions increases.
Supplementary Material C: Proofs for the large sample theory
We give details of the large sample theory in this section.
C.1. Preliminary
First we give Lemma C.1 and its proof, which provides the formula of change
of coordinates for projections. This result is shown in Lemma 3 of Shimodaira
(2014) with fourth order accuracy for class S, but the result is very much sim-
plified here with the second order accuracy for class T . We consider the basis of
local coordinates at (u,−h(u)): f(h, u), b1(h, u), . . ., bm(h, u) ∈ Rm+1. f(h, u) is
the normal vector to B(h) with i-th element ∂h/∂ui, i = 1, . . . ,m and (m+1)-th
element 1. bi(h, u) is the tangent vector to B(h) with i-th element 1, (m+ 1)-th
element −∂h/∂ui, and all other elements zero. f(h, u) and bi(h, u) are orthog-
onal to each other, and the inner product is f(h, u) · bi(h, u) = 0.
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(b) Nonsmooth case : a = 0
Fig B.2: Convex hypothesis regions : Contour lines of p-values with α = 0.1.
SI (k = 3) : pSI,3(y) = α (a solid line). (3/2)AU (k = 3) : 3pBP,2(y)/2 = α
(a densely dashed line). 2AU (k = 3) : 2pAU,3(y) = α (a dashed line). 2BP :
pBP = α (a dotted line). AU (k = 3) : pAU,3(y) = α (a loosely dashed line). BP
(k = 3) : pBP = α (a loosely dotted line).
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Fig B.3: Relationship between SI (k = 2) and SDBP : Contour lines of p-values
with α = 0.1. SI (k = 2) : pSI,2(y) = α (a solid line). SDBP : pBP,2(y) = α (a
dashed-dotted line).
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Fig B.4: Convex hypothesis regions : selective rejection probabilities as a func-
tion of the number of dimensions m+ 1. The axes have the same meaning as in
Fig. 6 (γ = 0.5 : a dotted line, γ = 1.0 : a broken line, γ = 1.5 : a solid line).
The dashed-dotted lines is the line of the ideal unbiased selective test as with
Fig. 6.
Lemma C.1. For any h, η ∈ T , we consider a shift of a point (u,−h(u)) ∈ B(h)
to the normal direction f(h, u) with signed distance η(u). The new point is
(θ,−s(θ)). The function s(θ), θ ∈ Rm is defined by
(θ,−s(θ)) = (u,−h(u)) + f(h, u)‖f(h, u)‖−1η(u). (C.2)
The change of coordinates u ↔ θ is given by θi(u) .= ui + η0hi + 2η0hijuj =
ui + O(n
−1/2) and ui(θ)
.
= θi − η0hi − 2η0hijθj = θi + O(n−1/2). s is given by
s(θ)
.
= h0 − η0 + (hi − ηi)θi + (hij − ηij)θiθj with coefficients
s0 = h0 − η0, si = hi − ηi, sij = hij − ηij , (C.3)
so s ∈ T . Conversely, for any h, s ∈ T , η(u) with coefficients
η0 = h0 − s0, ηi = hi − si, ηij = hij − sij (C.4)
satisfies (C.2), and η ∈ T . Therefore, shift of surfaces in T can formally be
treated as simple differences s(θ)
.
= h(θ)− η(θ), η(u) .= h(u)− s(u) by ignoring
O(n−1) terms of tilting of the normal vector.
Proof. Since ∂h/∂ui = hi + 2hijuj = O(n
−1/2), and (∂h/∂ui)2
.
= 0, we have
‖f‖2 = 1+∑mi=1(∂h/∂ui)2 .= 1 and ‖f‖−1 .= 1. Then θi(u) is obtained from the
θi element of (C.2) as θi = ui + η(u)‖f‖−1∂h/∂ui .= ui + (η0 +O(n−1/2))(hi +
2hijuj). Conversely, substituting ui(θ) into it, we verify that ui(θ) is correct.
The v element of (C.2) gives s(θ) = h(u) − η(u)‖f‖−1 .= h(u) − (η0 + ηiui +
ηijuiuj)(1 + O(n
−1)) .= (h0 − η0) + (hi − ηi)ui + (hij − ηij)uiuj . Substituting
ui = θi+O(n
−1/2) into it, we get (C.3). Conversely, given h, s ∈ T , we substitute
η(u) of (C.4) into (C.2) and follow the calculation so far, we verify that η(u) is
the solution.
The following trivial lemma will be repeatedly used.
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Lemma C.2. x1, x2 ∈ R, and for sufficiently small 1, 2 ∈ R, we have
Φ¯(x1 + 1)
Φ¯(x2 + 2)
=
Φ¯(x1 + 3)
Φ¯(x2)
+O(21 + 
2
2), (C.5)
where 3 = 1 −A(x1, x2)2 and A(x1, x2) = (Φ¯(x1)φ(x2))/(φ(x1)Φ¯(x2)).
Proof. By applying the Taylor expansion (12) to the both sides, and arranging
the formula, we immediately get the result.
C.2. Proof of Lemma 4.1
The change of coordinates is obtained from Lemma C.1 by letting y = (θ,−s(θ)),
proj(H|y) = (u,−h(u)). Substituting ui = θi + O(n−1/2) into ηˆ(θ) = η(u(θ)),
we have ηˆ(θ)
.
= η0 + ηiθi + ηijθiθj , so we get (16) from (C.4). Next, for showing
(17), we consider the local coordinates (∆u˜,∆v˜) at (u,−h(u)) with the basis
b1(h, u), . . . , bm(h, u), f(h, u). The surface B(h) is expressed as ∆v˜ = −h˜(∆u˜).
The same argument is given in Lemma 1 and Lemma 2 of Shimodaira (2014)
but symbols ∆u and ∆u˜ are exchanged.
For solving the equation
(u+ ∆u,−h(u+ ∆u)) = (u,−h(u)) + bi(h, u)∆u˜i − h˜(∆u˜)‖f(h, u)‖−1f(h, u),
we note that ‖f(h, u)‖−1 .= 1, and then we get ∆ui .= ∆˜ui, h˜(∆u˜) .= hij∆u˜i∆u˜j
by comparing each element. Since bi(h, u) · bj(h, u) .= δij , b1(h, u), . . . , bm(h, u)
form the orthonormal basis of the tangent space with the second order accuracy.
Therefore, the mean curvature of ∆v˜
.
= hij∆u˜i∆u˜j is hii, which proves (17).
C.3. Proof of Theorem 4.2
We show the rest of the proof here. Applying the Taylor expansion (12) to the
both sides of (21),
Φ¯(h0 − r0)− φ(h0 − r0){(hi − ri)θi + (hij − rij)θiθj − rii}
.
= αΦ¯(h0 − s0)− αφ(h0 − s0){(hi − si)θi + (hij − sij)θiθj − sii}.
(C.6)
By comparing the coefficients of the terms of θi and θiθj , we get
ri
.
= hi − αC ′(hi − si), rij .= hij − αC ′(hij − sij),
where C ′ = φ(h0 − s0)/φ(h0 − r0). From the constant term,
h0 − r0 = Φ¯−1(αΦ¯(h0 − s0)) +O(n−1/2), (C.7)
which implies C ′ = C + O(n−1/2). Thus we get the formula of ri and rij in
the theorem. For showing R ⊂ S, note that r0 < s0 for 0 < α < 1 by ignoring
O(n−1/2) in (C.7). Since s(u)−r(u) = s0−r0+O(n−1/2), we have limn→∞(s(u)−
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r(u)) > 0. For showing (20), substitute rii
.
= hii − αC(hii − sii) into (C.6), and
rearranging the constant term, we get Φ¯(h0−r0)+φ(h0−r0)hii .= αΦ¯(h0−s0)+
αφ(h0−s0)hii. By applying (12) to it, we get Φ¯(h0−r0−hii) .= αΦ¯(h0−s0−hii),
proving (20), and also the formula of r0 as well. We had assumed that r ∈ T in
the beginning, and the obtained r is in fact r ∈ T . By substituting this r into
(19) and follow the calculation so far, we verify that it is the solution of (19).
C.4. Proof of Theorem 4.3
We show the rest of the proof here. Let us define r by considering the surface
B(r) = {y | pSI(H|S, y) = α} for the p-value given in (23). We will verify that
this r coincides with the r of R in Theorem 4.2. B(r) is interpreted as the surface
obtained by shifting points (u,−h(u)), u ∈ Rm on B(h) to the normal direction
by a signed distance η(u), which is defined below. From (20), y ∈ ∂R at u = 0,
so η(0)
.
= h0 − r0 .= Φ¯−1(αΦ¯(h0 − s0 − hii)) + hii. η(u), u ∈ Rm, is obtained
by replacing the geometric quantities in η(0) by those at (u,−h(u)). h0 − s0 is
the signed distance from B(h) to B(s), so it is replaced by h(u)−s(u) according
to Lemma C.1. hii is the mean curvature, and it is replaced by hii + O(n
−1)
according to Lemma 4.1. We then have η(u)
.
= Φ¯−1(αΦ¯(h(u) − s(u) − hii)) +
hii. This is rearranged as η(u)
.
= η(0) + αC(hi − si)ui + αC(hij − sij)uiuj by
Taylor expansion. Since r(u)
.
= h(u)− η(u) from Lemma C.1, by comparing the
coefficients, we verify that this r(u) coincides with that in Theorem 4.2 with
error O(n−1).
C.5. Proof of Theorem 4.5
First we give the expression for pBP,1(H|S, y). From (18), the numerator is
Φ¯(ψσ2(H|y)) .= Φ¯(ψσ2(h|r, 0)) = Φ¯(h0 − r0 + hiiσ2). Since h(u0) .= h0, the
denominator is P1(Y
∗ ∈ S | µˆ) .= α1(R(s)c|(u0,−h0)) .= Φ¯(−ψ1(s|h, u0)) .=
Φ¯(h0 − s0 − sii). Thus we get pBP,1(H|S, y) in (28).
Next we give the expression for pBP,2(H|S, y). Let y = (θ,−r(θ)) and derive
r(θ) so that pBP,1(H|S, y) takes a constant value. The numerator is Φ¯(ψσ2(H|y)) .=
Φ¯(ψσ2(h|r, θ)) = Φ¯(h0−r0+(hi−ri)θi+(hij−rij)θiθj+hiiσ2). By adding the er-
ror of O(n−1/2) to the u-axis of proj(H|y), we write µˆ′ .= (θ+O(n−1/2),−h(θ)+
O(n−1)). Then the denominator is P1(Y ∗ ∈ S | µˆ′) = α1(R(s)c|µˆ′) .= Φ¯(−ψ1(s|h, θ+
O(n−1/2))) .= Φ¯(h0−s0+(hi−si)θi+(hij−sij)θiθj−sii). We then rearrange the
expression of pBP,1(H|S, y) using Lemma C.2 with x1 = h0 − r0, x2 = h0 − s0,
1 = (hi−ri)θi+(hij−rij)θiθj+hiiσ2, and 2 = (hi−si)θi+(hij−sij)θiθj−sii.
We have 3 = hiiσ
2+Asii+(hi−ri−A(hi−si))θi+(hij−rij−A(hij−sij)θiθj
with A = A(h0 − r0, h0 − s0). Then we get
pBP,1(H|S, (θ,−r(θ))) .= Φ¯(h0 − r0 + 3)
Φ¯(h0 − s0) ,
which should be a constant value. Thus 3 should take a constant value for
any θ ∈ Rm. By letting the coefficients of θi and θiθj be zero in 3, we get
ri
.
= (1−A)hi +Asi and rij .= (1−A)hij +Asij .
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Using this r, we compute the numerator of pBP,2(H|S, y) at y = (0,−r0).
Then, P1(pBP,1(H|S, Y ∗) < pBP,1(H|S, y) | µˆ) .= α1(R(r)c|(u0,−h0)) .= Φ¯(−ψ1(r|h, u0)) .=
Φ¯(h0 − r0 − rii) .= Φ¯(h0 − r0 − (1−A)hii −Asii). The denominator is the same
as pBP,1(H|S, y). Therefore, by applying Lemma C.2, we have
pBP,2(H|S, y) .= Φ¯(h0 − r0 − (1−A)hii −Asii)
Φ¯(h0 − s0 − sii)
.
=
Φ¯(h0 − r0 − hii)
Φ¯(h0 − s0 − sii + (sii − hii)) ,
proving pBP,2(H|S, y) in (28).
The last statement comes from the fact that pBP,1(H|S, y) .= pBP,2(H|S, y)
when sii
.
= hii and σ
2 = −1.
Supplementary Material D: Proofs for the theory of nearly flat
surfaces
In this section, we provide the remaining proofs of Section 5.
D.1. Proof of Lemma 5.1
The argument is parallel to that of Section 4.2. This is shown in Section 5.3 of
Shimodaira (2008). From the definition and (5),
ασ2(H|y) = Pσ2(V ∗ ≤ vh − h(U∗) | y) = Eσ2
[
Φ¯
(
v − vh + h(U∗)
σ
) ∣∣∣∣ u].
Let x = (v−vh+Eσ2h(u))/σ and  = (h(U∗)−Eσ2h(u))/σ. We have ασ2(H|y) =
Eσ2(Φ¯(x+ )|u). Since Eσ2(|u) = 0, considering the Taylor expansion (12), we
have ασ2(H|y) = Φ¯((v − vh + Eσ2h(u))/σ) +O(λ2).
D.2. Proof of Lemma 5.2
For µ = (θ,−h(θ)) ∈ ∂H, by Lemma 5.1, we have P1(Y ∈ Sc | µ) = α1(R(s, vs) |
µ) ' Φ¯(−h(θ) − vs + E1s(θ)) ' Φ(vs) + φ(vs){h(θ) − E1s(θ)}. We proceed by
assuming r is nearly flat. Then, P1(Y ∈ Rc | µ) ' Φ¯(−h(θ) − vr + E1r(θ)) '
Φ(vr)+φ(vr){h(θ)−E1r(θ)}. Thus, from (33), we obtain Φ¯(vr)+φ(vr){E1r(θ)−
h(θ)} ' α[Φ¯(vs)+φ(vs){E1s(θ)−h(θ)}]. Subtracting Φ¯(vr) = αΦ¯(vs) from both
sides, we have φ(vr){E1r(θ)−h(θ)} ' αφ(vs){E1s(θ)−h(θ)}. Using the notation
C = φ(vs)/φ(vr), we have E1r(θ) ' h(θ)+αC{E1s(θ)−h(θ)}. Applying the in-
verse operator E−1 to both sides, we get r(u) ' E−1h(u)+αC{s(u)−E−1h(u)}.
Since E−1h and s are nearly flat, r is also nearly flat. By following the calcula-
tion so far, we can verify that this r in fact satisfies (33), and therefore (34) is
the solution of (33).
For proving (35), first note that φ(vr){r(u) − E−1h(u)} ' αφ(vs){s(u) −
E−1h(u)} from (34). Combining this with Φ¯(vr) = αΦ¯(vs), we obtain Φ¯(vr) +
φ(vr){r(u)−E−1h(u)} ' α[Φ¯(vs) + φ(vs){s(u)−E−1h(u)}]. Thus, considering
Taylor expansion (12), we conclude Φ¯(vr − r(u) + E−1h(u)) ' αΦ¯(vs − s(u) +
E−1h(u)).
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D.3. Proof of Theorem 5.4
We first prove the existence of rk. Let r˜k denote the function before applying
F−1. It is sufficient to prove that ‖r˜k‖1 <∞. From the condition (iii), we have
‖r˜k(ω)‖1 ≤ ‖{1−A(vr)− Jk(ω)}e‖ω‖2/2‖∞ ‖h˜(ω)‖1
+ {A(vr) + ‖e‖ω‖2/2Ik(ω)‖∞} ‖s˜(ω)‖1
<∞.
Thus, rk exists for each k.
Next, for a nearly flat function r, we consider a general p-value p(H|S, (u, v))
which has the following representation: p(H|S, (u, v)) = Φ¯(v+r(u))/Φ¯(vs). From
(29), we have P1(p(H|S, Y ) < α | θ,−h(θ)) ' 1−P1(V ≤ vr−r(U) | θ,−h(θ)) '
Φ¯(h(θ) + vr − E1r(θ)) and P1(Y ∈ S | θ,−h(θ)) ' Φ¯(h(θ) + vs − E1s(θ)). For
Φ¯(v + a)/Φ¯(vs + b) with terms a and b of order O(λ), in the same manner as
Lemma C.2, we have
Φ¯(v + a)
Φ¯(vs + b)
' Φ¯(v + r(u))
Φ¯(vs)
(D.8)
where r(u) = a − A(v)b. In (D.8), letting v = vr, a = h(θ) − E1r(θ), b =
h(θ)− E1s(θ), we have that, for µ = (θ,−h(θ)) ∈ ∂H,
P1(p(H|S, Y ) < α | µ)
P1(Y ∈ S | µ) '
Φ¯(h(θ) + vr − E1r(θ))
Φ¯(h(θ) + vs − E1s(θ))
' Φ¯ [vr + h(θ)− E1r(θ)−A(vr){h(θ)− E1s(θ)}]
Φ¯(vs)
.
If h(θ) − E1r(θ) − A(vr){h(θ) − E1s(θ)} = 0, then the test using p(H|S, y) is
unbiased erring only O(λ2). Thus, we will denote it by bias(θ). The function
r = rSI satisfying bias(θ) = 0 is given by
rSI(u) = E−1h(u)−A(vr){E−1h(u)− s(u)}
= (1−A(vr))E−1h(u) +A(vr)s(u). (D.9)
Note that rSI(u) ' r(u) of (34) since A(vr) = αC. Since bias(θ) = E1rSI(θ) −
E1r(θ), the Fourier transform of bias(θ) is
b˜ias(ω) = e−‖ω‖
2/2{r˜SI(ω)− r˜(ω)}, (D.10)
where r˜ and r˜SI denote Fourier transforms of r and rSI, respectively. Note that
the Fourier transform of rSI is given by
r˜SI(ω) = (1−A(vr))e‖ω‖2/2h˜(ω) +A(vr)s˜(ω).
In (D.10), replacing r˜ with r˜k, b˜iask(ω) for pk(H|S, y) is represented by
b˜iask(ω) = Jk(ω)h˜(ω) + Ik(ω)s˜(ω).
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The condition (i) implies limk→∞ b˜iask(ω) = 0 for each ω ∈ R. From the condi-
tion (ii), we have∣∣∣eiω·ub˜iask(ω)∣∣∣ ≤ |Jk(ω)h˜(ω)|+ |Ik(ω)s˜(ω)| ≤ C{|h˜(ω)|+ |s˜(ω)|}.
Moreover, C{|h˜(ω)| + |s˜(ω)|} is integrable since ‖h˜(ω)‖1, ‖s˜(ω)‖1 < ∞. Com-
bining these results with Lebesgue’s dominated convergence theorem,
lim
k→∞
F−1
[
b˜iask(ω)
]
(θ) = lim
k→∞
1
(2pi)m
∫
eiω·θb˜iask(ω) dω
=
1
(2pi)m
∫
eiω·θ lim
k→∞
b˜iask(ω) dω = 0.
Hence, we conclude that limk→∞ biask(θ) = 0 for each θ, which proves (41).
Next, we consider the case that h and s can be represented by polynomials of
degree less than or equal to 2k−1. Let the condition (iv) holds. Then, according
to the argument in Section A.7 of Shimodaira (2008), we have F−1[Jk(ω)h˜(ω)] =
0 and F−1[Ik(ω)s˜(ω)] = 0, which implies biask(θ) = 0. The last part comes from
the idea that, for h(u) = ub11 · · ·ubmm , h˜(ω) ∝ δ(b1)(ω1) · · · δ(bm)(ωm), where δ(k)
is the k-th derivative of the Dirac delta function, so
∫
h˜(u)ωc11 · · ·ωcmm dω = 0 for
b1 + · · ·+ bm ≤ 2k − 1, c1 + · · ·+ cm ≥ 2k.
D.4. Proof of Lemma 5.6
For a general region H = R(h, vh), noting the scaling-law ψσ2(H|y) ' v − vh +
F−1[e−σ2‖ω‖2/2h˜(ω)](u), we have
ψσ2a,k(H|y, σ2b ) ' v − vh +
k−1∑
j=0
(σ2a − σ2b )j
j!
∂j
∂(σ2)j
∣∣∣∣
σ2=σ2b
F−1
[
h˜(ω)e−σ
2‖ω‖2/2
]
(u)
= v − vh + F−1
[
h˜(ω)e−σ
2
b‖ω‖2/2
{
k−1∑
j=0
(σ2a − σ2b )j
j!
(
−‖ω‖
2
2
)j}]
(u)
= v − vh + F−1
[
h˜(ω)e−σ
2
a‖ω‖2/2 {1−Gk(ω|σ2a, σ2b )}] (u),
where the last equation comes from the definition of Gk and the identity
γ(k, x)
Γ(k)
= 1− e−x
k−1∑
j=1
xj
j!
with x = (σ2b − σ2a)‖ω‖2/2. By defining
h˜σ2a;σ2b ,k(ω) = h˜(ω){1−Gk(ω|σ
2
a, σ
2
b )}, hσ2a;σ2b ,k(u) = F
−1[h˜σ2a;σ2b ,k(ω)](u),
this is rearranged as ψσ2a,k(H|y, σ2b ) ' v− vh+F−1[e−σ
2
a‖ω‖2/2h˜σ2a;σ2b ,k(ω)](u) =
v − vh + Eσ2ahσ2a;σ2b ,k(u).
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For the hypothesis region H = R(h, 0) and the selective region S = R(s, vs)c,
we define hk(u) = h−1;σ2−1,k(u) = F−1[h˜(ω)(1−Gk(ω|−1, σ2−1))](u) and sk(u) =
s0;σ20 ,k(u) = F−1[s˜(ω)(1 − Gk(ω|0, σ20))](u). Using these notations, we have
ψ−1,k(H|y, σ2−1) ' v+E−1hk(u) and ψ0,k(S|y, σ20) ' −v+vs−sk(u). Combining
these, we obtain an expression
pSI,k(H|S, y) ' Φ¯(v + E−1hk(u))
Φ¯(vs − sk(u) + E−1hk(u)) .
We recall that the function r satisfying (D.8) can be represented by r(u) =
a − A(v)b. In this case, a = E−1hk(u) and b = −sk(u) + E−1hk(u). Thus, the
function rk corresponding to pSI,k(H|S, y) is given by
rk(u, v) = E−1hk(u)−A(v) (−sk(u) + E−1hk(u))
= (1−A(v))E−1hk(u) +A(v)sk(u),
and rk(u) = rk(u, vr). Let r˜k(ω) denote the Fourier transform of rk. We have
r˜k(ω) = (1 − A(vr))e‖ω‖2/2h˜k(ω) + A(vr)s˜k(ω). By comparing this with rk(u)
of Theorem 5.4, we obtain
Jk(ω) = (1−A(vr))Gk(ω| − 1, σ2−1), Ik(ω) = A(vr)e−‖ω‖
2/2Gk(ω|0, σ20).
We next show that Ik and Jk satisfy the conditions (i), (ii), (iii), (iv) in
Theorem 5.4. From 0 ≤ γ(k, z) ≤ Γ(k), it is easy to check the condition (ii).
Based on (2.133) in Gil, Segura and Temme (2007) and Stirling’s approximation
(i.e., Γ(k + 1) ∼ √2pik(k/e)k), it follows that
γ(k, z)
Γ(k)
=
e−zzk
Γ(k + 1)
{1 +O(k−1)} ∼ 1√
2pi
ek−zzk
kk+1/2
→ 0 as k →∞.
That is, for each z, limk→∞ γ(k, z)/Γ(k) = 0, and the condition (i) is confirmed.
From the definition of Jk and Gk, we have 1−A(vr)− Jk(ω) = (1−A(vr))(1−
Gk(ω|−1, σ2−1)) = (1−A(vr))e−x
∑k−1
j=0 x
j/j!, where x = (1+σ2−1)‖ω‖2/2. Then
(1−A(vr)−Jk(ω))e‖ω‖2/2 = (1−A(vr)) exp((1−(1+σ2−1))‖ω‖2/2)
∑k−1
j=0
xj
j! with
the coefficient of the exponent 1− (1+σ2−1) = −σ2−1 < 0. So we can see that the
condition (iii) of Jk(ω) is satisfied. Similarly, since |1 − Gk(ω|σ2a, σ2b )| < ∞ for
σ2a < σ
2
b , the condition (iii) for Ik(ω) is also satisfied. From the last expression
of Gk(ω) given in this lemma, it is represented as
∑∞
j=k ck,j‖ω‖2j with some
coefficients ck,j . Hence, Ik and Jk also satisfy the condition (iv).
D.5. Proof of Lemma 5.7
For y = (u, v) ∈ Rm+1, let proj(H|y) ' (u′, v′). From the Lipschitz continuity
of h, it follows that u′ = u + O(λ), v′ ' −h(u). Combining this fact with
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(29), we have Φ¯(ψσ2(H|y)) ' Φ¯(v + Eσ2h(u)) and P1(Y ∗ ∈ S | proj(H|y)) '
Φ¯(h(u) + vs − E1s(u)). This gives
pBP,1(H | S, y) ' Φ¯(v + Eσ2h(u))
Φ¯(h(u) + vs − E1s(u)) .
From (D.8), we thus get r1(u) ' Eσ2h(u) − A(vr)[h(u) − E1s(u)] for v = vr +
O(λ). Then r˜1(ω) ' e−σ2‖ω‖2/2h˜(ω)−A(vr)[h˜(ω)− e−‖ω‖2/2s˜(ω)].
Let us assume the form of (40) as pBP,k(H|S, y) ' Φ¯(v + rk(u))/Φ¯(vs)
for v = vr + O(λ). For Y
∗ = (U∗, V ∗), P1(pBP,k(H|S, Y ∗) ≤ pBP,k(H|S, y) |
proj(H|y)) ' P1(V ∗ + rk(U∗) ≥ v + rk(u) | proj(H|y)) ' Φ¯(h(u) + v + rk(u)−
E1rk(u)). Thus, we have
pBP,k+1(H|S, y) ' Φ¯(h(u) + v + rk(u)− E1rk(u))
Φ¯(h(u) + vs − E1s(u)) ,
showing the form (40) is correct by induction. From (D.8) again, rk+1(u) '
rk(u)−E1rk(u)+h(u)−A(vr){h(u)−E1s(u)}. Applying the Fourier transform
to the both sides, we have r˜k+1(ω) ' (1−e−‖ω‖2/2)r˜k(ω)+ h˜(ω)−A(vr){h˜(u)−
e−‖ω‖
2/2s˜(u)}. By solving this recurrence relation, we have the specific forms of
Ik and Jk given in this lemma.
We next show that Ik and Jk satisfy the conditions (i), (ii), (iii), (iv) in
Theorem 5.4. Let x = e−‖ω‖
2/2 and A = A(vr) for short, and write Ik =
(1− x)kAx, Jk = (1− x)k−1(1− x1+σ2 −A(1− x)). Noting 0 < x ≤ 1 and
Ik = (1− x)k−1I1, Jk = (1− x)k−1J1,
we have limk→∞(1− x)k−1 = 0, showing (i) holds for Ik and Jk. The condition
(ii) also holds because ||Ik||∞ ≤ ‖I1‖∞ < ∞ and ||Jk||∞ ≤ ‖J1‖∞ < ∞ for
σ2 > −1. Next consider (iii). (1− A− Jk)x−1 = (1− A)x−1(1− (1− x)k−1) +
(1− x)k−1(xσ2 −A), from which only terms of xj and xj+σ2 , j = 0, 1, . . . , k− 1
appear. Ikx
−1 = (1−x)kA has only terms of xj , j = 0, 1, . . . , k. All these terms
are bounded for σ2 > 0, and so (iii) holds for Ik and Jk. For (iv), first note
that 1 − xa = −∑∞j=1(−a‖ω‖2/2)j/j! has only terms of ‖ω‖2j , j ≥ 1, and so
(1−x)k−1 has only those of j ≥ k − 1. Since I1 and J1 have only those of j ≥ 1,
we conclude that Ik and Jk have only those of j ≥ k, which shows (iv).
