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Abstract
In Enochs’ relative homological dimension theory occur the so called
(co)resolvent and (co)proper dimensions which are defined using proper
and coproper resolutions constructed by precovers and preenvelopes, re-
spectively. Recently, some authors have been interested in relative ho-
mological dimensions defined by just exact sequences. In this paper, we
contribute to the investigation of these relative homological dimensions.
We first study the relation between these two kinds of relative homolog-
ical dimensions and establish some “transfer results" under adjoint pairs.
Then, relative global dimensions are studied which lead to nice character-
izations of some properties of particular cases of self-orthogonal subcate-
gories. At the end of the paper, relative derived functors are studied and
generalizations of some known results of balance for relative homology are
established.
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1 Introduction
Throughout this paper R will be an associative (not necessarily commu-
tative) ring with identity, and all modules will be, unless otherwise specified,
unitary left R-modules.
We use Proj(R) (resp., Inj(R)) to denote the class of all projective (resp.,
injective) R-modules. The category of all left R-modules will be denoted by R-
Mod. For an R-module C, we use AddR(C) to denote the class of all R-modules
which are isomorphic to direct summands of direct sums of copies of C, and
ProdR(C) will denote the class of all R-modules which are isomorphic to direct
summands of direct products of copies of C. Also A will be an abelian category.
By a subcategory of a given category A we will always mean a full subcategory
closed under isomorphisms and having the zero object of A.
Let us start with some basic definitions.
Given a subcategory F of A, an F -precover of an object M ∈ A is a mor-
phism ϕ : F → M (F ∈ F) such that Hom(F ′, ϕ) is epic for every F ′ ∈ F .
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An F -precover ϕ is said to be special if it is epic and Ext1(F ′, kerϕ) = 0 for
every F ′ ∈ F . The subcategory F of A is said to be precovering if every object
of A has an F -precover. Dually, an F -preenvelope of an object M ∈ A is a
morphism ϕ : M → F (F ∈ F) such that Hom(ϕ, F ′) is epic for every F ′ ∈ F .
An F -preenvelope ϕ is said to be special if it is monic and Ext1(cokerϕ, F ′) = 0
for every F ′ ∈ F . The subcategory F is said to be preenveloping if every object
has an F -preenvelope.
Given a subcategory F of A, a proper left F -resolution of an object M of A
is a complex (so not necessarily exact) of objects in F :
X = · · · → X1 → X0 →M → 0
such that Hom(F,X) is an exact complex for every F ∈ F . Thus we see that
M having a proper left F -resolution is equivalent to M having an F -precover
whose kernel has an F -precover and so on. Coproper right F -resolutions may
be defined dually.
An objectM of A is said to have proper left F -dimension less than or equal
to an integer n ≥ 0, lF−dim(M) ≤ n, if M admits a proper left F -resolution of
the form
0→ An → · · · → A1 → A0 →M → 0.
If n is the least nonnegative integer for which such a resolution exists then we
set lF−dim(M) = n, and if there is no such n then we set lF−dim(M) = ∞.
Dually, the right F -dimension, rF−dim(M), is defined when F is preenveloping.
The reader is invited to see Enochs and Jenda’s book [5] for more details.
It has been shown that (co)proper resolutions and dimensions are suitable
in the context of relative homological algebra in order to establish a theory
analogous to the classical one. So relative derived functors were defined and
various and interesting results using the relative proper and coproper dimensions
were proved. However, it does not seem that this relative homological dimension
is suitable for measuring how far away a module is in the given class. That is the
reason why some authors prefer to work with the following dimensions which
are defined using exact sequences.
Definition 1.1 Given a subcategory F of A. An object M of A is said to have
exact left F-dimension less than or equal to n, e.lF−dim(M) ≤ n, if there is
an exact sequence
0→ An → · · · → A1 → A0 →M → 0
with Ai ∈ F for every i ∈ {0, ..., n}. If n is the least nonnegative integer for
which such a sequence exists then e.lF−dim(M) = n, and if there is no such n,
then e.lF−dim(M) =∞.
Dually the exact right F-dimension, e.rF−dim(M), is defined.
But, using only exact sequences would not lead to interesting results. That
is the reason why some authors assume more conditions on the class that help
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to build a new relative homological dimension theory as given in the two papers
[8] and [16].
The discussion above is the reason behind the following declaration of Taka-
hashi and White: “Because proper left PC-resolutions need not be exact, it is
not immediately clear how best to define the left PC-dimension of a module.
For instance, should one consider arbitrary left PC-resolutions or only exact
ones?". After that they proved that indeed they are the same for the classes of
the so-called IC -injective and PC -projective modules, where C is a semidual-
izing module. However, the relation between the two kinds of dimensions is still
an open question.
Our aim in this paper is twofold, to study the relation between the two kinds
of dimensions and also to continue the investigation by involving the relative
derived functors.
We have structured the paper in the following way:
In Section 2, we investigate the relation between the two kinds of dimensions.
For this reason we introduce some new kinds of subcategories on which these
dimensions are closely related. Namely, a subcategory X is said to be EP, if
every object with finite exact dimension relative to X has also finite proper X -
dimension. We introduce also PE subcategories when we are interested in the
converse implication. Among other results, we give two important situations of
EP subcategories (Theorems 2.4 and 2.2). We end Section 2 with a result that
studies PE subcategories (see Theorem 2.8).
Section 3 is devoted to some “transfer results" under adjoint pairs (see The-
orems 3.2 and 3.4).
In Section 4, we investigate the global dimensions relative to subcategories.
We start with a general study (Proposition 4.1) and then we investigate some
interesting particular cases (see Corollary 4.2 and Propositions 4.6 and 4.7).
The last section of the paper is interested in the relative (co)homology
groups. The first main result of this section characterizes relative dimensions
using relative cohomology groups (Theorem 5.2). The second aim is the balance
results for relative (co)homology groups (see Theorems 5.3 and 5.5).
2 EP and PE subcategories
Our aim in this section is to investigate the relation between exact dimen-
sions and proper (coproper) dimensions. To this end we introduce the following
notions:
Definition 2.1 1. A subcategory F of A is called EP if, for any object M
of A, if e.lF−dim(M) ≤ n (for some integer n), then lF−dim(M) ≤ n.
2. A subcategory F of A is called PE if, for any objectM of A, if lF−dim(M) ≤
n (for some integer n), then e.lF−dim(M) ≤ n.
Of course, one can define as above EC and CE subcategories using (coproper,
exact) right dimensions. All the results given in this section have dual ones
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using EC and CE terminologies. Hence we do not need to state these dual
results except for Theorem 2.8 (see Theorem 2.9).
In terms of the definition above, our aim in this section is to study EP and
PE subcategories.
Let us first notice that by “F is EP" it should not be understood that, for
any object M of A, if e.lF−dim(M) ≤ n, then there is an exact proper left
resolution of M of length n. In fact, this would be another interesting question.
When F is closed under extensions and direct summands we have a partial
positive answer for an object M of A with e.lF−dim(M) ≤ 1. Indeed, in this
case, M admits both an exact sequence 0→ K ′′ → K ′ →M → 0, with K ′ and
K ′′ in F , and an F -precover P →M → 0. Let K = ker(P →M) and consider
the following diagram:
0 // K ′′ //

K ′

//M // 0
0 // K // P //M // 0
which induces a mapping cone diagram
0 // K ′′ // K ′ ⊕K // P // 0.
Therefore, K is also in F since F is closed under extensions and direct sum-
mands.
The following result gives a partial positive answer for a precovering class.
Theorem 2.2 Assume that X is a precovering class and closed under exten-
sions and direct summands. If any object of A has an epic X -precover, then,
for any object M of A with e.lX−dim(M) ≤ n (for some integer n), there exists
an exact proper left X -resolution of the form
0→ An → · · · → A1 → A0 →M → 0.
In particular, X is an EP subcategory of A.
Proof. Let M be an object of A with e.lX−dim(M) ≤ n (for some integer n).
For n = 0 there is nothing to prove. So we can suppose that n > 0. Since
e.lX−dim(M) ≤ n, there is an exact sequence
0→ K1 → X0 →M → 0
where X0 ∈ X and e.lX−dim(K1) ≤ n − 1. We prove, by induction on n ≥ 1,
that, for every X -precover Y0 → M → 0, K = ker(Y0 → M) has an exact
proper left X -resolution of length n− 1. This gives the desired result. For the
case n = 1, see the discussion before Theorem 2.2. Now, for n > 1, consider an
X -precover A0 → K of K and the following diagram which holds by Horseshoe
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lemma:
0

0

0

0 // K ′ //

L

// K1

// 0
0 // A0 //

A0 ⊕X0

// X0

// 0
0 // K

// Y0

// M //

0
0 0 0
where K ′ = ker(A0 → K). It is clear that the middle vertical sequence is
Hom(X ,−)-exact which, by applying Hom(X0,−), implies that it splits. So, L
is also in X (using the middle horizontal sequence). On the other hand, the
top horizontal sequence is also Hom(X ,−)-exact which shows that L → K1 is
an epic X -precover of K1. Since e.lX−dim(K1) ≤ n − 1 and by induction, K
′
has an exact proper left X -resolution of length n− 2. So using the left vertical
sequence we get the desired result.
Corollary 2.3 The class of flat modules is EP.
The following gives another example of EP subcategories.
We will use the following notations. Given a subcategory F of A, the sub-
category of all object N such that Ext≥1R (F,N) = 0 for every F ∈ F will be
denoted by F⊥ (similarly, ⊥F = {N : Ext≥1R (N,F ) = 0 ∀F ∈ F}).
Recall that a subcategory H of F is said to be an Ext-injective cogenerator
for F if H ⊆ F⊥ and, for each object M ∈ F , there exists an exact sequence
0 → M → H → M ′ → 0 such that H ∈ H and M ′ ∈ F (see [16]). In
[16], various examples of classes which admit Ext-injective cogenerators were
given. For example, the class of Gorenstein projective modules admits the class
of projective modules as an Ext-injective cogenerator subcategory (See also [2,
Remark 2.7] for a more general context).
Theorem 2.4 Any subcategory F of A which is closed under extensions and
admits an Ext-injective cogenerator H is an EP subcategory.
Proof. Let M be an object of A with e.lF−dim(M) ≤ n (for some integer n).
We claim that lF−dim(M) ≤ n. Consider an exact sequence
0→ Xn → Xn−1 → · · · → X1 → X0 →M → 0
where Xi ∈ F . We split it into short exact sequences 0 → Ki → Xi−1 →
Ki−1 → 0, where Kn = Xn, Ki = ker(Xi−1 → Xi−2) for i = 1, ..., n − 1
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with X−1 = M . Since H is an Ext-injective cogenerator, there exists an exact
sequence 0→ Ki → Hi → Li → 0 such that Hi ∈ H and Li ∈ F . Then, we get
the following pushout diagram:
0

0

0 // Ki

// Xi−1

✤
✤
✤
// Ki−1 // 0
0 // Hi

//❴❴❴ Di

// Ki−1 // 0
Li

Li

0 0
If n = 1, the middle horizontal sequence shows, as desired, that also lF−dim(M) ≤
1 since H ⊆ F⊥. If n > 1, we continue our process. Since F is closed under
extensions, Di is in F , and so we can consider an exact sequence 0 → Di →
Hi−1 → Ni−1 → 0 such that Hi−1 ∈ H and Ni−1 ∈ F and another pushout
diagram:
0

0

0 // Hi // Di

// Ki−1

✤
✤
✤
// 0
0 // Hi // Hi−1

//❴❴❴ Ei−1

// 0
Ni−1

Ni−1

0 0
Then, using the middle horizontal sequence, Ei−1 is in F
⊥. Consider now the
6
the following pushout diagram:
0

0

0 // Ki−1

// Xi−2

✤
✤
✤
// Ki−2 // 0
0 // Ei−1

//❴❴❴ Di−1

// Ki−2 // 0
Ni−1

Ni−1

0 0
Therefore, the following exact sequence
0 // Hi // Hi−1 // Di−1 // Ki−2 // 0
and the process above lead to the desired sequence.
One can also be interested in the following “strong" condition on EP subcat-
egories: a subcategory F of A is said to be strongly EP, if any exact sequence
of this form
0→ An → · · · → A1 → A0 →M → 0
with each Ai in F , is Hom(F ,−)-exact.
Clearly every strongly EP subcategory is EP. We will give an example which
shows that the converse is not true in general.
Proposition 2.5 A subcategory X of A, which is closed under extensions, is
strongly EP if and only if it is self-orthogonal (that is X ⊆ X⊥). In this case,
every object of finite exact left X -dimension belongs to the class X⊥.
Proof. ⇒. Consider two objects A and C in X . We claim that every short
exact sequence
0 // A // B // C // 0
splits. Indeed, B is also in X (by hypothesis) and since X is EP, the above
sequence is Hom(X ,−)-exact, in particular,
0 // Hom(C,A) // Hom(C,B) // Hom(C,C) // 0
is exact, as desired.
⇐. Consider an exact sequence of the form
0→ An → · · · → A1 → A0 →M → 0
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with each Ai in X . The case n = 0 is trivial. Then assume that n ≥ 1.
Consider the short exact sequences 0 → Ki → Ai−1 → Ki−1 → 0, where
Ki = ker(Ai−1 → Ai−2). Using the fact that Ai ∈ X
⊥, an induction process
starting from Kn = An ∈ X
⊥ shows that Ki ∈ X
⊥ for every i. Therefore, the
sequence is indeed a proper left X -resolution of M .
Finally, the last statement is obtained by applying the last argument to the
sequence 0→ K1 → A0 →M → 0.
Now it is clear that not every EP subcategory is a strongly EP subcategory.
For this consider the subcategory F(R) of flat modules over a ring R, then F(R)
is EP (because it is a covering class) but it is not strongly EP (because it is
closed under extensions but not necessarily self-orthogonal).
The exact dimensions relative to self-orthogonal (strongly EP) subcategories
behave similarly as the classical dimensions. Namely we have the following result
which will be used in the proof of the next theorem.
Proposition 2.6 Assume X to be a self-orthogonal subcategory of A which is
closed under extensions and direct summands. Then, for every object M of A
with e.lX−dim(M) ≤ n (n ∈ N), every proper left X -resolution
· · · → Y1
f1
−→ Y0
f0
−→M
f−1
−→ 0
of M is exact and ker(fn−1) ∈ X . In particular, M has a special X -precover.
Proof. Consider a left proper X -resolution
· · · → Y1
f1
−→ Y0
f0
−→M
f−1
−→ 0
of M . We may assume that n ≥ 1. So f0 is epic and K = ker(f0) ∈ X
⊥.
We prove that e.lX−dim(K) = n − 1 and this gives the desired result. Since
e.lX−dim(M) = n, there exists an exact proper left X -resolution of M of the
form
0→ Xn → · · · → X1 → X0 →M → 0.
LetK0 = ker(X0 →M). By the relative version of Schanuel’s lemma [5, Lemma
8.6.3], K⊕X0 ∼= K0⊕Y0. Then, if n = 1 (K0 = X1), we get K ∈ X , as desired.
Now suppose that n > 1 and consider the short exact sequences
0→ K → K0 ⊕ Y0 → X0 → 0
and
0→ K1 → X1 → K0 → 0,
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where K1 = ker(X1 → X0). So in the following pullback diagram
0

0

K1

K1

0 // D

✤
✤
✤
//❴❴❴ X1 ⊕ Y0

// X0 // 0
0 // K //

K0 ⊕ Y0

// X0 // 0
0 0
the left vertical sequence gives D ∈ X⊥. Then, the middle horizontal sequence
splits and so D ∈ X . Hence, the left vertical sequence shows that K admits
an exact proper left X -resolution of the length n − 1. Then, e.lX−dim(K1) ≤
n − 1. It is clear that e.lX−dim(K1) < n − 1, which contradicts the fact that
e.lX−dim(M) = n. Therefore, e.lX−dim(K1) = n− 1.
Now we are interested in PE subcategories. The following result charac-
terizes when resolvent dimensions relative to self-orthogonal subcategories are
exact dimensions. For this, we need the following notions which extend those
of [3, Definition 2.9].
Definition 2.7 1. A subcategory X of A is said to be Hom-faithful if for
every object N of A: Hom(M,N) = 0 for every M ∈ X implies that
N = 0.
2. A subcategory Y of A is said to be Hom-cofaithful if for every object M of
A: Hom(M,N) = 0 for every N ∈ Y implies that M = 0.
The following result generalizes [3, Theorem 2.11] using similar arguments.
However, we give here a complete proof for reader’s convenience.
Theorem 2.8 Assume X to be a self-orthogonal subcategory of A which is
closed under extensions and direct summands. The following assertions are
equivalent.
1. X is Hom-faithful.
2. If φ : I →M is an X -precover with K = ker(φ) ∈ X⊥, then φ is epic and
M ∈ X⊥.
3. If · · · → Y1
f1
−→ Y0
f0
−→M −→ 0 is a proper left X -resolution of an object
M of A with ker(fn) ∈ X
⊥ for some positive integer n, then the sequence
0→ ker(fn)→ · · · → Y1 → Y0 →M → 0 is exact.
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4. Every monic X -precover φ : I → M of an object M of A is an isomor-
phism.
5. Every object M of A of finite lX−dim(M) has a special X -precover.
6. X is a PE subcategory of A.
7. If lX−dim(M) <∞ for an object M of A, then every left X -resolution of
M is exact.
Proof. 1.⇒ 2. Let X ∈ X , since φ : I →M is an X -precover, the sequence
0→ Hom(X,K)→ Hom(X, I)→ Hom(X,M)→ 0
is exact, and since K ∈ X⊥, we get the exact sequences
0→ Hom(X,K)→ Hom(X, I)→ Hom(X, Im(φ))→ 0
and
0 = Exti(X, I)→ Exti(X, Im(φ))→ Exti+1(X,K) = 0 ∀i ≥ 1.
Thus, Ext≥1R (X, Im(φ)) = 0 (so Im(φ) ∈ X
⊥) and we have the following com-
mutative diagram:
0

0 // Hom(X,K) // Hom(X, I) // Hom(X, Im(φ))

// 0
0 // Hom(X,K) // Hom(X, I) // Hom(X,M)

// 0
Hom(X,M/Im(φ))

0
This implies that Hom(X,M/Im(φ)) = 0 and then that M/Im(φ) = 0 since X
is Hom-faithful.
2. ⇒ 1. If Hom(X,M) = 0 for every X ∈ X , then 0 → M is a special
X -precover and so it is epic by hypothesis, hence M = 0.
2.⇒ 3. This is proved by decomposing the sequence
0→ ker(fn)→ · · · → Y1 → Y0 →M → 0
into short sequences and then applying recursively the assertion 2.
3.⇒ 2. The assertion 2 is a particular case of the assertion 3.
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2.⇒ 4. Clear.
4.⇒ 1. If Hom(X,M) = 0 for every X ∈ X , then the trivial homomorphism
0→M is a monic X -precover ofM . So it is an isomorphism which implies that
M = 0.
3.⇒ 5. Use Proposition 2.6.
5. ⇒ 4. Consider an object M of A which admits a monic X -precover
φ : I → M . Then, lX−dim(M) = 0. So M has a special X -precover, in
particular epic X -precover. Then, φ is also epic, as desired.
3.⇒ 6. Obvious.
The implications 6. ⇒ 5, 7. ⇒ 5 and 6. ⇒ 7 are simple consequences of
Proposition 2.6.
Note that, in [7, Definition 4.5], Holm used the term “separating subcate-
gory" which we call here “Hom-faithful subcategory". In [7, Lemma 4.6], he
proved that, for any precovering class F , if every monic F -precover is an iso-
morphism then F is separating. Here, we have proved that the converse holds
for self-orthogonal subcategories.
Dually we get the following result.
Theorem 2.9 Assume Y to be a self-orthogonal subcategory of A which is
closed under extensions and direct summands. The following statements are
equivalent.
1. Y is Hom-cofaithful.
2. If φ : M → Y is a Y-preenvelope with coker(φ) ∈ ⊥Y, then φ is injective
and M ∈ ⊥Y.
3. Given any coproper right Y-resolution 0 → M
f0
→ Y0
f1
→ Y1 → · · · of
an object M of A, if Im(fn) ∈
⊥Y for some positive integer n, then the
sequence 0→M → Y0 → Y1 → · · · → Yn−1 → Im(fn)→ 0 is exact.
4. Every epic Y-preenvelope of any object of A is an isomorphism.
5. Every object of A of finite right Y-injective dimension has a special Y-
preenvelope.
6. Y is a CE subcategory of A.
7. If rY−dim(M) < ∞ for an object M of A, then every right Y-resolution
of M is exact.
As a functorial description of the modules of finite X -projective dimension,
we have the following result.
Corollary 2.10 Under the hypotheses of Theorem 2.8, if X is Hom-faithful,
then, for every M ∈ A of finite left X -dimension and every nonnegative integer
n, the following assertions are equivalent.
1. lX−dim(M) ≤ n.
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2. Ext>n(M,X) = 0 for every X ∈ X .
3. Ext>n(M,X) = 0 for every X with finite left X -dimension.
Proof. Follows from standard arguments.
Of course, the last result has its dual.
Corollary 2.11 Under the hypotheses of Theorem 2.9, if Y is Hom-cofaithful,
then, for everyM ∈ A of finite right Y-dimension and every nonnegative integer
n, the following assertions are equivalent.
1. rY−dim(M) ≤ n.
2. Ext>n(Y,M) = 0 for every Y ∈ Y.
3. Ext>n(Y,M) = 0 for every Y with finite right Y-dimension.
3 Transfer results under adjoint pairs
We give in this section some transfer results under adjoint pairs. In partic-
ular, they generalize [11, Theorem 2.11].
We denote by (F,G) : A → B an adjoint pair. The natural transformations
ε : FG → 1B and η : 1A → GF will mean the counit and the unit of the
adjunction (F,G).
The following lemma is a slight generalization of [1, Proposition 2.5].
Lemma 3.1 Let (F,G) : A → B be an adjoint pair with Y ⊆ A and X ⊆ B.
Then, F (f) : F (U)→ F (V ) is an F (Y)-preenvelope of F (U) if f : U → V is a
Y-preenvelope of U in A.
Proof. Let g : F (U) → F (W ) be a morphism with W ∈ Y, then we get the
following commutative diagram:
FGF (U)
FG(g)

εF (U)
// F (U)
g

FGF (W )
εF (W )
// F (W ).
Note that GF (W ) ∈ Y and so there exists h : V → GF (W ) such that hf =
G(g)ηU . Thus we have
(εF (W )F (h))F (f) = εF (W )F (hf) = εF (W )F (G(g)ηU )
= εF (W )FG(g)F (ηU ) = gεF (U)F (ηU ) = g.
Hence F (f) : F (U)→ F (V ) is an F (Y)-preenvelope of F (U).
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Theorem 3.2 Let (F,G) : A → B be an adjoint pair with Y ⊆ A and X ⊆ B.
1. If FG(X ) ⊆ X , and D ⊇ X is a full subcategory of B such that G preserves
exact sequences in D, then for any N ∈ D,
e.lG(X )−dim(G(N)) ≤ e.lX−dim(N).
2. If GF (Y) ⊆ Y, and J ⊇ Y is a full subcategory of A such that F preserves
exact sequences in J , then for any M ∈ J ,
e.rF(Y)−dim(F (M)) ≤ e.rY−dim(M).
Proof. 1. Let e.lX−dim(N) = m <∞ with N ∈ D, then there is an exact left
X -resolution of N of length m in D
0→ Xm → · · · → X1 → X0 → N → 0.
Since G preserves exact sequences in D and G preserves X -precovers by [6,
Proposition 4], we obtain an exact left G(X )-resolution of G(N)
0→ G(Xm)→ · · · → G(X1)→ G(X0)→ G(N)→ 0.
So e.lG(X )−dim(G(N)) ≤ m as required.
2. We may assume that e.rY−dim(M) = n < ∞ with M ∈ J . Then there
is an exact right Y-resolution of M of length n in J
0→M → Y 0 → Y 1 → · · · → Y n → 0.
Since F preserves exact sequences in J and F preserves Y-preenvelopes by
Lemma 3.1, we have an exact right F (Y)-resolution of F (M)
0→ F (M)→ F (Y 0)→ F (Y 1)→ · · · → F (Y n)→ 0.
Hence e.rF(Y)−dim(F (M)) ≤ n as desired.
We have also the following situation.
Lemma 3.3 Let (F,G) : A → B be an adjoint pair with X ⊆ A and Y ⊆ B.
1. If f : U → V is an X -precover in J , then F (f) : F (U) → F (V ) is an
F (X )-precover.
2. If α : K → H is a Y-preenvelope in D, then G(α) : G(K) → G(H) is a
G(Y)-preenvelope.
Proof. 1. Let g : F (W )→ F (V ) be a morphism with W ∈ X , then there exists
h :W → U such that fh = η−1V G(g)ηW . Thus we have
F (f)F (h) = εF (V )F (ηV )F (fh) = εF (V )F (ηV )F (η
−1
V G(g)ηW )
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= εF (V )F (ηV )F (η
−1
V )FG(g)F (ηW ) = εF (V )FG(g)F (ηW ) = gεF (W )F (ηW ) = g.
So F (f) : F (U)→ F (V ) is an F (X )-precover of F (V ).
2. Let β : G(K) → G(L) be a morphism with L ∈ Y, then we get the
following commutative diagram:
G(K)
β

ηG(K)
// GFG(K)
GF (β)

G(L)
ηG(L)
// GFG(L).
There exists γ : H → L such that γα = εLF (β)ε
−1
K . Therefore we have
G(γ)G(α) = G(γα)G(εK)ηG(K) = G(εLF (β)ε
−1
K )G(εK)ηG(K)
= G(εL)GF (β)G(ε
−1
K )G(εK)ηG(K) = G(εL)GF (β)ηG(K) = G(εL)ηG(L)β = β.
Thus G(α) : G(K)→ G(H) is a G(Y)-preenvelope of G(K).
Theorem 3.4 Let (F,G) : A → B be an adjoint pair with X ⊆ A and Y ⊆ B.
1. If J ⊇ X is a full subcategory of A closed under kernels of epimorphisms
such that ηM : M → GF (M) is an isomorphism for any M ∈ J and F
preserves exact sequences in J , then
e.lF(X )−dim(F (M)) ≤ e.lX−dim(M).
2. If D ⊇ Y is a full subcategory of B closed under cokernels of monomor-
phisms such that εN : FG(N) → N is an isomorphism for any N ∈ D
and G preserves exact sequences in D, then
e.rG(Y)−dim(G(N)) ≤ e.rY−dim(N).
Proof. 1. We may assume that e.lX−dim(M) = n < ∞ with M ∈ J , then
there is an exact left X -resolution of M of length n in J
0→ Xn → · · · → X1 → X0 →M → 0.
Since J is closed under kernels of epimorphisms, F preserves exact sequences
and X -precovers in J , we get an exact left F (X )-resolution of F (M)
0→ F (Xn)→ · · · → F (X1)→ F (X0)→ F (M)→ 0.
Hence e.lF(X )−dim(F (M)) ≤ n.
2. We assume that e.rY−dim(N) = m < ∞ with N ∈ D. Then there is an
exact right Y-resolution of N of length m in D
0→ N → Y 0 → Y 1 → · · · → Y m → 0.
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Since D is closed under cokernels of monomorphisms, G preserves exact se-
quences and Y-preenvelopes in D, we obtain an exact right G(Y)-resolution of
G(N)
0→ G(N)→ G(Y 0)→ G(Y 1)→ · · · → G(Y m)→ 0.
So e.rG(Y)−dim(G(N)) ≤ m.
As a consequence we find again [11, Theorem 2.11].
For the following result we set X = AddR(C) and Y = ProdR(C) whose
objects are called, respectively, PC -projective and IC -injective modules. When
R is commutative and C is a semidualizing module, Ding and Geng in [4] showed
that AddR(C) = {C ⊗R P : P is a projective R-module} and ProdR(C) =
{HomR(C, I) : I is an injective R-module}. So as in [11], we use the following
notations PC − pdR(M) = e.lX−dim(M) and IC − idR(M) = e.rY−dim(M)
called PC -projective and IC -injective dimensions, respectively. For C = R
we find proj.dimR(M) and inj.dimR(M), the classical projective and injective
dimensions respectively.
Corollary 3.5 ([11], Theorem 2.11) Let C be a semidualizing R-module over
a commutative ring R. The following equalities hold.
1. proj.dimR(M) = PC − pdR(C ⊗RM).
2. IC − idR(M) = inj.dimR(C ⊗RM).
3. PC − pdR(M) = proj.dimR(HomR(C,M)).
4. inj.dimR(M) = IC − idR(HomR(C,M)).
Proof. Let F = C ⊗R − and G = HomR(C,−).
1. If PC − pdR(C ⊗R M) < ∞, then M ∼= HomR(C,C ⊗R M) by [11,
Theorem 2.8 and Corollary 2.9]. Let X = PC , D = {D : PC − pdR(D) <∞}.
Then proj.dimR(M) = proj.dim(HomR(C,C⊗RM)) ≤ PC −pdR(C⊗RM) by
Theorem 3.2(2).
Conversely, let proj.dimR(M) < ∞, then M
∼= HomR(C,C ⊗R M) by [11,
1.9(b)]. Let X = Proj(R), J = {J : proj.dim(J) <∞}. Then PC −pdR(C⊗R
M) ≤ proj.dimR(M) by Theorem 3.4(1).
It follows that proj.dimR(M) = PC − pdR(C ⊗RM).
2. Suppose that IC − idR(M) <∞. Let Y = IC , J = {J : IC − idR(J) <
∞}. Then inj.dimR(C ⊗RM) ≤ IC − idR(M) by Theorem 3.2(1).
Conversely, let inj.dimR(C⊗RM) <∞, thenM
∼= HomR(C,C⊗RM) by [11,
1.9(b)]. Let Y = Inj(R), D = {D : inj.dimR(D) <∞}. Then IC − idR(M) =
IC − idR(HomR(C,C ⊗RM)) ≤ inj.dimR(C ⊗RM) by Theorem 3.4(2).
It follows that IC − idR(M) = inj.dimR(C ⊗RM).
3. Suppose that PC − pdR(M) < ∞. Let X = PC , D = {D : PC −
pdR(D) < ∞}. Then proj.dimR(HomR(C,M)) ≤ PC − pdR(M) by Theorem
3.2(2).
15
Conversely, let proj.dimR(HomR(C,M)) <∞, thenM
∼= C⊗RHomR(C,M).
Let X = Proj(R), J = {J : proj.dimR(J) < ∞}. Then PC − pdR(M) =
PC − pdR(C ⊗RHomR(C,M)) ≤ proj.dimR(HomR(C,M)) by Theorem 3.4(1).
It follows that PC − pdR(M) = proj.dimR(HomR(C,M)).
4. If IC − idR(HomR(C,M)) < ∞, then M ∼= C ⊗R HomR(C,M). Let
Y = IC , J = {J : IC − idR(J) < ∞}. Then inj.dimR(M) = inj.dim(C ⊗R
HomR(C,M)) ≤ IC − idR(HomR(C,M)) by Theorem 3.2(1).
Conversely, let inj.dimR(M) < ∞, then M
∼= C ⊗R HomR(C,M). Let
Y = Inj(R), D = {D : inj.dim(D) < ∞}. Then IC − idR(HomR(C,M)) ≤
inj.dimR(M) by Theorem 3.4(2).
It follows that inj.dimR(M) = IC − idR(HomR(C,M)).
4 Global homological dimensions
In this section, X and Y will be, respectively, a precovering and a preenvelop-
ing subcategories ofA which are self-orthogonal and closed under extensions and
direct summands.
The aim of this section is to study the global dimensions relative to a sub-
category.
Let Z be a subcategory of A which has enough projectives. The left global
projective dimension of Z, l.gl.dim(Z), is the supremum of the set of projective
dimensions of all objects of Z. When Z contains X , we define the left X -
global projective dimension of Z, l.X−gl.dim(Z), as the supremum of the set
of e.lX−dim(M) of all objects M of Z.
We first consider the global case Z = A.
Proposition 4.1 Assume A to have enough projectives. Then, for a positive
integer n, l.X−gl.dim(A) = n if and only if l.gl.dim(A) = n and X coincides
with P (A) the subcategory of all projective objects of A.
Proof. ⇒. Assume that l.X−gl.dim(A) ≤ n. Then, clearly X contains
P (A). Now consider an object C of X and a short exact sequence in A,
0 → K → P → C → 0, where P is projective. By hypothesis and Proposi-
tion 2.5, Ext≥1(C,K) = 0. This implies that the sequence splits and so C is
projective.
⇐. Obvious.
As an application we get the following generalization of [11, Proposition 5.1]
using different arguments.
Let us denote l.Add(C)−gl.dim(Z) by l.PC−gl.dim(Z). In particular, when
Z = R-Mod, l.PC−gl.dim(Z) will be simply denoted by l.PC−gl.dim(R).
An R-module C is said to be Σ-self-orthogonal if Ext≥1R (C,C
(I)) = 0 for
every set I (that is, C(I) ∈ AddR(C)
⊥ for every set I).
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Corollary 4.2 Let C be a
∑
-self-orthogonal R-module. Then, for every posi-
tive integer n, l.PC−gl.dim(R) = n if and only if l.gl.dim(R) = n and C is a
projective generator of R-Mod, that is, AddR(C) = P (R).
In particular, l.PC−gl.dim(R) = 0 if and only if R-Mod = AddR(C) =
P (R).
Note that the condition on C to be a generator of R-Mod cannot be dropped.
Indeed, take a semisimple ring R = k1 × · · · × kn, where ki is a field for each
i. We have l.gl.dim(R) = 0 (i.e., R-Mod=P (R)) and, for example, C = k1 is a∑
-self-orthogonal R-module. But AddR(C) 6= P (R).
If we consider the PC -projective dimension of only finitely generated mod-
ules we get the following result.
Proposition 4.3 Let C be a finitely presented and
∑
-self-orthogonal R-module.
Then, for a positive integer n, the PC-projective dimension of every finitely gen-
erated module is at most n if and only if l.gl.dim(R) ≤ n and C is a projective
generator of R-Mod.
Proof. ⇒. By hypothesis we can show that R is PC -projective, and so
AddR(C) contains P (R). On the other hand, C is projective. Indeed, since
C is finitely presented, there is a short exact sequence of R-module 0 → K →
P → C → 0, where P is a finitely generated projective R-module and K is
finitely generated. By hypothesis and Proposition 2.5, Ext≥1R (C,K) = 0. This
implies that the sequence splits and so C is projective. Therefore, C is a pro-
jective generator of R-Mod, as desired.
⇐. Obvious.
Notice that even if we do not assume that C is finitely presented in Propo-
sition 4.3 above, the condition "the PC-projective dimension of every finitely
generated module is at most a positive integer n" implies that the injective di-
mension of every PC -projective module is at most n. Then, if we further assume
that R is Noetherian, then R will be n-Gorenstein (since R is PC -projective).
Then, every finitely generated module has projective dimension at most n, and
so l.gl.dim(R) ≤ n. This leads to the following question: whether the condition
“C is finitely presented" in Proposition 4.3 can be removed?
If we discuss the case n = 0, we can show that we have a positive answer to
this question. Indeed, being a finitely generated R-module, R is PC -projective
and so every projective R-module is PC -projective. Then, by the argument
above, every projective R-module is injective. This implies that R is quasi-
Frobenius, in particular, Noetherian. Then, as above we conclude that R is
semisimple.
Similarly we define, when A has enough injectives, the right global injective
dimension of A, r.gl.dim(A), as the supremum of the set of injective dimensions
of all objects. The right Y-global injective dimension of A, r.Y−gl.dim(A), is
the supremum of the set of e.rY−dim(M) of all objects M .
As a dual result of Proposition 4.1 we have the following result.
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Proposition 4.4 Assume A to have enough injectives. Then, for a positive
integer n, r.Y−gl.dim(A) = n if and only if r.gl.dim(A) = n and Y coincides
with I(A) the subcategory of all injective objects of A.
As a consequence, we get the following result.
Let us denote r.Prod(C)− gl.dim(Z) by r.IC−gl.dim(Z). In particular,
when Z = R-Mod, r.IC−gl.dim(Z) will be simply denoted by r.IC−gl.dim(R).
An R-module C is said to be
∏
-self-orthogonal if Ext≥1R (C,C
I) = 0 for every
set I.
Corollary 4.5 Let C be a
∏
-self-orthogonal R-module. Then, for a positive
integer n, r.IC−gl.dim(R) = n if and only if r.gl.dim(R) = n and C is an
injective cogenerator of R-Mod, that is, ProdR(C) = I(R).
In particular, r.IC−gl.dim(R) = 0 if and only if R-Mod = ProdR(C) =
I(R).
In [3, Corollary 4.4], it was proved that, if C is a
∑
-self-orthogonal, self-
small and Hom-faithful R-module, then l.gl.dim(S) = l.PC−gl.dim(R), where
S = EndR(C), the endomorphism ring of C. This result with Corollary 4.2
show that, under the condition above on C, if l.PC−gl.dim(R) is finite then,
l.gl.dim(S) = l.PC−gl.dim(R). There is a classical result by Miyashita [9] that
relates l.gl.dim(S), l.PC−gl.dim(R) and the projective dimension of C when
C is assumed to be a tilting module (see [9, Corollary of Proposition 2.4]). In
[12, Theorem 1.3], Trlifaj related the l.gl.dim(S) and l.PC−gl.dim(R) when
C is a ∗-module (see also [13, 14]). Then, a natural question arises: How are
l.gl.dim(S) and l.PC−gl.dim(R) related when C is a
∑
-self-orthogonal, self-
small, and Hom-faithful R-module?
One can be interested in studying l.Add(C)−gl.dim(Z) for some interesting
particular cases of subcategories. For instance, σ[C] and Gen[C]. Recall that
an R-module N is said to be C-generated if there exists an exact sequence of
R-modules
0→ K → C(Λ) → N → 0 for some set Λ.
Gen[C] (resp., σ[C]) will denote the full subcategories of R-Mod whose ob-
jects are C-generated (resp., submodules of C-generated modules) [15].
Proposition 4.6 Let C be a Σ-self-orthogonal R-module. The following asser-
tions hold:
1. l.Add(C)−gl.dim(σ[C]) = 0 if and only if C is a semisimple module.
2. l.Add(C)−gl.dim(σ[C]) ≤ 1 if and only if Add(C) is closed under sub-
modules.
Proof. 1. Easy to prove.
2. ⇒ . LetM be a submodule of a module N ∈ Add(C). Then,M ∈ σ[C]. Since
l.Add(C)−gl.dim(σ[C]) ≤ 1, M ∈ Add(C)⊥ (by Proposition 2.5). This shows
that the sequence 0 → M → N → M/N → 0 is HomR(Add(C),−)-exact. On
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the other hand, N/M ∈ σ[C], then PC − pdR(N/M) ≤ 1. So, by Proposition
2.5, M ∈ Add(C), as desired.
⇐ . Consider an R-module M ∈ σ[C]. Then, M is a submodule of a module
N ∈ Gen[C]. There exists a short exact sequence of R-modules of the following
form
0→ K → C(Λ) → N → 0 for some set Λ.
Then we get the following pullback diagram
0

0

K

K

0 // D

✤
✤
✤
//❴❴❴ C(Λ)

// N/M // 0
0 // M //

N

// N/M // 0
0 0
By hypothesis D and K are in Add(C), as desired.
Now we give a result on l.Add(C)−gl.dim(Gen[C]).
We will say that a submodule N of an R-moduleM is C-pure if the sequence
0→ N →M →M/N → 0 is HomR(C,−)-exact.
Proposition 4.7 Let C be a Σ-self-orthogonal R-module. The following asser-
tions hold:
1. l.Add(C)− gl.dim(Gen[C]) = 0 if and only if, for every module N ∈
Add(C), every C-pure submodule of N is a direct summand.
2. l.Add(C)−gl.dim(Gen[C]) ≤ 1 if and only if Add(C) is closed under C-
pure submodules.
Proof. 1. ⇒ . Let M be a C-pure submodule of a module N ∈ Add(C). Then,
N/M ∈ Gen[C] = Add(C). Hence the sequence 0 → M → N → N/M → 0
splits and so M is a direct summand of N .
⇐ . Let N ∈ Gen[C] and 0 → K → G → N → 0 be an exact sequence with
G→ N an epic Add(C)-precover. Then K is a C-pure submodule of G, hence
by hypothesis, the sequence splits and so N ∈ Add(C).
2. ⇒ . Let M be a C-pure submodule of a module N ∈ Add(C). Then,
N/M ∈ Gen[C]. We consider the exact sequence 0 → C1 → C0 → N/M → 0
with C1, C0 ∈ Add(C). On the other hand, using the fact that C is a Σ-self-
orthogonal R-module and that M is a C-pure submodule of a module N ∈
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Add(C), we deduce that Ext1(D,M) = 0 for all D ∈ Add(C). By the relative
version of Schanuel’s lemma [5, Lemma 8.6.3], C1 ⊕M ∼= C0 ⊕N , hence M ∈
Add(C).
⇐ . Consider an R-module M ∈ Gen[C]. Then, there is an exact sequence
0 → K → D → M → 0 where D → M is an epic Add(C)-precover. So
K ∈ Add(C) by hypothesis and hence we have the result.
5 Relative (co)homology groups
In this section, X and X ′ (resp., Y and Y ′), when considered as subcategories
of abelian categories, will be precovering (resp., preenveloping), self-orthogonal
and closed under extensions and direct summands. We will be interested in rel-
ative (co)homology groups. The results established in this section are inspired
from the ones of [10] and [11].
Recall that the relative Ext-groups with respect to X are defined as
ExtiX (M,N) = H
iHom(X,N),
where X is a left proper X -resolution of M and i ≥ 0. Analogously, for the
preenveloping class Y, we have
ExtiY(M,N) = H
iHom(M,Y ),
where Y is a right coproper Y-resolution of N and i ≥ 0.
The first main result of this section generalizes [11, Theorem 3.2]. It char-
acterizes relative dimensions using relative cohomology groups.
It needs the following lemma.
Lemma 5.1 If φ : X → M is an X -precover of an object M , then φ′ : X →
M ′ = Im(φ) defined by φ′(x) = φ(x) for all x ∈ X is an epic X -precover of M ′
and Ext1(N, ker(φ)) = 0 for every object N ∈ X .
Proof. Since X is self-orthogonal, we only need to prove that φ′ is an epic
X -precover of M ′. For this, consider a homomorphism f : X ′ → M ′, where
X ′ is an object of X . Then, with the injection i : M ′ → M , we get the
following homomorphism if : X ′ → M . Since φ is an X -precover, there exists
f ′ : X ′ → X such that φf ′ = if . Since iφ′ = φ, we get iφ′f ′ = if . This implies
that φ′f ′ = f since i is monic, as desired.
Theorem 5.2 Assume X to be Hom-faithful, then for an integer n ≥ 0 the
following are equivalent.
1. lX−dim(M) ≤ n.
2. Extn+1X (M,N) = 0 for every object N ∈ A.
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3. ExtiX (M,N) = 0 for every i ≥ n+ 1 and every object N ∈ A.
Proof. 1.⇒ 3. and 3.⇒ 2. are clear.
2.⇒ 1. An inductive argument shows that we only need to prove the result for
the case n = 0. Then assume that Ext1X (M,N) = 0 for every object N ∈ A.
Consider a left proper X -resolution of M
· · · // X2
f2 $$❏
❏❏
❏❏
❏
d2=i1f2
// X1
f1 $$❏
❏❏
❏❏
❏
d1=i0f1
// X0
d0 // M // 0
K1
i1
::tttttt
K0
i0
::tttttt
0
::ttttttt
0
::ttttttt
We have in particular Ext1X (M,K0) = 0. Then ker(Hom(d2,K0)) = Im(Hom(d1,K0)).
Since
ker(Hom(d2,K0)) = {g ∈ Hom(X1,K0) / gi1f2 = 0}
and
Im(Hom(d1,K0)) = {hi0f1 ∈ Hom(X1,K0) / h ∈ Hom(X0,K0)},
we deduce that, for every g ∈ Hom(X1,K0) such that gi1f2 = 0 there exists h ∈
Hom(X0,K0) such that g = hi0f1. In particular, there exists h ∈ Hom(X0,K0)
such that f1 = hi0f1 (since f1i1f2 = 0). By applying Hom(X,−) and setting
for X ∈ X , f∗ = Hom(X, f) we get f∗1 = h
∗i∗0f
∗
1 . Then h
∗i∗0 = idHom(X,K0)
since f∗1 is epic. Now consider the exact sequence:
0→ K → K0
hi0→ K0 → coker(hi0)→ 0.
We have then Hom(X,K) = 0 for every X ∈ X and this implies that K = 0 and
hence hi0 is monic. Now, by Lemma 5.1, Ext
1(X,K0) = 0 for every X ∈ X .
Then, we get the following exact sequence:
0→ Hom(X,K0)→ Hom(X,K0)→ Hom(X, coker(hi0))→ 0.
Thus Hom(X, coker(hi0)) = 0 because h
∗i∗0 = idK0 . Therefore hi0 is an au-
tomorphism, which means that the exact sequence 0 → K0 → X0 → M
′ =
Im(X0 →M)→ 0 splits and then M
′ ∈ X . It follows that the homomorphism
M ′ = X0/K0 →M induced by X0 →M is a monic X -precover of M , and thus
it is an isomorphism by Theorem 2.8, as desired.
It is worth noting that in [7, Section 3] Holm studied the relation between
the relative cohomology group and the relative dimension. For that reason
he introduced the notion of almost epimorphisms which serves as a sufficient
condition to establish a result analogue to Theorem 5.2.
Our second aim is the balance results for relative (co)homology groups. First
we give the following result which generalizes [11, Theorem 4.1].
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Theorem 5.3 Let (F,G) : A → B be an adjoint pair with Y ⊆ A and X ⊆ B.
1. If FG(X) ∼= X for any X ∈ X , then ExtiX (M,N)
∼= ExtiG(X )(G(M), G(N))
for any M,N ∈ B.
2. If GF (Y ) ∼= Y for any Y ∈ Y, then ExtiY(M,N)
∼= ExtiF (Y)(F (M), F (N))
for any M,N ∈ A.
Proof. 1. Let Z+ : · · · → X1 → X0 → M → 0 be a left proper X -resolution
of M and Z : · · · → X1 → X0 → 0 be the deleted complex. Then G(Z
+) :
· · · → G(X1)→ G(X0)→ G(M)→ 0 is a left proper G(X )-resolution of G(M)
by [6, Proposition 4]. So ExtiG(X )(G(M), G(N)) = H
iHom(G(Z), G(N)) ∼=
HiHom(FG(Z), N) ∼= HiHom(Z, N) = ExtiX (M,N).
2. Let W+ : 0 → N → Y 0 → Y 1 → · · · be a right coproper Y-resolution
of N and W : 0 → Y 0 → Y 1 → · · · be the deleted complex. Then F (W+) :
0 → F (N) → F (Y 0) → F (Y 1) → · · · is a right coproper F (Y)-resolution
of F (N) by the proof of Theorem 3.2(1). So we have ExtiF (Y)(F (M), F (N)) =
HiHom(F (M), F (W)) ∼= HiHom(M,GF (W)) ∼= HiHom(M,W) = ExtiY(M,N).
As an immediate consequence of Theorem 5.3, we get the following result.
Corollary 5.4 ([11], Theorem 4.1) Let C be a semidualizing R-module over
a commutative ring R and let M and N be R-modules. There exist isomor-
phisms:
1. ExtiPC (M,N)
∼= ExtiR(HomR(C,M),HomR(C,N)).
2. ExtiIC (M,N)
∼= ExtiR(C ⊗RM,C ⊗R N).
Let E , F ⊆ A be two classes of objects. We say that the couple (E ,F)
is a balanced pair if E is precovering, F is preenveloping and the bifunctor
HomA(−,−) is right balanced by E × F in the sense of [5, Definition 8.2.13].
Note that in case where (E ,F) is a balanced pair we have, for two objects
M and N , the natural isomorphisms (see [5, Theorem 8.2.14]):
ExtiE(M,N)
∼= ExtiF(M,N)
∼= HiTot(Hom(E,F)),
where E is a left proper E-resolution of M , F is a right coproper F -resolution
of N and Tot(Hom(E,F)) is the total complex of the bicomplex Hom(E,F).
Theorem 5.5 Let (F,G) : A → B be an adjoint pair with X , Y ⊆ A, X ′, Y ′ ⊆
B subcategories. Assume (X ,Y) and (X ′,Y ′) are balanced pairs and FG(X) ∼=
X naturally for all X ∈ X , GF (Y ) ∼= Y naturally for all Y ∈ Y.
1. If G(X ′) ⊆ X , FG(M) ∼=M and FG(N) ∼= N naturally, then
ExtiY′(M,N)
∼= ExtiF (Y)(M,N).
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2. If F (Y) ⊆ Y ′, GF (L) ∼= L and GF (T ) ∼= T naturally, then
ExtiX (L, T )
∼= ExtiG(X ′)(L, T ).
Proof. 1. Let X ′ be a left proper X ′-resolution of M . Then by [6, Propo-
sition 4], G(X ′) is a left proper X -resolution of G(M). By hypothesis, X ′
can be written as X ′ = F (G(X ′)) and G(X ′) is a left proper X -resolution
of G(M). Hence ExtiY′(M,N)
∼= ExtiX ′(M,N)
∼= HiHom(F (G(X ′)), N) ∼=
HiHom(G(X ′), G(N)) ∼= ExtiX (G(M), G(N))
∼= ExtiY(G(M), G(N))
∼=(∗)
ExtiF (Y)(FG(M), FG(N))
∼= ExtiF (Y)(M,N), where the isomorphism (∗) holds
by Theorem 5.3(2).
2. Let Y be a right coproper Y-resolution of T . Then by [1, Proposition 2.5],
F (Y ) is a right coproper Y ′-resolution of F (T ). By hypothesis, Y can be writ-
ten as Y ∼= G(F (Y )) and F (Y ) is a right coproper Y-resolution of F (T ). Hence
ExtiX (L, T )
∼= ExtiY(L, T )
∼= HiHom(L,G(F (Y ))) ∼= HiHom(F (L), F (Y )) ∼=
ExtiY′(F (L), F (T ))
∼= ExtiX ′(F (L), F (T ))
∼=(∗) ExtiG(X ′)(GF (L), GF (T ))
∼=
ExtiG(X ′)(L, T ), where the isomorphism (∗) holds by Theorem 5.3(1).
We end the paper with a result which generalizes [11, Proposition 4.2]. It
needs the following lemma.
Lemma 5.6 Let (F,G) : A → B be an adjoint pair with X ⊆ A, Y ⊆ B self-
orthogonal subcategories. Assume Y ⊆ V = {Y ∈ A | FG(Y ) ∼= Y naturally}
and X ⊆ W = {X ∈ B | GF (X) ∼= X naturally}. The following conditions are
equivalent.
1. (F (X ),Y) is balanced in V × V.
2. (X , G(Y)) is balanced in W ×W.
Proof. 1.⇒ 2. LetM,N ∈ W . First note that by the equality εF (M)◦F (ηM ) =
idF (M), F (W) ⊆ V .
By hypothesis there is a Hom(−,Y)-exact sequence
· · · → F (X1)→ F (X0)→ F (M)→ 0.
Hence the sequence
· · · → X1 ∼= GF (X1)→ X0 ∼= GF (X0)→M ∼= GF (M)→ 0
is Hom(−, G(Y))-exact. Analogously, let
0→ F (N)→ Y 0 → Y 1 → · · ·
be Hom(F (X ),−)-exact. Then the sequence
0→ N ∼= GF (N)→ G(Y 0)→ G(Y 1)→ · · ·
is Hom(X ,−)-exact.
2.⇒ 1. follows from the same ideas that the reverse implication.
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Proposition 5.7 Let (F,G) : A → B be an adjoint pair with X ⊆ A, Y ⊆ B
subcategories.
1. Assume that for some M,N ∈ B, FG(M) ∼=M , ExtiX (G(M), G(Y )) = 0,
for all Y ∈ Y and all i ≥ 1 and ExtiY(F (X), N) = 0, for all X ∈ X and
all i ≥ 1. Then, ExtiF (X )(M,N)
∼= ExtiY(M,N) for all i ≥ 1.
2. Assume that for some M,N ∈ A, GF (N) ∼= N , ExtiX (M,G(Y )) = 0 for
all Y ∈ Y and all i ≥ 1 and ExtiY(F (X), F (N)) = 0 for all X ∈ X and
all i ≥ 1. Then, ExtiG(Y)(M,N)
∼= ExtiX (M,N) for all i ≥ 1.
Proof. It holds easily by [5, Theorem 8.2.14].
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