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La visio´n, o sentido de la vista, es una de las principales capacidades sensoriales de muchos
animales, adema´s del ser humano, ya que permite tanto extraer de forma continua infor-
macio´n del entorno que nos rodea, como reconocer los objetos por sus colores, formas y
movimiento. Los seres vivos con capacidad de percepcio´n visual distinguimos la distancia y
la profundidad de los objetos a trave´s de sombras, estereopsis, color y texturas. En concreto,
la percepcio´n visual permite al ser humano analizar el movimiento de los objetos que nos
rodean pudiendo predecir incluso eventos futuros mediante la extrapolacio´n de la informacio´n
recogida por los sentidos y as´ı evitar situaciones de peligro. Este ana´lisis visual, y posterior
anticipacio´n a los acontecimientos, conlleva una serie de operaciones de gran precisio´n que
las personas realizamos de forma inconsciente, ya que hemos vivido con esta capacidad desde
nuestro nacimiento.
Sin embargo, la percepcio´n visual tiene un gran coste biolo´gico asociado. Un claro ejemplo
es el sistema que posee el ser humano para el procesamiento de la informacio´n visual me-
diante la corteza cerebral, que destaca por ser un sistema extremadamente complejo [1]. De
forma particular, las cortezas asociativas ocupan gran cantidad de la corteza cerebral, donde
complejas redes neuronales establecen circuitos que permiten asociar diversos aspectos de la
percepcio´n sensorial, como la visual [2]. Este ejemplo destaca la gran importancia y la gran
cantidad de recursos, en te´rminos de capacidad neuronal, que se necesitan para procesar la
informacio´n visual con el objetivo de estructurar y tratar toda la informacio´n necesaria.
Comprender dicha complejidad e intentar procesar su volumen ha sido el principal objetivo
de muchas investigaciones que han derivado en grandes avances en visio´n estereosco´pica,
seguimiento de objetos, reconocimiento de patrones, etc. Sin embargo, pese a ser testigos
de innumerables avances en los campos relacionados con la visio´n por computador, se han
desarrollado muy pocos modelos capaces de aproximarse a la eficiencia y robustez de los
sistemas biolo´gicos.
Desde el punto de vista tecnolo´gico, hemos sido testigos de unos avances sin parango´n en las
capacidades computaciones disponibles en todos los a´mbitos de la computacio´n. A modo de
ejemplo, podemos destacar que en la actualidad un ciudadano medio tiene a su alcance las
mismas capacidades computaciones en te´rminos de FLOPS (operaciones en punto flotante
por segundo) que los grandes supercomputadores de hace tres de´cadas12.
El incremento en la capacidad de integracio´n (en la actualidad Samsung ha anunciado un
prototipo de System-on-Chip en 14nm [3]) ha supuesto la reduccio´n del elemento ba´sico en
la construccio´n de un computador, el transistor, y por ende mayores capacidades compu-
tacionales con el mismo a´rea de silicio. Adema´s, los esfuerzos realizados en la reduccio´n del
consumo se han traducido en una gama amplia de dispositivos al alcance de cualquiera que
abarca desde computadores porta´tiles, videoconsolas, tele´fonos mo´viles hasta sistemas de
12Linpack para sistemas Android: http://www.greenecomputing.com/apps/linpack/linpack-top-10
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monitorizacio´n en medicina o tele-deteccio´n.
1.1. Motivacio´n.
La estimacio´n de movimiento es un tema muy abordado a lo largo de los u´ltimos an˜os debido
a sus mu´ltiples aplicaciones relativas al procesamiento de la sen˜al, como son v´ıdeo-vigilancia,
disparidad binocular, tracking, etc. Dentro de este tema encontramos tres familias represen-
tativas de te´cnicas de estimacio´n: los modelos de emparejamiento [4], los de energ´ıa [5] y los
de gradiente [6]. La primera familia aplica plantillas, dando una idea del ajuste entre una de-
terminada ventana de comparacio´n y su ventana objetivo dentro de un espacio de bu´squeda
dado. Los modelos de energ´ıa hacen uso de probabilidades y esquemas bayesianos, de forma
que tenemos una distribucio´n final de soluciones va´lidas (poblaciones de filtros) no u´nicas.
Podr´ıamos resumir estos dos esquemas como una aplicacio´n de plantillas, buscando de forma
ideal un ajuste o´ptimo entre el movimiento y la plantilla, con problemas no triviales como el
contraste del est´ımulo, lo cual har´ıa necesario realizar complejas etapas de normalizacio´n.
La filosof´ıa de los modelos de gradiente sin embargo, viene dada por una solucio´n a la









Siendo I la intensidad de la imagen, donde la velocidad se calcula directamente a trave´s de
sendos cocientes de derivadas temporales y espaciales en cada punto [6]. En esta ecuacio´n
se asume la existencia de brillo constante [7, 8], asumiendo superficies Lambertianas que
reflejan la luz con igual intensidad en todas las direcciones, manteniendo su brillo constante,
y la asuncio´n de movimientos suaves [9], es decir, aquellos que se consideran que no son
bruscos, siendo la funcio´n diferenciable del brillo de la imagen.
Por otra parte, la percepcio´n del movimiento desde el punto de vista sensorial es un tema
fundamental para sobrevivir. Existen a´reas en el co´rtex visual cuya u´nica funcio´n es detectar
movimiento [10]. Uno de los retos actuales que todav´ıa no ha sido resuelto es una explicacio´n
plausible de co´mo el sistema visual puede calcular la velocidad del movimiento a partir de
los cambios espaciales y temporales de la imagen proyectada en la retina [11].
El modelo neuromo´rfico en el que se basa esta tesis [12] recoge conocimientos de la biolog´ıa
y la fisiolog´ıa cortical y esta´ basado en una estructura de operadores diferenciales espaciales
y temporales que luego se rotan en el espacio, acelerados mediante arquitecturas espec´ıficas
de hardware gra´fico [13].
Bajo estas premisas, esta tesis pretende converger hacia el estudio de un modelo de visio´n por
computacio´n basado en el comportamiento de los seres vivos denominado “bioinspirado”,
explotando un sistema con un acelerador gra´fico, siendo este esquema la tendencia actual
en sistemas tan dispares como supercomputadores de alto rendimiento o smartphones.
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1.2. Visio´n por computador / Sistemas de visio´n artificial.
Desde hace unos an˜os, la necesidad de automatizar la estimacio´n de movimiento ha sido
un tema muy abordado, ya que tiene mu´ltiples aplicaciones en diferentes campos como la
vigilancia, el control de tra´fico, la robo´tica, etc. La visio´n artificial, tambie´n conocida como
visio´n por computador (Computer Vision), es un subcampo de la inteligencia artificial que
incluye me´todos para adquirir, procesar, analizar y entender ima´genes y, en general, grandes
cantidades de datos procedentes del mundo real, con el objetivo de producir informacio´n
nume´rica o simbo´lica [14, 15, 16]. Un gran reto en este campo ha sido el desarrollo de modelos
que repliquen la capacidad de la visio´n humana por la v´ıa de la percepcio´n electro´nica y la
comprensio´n de una imagen [17]. Uno de los propo´sitos principales de la visio´n artificial es
construir un sistema capaz de interpretar una escena o alguna caracter´ıstica de una imagen,
cuyos principales objetivos enumeramos a continuacio´n:
La deteccio´n, segmentacio´n, localizacio´n y reconocimiento de ciertos objetos en una
imagen, como por ejemplo, el reconocimiento facial.
La evaluacio´n de resultados.
El registro de diferentes puntos de vista de la misma escena u objeto.
La correlacio´n de una escena a un modelo tridimensional, de forma que tal modelo
pueda ser utilizado por un robot para navegar por la escena fotografiada.
El seguimiento de un objeto a trave´s de una secuencia de ima´genes.
Estos, y otros objetivos, se consiguen por medio de reconocimiento de patrones, aprendiza-
je estad´ıstico, geometr´ıa proyectiva, procesamiento de ima´genes, teor´ıa de gra´ficos y otros
me´todos. La visio´n cognitiva por ordenador esta´ fuertemente relacionada con la psicolog´ıa
cognitiva y la computacio´n biolo´gica.
Dentro del campo de visio´n por computador existe una clasificacio´n [18] (figura 1) en fun-
cio´n de la granularidad del problema que ha sido ampliamente aceptada por la comunidad
cient´ıfica:
Procesamiento de nivel bajo [19], donde se trabaja directamente con los pixels de las
ima´genes para extraer las propiedades de e´stas, como el color, la textura, los bordes,
etc. En este nivel se analiza la imagen y conlleva un bajo nivel de construccio´n de
primitivas y codificacio´n.
Procesamiento de nivel intermedio [20], que consiste en agrupar los elementos obteni-
dos en el nivel bajo para obtener contornos y regiones, entre otras caracter´ısticas. La
segmentacio´n y el movimiento se pueden englobar en este nivel.
Procesamiento de alto nivel [21], donde se reconocen eventos y objetos espec´ıficos.
Consiste en la interpretacio´n de los datos obtenidos en los niveles anteriores. Para ello,
se utiliza la visio´n basada en modelos y la basada en conocimiento, con problemas que
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Figura 1: Niveles de procesamiento de la visio´n computacional [22].
Un reto al que nos enfrentamos es lograr implementar un sistema con estas caracter´ısticas
cuyo tiempo de respuesta se acerque a los requisitos del tiempo real, porque este tipo de
sistemas son ampliamente utilizados en la vida cotidiana y pueden tener un alto impacto
tecnolo´gico. A modo de ejemplo, los sistemas basados en visio´n artificial empleados en cam-
pos relacionados con las ima´genes me´dicas se venden actualmente por miles de millones de
do´lares cada an˜o.
Otro ejemplo, son los sistemas de visio´n artificial como ayuda a la automatizacio´n. Al igual
que en una cadena de montaje hay algunos trabajadores que tienen que inspeccionar las
piezas para poder juzgar la calidad del producto final, los sistemas de visio´n, a trave´s de
ca´maras digitales y software de procesamiento de ima´genes, realizan inspecciones y tomas de
decisiones basa´ndose en el ana´lisis de ima´genes digitales. Estos sistemas esta´n programados
para realizar tareas estrictamente definidas, aunque hasta ahora muy pocos ten´ıan ni la inte-
ligencia ni la capacidad de aprendizaje. Lo que se espera en muchos casos de estos sistemas
es una alta velocidad en el procesamiento de las ima´genes, operabilidad las 24 horas y la
posibilidad de repetir las mediciones.
Los componentes ba´sicos de un sistema de visio´n artificial son los que se detallan a conti-
nuacio´n. Algunos de ellos se encuentran en la misma ma´quina, como es el caso del sensor y
la iluminacio´n, que se incorporan a la ca´mara.
Sensor o´ptico. Para determinar cua´ndo un objeto en la escena se mueve.
Ca´mara. Para tomar las ima´genes de entrada y poderlas procesar.
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Iluminacio´n. Para resaltar objetos o caracter´ısticas de la escena que se quieren observar
y minimizar la aparicio´n de otros objetos u otras caracter´ısticas que no son interesantes.
Interfaz entre la ca´mara y el circuito disen˜ado/PC, conocida como framegrabber. Para
transformar la salida de la ca´mara en formato digital y poder transmitir esta informa-
cio´n.
Software. Para procesar las ima´genes recogidas por la ca´mara. Este tipo de software
normalmente requiere realizar varios pasos para procesar dichas ima´genes como reducir
el ruido o transformar escalas de grises en una combinacio´n de blanco y negro.
Sen˜ales digitales o conexiones de red. Para presentar los resultados.
Uno de los usos principales de los sistemas de visio´n artificial son la inspeccio´n y guiado
automa´tico de robots industriales [23]. Las aplicaciones ma´s comunes incluyen garant´ıa de
calidad, clasificacio´n, manejo de materiales, orientacio´n del robot y medicio´n o´ptica.
En este tipo de usos, uno de los problemas ma´s importantes que se necesitan solventar es
poder procesar toda la informacio´n que reciben de entrada en tiempo real, para as´ı poder res-
ponder de una manera adecuada en el tiempo deseado. Para realizar las tareas de procesado
de la informacio´n recogida por el sistema podr´ıan ser suficientes los procesadores de propo´sito
general, sin embargo, puesto que se espera que las respuestas se realicen en tiempo real, estas
tareas pueden hacerse de una manera ma´s ra´pida haciendo uso de aceleradores hardware.
Actualmente existen en el mercado aceleradores hardware que permiten esta tarea como son
las FPGAs13 (Field Programmable Gate Array), las GPUs14 (Unidades de Procesamiento
Gra´fico) o ciertos circuitos espec´ıficos ASIC15
1.3. Hitos arquitecto´nicos en los u´ltimos an˜os.
Gracias a los procesadores de propo´sito general podemos automatizar y emular la estimacio´n
de movimiento realizada por los seres vivos que poseen percepcio´n visual. Estos dispositivos
han ido evolucionando su arquitectura a lo largo de los an˜os incorporando mejoras orientadas
a la capacidad de ca´lculo y al consumo, entre otras.
El volumen y la complejidad de los datos que los computadores de hoy en d´ıa tienen que
procesar sigue aumentando de manera exponencial. A su vez, el rendimiento que se puede
lograr aumentando la frecuencia de reloj de un microprocesador ha llegado a los l´ımites f´ısi-
cos, lo que ha provocado la bu´squeda de otras soluciones a nivel arquitecto´nico.
En los u´ltimos an˜os hemos visto la aparicio´n de te´cnicas arquitecto´nicas como SIMD [24]
(del ingle´s Single Instruction, Multiple Data), de microprocesadores con mu´ltiples nu´cleos
(multicores) o la posibilidad de utilizar las GPUs, inicialmente pensadas u´nicamente para el









Figura 2: Taxonom´ıa de Flynn [25, 26] del disen˜o SIMD.
Los repertorios SIMD son un conjunto de instrucciones que permiten acelerar el rendimiento
de las aplicaciones, ya que su utilizacio´n conlleva la ejecucio´n de menos instrucciones al
procesarse varios elementos de datos a la vez (figura 2). Aunque la primera vez que se di-
sen˜aron instrucciones SIMD fue en los an˜os 70 [27], en supercomputadores vectoriales como
el CDC Star-10016, no es hasta 1996 cuando se incorporan en computadoras de sobremesa.
En concreto, la primera implementacio´n la lleva a cabo Intel en su arquitectura IA-32 en los
procesadores Pentium MMX 17 agregando 8 nuevos registros a la arquitectura (los llamados
registros MMn). Para simplificar el disen˜o se reutilizaban los ocho registros de la Unidad
de Coma Flotante (FPU), por lo que era necesario habilitar el procesador en un modo u
otro, haciendo altamente costoso el cambio de modo de ejecucio´n. Entre 1997 y 1998 Intel
lanza la segunda versio´n de MMX (MMX2) para intentar corregir algunas de las limitaciones
encontradas en la especificacio´n original.
El fabricante Intel, en 1999, introduce una extensio´n a MMX, de la arquitectura ×86, llamada
SSE (del ingle´s Streaming SIMD Extensions) [28] en la que se an˜aden otros 8 nuevos regis-
tros de 128 bits cada uno (XMM0 - XMM7) y un registro adicional de control (MXCSR), que
trabajan mayormente con datos en coma flotante de precisio´n simple. Estas instrucciones son
especialmente adecuadas para el procesamiento de gra´ficos 3D, software de reconocimiento
de voz o para decodificar MPEG2, que es un codec de audio y v´ıdeo ampliamente utilizado.
A diferencia de MMX, la utilizacio´n de SSE no implicaba inhabilitar la FPU.
16CDC Star-100: http://homepages.inf.ed.ac.uk/cgi/rni/comp-arch.pl?Vect/star100.html,Vect/
star100cpu-f.html,Vect/menu-cyb.html
17Conjunto de instrucciones MMX: http://www.plantation-productions.com/Webster/www.artofasm.
com/Windows/HTML/TheMMXInstructionSet.html
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Desde su aparicio´n hasta ahora han ido surgiendo diferentes versiones que han ido mejo-
rando dicho repertorio. La versio´n SSE2, introducida con los Pentium IV en 2001, an˜ad´ıa
instrucciones para doble precisio´n (64-bit) y extend´ıa las instrucciones enteras de MMX para
operar sobre 128-bit en los registros XMM. La principal ventaja que posee esta versio´n es
que permite trabajar con estos tipos de datos sin emplear las instrucciones de la Unidad de
Coma Flotante (FPU) ni la extensio´n MMX. En total se agregaron con esta nueva versio´n
unas 144 instrucciones, haciendo de esta una de las mejoras ma´s significativas dentro de la
tecnolog´ıa SSE.
La extensio´n SSE3, tambie´n conocida como Prescott New Instructions (PNI), se presento´ en
2004 con los procesadores Pentium IV 5xx y brindaba un nuevo conjunto de instrucciones
matema´ticas y de manejo de procesos. Con la aparicio´n de los procesadores Intel Core 2
Duo y Xeon en 2006, se presenta la versio´n SSSE3 (Supplemental SSE3) para mejorar la
velocidad de ejecucio´n proporcionando 32 nuevas instrucciones. En 2007 aparece la extensio´n
SSE4, que an˜ade instrucciones adicionales para enteros, una para el producto escalar, etc.
A principios de 2008 Intel lanza AVX (Advanced Vector Extensions) [29] como una versio´n
avanzada de SSE que, entre otras mejoras, amplia el path de datos de 128 bits a 256 bits,
aunque no ha sido implementado por sus procesadores hasta el primer trimestre del an˜o
2011 en su gama de procesadores Sandy Bridge. AVX introduce un formato SIMD de 3 y
4 operandos donde el operando destino es diferente de los operandos fuente, haciendo que
estas instrucciones sean no destructivas.
En primavera de 2009 se empieza a o´ır hablar de un nuevo conjunto de instrucciones llamado
Larrabee18 (LRBni), en el que Intel introduc´ıa un nuevo conjunto de instrucciones vectoriales,
an˜adiendo dos tipos de registros a la arquitectura: 32 nuevos registros vectoriales de 512 bits
y 8 nuevos registros para ma´scaras vectoriales de 16 bits. Las instrucciones pueden tener
dos anchos, 16 y 8, de esta manera se puede operar una instruccio´n LRBni en los registros
vectoriales, como se puede observar en la figura 3.
Figura 3: Tipos de datos vectoriales soportados por LRBni.
18Informacio´n sobre Larrabee: http://software.intel.com/en-us/articles/larrabee
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Por u´ltimo, y continuando con la tendencia de an˜adir ma´s funcionalidades vectoriales, se
espera que con Haswell19,(microarquitectura de nuevos procesadores de Intel que tienen pre-
vista su salida a lo largo del 2013), se ampl´ıe el juego AVX (en lo que se conocera´ como
AVX2 o Haswell New Instruction20) con nuevas instrucciones que funcionara´n tambie´n sobre
nu´meros naturales.
Por su parte, si hablamos de AMD, en 1998 introduce en sus procesadores K6-2 la extensio´n
multimedia 3DNow!21, un an˜adido de instrucciones SIMD para obtener mayor rendimiento
en el procesamiento de vectores. Esta extensio´n constaba de 21 instrucciones que soporta-
ban operaciones en punto flotante tipo SIMD, no siendo hasta 2001 cuando AMD decide
incluir SSE en sus procesadores Athlon XP. Con la aparicio´n del nu´cleo Venice en 2004 se
incluye el conjunto de instrucciones SSSE3 en los procesadores de AMD. Ya en 2007, AMD
anuncia el conjunto de instrucciones SSE5 como suplemento a las instrucciones SSE de 128
bits presentes en la arquitectura AMD64. Estas incluyen innovaciones en la arquitectura ×86
como un conjunto de instrucciones condicionales y permutaciones para el movimiento de
datos, aunque en 2009 AMD las remplaza por los conjuntos de instrucciones XOP (eXten-
ded Operations) y CVT16 (half-precision floating point converts), capaces de codificar las
instrucciones de forma compatible con el conjuto de instrucciones AVX propuesto por Intel.
La futura extensio´n del conjunto de instrucciones SIMD para 128 y 256 bits en los micropro-
cesadores ×86 recibe el nombre de FMA ya que soportara´ operaciones de este tipo (del ingle´s
Fused Multiply-Add). Existen dos variantes, la FMA3 (three-operand Fused Multiply/Add)
y la FMA4 (four-operand Fused Multiply/Add), donde la principal diferencia entre ambas
radica en que una operacio´n puede tener tres operandos o cuatro, respectivamente. La ven-
taja de tener tres operandos es la de acortar el co´digo y hacer la implementacio´n hardware
ma´s sencilla, mientras que con cuatro operandos existe mayor flexibilidad a la hora de pro-
gramar. Cabe destacar que, aunque ambas versiones son funcionalmente ide´nticas, no son
compatibles.
En enero de 2012 AMD anuncia que los procesadores Trinity y Vishera, basados en la arqui-
tectura Piledriver, soportan FMA3, mientras que Intel no la soportara´ hasta la aparicio´n de
los procesadores de la familia Haswell, en 2013, y los de la familia Broadwell, en 2014.
Con respecto a la variacio´n FMA4, la arquitectura Bulldozer de AMD soporta esta extensio´n.
Actualmente coexisten FMA3 y FMA4, pero es dif´ıcil prever cua´l de los dos dominara´ en el
futuro. Tambie´n es posible que los pro´ximos procesadores soporten ambas formas.
Aunque se ha centrado el presente estudio preliminar en AMD e Intel, las extensiones SIMD
no son exclusivas de estas tecnolog´ıas. La tabla 1 muestra otros fabricantes y alternativas,
como Motorola o Sony/Toshiba, que ofrecen instrucciones SIMD con AltiVec, para enteros
y punto flotante.
19Noticia sobre Haswell y AVX2: http://www.madboxpc.com/intel-haswell-22nm-soportara-instrucciones-avx2/




Fabricante Arquitectura Tecnolog´ıa An˜o
Intel
P6/Pentium M MMX, SSE, SSE2, SSE3 1995
NetBurst SSE2 2000
Core SSE3, SSSE3, SSE4, SSE4.1 2006
Nehalem SSE4.2 2007
Sandy/Ivy Bridge AVX 2009/2011
Haswell AVX2 2013
HP
PA-RISC 2.0 MAX-2 [30] 1996
(MultiMedia Acceleration eXtension)
AMD
K6 MMX, 3DNow! 1998
K7 MMX, 3DNow!+, SSE 1999
K8 MMX, 3DNow!+, SSE2, SSE2, SSE3 2003
K10/K10.5 MMX, SSE, SSE2, SSE3, SSE4a, 2007
Enhanced 3DNow!
AVX, SSE4.2, SSE4.1, XOP,
Bulldozer CVT16, MMX, SSE, SSE2, SSE3, 2011
SSE4a, Enhanced 3DNow!
Compaq (digital) Alpha MVI (Motion Video Instruction) Mediados 90’s




Sony/Toshiba Cell (PPE) AltiVec 2001
Tabla 1: Resumen de fabricantes y tecnolog´ıas con SIMD.
1.3.2. Procesadores con varios nu´cleos.
Durante de´cadas, el rendimiento de una CPU se pod´ıa mejorar reduciendo el a´rea del circuito
integrado, que a su vez supon´ıa una bajada en el coste. De manera alternativa, se pod´ıan
utilizar mayor nu´mero de transistores para una misma zona del circuito, lo que provoco´ el
aumento en su funcionalidad y mayores frecuencias de reloj, pudiendo pasar de los MHz que
se obten´ıan en la de´cada de los 80, hasta llegar a los GHz de los an˜os 2000. Mantenerse al
d´ıa con la Ley de Moore [31, 32] ha resultado cada vez ma´s dif´ıcil, ya que las tecnolog´ıas de
fabricacio´n de chips se han ido acercando a sus l´ımites f´ısicos. En respuesta, los fabricantes de
microprocesadores buscaron otras maneras de mejorar el rendimiento [33]. Como consecuen-
cia del consumo derivado de aumentar la frecuencia de reloj y a la disipacio´n de energ´ıa, la
computacio´n paralela en procesadores multicore aparecio´ como alternativa, haciendo posible
tener ma´s de un procesador en el mismo circuito integrado.
Un procesador multicore es simplemente un chip que contiene ma´s de un nu´cleo o core [34].
Esto permite que el rendimiento potencial del procesador se multiplique por el nu´mero de
nu´cleos (siempre y cuando el sistema operativo y el software este´n disen˜ados para ello),
haciendo posible la comparticio´n entre nu´cleos de algunos componentes como la cache. Otra
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ventaja que poseen los procesadores multicore es que, al encontrarse muy cerca f´ısicamente,
se pueden comunicar ma´s ra´pido de lo que lo har´ıan procesadores separados en un sistema
multiprocesador, posibilitando as´ı mejoras en el rendimiento global.
IBM lanzo´ el primer procesador multicore, llamado Power 4 [35], en 2001 para sus servidores
RISC, pero no es hasta 2005 cuando AMD e Intel dan a conocer los primeros computadores
personales que pose´ıan doble nu´cleo. A partir de 2009 los sistemas PC o porta´tiles vienen
utilizando los procesadores dual-core y los quad-core, mientras que en mercados profesionales
con sistemas de servidores o estaciones de trabajo, se utilizan procesadores con un nu´mero
de nu´cleos que var´ıa entre 4 y 16. Otro ejemplo es el de Sun Microsystems, que lanzo´ los
chips Niagara y Niagara 2, los cuales cuentan con un disen˜o de ocho nu´cleos adema´s, el
Niagara 2 soporta ma´s hilos y funciona a 1,6 GHz.
En 2012 Intel lanzo´ al mercado la familia de procesadores multicore, conocida con el nombre
en clave Ivy Bridge, que incluyen, entre otras caracter´ısticas, una tecnolog´ıa de fabricacio´n de
los microprocesadores de 22 nm, un pipeline de 14 fases (heredado de la arquitectura Intel
Core) y transistores Tri-Gate [36], que implica menos del 50 % de consumo energe´tico al
mismo nivel de rendimiento respecto de los transistores planos. Actualmente en el mercado
podemos encontrar el procesador multicore Intel Xeon Processor E7-8870 22, de 32 nm, que
posee 10 nu´cleos y una velocidad de reloj de 2.8 GHz o el modelo Intel Core i7-3920XM
Processor Extreme Edition23, de 22 nm, que posee 4 nu´cleos y una frecuencia de reloj ma´xi-
ma de 3.8 GHz. Por su parte, la compan˜´ıa AMD saco´ la familia de procesadores AMD FX24
a lo largo del 2012, con hasta 8 cores en un mismo procesador y 4 GHz de frecuencia de reloj.
A la pro´xima generacio´n de microprocesadores multicore que Intel lanzara´ a lo largo del an˜o
2013 se la conoce con el nombre en clave Haswell, que incorporara´n el conjunto de instruccio-
nes AVX2 (que incluyen gather 25, la expansio´n a 256 bits de la mayor´ıa de las instrucciones
enteras de AVX y soporte de FMA3, entre otras caracter´ısticas).
22Especificaciones del procesador Intel Xeon E7-8870: http://ark.intel.com/m/products/53580/
Intel-Xeon-Processor-E7-8870-30M-Cache-2_40-GHz-6_40-GTs-Intel-QPI
23Caracter´ısticas del procesador Intel Core i7-3920XM http://ark.intel.com/products/64887/
intel-core-i7-3920xm-processor-extreme-edition-8m-cache-up-to-3_80-ghz
24Procesadores AMD FX: http://www.amd.com/es/products/desktop/processors/amdfx/Pages/
amdfx.aspx
25Se podra´ acceder a la vez a varias posiciones no contiguas en memoria, aumentando considerablemente las
capacidades de procesado vectorial de la arquitectura ×86-64
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Figura 4: Distintos esquemas multicore.
La figura 4 compara de forma esquema´tica un procesador con un nu´cleo, con varias variantes
de procesadores con dos nu´cleos, pudiendo estos compartir los distintos niveles de cache
o no. En este caso, la diferencia entre el procesador AMD Opteron Athlon y el Intel Core
Duo Xeon es que el primero posee una cache de nivel 2 para cada nu´cleo mientras que el
segundo la comparte entre ambos. La ventaja de compartir niveles de cache es que permite
una mayor utilizacio´n, lo que puede suponer un ahorro de energ´ıa, as´ı como mayores tasas
de acierto en determinados escenarios. Sin embargo, esa misma memoria cache compartida
puede crear fa´cilmente conflictos a la hora de obtener recursos. En el caso del Intel Itanium
2 se puede observar como cada nu´cleo posee 3 niveles de cache (L1, L2 y L3) independientes.
Por su parte, la figura 5 muestra un esquema ma´s actual, el de un procesador Ivy Bridge, en
el que se pueden observar cuatro nu´cleos que comparten el tercer nivel de cache. Adema´s,
en el chip se incluye el procesador gra´fico.
Figura 5: Esquema multicore del procesador Ivy Bridge. Fuente: Intel.
Tambie´n son de especial intere´s los procesadores multicore asime´tricos que poseen el mismo
repertorio de instrucciones, o al menos un conjunto comu´n amplio, haciendo de esta forma
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ma´s simple el desarrollo software, uno de los principales obsta´culos para la adopcio´n de
arquitecturas heteroge´neas a una escala ma´s global. A este tipo de procesadores se les conoce
con el nombre de ASISA (Asymmetric Single-ISA) [37] y han sido propuestos como una
alternativa ma´s eficiente, en te´rminos de consumo-rendimiento, a las arquitecturas multicore
homoge´neas, entre otros motivos, por la posibilidad de poseer, en un mismo procesador, cores
con distinto balance consumo-rendimiento en funcio´n del tipo de aplicaciones que ejecuten.
Actualmente no existen procesadores comerciales de este tipo. La figura 6 compara, con un
esquema, una arquitectura homoge´nea con otra asime´trica.
Figura 6: Arquitectura homoge´nea (izquierda) frente a arquitectura asime´trica (derecha).
1.4. Aceleradores consolidados.
Uno de los aceleradores hardware consolidados en el mercado es el gra´fico, debido a que
se encuentran disponibles en una amplia gama de dispositivos electro´nicos. Su relativo bajo
coste ha motivado su extensio´n y aceptacio´n. Su desarrollado ha venido a la par que el in-
cremento de uso gracias a la industria de los videojuegos. Estos dispositivos esta´n basados
en sistemas multinu´cleo con una jerarqu´ıa de memoria compleja. Estas plataformas esta´n
disen˜adas para aprovechar el alto grado de paralelismo de datos en el renderizado de escenas
en 3D. Sin embargo, se pueden utilizar hoy en d´ıa como coprocesadores paralelos mediante
la ejecucio´n de un alto nu´mero de threads simulta´neamente. A modo de ejemplo, empleando
tecnolog´ıa actual, un chip de NVIDIA GK110 [38] (Tesla K20X) alcanza un rendimiento
ma´ximo de 3,95 TeraFLOPs en precisio´n simple con 2688 cores incorporando la nueva ar-
quitectura Kepler, mientras que un procesador Intel Core i7-3930 [39] u´nicamente puede
completar 154 GigaFLOPs. Esta sorprendente potencia de co´mputo ha servido para llamar
la atencio´n de muchos programadores y cient´ıficos procedentes de mu´ltiples a´reas, que esta´n
utilizando las GPUs actuales como sistemas paralelos que permiten acelerar sus propias apli-
caciones. Como se puede apreciar en la figura 7, el uso de este tipo de arquitecturas esta´ cada
vez ma´s extendido, pudiendo encontrar dentro del TOP 500 [40] de supercomputadores un
incremento de su utilizacio´n comparado con el an˜o anterior. Como ejemplo, si analizamos
las caracter´ısticas del primer supercomputador del TOP500 (consultado en noviembre del
2012), el Cray Titan, podemos observar que posee 299.008 AMD Opteron cores y 18.688
aceleradores GPU de Nvidia del tipo Tesla K20 [41].
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Figura 7: Computacio´n de altas prestaciones: TOP500.
Como complemento al TOP500, podemos consultar tambie´n la lista Green500 [42], que
clasifica el TOP500 de supercomputadores segu´n la eficiencia energe´tica. El objetivo de
“rendimiento a cualquier precio” en operaciones computacionales ha llevado a la aparicio´n
de supercomputadores que consumen grandes cantidades de energ´ıa ele´ctrica y que produ-
cen tanto calor que deben construirse grandes instalaciones de refrigeracio´n para asegurar su
correcto funcionamiento. Para hacer frente a esta tendencia, desde 2007 la lista Green500
premia el rendimiento con eficiencia energe´tica para la supercomputacio´n sostenible. En este
ranking podemos observar como el Cray Titan ocupa la tercera posicio´n.
Otro ejemplo de co´mo las l´ıneas de investigacio´n actuales persiguen el bajo consumo ser´ıa
el proyecto europeo Mont-Blanc [43], que tiene como principal objetivo desarrollar un super-
computador energe´ticamente eficiente con tecnolog´ıa disponible de bajo consumo, intentando
obtener los mejores resultados medidos en MFLOPS/W. Este proyecto se ha decantado por
la plataforma Samsung Exynos para construir su prototipo de supercomputador que inte-
grara´ tecnolog´ıa de los tele´fonos mo´viles y tablets. As´ı, el chip escogido es el Samsung
Exynos 5 Dual26, que utilizan tanto el Samsung Chromebook como el Nexus 10, que llevan
un procesador Samsung Exynos de dos nu´cleos ARM Cortex A-15 [44] a 1.7 GHz y una GPU
ARM Mali T-604 [45].
26Informacio´n sobre el chip Exynos 5 Dual de Samsung: http://www.samsung.com/global/business/
semiconductor/minisite/Exynos/products5dual.html
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1.5. Objetivo general, organizacio´n de la tesis doctoral y principales
contribuciones derivadas.
Bajo las premisas antes expuestas, y ante la necesidad actual de encontrar soluciones efi-
cientes desde el punto de vista energe´tico, en esta tesis se abordara´ la aceleracio´n hardware
de un modelo de flujo o´ptico robusto fuertemente bioinspirado. La principal motivacio´n de
esta tesis se sustenta en la mayor presencia de aceleradores hardware en los dispositivos de la
vida cotidiana. A modo de ejemplo, encontramos soluciones arquitecto´nicas que incorporan
GPUs, no solamente en computacio´n de altas prestaciones, sino que hoy en d´ıa tambie´n
esta´ presente hasta en los dispositivos mo´viles de u´ltima generacio´n, ya mencionados al prin-
cipio de este cap´ıtulo.
El siguiente trabajo esta´ organizado en seis cap´ıtulos, de forma que en el cap´ıtulo 2 se abor-
da la estimacio´n de movimiento desde el punto de vista de la computacio´n, profundizando
en las distintas familias de algoritmos existentes y analizando trabajos e implementaciones
previas en distintos tipos de aceleradores. Adema´s, se presentan tambie´n los est´ımulos que
han servido para el desarrollo de este trabajo, as´ı como las me´tricas de error consideradas. El
cap´ıtulo 3 expone en profundidad el algoritmo en el que se ha basado esta tesis (McGM) y
la teor´ıa en la que se basa, describiendo las principales bondades que ofrece respecto a otros
algoritmos. En el cap´ıtulo 4 se profundiza en los procesadores gra´ficos o GPUs, su historia y
estado del arte, sus u´ltimas arquitecturas, tendencias futuras y su modelos de programacio´n.
El cap´ıtulo 5 presenta la implementacio´n de McGM en GPUs y se analiza si es conveniente el
uso de estas tecnolog´ıas para alcanzar requisitos de tiempo real. Como consecuencia de este
u´ltimo estudio, en el cap´ıtulo 6 se presentan te´cnicas de reduccio´n del consumo de memoria
para hacer viable su uso en GPUs. Para finalizar el trabajo, en el cap´ıtulo 7 se presentan
las principales conclusiones de esta tesis, las posibles l´ıneas que podr´ıan surgir a ra´ız de este
trabajo y una breve descripcio´n de la extensio´n en el a´mbito de ingenier´ıa biome´dica.
Esta tesis doctoral viene avalada por las publicaciones que se detallan a continuacio´n, orde-
nadas segu´n su fecha de publicacio´n:
“GPU-Based Signal Processing Scheme for Bioinspired Optical Flow”, F. Ayuso, C.
Garcia, G. Botella, M. Prieto, F. Tirado, en IEEE 21th International Conference on
Field Programmable Logic and Applications (pa´g. 2011-2011), Septiembre 2011 [46].
“Pre-procesamiento de Flujo O´ptico Robusto en Hardware Gra´fico”, F. Ayuso, C. Gar-
cia, G. Botella, M. Prieto, F. Tirado, en XXII Jornadas de Paralelismo (pa´g. 323-328),
Universidad de la Laguna. Septiembre 2011 [47].
“GPU-based acceleration of bioinspired motion estimation model”, F. Ayuso, C. Gar-
cia, G. Botella, M. Prieto, F. Tirado, en 4th Workshop on Parallel Architectures and
Bioinspired Algorithms, Octubre 2011 [48].
“GPU-based acceleration of bio-inspired motion estimation model”, F. Ayuso, C. Gar-
cia, G. Botella, M. Prieto, F. Tirado, en Concurrency and Computation: Practice and
Experience,vol. 25 (8): pa´g. 1037-1056. Octubre 2012 [49].
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“Multi-GPU based on multicriteria optimization for motion estimation system”, C.
Garc´ıa, G. Botella, F. Ayuso, M. Prieto, F. Tirado, Francisco, en EURASIP Journal on
Advances in Signal Processing, vol. 2013 (1): pa´g. 1-12. Febrero 2013 [50].
“Implementation of a Low-Cost Mobile Devices to support Medical Diagnosis”, C.
Garc´ıa, G. Botella, F. Ayuso, D. Gonza´lez, M. Prieto, F. Tirado, en Computational
and Mathematical Methods in Medicine. En Prensa [51].
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2. Estimacio´n de movimiento.
2.1. Introduccio´n y estado del arte.
La estimacio´n de movimiento es uno de los problemas fundamentales en el a´mbito de la visio´n
por computador o del tratamiento de v´ıdeo digital. El objetivo es calcular el campo de vecto-
res que describe el movimiento aparente entre dos fotogramas de una secuencia. Hablamos
de movimiento aparente porque no hay que olvidar que las sen˜ales de imagen en movimiento
son la proyeccio´n en el plano, en instantes discretos de tiempo, de escenas tridimensionales.
Como consecuencia se observa una pe´rdida de informacio´n que hace necesaria la distincio´n
entre el movimiento real que se proyecta sobre el plano y el movimiento aparente que, junto
con su velocidad, es lo que el observador nota mediante la variacio´n del contenido visual de
las ima´genes de la secuencia. Un efecto de lo anterior es que, en condiciones en las que no
existe suficiente gradiente espacial en la imagen o se encuentran cambios en la iluminacio´n,
el flujo o´ptico (velocidad aparente provocada por los cambios de intensidad de la imagen) y
el movimiento real no tienen por que´ coincidir, teniendo este proceso una alta complejidad
de ca´lculo en la codificacio´n de v´ıdeo [52]. Como es usual en el procesamiento de sen˜ales,
nos encontraremos con un compromiso entre el tiempo de procesado y el taman˜o de los
datos respecto a la calidad del v´ıdeo comprimido. Por ello, en la actualidad, muchas de las
investigaciones dentro el campo de la codificacio´n de v´ıdeo se centran en buscar algoritmos
que puedan realizar de manera ma´s eficiente la estimacio´n de movimiento.
En este cap´ıtulo se examinara´n algunos de los algoritmos utilizados con ma´s frecuencia en
visio´n por computador y estimacio´n del flujo o´ptico, su eficiencia computacional y su inspira-
cio´n biolo´gica. Se han planteado una gran cantidad de me´todos para la estimacio´n del flujo
o´ptico, que derivan de la teor´ıa de la sen˜al, la inteligencia artificial, la robo´tica, la psicolog´ıa
y la biolog´ıa. Es posible encontrar una amplia bibliograf´ıa al respecto, de la que se hara´ un
estudio lo ma´s descriptivo posible sin tener que exponer todos los algoritmos existentes, pues-
to que no es el objetivo de este cap´ıtulo, con el fin de poder justificar el modelo explicado
en el cap´ıtulo 3 dentro de un entorno suficientemente clasificado, describiendo aqu´ı so´lo las
cuestiones ma´s relevantes e importantes dentro de esta disciplina.
Cada campo ofrece su particular motivacio´n y aportacio´n al problema, dando como resul-
tado una gran gama de diversos algoritmos. Sin embargo, pese a la existencia de una gran
diversidad, los modelos de flujo o´ptico se pueden clasificar en tres categor´ıas. Adema´s, se
van a repasar las implementaciones existentes hasta ahora de estas familias de algoritmos en
distintos tipos de aceleradores como son las FPGAs, las GPUs o los circuitos espec´ıficos.
2.2. Familias de algoritmos.
Dependiendo de cada aplicacio´n, es apropiado utilizar una u otra aproximacio´n a la estima-
cio´n de movimiento. El teorema del muestreo [53] expone que la reconstruccio´n exacta de
una sen˜al perio´dica continua en banda base a partir de sus muestras, es matema´ticamente
posible si la sen˜al esta´ limitada en banda y la tasa de muestreo es superior al doble de su
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ancho de banda. De esta forma se garantiza que, en el campo del procesamiento de ima´genes
en movimiento, el desplazamiento entre 2 fotogramas es pequen˜o si lo comparamos con la
escala del patro´n de entrada. Si deja de cumplirse este teorema, aparece el feno´meno de
aliasing 27, lo que en ima´genes espacio-temporales produce estructuras sin ninguna relacio´n
entre s´ı o falsas inclinaciones. Como ejemplo de aliasing temporal, puede observarse como
las aspas de un ventilador a veces parecen girar en sentido inverso del que en realidad lo
hacen, cuando se les filma o cuando son iluminadas por una fuente de luz parpadeante. En
definitiva, no se pueden estimar desplazamientos largos procedentes de patrones de entrada
con escalas pequen˜as. Adicionalmente a este problema, se tiene el denominado problema de
la apertura28 [54, 8, 55]. Estos dos problemas (aliasing y apertura) conforman el llamado
problema global de la correspondencia [56].
Conforme a un acuerdo general, existen tres categor´ıas para organizar los algoritmos y te´cni-
cas utilizadas para estimar el flujo o´ptico [57], que son: los modelos de energ´ıa, los modelos
de emparejamiento y los modelos de gradiente. A continuacio´n se describe cada uno de ellos.
2.2.1. Modelos de emparejamiento.
Tambie´n conocidos como Block Matching o me´todos basados en correspondencia [58], el
procedimiento de estos modelos consiste en la comparacio´n de posiciones dentro de la estruc-
tura de la imagen entre fotogramas contiguos. De esta forma infieren la velocidad a partir
del cambio en cada lugar. Probablemente son los me´todos ma´s intuitivos para recuperar
direccio´n de movimiento y velocidad [4].
Cada una de las ima´genes pertenecientes a una secuencia de v´ıdeo se divide en bloques
rectangulares (generalmente cuadrados) denominados macrobloques. El me´todo pretende
detectar el movimiento entre ima´genes con respecto a los macrobloques que las constituyen.
Los bloques del fotograma actual son cotejados con los bloques del fotograma de destino
o de referencia (anterior al actual, generalmente el primero), deslizando el actual a lo largo
de una regio´n concreta de p´ıxeles del fotograma de destino (figura 8). Los cambios en la
posicio´n indican movimiento en el tiempo, es decir, velocidad.
Los criterios de semejanza se utilizan para medir la similitud entre bloques de ima´genes.
Uno de los ma´s utilizado es el Sumatorio de Diferencias Absolutas (SAD, Sum of Absolute
Differences) [59], que se define de la siguiente manera:







|It(x, y)− It−1(x+ u, y + v)| (2)
Siendo It(x,y) el valor del pixel en la coordenada (x,y) en el fotograma t; (u,v) representa
el desplazamiento del macrobloque candidato y N el taman˜o del bloque. Otros criterios que
27Efecto que causa que sen˜ales continuas distintas se tornen indistinguibles cuando se muestrean digitalmente.
28Aparece cuando se miden las dos componentes de la velocidad bidimensional usando so´lo medidas locales.
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tienen un uso extendido son la Correlacio´n Cruzada Normalizada [60, 61] (Normalized Cross
Correlation, NCC) o la Clasificacio´n por Diferencia de P´ıxel [62] (Pixel Difference Classifica-
tion, PDC).
Uno de estos criterios de semejanza determina la eleccio´n del bloque con mayor similitud (o
que minimiza un error medido) de entre los candidatos dentro de la ventana de bu´squeda de
taman˜o fijo del fotograma de referencia. Si el bloque elegido no se encuentra en la misma
posicio´n en ambos fotogramas, significa que se ha movido. La distancia del bloque coincidente
entre el fotograma actual y el de referencia se define como el vector de desplazamiento
estimado, y sera´ el que se le asigne a todos los p´ıxeles del macrobloque.
Ventana de búsqueda
Patrón a buscar
Figura 8: Ejemplo de estimacio´n de movimiento con Block Matching.
En el caso ideal, los p´ıxeles correspondientes de los bloques coincidentes ser´ıan exactamente
iguales. No obstante, ese caso sucede en muy raras ocasiones, ya que la forma de los objetos
en movimiento var´ıa con respecto al punto de vista del observador o la luz reflejada sobre su
superficie, y siempre nos veremos afectados por el ruido.
Los algoritmos de Block Matching se caracterizan por una bu´squeda exhaustiva y un funcio-
namiento iterativo, lo que los hace ser unos algoritmos con una ejecucio´n muy lenta, requi-
riendo una cantidad de recursos prohibitiva en muchos casos. Si la imagen es de taman˜o M2,
la plantilla de bu´squeda es de taman˜o N2, y la ventana de bu´squeda es de taman˜o L2 en-
tonces la estimacio´n total de complejidad de co´mputo requerida ser´ıa del orden de M2N2L2.
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La bu´squeda exhaustiva (FST - Full Search Technique) no es el u´nico algoritmo perteneciente
a la familia de modelos de emparejamiento. La tabla 2 resume algunos algoritmos que siguen
la filosof´ıa de Block Matching y su complejidad computacional asociada.
Algoritmo Nu´mero ma´ximo Complejidad
de puntos de bu´squeda computacional
FST (2w+1)2 O(N2)
TSST [63] 1+8log2(w+1) O(log2N)
LOGST [58] 2+7log2w O(log2N)
DS [64] 9+5log2w O(log2N)
CSA [65] 5+4log2w O(log2N)
4SST [66] 18log2((w+1)/4)+9 O(log2N)
Tabla 2: Algoritmos de la familia de modelos de emparejamiento y su complejidad computacional donde w es
el taman˜o del desplazamiento.
La figura 9 muestra un ejemplo del algoritmo de bu´squeda en 3 pasos (TSST - Three-Step
Search Technique) donde el primer paso es asignar el taman˜o de la ventana de bu´squeda, que
sera´ la mitad del a´rea de bu´squeda. Se seleccionan en cada paso nueve puntos candidatos,
incluyendo el punto central y los ocho puntos de comprobacio´n en el l´ımite de la ventana de
bu´squeda. El segundo paso es mover el centro de bu´squeda hacia adelante hasta el punto
coincidente con el m´ınimo valor SAD de la etapa anterior, reduciendo a la mitad el taman˜o
de la ventana de bu´squeda. Por u´ltimo, en el tercer paso se detiene el proceso de bu´squeda.
Se reduce de nuevo el paso (hasta valer 1 pixel) y se repite el proceso de nuevo.
Figura 9: Explicacio´n de los tres pasos del algoritmo TSST.
La bu´squeda logar´ıtmica en 2-D (LOGST - 2-D Logarithm Search Technique) utiliza un
patro´n de bu´squeda transversal en cada etapa en forma de ”+”, con un taman˜o del paso
inicial de d/4. El taman˜o del paso se reduce cuando el punto m´ınimo de la etapa anterior
es el del centro o cuando el punto m´ınimo actual alcanza el l´ımite de la ventana de bu´sque-
da. Si ninguna de estas dos condiciones se alcanzan, el taman˜o del paso sigue siendo el mismo.
Por su parte, el algoritmo de bu´squeda en diamante (DS - Diamond Search) en cada paso
trata de encontrar el punto con menor valor SAD entre sus cuatro puntos adyacentes, siendo
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este el centro en el siguiente paso. El criterio que utiliza para parar la bu´squeda es almacenar
los valores m´ınimos de SAD de los dos u´ltimos pasos y si el actual es mayor que los dos
anteriores, entonces el algoritmo termina.
El algoritmo de bu´squeda cruzada (CSA - Cross-Search Algorithm) es similar al de la bu´sque-
da logar´ıtmica. En la tabla 2, el te´rmino w denota el mayor desplazamiento permitido. Los
pasos que sigue este algoritmo son los siguientes:
1. El bloque central se compara con el bloque actual y si el valor de SAD es menor que
un cierto umbral, se considera que el algoritmo ha alcanzado la condicio´n de parada.
2. Se escoge el primer conjunto de puntos en forma de ’X’ alrededor del centro y se mueve
el centro al punto con el m´ınimo SAD. Normalmente el taman˜o del paso se escoge
como la mitad del desplazamiento ma´ximo.
3. Si el taman˜o del paso fuese mayor que 1, se reduce este a la mitad y se vuelve al paso
2. En caso contrario, se va al cuarto paso.
4. Si en la u´ltima etapa el punto de m´ınimo SAD se encuentra abajo a la izquierda o
arriba a la derecha, se evalu´an los 4 puntos alrededor de este que forman una ’+’. Si
por el contrario, el punto con m´ınimo SAD es el de arriba a la izquierda o el de abajo
a la derecha, se evalu´a el SAD para los 4 puntos alrededor de este que forman una ’X’.
Por u´ltimo, la bu´squeda en cuatro pasos (4SST - Four-Step Search Technique) comienza con
una comparacio´n de nueve puntos siguiendo los cuatro pasos que se detallan a continuacio´n:
1. Se empieza con un taman˜o de paso de 2. Se escogen los nueve puntos alrededor del
centro de la ventana de bu´squeda y se encuentra el punto con menor SAD. Si resulta
que el punto con menor SAD es el del centro, se considera que el algoritmo converge
y procesa directamente el cuarto paso. En caso contrario, se continua con el segundo.
2. Se mueve el centro al punto con menor SAD y se mantiene el taman˜o de paso a 2.
El patro´n de bu´squeda depende de la posicio´n donde estuviera el punto con el m´ınimo
SAD en el paso anterior (figura 10):
Si el punto previo con m´ınimo SAD esta´ localizado en una esquina del a´rea de
bu´squeda, se escogen 5 puntos para el patro´n de bu´squeda.
Si por el contrario, el punto esta´ en el eje horizontal o vertical, se seleccionan
u´nicamente 3 puntos.
Una vez localizado el punto con menor SAD, si se encuentra este en el centro se va al
paso cuarto, en otro caso, se continua con el tercer paso.
3. La estrategia para el patro´n de bu´squeda es la misma, sin embargo esta acaba en el
cuarto paso.
4. El taman˜o del paso se reduce a 1 y se vuelven a examinar los nueve puntos alrededor
del centro.
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Figura 10: Diferentes casos de seleccio´n de bloque en el algoritmo 4SST.
Existen algunos estudios que defienden que los algoritmos de la familia Block Matching no
son evidentes desde un punto de vista biolo´gico [54] ya que no son capaces de hacer predic-
ciones sobre est´ımulos complejos (por ejemplo barras verticales posicionadas aleatoriamente),
para los cuales, los observadores experimentales perciben diversos movimientos en diferentes
posiciones.
Estos algoritmos poseen como principal bondad su simplicidad, lo que ha motivado su es-
tudio durante muchos an˜os por lo que en la actualidad dominan en entornos industriales
para control de calidad e inspeccio´n. Otra de sus ventajas es su capacidad de trabajo en
entornos donde los desplazamientos entre fotogramas son largos (ma´s extensos que unos
pocos puntos), aunque esto requiere el procesamiento de largos espacios de bu´squeda. Por
estas razones se han convertido en una te´cnica fundamental en la mayor´ıa de los esta´ndares
de compresio´n y codificacio´n de v´ıdeo basados en la compensacio´n de movimiento [67, 68].
2.2.2. Me´todos de energ´ıa.
Los me´todos que pertenecen a esta familia hacen uso de filtros de orientacio´n espacio-
temporal para poder reaccionar de forma o´ptima a velocidades espec´ıficas de la imagen. Los
bancos de filtros de este tipo se utilizan para responder a una amplia gama de movimientos
visuales [5].
Esta familia aborda el problema de la estimacio´n de movimiento como un problema de es-
timacio´n global bayesiano. Para ello, se establece un criterio de ma´ximo a posteriori que
permita maximizar la probabilidad del campo de movimiento, dada la observacio´n de la in-
tensidad de la imagen en la pro´xima trama. La estimacio´n del ma´ximo a posteriori puede
lograrse por medio de me´todos estoca´sticos de relajacio´n, tales como el temple simulado,
que garanticen la convergencia hacia un ma´ximo global.
Se usan filtros orientados espacio-temporales que responden de forma o´ptima a determinadas
velocidades. Las estructuras utilizadas para este tipo de procesamiento son bancos de filtros
en paralelo que se activan para un rango determinado de valores.
El gran inconveniente de e´ste tipo de te´cnicas es su lentitud de procesado, ya que se pretende
segmentar el campo de movimiento en regiones de movimiento coherente trabajando pixel a
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pixel, y que a su vez cada pixel tenga asociada una distribucio´n de velocidades en lugar de
una velocidad espec´ıfica.
Este tipo de algoritmos requieren dos funciones de densidad de probabilidad:
La probabilidad condicional de la intensidad de imagen observada dado el campo de
movimiento, tambie´n llamado modelo likelihood o modelo de observaciones.
La probabilidad a priori de los vectores de movimiento o modelo de campo de movi-
miento.
Sea la intensidad de campo en un pixel x y el frame k, sk(x) donde d(x) = (d1(x), d2(x))
denota el vector desplazamiento. En general, cuando se obtiene v´ıdeo, este esta´ corrompido
levemente por la incorporacio´n de ruido de la forma gk(x) = sk(x) + vk(x). En general,
el ma´ximo a posteriori para dos frames consecutivos gk(x) y gk−1(x) viene descrita por la
ecuacio´n (3).
(d1, d2) = argmaxd1d2p (d1d2|gkgk−1) (3)
El disen˜o de filtros orientados espacio-temporales normalmente se realiza en el dominio de
la frecuencia. Si examinamos la relacio´n entre un patro´n bidimensional que se traslada y su
transformada de Fourier (4), encontramos que Iˆ0(k¯) es la transformada de Fourier del patro´n
esta´tico, x¯ = (x, y) es la posicio´n de la imagen, k¯ = (k1, k2) es la frecuencia espacial, t es
el tiempo, ω es la frecuencia temporal y v¯ = (u, v) la velocidad de la imagen.
I (x¯, t) = I0 (x¯− v¯t)
Iˆ(k¯, ω) = Iˆ0(k¯) · δ(ω + v · k)
(4)
La presencia de la funcio´n delta de Dirac [69] δ(ω + v · k) obliga a encontrarse en un plano
alrededor del origen a todos los valores distintos de cero. Esto demuestra que es posible
disen˜ar un algoritmo de movimiento en el plano de Fourier haciendo uso de bancos de filtros
sintonizados capaces de responder de forma correcta a planos espec´ıficos en el espacio de
frecuencias.
Una de las principales diferencias entre algoritmos de esta familia se encuentra en el criterio
a la hora de disen˜ar los bancos de filtros. La figura 11 sirve de ejemplo simple, en la que
se puede observar un borde unidimensional que se traslada y su transformada de Fourier




















Figura 11: Filtro espacio-temporal orientado que responde a un borde en movimiento.
Adelson y Bergen [54] expusieron un sistema por el cual se puede estimar el flujo mediante la
energ´ıa de movimiento, sintetizando a partir de unos pocos filtros separables un filtro espacio-
temporal orientado. La explicacio´n de co´mo es posible usar una combinacio´n de salidas de
filtros para estimar la velocidad se muestra en la figura 12, en la que se dispone de cuatro
unidades de procesamiento de entrada y cuyas respuestas son A, B, A’, B’. Estos filtros
corresponden con derivadas Gaussianas espacio-temporales. La siguiente etapa consiste en
sumar o restar siempre en cuadratura29 (con fase de 90o) para formar filtros direccionales en
parejas, que sean sensibles a movimiento hacia la izquierda y la derecha y cuyas salidas son
I1,I2,D1,D2. A continuacio´n, se calcula la energ´ıa de movimiento que corresponde a cada
direccio´n sumando los cuadrados de las respuestas de las diferencias de los filtros, imitando
as´ı el comportamiento de las ce´lulas complejas [70]. La etapa siguiente, llamada tambie´n
etapa de oponencia, toma la diferencia entre dos energ´ıas, siendo la energ´ıa de oponencia
Eo = Ed-Ei = 4(A’B-AB’). Con ello se resalta, de manera espec´ıfica, una direccio´n y adema´s
anula la respuesta a ima´genes estacionarias. Cabe destacar que la energ´ıa de oponencia no
estima velocidad, en parte porque var´ıa mucho con el contraste.
29Propiedad por la que dos filtros forman un par, donde la m´ınima respuesta de un filtro coincide con la


























Figura 12: Modelo de energ´ıa de movimiento.
La situacio´n ideal ser´ıa que la relacio´n entre energ´ıa esta´tica y energ´ıa de movimiento (Eo/Ee)
fuera igual a la velocidad verdadera V para todos los patrones posibles de movimiento. La
energ´ıa esta´tica vendr´ıa expresada por la ecuacio´n 5, donde A y B son los filtros espaciales no
direccionales que se han mostrado anteriormente (misma respuesta temporal pero desfasados
90o).
Ee = 4(A2 +B2)⇒ Eo/Ee = (A′B −AB′)/(A2 +B2) (5)
Los modelos basados en frecuencia o de energ´ıa de movimiento y los modelos de gradiente
son similares en muchos aspectos, ya que ambos sistemas usan bancos de filtros para obtener
el movimiento, es decir, la orientacio´n espacio-temporal. La principal diferencia se encuentra
en que los filtros usados en modelos de energ´ıa esta´n disen˜ados para responder a orientaciones
espec´ıficas espacio-temporales ma´s que para un cociente de filtros.
2.2.3. Me´todos diferenciales o de gradiente.
La metodolog´ıa de los modelos de gradiente se basa en utilizar derivadas de la intensidad
de la imagen en el espacio y el tiempo. Las combinaciones y proporciones de estas derivadas
producen medidas expl´ıcitas de velocidad [6, 71].
El enfoque basado en el gradiente es un enfoque diferencial que recurre a estimaciones de
las variaciones espacio-temporales de las intensidades de los p´ıxeles de las ima´genes para
obtener un vector de velocidad instanta´nea que permita determinar el campo de flujo o´ptico.
Estos me´todos se han convertido en el principal acercamiento en las aplicaciones de visio´n
por computador debido a que su computacio´n es eficaz, en el sentido de que produce una
buena estimacio´n del flujo o´ptico.
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Las te´cnicas y algoritmos que pertenecen a esta familia actu´an usando derivadas de la inten-
sidad de la imagen en el espacio y en el tiempo. La velocidad se obtiene a partir de cocientes
de las medidas anteriores.
Los me´todos de energ´ıa y de emparejamiento, que ba´sicamente funcionan aplicando planti-
llas, tienen como fin obtener mecanismos que respondan bien al movimiento de un est´ımulo
respecto a una direccio´n y con una velocidad espec´ıfica, dando como resultado, y de forma
ideal, un ajuste entre el movimiento y la plantilla.
Sin tener en cuenta otras dificultades de menor calado, se debe sen˜alar que la respuesta de
estos dos me´todos depende fuertemente del contraste del est´ımulo, necesitando etapas de
normalizacio´n complejas que no evitan completamente este efecto aunque lo atenu´an [72].
Adema´s, se debe calcular la velocidad en posteriores etapas, habitualmente mediante pobla-
ciones de filtros, ya que las plantillas no proporcionan directamente el movimiento, como se
ha explicado en este cap´ıtulo.
Por contra, los me´todos diferenciales o de gradiente tienen una filosof´ıa dispar puesto que,
mediante un cociente de derivadas espaciales y temporales en cada punto, calculan direc-
tamente la velocidad. Adema´s, esta filosof´ıa viene dada por una solucio´n a la ecuacio´n de
constriccio´n del flujo o´ptico (1). Como el contraste var´ıa de la misma forma en el numerador y
en el denominador, el resultado no deber´ıa verse afectado por e´ste, obteniendo como resulta-
do un sistema que no var´ıa con el contraste y que adema´s no conlleva un sobrecoste adicional.
Hay que destacar esta cualidad a pesar de que deje de cumplirse en zonas de patrones con
frecuencias temporales y espaciales bajas, en el que no hay informacio´n suficiente para dispa-
rar un cierto umbral de activacio´n. En 1995, Johnston [72] realizo´ un estudio de la velocidad
estimada en funcio´n de dicho umbral para una poblacio´n de filtros derivativos. Adema´s, al
problema descrito anteriormente hay que an˜adirle otro, que aparece con la dependencia del
patro´n esta´tico frente al dina´mico en las tres familias de modelos.
Como consecuencia de todo esto, se necesita desarrollar otros modelos ma´s robustos y ela-
borados frente a estas consideraciones que solucionan esta dependencia del patro´n esta´tico
de tal forma que introducen una etapa de filtrado pasa banda previa al procesamiento.
Ejemplos de estos modelos son versiones previas al McGM [73] o el de Lucas y Kanade [71].
Por contraposicio´n, no todo son ventajas, ya que este uso an˜ade nuevas contrapartidas no
deseadas:
Se necesitan realizar operaciones de inversio´n de matrices grandes (Lucas y Kana-
de [71]), que no son justificables desde el punto de vista biolo´gico. Por este motivo se
ha decidido adoptar en este trabajo un esquema que se basa en operaciones que so´lo
utilizan respuestas de filtros orientados, que son calculadas mediante operaciones de
multiplicacio´n, suma y divisio´n.
Se elimina informacio´n potencialmente u´til al suprimir las frecuencias inferiores, que
provoca que se reduzca la sen˜al en patrones con un movimiento lento asociado.
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Si se tiene en cuenta que el umbral inferior de movimiento en la fo´vea humana es
0,02o/seg. [74], (lo que atan˜e a una orientacio´n en el espacio-tiempo de 1o, si se escala
para que 1o/seg. equivalga a 45o de orientacio´n), es dif´ıcil justificar un filtro temporal
plausible biolo´gicamente que sea capaz de eliminar la influencia del patro´n esta´tico, al
mismo tiempo que puede mantener esta alta sensibilidad a movimientos lentos. Esto
indica que en sistemas biolo´gicos se elude la influencia del patro´n esta´tico mediante
mecanismos especiales del co´rtex en etapas posteriores, en lugar de operaciones de
filtrado en etapas previas. Existe una consistencia fisiolo´gica y neuronal a nivel de
primates [75], que deduce que una lesio´n en el a´rea cerebral de movimiento (V5-MT)
aumenta la sensibilidad al ruido dina´mico y esta´tico con tan so´lo un pequen˜o efecto
en el umbral de deteccio´n de filtros de bajo nivel [76, 77]. Este tipo de modelos
proporciona una justificacio´n convincente para la sensibilidad al patro´n esta´tico que
muestran pacientes que presentan una lesio´n de la clase de ceguera al movimiento.
As´ı pues, la eliminacio´n del patro´n esta´tico haciendo uso del filtrado temporal no es factible
desde un punto de vista biolo´gico, obteniendo como conclusio´n que si se desea un sistema
biolo´gicamente apropiado, es esencial que se adopte una estrategia en la cual la etapa de
independencia al patro´n esta´tico se ubique al final del mismo.
2.3. Implementaciones existentes en aceleradores.
Las te´cnicas para calcular flujo o´ptico a menudo buscan un compromiso entre la precisio´n y
la eficiencia [78]. Esta compensacio´n surge porque las te´cnicas ma´s precisas tienden a tener
mayores requerimientos computacionales. Teniendo en cuenta similares recursos computacio-
nales, algunas te´cnicas hacen estimaciones de movimiento ma´s lentas aunque ma´s precisas
mientras que otras hacen ca´lculos ma´s ra´pidos pero menos precisos. La precisio´n permite
evaluar la calidad de los resultados obtenidos mientras que con eficiencia nos referimos tanto
al tiempo en el que se obtienen los datos como a los recursos computacionales utilizados
para ello.
Dentro de la estimacio´n de movimiento, y ma´s concretamente en el marco de este trabajo,
es interesante obtener resultados precisos y de manera eficiente en tiempo real, haciendo
uso de te´cnicas que permitan su adaptacio´n a problemas reales. Con este objetivo, vamos a
hacer un repaso de los estudios realizados en los u´ltimos an˜os relacionados con la estimacio´n
de movimiento en aceleradores, tanto aquellos trabajos que hacen uso de hardware gra´fico
como de circuitos espec´ıficos o de FPGAs.
2.3.1. FPGAs.
Uno de los tipos de aceleradores que se utilizan para la estimacio´n de movimiento son las
FPGAs. Es por ello por lo que en la literatura se encuentran mu´ltiples trabajos que relacionan
ambos conceptos. La tabla 3 expone algunos de los realizados en los u´ltimos an˜os, mostrando
adema´s a que´ familia pertenecen los algoritmos implementados, el rendimiento obtenido y el
tipo de FPGA utilizado.
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Autor Familia Algoritmo fps (resolucio´n) FPGA An˜o
Niitsuma [79] Block Matching FST 30 (640×480) Virtex-II XC2V6000 [80] 2004
Babionitakis [81] Block Matching varios 30 (1024×768) Virtex-II Pro 40 2008
Asano [82] Block Matching FST 30 (1920×1080) Virtex-5 [83] 2010
Akin [84] Block Matching OBT [85] 83 (1920×1080) - 2010
Ho [86] Block Matching MFHME [87] 30 (1920×1080) - 2011
Nu´n˜ez-Ya´n˜ez [88] Block Matching FME [89] 62 (1920×1080) Virtex-5 2012
Wei [90] Gradiente Tensores [91, 92] 64 (640×480) Virtex-II Pro XC2VP30 [80] 2007
D´ıaz [93] Gradiente Lucas-Kanade 170 (800×600) Virtex-II XC2V6000-4 2008
Botella [94] Gradiente McGM 177 (128×96) Virtex-E 2000eBG560 [95] 2010
Bahar [96] Gradiente Horn&Schunck 1029.9 (240×320) Cyclone II [97] 2012
Barranco [98] Gradiente Lucas-Kanade 270 (640×480) Virtex-4 XC4vfx100 [99] 2012
Norouznezhad [100] Energ´ıa Gabor filter [101] 30 (40×480) Xilinx Virtex-5 XC5VSX50T 2010
Tomasi [102] Energ´ıa Phase-Based [103] 36 (512×512) Virtex-4 XC4vfx100 2010
Tomasi [104] Energ´ıa Phase-Based [105] 22.8 (512×512) Virtex-4 XC4vfx100 2012
Tabla 3: Estado del arte para algoritmos de estimacio´n de movimiento en FPGAs.
Niitsuma y Maruyama [79] implementan el algoritmo de bu´squeda exhaustiva en una FPGA
con el objetivo de calcular el movimiento de objetos y la distancia a la que estos se encuen-
tran combinando el flujo o´ptico con la visio´n en este´reo. El rendimiento obtenido por este
sistema es de 30 frames por segundo (fps) para una resolucio´n, o taman˜o de fotograma,
de 640×480. Otro trabajo relacionado con la estimacio´n de movimiento mediante Block
Matching haciendo uso de FPGAs es el expuesto por Babionitakis et al. en [81], donde se
propone una arquitectura que soporta de forma eficiente un conjunto de algoritmos de Block
Matching que se utilizan en la actualidad. Adema´s, el disen˜o propuesto ejecuta los diferentes
algoritmos proporcionando un conjunto de instrucciones comunes a todos estos algoritmos
y so´lo unas pocas instrucciones espec´ıficas a cada uno de ellos. Los resultados que obtienen
en una FPGA son de 30 fotogramas por segundo con un taman˜o de fotograma de 1024×768.
En la estimacio´n de movimiento mediante Block Matching, el fotograma actual se divide en
macrobloques, y se busca la mejor correspondencia de bloque para cada macrobloque en la
zona de bu´squeda del fotograma de referencia. Sin embargo, Asano et al. [82] proponen un
me´todo por el cual la direccio´n de exploracio´n del macrobloque en el fotograma actual, y la
direccio´n de exploracio´n de coincidencia en el a´rea de bu´squeda, se optimicen con el fin de
reducir el acceso a los bancos de memoria externa que almacenan el marco de referencia, y a
los cacheados en la memoria interna que representan la zona de bu´squeda. Mediante la reduc-
cio´n de ambos accesos a memoria, es posible obtener un alto rendimiento en una FPGA de
taman˜o pequen˜o consiguiendo obtener 30 fps para una resolucio´n de 1920×1080, consiguien-
do, adema´s, reducir el nu´mero de bancos de memoria requeridos para procesar estos datos
en tiempo real. Para ello, muestran una aproximacio´n para la estimacio´n de movimiento me-
diante una bu´squeda completa con taman˜o de bloque variable (VSBME) en dicho dispositivo.
Teniendo en cuenta las implementaciones en FPGA de modelos de emparejamiento podemos
hablar tambie´n del trabajo realizado por Akin et al. [84], referente a arquitecturas hardware
de alto rendimiento para algoritmos de estimacio´n basados en la transformada de un bit
(1BT), donde se exponen varios modelos de arquitecturas que consiguen obtener resultados
de forma ma´s ra´pida y haciendo uso de menos memoria. Adema´s, proponen por primera vez
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un hardware reconfigurable para la estimacio´n de movimiento con fotograma de referencia
mu´ltiple basado en 1BT mediante el cual el nu´mero y la seleccio´n de fotogramas de referencia
se puede configurar de manera esta´tica basa´ndose en los requisitos de la aplicacio´n, con el fin
de estimar el rendimiento y la complejidad computacional de la estimacio´n de movimiento. El
rendimiento alcanzado en este trabajo es de 83 fps (con una resolucio´n igual a 1920×1080).
Por su parte, Ho et al. [86] presentan una implementacio´n en FPGA del algoritmo MFHME
(multi-frame hierarchical motion estimation) con la que se consiguen alcanzar los 62 fps
para conversiones de v´ıdeo de alta definicio´n (1920×1080). El sistema disen˜ado es escalable
y obtiene alto rendimiento para v´ıdeo en tiempo real con una alta precisio´n.
Para terminar con los algoritmos referentes a los modelos de emparejamiento, Nu´n˜ez-Ya´n˜ez
et al. [88] presentan una implementacio´n flexible y escalable para la estimacio´n de movi-
miento que es capaz de soportar los requerimientos para procesar v´ıdeo en alta definicio´n
haciendo uso del codec H.264 AVC30. Para ello, optimizan el algoritmo de fast block mat-
ching obteniendo un rendimiento de 62 fps para resoluciones de 1920×1080.
Con respecto a los trabajos relacionados con los modelos de gradiente, merece la pena des-
tacar el realizado por Wei et al. [90], en el que se explica como se ha implementado y
modificado un algoritmo de flujo o´ptico basado en tensores para adaptarlo a una FPGA con
el objetivo de evitar pequen˜os obsta´culos y posibilitar la navegacio´n de veh´ıculos no tripu-
lados. El rendimiento obtenido es de 64 fps, para un taman˜o de fotogramas de 640×480, y
con un error angular medio de 12,9o.
Con respecto al algoritmo de Lucas & Kanade, haciendo uso de FPGAs, el trabajo llevado
a cabo por D´ıaz et al. [93] consiste en la implementacio´n del algoritmo de Lucas & Kanade
en FPGA con la capacidad de procesar hasta 170 fps a una resolucio´n de 800×600 pixels en
una arquitectura escalable, modular y versa´til. Por otro lado, Barranco et al. [98] proponen
una arquitectura paralela para la estimacio´n de movimiento que es capaz de alcanzar 270
fps para una resolucio´n de 640×480 en el mejor de los casos en una implementacio´n mono-
escala [106] y 32 fps para una implementacio´n multi-escala [107, 108], obteniendo un error
angular medio de 4,55o en el mejor de los casos.
Con respecto a la implementacio´n del modelo McGM, Botella et al. exponen en su trabajo [94]
una arquitectura personalizable basada en hardware reconfigurable con las propiedades de la
secuencia del movimiento cortical. El rendimiento obtenido es de 177 fps con una resolucio´n
igual a 128×96 y con un error angular medio de 7,2o. El enfoque mostrado en este trabajo
es apropiado en situaciones en las que la luminosidad es muy variable, en entornos ruidosos
o en la investigacio´n sobre el sistema perceptivo de los seres humanos.
Otro algoritmo implementado en FPGAs, perteneciente a los modelos de gradiente, se pre-
senta en el trabajo realizado por Bahar y Karimian [96], donde exponen la utilizacio´n de
la FPGA Cyclone II para acelerar los ca´lculos relativos al algoritmo de flujo o´ptico de Horn
30Esta´ndar para la compresio´n de v´ıdeo: http://www.itu.int/rec/T-REC-H.264
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& Schunck. La implementacio´n que proponen utiliza unidades paralelas de almacenamiento
para facilitar el acceso a memoria y los ca´lculos, mejorando la eficiencia del algoritmo y
reduciendo significativamente de esta forma los ciclos de reloj necesarios, llegando a ser de
tan so´lo un ciclo. De esta manera llegan a alcanzar un rendimiento ma´ximo de 1029,9 fps
para una resolucio´n de 240×320, adecuado para la deteccio´n de movimiento en tiempo real,
con un error angular medio de 6,96o.
Para terminar con esta subseccio´n, se presentan algunos de los trabajos realizados sobre
FPGAs en los que se implementan modelos de energ´ıa. En [100] se presenta un sistema,
implementado en FPGA, para el seguimiento de objetos haciendo uso de filtros de Gabor a
trave´s de varios canales de la imagen de entrada. El sistema es capaz de obtener un rendi-
miento de 30 fps para una resolucio´n de entrada de 640×480.
Otro ejemplo es el expuesto por Tomasi et al. [102, 104] que, por partida doble, presentan
dos trabajos en los que se implementan algoritmos basados en fase en FPGA. En [102] se
presenta una arquitectura en la que se implementa un modelo basado en fase multi-escala
que es capaz de procesar ima´genes con una resolucio´n de 512×512 de manera precisa a 36
fps. El algoritmo calcula la fase para ocho orientaciones diferentes en un modelo piramidal
y propaga la informacio´n a trave´s de un nu´mero adecuado de escalas en funcio´n del taman˜o
de la imagen de entrada y el taman˜o del filtro. En [104] se presenta una arquitectura para la
extraccio´n de caracter´ısticas de visio´n de bajo nivel que incluyen el flujo o´ptico multi-escala,
la disparidad, la energ´ıa, la orientacio´n y la fase. De las soluciones que se presentan, la de alto
rendimiento es capaz de computar 165 GOPS31 con un consumo de energ´ıa de 30 GOPS/W
con una frecuencia de reloj de 50 MHz. El sistema consigue un rendimiento de 22,8 fps con
fotogramas de taman˜o 512×512.
2.3.2. GPUs.
El hardware gra´fico es un acelerador en pleno auge, tal y como se explico´ en el cap´ıtulo 1.
Debido a que hoy en d´ıa esta´n disponibles en dispositivos de bajo coste, su aplicacio´n a
te´cnicas de estimacio´n de movimiento con el objetivo de obtener resultados de manera ma´s
ra´pida, buscando obtener estos en tiempo real, ha sido, y es, una fuente de estudio a tener
en cuenta. Debido a que esta tesis sustenta sus bases en este tipo de aceleradores, a conti-
nuacio´n la tabla 4 muestra una serie de trabajos relacionados con la aplicacio´n de GPUs para
estimar el movimiento. La mayor´ıa de los trabajos expuestos utilizan una arquitectura CUDA,
salvo en los realizados por Jinglin Zhang et al. [109], en el que la arquitectura seleccionada
ha sido OpenCL, Duvenhage et al. [110], que se decantan por OpenGL, y el de Pauwels y
Van Hulle [111], que no especifica arquitectura alguna.
31Giga Operations Per Second - 109 operaciones por segundo.
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Autor Familia Algoritmo fps (resolucio´n) GPU An˜o
Kiss [112] Block Matching Crosby [113] 33 (200×200) GTX 285 [114] 2009
Zhang [115] Block Matching BNM [116] 15 (1280×768) Tesla C1060 [117] 2010
Monteiro [118] Block Matching FST 256 (1280×768) GTX 480 [119] 2011
Ranft [120] Block Matching Raw Block Matching [121] N/D GTX 470 [122] 2011
Zhang [109] Block Matching FST 89 (1280×720) Radeon HD 6870 [123] 2012
Rodr´ıguez-Sa´nchez [124] Block Matching - 6 (1920×1080) GTX 480 2012
Monteiro [125] Block FST 33 (1280×720) GTX 480 2012
Matching DS 310 (1280×720)
Vu [126] Block Matching HS [127] 16 (1280×720) Tesla C2050 [128] 2012
Chase [129] Gradiente Tensor [90] 150 (640×480) 8800 GTX [130] 2008
Marzat [131] Gradiente Lucas-Kanade 47 (316×252) Tesla C870 [117] 2009
Duvenhage [110] Gradiente Lucas-Kanade 30 (512×512) GTX285 [114] 2010
Phull [132] Gradiente RLCT [133] 465 (1024×768) 280 GTX [134] 2010
del Riego [135] Gradiente HLK [107] 30 (640×480) 9500 GT [136] 2011
Hegner [137] Gradiente Pyramid Algorithm [138] 36 (512×512) GTX 260 [139] 2011
Ohmura [140] Gradiente Lucas-Kanade 40 (512×384) Tesla C1060 [117] 2011
Shiralkar [141] Gradiente SOM [142] 20 (640×480) GTX480 [119] 2012
Pauwels [111] Energ´ıa Phase-Based [103] 128 (316×252) 8800 GTX [130] 2008
Sundaram [143] Energ´ıa LDOF [144] 1.84 (640×480) GTX 480 [119] 2010
Gwosdek [145] Energ´ıa Euler-Lagrange N/D GTX 480 [119] 2012
Abramov [146] Energ´ıa Phase-Based [147] 4.3 (640×512) GT 240M [148] 2012
Tabla 4: Resumen de trabajos relacionados con la estimacio´n de movimiento en GPUs. N/D: no definido.
Kiss et al. exponen en [112] una manera de optimizar el rendimiento en te´cnicas de Block
Matching para eco-cardiograf´ıas 3D haciendo uso de un modelo SIMD. Para ello comparan
una implementacio´n del algoritmo desarrollado en [113] haciendo uso de instrucciones SSE
con una implementacio´n en GPU utilizando CUDA obteniendo un rendimiento 26 veces supe-
rior (26×) la segunda implementacio´n con respecto a la primera. En ambos casos el tiempo
en el que se ejecuta el algoritmo se ve reducido, lo que supone una mejora al aplicarlo en
entornos cl´ınicos.
En el trabajo realizado por Zhang et al. [115] se presenta una implementacio´n en GPU
del algoritmo Best Neighborhood Matching [116] (BNM), un me´todo efectivo para recu-
perar ima´genes dan˜adas por una mala transmisio´n en la red, y se aplica a ima´genes con
color de alta definicio´n (con resoluciones mayores que 1280×768). El rendimiento obtenido
es de 21× con respecto a una versio´n secuencial del mismo algoritmo ejecutada en una CPU.
El estudio llevado a cabo por Ranft et al. [120] se centra en tres plataformas hardware di-
ferentes para paralelizar estimaciones basadas en emparejamiento, una multicore con dos
nu´cleos, una con GPU y otra con un nu´cleo ×64, llegando a la conclusio´n de que la GPU es
la ma´s ra´pida de las tres (entre 1.3× y 4.3× ma´s ra´pida).
Con respecto al algoritmo FST, Monteiro et al. [118] presentan una implementacio´n de dicho
algoritmo haciendo uso de CUDA con el objetivo de obtener un alto rendimiento a la hora de
estimar movimiento en la codificacio´n de v´ıdeo. En este trabajo se estudia el rendimiento ob-
tenido compara´ndolo con una implementacio´n que hace uso de OpenMP32 y otra secuencial
ejecutada en la CPU, obteniendo un rendimiento de 66× y 600× respectivamente. Adema´s,
32http://openmp.org/wp/
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en [125] el trabajo se centra en presentar un me´todo eficiente para mapear algoritmos de
estimacio´n de movimiento en GPU utilizando el modelo de programacio´n de CUDA. Los
algoritmos escogidos para realizar el estudio han sido el FST y el DS. Para comparar los
resultados obtenidos, implementan tambie´n una versio´n de los algoritmos usando OpenMP
y MPI33 con la finalidad de tener una versio´n multicore y otra distribuida, respectivamente.
La solucio´n proporcionada haciendo uso de CUDA consigue obtener mayor rendimiento que
las versiones de OpenMP y MPI. As´ı, para el algoritmo FST, el rendimiento obtenido con
respecto a una versio´n secuencial es de 154× para la implementacio´n CUDA, 13× para la
MPI y 1× para OpenMP. Adema´s, si se compara la versio´n de CUDA con las versiones de
MPI y OpenMP se obtienen unos speedups de 14× y 77× respectivamente. Con respecto
al algoritmo DS se obtienen unos speedups de 62×, 1× y 0.5× para las versiones CUDA,
MPI y OpenMP respectivamente. Adema´s, la versio´n CUDA alcanza un speedup de 77× con
respecto a la versio´n MPI y de 191× con respecto a la versio´n OpenMP.
Jinglin Zhang, Nezan y Cousin introducen en [109] una implementacio´n para la estimacio´n
de movimiento basada en computacio´n paralela heteroge´nea. Haciendo uso de OpenCL34
(Open Computing Language), proponen un me´todo para determinar la distribucio´n de carga
de trabajo en un sistema heteroge´neo que cuenta con una CPU y una GPU, consiguiendo
speedups entre ×100 y ×150 comparado con la misma implementacio´n en una sola CPU.
Para las pruebas, comparan implementaciones de OpenCL en CPU, en una tarjeta NVIDIA
y en otra ATI. En esta u´ltima es donde obtienen los mejores resultados con 89 fps en resolu-
ciones de 1280×720. Adema´s, cabe destacar que el criterio para seleccionar el mejor vector
de movimiento se realiza mediante el algoritmo SAD.
En [124], Rodr´ıguez-Sa´nchez et al. muestran un me´todo para la estimacio´n de movimiento
en la codificacio´n de v´ıdeo 3D de alta definicio´n haciendo uso de GPU, que permite reducir
el tiempo de ejecucio´n hasta en un 98 % adema´s de ser energe´ticamente ma´s eficiente y
requerir menor energ´ıa que el me´todo secuencial. Dicho me´todo es una extensio´n del codec
H.264/AVC para soportar v´ıdeo 3D, Multiview Video Coding [149] (MVC). Los resultados
obtenidos en este trabajo muestran un speedup de 67× para el algoritmo de estimacio´n de
movimiento propuesto y de 10× para la codificacio´n de v´ıdeo completa.
Para finalizar con los algoritmos de Block Matching en GPU, el trabajo realizado por Vu,
Yang y Bhuyan [126] presenta una aproximacio´n eficiente y dina´mica basada en GPU para
el algoritmo Hierarchical Search [127]. Para ello, implementan un esquema de seleccio´n fi-
jo y otro dina´mico con el que obtienen unos speedup iguales a 200× y 250× respectivamente.
Con respecto a los estudios realizados sobre GPU referentes a algoritmos de la familia de
gradiente, Chase et al. [129] presenta una comparacio´n entre la utilizacio´n de una FPGA
(Xilin Virtex-II Pro XC2VP30) y una GPU (NVIDIA GeForce 8800 GTX ) para el ca´lculo




requiere mayor tiempo de desarrollo (del orden de 12×). Para ello, implementan una versio´n
del algoritmo descrito en [90] en ambas plataformas. Adema´s, con la realizada en GPU, se
alcanzan los 150 fps con un taman˜o de fotograma de 640×480, mientras que con la FPGA
se obtienen 64 fps para la misma resolucio´n. Por su parte, Marzat et al. [131] implementan
una versio´n piramidal del algoritmo de Lucas & Kanade haciendo uso de CUDA con el que
consiguen acelerar los ca´lculos 100× con respecto a la versio´n en CPU, obteniendo adema´s
15 fps para una resolucio´n de 640×480.
En el trabajo realizado por Duvenhage et al. [110] se presenta la implementacio´n en GPU
del algoritmo de Lucas & Kanade con el fin de emplearse en aplicaciones de estabilizacio´n de
imagen. Para realizar esta tarea, implementan el algoritmo haciendo uso de OpenGL Shading
Language35 (GLSL), alcanzando, con la configuracio´n mejor, 30 fps para un taman˜o del fo-
tograma de 512×512.
Phull et al. [132] desarrollan, haciendo uso de CUDA, el algoritmo descrito en [133] con el
que consiguen optimizar y acelerar dicho algoritmo obteniendo speedups de 25× con respec-
to a la implementacio´n en CPU y 236× teniendo en cuenta la implementacio´n en CPU del
algoritmo piramidal KLT [150], con el que se realiza la comparacio´n.
Hoy en d´ıa existen muchos dispositivos en los que se pueden encontrar una ca´mara embebi-
da, como en porta´tiles, videoconsolas o tele´fonos mo´viles, adema´s de una GPU para manejar
gra´ficos 3D y otras tareas relacionadas. Haciendo uso de la dupla ca´mara+GPU, del Riego
et al. [135] implementan, en un procesador gra´fico, una versio´n paralela del algoritmo de
flujo o´ptico Hierarchical Lucas-Kanade [107] (HLK). En dicha implementacio´n obtienen 30
fps, el ma´ximo soportado por la ca´mara utilizada en sus experimentos, adema´s de conseguir
reducir el porcentaje de uso de CPU, ya que los ca´lculos se realizan en GPU.
El trabajo desarrollado por Hegner et al. [137] presenta la implementacio´n, en una GPU, del
algoritmo de estimacio´n de flujo o´ptico desarrollado en [138] y que utiliza filtros direccio-
nales. Con e´l, obtienen resultados, para una secuencia de ima´genes de entrada de taman˜o
240×256, miles de veces ma´s ra´pido que la correspondiente implementacio´n en MATLAB36.
El nu´mero de fps var´ıa en funcio´n de las resoluciones que utilizan como datos de entrada,
obteniendo 148 fps para resoluciones de 240×256 y de 36 fps para las de 512×512.
La simulacio´n nume´rica para el procesamiento visual del cerebro humano es una de las apli-
caciones que ma´s tiempo consumen. En esta l´ınea, Ohmura [140] y su equipo de trabajo
muestran te´cnicas para acelerar un programa que simula del procesamiento visual realizando
la estimacio´n de movimiento mediante el algoritmo de Lucas & Kanade. Para ello, paralelizan
ca´lculos de convolucio´n en un clu´ster de de GPUs Tesla C1060 y C2070 [117]. Esta investi-
gacio´n incluye varias mejoras, como la asignacio´n eficiente de datos entre la memoria global




para los mismos datos de entrada y la divisio´n en regiones de la imagen de entrada para que
dichas regiones se ejecuten en paralelo (haciendo uso de MPI).
Por su parte, Shiralkar et al. [141] presentan una versio´n paralela del algoritmo Self-Organizing
Map [142] (SOM). Para el taman˜o de fotograma ma´s pequen˜o con el que se realizan las
pruebas en este trabajo (320×240), el rendimiento que se obtiene es de 140 fps, mientras que
para taman˜os mayores obtienen 40 fps y 20 fps (para resoluciones de 512×284 y 640×480
respectivamente). Adema´s, dependiendo del est´ımulo de entrada, alcanzan speedups entre
130× y 145×.
Para terminar con los trabajos relacionados con la estimacio´n de movimiento en GPUs re-
pasamos algunos de los realizados tomando como punto de partida los algoritmos basados
en modelos de energ´ıa. Pauwels y Van Hulle proponen en [111] la utilizacio´n de una arqui-
tectura GPU donde se implementa, haciendo uso de CUDA, un algoritmo de flujo o´ptico
basado en fase [103]. Con la implementacio´n en GPU obtienen alrededor de los 40 fps pa-
ra resoluciones de 640×512 y un speedup de 150×. Este algoritmo de flujo o´ptico gira en
torno a una medida de fiabilidad que evalu´a la consistencia de la informacio´n de fase en el
tiempo, y se caracteriza por su sencillez, robustez y velocidad, aunque no incorpora medidas
de estabilizacio´n, aspecto crucial cuando se tienen en cuenta resoluciones mayores.
En [143], Sundaram et al. proponen un me´todo para calcular la trayectoria de puntos me-
diante el algoritmo Large Displacement Optical Flow (LDOF) [144]. Dicha implementacio´n
se ejecuta 78× ma´s ra´pida que la correspondiente versio´n en C++. Gwosdek et al. [145]
presentan una implementacio´n en GPU para el ca´lculo del flujo o´ptico en el sistema Euler-
Lagrange [8, 151]. En este trabajo se ha utilizado el enfoque propuesto en [152] para reducir
al m´ınimo el modelo de flujo o´ptico, consiguiendo obtener resultados o´ptimos en menos de
un segundo para secuencias de taman˜o 640×480. Para resoluciones ma´s altas (1024×768),
el speedup alcanzado var´ıa entre 23× y 28× dependiendo del est´ımulo de entrada utilizado.
Para finalizar, el estudio desarrollado por Abramov et al. [146] se basa en un modelo de
segmentacio´n espacio-temporal en aplicaciones robo´ticas mo´viles. Para ello, mapean en GPU
el algoritmo basado en fase desarrollado en [147] comparando los resultados obtenidos en
una GPU Nvidia GeForce GT 240M y otra Nvidia GeForce GTX 29537, la primera instalada
en un porta´til y la segunda en un sobremesa. Aunque los resultados obtenidos con la primera
tarjeta son del orden de 2.1× ma´s lentos que los obtenidos con la segunda, sigue siendo
posible procesar varios fotogramas por segundo para las resoluciones consideradas en este
estudio (160×128, 320×256, y 640×512).
2.3.3. Circuitos espec´ıficos (ASIC).
En este apartado se muestran algunos trabajos relacionados con la estimacio´n de movimiento
haciendo uso de circuitos espec´ıficos, ASIC (ver s´ıntesis en la tabla 5).
37http://www.geforce.com/hardware/desktop-gpus/geforce-gtx-295/specifications
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Autor Familia Algoritmo fps (resolucio´n) An˜o
Warrington [153] Block Matching VBSME 30 (720×480) 2007
Verma [154] Block Matching varios 30 - 60 (varias) 2008
Sebastia˜o [155] Block Matching varios 25 (352×288) 2008
Ndili [156] Block Matching HMDS [157] - 2011
Dhahri [158] Block Matching 4SST - 2011
Stocker [159] Gradiente Horn & Schunck - 2006
Tabla 5: Estimacio´n de movimiento en circuitos espec´ıficos - Estado del arte.
A trave´s de la s´ıntesis de una arquitectura ASIC, Warrington et al. [153] proponen una ar-
quitectura de alto rendimiento para VBSME (Variable Block Size Motion Estimation), de
la familia de Block Matching, que soporta mu´ltiples referencias a fotogramas (MRF). Pa-
ra habilitar el mejor rendimiento en cuanto a ratio-distorsio´n para diferentes contenidos de
v´ıdeo, la arquitectura permite seleccionar entre una bu´squeda espacial de movimiento en alta
resolucio´n sobre un marco de referencia, o una bu´squeda MRF con una resolucio´n espacial
menor. Comparando este sistema con un algoritmo de bu´squeda exhaustiva se obtiene una
reduccio´n en el bitrate y en la complejidad computacional. Adema´s, el algoritmo implemen-
tado consigue un rendimiento similar al obtenido con la bu´squeda exhaustiva a 30 fps con
una resolucio´n de 720×480.
Otro estudio interesante es el llevado a cabo por Verma y Akoglu [154], donde se propone
una arquitectura h´ıbrida reconfigurable de grano grueso sobre un mecanismo NoC38. Para
ello hacen uso de VBSME as´ı como otros algoritmos de Block Matching (FST, HS, Big He-
xagon Search -BHS, SS [160] y DS). El disen˜o propuesto utiliza un alto nivel de paralelismo
y una reutilizacio´n intensiva de los datos. Adema´s, permite cualquier taman˜o de bloque, lo
que, a priori, supone un problema desde la perspectiva ASIC. Otro punto interesante es que
el sistema desarrollado necesita una frecuencia de reloj superior a 0,8 MHz, para mantener
los 30 fps para taman˜os pequen˜os de fotograma (176×144), y a 29.16 MHz para soportar
los 60 fps requeridos para alta definicio´n (1280×720).
Por su parte, Sebastia˜o et al. [155] comparan dos implementaciones para codificacio´n de
v´ıdeo, una en FPGA y otra en ASIC, realizadas ambas con IP core39. Centran su atencio´n
en la estimacio´n de movimiento en tiempo real mediante distintos algoritmos de la familia
Block Matching (FST, TSST y DS), ya que supone el mayor coste computacional de este
tipo de sistemas. En este caso, la implementacio´n ASIC es ma´s adecuada para dispositivos
que utilizan bater´ıas mientras que la capacidad de reconfiguracio´n de la FPGA permite que
la estimacio´n de movimiento adapte dina´micamente el codificador de v´ıdeo a las caracter´ısti-





(352×288) y QCIF (176×144), el ma´ximo ratio por fotograma conseguido en cada uno de
los casos es:
Para el algoritmo FST se consiguen 2,07 fps en la FPGA y de 3,33 fps en ASIC para
el formato CIF y 8,29 fps (FPGA) y 13.30 fps (ASIC) para el formato QCIF.
En el caso del algoritmo TSST, en la FPGA se consiguen 21,12 fps (CIF) y 84,49 fps
(QCIF) mientras que para el ASIC el ratio es de 33,88 fps (CIF) y 135,52 fps (QCIF).
Para la implementacio´n en ASIC, el algoritmo DS presenta un ratio de 23,53 fps y
94,12 fps para los formatos CIF y QCIF respectivamente, y de 14,67 fps y de 56,68 fps
para la realizada en la FPGA.
Ndili y Ogunfunmi [156] proponen un algoritmo eficiente de estimacio´n de movimiento [157]
sobre una arquitectura SoC41 con el objetivo de procesar v´ıdeos de calidad alta en dispositivos
mo´viles de bajo consumo. Los resultados obtenidos alcanzan hasta los 15456,05 Kb/s. en el
caso de una secuencia de entrada de 90 fotogramas con un taman˜o de 1280×720 (720p)
cada uno.
Como u´ltimo ejemplo de aplicacio´n de algoritmos de Block Matching sobre ASIC, Dhahri
et al. [158] proponen una arquitectura paralela para estimacio´n de movimiento mediante la
te´cnica de bu´squeda en cuatro pasos (4SST). Para ello desarrollan un me´todo que usa 9
elementos de procesamiento, 2 memorias locales (una para el bloque referencia y otra para
el a´rea de bu´squeda), una unidad de comparacio´n y contadores para controlar las direcciones
de memoria permitiendo as´ı procesar pixels en paralelo y obteniendo resultados en tiempo
real, aunque no ofrecen datos precisos del rendimiento obtenido.
Con respecto a la implementacio´n de modelos de gradiente en arquitecturas ASIC, Alan A.
Stocker introduce en [159] un nuevo sensor analo´gico VLSI (del ingle´s Very Large Scale
Integrated42) que estima el flujo o´ptico en dos dimensiones visuales. Su arquitectura compu-
tacional consiste en una red de dos capas de unidades de movimiento, conectadas localmente
con el fin de estimar de manera conjunta el campo de flujo o´ptico o´ptimo. Para ello imple-
menta el algoritmo de Horn & Schunck [8] con una restriccio´n parcial que mide la distancia
del flujo o´ptimo estimado con respecto a un vector de movimiento de referencia.
2.4. Est´ımulos y me´tricas relacionadas con el flujo o´ptico.
En este apartado se presentan los est´ımulos de entrada que se han tenido en cuenta en
este trabajo para poder comprobar y comparar los resultados obtenidos. Posteriormente, se
explican las me´tricas relacionadas con el flujo o´ptico que han sido consideradas a la hora de




2.4.1. Est´ımulos de flujo o´ptico.
Las principales ventajas de los est´ımulos sinte´ticos son que los campos de movimiento de dos
dimensiones y las propiedades de la escena se pueden controlar y probar de manera meto´di-
ca. En particular, al tener conocimiento sobre el movimiento en 2-D se puede cuantificar
el rendimiento. Sin embargo, cabe destacar que este tipo de est´ımulos son sen˜ales limpias,
es decir, no implican oclusio´n, sombras, transparencias, etc. y por lo tanto la medida de
rendimiento se debe tomar como una medida optimista.
Adema´s, debido al problema de la apertura [161, 162], tambie´n es necesario generar est´ımulos
sinte´ticos con el objetivo de poder evaluar el rendimiento de los algoritmos de flujo o´ptico.
Ejemplos de ello son las traslaciones de senos y senos compuestos, ya que tienen suficientes
frecuencias espaciales y temporales como para ser considerados buenos candidatos. A conti-
nuacio´n se presentan algunos de los est´ımulos utilizados en esta tesis.
Como punto de partida, se puede hablar del est´ımulo sinte´tico gene´rico en el que se han
tenido en cuenta dos escenarios de entrada (figura 13), una translacio´n de un seno en la
direccio´n del eje x con una velocidad v = (−1, 0) y la translacio´n de dos sinusoidales de
onda plana con una velocidad v = (1, 1).
Figura 13: Est´ımulos sinte´ticos utilizados para evaluar algoritmos. Izquierda: translacio´n seno. Derecha: trans-
lacio´n rejilla.
La entrada sinusoidal viene representada por la ecuacio´n 6. Esta sen˜al permite una deteccio´n
muy precisa de los bordes y una diferenciacio´n nume´rica.
sin(k1x+ ω1t) + sin(k2x+ ω2t) (6)
Se suelen tener en cuenta tambie´n est´ımulos de entrada ma´s complejos, como los represen-
tados en la figura 14, que incluyen las secuencias sinte´ticas “Diverging Tree” y “Translating
Tree”43, creadas por David Fleet en la Universidad de Toronto [163]. El est´ımulo “Diverging
Tree” muestra un movimiento expansivo de un a´rbol,como el del zoom de las ca´maras, con
43Disponibles en la siguiente direccio´n web: http://www2.fz-juelich.de/icg/icg-3/Mitarbeiter/
Scharr/Testdata
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un rango de velocidades asime´trico dependiendo de la posicio´n del pixel (nulo en el centro y 2
pixels/frame y 1.4 pixels/fotograma en los ma´rgenes derecho e izquierdo respectivamente).
El est´ımulo denominado “Translating Tree” muestra un movimiento de translacio´n de un
a´rbol con un rango de velocidades asime´trico dependiendo de la posicio´n del pixel (desde
0 hasta 1.73 pixels/fotograma y desde 0 hasta 2.3 pixels/frame en los bordes izquierdo y
derecho respectivamente). Es decir, la sensacio´n es que el movimiento se produce a lo largo
del eje de las X (figura 14 (III)).
(I) (II) (III)
Figura 14: Textura utilizada en el ’Diverging Tree’ y el ’Translating Tree’ con su representacio´n del movimiento
para ambos casos.
La secuencia conocida como “Yosemite”44 (figura 15), creada por Lynn Quam en el Stanford
Research Institute, es un caso algo ma´s complejo. El movimiento en la parte superior derecha
es divergente, principalmente. Las nubes se trasladan hacia la izquierda con una velocidad
de 1 pixel/frame mientras que las velocidad en la parte inferior izquierda esta´n en torno a
los 4 pixels/frame. Esta secuencia es un reto debido al rango de velocidades y a la oclusio´n
de bordes entre las montan˜as y el horizonte. Adema´s, cabe destacar la existencia de un alto
grado de aliasing en la parte inferior de las ima´genes, lo que puede causar mediciones poco
exactas con la mayor´ıa de los me´todos de estimacio´n de flujo o´ptico.
Adema´s de utilizar est´ımulos sinte´ticos como entrada para los algoritmos de flujo o´ptico,
estos se han de probar con secuencias de imagen real. Entre las ma´s utilizadas se encuentra
la secuencia “Hamburg taxi”45 (figura 16) en la que se puede observar una escena real
realizada con una ca´mara esta´tica y en la que aparecen cuatro objetos en movimiento: un
taxi girando en la esquina; un coche en la parte inferior izquierda, que se mueve de izquierda
a derecha; una furgoneta que lleva una direccio´n de derecha a izquierda, en la parte inferior
derecha; y un peato´n en la parte superior izquierda. El movimiento de avance real para esta




Figura 15: Fotograma de la secuencia ’Yosemite’ y su campo de flujo correcto.
Figura 16: Captura de pantalla de la secuencia real ’Hamburg taxi ’.
2.4.2. Me´tricas relacionadas.
Con el fin de medir el error respecto a la implementacio´n presentada en este trabajo, se hace
necesario usar una me´trica de error. Una de las me´tricas ma´s aceptadas es la de Barron [57].
La ecuacio´n (7) muestra la desviacio´n a partir de la orientacio´n espacio-temporal correcta,
la velocidad de un vector de direccio´n 3D unitario. Este vector incluye tanto el mo´dulo (ve-
locidad) como la fase (direccio´n) en un u´nico valor, reduciendo el aumento de los errores de
direccio´n para velocidades pequen˜as.
~v =
1√
u2 + v2 + 1
(u, v, 1)T (7)
El a´ngulo ψE entre la velocidad obtenida ve y la correcta vc se representa en la ecuacio´n (8).
ψE = arc cos (~vc · ~ve) (8)
Aunque probablemente la me´trica de Barron es la ma´s utilizada en el a´mbito de la estimacio´n
de movimiento, existen otras me´tricas que se utilizan en la comunidad de los Sistemas de
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Visio´n y que se han de tener en cuenta con el fin de aumentar la visibilidad y la generalidad
de los resultados obtenidos.
Una me´trica de error alternativa, propuesta por Galvin et al. [164] y reflejada en las ecua-
ciones 9 y 10, modela, por una parte, la magnitud de la diferencia entre la medida correcta
y la estimada:
ΨM = ‖−→vc −−→ve‖ (9)
y por otra, una medida del error normal a la direccio´n del gradiente de la intensidad g, siendo
esta u´ltima un buen indicativo de la interaccio´n con el problema de la apertura:
ΨN =
∥∥∥(−→vc −−→ve) · gˆ⊥∥∥∥ (10)
En el trabajo de Otte y Nagel [165] se destaca el hecho de la asimetr´ıa y el sesgo de vectores
de flujo o´ptico amplios. En base a esto, se propone un nuevo indicador que representa la
diferencia de magnitud entre el vector de flujo bidimensional (vc) y el estimado (ve) como
se muestra en la ecuacio´n 11.
ΨO&N =
∥∥∥ofˆvc − ofˆve∥∥∥ (11)
McCane et al. [166] ponen de manifiesto que la me´trica descrita no es suficiente debido a
que no tiene en cuenta el error cometido en regiones de flujos pequen˜os. Por ello proponen
dos me´tricas con el objetivo de solventar este problema. La primera me´trica es la diferencia
del a´ngulo entre el vector tridimensional vc y el estimado ve utilizando la me´trica de Barron
(ecuacio´n 12) pero remplazando la tercera componente por δ. Este umbral modula el error
teniendo en cuenta que en las zonas de flujo ma´s pequen˜o es menos significativo que en las
zonas de flujo grande.
ΨMcCaneA = cos
−1 (vˆc, vˆe) (12)
La segunda me´trica propuesta es la normalizacio´n del vector diferencia entre los vectores
de flujo tridimensional estimado y correcto. El factor de normalizacio´n es la magnitud del
flujo correcto, tenie´ndose en cuenta el efecto de los flujos pequen˜os utilizando un umbral
significativo T como se muestra en la ecuacio´n 13. El efecto de este umbral se traducir´ıa en




‖vc‖ if ‖vc‖ ≥ T
‖ve−T‖
‖T‖ if ‖vc‖ < T ≤ ‖ve‖
0 if ‖vc‖ < T > ‖ve‖
(13)
La figura 17 representa un esquema de diferentes criterios de medida del error. En ella se
incluye (a) la medida basada en los criterios de Barron , (b) la medida basada en los criterios
de Galvin usual y perpendicular y (c) la medida basada en diferencias de mo´dulo y fase de




Figura 17: Esquema de diferentes criterios de medida del error.
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3. McGM como caso de estudio.
Segu´n se ha estudiado en el cap´ıtulo 2, existen tres estrategias para el calculo del flujo o´ptico:
los me´todos de correlacio´n, o Block Maching, los me´todos de energ´ıa y los diferenciales o de
gradiente.
En este cap´ıtulo se va a exponer una alternativa a los tres modelos previos cuyo objetivo
es cumplir con los requisitos de: invarianza al patro´n esta´tico sin perder informacio´n y al
contraste, consistencia biolo´gica (uso de filtros espaciales y temporales que se encuentran en
el ser humano) y el uso de operaciones realizadas mediante dichos filtros. De esta manera,
se disen˜a un modelo capaz de cumplir estas condiciones y que posee propiedades que no se
encuentran en otros modelos de gradiente convencionales que son: capacidad para separar
las componentes diferenciales del flujo o´ptico sin necesidad de recurrir a me´todos iterativos,
consistencia matema´tica frente a regiones donde escasamente hay contraste, diversidad para
fundamentar procesamiento de movimiento de segundo orden46 y robustez frente a ruido
(dina´mico y esta´tico), entre otras. Es por ello por lo que se va a describir la estructura
matema´tica del modelo multicanal de gradiente o McGM [72, 169] (Multi-channel Gradient
Model).
3.1. Introduccio´n.
El modelo McGM expande la ecuacio´n ba´sica de conservacio´n de la intensidad para flujo
o´ptico, de manera que expresa la imagen como un desarrollo de Taylor e introduce derivadas
de o´rdenes superiores en la descripcio´n. Debido a esto, se obtiene un me´todo ido´neo capaz
de analizar la estructura espacio-temporal de una secuencia de ima´genes consiguiendo a su
vez una mayor robustez. A trave´s del cociente de la derivada temporal y espacial de varios
te´rminos del desarrollo de Taylor (computando este desarrollo para un nu´mero de direccio-
nes que se corresponden a las orientaciones de las columnas encontradas en el co´rtex visual
primario), se obtiene una medida de la velocidad como funcio´n de la orientacio´n del filtro.
Esta estrategia de mu´ltiples medidas ayuda a reducir el ruido adema´s de permitir separar la
componente de translacio´n de la diferencial. Puesto que cada cociente individual esta´ mal
condicionado en puntos donde el denominador se hace nulo, se combinan las derivadas de
varios te´rminos de este desarrollo y se integran en un volumen espacio-temporal. A partir
de todos estos datos, se producen las primitivas de velocidad inversa y velocidad que, a su
vez, generan la estimacio´n de velocidad en fase y mo´dulo para cada punto calculado, para
al final obtener un mapa denso de informacio´n. A modo de resumen, la figura 18 muestra
un esquema simple de las etapas del algoritmo que se van a explicar a continuacio´n.
46Movimiento de segundo orden: aquel en el que el movimiento de contorno se define por el contraste, la
textura, el parpadeo o alguna otra cualidad que no hace aumentar la luminancia o el movimiento de
energ´ıa del espectro de Fourier del est´ımulo [167, 168].
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Figura 18: Esquema de las etapas del Modelo Multicanal de Gradiente (McGM).
3.2. Etapa I. Filtros temporales.
Hess y Snowden investigaron el procesamiento visual humano con una serie de experimen-
tos [170] encontrando evidencias de 3 canales temporales: un canal paso baja, un canal paso
banda con frecuencia central aproximada a 10 Hz y otro paso banda con frecuencia central a
18 Hz. Esos 3 canales se pueden modelar por diferenciacio´n de una Gaussiana en el dominio
del logaritmo del tiempo (figura 19).
Figura 19: Representacio´n de los tres canales temporales encontrados en el humano [171] desde el punto de
vista de su respuesta impulsiva (arriba) y su comportamiento en frecuencia (abajo).
Estos filtros se modelan como derivadas de una Gaussiana en el espacio temporal logar´ıtmico










El modelo hace uso de un filtro FIR (Finite Impulse Response) con el objetivo de implemen-
tar las derivadas temporales. No se obtendra´n salidas hasta que se hayan procesado tantos
fotogramas en el filtro como longitud de e´ste por la naturaleza del proceso de filtrado, es
decir, si se tiene un filtro temporal de longitud 15, hasta el instante t = 15 (con 15 ima´genes)
no sera´ posible obtener la respuesta al fotograma dado por la posicio´n α.
Si realizamos este triple proceso convolutivo desde el primer fotograma (t = 0) hasta el
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que ocupe la u´ltima posicio´n menos la longitud del filtro (t = n − L + 1), conseguimos un
conjunto de derivadas temporales de orden 0, 1 y 2 capaces de actuar como primeros canales
de informacio´n, pudie´ndose extraer a partir de ellos cada una de las variaciones espaciales
asociadas a la estructura de la imagen.
El algoritmo 1 muestra el pseudoco´digo de los ca´lculos realizados en la etapa de filtrado
temporal.
Algorithm 1 temp filt = etapaI(frames, nFrames, L, nTemp filters, α, τ)
for tf = 0 to nTemp filters do
T filters(tf) = obtener filtro temporal(α, τ) {Obtencio´n de filtros}
for fr = 0 ≤ nFrames− L do
frame = obtener frames(frames, fr)
for all p = pixel ∈ frame do





A continuacio´n, se procede a disen˜ar y justificar todas las operaciones espaciales que ira´n
encadenadas a su vez a las convoluciones temporales abordadas en este apartado.
3.3. Etapa II. Filtros espaciales.
En el dominio espacial, la forma de los campos receptivos de las ce´lulas en el co´rtex visual
primitivo puede ser modelada con derivadas Gaussianas [171]. A medida que el orden de
diferenciacio´n aumenta, las Gaussianas se ajustan a frecuencias espaciales ma´s elevadas,
obteniendo un rango de canales espaciales independientes entre s´ı, que han sido verificados
























Donde σ representa la anchura de la Gaussiana y Hn es el polinomio de Hermite de orden n.
La convolucio´n se realiza de forma separable, usando derivadas tomadas en filas y columnas
respectivamente, debido a la separabilidad de la Gaussiana bidimensional. Este tipo de filtros
son muy u´tiles en el campo de la visio´n artificial, especialmente en aplicaciones relativas al
ana´lisis de orientacio´n local, filtrado angular adaptativo, deteccio´n de bordes o formacio´n de
ima´genes tridimensionales a partir de sombras bidimensionales.
El proceso total equivale primero: a convolucionar la imagen con una Gaussiana, segundo:
se convoluciona este resultado previo con el operador derivada. Este proceso puede llevarse
a cabo gracias a la linealidad de los filtros. Sin embargo, este esquema se comporta como
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Figura 20: Representacio´n de Gaussiana bidimensional y sus diferentes derivadas teniendo en cuenta la ecua-
cio´n 1. La fila superior representa las derivadas de orden 0, 1 y 2. Fila inferior, derivadas de orden
3, 4 y 5.
un filtro paso alta, que responde bien a partir de determinadas frecuencias espaciales. El
producto de los dos es un filtro paso banda, cuya frecuencia de corte inferior viene limitada
por la asociada a la Gaussiana y la superior viene limitada por cada una de las derivadas. El
pseudoco´digo de esta etapa se presenta en el algoritmo 2.
Algorithm 2 spat filt = etapaII(temp filt, nFrames, L, nTemp filters, nSpat filters)
for sf = 0 to nSpat filters do
S filt[sf ] = obtener filtro espacial(sf) {Obtencio´n de filtros}
end for
for tf = 0 to nTemp filters do
for fr = 0 ≤ nFrames− L do
frame = obtener frames(temp filt, tf, fr)
for all p = pixel ∈ frame do
for sf = 0 to nSpat filters do





3.4. Etapa III. Orientacio´n de filtros.
El modelo multicanal de gradiente utiliza unos cuantos filtros orientados que deben inten-
tarse evitar en sistemas de tiempo real por la alta carga de las convoluciones. En el contexto
computacional, los filtros separables son deseables y ventajosos [172], ya que son necesarios
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para generar un conjunto ba´sico de respuestas. Este proceso ha de ser compatible con que
se mantengan unas cotas de eficiencia adecuada en el proceso de orientacio´n.
La etapa de orientacio´n de filtros en el espacio (steering) representa la proyeccio´n de los
filtros calculados previamente en diferentes orientaciones en el espacio. En la ecuacio´n 16 se
representa la expresio´n general de las diferentes rotaciones de la Gaussiana y sus derivadas. Se
denomina n y m el orden de diferenciacio´n en las direcciones x e y, θ el a´ngulo proyectado,
D el operador derivativo y G0 la expresio´n de la Gaussiana. Esta expresio´n se resume en
expresar cada filtro orientado como una combinacio´n lineal de los filtros de su mismo orden

























Figura 21: Esquema de orientacio´n de filtros de segundo orden (45o).
Adema´s, la figura 21 muestra un ejemplo de orientacio´n de filtros, como una combinacio´n
lineal de los tres filtros de segundo orden. Es posible apreciar dos cruces por cero de los lo´bulos
de las funciones representadas. En consonancia, en la figura 22 se ilustra un desarrollo de
filtros orientados de primer orden47, as´ı como las contribuciones propias de cada filtro de la
base.
Figura 22: Ejemplos de rotacio´n de filtros orientados para varios a´ngulos avanzando segu´n el sentido contrario
al de las agujas del reloj. De arriba a abajo, implementacio´n de filtros de 1er orden para 105o,
135o, 215o respectivamente.
47Percepcio´n de primer orden de movimiento se refiere a la percepcio´n del movimiento de un objeto que
difiere en luminancia de su fondo.
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El pseudoco´digo de esta etapa se muestra en el algoritmo 3.
Algorithm 3 Rθ = etapaIII(spac filt, Gθ, nFrames, L, nTemp filts,
nSpat filts, nOrth Orders, nθs)
for θ = 0 to nθs do
for oo = 0 to nOrth Orders do
for sf = 0 to nSpat filts do
for tf = 0 to nTemp filts do
for fr = 0 ≤ nFrames− L do
frame = obtener frames(spac filt, oo, sf, tf, fr)
for all p = pixel ∈ frame do
I = spac filt[sf ][tf ][p]







3.5. Etapa IV. Desarrollo de Taylor.
En esta etapa se realiza un desarrollo de Taylor usando cada filtro orientado en la etapa
anterior. Esta funcio´n representa una estructura robusta que recoge toda la informacio´n
espacio-temporal de las secuencias, aproximando un pixel gene´rico por el conjunto de las
derivadas de los vecinos. Se puede expresar con la ecuacio´n (17).











I (x, y, t) (17)
Las tres derivadas de Taylor han sido construidas en una imagen de considerable taman˜o
usando el conjunto completo de filtros de respuestas ba´sico. De acuerdo con el modelo ori-
ginal [169], la expansio´n ha sido truncada despue´s del tercer orden en la direccio´n primaria
y del segundo orden en las direcciones ortogonal y temporal.
En el algoritmo 4 se representa el pseudoco´digo de esta etapa.
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Algorithm 4 Iθ = etapaIV (Rθ, nFrames, L, nTemp filts, nSpat filts,
nOrth Orders, nθs)
for θ = 0 to nθs do
for sf = 0 ≤ nSpat filts do
for tf = 0 ≤ nTemp filts do
for fr = 0 ≤ nFrames− L do
frame = obtener frames(Rθ, θ, sf, tf, fr)
for all p = pixel ∈ frame do
//Tercer orden en direccio´n primaria







3.6. Etapa V. Cocientes.
Esta es la u´ltima etapa derivada para el ca´lculo de ruta comu´n. Las pro´ximas etapas im-
plementan la estimacio´n del mo´dulo y la fase con expresiones distintas. El objetivo de esta




∣∣∣∣∣∣→ XX XY XTY Y Y T TT
∣∣∣∣→ Y T/TT XY/XX XT/XXY T/Y Y XY/Y Y XT/TT (18)
Las operaciones realizadas en esta etapa pueden estudiarse en el pseudoco´digo que se repre-
senta en el algoritmo 5.
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Algorithm 5 [XXθ, XY θ, XT θ, Y Y θ, TY θ, TT θ] = etapaV (Iθ, nFrames, L, nθs)
for θ = 0 to nθs do
for t Taylors do
for y Taylors do
for x Taylors do
for fr = 0 ≤ nFrames− L do
frame = obtener frames(I, θ, t Taylor, y Taylor, fr)




XXθ = calcular derivada(X,X)
XY θ = calcular derivada(X,Y )
XT θ = calcular derivada(X,T )
Y Y θ = calcular derivada(Y, Y )
Y T θ = calcular derivada(Y, T )







3.7. Etapa VI. Primitivas de velocidad.
Las etapas anteriores calculan la informacio´n visual considerando una representacio´n de Taylor
para cada pixel y calculando la velocidad para un rango de orientaciones a fin de simular
las columnas de orientacio´n que se encuentran en la corteza estriada [169]. Esto se reali-
za rotando el sistema y los filtros derivados Gaussianos de manera coordinada (etapa de
orientacio´n) a un nu´mero de direcciones primarias. Despue´s de esto, se toman las medidas
de velocidad, paralela y ortogonal, a las direcciones primarias para producir un vector de






Las medidas en bruto de la velocidad tambie´n esta´n condicionadas mediante la inclusio´n de
las medidas de la estructura de la imagen X∆Y/X∆X y X∆Y/Y∆Y donde los vectores

























es el nu´mero de orientaciones en las que se evalu´a la velocidad. Tambie´n se calcula


















La velocidad inversa se calcula usando diferentes te´rminos de los utilizados para calcular
la velocidad, y por tanto constituye una medicio´n independiente adicional. Finalmente, el
mo´dulo del movimiento se calcula a trave´s de un cociente de determinantes:
Mo´dulo2 =

sˆ‖ cos θ sˆ‖ sin θ




La direccio´n del movimiento se extrae calculando las medidas de fase que se combinan a





sin θ + (s˘⊥ + sˆ⊥) cos θ(
s˘‖ + sˆ‖
)
cos θ − (s˘⊥ + sˆ⊥) sin θ
)
(23)
Por u´ltimo, en el algoritmo 6 se expresan, en pseudoco´digo, las operaciones realizadas en
esta etapa.
Algorithm 6 [fase,mo´dulo] = etapaV I(nFrames, L, nθs,XXθ, XY θ, XT θ, Y Y θ, Y T θ, TT θ)
for fr = 0 ≤ nFrames− L do
frame = obtener frames(stageV, fr)
for all p = pixel ∈ frame do
mo´dulofr,p = fasefr,p = 0 //Inicio
for θ = 0 to nθs do
sˆ = calcular velocidad(XXθ, XY θ, XT θ, Y Y θ, Y T θ, TT θ)
mo´dulofr,p = mo´dulofr,p + obtener mo´dulo(sˆ, θ)





En los u´ltimos an˜os se pueden encontrar en la bibliograf´ıa estudios relacionados con la esti-
macio´n de movimiento que utilizan el algoritmo McGM con el objetivo de determinar el flujo
o´ptico.
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El primero del que hay que hablar es el realizado por Johnston et al. [73] en el que se pre-
senta un modelo computacional del ana´lisis de algunos patrones del movimiento de primer
orden y de segundo orden realizado por ce´lulas simples y complejas. Tambie´n Bruce, Green
y Georgeson abordan este algoritmo en [10]. Por su parte, McOwan et al. exponen en [173]
un enfoque neuromo´rfico multidiferencial para la deteccio´n de movimiento haciendo uso del
modelo multicanal de gradiente.
En el an˜o 2003, Johnston, McOwan y Benton hacen uso del modelo en [12] para el ca´lculo de
flujo de ima´genes sobre una regio´n limitada de la imagen. En este caso, el modelo recupera
informacio´n precisa del flujo o´ptico sin recurrir a la regularizacio´n y es resistente al ruido. La
teor´ıa requiere una jerarqu´ıa de componentes de co´mputo que se asignen bien a las propie-
dades conocidas de las neuronas sensibles al movimiento y a la arquitectura computacional
del sistema visual.
Otro ejemplo ma´s actual lo podemos encontrar en el trabajo realizado por Anderson y
McOwan [174], en el que presentan un sistema de reconocimiento facial en tiempo real
automa´tico y en mu´ltiples etapas. En este trabajo el algoritmo McGM se utiliza para deter-
minar el flujo o´ptico de la cara, es decir, una vez que se ha localizado esta en la escena, el
algoritmo determina el movimiento de la cara. La informacio´n que se obtiene se utiliza con
el objetivo del reconocimiento facial, ya que, es posible observar las emociones ba´sicas me-
diante los patrones del movimiento facial, independientemente de quien expresa la emocio´n.
Liang et al. [175] describen una extensio´n espectral del algoritmo McGM para abordar distin-
cio´n de color. Para ello, extienden las series de derivadas Gaussianas, en el espacio de color,
y las integran dentro del modelo multicanal de gradiente.
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4. Unidades de procesamiento gra´fico.
Las unidades de procesamiento gra´fico, comu´nmente conocidas por las siglas GPU, son pro-
cesadores paralelos optimizados para acelerar ca´lculos gra´ficos. Fueron disen˜adas espec´ıfi-
camente para realizar una gran cantidad de ca´lculos en coma flotante necesarios para el
renderizado de gra´ficos 3D. Sin embargo, las GPUs modernas son masivamente paralelas y
totalmente programables, tanto es as´ı, que la capacidad de realizar los ca´lculos en punto flo-
tante de forma paralela en una GPU moderna es de varios o´rdenes de magnitud superior que
en una CPU. Adema´s, las GPUs pueden encontrarse en un amplio rango de sistemas, des-
de ordenadores de sobremesa y porta´tiles hasta en dispositivos mo´viles o supercomputadores.
En este cap´ıtulo nos vamos a centrar en la evolucio´n histo´rica de las GPUs, abordando la
tecnolog´ıa relacionada con el procesamiento gra´fico con la que nos encontramos en la actua-
lidad, as´ı como las iniciativas y herramientas software para favorecer su explotacio´n desde el
punto de vista del programador.
4.1. Historia y estado del arte de las GPU.
La aparicio´n de las primeras tarjetas gra´ficas data de finales de los an˜os 60 cuando, en lugar
de impresoras, se empiezan a utilizar los monitores como elementos de visualizacio´n. En estas
primeras tarjetas solo era posible visualizar texto, aunque con la aparicio´n posterior de chips
gra´ficos, como el Motorola 6845, se empezo´ a dotar a los equipos de capacidades gra´ficas.
En 1987 se dan a conocer las primeras tarjetas gra´ficas que pose´ıan una resolucio´n de
640×480 y 256 colores, las conocidas VGA (del ingle´s Video Graphics Array), que tuvieron
una aceptacio´n masiva, provocando que muchas compan˜´ıas trabajaran sobre esta tarjeta pa-
ra mejorar su resolucio´n y el nu´mero de colores. Sin embargo, no fue hasta 1995 cuando la
evolucio´n de este tipo de hardware dio un giro importante. Hasta esa fecha, las mejoras iban
encaminadas a soportar mayores resoluciones y colores, pero gracias a que los videojuegos
comenzaban a popularizarse, con la aparicio´n de las videoconsolas, los requisitos de mayor
realismo gra´fico supusieron mayores demandas computaciones y comenzaron a aparecer las
primeras tarjetas 2D/3D, que cumpl´ıan con el esta´ndar SVGA (una evolucio´n de VGA) im-
plementando adema´s algunas funciones 3D que las hac´ıan mucho ma´s potentes.
Los chips gra´ficos empezaron como procesadores gra´ficos de funciones fijas, pero se hicieron
cada vez ma´s programables y potentes desde el punto de vista computacional. Entre los an˜os
1999 y 2000, cient´ıficos del sector informa´tico y de otras disciplinas empezaron a utilizar las
GPU para acelerar diversas aplicaciones cient´ıficas, ya que hasta ahora su principal uso estaba
orientado al mundo de los videojuegos. Fue el nacimiento de un nuevo concepto denominado
GPGPU o la utilizacio´n de la GPU para aplicaciones de propo´sito general.
Aunque los usuarios lograban alcanzar un rendimiento muy superior a las CPUs de la e´poca
(por encima de 100x con respecto a las CPU en algunos casos), el problema era que el concep-
to GPGPU precisaba el uso de APIs de programacio´n de gra´ficos, como OpenGL y Cg, para
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explotar el paralelismo de las GPU. Eso limitaba el acceso de la comunidad cient´ıfica a las
enormes capacidades computaciones de este tipo de hardware. NVIDIA advirtio´ el potencial
que supondr´ıa facilitar la programacio´n de estos dispositivos, de modo que invirtio´ grandes
esfuerzos para que la GPU fuera totalmente programable y ofrecio´ un proceso totalmente
transparente para desarrolladores con lenguajes familiares como C/C++, Fortran, OpenCL,
DirectCompute, etc. Como consecuencia, en el an˜o 2006 NVIDIA presenta la arquitectura
CUDA (del ingle´s Compute Unified Device Architecture) a la par que la arquitectura gra´fica
G80 y la primera tarjeta que la soportaba (el modelo GeForce 8800 GTX ), para alcanzar el
objetivo propuesto en la computacio´n a nivel de GPU: realizar la computacio´n de cara´cter
general de forma trivial. Desde entonces, esta arquitectura ha ido evolucionando hasta el
modelo actual: Kepler [38].
Sin embargo, CUDA es un modelo que solo puede utilizarse en arquitecturas NVIDIA,
por lo que a finales del 2008 aparece un esta´ndar para la computacio´n GPGPU llamado
OpenCL [176], desarrollado por el grupo Khronos y cuyo fin es el de ser utilizado en plata-
formas heteroge´neas con CPUs, GPUs, DSPs (Procesadores Digitales de Sen˜al) o FPGAS
entre otros procesadores.
La computacio´n usando GPUs ha ido creciendo en importancia cada vez ma´s ra´pido. Actual-
mente, dicha tecnolog´ıa ha ido ganando presencia en las supercomputadoras ma´s ra´pidas del
mundo para incrementar sus prestaciones; la amplia mayor´ıa de las universidades de todo el
mundo incorporan entre sus estudios de informa´tica computacio´n paralela utilizando GPU y
centenares de miles de desarrolladores las utilizan.
Desde 2003 y gracias en gran parte a la industria de los videojuegos, las tarjetas gra´ficas
han ido evolucionando hasta convertirse en aceleradores consolidados. El microprocesador
de dichas tarjetas, o Unidad de Procesado Gra´fico, ha liderado la carrera de rendimiento en
lo que a operaciones en punto flotante se refiere, tal y como muestra la figura 23, en la
que se puede observar co´mo la GPU GTX680 de NVIDIA alcanza un rendimiento de hasta
3 trillones de operaciones en punto flotante por segundo (3 TeraFLOPS) [177].
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Figura 23: Comparativa del rendimiento en GFLOPS entre CPUs y GPUs.
La razo´n de esta diferencia en el rendimiento entre CPU y GPU es que la GPU esta´ especia-
lizada en computacio´n intensiva y computacio´n masivamente paralela, que es exactamente
lo que trata de explotar el renderizado de gra´ficos. Adema´s, esta´n disen˜adas de forma que se
destinan ma´s transistores a la lo´gica computacional dota´ndola de ma´s unidades de co´mputo
en lugar de a la jerarqu´ıa de memoria (caches) y control de flujo. Ma´s concretamente, una
GPU es eficiente a la hora de solucionar problemas que pueden poseer un alto grado de
paralelismo; el mismo flujo de ejecucio´n es ejecutado sobre un volumen de datos grande en
paralelo con alta intensidad aritme´tica. Este hecho ha motivado que en algunos autores como
Henessy&Patterson [178] describan la arquitectura GPU junto a los antiguos procesadores
vectoriales por su analog´ıa en la explotacio´n del paralelismo SIMD.
Con este nuevo tipo de arquitectura presente, aparecen nuevas dificultades para el desarro-
llador de software. Ahora, no so´lo se debe dominar la programacio´n paralela tradicional, sino
que se debe aprender a desarrollar aplicaciones para estas nuevas arquitecturas espec´ıficas,
masivamente paralelas, y as´ı aprovechar toda la potencia que ofrecen las soluciones hardware
de hoy en d´ıa. Au´n ma´s complicado es obtener soluciones o´ptimas, aprovechar las ventajas
de la jerarqu´ıa de memoria, evitar y/u ocultar los cuellos de botella, etc.
En la actualidad existen diferentes soluciones a la hora de acelerar nuestras aplicaciones
mediante GPUs. Estas abordan tanto soluciones hardware como la utilizacio´n de distintos
lenguajes de programacio´n.
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Soluciones hardware: Histo´ricamente AMD/ATI y NVIDIA han sido las compan˜´ıas que
ma´s hincapie´ han hecho en el desarrollo de hardware gra´fico, poniendo a disposicio´n de la
comunidad cient´ıfica diferentes soluciones con el objetivo de acelerar los ca´lculos realizados
en las CPUs. En la actualidad, ambas permiten el acceso al conjunto de instrucciones nativas
y a la memoria de los elementos de ca´lculo masivamente paralelos de las GPUs, convirtiendo
a estas en poderosas arquitecturas programables.
Para competir con CUDA de NVIDIA, en el an˜o 2006 AMD presenta la biblioteca Close to
Metal (CTM) para la programacio´n de propo´sito general en sus unidades de procesamien-
to gra´fico. CTM era una capa fina de abstraccio´n que permit´ıa el acceso directo al juego
de instrucciones de las GPUs y su sistema de memoria. Debido a su escaso e´xito, en 2008
AMD/ATI decidio´ terminar con su desarrollo y apoyar el proyecto de OpenCL. Ese mismo
an˜o presento´ ATI Stream, un marco de desarrollo que permite trabajar sobre OpenCL como
lenguaje de programacio´n para utilizar las GPUs como procesadores de propo´sito general. Por
su parte, NVIDIA ofrece, desde 2006, CUDA para un propo´sito similar, siendo este, adema´s
de un marco que permite el uso de OpenCL, un lenguaje espec´ıfico para el procesado GPGPU
sobre tarjetas NVIDIA.
Lenguajes: Hoy en d´ıa coexisten dos lenguajes principales para poder programar en GPUs,
CUDA y OpenCL. CUDA es la solucio´n propuesta por NVIDIA y que funciona solo en el
hardware fabricado por esta compan˜´ıa mientras que OpenCL busca ser un esta´ndar que per-
mita ejecutar co´digo en plataformas heteroge´neas y de fabricantes diferentes.
En un esfuerzo con el fin de facilitar las tareas a los programadores para que aprovechen las
ventajas de la computacio´n paralela, NVIDIA junto a Cray Inc, The Portland Group (PGI) y
CAPS Enterprise anunciaron en 2011 un nuevo esta´ndar de programacio´n paralela denomina-
do OpenACC48. Este nuevo esta´ndar de programacio´n para computacio´n paralela es abierto y
esta´ disen˜ado para permitir a millones de cient´ıficos y programadores te´cnicos tomar ventaja,
de manera fa´cil, del poder de co´mputo de sistemas heteroge´neos, como sistemas formados
por GPU/CPU o GPGPU.
Por otra parte, OpenACC es totalmente compatible e interoperable con la arquitectura de
programacio´n paralela CUDA, que esta´ disen˜ada para permitir un control detallado sobre el
acelerador con el objetivo de ajustar el rendimiento ma´ximo.
En las siguientes secciones se abordan estas soluciones en ma´s detalle.
4.2. Paradigma de programacio´n.
4.2.1. CUDA. Arquitectura y modelo de programacio´n.
Las siglas CUDA hacen referencia tanto a un compilador como a un conjunto de herramien-
tas de desarrollo creadas por NVIDIA que permiten a los programadores usar una serie de
48Pa´gina oficial de OpenACC: http://www.openacc.org/
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lenguajes de programacio´n, como C/C++, Fortran, Python o Java, para codificar algoritmos
en GPUs de NVIDA.
El objetivo de CUDA es intentar explotar las ventajas de las GPU frente a las CPU haciendo
uso del paralelismo que ofrecen sus mu´ltiples nu´cleos. As´ı, si una aplicacio´n esta´ disen˜ada
utilizando numerosos hilos que realizan tareas independientes, una GPU podra´ ofrecer un
gran rendimiento en diversos campos.
4.2.1.1. Arquitectura de una GPU.
El modelo de programacio´n CUDA presenta la GPU como un coprocesador que puede eje-
cutar kernels en paralelo y ofrece extensiones para el lenguaje C para (a) mapear los datos
de la GPU, (b) transferir datos entre la GPU y la CPU y (c) lanzar dichos kernels.
Un kernel CUDA ejecuta unas l´ıneas de co´digo sobre un gran nu´mero de hilos en paralelo.
Este tipo de sistemas explotan el concepto SIMT (Single Instruction Mutiple Threads), en la
que una misma instruccio´n es ejecutada por muchos hilos, o threads, con datos de entrada
distintos. Las tareas son organizadas mediante bloques CUDA, donde se pueden llegar a
lanzar hasta 1024 hilos que pueden cooperar entre s´ı por comparticio´n de datos a trave´s de
una memoria local de baja latencia y la sincronizacio´n mediante barreras. Diferentes bloques
CUDA so´lo se pueden coordinar a trave´s de los accesos a una memoria global de alta latencia.
La figura 24 muestra un esquema del hardware en una GPU. Los nu´cleos de la GPU (pro-
cesadores) se organizan en varios multiprocesadores. Cada uno de estos nu´cleos integra sus
propias unidades funcionales y un registro de gran taman˜o que tiene capacidad para la ejecu-
cio´n de cientos de hilos concurrentes. Cada multiprocesador posee una unidad de instruccio´n
(Instruction Unit) que controla el lanzamiento de los hilos, y una memoria local compartida.
La jerarqu´ıa de memoria tambie´n incluye memoria cache´ de so´lo lectura para acelerar el
acceso a las texturas y las constantes. La abstraccio´n del bloque CUDA esta´ estrechamente
relacionada con esta organizacio´n: cada bloque de CUDA es ejecutado por un multiproce-
sador que, dependiendo de la disponibilidad de recursos, pueden mapear varios bloques al
mismo tiempo.
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Figura 24: Modelo de programacio´n CUDA. GPU como un coprocesador que integra varios multiprocesadores
y una jerarqu´ıa de memoria compleja49.
La unidad de ejecucio´n no es el hilo individual, sino un grupo de hilos llamados warp. En cada
ciclo el planificador elige el siguiente warp a ejecutar de forma semejante a la planificacio´n
de un procesador multithreading de grado fino.
Uno de lo factores ma´s significativos que afectan al rendimiento final es el uso eficiente de
la jerarqu´ıa de memoria. A pesar de que este tipo de hardware permite la ocultacio´n de
accesos a memoria de alta latencia al igual que un procesador Multithreading de grano fino,
el acceso simulta´neamente de un nu´mero alto de threads a la DRAM plantea un enorme
desaf´ıo. Debido a este problema, el uso eficiente de la memoria local compartida y las texturas
de so´lo lectura son fundamentales para lograr buenos rendimientos en muchos algoritmos.
Adema´s, el acceso de los threads de un warp debe de ser alineado, porque se traduce en un
u´nico acceso a memoria reduciendo significativamente la contencio´n con memoria [179].
4.2.1.2. El modelo de programacio´n CUDA.
La programacio´n paralela de propo´sito general en GPUs es un feno´meno relativamente nuevo.
En sus or´ıgenes, las GPUs eran bloques de hardware optimizados para un pequen˜o conjunto
de operaciones con gra´ficos. Con el paso de los an˜os, los programadores fueron reclamando
una mayor flexibilidad para programar en este tipo de dispositivos. Es por ello por lo que en
49Figura extra´ıda de la gu´ıa de programacio´n de CUDA [177]
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2006, NVIDIA introduce la arquitectura CUDA y las herramientas necesarias para realizar el
ca´lculo en paralelo de datos en una GPU de una forma ma´s sencilla.
El modelo de programacio´n CUDA extiende el lenguaje de programacio´n C/C++ permitien-
do que el programador defina funciones en este lenguaje, llamadas kernels, que van a ser
ejecutadas N veces en paralelo para los N hilos diferentes. El modelo CUDA asume que los
hilos se ejecutan en una unidad f´ısica distinta al procesador (host), que actu´a como copro-
cesador (dispositivo o device) donde se ejecuta el programa, como muestra la figura 25. En
principio, los kernels se ejecutan secuencialmente en el coprocesador, aunque a partir de la
aparicio´n de la arquitectura Fermi tambie´n es posible la ejecucio´n dina´mica a nivel de kernel
pudiendo coexistir su ejecucio´n en el tiempo.
Host Device
Figura 25: Arquitectura CPU (host) - GPU (device)50.
A modo de ejemplo, se muestra parte de co´digo para ilustrar co´mo se define un kernel y
co´mo este es llamado desde un programa.
//definicio´n del kernel
__global__ void vecAdd(float *A, float *B, float *C)
{
int i = threadIdx.x;
50Figura extra´ıda de la gu´ıa de programacio´n de CUDA [177]
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vecAdd<<<1,N>>>(A,B,C); //invocacio´n del kernel con N hilos
...
}
Existe una jerarqu´ıa de hilos perfectamente definida en CUDA. Estos se agrupan en vectores,
que reciben el nombre de bloques, pudiendo ser unidimensionales, bidimensionales o tridi-
mensionales, de forma que definen bloques de hilos de una, dos o tres dimensiones segu´n se
quiera representar el espacio del problema. So´lo los hilos que pertenecen al mismo bloque
pueden compartir datos y sincronizar sus ejecuciones, no permitie´ndose la cooperacio´n entre
hilos de distintos bloques. A la organizacio´n de bloques se denomina grid, que a su vez puede
ser de una o dos dimensiones. Como hemos visto en el co´digo de ejemplo, los valores entre
<<< ..... >>> sirven para configurar el kernel y definen la dimensio´n del grid y el nu´mero
de hilos de cada bloque. La figura 26 ilustra la organizacio´n de los hilos en un grid de 2x3
bloques y 3x4 hilos. Puede observarse que cada hilo queda perfectamente definido por un
identificador de bloque y el identificador del propio hilo dentro del bloque. Estos identifica-
dores se suelen utilizan como ı´ndices para definir el conjunto de datos que procesa cada hilo.
Si tomamos como ejemplo el co´digo anterior, cada hilo tomara´ un valor del vector A, en la
posicio´n i, y otro en la misma posicio´n del vector B y almacenara´ la suma en el vector C.
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Figura 26: Jerarqu´ıa de hilos en CUDA51.
En CUDA, existe una jerarqu´ıa de memoria con distintos espacios de memoria: local, com-
partida y global. Cada hilo tiene acceso a estos tipos; en primer lugar, a la memoria local, que
se aloja en la memoria principal de la GPU (off-chip). Para que todos los hilos de un mismo
bloque puedan colaborar entre si, estos tienen acceso a una regio´n de memoria compartida
(on-chip) que posibilita esta labor. Cabe destacar que la memoria compartida tiene el mismo
tiempo de vida que el bloque de hilos. Para finalizar, todos los hilos tienen acceso a la misma
memoria global (device memory). La figura 27 resume gra´ficamente la jerarqu´ıa de memoria
de CUDA.
Adema´s, existen dos espacios de memoria adicionales y accesibles por todos los hilos: la
memoria de constantes y la de texturas. Junto con la memoria global, esta´n optimizadas
para diferentes usos de memoria y son persistentes a trave´s de los lanzamientos de kernels
de una misma aplicacio´n. Adicionalmente, la memoria de texturas ofrece distintos tipos de
direccionamiento, como filtro de datos, para algunos tipos de datos espec´ıficos.
Tambie´n se puede considerar la memoria de la CPU como un nivel ma´s externo de memoria,
teniendo siempre en cuenta que las transferencias entre CPU-GPU suponen un cuello de
botella, por lo que en muchos casos es de vital importancia minimizar estas transacciones.
51Figura extra´ıda de la gu´ıa de programacio´n de CUDA [177]
52Figura extra´ıda de la gu´ıa de programacio´n de CUDA [177]
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Figura 27: Jerarqu´ıa de memoria en CUDA52.
4.2.1.3. El modelo de ejecucio´n.
El planificador de hilos es el encargado de la ejecucio´n de los hilos en la GPU, distribuyendo
bloques de hilos entre los multiprocesadores. En las primeras versiones, cada multiprocesa-
dor puede ejecutar un total de ocho bloques simulta´neamente. Adema´s, el planificador ha de
mantener una lista de los bloques planificados y debe encargarse de ir asignando bloques a
los multiprocesadores segu´n vayan terminando.
El multiprocesador tiene que crear, gestionar y ejecutar los hilos de forma concurrente en
el hardware sin un sobrecoste relativo a la planificacio´n. Para ello mapea cada hilo a un
procesador o CUDA core, ejecutando cada uno de ellos de forma independiente con su
propia direccio´n de instruccio´n y registros de estado. A este modelo de ejecucio´n se lo
conoce por el nombre de SIMT (Single Instruction Multiple Threads). Lo primero que hace
el multiprocesador es dividir los bloques de hilos en grupos de 32 hilos, que reciben el nombre
de warps, siendo esta la unidad de planificacio´n. Cuando se tiene que lanzar una nueva
instruccio´n, la unidad de planificacio´n selecciona uno de estos warps que esta´n disponibles y
lanza la misma instruccio´n para todos los hilos que pertenecen al warp seleccionado. Hay que
tener en cuenta que las instrucciones de salto pueden suponer un problema puesto que los
hilos de un mismo warp pueden tomar caminos de ejecucio´n distintos. Si se da este caso, la
ejecucio´n se realiza en serie, ejecutando primero los hilos de un camino y a continuacio´n los
hilos del otro. Debido a esto, existen instrucciones que permiten la sincronizacio´n de todos
los hilos de un mismo warp (y no de bloques distintos, puesto que son independientes entre
s´ı), haciendo que bloques enteros detengan su ejecucio´n.
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4.2.1.4. El modelo de memoria.
Las aplicaciones CUDA pueden acceder a diferentes tipos de memoria. Para cada tipo hay una
serie de ventajas y desventajas que hay que tener en cuenta. Por ejemplo, la memoria global
es un espacio de direcciones grande, pero la latencia de acceso es muy alta. Sin embargo, la
memoria compartida tiene una latencia de acceso a memoria bastante baja, pero el espacio de
direcciones es ma´s pequen˜o si lo comparamos con la memoria global. Es importante conocer
las diferencias entre estas memorias y co´mo usar unas u otras decisiones que pueden afectar
al rendimiento. Por ello, el escoger do´nde almacenar los datos y cua´ndo, se convierte en una
tarea muy relevante.
Figura 28: Modelo de memoria de CUDA53.
Los distintos tipos de memoria disponible son: registros, memoria compartida, memoria local,
memoria global y memoria de constantes.
En los dispositivos con la prestacio´n de co´mputo (o compute capability en la jerga CUDA)
1.x hay dos zonas donde la memoria puede residir, en la memoria cache´ o en la memoria
del dispositivo (device memory). A la primera se la considera on-chip y los accesos a esta
son muy ra´pidos. La memoria compartida y la de constantes se almacenan en la memoria
on-chip. La memoria del dispositivo se considera off-chip y los accesos son mucho ma´s lentos
que a la primera. La memoria global y la local se almacenan en la memoria off-chip.
En los dispositivos con prestacio´n de co´mputo 2.x hay un banco de memoria adicional que se
almacena en cada SP (streaming processor). Se la considera una cache´ L1 y su espacio de
53Figura extra´ıda de la gu´ıa de programacio´n de CUDA [177]
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memoria es relativamente pequen˜o y su latencia de acceso muy lenta. La figura 28 resume
el modelo de memoria de CUDA donde se dispone de:
Registros: las variables escalares que se declaran en el a´mbito de una funcio´n kernel
y no esta´n iniciadas con todos los atributos se almacenan por defecto en los registros.
Estos registros tienen una latencia de acceso muy ra´pida, pero el nu´mero de registros
que esta´n disponibles por bloque es limitado. Las matrices que se declaran en la funcio´n
del kernel tambie´n se almacenan en los registros, pero so´lo si el acceso a los elementos
de la matriz se realiza mediante ı´ndices constantes (es decir, el ı´ndice que se utiliza
para acceder a un elemento de la matriz no es una variable, y por lo tanto el ı´ndice
puede ser determinado en tiempo de compilacio´n). Actualmente no es posible realizar
acceso aleatorio para registrar variables. Las variables en esta memoria son privadas
para el hilo. Los hilos que pertenecen al mismo bloque tendra´n versiones particulares de
cada variable de registro. Esta memoria so´lo existe mientras el hilo existe. Una vez que
el hilo finaliza la ejecucio´n, ya no se puede acceder de nuevo a una variable de registro
de dicho hilo. Cada vez que se invoca la funcio´n kernel se debe inicializar la variable.
Esto puede parecer obvio, porque el alcance de la variable esta´ dentro de la funcio´n
kernel, pero no es cierto para todas las variables declaradas en la funcio´n kernel, como
veremos con la memoria compartida. Las variables declaradas en los registros pueden
ser le´ıdas y escritas dentro del kernel ; adema´s, la lectura y la escritura no necesitan
ser sincronizadas.
Memoria local: cualquier variable que no cabe en el espacio de registros permitidos
para el kernel se almacena en la memoria local. La memoria local tiene el mismo acceso
que la latencia de memoria global (es decir, lenta). Los accesos a la memoria local se
almacenan so´lo en una memoria cercana (ra´pida) a la GPU en aquellas capacidad de
co´mputo 2.x o superior [180]. Al igual que los registros, la memoria local es privada
para cada hilo, y por lo tanto debe inicializarse antes de que se utilice. Las variables
almacenadas en la memoria local tienen la vida u´til del hilo. Una vez que el hilo se haya
ejecutado, la variable local ya no es accesible. No se puede realizar una declaracio´n
de variable con cualquier atributo, pero el compilador pondra´ automa´ticamente las
declaraciones de variables en la memoria local en las siguientes condiciones:
• Las matrices que son accedidas con ı´ndices en tiempo de ejecucio´n. Esto es, el
compilador no puede determinar los ı´ndices en tiempo de compilacio´n.
• Grandes estructuras o matrices que consumen demasiado espacio al registrarse.
• Cualquier variable declarada que supera el nu´mero de registros para ese kernel.
Una variable en la memoria local puede ser le´ıda y escrita en el kernel y el acceso a la
memoria local no necesita ser sincronizado al ser empleada en el a´mbito de un hilo.
Memoria compartida: acceder a la memoria compartida es muy ra´pido (unas 100
veces ma´s que a la memoria global) aunque cada SP tiene una cantidad limitada de
espacio de direccio´n de memoria compartida. La memoria compartida se debe declarar
dentro del alcance de la funcio´n del kernel teniendo el tiempo de vida del bloque.
Cuando un bloque termina la ejecucio´n, la memoria compartida que se definio´ en el
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nu´cleo ya no es accesible. La memoria compartida puede ser tanto de lectura como de
escritura dentro del kernel. Si se modifica el contenido de la memoria compartida es
recomendable realizar una sincronizacio´n para cerciorarse de que el resto de hilos leen
el valor correcto. Dado que el acceso a la memoria compartida es ma´s ra´pido que el
acceso a la memoria global, es ma´s eficiente realizar una copia de los datos desde la
memoria global a la memoria compartida que se utilizara´ dentro del kernel si existe
una alta tasa de localidad. Para declarar de una variable en memoria compartida se
antepone a esa variable la palabra shared .
Figura 29: Patrones de acceso que no provocan conflicto. Acceso lineal de los hilos a palabras de 32 bits, con
un avance de uno, dos y tres respectivamente54.
En la figura 29 se muestran ejemplos de accesos que no provocan conflictos ya que cada
hilo accede a un banco distinto. Tambie´n cabe destacar que la memoria compartida
implementa un mecanismo de distribucio´n por el cual varios hilos pueden leer una
palabra de 32 bits de forma simulta´nea en la misma peticio´n de lectura. Gracias a esto
se reduce el nu´mero de conflictos sobre un banco al que varios hilos piden el mismo
dato. Por otro lado, la figura 30 muestra algunos ejemplos de accesos irregulares a
memoria compartida que no provocan conflictos.
Memoria global: la latencia de acceso a memoria global es muy alta (unas 100 veces
ma´s lenta que la memoria compartida), pero su espacio de direccionamiento es mucho
54Figura extra´ıda de la gu´ıa de programacio´n de CUDA [177]
55Figura extra´ıda de la gu´ıa de programacio´n de CUDA [177]
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Figura 30: Patrones de acceso irregular a memoria a palabras de 32 bits. Acceso por permutacio´n aleatoria,
acceso de los hilos 3, 4, 6, 7 y 9 a la misma palabra del banco 5 e hilos que acceden a la misma
palabra de un banco respectivamente55.
mayor (hasta 6 GB en las modernas NVIDIA Tesla K20X). A diferencia de las memorias
vistas hasta ahora, la memoria global se puede leer y escribir desde el host usando la
funcio´n de C cudaMemcpy. Adema´s, esta memoria tiene el mismo tiempo de vida que
la aplicacio´n y es accesible para todos los hilos de todos los kernels. Hay que tener
cuidado al leer o escribir en la memoria global debido a que la ejecucio´n de subprocesos
no se pueden sincronizar entre diferentes bloques. La memoria global se declara en el
host utilizando la funcio´n de C cudaMalloc y se libera mediante cudaFree.
Memoria de constantes: al igual que las variables globales, las variables constantes
se deben declarar en el a´mbito global (fuera del alcance de cualquier funcio´n kernel).
Comparten los mismos bancos de memoria que la memoria global, pero a diferencia de
esta, so´lo se puede declarar una cantidad pequen˜a de este tipo de memoria (64KB). La
latencia de acceso a esta memoria es considerablemente ma´s ra´pida que a la memoria
global, pero a diferencia de la memoria global, la de constantes so´lo es de lectura dentro
del kernel. Se puede utilizar en el host mediante las funciones cudaMemcpyToSymbol
(para escribir en la memoria) y cudaMemcpyFromSymbol (para leer de la memoria).
No es posible asignar dina´micamente el almacenamiento de la memoria constante (el
taman˜o de los buffers de memoria de constantes debe ser declarado y determinado
esta´ticamente en tiempo de compilacio´n).
Memoria de texturas: realizar las lecturas a trave´s de la memoria de texturas puede
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tener algunos beneficios que la conviertan en una alternativa mejor a la memoria global
o de constantes:
• Si las lecturas no se ajustan a los patrones de acceso a la memoria global o a la
de constantes, es posible obtener mayor ancho de banda explotando las ventajas
de localidad en la memoria de texturas.
• Los enteros de 8 y 16 bits se pueden convertir a punto flotante de 32 bits (en
rangos de [0.0, 1.0] o [-1.0, 1.0]).
• Los datos pueden distribuirse a trave´s de variables separadas en una u´nica ins-
truccio´n.
• La latencia provocada por el ca´lculo de direcciones se oculta mejor y adema´s
puede que mejore el rendimiento de las aplicaciones que acceden a los datos de
forma aleatoria.
La tabla 6 resume los distintos tipos de memoria y sus propiedades.
Memoria Localizacio´n Cacheada Acceso Alcance Tiempo de vida
Registros cache´ n/a Host:NO Kernel:R/W hilo hilo
Local device 1.x:NO 2.x:SI Host:NO Kernel:R/W hilo hilo
Compartida cache´ n/a Host:NO Kernel:R/W bloque bloque
Global device 1.x:NO 2.x:SI Host:R/W Kernel:R/W aplicacio´n aplicacio´n
Constantes device SI Host:R/W Kernel:R aplicacio´n aplicacio´n
Tabla 6: Los distintos tipos de memoria en CUDA y sus caracter´ısticas.
4.2.1.5. Fermi y Kepler.
Actualmente, la demanda de co´mputo paralelo de gran rendimiento ha provocado que el
uso de GPU como aceleradores de ca´lculo aumente en muchas a´reas cient´ıficas, como son
la medicina, las finanzas, la ingenier´ıa, etc. Es por ello por lo que NVIDIA ha revisado
y redefinido las GPU dando como resultado las nuevas tecnolog´ıas gra´ficas. Cada familia
nueva tiene diferentes caracter´ısticas y capacidades de co´mputo. Las familias existentes para
computacio´n de altas prestaciones son Tesla (2008), Fermi (2010) y Kepler (2012), y se
preve´ el lanzamiento de Maxwell (2014) con memoria virtual unificada y Volta (sin fecha
au´n), con mo´dulos de memoria apilados denominados “stacked DRAM” para alcanzar anchos
de banda de hasta 1TB/s.
4.2.1.5.1. Arquitectura Fermi.
La primera GPU basada en Fermi, implementada con 3 billones de transistores, ofrece hasta
512 cores CUDA, donde cada uno de estos ejecuta una instruccio´n de punto flotante o entero
por ciclo de reloj y por hilo. Los 512 cores CUDA esta´n organizados en 16 multiprocesadores
paralelos (SMs), que se muestran en la figura 31, de 32 cores cada uno de ellos. La GPU
cuenta con seis particiones de memoria de 64-bit, una interfaz de memoria de 384 bits, que
soporta hasta un total de 6 GB de memoria DRAM de tipo GDDR5, una interfaz PCI-Express
que conecta la GPU con la CPU y utiliza GigaThread y un programador general que distribuye
hilos de bloques a los hilos programados del SM.
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Figura 31: Los 16 SM de Fermi se posicionan alrededor de una cache´ L2 comu´n. Cada SM es una banda
vertical rectangular que contiene una porcio´n naranja (planificador y env´ıo), una porcio´n verde
(unidades de ejecucio´n) y porciones azul claro (fichero de registro y cache´ L1)56.
En la arquitectura Fermi, NVIDIA introduce lo que llaman la tercera generacio´n de SMs, con
una serie de innovaciones en la arquitectura que no so´lo hacen que sean ma´s potentes sino
que tambie´n son ma´s eficientes y fa´ciles de programar.
Cada SM (figura 32) posee 32 procesadores CUDA, un incremento cuatro veces superior
con respecto al disen˜o de anteriores SM. Cada uno de estos procesadores posee una unidad
aritme´tico-lo´gica (ALU) y una unidad de punto flotante (FPU). Mientras que las GPUs
anteriores usaban la aritme´tica de punto flotante IEEE 754-1985, Fermi implementa el nuevo
esta´ndar de punto flotante IEE 754-2008. Otras caracter´ısticas de la nueva arquitectura de
los SM son:
Poseen 16 unidades de carga/almacenamiento, permitiendo que las direcciones fuente
y destino puedan ser calculadas por hasta 16 hilos en cada ciclo.
Tienen cuatro Unidades de Funcio´n Especial (SFUs) que ejecutan instrucciones como
sin, cos, o sqrt.
Esta´n disen˜ados espec´ıficamente para aritme´tica de doble precisio´n, ofreciendo mejores
rendimientos que en tarjetas anteriores [181].
Las GPU Fermi poseen un planificador dual de warp (Dual Warp Scheduler) que permite
seleccionar dos warps a los que se les asocia una instruccio´n a cada uno para un grupo
de 16 cores, 16 unidades de carga/almacenamiento o 4 SFUs. Como los warps se ejecutan
de forma independiente, el planificador no necesita comprobar las dependencias de cada
56Figura extra´ıda del documento de NVIDIA [181].
57Figura extra´ıda del documento de NVIDIA [181].
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Figura 32: Arquitectura de un SM (Streaming Multiprocessor) en Fermi57.
flujo de instruccio´n. De esta forma, se pueden emitir en dual ma´s instrucciones, como dos
instrucciones con enteros, dos instrucciones en punto flotante o una mezcla de instrucciones
de entero, punto flotante, carga, almacenamiento y SFU. Las instrucciones de doble precisio´n
no soportan una emisio´n dual con ninguna otra operacio´n. La figura 33 muestra un esquema
del planificador dual.
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Figura 33: Planificador Dual de Warps (Dual Warp Scheduler)58.
Sin embargo, una de las claves que han hecho que el rendimiento y la programabilidad de
aplicaciones en GPU haya mejorado es tener una memoria compartida on-chip. Mientras
que en tarjetas anteriores solo exist´ıan 16KB de memoria compartida para cada SM, en
arquitecturas Fermi cada SM posee 64KB de memoria on-chip que se pueden configurar y
dividir para tener una memoria compartida de 48KB y una cache´ L1 de 16KB o viceversa.
La tabla 7 compara tarjetas anteriores con la tecnolog´ıa Fermi.
GPU G80 GT200 Fermi
Transistors 681 millon 1.4 billon 3.0 billon
CUDA Cores 128 240 512
Double Precision Floating Point Capability None 30 FMA ops/clock 246 FMA ops/clock
Single Precision Floating Point Capability 128 MAD ops/clock 240 MAD ops/clock 512 MAD ops/clock
Special Function Units (SFUs) / SM 2 2 4
Warp schedulers (per SM) 1 1 2
Shared Memory (per SM) 16KB 16KB Configurable 48KB or 16KB
L1 Cache (per SM) None None Configurable 48KB or 16KB
L2 Cache None None 768KB
ECC Memory Support No No Yes
Concurrent Kernels No No Up to 16
Load/Store Address Width 32-bit 32-bit 64-bit
Tabla 7: Resumen de las distintas caracter´ısticas de las arquitecturas G80, GT200 y Fermi.
Adema´s, la arquitectura Fermi soporta la ejecucio´n concurrente de kernels, es decir, distin-
tos kernels de la misma aplicacio´n se pueden ejecutar al mismo tiempo, como muestra la
58Figura extra´ıda del documento de NVIDIA [181].
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figura 34. Esto permite a los programas que ejecutan un nu´mero pequen˜o de kernels uti-
lizar la GPU entera. Sin embargo, kernels que pertenecen a aplicaciones distintas pueden
seguir ejecuta´ndose secuencialmente con una buena eficiencia, gracias al mejorado cambio
de contexto.
Figura 34: Ejecucio´n de kernels en serie (izquierda) y en paralelo (derecha)59.
Conclusiones:
Durante diecise´is an˜os, NVIDIA se ha dedicado a la construccio´n de los procesadores gra´fi-
cos ma´s ra´pidos del mundo. Mientras las tarjetas G80 fueron pioneras en la arquitectura
de computacio´n GPU y las GT200 un refinamiento de las anteriores, sus disen˜os estaban
profundamente arraigados en el mundo de los gra´ficos. La aparicio´n de la arquitectura Fermi
representa una nueva direccio´n para NVIDIA. Lejos de ser simplemente el sucesor de las
GT200, Fermi es el resultado de un replanteamiento radical de la funcio´n, el propo´sito y la
capacidad de las GPUs.
En lugar de tomar la ruta fa´cil de an˜adir unidades de ejecucio´n, el equipo de Fermi ha
abordado algunos de los problemas ma´s dif´ıciles de la computacio´n GPU. La importancia de
la localidad de datos se reconoce a trave´s de los dos niveles de jerarqu´ıa de cache´ y su path
de memoria combinada de carga/almacenamiento. El rendimiento en doble precisio´n se eleva
a niveles de supercomputacio´n, haciendo que la ejecucio´n de operaciones ato´micas sea hasta
veinte veces ma´s ra´pido. Sin embargo, una nueva revisio´n de la arquitectura de las GPU por
parte de NVIDIA ha dado lugar a las arquitecturas Kepler.
4.2.1.5.2. Arquitectura Kepler.
Las tarjetas con arquitectura Kepler GK110 [38] aumentan el nu´mero de transistores hasta
los 7.1 billones, haciendo que sean, adema´s de las tarjetas ma´s ra´pidas, las arquitecturas ma´s
59Figura extra´ıda del documento de NVIDIA [181].
91
Figura 35: Diagrama de la arquitectura Kepler GK110.
completas jama´s construidas (figura 35). Dependiendo de la versio´n, poseen entre 7 y 15
multiprocesadores SMX dotados de 192 cores cada uno. Kepler an˜ade algunas caracter´ısti-
cas innovadoras relacionadas con el rendimiento en el ca´lculo. Proporcionan un throughput
de doble precisio´n de ma´s de 1 TeraFlop (en formato IEEE-754 de 64 bits) con una efi-
ciencia DGEMM superior al 80 % frente al 60-65 % que proporcionaban las Fermi. Si por
ejemplo, se dispusieran 10 racks de servidores, se podr´ıan alcanzar 1 PetaFLOP. Adema´s,
la arquitectura Kepler ofrece un gran salto hacia adelante en lo que a eficiencia energe´ti-
ca se refiere, mejorando el rendimiento por vatio en 3x con respecto a su antecesora, la Fermi.
Aunque todos los modelos de Fermi y Kepler incorporan correccio´n de errores ECC en
DRAM, anchura de 64 bits en el bus de direcciones y anchura de 64 bits en el bus de datos
por cada controlador (6 controladores para 384 bits, salvo la versio´n GF104 que tiene 4), si
comparamos la memoria y el transporte de datos vemos que la memoria integrada en cada
SMX respecto a los multiprocesadores de Fermi duplica el taman˜o y el ancho de banda del
banco de registros, el ancho de banda de la memoria compartida y el taman˜o y ancho de
banda de la memoria cache´ L1. Adema´s, la memoria interna (cache´ L2) es de 1.5 Mbytes y la
externa (DRAM) es de tipo GDDR5 y anchura de 384 bits (aunque la frecuencia y el taman˜o
dependen de la tarjeta gra´fica). Con respecto a la interfaz con el host, la arquitectura Kepler
implementa la versio´n 3.0 de PCI-Express y dia´logos ma´s directos entre la memoria de v´ıdeo
de varias GPUs. La figura 36 muestra la diferencia en la jerarqu´ıa de memoria entre Fermi y
Kepler.
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Figura 36: Diferencia en la jerarqu´ıa de memoria: Kepler vs. Fermi.
Las nuevas caracter´ısticas permiten un incremento en la utilizacio´n de la GPU, simplifican
los disen˜os de los programas paralelos y ayudan en el despliegue de las GPU. Algunas de
estas caracter´ısticas son:
Paralelismo Dina´mico. Simplifica la programacio´n en la GPU, ya que facilita la acele-
racio´n de bucles anidados paralelos, lo que significa que una GPU puede iniciar nuevos
subprocesos de forma dina´mica por s´ı misma, sin necesidad de volver a la CPU. En
la figura 37 se puede observar el paralelismo dina´mico introducido en la arquitectura
Kepler. Mientras que en versiones anteriores so´lo la CPU pod´ıa generar trabajo en la
GPU, en la arquitectura Kepler la GPU puede generar trabajo por si sola de forma
simulta´nea, dina´mica e independiente.
Figura 37: Diferencia entre versiones anteriores y Kepler con respecto al paralelismo dina´mico.
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Hyper-Q. Reduce el tiempo de inactividad de la CPU al permitir que mu´ltiples nu´cleos
de e´sta utilicen una misma GPU Kepler, lo que mejora dra´sticamente su capacidad
para ser programada y la eficiencia. Se pueden ejecutar hasta 32 kernels procedentes
de varios procesos de CPU de forma simulta´nea, lo que incrementa el porcentaje de
ocupacio´n temporal de la GPU. La diferencia entre Fermi y Kepler en este sentido se
muestra en la figura 38.
Figura 38: Diferencia entre Fermi y Kepler con respecto a la introduccio´n de Hyper-Q.
SMX. Proporciona mayor velocidad de procesamiento y eficiencia energe´tica gracias
a su innovador multiprocesador de streaming (SM), que permite dedicar ma´s espacio
a los nu´cleos de procesamiento que a la lo´gica de control. La figura 39 muestra un
esquema comparativo de los SM de una Fermi con respecto a los SMX de una Kepler.
Figura 39: SM en Fermi (izquierda) y SMX en Kepler (derecha).
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GPUDirect. Soporta RDMA (Remote Direct Memory Access), lo que permite trans-
ferencias directas entre GPUs y dispositivos de red y degrada menos el ancho de banda
de la memoria de v´ıdeo GDDR5.
Conclusiones:
Con el lanzamiento de Fermi en 2010, NVIDIA introdujo una nueva era en la computacio´n
de alto rendimiento (HPC) de la industria basada en un modelo de computacio´n h´ıbrida,
donde CPUs y GPUs trabajan juntas, para resolver cargas de trabajo de computacio´n inten-
siva. Ahora, con la nueva GPU Kepler GK110, NVIDIA una vez ma´s sube el listo´n para la
industria de HPC.
Kepler GK110 fue disen˜ado desde el principio para maximizar el rendimiento computacional
con una eficiencia energe´tica excepcional. La arquitectura tiene muchas innovaciones como
SMX, paralelismo dina´mico e Hyper-Q que hacen la computacio´n h´ıbrida mucho ma´s ra´pida,
ma´s fa´cil de programar y adaptable a un conjunto ma´s amplio de aplicaciones.
4.2.2. Breve introduccio´n a OpenCL.
Open Computing Language [176] (OpenCL) es un lenguaje de programacio´n para crear apli-
caciones y tareas con paralelismo de datos y que se pueden ejecutar tanto en unidades de
procesamiento gra´fico como en unidades centrales de procesamiento. La especificacio´n fue
creada originalmente por Apple y desarrollada en conjunto con AMD, IBM, Intel y NVIDIA60.
La principal motivacio´n para la aparicio´n de OpenCL fue la necesidad de tener una platafor-
ma de desarrollo esta´ndar para las distintas plataformas de computacio´n paralela existentes.
Al igual que para la programacio´n paralela en CPUs existen esta´ndares como OpenMP, se
ha observado que es necesario buscar uno que pueda usarse en plataformas heteroge´neas.
El modelo de paralelismo de datos en OpenCL es similar al de CUDA. Un programa escrito
en OpenCL tiene dos partes: los kernels que se ejecutan en uno o varios dispositivos, y el
programa host que gestiona la ejecucio´n de los kernels. Para tener una idea de la similitud
de conceptos, la tabla 8 muestra la relacio´n de algunos conceptos de OpenCL y los corres-
pondientes en CUDA. Como puede observarse, algunos son ide´nticos mientras que otros se







Tabla 8: Conceptos de OpenCL y CUDA.
60Lista completa de compan˜´ıas que conforman el working group de OpenCL: http://www.khronos.org/
conformance/adopters/conformant-companies
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Existen tambie´n similitudes con respecto a la arquitectura, puesto que al igual que CUDA, el
sistema posee un host, la CPU, y uno o varios dispositivos OpenCL. La figura 40 muestra, de
manera conceptual, un dispositivo OpenCL, en el que se puede observar la presencia de las
unidades de co´mputo (CUs, Compute Units) que corresponden en CUDA a los multiproce-
sadores SM (en azul oscuro), y los elementos de procesamiento (PEs, Processing Elements),
que tienen su homo´logo en los SPs de CUDA (donde se encuentran los work-items), don-
de se realizan los ca´lculos. El concepto de memoria global y de constantes es similar al de
CUDA. Sin embargo, la memoria local tendr´ıa su correspondencia en CUDA con la memoria
























Memoria del Dispositivo de cálculo
Figura 40: Esquema de la arquitectura OpenCL.
Una aplicacio´n OpenCL se ejecuta en un host de acuerdo con los modelos nativos a la
plataforma de dicho host. La aplicacio´n OpenCL env´ıa comandos desde el host para realizar
los ca´lculos en los PEs dentro de un dispositivo OpenCL. Los PEs dentro de una CU ejecutan
una sola corriente de instrucciones SIMD, o como unidades SPMD (Single Program Multiple
Data) donde cada PE mantiene su propio contador de programa. En la figura 41 puede
observarse el modelo de la plataforma OpenCL, con el host y N dispositivos OpenCL, cada
uno de ellos con sus CUs y sus PEs.
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Figura 41: Modelo de plataforma en OpenCL, con un host y varios dispositivos de ca´lculo.
Con el objetivo de describir las ideas principales que esta´n detra´s de OpenCL, a continua-
cio´n se exponen los diferentes modelos que lo componen: el modelo de ejecucio´n, el de
programacio´n y el de memoria.
4.2.2.1. Modelo de ejecucio´n en OpenCL.
Como OpenCL no so´lo esta´ dirigido a GPUs sino tambie´n a otros aceleradores, como CPUs
multinu´cleo, se proporciona flexibilidad en el tipo de kernel que se especifica. Estos pueden
idearse para tareas en paralelo, pensadas para CPUs, o para datos en paralelo, lo que coincide
con la arquitectura de GPUs.
El modelo de ejecucio´n esta´ compuesto por dos componentes: un programa host, que ejecu-
ta el programa central que gestiona el resto de dispositivos, y los kernels, ejecutados en los
dispositivos OpenCL.
Los kernels son porciones de co´digo y que pueden encontrar su similitud con las funciones C.
La ejecucio´n de estos puede realizarse en orden o no dependiendo de los para´metros pasados
al sistema cuando se forma la cola con el kernel para la ejecucio´n. Los eventos se proporcio-
nan de manera que el desarrollador puede comprobar el estado de las solicitudes de ejecucio´n
de kernel y otras solicitudes de rutina.
El nu´cleo del modelo de ejecucio´n de OpenCL se define por co´mo se ejecutan los kernels.
Cuando el host suministra uno de ellos, se define un espacio de ı´ndices. Una instancia del
kernel se ejecuta para cada punto de este espacio. A esta instancia del kernel se le conoce
con el nombre de work-item y se define por su punto en el espacio de ı´ndices, que proporciona
un ID global a cada work-item. Cada uno de ellos ejecutan el mismo co´digo, pero con una
ruta de ejecucio´n espec´ıfica, pudiendo variar los datos para cada work-item.
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Los work-items se organizan en work-groups, que proporcionan una descomposicio´n del espa-
cio de ı´ndices de grano ma´s grueso. A cada work-group se le asigna un ID u´nico con la misma
dimensionalidad que usan los work-items que lo componen. A cada work-item se le asigna
un identificador local u´nico dentro de un work-group de forma que podr´ıa ser identificado
bien por su ID global, bien por la combinacio´n de su ID local y el ID de su work-group. Los
work-items de un determinado work-group se ejecutan de manera concurrente en los PEs de
una CU.
Al espacio de ı´ndices en OpenCL se le conoce con el nombre de NDRange, que es un espacio
N-dimensional donde N es uno, dos o tres. Un NDRange se define por un array de enteros
de longitud N indicando el alcance del espacio de ı´ndice en cada dimensio´n a partir de un
ı´ndice F dado (normalmente 0).
En te´rminos de organizacio´n, el dominio de la ejecucio´n de un kernel se define por un dominio
de dimensio´n N. Esto permite que el sistema conozca la magnitud del problema que el usuario
quiere que el kernel aplique. Cada elemento en el dominio de ejecucio´n es un elemento de
trabajo y OpenCL proporciona la capacidad de agrupar los elementos del trabajo en grupos
para propo´sitos de sincronizacio´n y comunicacio´n.
El programa host se puede escribir en cualquier lenguaje soportado por el sistema, aunque
los ma´s utilizados son C/C++.
4.2.2.2. Modelo de programacio´n en OpenCL.
El modelo de programacio´n de OpenCL define varios tipos de paralelismo, de tareas, de
datos y los que combinan a ambos, siendo el paralelismo de datos el fundamento principal
de OpenCL.
Paralelismo de tareas. El modelo de programacio´n de OpenCL con paralelismo de
tareas define un modelo en el que una u´nica instancia de un kernel se ejecuta de manera
independiente de su nu´mero de ı´ndice. Es equivalente a ejecutar un kernel en una
CPU con un work-group que contiene un solo work-item. Con este tipo de modelo los
usuarios pueden expresar paralelismo usando tipos de vectores de datos implementados
en el dispositivo, encolando mu´ltiples tareas o kernels nativos desarrollados mediante
la utilizacio´n de un modelo de programacio´n ortogonal en OpenCL [182].
Paralelismo de datos. El modelo de programacio´n con paralelismo de datos define un
ca´lculo en te´rminos de una secuencia de instrucciones aplicado a mu´ltiples elementos
de un objeto de memoria. El espacio de ı´ndices asociado con el modelo de ejecucio´n de
OpenCL define los work-items y como los datos se mapean en ellos. En un modelo de
paralelismo de datos ma´s estricto existe una correspondencia uno a uno entre el work-
item y el elemento en un objeto de memoria sobre el que un kernel puede ejecutarse
en paralelo. Sin embargo, en OpenCL se implementa una versio´n ma´s relajada donde
esa correspondencia uno a uno no es necesaria.
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OpenCL proporciona un modelo jera´rquico para el paralelismo de datos donde existen
dos formas de especificar la subdivisio´n. En el modelo expl´ıcito un programador define
el nu´mero total de work-items a ejecutar en paralelo y puede describir como estos se
distribuyen entre los work-groups. En el modelo impl´ıcito, el programador so´lo especifi-
ca el nu´mero de work-items que se ejecutara´n en paralelo dejando a la implementacio´n
OpenCL la divisio´n de estos en los correspondientes work-groups.
Una caracter´ıstica del modelo de programacio´n con paralelismo de datos es que mu´lti-
ples kernels pueden acceder a una misma regio´n de memoria.
Cuando se utiliza el modelo de paralelismo de datos, se debe declarar la consistencia de
memoria de manera expl´ıcita haciendo uso de dominios de sincronismo. En OpenCL existen
dos: mediante cola de comandos, que permite administrar el paralelismo entre diferentes
dispositivos, y mediante work-items en un work-group, controlando as´ı la ejecucio´n de kernels
en un mismo dispositivo. La figura 42 ilustra la organizacio´n de los hilos en OpenCL pudiendo
observarse similitudes con la de CUDA, donde el NDRange equivaldr´ıa al Grid de CUDA, el
Work Group al bloque CUDA y los Work Items a los hilos CUDA.
Figura 42: Jerarqu´ıa de hilos en OpenCL.
A continuacio´n se muestra, a modo de ejemplo, una porcio´n de co´digo que sirve para ilustrar
co´mo se define un kernel en OpenCL y co´mo se llama desde el programa host.
//definicio´n del kernel
__kernel void vecAdd(__global const float *a,
__global const float *b,
__global float *c)
{
int gid = get_global_id(0);
c[gid] = a [gid] + b[gid];
}
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kernel = clCreateKernel(program, "vecAdd");
...
}
4.2.2.3. Modelo de memoria en OpenCL.
Los work-items que se ejecutan en un kernel tienen acceso a cuatro regiones de memoria
distintas.
Memoria global: esta regio´n de memoria permite el acceso en modo lectura/escritura
a todos los work-items de todos los work-groups. Los work-items pueden leer y escribir
cualquier elemento en esta regio´n de memoria aunque, dependiendo de las capacidades
del dispositivo, estas escrituras y lecturas pueden necesitar ser cacheadas.
Memoria de constantes: es una regio´n de memoria global que se mantiene constante
durante la ejecucio´n de un kernel. El host asigna e inicializa objetos en esta regio´n de
memoria.
Memoria local: es una regio´n de memoria para los work-group. Esta regio´n de memoria
puede usarse para asignar variables que se comparten entre work-items de un mismo
work-group. Puede implementarse como regiones de memoria dedicada en dispositivos
OpenCL. De manera alternativa, la regio´n de memoria local puede ser mapeada en
secciones de la memoria global.
Memoria privada: esta memoria se refiere a la regio´n privada de cada work-item. Las
variables definidas en la memoria privada de un work-item no son visibles ni accesibles
por ningu´n otro work-item diferente al que la definio´.
El modelo de memoria se muestra en la figura 43. En ella se puede observar una memoria
privada, disponible y accesible so´lo por el work-item (este concepto es similar al de thread
en CUDA) al que esta´ asociada. La memoria local se utiliza para lectura y escritura y es
accesible para variables compartidas por distintos work-items pertenecientes al mismo grupo
de trabajo (work-group, que su equivalente en CUDA es el bloque). La memoria global,
que representa a la memoria de cada dispositivo, esta´ disponible para lectura y escritura
desde cualquier work-item o work-group. La memoria de constantes, que es una regio´n de la
memoria global y es so´lo de lectura. Es constante durante la ejecucio´n del kernel y puede ser
le´ıda y escrita por el host. Por u´ltimo, esta´ la memoria asociada a la CPU (que actu´a como
host).
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Figura 43: Jerarqu´ıa de memoria en OpenCL.
La tabla 9 describe si el kernel o el host pueden asignar desde una regio´n de memoria, el
tipo de asignacio´n (en tiempo de compilacio´n o en tiempo de ejecucio´n) y el tipo de acceso
permitido, es decir, si el kernel o el host pueden leer y/o escribir a una regio´n de memoria.
Mem. global Mem. constantes Mem. local Mem. privada
Host Asignacio´n dina´mica Asignacio´n dina´mica Asignacio´n dina´mica Sin asignacio´n
Acceso R/W Acceso R/W Sin acceso Sin acceso
Kernel Sin asignacio´n Asignacio´n esta´tica Asignacio´n esta´tica Asignacio´n esta´tica
Acceso R/W Acceso solo lectura Acceso R/W Acceso R/W
Tabla 9: Tipo de asignacio´n y acceso permitido a cada tipo de memoria por parte del kernel y el host en
OpenCL.
4.2.2.4. Principales diferencias con CUDA.
Al igual que CUDA, OpenCL aborda las jerarqu´ıas de memoria en su totalidad y la ejecucio´n
de datos paralelos. Se basa en gran medida en la experiencia obtenida con el API de CUDA.
Por otro lado, OpenCL es una plataforma ma´s compleja, ya que su objetivo es dar soporte
multiplataforma. Por este motivo las aplicaciones que hacen uso de OpenCL tienen que estar
preparadas para soportar una diversidad de hardware mayor. As´ı, su modelo de gestio´n de
los dispositivos, el de compilacio´n de los kernels y la ejecucio´n de estos resulta mucho ma´s
compleja que los correspondientes en CUDA.
A continuacio´n, vamos a enumerar algunas de las principales diferencias entre CUDA y
OpenCL.
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La principal diferencia radica en la ventaja de que OpenCL es un esta´ndar abierto, a
diferencia de CUDA que es propietario, lo que permite que cualquier proveedor pueda
dar soporte en sus productos. Por ejemplo, Intel da soporte OpenCL para sus u´ltimos
procesadores [183] y para el acelerador Intel-Xeon Phi 61.
Otra de las diferencias existentes es la terminolog´ıa, lo que puede acarrear alguna con-
fusio´n. Por ejemplo, el te´rmino de hilo, o thread, tiene su correspondencia en OpenCL
con el te´rmino work-item. Adema´s, en OpenCL el concepto de warp de CUDA no
existe.
CUDA es ma´s eficiente tanto a la hora de compilar (obteniendo un co´digo optimizado y
mejorado) como cuando se trata de gestionar las transferencias de memoria en tiempo
de ejecucio´n [184, 185].
OpenCL en teor´ıa es portable, es decir, va´lido para cualquier arquitectura, por lo que
se podra´ ejecutar en mu´ltiples y diferentes dispositivos (GPU, CPU, FPGA, etc.). Sin
embargo, es necesario realizar ciertos cambios en el co´digo cuando se desea cambiar de
plataforma debido a la capa espec´ıfica que gestiona el interfaz con cada arquitectura.
4.2.3. Me´todos para la programacio´n basada en directivas.
Con el auge de los aceleradores gra´ficos se hace necesario ofrecer mayores facilidades de
programacio´n con el objetivo de poder sacar un mejor partido a esta tecnolog´ıa. El uso de
directivas para guiar al compilador a generar co´digo eficiente no es nueva, siendo una solucio´n
intermedia a la compilacio´n automa´tica que facilita el proceso de portabilidad de co´digo.
Existen innumerables compiladores que soportan este tipo de programacio´n, destacando el
paradigma de programacio´n paralela OpenMP62, empleado para el desarrollo de un co´digo
paralelo en sistemas de memoria compartida. El esta´ndar OpenMP aparece como punto al que
convergen todos los fabricantes de sistemas de memoria compartida a principio de los an˜os
2000, como demanda de la comunidad de programadores con el fin de unificar las soluciones
que ofrec´ıan los fabricantes de sistemas como Silicon-Graphics [186], IBM, Sun-Microsystems,
HP, Intel o Cray entre otros. En esta seccio´n presentamos las principales iniciativas en el
a´mbito de programacio´n basadas en directivas para GPU, destacando OpenACC 63 como
solucio´n unificada que se encuentra en un punto de partida similar al de OpenMP en sus
inicios.
4.2.3.1. OpenHMPP.
OpenHMPP 64 nace de la idea de afianzarse como un esta´ndar para la computacio´n hetero-
ge´nea cuyas siglas HMPP se refieren a Hybrid Multicore Parallel Programming. Basado en
61OpenCL v1.2 para Intel Xeon-Phi: http://software.intel.com/en-us/blogs/2012/11/12/
introducing-opencl-12-for-intel-xeon-phi-coprocessor
62Especificaciones del esta´ndar de programacio´n paralela OpenMP: www.openmp.org
63Especificaciones del esta´ndar OpenACC www.openacc-standard.org
64Directivas de OpenHMPP: http://www.caps-entreprise.com/openhmpp-directives/
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un conjunto de directivas, esta´ disen˜ado para la explotacio´n de aceleradores hardware sin la
complejidad asociada a la programacio´n GPU.
El modelo de programacio´n de directiva basada en OpenHMPP permite al programador
indicar mediante una sintaxis sencilla aquellas partes del co´digo que se desea que se ejecuten
en el acelerador y de esta manera eliminar la ardua tarea de programar la reserva de memoria
en el dispositivo y efectuar las transferencia de datos. El modelo es el producto iniciado
por CAPS (Compiler and Architecture for Embedded and Superscalar Processors) en un
proyecto comu´n de INRIA (Instituto Nacional de Investigacio´n en Informa´tica y Automa´tica
france´s -Institut National de Recherche en Informatique et en Automatique-), CNRS (Centro
Nacional de Investigaciones Cient´ıficas france´s) y la Universidad de Rennes 1. En la actua-
lidad se encuentra disponible en el compilador comercial CAPS y coexiste con el esta´ndar
OpenACC.
Esta´ basado en el concepto codelet o fragmento de co´digo con las siguientes caracter´ısticas:
Es una funcio´n pura.
No contiene declaraciones de variables esta´ticas o vola´tiles, ni se refiere a ninguna
variable global, excepto si han sido declarados por una directiva “residente” HMPP.
No contiene ninguna llamada a funcio´n con un cuerpo invisible; ba´sicamente no se
pueden invocar funciones inline.
Cada llamada a una funcio´n debe referirse a una funcio´n pura; no se permiten punteros
a funcio´n.
Se invoca una subrutina que no devuelve ningu´n valor.
El nu´mero de argumentos debe ser fijo.
No se permite recursividad.
El modelo de memoria es semejante a la de una acelerador con espacios de memoria indepen-
dientes entre s´ı. El siguiente ejemplo muestra la codificacio´n de un codelet para el co´mputo
de la multiplicacio´n matriz-vector, el grupo de codelets al que pertenece (grp label), viene
reflejado con el nombre simple1, su identificador u´nico (codelet label) como codelet matvec,
y el argumento outv que indica que su contenido hay que copiarlo de entrada y salida en el
acelerador.
/* declaration of the codelet */
#pragma hmpp simple1 codelet_matvec, args[outv].io=inout, target=CUDA
static void matvec(int sn, int sm, float inv[sm], float inm[sn][sm], float *outv){
int i, j;
for (i = 0 ; i < sm ; i++) {
float temp = outv[i];
for (j = 0 ; j < sn ; j++) {






El modelo de directivas propuesto por PGI65 aparece en el 2008 y puede considerarse el
“padre” del esta´ndar unificado OpenACC. Propon´ıa un conjunto de directivas al estilo del
paradigma de programacio´n OpenMP, que ayudasen al programador a especificar regiones
susceptibles de transformarse en kernels para la GPU. La mayor´ıa de las directivas de este
modelo son opcionales y se utilizan para mejorar el rendimiento. La u´nica directiva que es
obligatoria es acc region que indica que´ porcio´n de co´digo contiene bucles con kernels.
Adema´s, el compilador PGI mapea el paralelismo de bucles a la arquitectura haciendo uso
del mo´dulo Planner [187].
Este modelo permit´ıa su uso en co´digos en Fortran y en C y en ambos casos se genera un
binario tanto para la versio´n GPU como para la de CPU. El formato de las directivas es muy
sencillo, va´lido para la gestio´n de datos y la ejecucio´n de los kernels:
#pragma acc directive-name [clause [,clause]...] new-line
4.2.3.3. hiCUDA.
El modelo de alto nivel hiCUDA66 (high-level CUDA) proporciona al desarrollador un con-
junto de directivas que pueden usarse en operaciones CUDA. Los kernels se extraen de forma
automa´tica del fichero fuente original y las iteraciones se distribuyen entre los hilos y blo-
ques de acuerdo con las cla´usulas de particionado de bucles. Otra caracter´ıstica es que para
gestionar llamadas a memoria, las rutinas se remplazan por directivas, as´ı el usuario no tiene
la necesidad de hacer un seguimiento del dispositivo de punteros.
Desarrollado en la Universidad de Toronto en 2009 [188, 189], trata de llenar el hueco creado
por los compiladores de alto nivel que no daban soporte para la paralelizacio´n en GPUs, salvo
la versio´n 1.1 del compilador de PGI.
El hecho de que las directivas sean una traduccio´n directa al modelo de programacio´n de
CUDA obliga al usuario a conocer en ma´s detalle la plataforma de destino. Adema´s, esto
puede dificultar la portabilidad de dichos co´digos a diferentes tipos de aceleradores.
El resultado de compilar con hiCUDA no es un binario, sino un directorio que contiene un
fichero con co´digo CUDA y varios ficheros cabecera necesarios. Con estos se obtiene el fi-
chero binario final, una vez que se han compilado con las herramientas de NVIDIA.
A modo de ejemplo presentamos a continuacio´n un co´digo para la multiplicacio´n de matrices
empleando el modelo hiCUDA.
65Ma´s informacio´n sobre PGI Accelerator v1.1 : http://www.pgroup.com/lit/whitepapers/pgi_
accelerator.pdf
66El proyecto hiCUDA: http://www.eecg.utoronto.ca/~tsa/hicuda/
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#pragma hicuda global alloc A[*][*] copyin
#pragma hicuda global alloc B[*][*] copyin
#pragma hicuda global alloc C[*][*]
#pragma hicuda kernel matrixMul tblock(4,2) thread(16,16)
// C = A * B
#pragma hicuda loop_partition over_tblock over_thread
for (i = 0; i < 64; ++i) {
#pragma hicuda loop_partition over_tblock over_thread
for (j = 0; j < 32; ++j) {
float sum = 0;
for (kk = 0; kk < 128; kk += 32) {
#pragma hicuda shared alloc A[i][kk:kk+31] copyin
#pragma hicuda shared alloc B[kk:kk+31][j] copyin
#pragma hicuda barrier
for (k = 0; k < 32; ++k) {
sum += A[i][kk+k] * B[kk+k][j];
}
#pragma hicuda barrier






#pragma hicuda global copyout C[*][*]
#pragma hicuda global free A B C
4.2.3.4. OpenMPC.
OpenMPC67 es una extensio´n de OpenMP para programar en GPUs [190, 191] que aparece
en el an˜o 2009, dotando a e´sta de un conjunto de directivas y variables de entorno para
controlar para´metros importantes relacionados con CUDA. Aborda dos cuestiones importan-
tes para la programacio´n GPGPU: la capacidad de ajuste y la programabilidad. Adema´s,
proporciona a los programadores una interfaz con el usuario que se abstrae del modelo de
programacio´n de CUDA.
En esta misma l´ınea encontramos recientemente (Marzo 2013) una propuesta del grupo de
trabajo para la versio´n 4.0 de OpenMP68 que esta´n discutiendo propuestas para dotar al
esta´ndar OpenMP de extensiones para aceleradores que incluyan directivas con funcionali-
dades similares a las descritas en esta seccio´n. La API nueva contendr´ıa unos constructores
67OpenMPC : https://engineering.purdue.edu/paramnt/OpenMPC/
68OpenMP v4 Public Review RC 2 http://www.openmp.org/mp-documents/OpenMP_4.0_RC2.pdf
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target, donde se especificar´ıan el emplazamiento de los datos mediante la directiva #pragma
omp target data, de igual modo se posibilitar´ıa la actualizacio´n de informacio´n en el host
mediante la directiva #pragma omp target update.
4.2.4. OpenACC.
Con respecto a los modelos de programacio´n basados en directivas, destacamos el caso de
OpenACC. Desarrollado por las compan˜´ıas Cray, NVIDIA, CAPS y PGI, que trata de con-
solidarse como un esta´ndar de programacio´n para computacio´n paralela, esta´ disen˜ado para
simplificar la programacio´n de sistemas heteroge´neos CPU/GPU. En el a´mbito universitario
se encuentra el compilador accULL [192], de la Universidad de La Laguna, que actualmente
soporta dicho esta´ndar, estando disponible para el pu´blico69.
Con la misma filosof´ıa que OpenMP, OpenACC describe una coleccio´n de directivas del
compilador para bucles espec´ıficos y regiones de co´digo (en C, C++ o Fortran) que se van
a ejecutar en el dispositivo, proporcionando portabilidad entre sistemas operativos, CPUs y
aceleradores.
Los compiladores OpenACC analizan automa´ticamente la estructura de todo el programa y
los datos (las porciones divididas por el conjunto de directivas que indican cua´les son las
que se van a ejecutar en CPU y cua´les en el acelerador) y definen y generan una asignacio´n
optimizada de los bucles con el objetivo de usar automa´ticamente los nu´cleos paralelos,
las capacidades hardware de los hilos y capacidades vectoriales SIMD de los aceleradores
modernos. Adema´s de las directivas y #pragmas que especifican las regiones de co´digo o
funciones que deben acelerarse, se proporcionan otras directivas de grano fino para controlar
la asignacio´n de los bucles, la asignacio´n de memoria, y la optimizacio´n de la jerarqu´ıa de
memoria del acelerador.
4.2.4.1. El modelo de ejecucio´n en OpenACC.
El modelo de ejecucio´n de OpenACC es similar al de CUDA u OpenCL, donde el host
esta´ unido al dispositivo acelerador, ejecutando gran parte de la aplicacio´n en el host y las
regiones paralelas en el acelerador, bajo supervisio´n del host [193]. Incluso en las regiones
potenciales a ejecutarse en el dispositivo, el host debe orquestar la ejecucio´n mediante la
reserva de memoria en el acelerador, inicializando la transferencia de datos y enviando co´digo
al dispositivo para despue´s pasar los argumentos que se necesitan para la regio´n paralela.
Tambie´n se ha de encolar el co´digo del dispositivo, esperando a que se completen las tareas
de este, de manera que los datos se transfieran de nuevo al host y desasignando la memoria
previamente asignada. En la mayor´ıa de los casos, el host puede encolar una secuencia de
operaciones que se van a ejecutar, una tras otra, en el dispositivo acelerador. La figura 44
muestra, de forma esquema´tica, el modelo de ejecucio´n en OpenACC.
69Compilador accULL: http://cap.pcg.ull.es/accULL
106
Figura 44: Modelo de ejecucio´n en OpenACC.
El modelo de ejecucio´n en el dispositivo expone mu´ltiples niveles de paralelismo (de grano
grueso, de grano fino, operaciones vectoriales o SIMD), as´ı que es responsabilidad del pro-
gramador conocer las diferencias entre, por ejemplo, un bucle totalmente paralelizable y un
bucle vectorizable que requiere sincronizacio´n entre declaraciones. En este caso, un bucle
totalmente paralelizable puede programarse para una ejecucio´n paralela de grano grueso,
mientras que para el caso de bucles con dependencias hay que dividirlos para permitir este
tipo de ejecucio´n o programarlos para que se ejecuten en una u´nica unidad de ejecucio´n
haciendo uso de paralelismo de grano fino o secuencial.
OpenACC permite tres niveles de paralelismo mediante gangs, workers y vector. Cabe des-
tacar que, dependiendo del compilador y de la arquitectura, los conceptos worker y vector
pueden variar. Por ejemplo, si asumimos una arquitectura CUDA, para el compilador de
PGI70 un vector es similar al hilo de CUDA y un worker tendr´ıa su equivalente en el warp
mientras que para el compilador de CAPS 71 ser´ıa al contrario: un vector tiene su equiva-
lente en el warp de CUDA y el worker es el hilo. Adema´s, un gang esta´ formado por uno
o ma´s workers/vectors. El paralelismo a nivel de gang es de grano grueso. De esta forma
pueden ejecutarse en el dispositivo un nu´mero N de gangs. Teniendo en cuenta la definicio´n
del compilador de CAPS para los workers y vectors, el paralelismo a nivel de worker es de
grano fino y el paralelismo a nivel de vector es para las operaciones vectoriales y SIMD de
un worker. En la tabla 10 puede observarse la equivalencia de te´rminos entre OpenACC,











Tabla 10: Equivalencia de te´rminos en OpenACC, CUDA y OpenCL.
En la tabla 10, los te´rminos relacionados con OpenACC se refieren a la definicio´n dada por
el compilador de PGI y con respecto a una arquitectura CUDA. Como se ha mencionado
antes, dependiendo del compilador, estos te´rminos podr´ıan variar.
Figura 45: Relacio´n entre gang, worker y vector en OpenACC segu´n la definicio´n de te´rminos de PGI.
Cuando se ejecuta una regio´n de co´digo en el dispositivo, se lanzan uno o varios gangs, cada
uno de ellos con uno o ma´s workers, que a su vez cada uno de estos puede contener una o
ma´s rutas vectoriales. Los gangs empiezan a ejecutarse en modo GR (gang-redundant), que
significa que una ruta vectorial de un worker en cada gang ejecuta el mismo co´digo de mane-
ra redundante. Cuando el programa alcanza un bucle marcado como gang-level work-sharing,
el programa empieza a ejecutarse en modo GP (gang-partitioned), donde las iteraciones del
bucle se particionan o distribuyen entre gangs para una ejecucio´n paralela real, pero con
un solo worker por cada gang activo. En cualquiera de los dos modos anteriores, con un
solo worker activo, se dice que el programa esta´ en modo WS (work-single). Si so´lo hay
una ruta vectorial activa, el programa se encuentra en modo VS (vector-single). De esta
forma, si el programa llega a una seccio´n de co´digo donde un bucle esta´ marcado como
comparticio´n a nivel de worker (worker-level sharing), el programa se ejecuta en modo WP
(worker-partitioned), haciendo que las iteraciones del bucle se distribuyan entre los workers
de un mismo gang. Si el bucle estuviera marcado como GP y WP a la vez (particio´n a nivel de
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gang y de worker) las iteraciones del bucle se distribuir´ıan entre todos los workers de todos
los gangs. Otra forma de marcar un bucle es en modo VP (vector-partitioned) indicando que
las iteraciones de dicho bucle se ejecutara´n haciendo uso de instrucciones vectoriales o SIMD
a trave´s de las rutas vectoriales.
El siguiente co´digo muestra un ejemplo de multiplicacio´n de matrices haciendo uso de
OpenACC, donde se inicializan las matrices en la CPU y se realizan los ca´lculos en la GPU.
// Inicializacio´n de matrices.
for (i = 0; i < SIZE; ++i) {
for (j = 0; j < SIZE; ++j) {
a[i][j] = (float)i + j;





#pragma acc kernels copyin(a,b) copy(c)
for (i = 0; i < SIZE; ++i) {
for (j = 0; j < SIZE; ++j) {
for (k = 0; k < SIZE; ++k) {




Donde con #pragma acc kernels se indica que es una regio´n que se va a enviar a la GPU,
con copyin() se va a copiar la regio´n contigua de memoria desde la CPU al acelerador y con
copy() la regio´n de memoria contigua se va a copiar de la CPU al acelerador y viceversa.
Como sabemos, el mayor cuello de botella se encuentra en las transferencias de CPU a GPU,
por lo tanto, en este ejemplo los encontrar´ıamos en la copia de datos desde la CPU a la GPU
y viceversa. Para evitar estos cuellos de botella, OpenACC proporciona una serie de directivas
que se explican a continuacio´n. Con create() se crean e inicializan las matrices en la GPU y
con copyout() se indica que la transferencia se hara´ de la GPU a la CPU, evitando as´ı tener
que transferir datos de CPU a GPU. Adema´s, para indicar al compilador que ignore el ana´lisis
de dependencia y conf´ıe en que el programador sabe que no existen dependencias, se puede
utilizar #pragma acc loop independent. De forma inversa, se puede indicar al compilador
que genere co´digo que se va a ejecutar en secuencial en la GPU con #pragma acc loop
seq. Si hacemos uso de estas directivas, se puede producir un co´digo que sera´ ma´s efectivo
que el que se ha mostrado con anterioridad:
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#pragma acc kernels create(a[0:size][0:size], b[0:size][0:size])
copyout(c[0:size][0:size])
{
// Inicializacio´n de matrices.
#pragma acc loop independent
for (i = 0; i < size; ++i) {
#pragma acc loop independent
for (j = 0; j < size; ++j) {
a[i][j] = (float)i + j;




// Calcular la multiplicacio´n de matrices
#pragma acc loop independent
for (i = 0; i < size; ++i) {
#pragma acc loop independent
for (j = 0; j < size; ++j) {
#pragma acc loop seq
for (k = 0; k < size; ++k) {





Estas y otras opciones se pueden consultar en el manual de OpenACC [193].
OpenACC tambie´n ofrece interoperabilidad con CUDA. En el ejemplo que se presenta a con-
tinuacio´n se muestra la implementacio´n de una convolucio´n 1D haciendo uso de OpenACC
en conjuncio´n con CUDA. Ma´s concretamente con CUFFT72, una librer´ıa para realizar ca´lcu-
los relacionados con la transformada ra´pida de Fourier y que hace uso de CUDA. En este
ejemplo se calcula la convolucio´n en la frecuencia del espacio donde CUFFT se utiliza para
transformar la sen˜al de entrada en el dominio de la frecuencia. La funcio´n que multiplica los
coeficientes y normaliza los resultados es la que se realiza haciendo uso de OpenACC.
//Se transforma la se~nal
error = cufftExecC2C(plan, (cufftComplex *)d_signal,
(cufftComplex *)d_signal, CUFFT_FORWARD);




//Se multiplican los coeficientes y se normaliza el resultado
complexPointwiseMulAndScale(new_size, (float *restrict)d_signal,
(float *restrict)d_filter_kernel);
//Se transforma la se~nal de vuelta
error = cufftExecC2C(plan, (float *restrict)d_signal,
(float *restrict)d_signal, CUFFT_INVERSE);
En este caso, es en la funcio´n complexPointwiseMulAndScale donde se utiliza OpenACC
ya que tiene que ejecutarse en el dispositivo, pues los datos se encuentran almacenados all´ı.
Con la cla´usula deviceptr se indica que los punteros que se pasan como para´metro son
punteros que se encuentran en la memoria del dispositivo, as´ı que no es necesario que los
datos se muevan entre el host y el dispositivo.
void complexPointwiseMulAndScale(int n, float *restrict signal,
float *restrict filter_kernel)
{
#pragma acc data deviceptr(signal, filter_kernel)
{
#pragma acc kernels loop independent
for (int i = 0; i < n; i++)
{
float ax = signal[2*i];
float ay = signal[2*i+1];
float bx = filter_kernel[2*i];
float by = filter_kernel[2*i+1];
float s = 1.0f / n;
float cx = s * (ax * bx - ay * by);






Para sacar mayor partido de los sistemas h´ıbridos CPU/GPU, OpenACC se puede combinar
con OpenMP para explotar mayor paralelismo de una manera simple, obteniendo as´ı acele-
raciones mayores, ya que se hace uso de la capacidad de ejecucio´n en paralelo tanto de las
CPUs como de las GPUs.
4.2.4.2. El modelo de memoria en OpenACC.
La principal diferencia entre un programa que se ejecuta solo en un host y otro que se eje-
cuta en una combinacio´n de host+acelerador es que la memoria del acelerador puede estar
completamente separada de la memoria del host, como sucede en la mayor´ıa de los sistemas
con GPUs, donde el hilo que se ejecuta en el host no puede escribir ni leer de manera directa
en la memoria del dispositivo. Todos los movimientos desde y hacia la memoria del host o
del dispositivo deben realizarse por el hilo del host mediante llamadas al sistema que mueven
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de manera expl´ıcita los datos entre memorias separadas, usando normalmente transferen-
cias DMA (Direct Memory Access). De forma similar, se asume que el acelerador no puede
leer o escribir en la memoria del host, aunque algunos dispositivos aceleradores si lo soportan.
En el modelo OpenACC, el movimiento de datos entre memorias puede realizarse de manera
impl´ıcita y ser gestionado por el compilador basa´ndose en directivas especificadas por el pro-
gramador. Sin embargo, el programador debe tener cuidado por varias razones. Una de ellas
es que el ancho de banda entre la memoria del host y la memoria del dispositivo determina
el nivel de intensidad computacional requerido para que las aceleraciones de una regio´n de
co´digo sean efectivas. Adema´s, el taman˜o de memoria del dispositivo acelerador puede no
permitir la carga de regiones de co´digo que operan sobre grandes cantidades de datos.
OpenACC expone las memorias separadas a trave´s de la utilizacio´n de un entorno de datos
del dispositivo acelerador. Los datos del dispositivo tienen una vida u´til expl´ıcita, desde el
momento en el que se asignan o se crean hasta que se eliminan. Si el dispositivo comparte
la memoria f´ısica y virtual con el hilo local, el entorno de datos del dispositivo se compar-
tira´ con el hilo local. En este caso, la implementacio´n no necesita crear copias nuevas de
los datos ni moverlos. Si el dispositivo cuenta con una memoria separada del hilo local, la
implementacio´n asignara´ el dato nuevo en la memoria del dispositivo y realizara´ una copia
de este en la memoria local del entorno del dispositivo.
Algunos aceleradores actuales tienen una cache´ administrada por software, otros poseen una
administrada por hardware, y la mayor´ıa tienen caches hardware que se pueden utilizar so´lo en
ciertas situaciones y esta´n limitadas a so´lo lectura. En los modelos de programacio´n de bajo
nivel, como CUDA y OpenCL, es responsabilidad del programador gestionar estas caches.
En el modelo OpenACC, estas memorias cache´ las gestiona el compilador con ayuda del
programador en forma de directivas.
4.3. Otras soluciones: Xeon Phi.
En 2011 Intel presenta los procesadores Xeon Phi, que son la primera arquitectura MIC
(Intel Many Integrated Core) en convertirse en un producto comercial y que, junto a los
procesadores Xeon (conectados con estos mediante un bus PCI Express), forman una arqui-
tectura heteroge´nea de alto rendimiento. Aunque por si mismas son un procesador, Intel las
considera un co-procesador ya que las aplicaciones con un solo hilo tienen un rendimiento
mejor en los procesadores Xeon. As´ı, las aplicaciones pueden mejorar su rendimiento haciendo
uso de los procesadores Xeon junto a los co-procesadores Xeon Phi. Estas aplicaciones deben
utilizar un co-procesador cuando pueden explotar un alto grado de paralelismo. La figura 46
muestra la arquitectura de un core en la que se observa capacidad para multithreading, una
unidad vectorial y compatibilidad para ×86-64.
112
Figura 46: Microarquitectura de un core Xeon Phi.
La arquitectura Xeon Phi esta´ fabricada en 22nm y ofrece un rendimiento de doble preci-
sio´n superior al TeraFLOP (un trillo´n de operaciones en coma flotante por segundo). Las
aplicaciones objetivo para el co-procesador Xeon Phi son aquellas que poseen problemas ma-
sivamente paralelos y que en la actualidad se resuelven haciendo uso de grandes clusters. As´ı,
la arquitectura del co-procesador esta´ disen˜ada de forma similar a un cluster, con ma´s de 50
nu´cleos conectados mediante una estructura de anillo. La figura 47 muestra el diagrama de
bloques de un co-procesador Xeon Phi donde pueden observarse los nu´cleos, cada uno con
su cache´ L2 totalmente coherente, interconectados por un bus bidireccional en anillo adema´s
de los controladores de memoria de tipo GDDR5 y la lo´gica de entrada/salida para el bus
PCIe.
Figura 47: Diagrama de bloque de un co-procesador Xeon Phi.
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Se puede considerar que cada nu´cleo del co-procesador Xeon Phi es una unidad de ejecucio´n
multi-hilo completamente funcional. La figura 48 muestra el esquema de un nu´cleo de este co-
procesador, en la que se puede observar la unidad escalar, basada en la familia de procesadores
Pentium, que tiene dos pipelines de emisio´n dual con instrucciones escalares, y una nueva
unidad vectorial de 512 bits con un conjunto de instrucciones SIMD y 32 registros vectoriales
de 512 bits. Adema´s, hay 4 hilos hardware por nu´cleo, donde cada hilo emite instrucciones
en turno siguiendo una pol´ıtica round-robin.
Figura 48: Esquema de un nu´cleo del co-procesador Xeon Phi.
La Unidad Vectorial (VPU) es uno de los componentes ma´s importantes de los nu´cleos del
co-procesador Xeon Phi, ya que ofrece un conjunto de instrucciones SIMD de 512 bits nuevo,
al que se le conoce como IMCI (Initial Many Core Instructions), adema´s de poseer opera-
ciones de ma´scara, gather, scatter similares a los procesadores vectoriales antiguos. Estas
unidades vectoriales pueden ejecutar 16 u 8 operaciones por ciclo (de precisio´n simple y doble,
respectivamente). Adema´s, proporcionan soporte para nu´meros enteros y para instrucciones
FMA por lo que se pueden ejecutar 32 o 16 operaciones (de simple y doble precisio´n) por
ciclo. En la figura 49 se puede observar un esquema de la Unidad Vectorial.
Estas unidades vectoriales son muy eficientes en te´rminos de energ´ıa para computacio´n de
alto rendimiento, ya que una u´nica operacio´n puede codificar una gran cantidad de trabajo
sin incurrir en los costes de energ´ıa asociados a la hora de buscar, decodificar y retirar muchas
instrucciones.
Se han introducido una serie de mejoras para poder soportar las instrucciones SIMD que,
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entre otras acciones, ayudan a vectorizar los saltos condicionales, mejorando as´ı la eficiencia
global. Adema´s, soportan las instrucciones gather y scatter permitiendo de esta manera
mantener el co´digo vectorizado, sobre todo en co´digos con patrones de acceso irregulares.
Otra ventaja es que cuentan con una Unidad Matema´tica Extendida (UEM) que puede
ejecutar operaciones como la ra´ız cuadrada, lo que permite que estas operaciones sean
realizadas de manera vectorial con gran ancho de banda. La UEM funciona mediante el
ca´lculo de las aproximaciones polino´micas de estas funciones.
Figura 49: Unidad Vectorial del co-procesador Xeon Phi.
Los co-procesadores Xeon Phi ofrecen la completa capacidad de utilizar las mismas herra-
mientas, los mismos modelos y lenguajes de programacio´n que un procesador Xeon. Sin
embargo, como esta´n disen˜ados para altos grados de paralelismo, algunos modelos son ma´s
interesantes que otros. Por ejemplo, para programadores de C++ se recomienda hacer uso
de Intel TBB73, Intel Clik Plus74 y OpenMP [194] .
Actualmente, el modelo del co-procesador Intel Xeon Phi 5110P posee, entre otras caracte-
r´ısticas; 60 nu´cleos con una frecuencia de reloj de 1053 GHz y 240 hilos, 8 GB de memoria
y un ancho de banda ma´ximo de 320 GB/seg e instrucciones SIMD de 512 bits.
73Intel TBB: http://software.intel.com/en-us/intel-tbb
74Intel Clik Plus: http://software.intel.com/en-us/intel-cilk-plus
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5. Estudio de viabilidad de McGM con GPU’s.
En este cap´ıtulo se describe una implementacio´n espec´ıfica y eficiente en GPU de un modelo
de flujo o´ptico basado en un modelo de gradiente. Este esquema se particulariza por usar
un sistema neuromo´rfico para la estimacio´n del movimiento, es decir, realiza la extraccio´n
de movimiento de manera robusta, como se vio en el cap´ıtulo 3. Adema´s, posee muchas
caracter´ısticas que aumentan la capacidad de estimacio´n cuando son comparados con otros
modelos o´pticos pertenecientes a la familia de algoritmos que utilizan modelos de gradiente.
La implementacio´n que se presenta en este cap´ıtulo ha sido desarrollada haciendo uso de
GPUs y disen˜ada espec´ıficamente para este modelo, pudie´ndose reutilizar en muchas aproxi-
maciones de bajo nivel. Los resultados observados indican que este tipo de aceleradores son
altamente recomendados para llevar a cabo esta tarea. Adema´s, se han analizado las salidas
obtenidas en comparacio´n con las generadas por CPU para estudiar la precisio´n del sistema
construido.
Para concluir el estudio, se ha implantado en un sistema empotrado basado en GPU con el
objetivo de estudiar su posible implementacio´n.
5.1. Introduccio´n.
El modelo McGM, descrito en el cap´ıtulo 3, fue desarrollado como parte de un esfuerzo de
investigacio´n destinado a mejorar nuestra comprensio´n del sistema visual humano. Gracias a
ello, dicho modelo tambie´n nos permite hacer predicciones que pueden probarse a trave´s de la
experimentacio´n psicof´ısica, como ilusiones de movimiento independientes que se observan
en experiencias estudiadas con seres humanos [72]. La contribucio´n de este trabajo sigue
las l´ıneas necesarias, con el objetivo de realizar una implementacio´n eficiente para modelos
de flujo o´ptico basados en te´cnicas de gradiente, haciendo uso de plataformas de hardware
gra´fico, explotando diferentes niveles de paralelismo (a nivel de bloque y de pixel) en cada
etapa del algoritmo y haciendo uso de manera eficiente de la jerarqu´ıa de memoria (combi-
nando la memoria global con la compartida de las GPUs). El resultado de esta optimizacio´n
en todas las etapas es una mejora notable del rendimiento (pasando por ejemplo de ×23 a
×82 dependiendo de la etapa y obteniendo un rendimiento global de ×32 cuando se usa una
imagen con una resolucio´n de 256×256). Esta plataforma es particular, entre otros enfoques
de visio´n de bajo nivel, para un esquema de estimacio´n de movimiento bioinspirado.
5.2. Implementacio´n en la GPU.
Para el desarrollo de este trabajo se ha aplicado la descripcio´n del algoritmo McGM [169, 175]
propuesto por Johnston y se han an˜adido variaciones espec´ıficas para mejorar el rendimiento
y la viabilidad para una implementacio´n en GPU.
La implementacio´n del algoritmo McGM para este estudio se ha realizado haciendo uso de la
tecnolog´ıa Tesla de NVIDIA. Este sistema contiene varias GPUs que pueden ser programadas
haciendo uso del paradigma CUDA. Tal y como se ha visto en el cap´ıtulo 4, CUDA es un
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conjunto de herramientas proporcionadas por NVIDIA [179] que, entre otras cosas, incluye
un compilador espec´ıfico para hardware gra´fico. En este cap´ıtulo se explica el esquema que
se ha llevado a cabo para implementar el algoritmo McGM en una GPU. Se ha asumido que
los datos de entrada (la informacio´n de los fotogramas) se obtiene en tiempo real desde un
dispositivo externo, por ejemplo, una ca´mara, y que el sistema se puede alimentar con un
nu´mero de fotogramas considerable.
A continuacio´n se abordara´ la descripcio´n del mapeo del algoritmo McGM en una GPU. Con
el objetivo de facilitar la tarea de programacio´n del algoritmo. Cada etapa descrita en el
cap´ıtulo 3 corresponde con un kernel para la GPU, salvo para las etapas IV y V que se han
mapeado en uno solo para simplificar y facilitar la codificacio´n.
5.2.1. Etapa I: Filtrado temporal.
La primera etapa desarrollada es la del filtrado temporal, donde los filtros temporales han sido
cuantificados como k(t) en la expresio´n (14) del cap´ıtulo 3. En este punto, es necesario hacer
una discretizacio´n de los valores del caso continuo y un posterior ecualizado de forma que
la integral de las diferentes funciones se ajuste a cero. Para llevar a cabo su implementacio´n
en hardware gra´fico, se han examinado diferentes esquemas en la GPU con el objetivo de
quedarse con los ratios de eficiencia va´lidos, es decir, escoger la solucio´n ma´s adecuada. La
primera versio´n almacena los coeficientes de los filtros usando distintos niveles de la jerarqu´ıa
de memoria: global, de texturas o de constantes. La segunda versio´n conserva la informacio´n
de N frames, o fotogramas, en la memoria global o en la memoria compartida. Por u´ltimo,
una tercera versio´n ha permitido examinar el rendimiento que se alcanza cuando se reutiliza
la informacio´n almacenada en la memoria de constantes.
Los N fotogramas involucrados en esta etapa se dividen en bloques de 16×16, cada uno de
los cuales se mapea en un multiprocesador. El procesado de estos fotogramas en bloques de
16×16 lo realizan, adema´s, 16×16 hilos, de forma que cada hilo realice los ca´lculos equiva-
lentes al procesado de un pixel de salida.
Como salida de esta etapa se obtiene un suavizado temporal (filtrado de paso baja) y las
derivadas de primer y segundo orden (filtrado de paso banda) de la secuencia original, como
se observa en la figura 50.
El algoritmo 7 muestra el co´digo para el kernel de esta primera etapa, en la que se realizan











Figura 50: Paso de una realizacio´n de filtro temporal, (siendo t=0 el primer fotograma, N el u´ltimo y L la
longitud del filtro) que nos da una respuesta para el fotograma α.
Algorithm 7 field = Filtrado Temporal(frames, Nframes, Tamfilts, Ntemporal filters)
id = (blockIdx.y ∗ BLOCK SIZE + threadIdx.y) ∗ sizeframeX + blockId.x ∗
BLOCK SIZE + threadId.x
sizeframe = sizeframeX ∗ sizeframeY
for i = 0 ; i < Nframes − Tamfilts ; i+ + do
for t = 0 ; t < Tamfilts ; t+ + do
val frame =frames[sizeframe ∗ (i+ t) + id]
dev0+ = filtros t[(Tamfilts − 1)− t] ∗ val frame
dev1+ = filtros t[(2 ∗ Tamfilts − 1)− t] ∗ val frame
dev2+ = filtros t[(3 ∗ Tamfilts − 1)− t] ∗ val frame
end for
field[i ∗ sizeframe ∗Ntemporal filters + id] = dev0
field[i ∗ sizeframe ∗Ntemporal filters + 1 + id] = dev1
field[i ∗ sizeframe ∗Ntemporal filters + 2 + id] = dev2
end for
Los para´metros de entrada del kernel son: los fotogramas (frames), almacenados en memoria
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de GPU, y el nu´mero de estos (Nframes), el taman˜o del filtro (Tamfilts) y el nu´mero de filtros
temporales (Ntemporal filters). Adema´s, id representa al identificador de cada hilo, que realiza
los ca´lculos correspondientes a cada pixel. Adema´s, la variable filtros t estara´ almacenada
en memoria global, de constantes o compartida dependiendo de la versio´n desarrollada, de
entre las distintas explicadas con anterioridad.
5.2.2. Etapa II: Filtrado espacial.
Durante esta etapa, la del filtrado espacial, se realizan las convoluciones espaciales mostradas
en el modelo. Previamente se aplica un filtro de paso baja para suavizar las ima´genes y mejorar
los resultados de las etapas posteriores. A cada una de las tres salidas temporales obtenidas
en la etapa anterior se le aplica una “pira´mide” espacial de varios filtros (como ejemplo se
muestran 10 en la figura 51).
Figura 51: Pira´mide de filtros diferenciales espaciales de orden 0 hasta 3.
La estructura esta´ constituida por diferentes derivadas gaussianas, donde cada diagonal
esta´ compuesta usando el mismo orden de diferenciacio´n que una funcio´n espacial ba´sica
(sen˜alada como kernel en la figura 51).
La implementacio´n en GPU se basa en la creacio´n de dos kernels diferentes con el objetivo
de reducir el orden computacional. La convolucio´n de una ma´scara con una imagen normal-
mente tiene una complejidad de O(n2). Sin embargo, si se realiza una convolucio´n separada
(ya que la gaussiana es una funcio´n separable), es posible reducir la complejidad a O(2n).
La estructura principal del kernel se ha realizado tomando como ejemplo el co´digo de la con-
volucio´n proporcionado por el SDK de NVIDIA [195], teniendo en cuenta que en este caso
no se realiza una convolucio´n centrada, como s´ı se hace en el ejemplo proporcionado por el
SDK. Se han escogido valores altos para el taman˜o de blockid.x o blockid.y, dependiendo de
la direccio´n en la que se realice el filtrado (la nomenclatura de CUDA se refiere a los nu´meros
de bloques en cada direccio´n), con el objetivo de aprovechar el mayor paralelismo posible
explotando la reutilizacio´n de datos intr´ınseco a la convolucio´n. Los coeficientes de los filtros
a aplicar han sido almacenados en la memoria de texturas de la GPU, con menor tiempo
de latencia, y se aborda el ca´lculo de forma que la informacio´n de salida quede almacenada
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consecutivamente en memoria global segu´n el orden que se procesa.
Para entender mejor la implementacio´n de esta etapa, el algoritmo 8 muestra el pseudo-
co´digo del co´digo desarrollado, donde basis es la salida de la etapa II, field es la salida de la
etapa I (ver seccio´n 5.2.1), que a su vez es la entrada de datos para la etapa II, la variable
filtros s se refiere a los filtros espaciales y spacfilts al taman˜o de estos. Las convoluciones
separables (Convolution2Dcolumnas y Convolution2Dfilas) son kernels independientes que
se procesan en la GPU siguiendo el esquema antes mencionado.
Algorithm 8 basis = Filtrado Espacial(field, filtros, spacfilts)
for all i = 0 ; i < sizefield ; + + i do
framei = field[i]
for all j = 0 ; j < spacfilts ; + + j do
temp=Convolution2Dcolumnas(framei, filtrosj)





Como puede observarse, para cada fotograma obtenido en la etapa anterior (field), se aplica
una pira´mide de convoluciones separable, por columnas primero y luego por filas, para obtener
las convoluciones espaciales del modelo, que son almacenadas en basis.
5.2.3. Etapa III: Orientacio´n de filtros.
Una vez obtenidos los resultados de los ca´lculos realizados en las etapas anteriores, se procede
a realizar la orientacio´n de filtros. Sin embargo, las operaciones que conllevan la orientacio´n,
se suelen evitar en los sistemas de visio´n por computacio´n [196] debido a su alto coste
computacional, lo que conlleva un alejamiento de los requisitos de tiempo real. En esta ter-
cera etapa es necesario procesar un filtrado con orientacio´n θ para cada uno de los filtrados
procesados previamente, en las etapas anteriores. Gracias a la linealidad y a propiedad con-
mutativa de la convolucio´n, es posible sintetizar el filtro orientado F θ a partir del conjunto
de filtros de su base (mismo orden de diferenciacio´n) y, adema´s, tambie´n se puede obtener su
respuesta orientada Rθ a partir de su conjunto de respuestas R1, ..., Rn, tal y como muestra
la expresio´n siguiente (24):
Rθ = F θ ⊗ I = (K1F1 +K2F2 + ...+KnFn)⊗ I = K1R1 +K2R2 + ...+KnRn (24)
donde el peso de los coeficientes esta´ representado por K1, ...,Kn, I representa la imagen
de entrada que va a ser orientada y θ es el grado de orientacio´n a ser proyectado.
El esquema de procesamiento a realizar en la GPU es similar al efectuado en la primera etapa,
donde se aplica un kernel para realizar todas las operaciones de multiplicacio´n y suma. En
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este caso, los coeficientes de las rotaciones se almacenan en la memoria compartida, porque
por un lado ofrecen mejores resultados de rendimiento y por otro el volumen de datos de los
filtros impide su almacenamiento en la escasa memoria de constantes.
En el algoritmo 9, implementado como un kernel CUDA, se observa el procedimiento llevado
a cabo en esta etapa, que utiliza los datos de salida de la etapa II (ver seccio´n 5.2.2) como
entrada en esta (basis) y donde existe de nuevo un alto paralelismo a nivel de pixel. El
resultado de esta etapa se almacena en convresult. Este co´digo se ejecuta para cada uno de
los a´ngulos proporcionados como para´metro de entrada del algoritmo McGM.
Algorithm 9 convresult = Orientacio´n(basis, filtros orientados, spacfilts, a´ngulo)
filts shared=Mem Compartida(filtros orientados, a´ngulo)
for frame = 0 ; i ≤ all frames ; + + frame do
for temp = 0 ; temp ≤ temp filts ; + + temp do
for orden = 0 ; orden ≤ spacfilts ; ++orden do
for kval = 0 ; kval ≤ orden ; + + kval do
conv result =Calcular Orden Ortogonal0(basis,filts shared,kval,frame,temp,order)
end for
end for
for orden = 1 ; orden ≤ spacfilts ; ++orden do
for kval = 0 ; kval ≤ orden ; + + kval do
conv result =Calcular Orden Ortogonal1(basis,filts shared,kval,frame,temp,order)
end for
end for
for orden = 2 ; orden ≤ spacfilts ; ++orden do
for kval = 0 ; kval ≤ orden ; + + kval do





5.2.4. Etapa IV - V: Desarrollo de Taylor y ca´lculo de coeficientes.
La implementacio´n de las etapas IV y V del algoritmo McGM se llevan a cabo conjuntamen-
te. En esta cuarta etapa se realizan dos tareas: la primera de ellas es calcular y almacenar
los pesos que despue´s se van a utilizar para el desarrollo de Taylor y la segunda de las tareas
es construir el desarrollo de Taylor en s´ı.
La mayor desventaja en la implementacio´n de esta etapa reside en el hecho de que el proceso
conlleva varios sumatorios encadenados que, desde el punto de vista computacional, supone
varias operaciones de reduccio´n, que dificultan la explotacio´n del paralelismo a nivel de datos.
122
Sin embargo, existen diferentes estrategias [195] que logran resultados relativamente satis-
factorios en una GPU pese a la necesidad de introducir etapas de sincronizacio´n. En nuestro
caso, con el fin de evitar la ineficiencia de la reduccio´n, se ha explotado un paralelismo de
grano ma´s grueso, lo que permite ocultar algunas de las operaciones de reduccio´n. El es-
quema de paralelizacio´n se basa en un particionado a nivel de pixel, que permite ocultar la
sincronizacio´n de las operaciones de reduccio´n.
Resumiendo, el kernel implementado explota el paralelismo a nivel de pixel ocultando la
dependencia de datos en las operaciones de reduccio´n.
Al igual que en la etapa anterior, el co´digo mostrado en el algoritmo 10 se ejecuta para cada
a´ngulo, manteniendo el paralelismo a nivel de pixel, donde nf es una variable que depende
del nu´mero de a´ngulos, que se calcula como
√
2
α . Los pesos que se utilizan para el ca´lculo
en esta etapa se almacenan en memoria de constantes para obtener mejores resultados de
rendimiento.
Algorithm 10 intp = EtapaIV V(convresult, tord, yord, xord, a´ngulo, nf)
vectores st1, st2, st3, st4, st5, st6
Reservar Mem Compartida(st1, st2, st3, st4, st5, st6)
w = Leer Pesos de Mem Constantes();
for all i = 0 ; i ≤ all frames ; + + i do
for all t = 0, y = 0, x = 0; t < tord, y < yord, x < xord; + + t,+ + y,+ + x do
st1 += convresult[x] ∗ convresult[t] ∗ w[t, y, x] {XT θ}
st2 += convresult[t] ∗ convresult[t] ∗ w[t, y, x] {TT θ}
st3 += convresult[x] ∗ convresult[x] ∗ w[t, y, x] {XXθ}
st4 += convresult[y] ∗ convresult[t] ∗ w[t, y, x] {Y T θ}
st5 += convresult[y] ∗ convresult[y] ∗ w[t, y, x] {Y Y θ}
st6 += convresult[x] ∗ convresult[y] ∗ w[t, y, x] {XY θ}
end for
intp[0] = (st1/st2) ∗ nf
intp[1] = (st1/st3) ∗ (st6/st3) ∗ nf
intp[2] = (st4/st2) ∗ nf




5.2.5. Etapa VI: Ca´lculo de las primitivas de velocidad.
De acuerdo a la descripcio´n realizada en la seccio´n 3.7, en esta etapa se calculan las primi-
tivas de la velocidad (mo´dulo y a´ngulo) para cada pixel del fotograma. En esta etapa existe
de nuevo un paralelismo a nivel de pixel que puede ser explotado, por lo que el particionado
realizado es ana´logo al explotado en etapas previas.
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Para concluir, el co´digo representado en el pseudo-co´digo 11 calcula la fase y el mo´dulo para
cada pixel de los fotogramas, haciendo uso de los datos obtenidos en las etapas anteriores,
donde α representa el nu´mero de a´ngulos y cn y sn son vectores almacenados en memoria
de constantes que tienen los valores del coseno y el seno para un a´ngulo dado.
Algorithm 11 [vel, ang] = Fase Modulo(intp,α)
M[α], Mo[α]
top[2][2], bottom[2][2]
for all i = 0 ; i < Nframes ; + + i do
for all th = 0 ; th < α ; + + th do
M[th]=intp[0] ∗ (−intp[1])
Mo[th]=intp[2] ∗ (−intp[3])
bottom[0][0] += intp[0] ∗ intp[1]
bottom[0][1] += intp[1] ∗ intp[2]
bottom[1][0] += intp[3] ∗ intp[0]
bottom[1][1] += intp[3] ∗ intp[2]
top[0][0] += intp[0] ∗ cn[th]
top[0][1] += intp[1] ∗ sn[th]
top[1][0] += intp[3] ∗ cn[th]






for all j = 0 ; j < α ; + + j do
Mcn += M[i] * cn[i]
Msn += M[i] * sn[i]
Mocn += Mo[i] * cn[i]
Mosn += Mo[i] * sn[i]
end for
ang[i][x,y] = (180/pi) * atan2((Mcn - Mosn),(Msn + Mocn)) + 90
end for
5.3. Resultados.
En esta seccio´n se van a presentar las pruebas realizadas y los resultados obtenidos para la
implementacio´n del algoritmo McGM en GPU. En primer lugar, y con el fin de entender mejor
los resultados recogidos, se presenta el entorno de trabajo en el que se han desarrollado las
pruebas. A continuacio´n, se explica el rendimiento obtenido en cada una de las etapas del
algoritmo por separado, compara´ndose los resultados con los obtenidos en una implemen-
tacio´n en CPU. Por u´ltimo, se presentan los resultados globales para la implementacio´n del
algoritmo McGM en GPU.
124
5.3.1. Entorno de trabajo.
Los resultados han sido obtenidos haciendo uso de un sistema basado en la tecnolog´ıa Tesla.
Este sistema contiene dos procesadores Intel Xeon E5530 con 4 cores (2.40 GHz con 8MB de
memoria cache´ y tecnolog´ıa Hyperthreading) conectados a una GPU Tesla C1060. El sistema
operativo que utiliza el entorno es Debian con el kernel 2.6.38. El compilador utilizado ha sido
el g++ de GNU en su versio´n v.4.5.2 con las opciones de compilacio´n -O3 -m64 y la versio´n
de CUDA v.2.3. La tarjeta gra´fica tiene la capacidad 1.3, lo que significa que posee 240
procesadores unificados que permiten la ejecucio´n de 1024 hilos en cada multiprocesador. La
jerarqu´ıa de memoria posee 4GB de memoria global, 16KB de memoria compartida y 64KB
de memoria de constantes.
5.3.2. Resultados de rendimiento.
El objetivo principal es analizar el rendimiento y los beneficios que pueden aportar las arqui-
tecturas de hardware gra´fico aplicadas en algoritmos de estimacio´n de movimiento.
Con respecto a la etapa del filtrado temporal, se han implementado cuatro alternativas de-
pendiendo de en que´ parte de la jerarqu´ıa de memoria de la GPU se han almacenado los
datos:
Base: Llamamos as´ı a la primera implementacio´n desarrollada donde los datos de
la secuencia de entrada (todos los fotogramas) y el conjunto de filtros a aplicar se
almacenan en memoria global. En el cap´ıtulo 3 se describe el proceso computacional
de esta implementacio´n.
Global : En esta implementacio´n la secuencia de datos se encuentra almacenada en
memoria global pero los coeficientes de los filtros se almacenan en memoria de cons-
tantes.
Shared : Se puede decir que es una aproximacio´n h´ıbrida, so´lo los primeros N fotogramas
que se van a procesar se almacenan en memoria compartida aunque los coeficientes
de los filtros permanecen en memoria de constantes.
Shared-optimizada: Los coeficientes de los filtros continu´an almacenados en memoria
de constantes y los N primeros fotogramas en memoria compartida. La diferencia con
respecto a la implementacio´n que se ha llamado shared es que se disen˜a una estructura
de buffer. Esta estructura funciona de la siguiente manera: a) en el instante inicial (t=0)
se encuentran almacenados en la memoria compartida los N+1 primeros fotogramas.
b) En el siguiente instante (t=1) se sustituye el primer fotograma almacenado (el de
ı´ndice 0) por el siguiente fotograma a procesar (N+2). c) Se repite el proceso hasta
que se han procesado todos los fotogramas. De esta forma se reducen el nu´mero de
accesos y copias en la memoria compartida. Adema´s, se reutiliza la informacio´n de
muchos fotogramas que se van a volver a procesar entre varios instantes.
En la figura 52 se muestran los resultados obtenidos para cada caso de estudio. Todos ellos
se muestran con respecto a la implementacio´n de esta etapa en CPU y variando el taman˜o
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Speedups para la etapa de filtrado temporal
Figura 52: Speedup obtenidos en la etapa de filtrado temporal para varios taman˜os de entrada y ventana de
filtro (N)
Como se muestra en la figura 52, los speedup son notables para cada versio´n de esta eta-
pa implementada en la GPU. Sin embargo, los mejores resultados se obtienen cuando los
coeficientes de los filtros se almacenan en la memoria de constantes y los fotogramas en la
memoria global (versio´n Global), alcanzando un rendimiento de ×85.
Aunque a priori las versiones Shared y Shared-optimizada deber´ıan mostrar mejores resul-
tados, ya que la latencia de acceso a memoria compartida es menor que a memoria global,
se puede explicar que esto no es as´ı porque no hay implicadas suficientes operaciones ni
reutilizacio´n de datos, por lo que debido al escaso nu´mero de datos a procesar, los datos
se pueden mapear directamente sobre los registros del multiprocesador (16K registros de 32
bits). Por ejemplo, para N = 15, el kernel trabaja con 3840 elementos/bloque, menos de los
16K registros disponibles. Adema´s, se puede observar en la figura 52 co´mo el rendimiento se
incrementa conforme el taman˜o de problema aumenta. La explicacio´n en este caso es senci-
lla; como el nu´mero de bloques CUDA es mayor, la ocupacio´n de la GPU tambie´n sera´ mayor.
A continuacio´n se va a tener en cuenta la etapa de filtrado espacial. Se ha optado por un
taman˜o de ventana para los filtros temporales de N=15 con el objetivo de poder comparar
con la etapa anterior. Se ha analizado el efecto de modificar el taman˜o de ventana para los
filtros espaciales y el rendimiento de esta etapa teniendo en cuenta los taman˜os para cada
fotograma de los experimentos anteriores.
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La figura 53 muestra los speedup obtenidos con cuatro o´rdenes para filtros espaciales y
con diferentes valores para el taman˜o de ventana (7, 9, 15 y 31). El orden de la derivada
espacial no afecta al rendimiento, lo que es coherente con otros resultados observados. El
rendimiento es mejor conforme el filtro crece ya que se explota mayor paralelismo en el ca´lculo





Tamaño de la ventana
Speedups para la etapa de filtrado espacial
Figura 53: Speedup para la etapa de filtrado espacial para varios taman˜os de fotograma y de ventana de filtro.
La siguiente etapa a analizar es la de orientacio´n. El co´mputo se basa en formar combi-
naciones lineales de todas las derivadas espaciales calculadas anteriormente. Por lo tanto,
la operacio´n principal a completar se hara´ teniendo en cuenta las derivadas espaciales y
aplica´ndoles una funcio´n de ponderacio´n. La informacio´n de entrada se ha almacenado en
memoria global de la GPU.
El conjunto de datos de entrada se ha mapeado directamente en los registros de la arqui-
tectura, al igual que en la etapa de filtrado temporal, ya que el volumen de datos no es
demasiado grande. Tambie´n hay que tener en cuenta que los pesos de las orientaciones se
han almacenado en memoria compartida.
Los resultados obtenidos para diferentes taman˜os de fotograma y distintas orientaciones se
muestran en la figura 54, donde los a´ngulos considerados han sido 60o, 30o y 15o que corres-
ponden a los valores 6, 12 y 24 para las orientaciones, respectivamente. Hay que destacar
que, salvo para taman˜os pequen˜os de los fotogramas (64×64 p´ıxeles), el nu´mero de a´ngulos
apenas supone un impacto importante en el rendimiento final. La configuracio´n que muestra
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los mejores resultados ser´ıa aquella que utiliza 24 orientaciones (cada 15o) y una resolucio´n









Speedups para la etapa de orientación
Figura 54: Speedup para la etapa de orientacio´n para varios taman˜os del fotograma y varias orientaciones.
Los resultados para la etapa del desarrollo de Taylor se muestran en la figura 55. Cabe
destacar que en esta etapa se ha explotado el paralelismo a nivel de pixel con el objetivo
de evitar etapas de sincronizacio´n asociadas a operaciones de reduccio´n debido a que son
costosas. Esto explica los resultados recogidos, obteniendo ratios de rendimiento desde ×5






Speedups para la etapa IV
Figura 55: Speedup para la etapa del desarrollo de Taylor variando la resolucio´n.
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Para finalizar, los resultados obtenidos al extraer las primitivas de velocidad, que engloba a
las etapas V y VI y donde se obtienen los resultados finales del mo´dulo y fase, se exponen en







Speedups para el módulo y la fase
Figura 56: Speedup obtenido para las etapas de extraccio´n de primitivas de velocidad teniendo en cuenta
varias resoluciones.
En la tabla 11 se expone el rendimiento para cada etapa y el general para distintas resolucio-
nes de los fotogramas. Para este experimento, la configuracio´n del modelo inicial incluye 3
derivadas temporales y una ventana para la convolucio´n temporal de 15 fotogramas (Etapa
I), 5 derivadas espaciales y una ventana para la convolucio´n espacial separable de 31 pixels
(Etapa II), y 12 a´ngulos de direccio´n (Etapa III). La fila CPU se refiere a los resultados
obtenidos en el sistema con un procesador Intel Xeon y haciendo uso de un solo core. La
fila Best CPU hace referencia a la mejor configuracio´n conseguida utilizando diversos cores.
La explotacio´n de paralelismo en este caso se ha realizado haciendo uso de OpenMP. Por
u´ltimo, la fila GPU muestra los resultados obtenidos en la GPU Tesla C1060.
Respecto a la eficiencia en un sistema multicore, hay que sen˜alar que para una resolucio´n
pequen˜a, como la de 32×32, la explotacio´n de mu´ltiples cores no reporta gran beneficio, ya
que so´lo es rentable con dos cores. Esto se debe al escaso grado de paralelismo de datos
disponible en esta resolucio´n. Sin embargo, para otras resoluciones mayores, las aceleraciones
obtenidas con mu´ltiples cores son mayores, aunque no muy impresionantes. Aunque la con-
figuracio´n que ofrece mejores resultados corresponde a la de ma´xima utilizacio´n del sistema
(16 hilos), su escalabilidad en te´rminos de eficiencia es au´n as´ı pobre (con un promedio del
30 %). Este comportamiento proviene del hecho de que en el sistema multicore se comparten
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algunos recursos cr´ıticos como el acceso al bus de memoria y algunos niveles de la jerarqu´ıa
de memoria, que actu´an como cuello de botella debido a la competencia por dichos recursos.
Init. Filt. Filt. Orientacio´n Taylor Velocidad Total Total
GPU Temporal Espacial (Mpixel/s) (Mpixel/s) (Mpixel/s) etapas (fps)
(s/pixel) (Mpixel/s) (Mpixel/s) (Mpixel/s)
CPU (322) 10.30 21.63 90.99 217.87 247.24 6.14 6327
Best CPU (322) 13.20 12.48 130.75 369.79 289.62 6.26
GPU (322) 3.28E-5 124.69 0.62 4.66 8.04 50.40 0.50 375.7
CPU (642) 12.85 1.44 2.09 3.78 20.14 0.64 195.2
Best CPU (642) 51.30 1.30 9.03 16.76 72.18 1.66
GPU (642) 9.08E-6 495.98 2.55 15.77 25.54 169.08 2 296.4
CPU (1282) 13.97 0.92 1.20 2.06 11.53 0.39 30.72
Best CPU (1282) 70.87 0.77 5.04 14.23 66.59 1.2
GPU (1282) 7.21E-6 1166.12 8.79 36.17 51.49 240.65 6.03 210.8
CPU (2562) 21.50 1.05 1.30 1.70 12.98 0.41 8.631
Best CPU (2562) 154.75 1.11 3.89 7.95 93.27 1.15
GPU (2562) 2.25E-6 1724.63 27.56 47.62 64.20 289.21 13 99.64
Tabla 11: Comparacio´n del rendimiento obtenido en la versio´n GPU frente a la versio´n CPU.
La segunda columna de la tabla 11 corresponde al coste de la inicializacio´n de la GPU, que
incluye: la inicializacio´n del hardware, la reserva de memoria y la informacio´n enviada, me-
dido todo ello en segundos/pixel. Dicha medida puede parecer insignificante, sin embargo,
el impacto con respecto a todo el proceso no lo es, ya que supone entre un 7 % y un 15 %
del tiempo total de ejecucio´n. El resto de columnas, salvo la u´ltima, corresponden a cada
una de las etapas analizadas, y los valores mostrados corresponden a Mpixels/segundo. Es
importante destacar que la fase de orientacio´n (Etapa III), es la ma´s costosa de largo (alre-
dedor de un 30 % del tiempo medio total) por lo que el rendimiento global estara´ limitado
por esta etapa. Por u´ltimo, la columna Total etapas muestra el rendimiento global de la
implementacio´n en GPU frente a la realizada en CPU.
La GPU ofrece un rendimiento bastante pobre para una resolucio´n pequen˜a (32×32), vie´ndo-
se superado por su homo´nimo CPU. Este hecho viene motivado por la pequen˜a cantidad de
datos que hay que procesar, lo que favorece su procesado en la CPU, ya que se pueden al-
macenar todos los co´mputos intermedios en el primer nivel de la memoria cache´, ofreciendo
una alta localidad de datos tanto espacial como temporal. Sin embargo, para resoluciones
ma´s grandes, donde el volumen de datos supone el reemplazo de bloques en todos niveles de
la jerarqu´ıa de memoria de la CPU, encontramos que el rendimiento es peor, de forma que
las versiones para GPU superan sobradamente el rendimiento ofrecido por la CPU. Hay que
destacar que para las u´ltimas pruebas realizadas, con una resolucio´n de 256×256, se alcanzan
12 Mpixel/s, lo que significa que se cumplen sobradamente los requisitos para tiempo real,
logra´ndose procesar hasta 185 fotogramas por segundo.
A modo de resumen, la tabla 12 pone de relieve las ventajas computaciones que ofrece el
uso de aceleradores gra´ficos mostrando las aceleraciones obtenidas para las diferentes reso-
luciones contempladas en este estudio. Teniendo en cuenta el resultado total de todas las
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etapas, se logran unas aceleraciones globales de hasta ×32 para una resolucio´n 256×256,
esperando alcanzar mayores aceleraciones incluso para resoluciones mayores ya que el grado
de paralelismo a explotar sera´ mayor.
Resolucio´n de la pel´ıcula 64×64 128×128 256×256
Speedup (config. normal CPU) 3.125 15.46 31.70
Speedup (mejor config. CPU) 1.195 5.03 11.27
Tabla 12: Speedups obtenidos comparando versiones de GPU y versiones de CPU.
5.3.3. Resultados visuales.
Para demostrar los resultados visuales del modelo completo se han utilizado los est´ımulos
expuestos en el cap´ıtulo 2. En primer lugar, se ha realizado una prueba preliminar para la
implementacio´n GPU con el est´ımulo de entrada representado en la figura 13, donde se han
tenido en cuenta los dos escenarios de entrada representados en ella. A continuacio´n, se ha
probado con el est´ımulo real (representa la explosio´n de un gas) expuesto en la figura 57,
donde la parte baja de dicha figura muestra las dos salidas del algoritmo implementado (la
fase a la izquierda y el mo´dulo a la derecha), pudie´ndose apreciar la obtencio´n de movimiento
realizada por el algoritmo.
Figura 57: Est´ımulo de entrada. Salidas para el Mo´dulo y Fase del algoritmo.
En esta figura 57, las l´ıneas rojas denotan la naturaleza expansiva del movimiento en el
fotograma original. La fase se muestra con un co´digo de color en los l´ımites del fotograma
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y el mo´dulo queda representado como un rango lineal intenso de escala de grises, donde el
negro significa que no hay movimiento y el blanco una alta velocidad.
Se han tenido en cuenta tambie´n est´ımulos de entrada ma´s complejos, como los representados
en la figura 58, las secuencias sinte´ticas “Diverging Tree” y “Translating Tree” (explicados
en el cap´ıtulo 2 y en la figura 14). Al igual que para el est´ımulo anterior, la figura 58 muestra
en un co´digo de color la fase y el mo´dulo en la escala de grises. Estos resultados son los
que se observan a la derecha de cada imagen de entrada, quedando patente en el caso del
“Diverging Tree” la sensacio´n de zoom (los colores tienden a los extremos) y para el caso
del “Translating Tree” el movimiento de translacio´n hacia la derecha de la imagen.
Figura 58: Secuencia del “Diverging Tree” (arriba) y del “Translating Tree” (abajo).
Por u´ltimo se ha testeado el algoritmo desarrollado para hardware gra´fico con el est´ımulo de
entrada real como la secuencia “Hamburg taxi”, representado en la figura 16. El resultado
visual del movimiento puede observarse en la figura 59.
Figura 59: Est´ımulo real del taxi, de la secuencia “Hamburg taxi”, y la fase y el mo´dulo obtenidos con la
implementacio´n en GPU del algoritmo McGM.
Con el objetivo de cuantificar el error relativo en la implementacio´n GPU, se hace necesario
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usar una me´trica como la de Barron, descritas en la ecuaciones (7, 8).
Esta medida del error se ha calculado para cada pixel para el cual se ha recuperado una
medida de la velocidad o el error promedio calculado. El conjunto de para´metros utilizados
para el algoritmo McGM ha sido σ = 1,5, α = 10, τ = 0,25, y una zona de integracio´n
p, q, r = 11 × 11 × 11 desde la expresio´n (14) a la expresio´n (17). Los errores medios ob-
tenidos utilizando la me´trica de Barron para los est´ımulos “Diverging Tree” y “Translating
Tree” han sido 0,01 y 0,40 radianes, respectivamente.
Antes de comparar la implementacio´n realizada con otras existentes en flujo o´ptico, se va
a analizar el impacto de la variacio´n del nu´mero de orientaciones en la estimacio´n de mo-
vimiento para el algoritmo McGM. La figura 60 muestra el valor de velocidad media para
un nu´mero de orientaciones determinado empleando el est´ımulo sinte´tico de “Translating
Tree”. La posibilidad de obtener diferente informacio´n en cada uno de los diferentes canales
orientados es una de las caracter´ısticas que hacen robusto a este modelo. Se puede concluir
que el sistema desarrollado es robusto con un nu´mero m´ınimo de orientaciones mayor a 18
porque la velocidad obtenida aparece estable e invariante.
Figura 60: Velocidad medida vs. orientaciones.
5.3.4. Comparacio´n con otras implementaciones de flujo o´ptico.
Los datos representados en la tabla 13 comparan la estimacio´n de movimiento como resultado
de aplicar otros algoritmos empleados en flujo o´ptico. El est´ımulo de entrada corresponde
a un est´ımulo sinte´tico de translacio´n de una rejilla similar al de la figura 13, expuesto en
el cap´ıtulo 2. La tabla muestra el error angular y la desviacio´n esta´ndar correspondiente a
los algoritmos Horn & Schunck, Horn & Schunck modificado, Lucas & Kanade y nuestra
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implementacio´n desarrollada del algoritmo McGM en GPU en este trabajo.
Me´todo Error Angular Desviacio´n Esta´ndar
Horn & Schunck [8] 0.97 2.62
Modified Horn & Schunck [197] 0.73 0.94
Lucas & Kanade [6] 2.47 0.16
McGM (GPU versio´n) [169] 0.40 0.43
Tabla 13: Errores (en grados) en el est´ımulo de la translacio´n de una rejilla.
Empleando como est´ımulos de entrada los conocidos “Diverging Tree” y “Translating Tree”,
la implementacio´n McGM en GPU produce una media de diferencias en magnitud de 0,291 y
un error angular de 12,47◦± 18,51. Si se an˜ade un umbral en el valor de la primera derivada
temporal, se puede llegar a disminuir este error hasta 11,29◦ para una densidad del 64 %.
Algunos de los mejores resultados publicados de otros algoritmos para esta secuencia han
sido realizados con versiones donde el umbral de la densidad de salida era bajo. Por tanto,
el algoritmo McGM en su versio´n GPU es consecuente con estos resultados y estima la
velocidad de todas las regiones con la misma precisio´n. Adema´s, el umbral no mejora de forma
significativa los resultados, habiendo logrado un implementacio´n robusta ante diferentes
condiciones en el entorno. Queda demostrado que la velocidad calculada es pra´cticamente
uniforme pero la direccio´n var´ıa, obteniendo de esta forma valores altos del error. Por u´ltimo,
la tabla 14 muestra una media del error angular en grados.
’Diverging Tree’ ’Translating Tree’
Error Desviacio´n Error Desviacio´n
Angular Esta´ndar Angular Esta´ndar
Horn & Schunck [8] 12.77 12 38.99 27
Uras et al. [198] 5.75 4.01 0.71 0.81
Lucas & Kanade [6] 8.07 11 11.69 18
Fleet & Jepson [163] 1.24 0.9 0.36 0.41
Tabla 14: Resultados para los est´ımulos ’Diverging Tree’ y ’Translating Tree’.
5.3.5. Extensio´n a sistemas empotrados basados en GPU.
Con el fin de completar el estudio de viabilidad de la implementacio´n del algoritmo McGM
en hardware gra´fico, se ha considerado su portabilidad a un sistema empotrado de alto ren-
dimiento y energe´ticamente eficiente. Para ello se ha escogido la arquitectura CARMA75, ya
que cumple estas caracter´ısticas.
75http://www.nvidia.com/object/seco-dev-kit.html
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CARMA es una plataforma de desarrollo cuya arquitectura se basa en ARM con CUDA,
creada para soportar el alto crecimiento de iniciativas de computacio´n energe´ticamente efi-
cientes. Posee una CPU (NVIDIA Tegra 3 ARM Cortex A9 Quad-Core) con 2GB de memoria
y una GPU (NVIDIA QUADRO 1000M con 96 CUDA cores y capacidad de computo 2.1)
con otros 2 GB de memoria. Presenta un rendimiento de 270 GFlops en precisio´n simple.
La creciente demanda de energ´ıa y el aumento de los costes esta´n obligando al mercado de
la computacio´n de alto rendimiento (HPC) a encontrar soluciones ma´s eficientes en te´rminos
de energ´ıa. Adema´s, los desarrollos esta´n orientados cada vez ma´s a arquitecturas h´ıbridas
capaces de combinar nu´cleos ARM con avanzados aceleradores GPU. Gracias a las arquitec-
turas h´ıbridas basadas en ARM, es posible paralelizar una aplicacio´n reduciendo al menos un
orden de magnitud el consumo de energ´ıa en comparacio´n con las arquitecturas basadas en
x86. La plataforma CARMA ayudara´ a los desarrolladores, investigadores y disen˜adores de
soluciones a construir sistemas simples, econo´micos, eficientes y escalables.
La escalabilidad es una de las caracter´ısticas que hacen de CARMA una plataforma ideal
para el desarrollo, no so´lo independiente, sino tambie´n para las implementaciones en clu´ster
de investigacio´n.
Filt. Filt. Orientacio´n Taylor Velocidad Total Total
Temporal Espacial (Mpps.) (Mpps.) (Mpps.) etapas etapas
(Mpps.) (Mpps.) (Mpps.) (fps.)
GPU CARMA (322) 113.77 0.052 4.19 19.91 55.65 0.05 48,82
GPU CARMA (642) 338.51 0.42 3.76 15.06 85.34 0.37 90,33
GPU CARMA (1282) 487.04 1.39 3.19 9.73 63.38 0.87 53,1
GPU CARMA (2562) 513.77 2.97 2,87 8,14 53,42 1,2 18,31
Tabla 15: Rendimiento obtenido en la arquitectura CARMA para cada una de las etapas.
Los resultados obtenidos de portar el algoritmo a esta arquitectura se muestran en la tabla 15.
La configuracio´n escogida es similar al caso anterior, con 50 fotogramas de taman˜o variable,
entre 32×32 y 256×256, 3 filtros temporales con una ventana de taman˜o igual a 15 pixels,
6 filtros espaciales de 31 pixels y 12 a´ngulos. En dicha tabla pueden observarse que los
valores obtenidos, medidos en Mpixels/s, siguen la misma l´ınea que los observados en la
tabla 11, pudie´ndose comprobar co´mo las etapas que ma´s tiempo y recursos consumen son
la segunda y la tercera (la de filtrado espacial y la de orientacio´n de filtros). Cabe destacar
que los resultados son peores si los comparamos con los obtenidos en el experimento anterior,
debido a que esta arquitectura es menos potente y ma´s limitada en recursos. A su favor tiene
que es portable, por lo que podr´ıa ser u´til en determinadas aplicaciones, incorporando este
sistema, por ejemplo, en un robot.
5.4. Conclusiones.
Se ha presentado una implementacio´n en GPU eficiente para un algoritmo neuromo´rfico con
una serie de caracter´ısticas adecuadas para entornos complejos o ruidosos, que podr´ıa ser
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aplicada en campos como la robo´tica, navegacio´n, seguridad, vigilancia, etc. Adema´s, este
sistema tambie´n se puede utilizar en el campo de la investigacio´n neurocient´ıfica, extendien-
do la complejidad de algoritmos bio-inspirados.
La utilizacio´n de hardware gra´fico como un co-procesador para flujo o´ptico puede ser una
eleccio´n asequible e interesante, con la que se pueden lograr speedups de ×32. Sin embargo,
el coste de intercambiar informacio´n entre la CPU y la GPU y la administracio´n de la memo-
ria de la GPU pueden reducir la aceleracio´n ligeramente. Hay que agregar que, para obtener
ventaja de la computacio´n paralela de la GPU, es crucial que se distribuyan estas tareas
de una manera adecuada y que, adicionalmente, se exploten de forma eficiente la compleja
jerarqu´ıa de memoria, lo que no resulta una tarea sencilla en muchos casos.
El estudio presentado se ha centrado en la evaluacio´n del rendimiento de la implementacio´n
del algoritmo McGM en GPU, sin embargo, debido a la naturaleza expansiva de este, a
medida que se avanza a trave´s de las etapas, los requisitos de memoria aumentan. La confi-
guracio´n que se ha tenido en cuenta y que tiene mayor consumo utiliza 3.5GB de memoria,
un valor cercano al limite de en una GPU. Aunque hoy en d´ıa la capacidad de la memoria de
las GPU aumenta, este problema persistira´ para taman˜os mayores de taman˜os de fotogramas
(mayor resolucio´n). Debido a estas limitaciones, parece interesante estudiar mecanismos que
reduzcan la cantidad de datos y disen˜ar estrategias para explotar paralelismo entre varias
etapas, como analog´ıa con un procesador segmentado.
Se debe enfatizar que, la estimacio´n de movimiento para sistemas bio-inspirados en plata-
formas GPU es una alternativa a considerar en te´rminos de Mpixel/segundo, especialmente
comparado con otros sistemas espec´ıficos utilizados para este tipo de algoritmos. Adema´s, las
tendencias actuales parecen indicar que estos ratios aumentara´n a medida que la tecnolog´ıa
futura mejore.
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6. Te´cnicas de reduccio´n en el consumo de memoria del
algoritmo McGM.
6.1. Introduccio´n.
Como se ha visto a lo largo de este trabajo, las GPUs ofrecen un alto rendimiento y eficien-
cia energe´tica para un nu´mero considerable de aplicaciones que hacen uso del paralelismo de
datos. En el cap´ıtulo 5 se pudo ver co´mo la versio´n en GPU del algoritmo McGM alcanzaba
un speedup de ×32 usando esta tecnolog´ıa. Sin embargo, conforme se van realizando las
operaciones de procesamiento de sen˜al, el consumo de memoria que se requiere crea cuellos
de botella que pueden influir en el rendimiento de la solucio´n. En este cap´ıtulo se presenta
una mejora para reducir este problema, ya que limita la viabilidad a la hora de estimar el
movimiento utilizando este tipo de aceleradores. El objetivo es encontrar una solucio´n de
compromiso entre el consumo de los recursos, la precisio´n alcanzada en la estimacio´n de
movimiento y un uso eficiente del paralelismo. Para ello se ha desarrollado un esquema con
varios niveles de paralelismo, donde el nivel ma´s fino se vincula al paralelismo de datos, y
el ma´s grueso se alcanza gracias a la explotacio´n de un sistema con mu´ltiples GPUs (multi-
GPU).
La estimacio´n y la compensacio´n de movimiento son cruciales para la codificacio´n multi-
media, que se caracteriza por la demanda de una gran cantidad de memoria, y por realizar
operaciones complejas desde el punto de vista computacional. A modo de ejemplo, en el
proceso de compresio´n de un v´ıdeo en formato MPEG, la estimacio´n de movimiento es la
parte que ma´s tiempo consume [199], pudiendo alcanzar hasta un 90 % del tiempo total de
ejecucio´n [200, 201].
Por otro lado, en el a´mbito de este tipo de algoritmos, el uso de las GPUs como acele-
radores esta´ limitado por restricciones relacionadas con la memoria DDR. En la literatura
podemos encontrar soluciones a este este problema. Mattes [202] propone reutilizar datos
con el objetivo de minimizar el tra´fico de memoria entre la GPU y la CPU. Otros abordan
esta problema´tica proponiendo te´cnicas basadas en compresio´n de informacio´n [203] para
conseguir algoritmos ma´s eficientes en te´rminos de consumo de memoria.
En nuestro caso, el objetivo principal que se desea abordar en este cap´ıtulo es la construccio´n
de un sistema de estimacio´n de movimiento inteligente, con capacidades de auto-adaptacio´n
que, sin abandonar los requisitos de tiempo real, minimice el consumo de recursos sin que
se vea afectada la calidad de precisio´n en el proceso de estimacio´n.
6.2. Optimizacio´n y algoritmos gene´ticos.
En el cap´ıtulo 5 se ha estudiado la posibilidad de utilizar los sistemas GPUs y los benefi-
cios potenciales que representan estos dispositivos en contextos donde se aplica el algoritmo
McGM. Como se ha observado, se alcanzan speedups de ×32 para pel´ıculas con una re-
solucio´n de 2562 pixels por fotograma. Por tanto, cabe destacar que este sistema, basado
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en un esquema de estimacio´n de movimiento haciendo uso de GPUs, es una alternativa a
considerar en te´rminos de Mpixel/s. en comparacio´n con otros sistemas. Sin embargo, las
caracter´ısticas de este algoritmo crean un cuello de botella debido a que los requisitos de
memoria aumentan en cada etapa. Esta desventaja limita la viabilidad de usar GPUs con el
propo´sito de estimar movimiento. Si tenemos en cuenta la configuracio´n que ma´s memoria
usa en el estudio realizado en el cap´ıtulo 5, se consumen 3.5GB de memoria global, que
esta´ cerca del l´ımite de una sola GPU. Aunque la capacidad de memoria en GPUs es mayor
cada d´ıa, este problema se puede seguir encontrando conforme aumente la resolucio´n de las
pel´ıculas a procesar.
Por tanto, el objetivo es explorar mecanismos que permitan reducir la cantidad de datos sin
perder los requisitos de eficiencia ni de precisio´n. Para resaltar el problema de la memoria en
GPU, nos referimos a los resultados que ya mostramos en la tabla 11, donde se presentaba
un resumen de los resultados del rendimiento obtenido usando el algoritmo McGM en un
dispositivo gra´fico. Cabe agregar que la implementacio´n en GPU cumple ampliamente los
requisitos de tiempo real en todas las configuraciones de resolucio´n consideradas. Mientras
los procesadores de propo´sito general so´lo pueden alcanzar ratios de tiempo real en v´ıdeos
con resoluciones pequen˜as, los sistemas basados en GPU permiten mayores resoluciones de
pel´ıculas donde hay disponible mayor capacidad de memoria DDR.
6.2.1. Optimizacio´n multiobjetivo.
Los problemas de optimizacio´n intentan localizar una solucio´n capaz de representar el valor
o´ptimo para una funcio´n objetivo. Sin embargo, en muchas ocasiones, nos enfrentamos a
problemas que requieren la optimizacio´n simulta´nea de ma´s de un objetivo, lo que se conoce
como las optimizaciones multiobjetivo [204, 205]. En te´rminos matema´ticos se puede expresar
un problema de optimizacio´n multiobjetivo de la siguiente forma:
Minimize (f1(x), f2(x), ...., fk(x))
T
subject to x  X
(25)
en la que K ≥ 2 es el nu´mero de objetivos y X es el conjunto factible de los vectores
de decisio´n definidos por las funciones de restriccio´n. Se dice que un elemento x∗X es una
solucio´n factible y al vector que contiene los elementos factibles se denomina vector objetivo.
Como es de esperar, en las optimizaciones multiobjetivo no suele existir una solucio´n que
minimice todas las funciones objetivo de manera simulta´nea, por ello se presta especial
atencio´n a las soluciones o´ptimas de Pareto [206], es decir, soluciones que no se pueden
mejorar en ninguno de los objetivos sin perjudicar al menos a uno del resto de objetivos. Por
tanto, se dice que una solucio´n factible x1X domina a otra x2X si:
1. fi(x
1) ≤ fi(x2) para todos los valores de i1, 2, ...., k y
2. fj(x
1) < fj(x
2) para al menos un ı´ndice j1, 2, ...., k
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Cuando, dada una solucio´n x1X no existe otra que la domine se la denomina o´ptimo de
Pareto. Al conjunto de estas soluciones se las conoce con el nombre de frente de Pareto76.
Por consiguiente, en nuestro caso nos proponemos buscar solucio´n a una optimizacio´n con
tres objetivos a minimizar: el tiempo de ejecucio´n, la utilizacio´n de memoria y la pe´rdida de
precisio´n.
6.2.2. Algoritmos gene´ticos.
Los algoritmos gene´ticos [207] reciben su nombre debido a que se inspiran en la evolucio´n
biolo´gica y su base gene´tico-molecular, haciendo evolucionar una poblacio´n de individuos
mediante acciones aleatorias (mutaciones y recombinaciones gene´ticas) y selecciones respecto
a un criterio, con el objetivo de decidir cua´les son los individuos ma´s aptos, que se ira´n
manteniendo, y los menos aptos, que se van a ir descartando. Un algoritmo gene´tico es un
me´todo de bu´squeda dirigida basado en probabilidad, es decir, al aumentar el nu´mero de
iteraciones, la probabilidad de tener el o´ptimo de una poblacio´n tiende a uno.
La manera de proceder de un algoritmo gene´tico es la siguiente:
1. Se genera aleatoriamente una poblacio´n inicial, construida por un conjunto de propie-
dades (cromosoma o genotipo) que representan las posibles soluciones al problema.
2. Se evalu´a cada uno de los cromosomas de la poblacio´n aplica´ndole una funcio´n de
aptitud para saber co´mo de buena es dicha solucio´n.
3. Una vez que se sabe la aptitud de cada cromosoma, se eligen los que sera´n cruza-
dos en la siguiente generacio´n, en la que existe mayor probabilidad de escoger a los
cromosomas con mejor aptitud.
4. En la recombinacio´n se opera sobre dos cromosomas para generar individuos con las
caracter´ısticas combinadas de sus cromosomas padre.
5. Tambie´n se procede a una mutacio´n, o modificacio´n al azar, del cromosoma de los
individuos para permitir abarcar un mayor espacio de bu´squeda.
6. Una vez que se han cruzado y mutado los individuos, se procede a seleccionar a los
mejores, que formara´n parte de la siguiente generacio´n.
7. El algoritmo se detendra´ cuando se alcance una solucio´n o´ptima. Bien por requisitos o
porque en ocasiones no existe o se desconoce, se suelen utilizar otros criterios de parada
para el algoritmo, como son detenerlo pasado un nu´mero determinado de iteraciones
o cuando no se produzcan cambios en la poblacio´n.
As´ı, la idea es utilizar un algoritmo gene´tico para minimizar los tres objetivos descritos
anteriormente y poder obtener una solucio´n perteneciente al frente de Pareto.
76http://en.wikipedia.org/wiki/Pareto_front
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6.2.3. Aplicacio´n en el McGM.
Para reducir el consumo de memoria, una solucio´n que se podr´ıa emplear ser´ıa no almacenar
ciertos co´mputos intermedios, volviendo a calcularlos cuando fuese necesario. Esta propuesta
conlleva impl´ıcitamente reducir el rendimiento siendo u´nicamente va´lida bajo condiciones
de tiempo real. Las etapas del algoritmo McGM que mayores requerimientos de memoria
conllevan son la de filtrado espacial y la de orientacio´n (explicadas en las secciones 3.3 y 3.4
respectivamente), tal y como se ha puesto de manifiesto anteriormente. Por un lado, una
solucio´n ra´pida y eficiente para reducir las necesidades de memoria es realizar la etapa de
orientacio´n con menos θ a´ngulos, efecto que conlleva una pe´rdida de precisio´n. Por otro lado,
es posible usar derivadas nume´ricas [208], en lugar de las gaussianas, durante la etapa de
filtrado espacial porque precisara´n menos operaciones, permitiendo recalcular las derivadas
de manera ma´s ra´pida cuando fuese necesario. Esta alternativa se basa en el hecho de que,
al no tener que almacenar los datos de los ca´lculos intermedios, se reduce gran cantidad de
memoria pudiendo recalcular estos datos cuando sean necesarios. Esta alternativa se funda-
menta en las propiedades conmutativas de la convolucio´n ,particularizada para la etapa del
filtrado espacial: I ⊗Gx = I ⊗ (Gx ⊗Dx) = (I ⊗G0)⊗Dx. El nu´mero de operaciones rea-
lizadas en (I ⊗G0)⊗Dx es menor que su homo´nimo en el filtrado con derivadas gaussianas,
lo que hace que la convolucio´n se realice de forma ma´s ra´pida.
Con el objetivo de evaluar la degradacio´n en la precisio´n, la tabla 16 muestra el error
obtenido calculando G0 ⊗ Dx. La degradacio´n del filtro se evalu´a mediante la diferencia
|(G0 ⊗DG)− (G0 ⊗DN )|, donde DG y DN corresponden respectivamente a los filtros Gau-
ssianos y Nume´ricos. Como se puede apreciar, la pe´rdida de precisio´n no es muy elevada en
filtros con 9-31 pixels, obteniendo una media del 3 % en el error. As´ı pues, gracias a este
estudio preliminar se puede afirmar que, acorde a los resultados encontrados, las derivadas
basadas en filtrados nume´ricos a penas introducen errores considerables siendo ma´s eficientes
desde el punto de vista del nu´mero de operaciones que conllevan.
x′ x′′ x′′′ xIV xV
Degradacio´n filtro 0.003825 0.009415 0.018444 0.033701 0.060134
Tabla 16: Degradacio´n en la precisio´n usando derivadas nume´ricas en lugar de gaussianas para las derivadas
desde el primer hasta el quinto orden.
A pesar de que la degradacio´n en la precisio´n con filtros nume´ricos no es grande, se han
llevado a cabo experimentos para evaluar la pe´rdida de precisio´n en el conjunto del algoritmo
McGM completo. Para evaluar la degradacio´n del mismo, se han utilizado las secuencias
sinte´ticas “Diverging Tree” y “Translating Tree” descritas en el cap´ıtulo 2. Como me´trica
para evaluar los errores se ha empleado la de Barron, ya que es una de las me´tricas ma´s
aceptadas dentro de la literatura especializada.
En la tabla 17 se muestran los errores obtenidos cuando, para el filtrado espacial, se utilizan
derivadas nume´ricas en lugar de gaussianas. Las columnas O(h), O(h2), O(h3) y O(h4)
denotan el error observado cuando el filtrado espacial se realiza con derivadas nume´ricas en
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el primer, segundo, tercer y cuarto orden de precisio´n. Adema´s, #θ significa el nu´mero de θ
a´ngulos proyectados en la etapa de orientacio´n.
O(h) O(h2) O(h3) O(h4) #θ/2 #θ/4
Diverging Tree 0.9297 0.4982 0.4432 0.4020 0.0008 0.0122
Translating Tree 1.5185 0.7965 0.7762 0.6903 0.0015 0.0296
Tabla 17: Degradacio´n total medida como error medio absoluto del a´ngulo Barron.
Como puede observarse, el experimento realizado con la secuencia “Diverging Tree” se com-
porta razonablemente bien con las derivadas nume´ricas, reduciendo el impacto con un orden
ma´s alto de precisio´n. Sin embargo, en el caso de la secuencia “Translating Tree” el algo-
ritmo es ma´s vulnerable con las derivadas nume´ricas que con la variacio´n en el nu´mero de
a´ngulos. Debido a esta disparidad observada en la tabla 17 es aconsejable explorar el espacio
de soluciones factibles con cualquier combinacio´n de derivadas nume´ricas y nu´mero de a´ngu-
los. Por este motivo, puede ser interesante la utilizacio´n de algoritmos gene´ticos para dicha
exploracio´n debido al gran nu´mero de para´metros a configurar, por un lado los relativos al
algoritmo McGM en s´ı, y por otro los relacionados con la demanda de recursos.
6.3. Descripcio´n de la optimizacio´n con algoritmos gene´ticos.
El uso de algoritmos gene´ticos surge a partir de la no viabilidad de explorar un espacio de
soluciones amplio. En este contexto, el objetivo es encontrar un compromiso para reducir
el uso de memoria en GPUs sin perder precisio´n, de forma que se permita un sistema de
estimacio´n de movimiento con capacidad de auto-adaptarse a cambios en las condiciones del
entorno y en un tiempo razonable, es decir, que sea capaz de dar una respuesta en tiempo real.
El propo´sito de la optimizacio´n con varios objetivos [209] es optimizar de manera simulta´nea
varios objetivos que podr´ıan ser inconsistentes entre s´ı. Teniendo en cuenta estos problemas,
se han de destacar tambie´n algunas ventajas y desventajas entre las diferentes variables
involucradas. Los 3 objetivos a minimizar considerados en el contexto de este trabajo se
exponen en la ecuacio´n 26:
Minimize z = (f1(x), f2(x), f3(x))
subject to x  X
(26)
Donde z es el vector objetivo que contiene los 3 objetivos a minimizar: tiempo de ejecucio´n
(f1), uso de memoria (f2) y pe´rdida de precisio´n (f3). z es el vector de decisio´n y X es
la regio´n factible en el espacio de decisio´n, que corresponde a todas las configuraciones del
algoritmo McGM, con respecto a la decisio´n de realizar las derivadas nume´ricas o gaussianas,
y al nu´mero de a´ngulos involucrados. En la terminolog´ıa de los algoritmos gene´ticos, a la x
se la conoce como cromosoma. As´ı, en este trabajo:
Dx corresponde a la derivada a utilizar en el filtrado espacial. Esta informacio´n se
encuentra almacenada en un array bi-dimensional cuyos valores determinan si se van
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a utilizar las derivadas gaussianas o las nume´ricas. Las posiciones de este array bi-
dimensional esta´n relacionadas con el orden de la derivada.
θ es el nu´mero de a´ngulos en la etapa de orientacio´n, determinado por un nu´mero
entero.
6.4. Implementacio´n en GPU.
A lo largo de los u´ltimos an˜os se han desarrollado un gran nu´mero de algoritmos evolutivos
multi-objetivo [210, 211, 212]. En el tutorial [213] puede encontrarse una revisio´n de este
tipo de algoritmos, pudie´ndose observar co´mo los autores proporcionan una revisio´n de las
caracter´ısticas ma´s relevantes. Entre los algoritmos evolutivos multi-objetivo ma´s empleados
se encuentra el algoritmo elitista de ordenamiento no dominado del ingle´s nondominated
sorting genetic algorithm(NSGA). Sin embargo este tipo de algoritmo presentan una serie de
limitaciones entre las que destacamos:
1. Altos requerimientos computacionales en la ordenacio´n de las soluciones no-dominadas.
2. La ausencia del elitismo [214].
3. La necesidad de introducir un para´metro [215] para determinar las soluciones similares
que han de ser desechadas.
Por este motivo la comunidad cient´ıfica ha propuesto una variante ma´s moderna manteniendo
las ventajas de dicha aproximacio´n: NSGA-II [216]. En esta tesis se ha utilizado el NSGA-II
por poseer las siguientes caracter´ısticas:
No es necesario estudiar el impacto de las funciones fitness fi(x) y por lo tanto no es
necesario asignar los pesos.
En la fase de ordenacio´n requiere menor complejidad computacional.
Tiene un buen comportamiento y destaca por su habilidad de encontrar un conjunto
de soluciones cercanas al o´ptimo de Pareto en un nu´mero pequen˜o de iteraciones.
Es un algoritmo muy utilizado y por lo tanto ha sido probado exitosamente.
El algoritmo NSGA-II esta´ basado en un procedimiento de seleccio´n ra´pida no-dominada
donde se lleva a cabo una estimacio´n ra´pida de la distancia al objetivo involucrado, haciendo
uso de un operador de comparacio´n [216]. El algoritmo se puede resumir en los siguientes
pasos:
1. Se crea una poblacio´n de manera aleatoria inicialmente.
2. Esta poblacio´n se ordena siguiendo el esquema de no-dominacio´n.
3. Se asigna una aptitud (fitness) que significa que cada individuo de la poblacio´n ocupa
un puesto en algu´n nivel, siendo el primer nivel (o frontera de Pareto) el ma´s deseable.
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4. Se realiza una seleccio´n mediante torneo binario adema´s de una combinacio´n.
5. Se lleva a cabo la fase de mutacio´n.
6. Se obtiene una poblacio´n R que proviene de combinar la poblacio´n antigua con la
nueva obtenida. El taman˜o de esta poblacio´n combinada es de 2 veces el taman˜o de
la poblacio´n inicial.
7. Dependiendo de los valores obtenidos con el algoritmo McGM, se reorganizan en ni-
veles los individuos de la poblacio´n R y se ordenan con respecto al esquema de no-
dominacio´n.
8. Se obtiene una nueva poblacio´n con el taman˜o de la inicial.
La parte ma´s costosa en te´rminos computacionales del algoritmo gene´tico es la ordenacio´n
ra´pida no-dominada, ya que conlleva clasificar cada individuo de la poblacio´n. Por este moti-
vo, esta tarea se lleva a cabo en un sistema multi-GPU ya que es ma´s eficiente que realizarlo
en una CPU, desde el punto de vista computacional. Sin embargo, la mayor´ıa de las opera-
ciones del algoritmo gene´tico se realizan en CPU debido a que su demanda computacional
es baja.
Clasificar a un individuo de la poblacio´n conlleva ejecutar el algoritmo McGM con la con-
figuracio´n que indica el cromosoma (que´ tipo de derivacio´n, gaussiana o nume´rica, se va a
realizar en la etapa de filtrado espacial y cua´ntos a´ngulos se van a utilizar en la etapa de
orientacio´n). Cabe destacar que se han explotado varios niveles de paralelismo: el nivel ma´s
grueso, donde la ordenacio´n no-dominada se lleva a cabo en las GPUs, y el nivel ma´s fino,
el disponible en cada etapa del algoritmo McGM. El algoritmo 12 resume la implementacio´n
paralela donde el taman˜o de la poblacio´n (pop size), el nu´mero de generaciones (ngens) y la
probabilidad de mutacio´n ( %mutation) son para´metros de entrada del algoritmo gene´tico.
Se ha utilizado OpenMP para distribuir la ordenacio´n no-dominada entre los distintos dis-
positivos disponibles (con la directiva #pragma omp parallel). Esta implementacio´n genera
soluciones o´ptimas de Pareto con un conjunto de estimaciones de movimiento teniendo en
cuenta el tiempo de ejecucio´n, la precisio´n del error a nivel de pixel y el uso de memoria de
la GPU. Esta caracter´ıstica permite elegir una de las mejores soluciones, teniendo en cuen-
ta los recursos computacionales disponibles, favoreciendo de esta manera ajustes dina´micos
dependiendo de las condiciones actuales.
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Algorithm 12 pareto front = multiGPU NSGAII(pop size, ngens, %mutation)
pop = random init Population(pop size) %NSGAII - 1st stage
Fronts = McGM fast nondominated sort(pop) %NSGAII - 2nd & 3rd stages
while gen < ngens do
#pragma parallel for shared(Fronts,R) private(i,GPUth,p1,p2)
for all i = 0; i ≤ pop size; i = i+ 1 do
p1, p2 = select parents(pop(i))
newpop(i).x = crossover(p1, p2) %NSGAII - 4
th stage
newpop(i).x = mutation( %muration) %NSGAII - 5th stage
R(i) = newpop(i)
⋃
pop(i) %NSGAII - 6th stage
GPUth = threadID();





%NSGAII - 8th stage
while sizeof(pop) < pop size do
frontk = get fronts(Fronts, k)
pop = pop
⋃
get Relements in front(R, frontk)
k = k + 1
end while
gen = gen+ 1
end while
pareto front = get front(Fronts, 0)
6.5. Resultados.
En este apartado se muestran los resultados obtenidos en un entorno multi-GPU, aplicando el
algoritmo gene´tico NSGA-II multi-objetivo para encontrar una solucio´n o´ptima que permita
ejecutar el algoritmo de estimacio´n de movimiento McGM en GPU, de manera que sea posible
reducir el consumo de memoria provocado en las etapas ma´s costosas, sin perder precisio´n en
los resultados y manteniendo el requisito de obtener estos en tiempo real. Para ello, primero
se describe el entorno en el que se han desarrollado las pruebas para despue´s mostrar los
resultados obtenidos, tanto a nivel del algoritmo gene´tico con 3 objetivos, como a nivel del
algoritmo McGM con las configuraciones o´ptimas obtenidas gracias al NSGA-II.
6.5.1. Entorno de pruebas.
Los sistemas GPU utilizados esta´n basados en la tecnolog´ıa Tesla. El primero de ellos contiene
dos procesadores Intel Xeon E5645 con seis cores (2.40 GHz con 12MB de memoria cache´ y
tecnolog´ıa Hyper-threading) y dos GPUs Tesla M2070. El segundo sistema esta´ equipado
con dos procesadores Quad Intel Xeon E5530 (2.40 GHz con 8MB de memoria cache´ y tecno-
log´ıa Hyper-threading) conectados a cuatro GPUs Tesla C1060. En ambos casos el sistema
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operativo es Debian con el kernel v.2.6.38, el compilador utilizado es el g++ de GNU versio´n
v.4.4 con los flags de compilacio´n -O3 - m64 -fopenmp y el SDK de CUDA C/C++ versio´n
v.4.2 con los flags -O3 -fopenmp -arch sm 20/13 activos.
El sistema basado en Tesla M2070 incorpora la tecnolog´ıa Fermi, pero debido al escaso
nu´mero de dispositivos disponibles, el estudio de escalabilidad se ha completado con un
sistema con 4 Tesla C1060, lo que permite realizar proyecciones de las tasas de eficiencia
paralela en sistemas ma´s modernos.
6.5.2. Resultados multicriterio.
Los algoritmos gene´ticos multi-objetivos se utilizan para buscar soluciones o´ptimas en un
espacio de bu´squeda grande. En el contexto de este trabajo, se han empleado para alcanzar
un conjunto de soluciones o´ptimas para permitir reducir el uso de memoria de las GPUs
cuando se utiliza el algoritmo McGM y en el que no se desea perder precisio´n de una ma-
nera significativa en la estimacio´n de movimiento. Como ya se ha mencionado previamente,
las pruebas se han realizado haciendo uso de las secuencias de entrada “Diverging Tree” y
“Translating Tree”, ampliamente aceptadas en este a´rea.
El primer experimento realizado ha sido evaluar la convergencia del algoritmo gene´tico y el
conjunto de soluciones o´ptimas alcanzadas. Para este propo´sito se ha utilizado la me´trica de
la distancia Eucl´ıdea entre soluciones consecutivas, como se describe en [216]. El algoritmo
gene´tico implementado incorpora una condicio´n para parar basada en esta me´trica cuando
se han llevado a cabo un cierto nu´mero de iteraciones sin que se hayan producido cambios
en la poblacio´n, con el objetivo de asegurar que las soluciones no-dominadas convergen en
el frente o´ptimo de Pareto.
La evolucio´n del conjunto de soluciones no-dominadas a lo largo de las iteraciones, asociado
con una estricta condicio´n de parada, se muestra en la figura 61. Con el objetivo de facilitar
la visualizacio´n so´lo se muestra la reduccio´n de memoria en la GPU y la diferencia en el error,
aunque el algoritmo gene´tico tambie´n optimiza el tiempo de estimacio´n de movimiento. El
error de Barron ΨE corresponde a la diferencia de la media del error de Barron con respecto
a su homo´logo en el McGM original.
En la figura 61 el nu´mero de puntos en el frente o´ptimo es un subconjunto final de las
soluciones, debido a que las componentes referentes al tiempo de ejecucio´n no se han tenido
en cuenta. Adema´s se puede observar co´mo para la secuencia “Translating Tree” so´lo se
muestra un 15 % de parejas de Pareto, mientras que para la secuencia “Diverging Tree” se
muestra un 40 %.
Otro factor a destacar es que el taman˜o de la poblacio´n se ha fijado en 500 con un 1 % de
probabilidad de mutacio´n. Los resultados obtenidos indican que despue´s de un cierto nu´mero
de generaciones, el algoritmo gene´tico apenas mejora las soluciones no dominantes, aunque
reporta nuevos pares.
El taman˜o de la poblacio´n so´lo afecta al tiempo de ejecucio´n final, alcanzando resultados de
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Figura 61: Evolucio´n del conjunto de soluciones en el algoritmo gene´tico para las secuencias Diverging Tree
y Translating Tree.
una solucio´n o´ptima con calidad similar. Emp´ıricamente, el 1 % de mutaciones reporta mejor
rendimiento en el algoritmo gene´tico. Escoger valores ma´s altos supone variaciones signifi-
cativas entre generaciones consecutivas, lo que implica que se necesitan ma´s generaciones
para alcanzar el criterio de convergencia. En particular, mayores valores para el porcentaje
de mutacio´n implican un elevado nu´mero de iteraciones que var´ıa entre el 15 % y el 320 %.
Como se puede observar en la figura 61, se generan soluciones o´ptimas con una reduccio´n
significativa en los requisitos de memoria, logrando soluciones ma´s precisas que el algoritmo
McGM original para la secuencia “Translating Tree”.
6.5.3. Resultados en la multi-GPU.
Los tiempos medidos utilizando la mejor configuracio´n para el algoritmo gene´tico en el
sistema Tesla M2070 se muestran en la tabla 18. Esta configuracio´n hace referencia a una
poblacio´n con 500 individuos, un 1 % de mutacio´n y una condicio´n de convergencia estricta
para encontrar el frente de Pareto. Se ha utilizado como prueba la secuencia “Diverging Tree”
ya que los resultados obtenidos son similares a los observados para la secuencia “Translating
Tree”. Hay que sen˜alar que esta eleccio´n so´lo afecta al nu´mero de generaciones para alcanzar
una solucio´n o´ptima. Como se esperaba, la evaluacio´n fitness es la etapa ma´s costosa del
algoritmo gene´tico, no siendo muy relevante la sobrecarga en el intercambio de informacio´n
entre el host y el device. De esta forma, se obtienen unos speedups de ×1.79 para dos GPUs.
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Tesla M2070 tCPU (s) tGPU (s) tComm(s)
1 GPU 1.24 22495.6 869.5
2 GPUs 124.2 12464.9 447.4
Tabla 18: Tiempos de ejecucio´n con Multi-GPU en el sistema Tesla M2070.
Se han obtenido resultados similares con un nu´mero mayor de dispositivos gra´ficos. La ta-
bla 19 muestra au´n ma´s aceleraciones cuando se habilitan dos GPUs. Adema´s se puede
observar co´mo los ratios de escalabilidad se mantienen de manera satisfactoria con 4 GPUs
alcanzando ×3.71 de speedup. Los resultados computacionales muestran que esta imple-
mentacio´n multi-GPU es eficiente en te´rminos de escalabilidad (95 % usando 2 GPUs y 93 %
usando 4) y la tendencia indica que los tiempos de convergencia del algoritmo gene´tico ser´ıan
menores teniendo ma´s recursos disponibles. Podemos concluir que la escalabilidad obtenida
para los algoritmos gene´ticos es u´til a la hora de resolver problemas de esta naturaleza. Los
buenos resultados de rendimiento se deben tanto a una carga de trabajo equilibrada como
al bajo coste involucrado en el intercambio de datos.
Tesla C1060 tCPU (s) tGPU (s) tComm(s)
1 GPU 1.18 23748.0 2025.8
2 GPUs 278.52 12613.1 1022.5
4 GPU 153.28 6248.4 513.5
Tabla 19: Tiempos de ejecucio´n con Multi-GPU en el sistema Tesla C1060.
Por otra parte, el uso de mu´ltiples niveles de paralelismo permiten multiplicar las acelera-
ciones. En primer lugar, los speedups alcanzados en el sistema multi-GPU pueden ser de
hasta ×3.71 con 4 GPUs habilitadas. En segundo lugar, las aceleraciones de hasta ×32 se
pueden obtener explotando el paralelismo de datos en una GPU. Por una lado, la combi-
nacio´n de ambas aceleraciones permite reducir el tiempo de exploracio´n para alcanzar una
solucio´n o´ptima en un 99.2 % comparado con un procesador de propo´sito general. Por el
otro, el uso de un sistema multi-GPU no so´lo permite obtener mayores tasas de FLOPS que
en una CPU, sino que en te´rminos de consumo de energ´ıa (MFLOPS/vatio) tambie´n es mejor.
Aunque el tiempo de bu´squeda en los algoritmos gene´ticos es importante, su uso favorece
la obtencio´n de soluciones casi o´ptimas que cumplen los requisitos de tiempo de respuesta
o consumo de recursos, y conforme evoluciona el algoritmo gene´rico, la bu´squeda se va
refinando gradualmente. Esta caracter´ıstica, junto con la posibilidad de reducir el taman˜o de
la poblacio´n, supone una disminucio´n impresionante en el nu´mero de simulaciones que abre
la posibilidad de construir un sistema inteligente que se autocorrija/adapte dependiendo de
requerimientos espec´ıficos y/o cambios sustanciales en el entorno.
6.5.4. Resultados visuales.
Para terminar, se presentan los resultados visuales obtenidos con las dos secuencias de prueba.
La figura 62 muestra las principales diferencias en los resultados obtenidos para la secuencia
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“Diverging Tree”. La salida original del algoritmo McGM se muestra en la parte de arriba de la
figura, en el centro y abajo se muestran los resultados obtenidos a partir de las configuraciones
dadas por el algoritmo gene´tico para unas reducciones de memoria entre el 75 % y el 50 %.
Tambie´n se muestra el tiempo llevado a cabo para realizar la estimacio´n de movimiento
(MEtime). La fase (la direccio´n de los pixels) se representa con el co´digo de color que se
muestra en los bordes del fotograma y el mo´dulo o velocidad se representa con una escala
de grises.
Figura 62: Resultados visuales para el algoritmo McGM original y los resultados obtenidos con el algoritmo
gene´tico con una reduccio´n en la utilizacio´n de memoria GPU del 75 % (centro) y del 50 % (abajo)
para el est´ımulo Diverging Tree.
De forma similar, la figura 63 muestra las soluciones obtenidas para la secuencia “Translating
Tree”.
Con el est´ımulo de entrada “Diverging Tree” se ha obtenido una reduccio´n en el uso de
memoria del 75 % con la misma precisio´n usando la me´trica de Barron y un 50 % en el tiem-
po de ejecucio´n compara´ndolo con el algoritmo original. Sin embargo, la configuracio´n que
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Figura 63: Mo´dulo y fase para el est´ımulo Translating Tree obtenidos con el algoritmo McGM original y el
obtenido haciendo uso del algoritmo gene´tico con una reduccio´n en el consumo de memoria de la
GPU del 50 %.
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consigue reducir la memoria en un 50 % degrada la precisio´n un 22 % con un ×3.3 de speedup.
Para la secuencia “Translating Tree”, se ha encontrado una solucio´n que requiere la mitad
del uso de memoria, siendo ma´s precisa (con un error de Barron de 0.13 radianes menos que
el original) y ×3.5 veces ma´s ra´pida.
6.6. Otras me´tricas de error.
A pesar de la popularidad de la me´trica de Barron dentro de la comunidad cient´ıfica en el
contexto de estimacio´n de movimiento, algunos autores [165, 166] sen˜alan me´tricas espec´ıfi-
cas debido a la asimetr´ıa y sesgo de grandes vectores de flujo.
La tendencia del algoritmo NSGA-II teniendo en cuenta las me´tricas de McCane y Ot-
te&Nagel se muestran en la figura 64. Al igual que en pruebas anteriores, las secuencias
utilizadas para llevar a cabo el estudio han sido “Translating Tree” y “Diverging Tree”.
Me´trica Error Secuencia Prueba Memoria MEtime Precisio´n (∆Ψ)
Translating Tree 50 % 28.6 % -0.13
Barron 75 % 50.0 % 0.00
Diverging Tree 50 % 33.3 % 0.05
Translating Tree 50 % 26.9 % -0.12
McCaneA 75 % 49.1 % 0.00
Diverging Tree 50 % 28.9 % 0.05
Translating Tree 50 % 29.6 % -0.11
McCaneB 75 % 49.2 % 0.00
Diverging Tree 50 % 34.5 % 0.09
Translating Tree 50 % 25.3 % -0.21
Otte&Nagel 75 % 49.1 % 0.00
Diverging Tree 50 % 35.7 % 0.12
Tabla 20: Mejor configuracio´n lograda para una reduccio´n del 75 % y del 50 % de los requisitos de memoria
para las me´tricas de McCane y Otte&Nagel.
La tabla 20 resume las principales configuraciones obtenidas tras la ejecucio´n del algoritmo
gene´tico. Los resultados observados son consistentes con independencia de la me´trica utiliza-
da. Mientras que para la secuencia Translating Tree se mejora la efectividad de la estimacio´n
de movimiento con una reduccio´n significativa del uso de memoria, para la prueba realizada
con Diverging Tree no se observa degradacio´n utilizando cualquiera de las me´tricas cuando el
uso de memoria es del 75 %. Desde el punto de vista del tiempo de ejecucio´n, los resultados
de rendimiento son los esperados. Por un lado, la reduccio´n de requisitos de memoria del
50 % se traduce en speedups entre ×3.3 y ×4. Por otro, El 75 % del consumo de memoria
presenta una media del 50 % en el tiempo de ejecucio´n de la estimacio´n de movimiento.
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Figura 64: Evolucio´n en el algoritmo gene´tico para Diverging Tree y Translating Tree con las me´tricas de




En este cap´ıtulo se ha presentado una aproximacio´n paralela para subsanar el problema del
consumo de memoria en las GPU que ocurr´ıa en la implementacio´n previa, como se ha
descrito en 5.4. El problema descrito supone la principal motivacio´n de utilizar algoritmos
evolutivos para resolver problemas de optimizacio´n con varios criterios. El uso de algoritmos
gene´ticos en sistemas multi-GPU permite explorar de forma ra´pida soluciones factibles con
cualquier conjunto de datos de entrada. La eleccio´n del algoritmo NSGA-II viene motivada
por los buenos resultados obtenidos con pocas iteraciones y que se encuentran cerca del
frente o´ptimo de Pareto.
Desde el punto de vista de llegar a una solucio´n que cumpla los requisitos de consumo de
memoria, se ha observado:
Para la secuencia de prueba Diverging Tree se ha conseguido una reduccio´n del 75 % en
la utilizacio´n de memoria con la misma precisio´n para todas las me´tricas consideradas
y un 50 % en el tiempo de ejecucio´n del algoritmo McGM comparado con el original.
La configuracio´n que reduce el uso de memoria en un 50 % presenta una degradacio´n
en la precisio´n entre el 15 % y el 25 % con unos speedups que var´ıan entre ×2.8 y
×3.5.
Para la secuencia Translating Tree una configuracio´n permite reducir a la mitad los
requerimientos de memoria siendo ma´s precisa en te´rminos de error y siendo entre ×3.3
y ×4 veces ma´s ra´pida la estimacio´n.
Desde el punto de vista de la eficiencia utilizando un sistema multi-GPU se ha observado:
Un rendimiento satisfactorio con cuatro GPUs habilitadas que permite obtener spee-
dups de ×3.71.
La implementacio´n realizada es una aproximacio´n escalable debido a que se consigue
balancear la carga de trabajo y un bajo impacto en la comunicacio´n entre el host y el
device.
Los speedups de ×3.71 alcanzados con un sistema multi-GPU unidos a los ×32 ob-
tenidos al ejecutar el algoritmo McGM en GPU se han conseguido por medio de la
explotacio´n del paralelismo de datos en GPU.
Es una buena alternativa a tener en cuenta en te´rminos de consumo de energ´ıa
(MFLOPS/vatio).
Debido a estos alentadores resultados, se puede concluir que es posible la construccio´n un
sistema inteligente que se auto-corrija/adapte a las necesidades espec´ıficas o variaciones
ambientales conforme evoluciona el algoritmo gene´tico.
152
7. Conclusiones y trabajo futuro.
7.1. Resumen y conclusiones.
Como se ha puesto de manifiesto en esta tesis, la estimacio´n de movimiento es un problema
fundamental dentro del campo de la visio´n por computador y del tratamiento de v´ıdeo digi-
tal, cuyo objetivo es el ca´lculo del campo de vectores que describen el movimiento aparente
entre dos fotogramas de una secuencia.
Como es habitual en el procesado de sen˜ales, existe un compromiso entre el tiempo en el que
se realiza este proceso y el taman˜o de los datos en relacio´n a la calidad del v´ıdeo. Por ello,
en la actualidad, muchas de las investigaciones dentro el campo de la codificacio´n de v´ıdeo
y del ca´lculo del flujo o´ptico se centran en buscar algoritmos que puedan realizar, de manera
ma´s eficiente, la estimacio´n de movimiento, un proceso que, en muchos casos, requiere una
gran cantidad de ca´lculos complejos.
En el cap´ıtulo 2 se ha expuesto una clasificacio´n de estos algoritmos en tres grandes familias:
los modelos de energ´ıa, los modelos de gradiente y los modelos de emparejamiento, adema´s
de un estudio de los trabajos realizados en los u´ltimos an˜os al aplicarlos sobre aceleradores
como las GPUs, los circuitos integrados o las FPGAs, obteniendo una visio´n global y actua-
lizada de te´cnicas para calcular flujo o´ptico de manera eficiente en tiempo real.
Dentro del abanico de algoritmos de flujo o´ptico, se ha escogido el algoritmo McGM, puesto
que cumple con los requisitos de: a) uso de filtros temporales y espaciales encontrados en
el ser humano y b) uso de operaciones realizadas mediante dichos filtros e invarianza al
contraste y al patro´n esta´tico sin perder informacio´n. Otra de las caracter´ısticas del algo-
ritmo McGM es que los ca´lculos que realiza son potencialmente paralelizables, por ello, los
aceleradores hardware son una alternativa a tener en cuenta para realizar los ca´lculos de una
manera ma´s ra´pida.
Continuando con la l´ınea de investigacio´n propuesta por G. Botella en 2007 [172], se ha
implementado el algoritmo McGM de flujo o´ptico bioinspirado en hardware gra´fico, perte-
neciente a la familia de modelos de gradiente. Este algoritmo presenta una serie de ventajas
con respecto a otros de su clase, como son la consistencia matema´tica frente a regiones
donde no hay apenas contraste, la capacidad de separar las componentes diferenciales del
flujo o´ptico sin recurrir a me´todos iterativos, la versatilidad para justificar procesamiento de
movimiento de segundo orden, robustez frente a ruido esta´tico y dina´mico, entre otras.
Para su implementacio´n en hardware gra´fico se ha escogido la arquitectura de ca´lculo parale-
lo CUDA, de Nvidia, de entre las alternativas propuestas en el cap´ıtulo 4, debido a su amplia
aceptacio´n en la comunidad cient´ıfica. Esta arquitectura aprovecha la potencia de las GPUs
para proporcionar un incremento del rendimiento del sistema, de forma que intenta explotar
las ventajas de las GPUs frente a las CPUs de propo´sito general, utilizando el paralelismo
que ofrecen sus mu´ltiples nu´cleos.
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El estudio inicial para comprobar la viabilidad de la implementacio´n en hardware gra´fico ha
consistido en examinar la implementacio´n de las primeras etapas del algoritmo intentando
explotar la jerarqu´ıa de memoria de estos dispositivos y as´ı obtener una primera idea de las
ventajas de su aplicacio´n. Los resultados obtenidos mostraban que el uso de GPUs como
acelerador para aplicaciones de flujo o´ptico es interesante y abordable.
Las pruebas preliminares, que incluyen ejecuciones del algoritmo en GPU con variacio´n en
los para´metros de entrada, mostraron las aceleraciones obtenidas con respecto a sus ejecu-
ciones homo´logas en CPU, pudie´ndose observar una mejora sustancial a la hora de obtener
los datos. Tras analizar los resultados obtenidos en el cap´ıtulo 5, que implicaban comparar
el rendimiento en GPU con el obtenido en CPU (con un solo core y con mu´ltiples cores), se
llega a la conclusio´n de que la utilizacio´n de GPUs con este fin es una alternativa a considerar,
obteniendo unas aceleraciones de ×32 y teniendo en cuenta siempre que la administracio´n
de memoria de la GPU y el intercambio de informacio´n entre esta y la CPU pueden reducir
estos valores ligeramente. Por contrapartida, se ha observado que, debido a la naturaleza
expansiva del algoritmo McGM, los requisitos de memoria aumentan a medida que se avanza
a trave´s de las etapas de este, lo que limita al algoritmo.
Las pruebas realizadas sobre la arquitectura CARMA, con el fin de estudiar el impacto de la
implementacio´n de esta solucio´n en un sistema empotrado de alto rendimiento y energe´tica-
mente eficiente, ponen de manifiesto que los resultados obtenidos no son tan buenos como
en un sistema de propo´sito general compuesto por CPU + GPU, aunque s´ı cumplen los
requisitos para que pueda ser una alternativa a tener en cuenta a la hora de implantarlo en
un sistema empotrado con requisitos de tiempo real.
Para intentar solucionar el problema de los requisitos de memoria anteriormente citado, y
con el objetivo de construir un sistema capaz de autoadaptarse a ciertos cambios o nece-
sidades, en el cap´ıtulo 6 se ha presentado una alternativa que busca equilibrar el consumo
de los recursos con una adecuada precisio´n en el ca´lculo de los resultados, haciendo uso
del paralelismo de manera eficiente. Para ello se ha utilizado el algoritmo gene´tico NSGA-II,
del que se han expuesto sus principales caracter´ısticas, en un entorno con mu´ltiples GPUs
(multi-GPU), que permite explorar de manera ma´s ra´pida soluciones factibles con cualquier
conjunto de datos de entrada. Los speedups obtenidos con multi-GPU (de ×3.71), unidos a
los obtenidos al ejecutar el algoritmo McGM en GPU y la posibilidad de reducir los requeri-
mientos de memoria, permiten a la solucio´n expuesta ser una buena alternativa a tener en
cuenta en te´rminos de consumo de energ´ıa.
As´ı pues, las principales contribuciones de este trabajo son:
Una visio´n global del estado del arte de la implementacio´n de algoritmos de estimacio´n
de movimiento y flujo o´ptico en aceleradores hardware, en la que se puede comprobar
como es un tema muy abordado en la actualidad y con mu´ltiples aplicaciones en el
mundo real.
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Se ha presentado una implementacio´n en hardware gra´fico del algoritmo McGM que
pone de manifiesto que se pueden obtener resultados o´ptimos para su utilizacio´n en
sistemas con requisitos de tiempo real.
Puesto que una de las limitaciones del algoritmo McGM es su caracter´ıstica expansiva
en lo que a consumo de memoria se refiere, se ha presentado como posible solucio´n un
sistema que utiliza el algoritmo gene´tico multiobjetivo NSGA-II para minimizar dicho
consumo de memoria sin perjudicar la precisio´n ni el tiempo de ejecucio´n del algoritmo
para seguir manteniendo las ventajas obtenidas con el uso de GPU sobre este tipo de
problemas.
Por todo esto, podemos concluir que el empleo de GPUs con el fin de calcular el flujo o´ptico
con el algoritmo McGM en secuencias de v´ıdeo aparece como una solucio´n va´lida en te´rminos
de rendimiento y consumo de recursos hardware.
7.2. Proyeccio´n de futuro.
El trabajo realizado permite pensar en posibles mejoras y aplicaciones que hagan uso de las
conclusiones aqu´ı obtenidas. Entre las l´ıneas de investigacio´n que podr´ıan continuarse a ra´ız
de este estudio se deber´ıan tener en cuenta las siguientes ideas:
Aplicar de manera o´ptima la implantacio´n del modelo completo de procesado de mo-
vimiento de gradiente, multicanal y multiescala, considerando su representacio´n en
colores, ya que no existe actualmente ninguna implementacio´n del mismo que haga
uso de hardware gra´fico, segu´n nuestro conocimiento. Aunque en el trabajo de Xuefeng
Liang et al. [175] se aborda el campo del color, no se aplica en el a´rea del hardware
gra´fico, pudiendo comparar los resultados obtenidos y la viabilidad de su implantacio´n.
Reutilizar el sistema desarrollado en el cap´ıtulo 6 con un pronosticador del entorno, para
permitir auto-reconfiguracio´n en tiempo real dependiendo de los recursos disponibles
en la plataforma y de determinadas limitaciones externas, esperando contribuir en las
nuevas tendencias de sistemas de visio´n, u´tiles en muchas aplicaciones del mundo real.
Realizar una comparacio´n completa entre la implementacio´n del algoritmo McGM en
GPU y la realizada en FPGA, anteriormente implementada por G.Botella en [172] y
estudiar las ventajas e inconvenientes que cada una de las soluciones aporta.
Estudiar la viabilidad de una implementacio´n del algoritmo haciendo uso de directivas
OpenACC y comparar los resultados obtenidos con los mostrados en el trabajo. De
esta forma se podr´ıa observar si este tipo de directivas pueden aplicarse en este a´rea,
puesto que una de sus ventajas es que permiten a los programadores de GPGPU el
desarrollo de una manera ma´s sencilla.
Implementar el algoritmo McGM en este´reo para poder captar y medir, entre otras
caracter´ısticas, la profundidad de los distintos objetos que aparecen en las secuencias
de v´ıdeo. Para llevar a cabo este estudio ser´ıa necesario ejecutar en paralelo el algo-
ritmo McGM en dos dispositivos distintos, con el fin de emular la visio´n binocular del
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ser humano. Teniendo dos ima´genes tomadas desde posiciones ligeramente diferentes,
obtenidas por separado por cada uno de estos dispositivos, el sistema ser´ıa capaz de
reconstruir la distancia (y por lo tanto la profundidad) analizando la disparidad o el
paralelismo entre las ima´genes observadas.
Extender el algoritmo McGM al dominio multi-espectral (varios canales de informacio´n)
con importantes aplicaciones en campos tan diversos como el de ima´genes por sate´lite,
avio´nica, seguridad, me´dico. Adicionalmente, se podra´ abordar el disen˜o de aceleradores
eficientes a esta extensio´n teniendo en cuenta no solamente el rendimiento ofrecido
sino cuestiones relativas al consumo energe´tico o precio final. Segu´n el estado del
arte actual, no existen modelos ni aceleradores que aborden estas cuestiones de forma
favorable.
Se espera que este sistema contribuya a las nuevas tendencias de visio´n artificial, muy u´tiles
para muchas aplicaciones del mundo real, ya que al estar implementado en GPU, las cuales
se encuentran disponibles en una amplia gama de dispositivos electro´nicos, podr´ıa aplicarse
en mu´ltiples campos y aplicaciones.
Un posible uso podr´ıa ser la adaptacio´n a tele´fonos mo´viles de u´ltima generacio´n median-
te una aplicacio´n de tracking, que permitiera capturar v´ıdeo y procesarlo sin sobresaltos o
reduciendo la cantidad de ellos. Otra posible aplicacio´n ser´ıa integrarlo en robo´tica con el
objetivo de simular el comportamiento del procesamiento visual humano en robots. En el
campo de defensa permitir´ıa tener otros sistemas inteligentes alternativos de deteccio´n, por
ejemplo, para descubrir misiles enemigos en tiempo real.
En el campo de la v´ıdeo-vigilancia, este sistema podr´ıa aplicarse en situaciones que requieran
un cierto grado de seguridad, para detectar intrusos en determinadas zonas controladas, o
para conocer la velocidad de los objetos que aparecen en escena, permitiendo detectar ex-
cesos de velocidad en la misma, pudiendo en ambos casos comunicarlo a los organismos de
seguridad correspondientes.
Un sistema de este tipo podr´ıa incluirse en simuladores civiles o de defensa sin un gran coste
econo´mico asociado para permitir que estos detectaran situaciones aleatorias, permitiendo
al simulador tomar decisiones de trayectoria en tiempo real.
Como se puede observar, existen mu´ltiples campos diferentes en los que se podr´ıan aplicar
los conocimientos presentados en este trabajo.
7.3. Extensio´n del algoritmo como herramienta de diagnosis me´dica.
Las ima´genes me´dicas se han convertido en una herramienta de diagno´stico absolutamente
esencial para las pra´cticas cl´ınicas. En la actualidad, hay mu´ltiples patolog´ıas que pueden ser
detectadas con una precocidad nunca antes conocida empleando computadores. Su uso cada
vez mayor proviene de la generacio´n de ima´genes en ordenador antes de la cirug´ıa. El ana´lisis
del movimiento, en particular, juega un papel importante en el ana´lisis de las actividades o
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comportamientos de los objetos activos en la medicina. En esta subseccio´n se presenta una
posible extensio´n de esta tesis en el contexto de ima´genes me´dicas.
Un modelo basado en un algoritmo de estimacio´n de movimiento de la familia del gradiente
ha sido publicado [51], una revista de computacio´n en el a´mbito me´dico cuyo trabajo es
trasladable a un entorno como el desarrollado en esta tesis doctoral, donde se explota el
paralelismo en un acelerador gra´fico.
Este sistema se basa en una segmentacio´n dina´mica basada en histograma (me´todo Otsu)
con el me´todo de estimacio´n de movimiento Lucas&Kanade [71]. El me´todo de Lucas y
Kanade es un algoritmo bien conocido, al tiempo que an˜ade algunas variaciones para me-
jorar la viabilidad de la implementacio´n de hardware. Se presenta un esquema simplificado
del algoritmo, de la siguiente manera. El modelo de Lucas y Kanade calcula flujo o´ptico
utilizando una te´cnica de gradiente que hace uso de filtros derivados espacio-temporales. El
modelo viene de la conservacio´n de la intensidad ba´sica sobre el tiempo.
Este sistema esta´ basado en una implementacio´n de un sistema h´ıbrido de bajo coste, espe-
cialmente disen˜ado en escenarios me´dicos en los que se procesan las ima´genes me´dicas para
ayudar en los diagno´sticos me´dicos y ayuda en la toma de decisiones. Ha sido utilizado para
ima´genes MRI de mama (Magnetic Resonace Imaging) sobre la base de la estimacio´n de
movimiento densa, que pueden ayudar a los especialistas en la prestacio´n de atencio´n ra´pida




A. Accelerating bioinspired algorithms for motion estimation
in parallel hardware: A Summary in English.
This chapter is a summary of the PhD. thesis titled “Accelerating bioinspired algorithms for
motion estimation in parallel hardware”. The summary is structured as follows. In Section A.1
we introduce this thesis, presenting the main motivation. In Section A.2 we summarize the
objectives that had been planned at first and the others that have came up during develop-
ment. Section A.3 is a description of the results we obtained applying GPU to bioinspired
algorithms, more specifically, how good is the implementation in GPU of the McGM algo-
rithm. To conclude, in Section A.4 we present the main conclusions of this work.
A.1. Introduction.
A considerable amount of useful information can be processed from time-varying images for
several applications—such as robot navigation, biomedical assistance, surveillance, tracking,
sport monitoring, video compression, etcetera. The motion estimation process determines
motion vectors, describing the transformation from a two-dimensional image to another,
normally from contiguous frames in a video sequence. The motion relies on three dimen-
sions, but the images are a projection of the three-dimensional scene onto a two-dimensional
plane, therefore posing a mathematically ill-posed problem. The motion vectors can relate
to the entire image (global motion estimation) or specific parts, such as shaped patches,
rectangular blocks, or even per pixel. To overcome these handicaps, external knowledge is
necessary regarding the behavior of objects, such as rigid body constraints or several other
models that might approximate the motion of a real video camera. These models consist of
the motion of rotation, translation, and zoom, in all three dimensions.
Optical flow is a term that has been widely linked with motion estimation, despite their not
being the same concept. The brightness pattern in the image moves as the object that appears
moves. Optical flow is the apparent motion of the brightness pattern of entities—surfaces,
edges, and objects in a visual scene—caused by the relative motion between an observer (an
eye or a camera) and the scene [8]. Ideally, optical flow would correspond with the estimated
motion field, despite the fact that apparent motion can be caused by lighting changes without
any actual motion. One example of this would be a rotating sphere under constant illumina-
tion, which delivers a non-null value of motion estimation but a zero value of optical flow.
Similarly, a static sphere with changing light will deliver optical flow; meanwhile, the motion
field is null [217]. Optical flow techniques such as motion detection, object segmentation,
time-to-collision, focus of expansion calculations, motion compensated encoding, and stereo
disparity measurement utilize this motion of the objects’ surfaces and edges. Therefore, if
we want to recover the bi-dimensional optical flow (two components), we need to add an
additional constraint to the environment, because only one independent component can be
recovered; therefore, the problem is mathematically ill-posed [8, 218], which is called ’the
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aperture problem’. The optical flow error measures have to be applied to synthetic sequences,
where every pixel’s motion is known in advance, due to the previously mentioned facts.
There is a general agreement about the organization of algorithms and techniques used to
estimate optical flow. They generally fall into one of three categories:
Differential or gradient techniques work using derivatives of image intensity in space
and time. Combinations and ratios of these derivatives yield explicit measures of ve-
locity [71, 6]. The gradient-based family can estimate vector motion of every single
pixel, giving a dense representation of the processed frame. There are several exam-
ples of video compression using gradient based algorithm [219]. Recursive algorithms
belonging to this family do not have to transmit motion information. Nevertheless,
this algorithm family has the drawback of large motion vectors (severe motion), noisy
images, and changes in illumination.
Motion energy methods use space-time oriented filters tuned to respond optimally
to specific image velocities. Banks of such filters are used to respond to a range of
visual motion possibilities [5]. Energy models are probabilistic, delivering a population
of solutions that do not indicate motion itself and are not usually used for multimedia
purposes.
Pattern matching methods operate by comparing the positions of image structure
between adjacent frames and inferring velocity from the change in location. These
are probably the most intuitive methods [4]. This methods are well known as Block
Matching algorithms and have the pros of robustness, low cost VLSI implementation
(because of their regular parallel procedure), and low overhead (since they contain one
vector per block). Nevertheless, there are many cons, since a block may contain several
moving objects and fail for zoom, rotational motion, local deformation, and blocking
artifact. Additionally, they usually estimate the motion error by minimizing a metric,
which does not release the true movement, etc.
The particular implementation of the algorithm used in this paper belongs to this last fa-
mily and is based on Johnston’s work [169, 173, 175]. The multi-channel gradient model
(McGM) was developed as part of a research effort aimed at improving our understanding of
the human visual system and it is a neuromorphic algorithm fitted to allow the construction of
viable, highly robust, front-end processors for image recognition systems [94]. The model also
allows us to make predictions that can be tested through psychophysical experimentation as
separate motion illusions that are observed by humans in experiments[74]. This contribution
outlines an efficient implementation for optical flow gradient-based models using Graphic
Hardware platforms by exploiting different parallelism levels (pixel and block levels) in each
stage of the algorithm and also by efficiently using the memory hierarchy (using combinations
of global and shared graphic processing unit (GPU) memory to process the data). The result
of this optimization at every stage is a notable throughput enhancement (for example, going
from 23× to 82× , depending on the stage computed and delivering a global throughput of
32× when using a 256×256 input frame resolution). This platform is particularized, among
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other low-level vision approaches, for a bio-inspired motion estimation scheme.
Furthermore, motion estimation and compensation are crucial for multimedia coding charac-
terized by high memory requirements and computation complexity. When considering MPEG
processing, motion estimation is acknowledged as the most time-consuming [199], creating
up to 90 % of the total execution time [200, 201]. Additionally, motion estimation has several
applications regarding multimedia scope as segmentation, extraction of 3D structure, pattern
tracking, filtering, compression, and deblurring.
A.1.1. Evolution and bio-inspired algorithms for vision processing.
Nature has engineered many solutions for visual processing, each of which is adapted to the
needs of the specific organism involved. For example, invertebrates accomplish interception,
navigation, obstacle avoidance, and recognition in a way that performs robustly, frequently
using less than a million neurons [220]. These organisms evolved with ad hoc visual algorithms
and neuronal architectures highly efficient in terms of energy wasted, robustness, speed, and
space. Properties such as these have driven researchers to try and emulate the robustness
and efficiency of natural solutions for both software and hardware [221, 222, 223]. Regarding
these systems, the neuromorphic approximations [224] are based on how the nervous systems
create physical architectures and computations, attending to the information coding, morp-
hology, robustness against damage, et cetera. For example, autonomous robots can navigate
very successfully using neuromorphic systems based on models of insect vision [225, 226].
Many designs and solutions come from myriad research fields such as biological modeling,
artificial intelligence, signal processing, and robotics. Perhaps the best algorithm for optical
flow would require a set of characteristics such as those found in mammals, where huge
computational resources are required. As technology advances alongside GPU systems, more
evolved and versatile biological systems can be developed, which would allow solutions to
more problematic and demanding visual tasks. For example, the implementation of a neuro-
morphic optical flow algorithm with highly demanding computational resources using GPU
systems, enabling real-time performance because of the massively parallel architecture and
the capability of processing floating-point systems.
A.1.2. Graphic hardware paradigm.
Graphic processing units are available in low cost devices, thanks, in great part, to the enter-
tainment industry. These devices are based on multi-core systems with a complex memory
hierarchy. These platforms are designed to take advantage of the inherent parallelism of data
rendering 3D scenes. However, currently, these platforms are used as parallel coprocessors,
executing a high number of threads simultaneously.
The increased computing capabilities of Graphics Processing Units (GPUs) in recent years
has increased their use as accelerators in many areas such as scientific simulations, computer
vision, bioinformatics, cryptography, and finance, among others. This increase is largely due
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to impressive performance rates. For example, one of the latest GPUs from Nvidia (NVIDIA
Corp., Sta. Clara, CA, USA), the K20X, achieves 3.95 TeraFLOPS in single precision with
1006 cores and also incorporates the newer Kepler architecture, whereas an Intel i7-3930
microprocessor can only complete 154 GigaFLOPs. Current trends seem to indicate that
this capacity will grow even more with the incorporation of 22nm and 28nm technologies.
Recently, for example, AMD announced its Radeon 8000 Series, branded as Sea Island, and
Intel is manufacturing Knights Corner products. However, key points that dramatically affect
performance rates include the efficient use of the memory hierarchy and the exploitation of
parallelism capabilities.
The increased demand for information to be processed also plays a role, because the use of
these devices as accelerators is limited due to DDR memory restrictions. To solve this problem,
research [202] has often proposed a data reuse alternative with the aim of minimizing the
memory traffic between GPU and CPU. Another approach in the field of rendering meshes
can be found in [203] a solution that uses more efficient algorithms in terms of memory
consumption alongside other techniques based on simplification or information compression.
The GPU memory reduction proposed here is addressed using a motion estimation scenario,
which, to the best of our knowledge, doesn’t exist as a solution in any of the current literature.
A.1.3. The Compute Unified Device Architecture.
The Compute Unified Device Architecture (CUDA) programming paradigm represents the
GPU as a coprocessor, which can execute parallel kernels and can also offer extensions for
the C language. This paradigm maps the data from the GPU, transfers the data between
the GPU and CPU, and runs the kernels. A CUDA kernel runs several code lines over many
parallel threads. This kind of system uses the concept of Single Instruction Multiple Threads,
so a single instruction is executed from many threads with different input data. The tasks are
organized through CUDA blocks, which make it possible to run up 1024 cooperating threads,
thanks to a low-latency local memory and the use of synchronization tokens. Some CUDA
blocks can only be coordinated through the global memory with high latency. Processors are
grouped into multiprocessors, which are assigned to a particular task [179]. Each processor has
its own functional unit and large register capabilities, as well as constant and local memories,
which allow the execution of thousands of concurrent threads. Each multiprocessor shares
a low-latency shared memory. The memory hierarchy also includes read-only cache memory
to accelerate access to the textures and constants. Each CUDA block is executed by one
multiprocessor, which can map several blocks to the present multiprocessor, depending on
the availability of resources. The instruction unit controls threads execution. The subtask
creation and the programming are performed entirely in hardware. The programming unit
is not an individual thread, but a group of threads called a warp. During each cycle, the
scheduler chooses the next warp to execute in the same way a fine-grain multi-threading
processor would be scheduled. One of the strongest points affecting the final throughput is
the efficient use of the memory hierarchy. Because this hardware allows the hiding of the high
latency memory access, as does the multi-threading fine grain processor, the simultaneous
access from the threads to the DRAM presents a challenge. Due to this drawback, the
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efficient use of the local shared memory and the texture memory is key in many algorithms
to enhance the throughput. Additionally, the access from the threads of a warp must be
aligned, because only one memory access is translated, slightly reducing the contention with
memory [179].
A.2. Objetives.
The main objetive of this thesis is the viability study of an implementation of the McGM
algorithm in graphic hardware. This section moves through a specific neuromorphic model,
which is analyzed with its GPU implementation.
This method has a disadvantage relating with memory compsuption, as will be seen below. So,
in this chapter we will present the motivation of this study where multi-objective optimization
is used to try to solve this problem.
A.2.1. MultiChannel Gradient Model (MCGM)
This original algorithm was proposed by Johnston et al. We have applied Johnston’s descrip-
tion of the McGM model [169, 175], while adding many specific variations to improve the
viability of the GPU implementation. McGM algorithm could be divided in some different
stages. Figure 65 shows a simplified scheme of the processing pipe to be completed.
Figura 65: Scheme of the multichannel gradient model with several stages.
A.2.1.1. Stage I. Temporal filtering
We took, as starting point, the work performed by Hess and Snowden [170] regarding tempo-
ral processing in human beings. We modeled three different temporal channels: one low-pass
filter and two band-pass filters with a central frequency of 10 and 18 Hz, respectively. Where
α represents the peak of the log-time Gaussian and τ represents its spread. These chan-











A.2.1.2. Stage II. Spatial filtering.
Attending to the space domain, the shape of the receptive fields from the primitive visual
cortex were modeled using either Gabor function, where their impulse responses were defined
by harmonic functions multiplied by a Gaussian; or, alternatively, they could be modeled with
a derivative set of Gaussians [227]. The Gaussian is a unique function in many ways and is
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Figura 66: Three visual channels found in the human being, representing the impulse and frequency response,
respectively.
of particular importance to biology.
As far as the differentiation orders rising, the Gaussians were fitted and tuned to higher spatial
frequencies. Finally, a range of independent channels was constructed, as shown in Figure 67.
The nth Gaussian derivative can be expressed as a Hermite polynomial multiplied by the
original Gaussian: (σ is the standard deviation of the Gaussian, and the scale factor ensures
























Figura 67: Bi-dimensional Gaussian and its different derivatives, from zero-order to fifth-order.
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A.2.1.3. Stage III. Steering filtering.
The steering stage represents our approach to projecting the space-temporal filters, calculated
in previous stages, under the different orientations. Calling n and m the order in x and y
directions, respectively, θ the angle projected, and D the derivative operator, the general

























Also, Figure 68 shows an example of steering filtering, as a linear combination of three filters
regarding second order. It is possible to appreciate two zero-crossings of the lobes from the
functions represented below.
Figura 68: Steering schema for second order filters (45o).
A.2.1.4. Stage IV. Taylor truncation.
At this stage, a truncated Taylor expansion was performed, using each oriented filter pre-
viously calculated. This function represents a robust structure that gathers all space-temporal
information sequences, approximating one generic pixel by the set of derivatives from the
neighborhood. It can be written as follows:












The three Taylor expansion derivatives were constructed in one large image using the com-
pleted set of basis filter responses. According to the original model [169], the expansions
were truncated after the third order in the primary direction and the second order in the
orthogonal and temporal directions.
A.2.1.5. Stage V. Quotients.
This was the last stage derived from the common pathway calculation. The next stage is
where the modulus and phase estimation was implemented using separate expressions. The
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A.2.1.6. Stage VI. Velocity primitives
The previous stages computed the visual information using a Taylor representation for each
pixel and calculated the speed for a range of orientations to simulate the orientation columns
found in the striate cortex [169]. This was achieved by rotating the coordinate system and
Gaussian derivative filters (Steering Stage) to a number of primary directions. Next, the
speed measurements were taken, both parallel and orthogonal, of the primary directions to






The raw measurements of speed were also conditioned by including the measurements of the






















resulted in the number of orientations
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The inverse speed was evaluated using different terms from those used to compute speed
and necessitated an additional independent measurement. Finally, the motion modulus was
calculated through a quotient of determinants:
Modulus2 =

sˆ‖ cos θ sˆ‖ sin θ




The direction of motion was extracted by calculating a measurement for phase that was





sin θ + (s˘⊥ + sˆ⊥) cos θ(
s˘‖ + sˆ‖
)




This implementation was based on Tesla technology from NVIDIA. The system contained
several GPUs that could be programmed using the CUDA paradigm. CUDA is a toolset from
NVIDIA [179], which includes a specific compiler for graphic hardware. In this subsection,
the mapping scheme was explained using the algorithm of a single GPU implementation.
A real-time feeding by an external device (e.g., a camera) was assumed. To facilitate an
algorithm-programming task, each stage corresponded with a GPU execution kernel.
166
A.2.2.1. Stage I.
The temporal filters were quantized from the k(t) expression 27. After this process, an
equalization development was performed, ensuring that the summing of all values became
null.
Different GPU schemes were examined with the aim of retaining valid efficiency rates. The
first version stored the filter coefficients using different memory hierarchy levels: global, tex-
ture, or constant. The second version conserved the information from the N frames in global
memory or shared memory. The third version examined the throughput reached when reusing
information from shared memory.
The N frames involved at this stage were sliced into 16×16 size blocks, which were mapped
into a multiprocessor. The processing of these frames was performed, therefore, in 16×16
threads. Thus, a single thread calculated all operations for an individual output pixel. The
output of this stage delivered a temporal blurring (low-pass filtering) and two first-temporal










Figura 69: Temporal filtering performed by a linear convolution. The parameters used are as follows: the first
frame (t = 0), the last frame (t = N − 1) and the filter length (L). A response for the α frame
was delivered by (t = L− 1).
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A.2.2.2. Stage II.
During Stage II, the spatial convolutions shown in the model were performed. A low-pass filter
was applied to smooth out some of the high-pass components of the captured information
from the external periphery. Starting with the three different outputs previously performed,
a pyramidal set of many filters was built, as shown in Figure 70.
Figura 70: Pyramidal structure of spatial filtering from zero-order to third-order.
The structure was constituted of different Gaussian derivatives, where each diagonal was
composed using the same differentiation order as a spatial basic function (denoted as kernel
in Figure 70). The GPU implementation was based on the creation of two different kernels
to reduce the computational order. The usual convolution of using a mask with an image has
a complexity of O(n2). However, if a separable convolution is taken into account (because
the Gaussian is a separable function), it was possible to reduce the order to O(2n).
The main kernel structure implementation was established from the SDK convolution code
from NVIDIA [195], although it differed as not centered convolution was applied. A higher
blockid.x or blockid.y size was chosen, depending on filter direction (CUDA nomenclature
refers to the numbers of blocks in each direction), in order to exploit as much parallel
grain as possible. The corresponding filter coefficients were gathered in the texture memory.
The computation was performed in the way that output information is kept consecutively,
according to the differentiation order processed.
A.2.2.3. Stage III.
Usually, steering filters are avoided in computer vision systems because real-time is so de-
manding because of the high cost of convolutions [196]. Stage III required a filter with
orientation θ from the previously constructed basic filter bank. Using the linear property of
the convolution as a main advantage, it was possible to synthesize the oriented filter Gθ ,
from its basic set of filters and, therefore, synthesize the oriented response Rθ from R1 , ...,
Rn:
Rθ = F θ ⊗ I = (K1F1 +K2F2 + ...+KnFn)⊗ I = K1R1 +K2R2 + ...+KnRn (37)
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where the weight coefficients were represented with K1 , ..., Kn , I as the input image to
be steered, and θ as the orientation degree to be projected. The GPU calculation was similar
to Stage I, where a single kernel was applied that computed all multiplication and addition
operations. In this case, the steering coefficients were located in the shared memory, which
yielded better performance rates.
A.2.2.4. Stage IV.
Two tasks were performed in Stage IV. The first task was to calculate and store all weights
that would be used in the truncated Taylor expansion. The second task was to build the
Taylor expansion itself.
The main drawback of this implementation stage lies in the fact that computation involved
several chained summations. This type of process was not particularly successful on a GPU
system, because it relied on a reduction operation.
However, there were different strategies [195] that achieved satisfactory speedups on a GPU,
based on several synchronization schemes. In our case, a coarser grain parallelism was exploi-
ted, which allowed the avoidance of reduction operations. Pixel-level partitioning was also
applied, which hid inefficient synchronization barriers due to reduction operations.
To summarize, the kernel implemented performed all computations at pixel level in a parallel
way; therefore, one single thread was managed for each pixel. Note that there were no data
dependencies, so the computation was done with as small granularity as possible.
A.2.2.5. Stage V + VI.
Because of the results obtained in the Stage VI of the McGM algorithm (explained in A.2.1.6),
the velocity modulus (the speed of each pixel) and the angle (the movement direction of
each pixel) was calculated for each single pixel of each frame. Therefore, this stage retained
pixel-grain-level exploitation.
As it will be shown in the results section A.3, this implementation has a disadvantage refering
to de memory consumption. The algorithm features create a bottleneck, specifically when
memory requirements are increased in each stage, with an upward trend. This disadvantage
limits GPU viability. Attending to the largest memory usage configuration considered in the
implementation, 3.5 GB of global memory was used, which was close to the capacity limit
of a single GPU. Although the memory capacity is greater for GPUs nowadays, this problem
is still present with larger data input resolutions.
Trying to solve the problem mentioned before, we propose a solution using multiobjetive
optimization and genetic algorithms that alows us to tune the McGM algorithm with multiple
criteria, analyzing mechanisms to reduce the data amount without losing the accuracy and
efficiency requirements.
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A.2.3. Multi-criteria motivation for tuning McGM.
In order to reduce algorithm memory consumption, we could afford not to store, as a particular
solution, some of the temporary data computations, recalculating when necessary at the
expense of reducing performance throughput under real time conditions. The most memory-
demanding stages in the McGM algorithm correspond to the Spatial Filtering and Steering
stages. On the one hand, an efficient way to reduce memory necessities was to perform the
Steering stage with less θ angles at the expense of accuracy degradation. On the other hand,
it was possible to use a numerical derivative [208] instead of the Gaussian counterpart in
the Spatial Filtering stage in order to allow faster derivative recalculation. This alternative
scheme was based on the fact of not requiring intermediate data computation storage by
saving a huge amount of memory and to recalculate whenever data were used. A simple
numerical differentiating filter was used based on the convolution commutative properties:
I ⊗ Gx = I ⊗ (G0 ⊗ Dx) = (I ⊗ G0) ⊗ Dx. The number of operations performed in
(I ⊗ G0) ⊗ Dx are smaller than the Gaussian derivative filtering, making the convolution
process faster.
x′ x′′ x′′′ xIV xV
Filter degradation 0.003825 0.009415 0.018444 0.033701 0.060134
Tabla 21: Filter accuracy degradation using a numerical derivative instead of the Gaussian counterpart for
first, second,... to the fifth derivative order.
Table 21 shows the error in computing G0 ⊗ Dx to evaluate accuracy degradation. Filter
degradation denotes |(G0 ⊗DG)− (G0 ⊗DN )| difference where DG and DN corresponds
to Gaussian and Numerical derivative filtering, respectively. As can be appreciated, loss of
accuracy is not so important for 9–31 pixel filtering, reaching a maximum of 3 % error. A
priori, we may conclude that performing numerical derivatives rarely creates considerable
error.
Despite the unimportance of degraded filtering accuracy, an experiment comparing motion
estimation degradation is carried out to evaluate the loss of accuracy in the overall algorithm.
As benchmarks, we have used a couple of synthetic sequences widely accepted in this con-
text: the ’diverging tree’ and the ’translating tree’, both created by David Fleet at Toronto
University [163] and presented in the Figure 71. The ’diverging tree’ shows an expansive
motion of a tree (in camera zoom mode) with an asymmetric velocity range depending on
the pixel position (null in the central focus and 1.4 pixels/frame and 2 pixel/frames in the
left and right boundaries, respectively). The ’translating tree’ shows the translational motion
of a tree with an asymmetric velocity range depending on the pixel position (zero to 1.73
pixel/frames and zero to 2.3 pixel/frames in the left and right border, respectively).
For an error metric, we used Barron [57], considered to be one of the most accepted metrics
in the specialized literature.
Barron Equation (38) shows deviation from the correct space-time orientation, the velocity
being a 3D unit direction vector. This vector wraps both modulus (speed) and phase (direc-
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(I) (II) (III)
Figura 71: ’Diverging Tree’ and ’Translating Tree’ with their movement.
tion) in a single value reducing and reduce the rise of directional errors for small velocities.
~v =
1√
u2 + v2 + 1
(u, v, 1)T (38)
Since the vector is self-normalized, the angle between the measured velocity ve and the
correct one vc is given by Equation (39). This error measurement is calculated for every pixel
for which a velocity measurement was recovered.
ψE = arc cos (~vc · ~ve) (39)
Table 22 shows an error in Barron’s angle when used as a numerical derivative instead of a
Gaussian counterpart in spatial filtering with a significant θ angles reduction in the steering
stage. Columns O(h), O(h2), O(h3), and O(h4) denote the observed error of Barron’s angle
when performed with numerical derivatives with first-, second-, third- and fourth-accuracy
order, respectively. #θ is related to the maximum number of θ angles projected in the Steering
stage. The table shows the impact of half- or quarter-θs.
O(h) O(h2) O(h3) O(h4) #θ/2 #θ/4
Diverging Tree 0.9297 0.4982 0.4432 0.4020 0.0008 0.0122
Translating Tree 1.5185 0.7965 0.7762 0.6903 0.0015 0.0296
Tabla 22: Overall degradation measured as mean absolute error of Barron’s angle.
As observed, the ’diverging tree’ experiment behaves reasonably well with numerical deriva-
tives reducing their impact with a higher order of accuracy. Nevertheless, in the ’translating
tree’ experiment, the algorithm is more vulnerable to numerical derivatives than the number
of angles variation. Due to this disparity observed in Table 22, it is advisable the space of
feasible solutions with any set of input data be explored. Given the large number of parame-
ters to configure, on one hand relative to the McGM algorithm, and on the other hand those
based on available resources, the use of genetic algorithms (GAs) can be useful to reduce
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time-consuming exploration.
A.2.3.1. Multi-criteria optimization description.
The use of GAs arises from non-viability exploration with a large solution space. In our con-
text, the target is to find a compromise in the reduction of the GPU’s memory usage with
negligible accuracy degradation that allows motion estimation system self-adaptation under
appreciable environmental conditions and changes in a reasonable time.
The goal of the multi-objective optimization [209] is to simultaneously optimize several
objectives that could be inconsistent. Considering the problems, some trade-offs among the
different variables involved also need to be considered. In our context, we consider the
following three-objective minimization problem:
Minimize z = (f1(x), f2(x), f3(x))
subject to x  X
(40)
where z is the objective vector with 3 objectives to be minimized: execution time f1 , memory
usage f2 , and loss of accuracy f3 ; z is the decision vector, and X is the feasible region in the
decision space, which corresponds to all possible McGM configurations with respect to the
derivative decision and the number of angles involved. In GA terminology, x corresponds to
a chromosome. In our context: Dx corresponds to the derivative to be computed in spatial
filtering. This information is stored in a two-dimensional array whose values determine the
way their derivative is computed by means of Gaussian or order-numerical differentiation.
The two-dimensional array position is related to the derivative order.
The number of θ angles to be performed in the steering stage, which can be assigned as an
integer.
A.2.3.2. Our multi-GPU implementation.
Over the last few years, a great number of multi-objective evolutionary algorithms have been
developed [211, 212, 210]. A revision of the GA can be found in a tutorial [213], where the
authors provide the revision’s more relevant features.
For this study, we have chosen the NSGA-II [216] for its following advantages:
Weights are not required, so it is not necessary to study the impact of fi(x) and assign
them.
Its computational requirement is one, which presents less computational complexity.
Its ’good’ behavior and ability to find a set of solutions near the true Pareto-optimal
with few iterations.
It’s widely used and amply tested.
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The NSGA-II is based on a fast non-dominated sorting procedure where a fast crowded
distance estimation is carried out. It involves a simple crowded comparison operator [216].
The NSGA-II algorithm could be summarized in the next stages:
1. Initially, a random population is created in pop.
2. The population is sorted based on the non-domination scheme.
3. It is assigned a fitness, which means every individual of the population is ranked into
levels. First-level or Pareto-front is most preferable.
4. A binary tournament selection and combination is carried out.
5. A mutation phase is done.
6. A combined population R comes from the union of an old pop with the new one
new pop. The population R is size 2 ∗ pop size.
7. R is ranked by means of the McGM algorithm and sorted according to a non-domination
scheme.
8. New population pop is made from size pop size.
The fast non-dominated sorting is the most computational cost part of the GA, because it
involves ranking every individual of the population. We urge that this task be performed
entirely on multi-GPUs since this is more efficient than using a CPU, from computational
point of view. Most GA operators are executed in CPU due to its low computational demand.
To rank an individual of the population means to compute the McGM algorithm with chro-
mosome configuration, to compute the derivatives in Spatial Filtering, and to compute the
number of angles in the Steering Stage to be performed. Several levels of parallelism are
exploited: a coarser level, where non-dominate sorting is evaluated in parallel on several
GPUs, and finer level by means of data parallelism exploitation available in each stage of
the McGM algorithm. Algorithm 13 summarizes our parallel implementation where pop size,
ngens and %mutation are GA input parameters which correspond to population size, number
of generations, and mutation probability, respectively. The OpenMP paradigm is used to dis-
tribute a non-dominated sort across multiple devices by means of #pragma omp parallel
for directives. Our implementation generates Pareto-optimal solutions with a set of motion
estimation execution time, accuracy pixel error, and GPU memory usage points. This feature
allows the choice of one of the best solutions, taking into account the available computational
resources favoring the dynamic tuning depending on current conditions.
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Algorithm 13 pareto front = multiGPU NSGAII(popsize, ngens, %mutation)
pop = random init Population(pop size) %NSGAII - 1st stage
Fronts = McGM fast nondominated sort(pop) %NSGAII - 2nd & 3rd stages
while gen < ngens do
#pragma parallel for shared(Fronts,R) private(i,GPUth,p1,p2)
for all i = 0; i ≤ pop size; i = i+ 1 do
p1, p2 = select parents(pop(i))
newpop(i).x = crossover(p1, p2) %NSGAII - 4
th stage
newpop(i).x = mutation( %muration) %NSGAII - 5th stage
R(i) = newpop(i)
⋃
pop(i) %NSGAII - 6th stage
GPUth = threadID();





%NSGAII - 8th stage
while sizeof(pop) < pop size do
frontk = get fronts(Fronts, k)
pop = pop
⋃
get Relements in front(R, frontk)
k = k + 1
end while
gen = gen+ 1
end while
pareto front = get front(Fronts, 0)
A.3. Results.
In this section the results obtained in this thesis will be presented. First of all, we are going
to shown the outcomes for the McGM implementation in GPU and its consecuences. Then,
the results to solve the main problem found in this implementation wil be exposed.
A.3.1. The McGM implementation in GPU.
A.3.1.1. Work environment.
To implement the McGM algorithm in a GPU, we used a system based on Tesla technology.
The system contained 2 Intel Xeon E5530 processors with 4 cores (2.40 GHz with 8 MB
cache memory and Hyperthreading technology), connecting to a Tesla C1060 GPU. The
operating system used was Debian with a kernel version 2.6.38; the compiler was GNU
Compiler Collection v.4.5.2, using the compilation options O3 m64 ; and CUDA v.2.3 was
also used. This graphic card had a CUDA capability of 1.3, which meant it had 240 processing
unified processors, which allowed the execution of 1024 threads in each multiprocessor. The




The aim of the work was to analyze the throughputs as a potential benefit of specific graphic
hardware architecture mapping in the framework of motion estimation algorithms. Regarding
the temporal filtering, four alternative implementations were considered and are described as
follows:
Base: Baseline, where the input sequence data (all gathered frames) and the filter set
are saved in the global memory. The data partitioning and computation process was
described in Section A.2.2.1.
Global : The sequence data is saved in the global memory and the filter coefficients in
the constant memory.
Shared : This is a hybrid approach. The N frames to be processed are saved in the
shared memory; nevertheless, the filter coefficients remain in the constant memory.
Shared-optimized : The spatial filter coefficients are continually saved in the constant
memory, and the N frames go to shared memory, designing a loop-buffer structure.
The buffer works as follows: (i) At t = 0 is initialized with the frame data index from
first frame until N + 1. (ii) At t = 1, where the next one replaces the memory content
of the first, frame by frame, N + 2. In this way, the number of access copies and
data are reduced in the shared memory. It is suitable, thus, to exploit the information
reusing.
Figure 72 shows the accelerations obtained for each case study. All throughputs were com-
pared with a single CPU implementation, yielding a plethora of input resolution (size) and
N = 7, 9 and 15 (the window size of temporal convolution).
As shown in Figure 72, the acceleration was noticeable for every GPU implementation version
considered. Nevertheless, the best results were achieved when filter coefficients were stored
in the constant memory, and the frames were stored in the global memory (Global version),
reaching a throughput of ×85.
Shared and shared-optimized versions should have yielded better results because the latency
access to shared memory is shorter than global memory, which could be explained by not
having enough operations involved, which permitted the hosting of data directly in the multi-
processor registers (16K registers of 32 bits). For example, with N = 15, the kernel operates
with 3840 elements/block, which is significantly lower than the 16K architecture registers.
In Figure 72, the throughputs increased as frame size increased. This result was consistent
with the awaited output, because the number of CUDA-blocks was longer, so the use of
GPU resources was also longer.
With regard to spatial filtering, we assigned temporal filtering to the window with N = 15 to
be able to compare the results with previous stages. Taking the size frame from the previous




Speedup for temporal filtering stage
Figura 72: Speedup from the temporal filtering stage for several frame resolution sizes and filter window sizes
(N).
Figure 73 shows the accelerations with fourth-order spatial filters. The window size was
set with different values (7, 9, 15 and 31). The spatial derivative order did not affect the
throughput, which was also consistent with other observed results. The throughput was
better as the filter increased, because the parallelism grain in the convolution computation
was exploited. Accelerations up to ×25 were reached.
The next analysis corresponded to the steering stage in charge of orienting derivatives. The
computation was based on forming a linear combination from all previous spatial derivatives.
Therefore, taking the spatial derivatives and applying a weighting function was the main
operation to complete. The input information was stored in a global memory.
At the temporal filtering stage, the input data set was mapped directly over the architecture
registers, because the data volume was not too large. Shared memory was used to store the
steering weights.
Figure 74 shows the results for the different frame resolutions and orientations. The angles
considered were 60◦, 30◦ and 15◦ , which corresponds to 6, 12, and 24 orientations, respec-
tively. It should be noted that except for small frames (64×64 pixels), the number of angles
barely made an impact on the final performance. A 24-angle configuration (each 15◦) and
larger frame resolutions (256×256) delivered the best results because the parallelism rate
was greater.
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Speedup for spatial filtering stage
Window size
Figura 73: Speedup of the spatial filtering stage for several sizes of frame resolution and filter window size.





Figura 74: Speedup for the steering stage for several frame resolution sizes and orientations.
Figure 75 illustrates the acceleration for the Taylor expansion stage. We would like to emp-
hasize that the pixel level parallelism grain was exploited to avoid expensive synchronization
stages involved in reduction operations. This fact motivated incremental throughput rates
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from ×5 to ×38 for 64×64 and 256×256 resolutions, respectively.
Speedup Taylor expansion stage
frame size
Figura 75: Speedup from the Taylor expansion stage using different resolutions.
Figure 76 presents the extraction of velocity primitives (stages V+VI) which delivers the final
modulus and phase pixel values. In this stage, a throughput of ×23 at 256×256 resolution




Figura 76: Speedup from velocity primitives with different resolutions.
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Init. Temp. Spatial Steering Taylor Velocity Total Total
GPU filtering filtering (Mpixel/s) (Mpixel/s) (Mpixel/s) stages (fps)
(s/pixel) (Mpixel/s) (Mpixel/s) (Mpixel/s)
CPU (322) 10.30 21.63 90.99 217.87 247.24 6.14 6327
Best CPU (322) 13.20 12.48 130.75 369.79 289.62 6.26
GPU (322) 3.28E-5 124.69 0.62 4.66 8.04 50.40 0.50 375.7
CPU (642) 12.85 1.44 2.09 3.78 20.14 0.64 195.2
Best CPU (642) 51.30 1.30 9.03 16.76 72.18 1.66
GPU (642) 9.08E-6 495.98 2.55 15.77 25.54 169.08 2 296.4
CPU (1282) 13.97 0.92 1.20 2.06 11.53 0.39 30.72
Best CPU (1282) 70.87 0.77 5.04 14.23 66.59 1.2
GPU (1282) 7.21E-6 1166.12 8.79 36.17 51.49 240.65 6.03 210.8
CPU (2562) 21.50 1.05 1.30 1.70 12.98 0.41 8.631
Best CPU (2562) 154.75 1.11 3.89 7.95 93.27 1.15
GPU (2562) 2.25E-6 1724.63 27.56 47.62 64.20 289.21 13 99.64
Tabla 23: GPU, graphic processing unit; CPU, central processing unit.
Table 23 compares the performance for each stage and an overall throughput for frame size
resolutions in a GPU versus CPU. For this experiment, the starting model configuration fea-
tured included three temporal derivatives and a temporal convolution window of 15 frames
(Stage I); five spatial derivatives and a spatial separable convolution window of 31 pixels
(Stage II); and, finally, 12 steered angles (Stage III). CPU row refers to the results obtained
in the system based on Intel Xeon processors using a single core. Best CPU refers to the best
configuration achieved using several cores. The exploitation of multicore parallelism has been
performed by means of OpenMP directives, which are directly supported by the GNU Com-
piler C++ compiler. And GPU row shows performance rates observed in a Tesla C1060 GPU.
Foremost, we would like to note that for a small resolution such as 32×32, the exploitation of
multicore is negligible, it is only worth the use of two cores. This is motivated by scarce data
parallelism degree available in this resolution films. However, for other resolutions, multicore
speedups are significant but not impressive. Although, the configuration that offers better
results corresponds to maximum utilization (16 threads), its scalability in terms of efficiency
is poor (efficiency on average is 30 %). This behavior comes from the fact that multicore
system shares some critical resources such as last level cache or bus interconnection, which
acts as bottleneck due to resources competition.
Finally, the Total stages column indicates the complete performance of the GPU versus CPU.
Regarding CPU versions, acceptable performance was only achieved for small resolution sizes
(32×32). In this case, the data information to be performed was so small that it could be
stored in the first levels of cache memory, which offered good performance rates in terms of
Mpixel/s due to high spatial and temporal data locality. For other resolutions, GPU versions
improved on their CPU counterparts by far, because cache misses are often due to a large
amount of processed data. For the last tests performed (the 256×256 resolution), it should
be noted that almost 12 Mpixel/s were achieved, which means that out of 185 frames per
second so real-time requirements were achieved.
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Movie resolution 64×64 128×128 256×256
Speedup (single CPU) 3.125 15.46 31.70
Speedup (best CPU config.) 1.195 5.03 11.27
Tabla 24: Speedups comparing single CPU configuration and best CPU configuration. GPU, graphic processing
unit; CPU, central processing unit.
Table 24 summarizes the speedup obtained for the different resolutions studied. According
to total stages results, a successful throughput of ×32 for 256×256 resolution was observed.
We would like to emphasize that GPU’s version beats by far CPU’s counterpart even in
its best configuration. For higher resolutions, greater acceleration was expected, because a
higher parallelism degree could be exploited.
A.3.1.3. Visual results.
To demonstrate the visual results of the complete model, Figure 77 is used as an example of
real stimuli (a gas explosion), where red lines denoted the expansive nature of the motion in
the original frame. The motion phase was shown and color-coded from the boundary frame.
The modulus was represented by a linear intensity range of gray scales (black means no
motion, whereas white is high speed). The lower part of Figure 77 showed the two outputs
(phase at left, and modulus at right) of the algorithm implemented. Indeed, the motion
recovery of the present model could then be fully appreciated.
Figura 77: Input stimuli. Modulus and phase outputs of the algorithm.
It was necessary to use an error metric to measure the relative error of the GPU implementa-
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tion. One of the most accepted metrics in the specialized literature was one from Barron [57],
exposed in equations (38, 39).
This error measurement was calculated for every pixel for which a velocity measure was re-
covered or the average error computed. The GPU implementation was preliminarily tested
with synthetically generated stimuli. Two test scenes were used (Figure 78), a translating
sine wave moving in the x-direction with a velocity v = (−1, 0) and a translating plaid with
velocity v = (1, 1).
The parameter set used was σ = 1,5, α = 10,τ = 0,25, and an integration zone of p, q, r =
11×11×11 following from (27) to (30) equations. The average errors for these stimuli were
0.01 and 0.40, respectively.
Figura 78: Stimuli used in evaluating the model.
A.3.1.4. Comparison with other optical flow implementations.
The errors for the McGM with 24 orientations were noted. All algorithms performed very well
within this sequence. Figure 79 shows the speed measurements for the number of orientations
taken. The ability to obtain differing information from each orientated channel was one of
the points that enhanced the robustness of the model. It is possible to see how the error
kept approximately constant for 18 with a minimal configuration of orientations.
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Figura 79: Speed measures versus orientations taken.
The results from Table 25 show that the present implementation outperformed all of the
other algorithms for this simple sequence. The single versions of McGM reports the same
error than the GPU versions because all floating points operations have been mapped in the
GPU without accuracy loss.
Method Angular Error Standard deviation
Horn & Schunck [8] 0.97 2.62
Modified Horn & Schunck [197] 0.73 0.94
Lucas & Kanade [6] 2.47 0.16
McGM (GPU version) [169] 0.40 0.43
Tabla 25: Translating plaid errors in degrees.
We encountered more complex stimuli, presented in Figure 80, including the famous synthetic
sequences called the ’Diverging Tree’ and the ’Translating Tree’, explained in the chapter A.2.
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Figura 80: The temporal blur of the ’Diverging Tree’ (upper) and ’Translating Tree’ (lower) sequence, and
the final phase and modulus of the graphic processing unit implementation.
We observed an average difference magnitude of 0.291 and an average angular error of
12.47◦± 18.51. If we threshold in the value of the first temporal derivative, we could decrease
the error until 11.29◦ with a density of 64 %. Some of the best results reported for other
algorithms for this sequence were with threshold versions with low output density. The McGM
was consistent with its results and estimated the velocity for all regions with the same
accuracy; the threshold did not improve results significantly. The computed velocity was
practically uniform, but the direction was varied. Consequently, the errors were high. Table 26
shows an average angular error measured in degrees.
’Diverging Tree’ ’Translating Tree’
Angular Standard Angular Standard
error deviation error deviation
Horn & Schunck [8] 12.77 12 38.99 27
Uras et al. [198] 5.75 4.01 0.71 0.81
Lucas & Kanade [6] 8.07 11 11.69 18
Fleet & Jepson [163] 1.24 0.9 0.36 0.41
Tabla 26: ’Diverging Tree’ and ’Translating Tree’ errors measured in degrees .
Finally, Figure 81 shows a real scene performed with a static camera with its motion seg-
mented as output. The true ground motion was not available for this sequence, because it
was not synthetic.
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Figura 81: Taxi sequence. Real sequence.
A.3.2. Multicriteria optimization results.
Potential benefits of GPUs in the McGM context have been explored, where we studied the
viability in these novel devices. Throughput results with respect to a single CPU were satis-
factory enough in terms of performance, achieving ×32 speedups for 2562 resolution movies.
We would like to emphasize that this particular GPU-based motion estimation scheme is
an alternative to consider in terms of Mpixel/s compared to other purpose systems used
for such motion-estimation algorithms, although the algorithm features create a bottleneck,
specifically when memory requirements are increased in each stage, with an upward trend.
This disadvantage limits GPU viability. Attending to the largest memory usage configuration
considered in the study presented before, 3.5 GB of global memory was used, which was close
to the capacity limit of a single GPU. Although the memory capacity is greater for GPUs
nowadays, this problem is still present with larger data input resolutions.
The scope of this study is to explore mechanisms in order to reduce the data amount without
losing the efficiency and accuracy requirements. To highlight the memory handicap of GPUs,
Table 23 shows the summarized performance results observed using the McGM algorithm
in a graphic device compared with a single CPU. The performance observed at each stage
of the algorithm is shown in Mpixel/s (Mpps), and the global throughput with a particular
model configuration, as follows: three temporal derivatives, a temporal convolution window
of 15 frames, five spatial derivatives, a spatial separable convolution window of 31 pixels,
and 12 angles steered. Moreover, as shown in this table, GPU implementation amply fulfilled
real-time requirements in all of the resolution configurations considered. This is further shown
in the last column, which corresponds to overall performance, which was measured in frames
per second (fps). While general-purpose processors can only reach real-time rates for small
video resolutions, GPU-based systems enabled higher resolution movies where more DDR
memory capacity was available.
A.3.2.1. Work environment.
The systems used are based on Tesla technology. The first one consists of 2 Intel Xeon
E5645 processors with six cores (2.40 GHz with 12 MB cache memory and Hyper-threading
technology) and 2 Tesla M2070 GPUs. The second one is equipped with 2 Quad Intel Xeon
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E5530 processors (2.40 GHz with 8 MB cache memory and Hyper-threading technology),
connecting with 4 Tesla C1060 GPUs. In both cases, the operating systems are Debian 2.6.38
kernels; the compiler used is a GNU g++ v.4.4 with compilation flags -O3 -m64 -fopenmp
and CUDA C/C++ SDK v.4.2 with -O3 -fopenmp -arch sm 20/13 flags enabled.
The system based on Tesla M2070 incorporates Fermi technology, but due to a scarce number
of devices available, a scalability study has been completed with a system based on 4 Tesla
C1060 GPUs that allow projections be made of parallel efficiency rates in more modern
systems.
A.3.2.2. Multicriteria results.
Multi-objective GAs are used to look for optimal solutions in a huge search space. In our con-
text, they are employed to achieve a set of optimal solutions that reduce the GPU’s memory
usage in the McGM algorithm without losing significant accuracy in the motion estimation
scenario. As previously mentioned, the tests were performed using the ’diverging tree’ and
the ’translating tree’ benchmarks, which are widely accepted in this area.
The first experiment was to evaluate both the convergence of the GA and the set of op-
timal solutions reached. For this purpose, a Euclidean distance metric between consecutive
solutions was employed as described in [216]. The GA implemented incorporated a stop con-
dition based on a Euclidean metric when a certain number of iterations remained invariant
to ensure the non-dominant solutions converged to the optimal Pareto-front.
Figure 82 shows the evolution of the set of non-dominated solutions throughout the iterations
with a severe stop condition. To facilitate its visualization, only the GPU’s memory reduction
and the error difference were included, although the GA also optimizes the motion estimation
time. Barron’s angle error ΨE corresponds to the difference of mean Barron error with respect
to the original McGM counterpart. The number of points in the optimal front is a subset of
the final solution because execution time components have been removed. This figure shows
only 15 % of Pareto-pairs for the ’translating tree’ while those in the ’diverging tree’ are
displayed at 40 %.
In this experiment, the population size was fixed to 500 with 1 % mutation probability. The
results obtained indicated that after a certain number of generations, the GA barely improved
the non-dominant solutions, although it reported new pairs.
Population size only affects the final execution time, achieving results of an optimal solution
with similar quality. Empirically, 1 % of mutations reported better GA performance. Higher
mutation rates only suppose significant variations between consecutive generations, which
means higher generations are necessary to reach the convergence criterion. Particularly, grea-
ter mutation rates suppose a higher number of iterations, which varies between 15 to 320 %.
As shown in Figure 82, optimal solutions are generated with significant reduction in memory
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Figura 82: Evolution of the average objective in the GA for ’diverging tree’ and translating tree’ sequences.
requirements, achieving even more accurate solutions than the original McGM’s algorithm
for the ’translating tree’ benchmark.
A.3.2.3. Multi-GPU results.
Table 27 shows GA time measured in seconds in a system based on the Tesla M2070 for
the best GA configuration: 1 % of mutation rate configuration, 500 individuals and a severe
convergence condition to find the Pareto-front. The ’diverging tree’ was used as a benchmark,
although similar performance rates were observed with the ’translating tree’. Note that the
benchmark choice only affects the number of generations processed to reach an optimal
solution. As expected, the fitness evaluation is the most costly stage of the GA by far. The
information exchange overhead between host and devices is not so relevant, which reports
satisfactory speedups of ×1.79 for 2 GPUs.
Tesla M2070 tCPU (s) tGPU (s) tComm(s)
1 GPU 1.24 22495.6 869.5
2 GPUs 124.2 12464.9 447.4
Tabla 27: Multi-GPU execution times for Tesla M2070 based system.
Analogous results were obtained in a system with a larger number of graphic devices. Table 28
shows even higher accelerations when 2 GPUs are enabled. Furthermore, it is noticeable that
scalability rates remain satisfactory with 4 GPUs, achieving ×3.71 speedups. Computational
results show that our multi-GPU implementation is efficient in terms of scalability (95 and
93 % using 2 and 4 GPUs, respectively), and the tendency indicates that GA convergence
times would be even lower if more computational resources were available. We can conclude
that this successful scalability makes GAs useful for solving problems of this nature. These
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good performance results are due to both a well-balanced workload and low overhead involved
in data exchange.
Tesla C1060 tCPU (s) tGPU (s) tComm(s)
1 GPU 1.18 23748.0 2025.8
2 GPUs 278.52 12613.1 1022.5
4 GPU 153.28 6248.4 513.5
Tabla 28: Multi-GPU execution times for Tesla C1060 based system.
Moreover, the use of multiple levels of parallelism reports multiplicative accelerations: first,
the speedups achieved in the multi-GPU system, which can be up to ×3.71 with 4 GPUs
enabled; and second, the accelerations up to ×32 the can be achieved by exploiting the
data parallelism on a GPU. On one hand, the combination of both accelerations allows
the reduction of exploration time to reach an optimal solution in 99.2 % compared with
a general-purpose processor. On the other hand, the use of a multi-GPU system not only
reports greater FLOPS rates than a CPU, but it is also beneficial in terms of power consum-
ption (MFLOPS/watt).
Moreover, although GA search times are important, their use encourages getting suboptimal
solutions that meet the requirements of response time or resource consumption, and as GAs
evolve, they are gradually refined. This feature, coupled with the chance of a population size
reduction, supposes an impressive simulation times decrease which opens the possibility to
build an intelligent system that auto-corrects/adapts depending on the specific requirements
or substantial environment changes.
A.3.2.4. Visual result.
Finally, visual results are presented for both benchmarks considered. Figure 83 shows the main
differences in motion estimation outputs in the ’diverging tree’ benchmark. The original
McGM outputs appear at the top of the figure; in the center and at the bottom their
counterparts with GA solutions for 75 and 50 % memory requirements. It is also remarked
the motion estimation time consumption (MEtime). The motion phase (the direction of the
pixels) is color-coded from the boundary frame (each particular color pixel points outward
to the border color frame). The modulus or velocity magnitude is represented by a linear
intensity of gray scales.
187
Figura 83: The temporal blur of the original stimulus, modulus, and motion phase with the original McGM
algorithm (top), and a z GA solution of 75 % (center) and 50 % (bottom) of memory usage for
the ’diverging tree’.
Similarly, Figure 84 displays GA solutions for the ’translating tree’ benchmark.
For the ’diverging tree’, a reduction of 75 % in memory usage returns the same precision
using the Barron metric and 50 % of the McGM execution time (MEtime) compared to the
original algorithm. However, the configuration that reduces memory usage by 50 % degrades
the accuracy in 22 % with a speedup of ×3.3.
For ’translating tree’ benchmark, a solution with half of memory requirements is more accu-
rate (Barron’s error is 0.13 radians less than the original McGM) and ×3.5 faster.
Despite Barron metric’s popularity by the scientific community in the context of motion
estimation, some authors [165, 166] point out specific performances due to its asymmetry
and its bias of large flow vectors.
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Figura 84: The temporal blur of the original stimulus, modulus, and motion phase with the original McGM
algorithm (top), and a z GA solution of 50 % (bottom) of memory usage for the ’translating tree’.
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A.3.2.5. Other error metrics.
Although Barron’s metric [57] is probably the most used in the motion estimation scope,
there are other metrics used by Machine Vision community that must be taken into account
in order to enhance the visibility and generality of the results obtained.
Otte and Nagel [165, 166] remarked the fact of asymmetry and bias for extensive optical-flow
vectors. Based on this drawback, it is proposed a new metric which accounts the magnitude
difference between bidimensional ground truth flow vector (ofvc) and the estimated one
(ofve) as shown in the Equation (41):
ΨO&N =
∥∥∥ofˆvc − ofˆve∥∥∥ (41)
McCane et al. [166] claims this is not sufficient due it gets discount error in regions of small
flows. They propose two metrics in order to overcome these problems. The first metric is
the angle difference between the correct tridimensional vc vector and the estimated one ve
used in the Barron’s metric (Equation (42)) but the third component is replaced by δ. In
our experiments we assign δ = 0,75. This threshold modulates the error considering less
significant in zones of small flow than in zones of large flow.
ΨMcCaneA = cos
−1 (vˆc, vˆe) (42)
An additional metric is proposed, such as the normalize magnitude of the vector difference
between the estimated and the correct tridimensional flow vectors. The normalization factor
is the magnitude of the correct flow, it is taken into account the effect of small flows using a
significance threshold T as shown in Equation (43). It is chose T to be 0.5 pixels. The effect




‖vc‖ if ‖vc‖ ≥ T
‖ve−T‖
‖T‖ if ‖vc‖ < T ≤ ‖ve‖
0 if ‖vc‖ < T > ‖ve‖
(43)
Figure 85 shows the trend of the NSGA-II algorithm considering McCane and Otte&Nagel
metrics. ’Translating ’ and ’diverging tree’ sequences are also used as benchmarks.
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Figura 85: Evolution of the average objective in the GA for Diverging and Translating Tree sequences for
McCane and Otte&Nagel metric. The Pareto-front show the optimal configuration depending to
the metric applied.
For the sake of clarity, Table 29 summarizes the main successful configuration reported by
GA execution. Results observed are consistent with regardless of the metric used. Meanwhile
for ’translating tree’ improves Motion Estimation effectiveness with a significant reduction
of memory requirements, for ’translating tree’ no degradation is observed for 75 % memory
usage for any metric performed. From the viewpoint of the execution times, performance
191
results are as expected. On the one hand a reduction in memory requirements by 50 % are
translated into speedups from 3.3× to 4×. On the other hand, 75 % of memory consumption
reports an average of 50 % in motion estimation execution time.
Error Metric Benchmark Memory MEtime Accuracy (∆Ψ)
Translating Tree 50 % 28.6 % -0.13
Barron 75 % 50.0 % 0.00
Diverging Tree 50 % 33.3 % 0.05
Translating Tree 50 % 26.9 % -0.12
McCaneA 75 % 49.1 % 0.00
Diverging Tree 50 % 28.9 % 0.05
Translating Tree 50 % 29.6 % -0.11
McCaneB 75 % 49.2 % 0.00
Diverging Tree 50 % 34.5 % 0.09
Translating Tree 50 % 25.3 % -0.21
Otte&Nagel 75 % 49.1 % 0.00
Diverging Tree 50 % 35.7 % 0.12
Tabla 29: Best configuration achieved for a reduction of 75 and 50 % memory requirements using McCane
and Otte&Nagel metric.
A.4. Conclusions.
The efficient GPU implementation of a neuromorphic algorithm was presented with a set of
characteristics suitable for complex or noisy environments that could be applied in tracking
robotics, navigation, security, surveillance, and so on. This system could also be used in the
field of neuroscience research, extending the complexity of bio-inspired algorithms.
The use of graphics hardware as an optical flow coprocessor was an interesting and affor-
dable choice, with possible speedups of ×32. However, overhead related with GPU memory
management and the exchange information process between host and device could reduce
acceleration rates slightly. Moreover, to take advantage of GPU parallel computation, it is
crucial that tasks be distributed in a suitable way and, additionally, that complex memory
hierarchy be exploited efficiently, which is not a straightforward task in most cases.
First study was focused on performance evaluation; however, due to the expansive nature of
the algorithm, as long as the stages are carried out, memory requirements increase. Attending
to the most consuming configuration considered, 3.5 GB of global memory were used, which
is close to the limit on a single GPU. Although memory GPU capacity is greater nowadays,
this problem will still present larger frame resolutions. Therefore, we are currently exploring
mechanisms to reduce the data amount and design strategies to exploit the parallelism bet-
ween several stages as analogy with a pipelined processor.
Therefore, a new and highly parallel approach is presented to overcome the GPU memory
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usage problems that occurred in our previous implementation of a well-known neuromorphic
motion estimation algorithm. This context provides the main motivation for using evolutio-
nary algorithms to solve multi-criteria optimization problems. The use of GAs based on a
multi-GPU scheme allowed for quick exploration of feasible solutions with any set of input
data. The choice of NSGA-II is motivated by the good results observed in a few iterations
and a near-optimal Pareto-front.
From the viewpoint of reaching a solution that meets the requirements of memory consum-
ption, we observed:
For ’diverging tree’, a reduction of 75 % in memory usage returns the same precision
as the all metrics considered and 50 % of the McGM execution time compared to the
original algorithm. A configuration that reduces memory usage by 50 % degrades the
accuracy from 15 to 25 % with a range of speedup which varies from ×2.8 to ×3.5.
For ’translating tree’, a configuration that has half of the memory requirements is more
accurate in terms of error and is between ×3.3 to ×4 faster.
From the point of view of multi-GPU efficiency is observed:
Successful performance of ×3.71 speedups are archived when four GPUs are enabled.
Our implementation is a scalable approach due to both a well-balanced workload and
low-impact communication between host and device.
A found multiplicative effect: ×3.71 speedups in a multi-GPU system by ×32 accele-
ration by means of exploiting the data parallelism on a GPU. An impressive GA time
in reaching an optimal solution in 99.2 % compared with a CPU.
An alternative to be considered in terms of power consumption (MFLOPS/watt).
Because of these encouraging results, the possibility exists for building an intelligent system
that auto-corrects/adapts depending on specific requirements or environmental condition
variations as the GA evolves.
We are also working in a complete comparison of the present neuromorphic implementation
with the FPGA implementation previously implemented in [94] and constructing a design
based on real-time feedback. The circuit, in that way, is able to self-adapt the constraint of
the environment and predict its evolution, trading off between accuracy and efficiency.
We would like to emphasize that bio-inspired motion estimation based on GPU platforms
is an alternative to consider in terms of Mpixel/s, especially compared with other specific
purpose systems used for such algorithms. In addition, current trends seem to indicate that
these ratios will increase as future technology improves.
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In considering future work, the focus would be on the optimal implementation of the spectral
extension of the model [175], addressing color distinction, which, to the best of our knowled-
ge, is not in existence with any hardware implementation that makes use of graphic hardware.
Reusing the auto-correct/adapt system with an environment predictor is also another field
to study, with the possibility of real-time execution and self reconfiguration depending on
the external constraints and resources available in the platform. This system is expected to
contribute to the new machine vision trends, useful for many real-world applications.
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