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Chapter 5 introduces the concept of noise in a system as a l imitation on sys- 
tem capacity, first studying the origin of noise, part icular ly the shot noise in 
vacuum tubes and semiconductor and thermal noise. Then, the signal-to-noise 
mean power ratio and the noise figure, which is the ratio of input and output mean 
noise powers, are defined and calculated for various networks and the fact that  
the mean noise power is proport ional to bandwidth is demonstrated. Finally, the 
number of distinguishable amplitude levels of a signal is related to the signal-to- 
noise ratio of a system, and the system capacity is expressed in terms of the volt- 
age signal-to-noise ratio and bandwidth of the system. In Chapter 6, start ing 
with the concept and use of power and energy spectra of signals and noise for de- 
tection purposes (i l lustrated with a matched filter) the bandwidth and signal- 
to-noise ratio of AM, PAM, FM, and PPM systems are invest igated and compared. 
The discussion is extended to pulse code modulat ion and an information-theoretic 
expression of system capacity is derived. 
The final chapter begins with the concepts and definitions of random variables 
(both discrete and continuous), probabi l i ty-density,  and distr ibution functions. 
Then, the use of noise statistics is i l lustrated in the calculation of the probabil-  
i ty of error in a binary PCM system and a simple radar detector. The autocorre- 
lation function of a random time function is defined and used to calculate the 
power spectrmn of a given random signal. An i l lustration involving the random 
telegraph signal is given. 
One comment hat  the reviewer would like to make concerns the section on 
noise in transistors and muitielectrode tubes. Inevitably,  a book written on this 
level can handle such a subject only on a very empirical level. I t  is the reviewer's 
experience that  such a t reatment  is unsatisfying and loses the interest of the 
students. However, since the main development of the book does not depend on 
an understanding of this topic this section could have been included in an appen- 
dix, otherwise a more analytic t reatment  of the subject may be desirable. 
WAN NEE KIM 
Electrical Engineering Department 
Columbia University 
New York 27, New York 
Teor ia  Del la  In fo rmaz ione  (Text in English) : lZendiconti del V I I  corso che 
nella Villa Nionastero a Varenna del 7 al 14 luglio 1058 fu tenuto a cura della Scu- 
ola Internazionale di Fisica della Societa I ta l iana di Fisica. ( In fo rmat ion  The-  
ory : Proceedings of the Seventh Course, given at the Villa Monastero in Varenna 
(Como), from July 7 to July 14, 1958, under the sponsorship of the Internat ional  
School of Physics of the Ital ian Physical Society). Supplement to Nuovo eimento 
13, Ser. 10, No. 2 (1959). Nicola Zanichelli, Bologna (Italy). 283 pp. I tal ian Lire 
3300 postpaid (approx. $5.30). 
This is a very worthwhile collection, made up mainly of expository papers, but 
covering a wide var iety of material  which is not otherwise easily available. Of 
course, this book cannot be termed as wholly representat ive of Information The- 
ory. But which group of people would have given a representat ive picture? (In 
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the opinions of the "alumni" of any Varenna summer school, no printed proceed- 
ings can adequately convey the recollections of a delightfully spent fortnight, 
combining intellectual distinction and beautiful landscape. Dr. E. R. Caianiello, 
Professor of Physics at the University of Naples, is to be sincerely congratulated 
for the organization of this Meeting). 
The first series of papers is devoted to mathematical nd engineering consider- 
ations. B. McMILLAN: A Descriptive Introduction to the Statistical Theory of 
Information. R. M. FANO: The Statistical Theory of Information (a most useful 
summary of the author's M.I.T. notes--both editions of which have been widely 
bootlegged--up to but excluding the proof of the coding theorem). D. SLEP~AN: 
Coding Theory (Gilbert's form of the coding theorem; Hamming codes; group 
codes). D. A. HUFFMAN: A Linear Circuit Viewpoint on Error Correcting Codes 
(material from the author's paper in 1956 IRE Trans. on Inform. Theory). D. A. 
HUFFMAN: Notes on Information Lossless Finite State Automata (two classes of 
such systems are studied and some generalizations indicated). P. E. GREEN, 
JR. : Application of Statistical Notions to Multipath Channels (optimal detection 
in the case of gaussian oise; study of the optimum wave shapes). H. A. HAYS: 
Network Theoretical and Physical Limitations of Amplifier Noise Performance 
(optimization of two-terminal pair amplifiers; physical imitations). Y. W. LEE: 
Statistical Filtering and Prediction (also a useful summary of widely, but ille- 
gally, available material on the Wiener prediction theory). (Note added in proof: 
The notes on Professor Lee's M.I.T. course have by now appeared in book form.) 
The following papers swerve towards "softer" science. D. GABOR: Learning 
Filters, Predictors, and Recognizers (analogue multiplier manipulation ofsampled 
band limited signals). D. GABOR: Television Compression by Contour Interpola- 
tion (a procedure which recognizes one type of pattern--a short outline which 
can be considered as straight without serious error--and interpolates this pattern 
between two TV lines. The chief difficulty is in the stores; a bold proposal for an 
8:1 compression TV is described). H. L. GELERNTER AND N. ROCHESTER: Intelli- 
gent Behavior in Problem-Solving Machines. (This paper has been available for 
some time in the IBM J. Research Develop. It is devoted to a geometry theorem 
proving algorithm, using so-called "heuristic" methods. Extensive machine runs 
of the program have since been successfully completed by Gelernter. The paper 
also contains ome considerations onlearning in intelligent machines.) M. HALLE : 
Questions of Linguistics (this science has earned the right to be envied by other 
so-called social sciences, because linguists are the only ones to be able at least to 
attempt o make the purpose of their work understandable to their hard-science 
colleagues--I do not imply that they are listened to or understood. Halle first 
presents the main lines of Noam Chomsky's analysis of transformational grammar 
and of the theory of parsing which this implies. Then he proceeds to Roman Jakob- 
son's theory of the binary distinctive features of the phonemes.) B. MANDELRROT: 
Statistical Macro-Linguistics. V. BRAITENBERG: Morphology of Nerve Nets (a 
clarifying statement of the basic spatial characteristics of nerve cells and the 
organs into which they are fOrmed). G. MoRuzz~: The Ascending Reticular System, 
the Regulation of the Sensory Inflow and the Problem of Visual Habituation (a 
discussion of the activating function of the reticular formation and the distine- 
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tions to be drawn between the drowsiness associated with sleep on the one hand, 
and the reduced responsiveness to repetitive stimuli on the other). E. B. NEw- 
.MA_N: Men and Information A Psychologist's View (a review of recent experi- 
m.er~ts which contribute to our knowledge of how much information the human 
can receive, store, and transmit along highly abstracted sensory and motor dimen- 
sions). : 
The final part of the book is devoted to accounts of a few of the many seminars 
held during the Varenna meeting. A. F~INSTEIN: On the Coding Theorem and its 
Converse for Finite:Memory Channels (this problem has been extensively studied 
since by J. Wolfowitz), S~ WATANABE : Correlation Indices (these indices are based 
upon informations relative to sentences made up of n symbols). D. SLEPIAN: On 
the Detection of Gaussian Signals in Gaussian Noise (assume that for very high 
frequencies the spectra of the signal and of the noise fall off at different rates; 
then perfect detection is possible; unfortunately, the procedure is not physically 
usable) L. LOFGREN: On the Realizability Problem for Irredundant Boolean 
Networks. W. REICUARDT: Analysts of a Non-Linear Biological Filter (after hav- 
ing promised to solve the problems of the nations, "Cybernetics" suceeds in 
studying the "stimulus-response" problem for some microscopic mushrooms; a 
beautiful combination: of theory and experiment). B. HASSENSTEIN: A Cross- 
Correlation ProceSs in the Nervous Center of an Insect Eye (similar comment). 
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