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Preface
For me this journey restarted in 2006 when I took my three oldest children overseas to 
Europe. While planning the driving trip I realised that I would need help with navigation,
as the language translations, while driving with pre-licensed children, may have proved 
problematic. So I turned for the first time to Global Positioning System (GPS) 
technology. When we were in Europe I was amazed how well it worked and navigated 
us to hard-to-find places (mostly) very effectively. I was really chuffed when we arrived 
at our Paris hotel after what seemed a drive not dissimilar to that in Melbourne, my local 
capital.
Somehow soon after I became aware that GPS technology was reliant upon the equations
interesting indeed. I had touched on this theory in undergraduate physics in the 1970s but
had only seen distant astronomical applications, with seemingly little relevance to 
everyday life. In addition, there was still debate on its accuracy, and I admit I was a little 
skeptical about its relevance. But now here was an accessible application that could be 
demonstrated. The most interesting aspect was the proposal of interdependence of time, 
In context, I had spent most of my research career in the biochemical/medical sciences. I 
had reached the stage where I was reasonably intellectually "numbed" by the mechanistic
nature of the philosophy of biological sciences. Biologists generally seem to assume that 
atoms and molecules are like inert building blocks. It seems ironic that scientific studies 
and fundamentals of microscopic and macroscopic structure. The discovery of the 
structure of DNA allowed biologists to become even more ardent in a mechanistic, 
"billiard ball" approach. In contrast two of the main breakthroughs of twentieth century 
approach to mechanistic philosophy. Concepts such as interconnectedness, randomness 
and haphazard reality, or the philosophical role of consciousness, do not appear in the 
academic biological realm. In contrast, the physics theories indicated that the basic 
dimensions of the universe, space and time were somehow interconnected and that 
matter is also enmeshed in this cosmic fabric. Physics changed the face and direction of 
science, and over a century later we are still coming to terms with the consequences.
Albert Einstein's work, in several areas of physics, did much to contribute to this change.
In particular his field equations, deceptively simple at a first glance, provide a plethora 
of information. These form the basis of this thesis.
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Chapter 1 Introduction
1.1 General aims of this thesis
This thesis aims to study the theory and mathematical formalisms of general relativity 
(GR) using algebraic software. The perspectives of the thesis fall into four categories:
1.1.1 Theoretical perspective
The principal focus of the thesis is to study the theory of Albert Einstein's relativity 
theory, using his field equations as a mathematical basis to define the algebra and the 
consequences of the theory. This is a noble and lofty aim, as the theory is immense in 
detail and complexity. To make this task more approachable we consider the elements of
spacetime curvature, perfect fluids and several conjectures and applications that will 
demonstrate the nature of GR theory.
1.1.2 Software perspective
The principal tool of use in the thesis is algebraic software; the view is to promote 
existing, and create new, software to facilitate an understanding of the discourse in the 
established GR literature. This involves software that presents tensors and related objects
with an appropriate output format that is consistent with the literature. It should also 
provide functionality for the fundamental mathematics of tensors i.e. the calculus and 
algebra, as well as the components of tensors;
1.1.3 Research perspective
To apply algebraic software to the investigation of existing and new equations, proofs, 
theorems, conjectures and other applications of the Einstein Field Equations (EFEs);
1.1.4 Teaching perspective
To present the mathematics of GR using software in such a way that the concepts and 
logic are more readily apparent to the student, academic, or researcher. An (under)
graduate level would be required to embark on the content.
1.2 General approach of the thesis
The primary subject of the thesis is the theory of GR. The mode of the study uses 
software in a way that is technical, heuristic and elucidatory. The software is used to 
process the tensor algebra and to provide general descriptions and mathematical 
definitions. The complete thesis is written in a mathematical software environment: 
MAPLE (apart from some graphics, tables and lists, which are written using word 
processing software). There are two (virtually) identical copies of the thesis available: 
the hardcopy (pdf or printed version) "snapshot" of the equations, and the (online) 
softcopy MAPLE worksheets. The latter (worksheets) is the primary source that provides
the content of the hardcopy. (Thus at the time of writing and submission, the two formats
are essentially identical.)
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The technical aspects of the thesis involve the integration of the software with the 
mathematical aspects of the area, within the MAPLE software environment. The aim of 
the software is to process the expressions, equations and components in a way that is 
consistent with the theory of GR. 
The heuristic aspect of the thesis involves the approach taken, particularly in the format 
of the new software that is created in this tome. It should be possible for the reader to 
follow the (sometimes very long) algebraic lines of argument by examining the input and
output of the MAPLE worksheets. This approach is perhaps somewhat novel. The reason
for this approach is discussed in chapter 4. All of the thesis chapters are available online 
(see section 1.4 below), and the reader can freely download them to view and "play" 
with. The MAPLE software environment will be required, but all other libraries and 
packages will be accessible. If the reader is so motivated, they may extend or experiment
with the algebra that is presented in the worksheets eg. they may vary the substitutions 
and test the results. In this way it presents an investigative way of learning the concepts 
of GR. In general, it is hoped that the algebraic development that is presented will be 
clear enough for the reader/user to follow. In this way the approach of the thesis will be 
elucidatory. The entry level is set so that a graduate (or even earlier) 
mathematics/physics student should be able to embark upon or enhance their journey in 
GR.
1.3 Outline of the thesis chapters
The chapters of the thesis are arranged in the following topics:
Chapters 1-2: Introduction & review of general relativity
Chapters 3-5: Tensor theory and software
Chapters 6-9: Geometrical, kinematic & dynamic aspects of GR
Chapters 10-12: Applications of tensors to investigations of the shear-free conjecture 
using CF
Chapters 13-17: Tetrad theory and applications to investigations of the shear-free 
conjectures
Chapters 18-23: Spinors and rotations in 3- and 4-dimensions with applications to 
spacetime and GR
Chapter 24: Physics application of GR: The global positioning system and the role of 
GR metrics
Chapter 25: Conclusions
1.4 How to use the thesis documents, software and online resources
1.4.1 Obtaining copies of the thesis and software
The thesis is available in two formats: 
(1) printed hardcopy or softcopy as a (readonly) pdf file. This is available from Deakin 
University or official online sources.
(2) softcopy MAPLE worksheets, pdf copies, packages and accessory files: available 
online at http://bach2roq.com/science/maths/gr/hdr/. The MAPLE worksheets (mw 
format) are writeable - i.e. the reader may change the code on their own computers. It is 
best to save the original as a backup copy. The recommended way to work with the files 
is to put all the code in a folder, and reference the packages in the same folder. Once 
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(1.3)
> 
(1.1)
> 
> 
(1.2)
> 
> 
loaded, the files can be used as a learning document eg. the user can opt to change the 
input lines and observe the response in the output lines.
1.4.2 The general structure of a worksheet
Each MAPLE worksheet starts with a chapter heading and a brief introduction. In most 
chapters, there is some degree of algebraic processing. The following is an example of 
the input lines that load the relevant software packages into memory after the 
introductory text:
To explain, the above input line loads the Riemman, Canon and TensorPack packages 
using the 'with' command eg. with(Riemann), etc...., CDF(0) sets the flag index to zero, 
so that warning comments are minimised. CDS(index) sets the covariant derivative 
format to the index base. For this and other commands, see the helpfile downloadable 
with the packages at
http://bach2roq.com/science/maths/gr/hdr/
The majority of each chapter (file) is a combination of text, MAPLE input and output 
lines eg.
The expressions and equations are generally contained in memory locations eg. temp1, 
temp2 above in (1.1) and (1.2), which should make sense as one reads the file. These are 
generally written over fairly soon after each section, as they are not required after that. 
More significant equations are given a label for later storage eg. equation (1.3) is stored 
in memory as pht1[3]. The format of these terms is pht(chapternumber)[index].These 
equations are stored in an array pht(chapternumber) to be stored in a file of the same 
name for further reference if required i.e.
The equation number index corresponds to the equation label on the right hand side of 
the page i.e. 
Detailed descriptions of using TensorPack are discussed in Chapter 5. Further 
instructions in loading software is found in Appendix 1.
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1.4.3 Other online files
Other mathematical and software files relevant to this thesis are at 
http://bach2roq.com/science/maths/gr/
1.4.4 Literature and references
The document is written using the Harvard referencing style, as detailed at Harvard 
(2017). Journal names and abbreviations follow the format of Caltech (2018).
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Chapter 2 A brief review of general relativity
2.1 Introduction
The general theory of relativity (GR) is considered as one of the greatest achievements 
of the human intellect (Isaacson 2007). It has given humanity a new vision of the 
universe. It has also provided a theoretical framework that has allowed more accurate 
physical and astrophysical measurements in the local and cosmological universe. A list 
of the main proven conjectures of GR is shown in Table 2.1.
Table 2.1: The main areas of proven theoretical conjectures and predictions of GR
The mathematical basis of GR is found in the Einstein field equations (EFEs) (Einstein 
1916). In the one hundred and two years since Einstein released the GR paper, the 
scientific community has investigated the many consequences of the EFEs. There has 
been a concerted human effort to explore the theoretical validity of GR, to test its 
predictions, and develop technology that is derived from the theory. As a result GR has 
burgeoned into several main areas. Figure. 2.1 
shows a brief survey of the main areas related to GR.
Physical science models:
Thermodynamics
Electrodynamics
Statistical mechanics
Quantum mechanics Relativity
General 
Relativity
Special 
Relativity
Cosmology
Astronomy
Exact solutions
Classification
Equivalence problem
Analytic extensions
Singularities
Cosmic strings
Complex techniques
Transformation groups
Algebraic computing
Formalisms
Tensors
Frames
Tetrads
Forms
Spinors
Spin coefficients
Twistors
Gravitational radiation
Waves
Energy transfer
Conservation laws
Asymptotic structure of 
spacetime
Variational principles
Group representations
Gravitational collapse
Black holes
Singularity theorems
Global techniques
Cosmic censorship
Experimental testing
& Applications
Orbits
Black holes
Gravitational redshift
Radar signals
Light bending
Gyroscopes
GPS navigation
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The areas listed in Figure 2.1 that apply to this thesis are formalisms (tensors, tetrads, 
and spinors), exact solutions and algebraic computing. The formalisms are applied to 
exact solutions using algebraic software. There is also a brief section on the role of GR 
in the application to the Global Positioning System (GPS).
2.2 A brief summary of the history of GR
The concept of relativity has been a part of human thinking and discourse for many 
centuries (albeit more notional than the modern mathematical approach). Some of the 
earliest recorded and documented developments are in the philosophical writings on the 
issue of relativism versus absolutism by the Greek philosophers: Protagoras, Plato, 
Aristotle and Democritus (Lee 2005).
In the Renaissance period in Western Europe, Galileo is (sometimes) credited with the 
first formalization of the modern idea of relativity (Galileo's relativity 2018; Ni 2016). 
Since then there have been many others that have considered relativistic principles in 
mathematics and physics eg. Newton (in Principia), Mach, and more recently Dicke and 
others ( )
The modern form of relativity was formed around the turn of the twentieth century. The 
effect of the observer on physical measurement became apparent soon after the 
discovery by Michelson and Morley (1887) that light travels at constant speed in a 
vacuum, regardless of direction.  This was a significant catalyst in the development of 
modern relativistic thinking (Ni 2016)). The works of Einstein, Planck, Hilbert and 
others subsequently formalised relativistic definitions in physics which formed the basis 
of GR (Douglas Stone 2013). In a comprehensive review of the history of gravity 
theories, Will (1981, 2005) has compared the predictions of a variety of relativity 
theories with experimental results, including GR, scalar-tensor theories (Damour & 
Esposito-Farese 1992), Brans-Dicke (Misner, Thorne and Wheeler 1973) and vector-
tensor theories (Hellings & Nordtvedt 1987). Will concludes that GR clearly provides 
the most consistent explanation of physical and astrophysical results. 
In his reviews on its experimental and theoretical confrontations, Will (1981, 2005) 
argues that there are four main periods of history in GR (to date):
Genesis (1887-1919): comprising the two great experiments as the foundations of 
(which tests the weak equivalence principle (WEP)) in addition to the two immediate 
Mercury (see also Ni (2016) for a detailed summary of the major works of this period)
.
Hibernation period (1920-1960): theoretical work predominated over experimental 
evaluation
Golden era (1960-1980): systematic attempts to verify GR with new technologies. 
The demonstration of the cosmic microwave background (CMB) (Penzias & Wilson 
1965) and gravitational red-shift of light (Pound & Rebka 1960; Cranshaw, Schiffer 
& Whitehead 1960) were significant physical ratifications of GR in this period 
(Carmeli 1982) 
Modern era (1980 onwards): including a variety of experimental models and the quest
The most recent advances in GR include the increasing amount of evidence of black 
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holes, the study of  neutron stars, and the recent synchronous detection of 
electromagnetic and gravitational radiation (or gravitational waves (GW)) from colliding
blacks holes and neutron stars (Abbott et. al. 2016, 2017). This achievement has received
considerable public attention (Weule 2018). The interest in strong gravity systems has 
currently become the priority area of international research in GR (Hyperspace 
newsletter 2017).
The current GR research literature is rich with a plethora of topics (see the GRG21 
conference proceedings 2016) that include those already mentioned in addition to 
developments such as quantum cosmological models (Bojowald 2011, 2015).  The latter 
area involves a quest to better integrate theories of cosmology with quantum physics. 
There also continues to be development in new perspectives of GR. Andersson & Comer
(2007) have reviewed some new approaches on the application of relativistic fluid 
mechanics on wide ranging scales i.e. from very small to very large fluids, and from very
low to very high gravity. In so doing they explore the "general" nature of GR. The topics
examined, using the approach of Carter (1967), include thermodynamics, point particles, 
single and multiple fluids, Newtonian limits, superfluids and broken symmetries. From 
this expansive range of investigations we can see that GR is stimulating the imagination 
of many scientists globally.
2.3 Mathematical formalisms in GR
The principal mathematical formalisms in GR are vectors, tensors, differential forms, 
tetrads, frames, spinors, and twistors. All of these are discussed in this thesis (except 
twistors). The common applications of these formalisms are Riemannian and Lorentzian 
geometries and the connections and curvatures are discussed in chapter 8.
2.3.1 Vectors
Vectors are at the core of GR. In an historical context, they are a fairly new structure, in 
that the formal definition of vectors had only been established a few decades before 
relativity emerged. While there is evidence of the discussion of vector-like entities in the 
writings of Archimedes (384-322 B.C.), Heron (1st century A.D.) and Stevin (in 1586) 
as well as developments by Newton (in 1687) (see Vectors 2013; Pawlikowski 1994), the
modern concept of a vector was not advanced until the late eighteenth and early part of 
the nineteenth century with the work of Möbius, Gauss, Hamilton, Grassmann, 
Lagrange, Laplace (Vectors 2013). This development was, in part, related to the 
development of complex numbers by Wessel, Argand and Gauss. By the later part of the 
nineteenth century the vector concept (i.e. an entity that possesses a magnitude and 
direction, like an arrow) was being introduced into mechanical studies, again by 
Grassmann, but also Peirce, Clifford, Maxwell, Gibbs and Heaviside (for brief historical 
reviews on the development of vectors, see Vectors 2013; Eves 1964; Pawlikowski 
1994). The theory of vectors was well established by the end of the nineteenth century to
be applied to GR (Aris 1960; Crowe 1967). (At this stage it is worth also noting the work
of Hamilton on quaternions and rotations, which we discuss further in sections on 
spinors.) 
2.3.2 Tensors, covariant formalism (CF) and exact solutions
Tensors constitute the principal mathematical structure in GR. Vectors are a type of 
tensor. Tensors were introduced by Ricci in 1887 to extend the concept of vectors in that 
they have magnitudes in more than one direction (Islam 2006), and further established 
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with a definitive paper about a decade later (Ricci & Levi-Civita 1900). This was a part 
of the area of differential geometry that commenced with Riemann around 1854 (see a 
transcription by Wilkins in Riemann 1998). (For a comprehensive review of this topic - 
see Ni 2016). The work in this area heralded the beginning of the use of indexed 
algebraic expressions (see Fig. 2.2), and, one could argue, of CF (Ni 2016).
Figure 2.2 Index format used by Ricci & Levi-Civita (1900) (an excerpt from the 
text)
Einstein (1905) did not use CF  to present special relativity (SR), but certainly did a 
decade later in the presentation of GR (Einstein 1916). In the the intervening years 
Minkowski, Bateman, Kottler and others were to develop a presentation of equations of 
Maxwell's electrodynamics and of SR in a more general coordinate form with Lorentz 
invariance, which was to lead to the CF that Einstein used in the GR paper (Ni 2016).  In
particular, Einstein (1916) was to include the initial definition of the summation index 
convention (EISC) which is used a standard notation(see chapter 4). CF of tensors has 
been one of the principle mathematical structures in GR ever since, and with it, the EISC
became a standard format in publications. The EISC was often combined with other 
formalisms and mathematical syntaxes. Many authors have used CF in presenting 
arguments of general covariance i.e. that physical laws should be able to be expressed 
independently of coordinates, which it was argued, do not really exist in nature. Hence 
the CF was able to express physical entities that are independent of coordinates, but can 
still be related to them if required. This is discussed in detail in chapter 3-6. From the 
outset of GR, CF was used by Einstein (1916) to provide equations and relations on 
Euler's work on friction fluids, Maxwell's electromagnetic field equations for free space, 
as well as the behaviour of rods and clocks leading to the bending of light about masses, 
and the perihelion of Mercury (Einstein 2007 Ed. Hawking). In these cases, a metric, 
denoted as 'g', was used as a variable, and generally not given any definite value. The 
solution of the Schwarzschild (1916) metric for a spherical mass followed soon after, 
and was the first paper to specify a metric for a particular system. CF was used by 
Eddington in 1924 and later by Kerr in 1963 for a rotating spherical object (Adler, Bazin 
Weyl classifications and the Taub-NUT plane-wave solutions were to be known as the 
most significant of the exact solutions (Stephani et al 2003). 
Stephani et al (2003) briefly reviewed and commented on the exact solutions of the early
periods of GR, where they assert that the relative paucity of papers in this area, at that 
time, was due, in part, to the few numbers of workers in the area as well as its theoretical
nature. Most of GR's applications were thought to be astronomical or cosmological. 
There were many other types of investigations as well, and many of these were thought 
to be only small corrections to the Newtonian models, particularly those involving weak 
gravitational fields and slow velocities. 
There was an acceleration in GR research activity in the 1960s with the measurement of 
CMB and the demonstration of the gravitational redshift (see section 2.2 above for 
references). The effect of these discoveries was to increase research in both physical and 
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theoretical areas (Will 1981, 2005). The more generalised CF, using abstract index 
format, re-emerged in the work of Hawking (1966), Ellis (1973) and MacCallum (1973),
and was combined with that of specified metrics, calculus and algebra (Hawking & Ellis 
1973; Papapetrou 1974). Exploration of exact solutions has also continued to the present 
(for examples, see the abstracts of the recent GRG21 conference proceedings (2016) by 
Aman, Abebe, Bochner and others).
Nevertheless the theoretical and mathematical work in GR has been difficult, as 
expressed in the comments by Kinnersley in 1975 (as cited by Stephani et al 2003 on 
p.2). These comments are echoed by similar remarks in relation to quantum mechanics 
as well (as cited in Coddens 2015). In the latter reference, the author quotes Jean 
Dieudonne (1987) in relation to the formalisms of Cartan in both GR and quantum 
mechanics. Both references allude to the difficulty of relating mathematical formalism 
and physical interpretation, as well the daunting task of learning GR by new researchers 
entering the field. These types of issues may be a cause of the diminution of the use of 
CF in GR in recent decades.
2.3.3 Cartan and differential forms
Élie Cartan (1869-1951) is well known for contributions in mathematical physics, 
differential geometry, differential equations, group theory and quantum mechanics 
(O'Connor & Robertson, 1999). The two areas that are relevant to this thesis are 
differential forms and spinors. Forms are representations of hypersurfaces and 
coordinates (for detailed examples, see Misner, Thorne and Wheeler 1973). Cartan 
formalised the algebra of forms, and in so doing, integrated this theory with tensors. 
Differential forms provide a theoretical basis that can relate physical measurements to 
spacetime as well to general spaces. Forms are used in others formalisms (vectors, 
tensors, tetrads and spinors), and are discussed throughout this thesis, but mainly in the 
early chapters that introduce tensors.
2.3.4 Tetrads
Tetrads are a set of four vectors that are related to each other to form a basis. They can
move in a prescribed manner to make calculations more accessible (moving frames). 
There are three common types of tetrad bases: orthonormal, null, and 
work of Cartan, as well as Hermann Weyl (1885-1955) (Frames fields 2018). The use of 
tetrads in GR and spacetime measurement has increased over the past four decades, 
mainly due to the initial work of Ellis (1973) and MacCallum (1973). Tetrads and  
tensors may be interchanged, and can be regarded as containing equivalent information 
on physical and mathematical entities. The advantage of tetrads is that the summation 
index is less prohibitive when processing the algebra. Tetrads have been applied in many
studies, for example, in the shear-free conjecture (see section 2.7 for a summary). They 
are also discussed further in detail in chapters 13-16.
2.3.5 Spinors
Spinors are two-component vectors of complex numbers and can be related directly to 
tensors and tetrads. They were formally defined by Cartan in 1913 (Cartan 1937), which 
was based on the work of Klein and Hamilton (quaternions) to attempt to formalise the 
rotation of 3-dimensional objects (O'Connor & Robertson 1999). The Dirac spin-
matrices are integrally related to spinors. They are particularly useful in the study of 
radiation, spin systems, null systems, curvature in GR and spin-states in quantum 
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mechanical systems (fermions and bosons) (Penrose & Rindler 1984; Wells 2013a). 
Spinors represent an exciting extension of tensors in that they can fully 
(homomorphically) map to any tensor space, but in addition they can reveal additional 
information eg. spin state. Hence Penrose & Rindler (1984) claim that spinors provide a 
"more fundamental object" than tensors. The algebra of spinors is not easy, as there are 
generally twice the number of indices compared to tensors, in addition to symmetry 
properties that need to be carefully handled. So there is potential for software to make 
the area more accessible. They are discussed in chapters 18-23.
2.4 Einstein field equations
The EFEs (Einstein 1916) are the mathematical basis of general relativity, and in 
addition to the geometry of Riemann curvature and the Bianchi and Jacobi identities 
form the mathematical equation set that will be considered in this thesis. The equations, 
and their relationships to kinematic quantities, are presented for perfect fluids in chapters
6-9. The background of the history and various proofs of the EFEs are comprehensively 
discussed in Misner, Thorne and Wheeler (1973).  Proofs for the vacuum equations are 
given in Reyes (2009), and for the Einstein-Maxwell equations see Briggs (1999).
2.5 Applications of GR
Sopuerta (1996) asserts that the progress in GR has been significantly less than for 
quantum mechanics (QM), even though QM is a younger science. In the past century 
there is a very large amount of research and development in QM, resulting in mega-
industries in electronics, computing, energy, communication, military technology, 
aviation as well as general scientific areas of chemistry, spectroscopy and others (Blinder
2004; Greiner 1989; Hannabuss 1997). Sopuerta's comment indicates that progress in 
GR has been quite a contrast. Several reasons for this have already been discussed: 
the remoteness of the application i.e. most of the applications are in astrophysics 
and/or cosmology which are areas of lower priority for geocentric focus;
the practicality of the Newtonian approximation;
the difficulty of the mathematical theory and physical measurement in GR;
the relative weakness of the gravitational, as compared to the electromagnetic, 
interaction
Newtonian mechanics is widely used with much success in engineering and physics for 
systems with low mass and low relative velocity. In contrast the use of relativistic 
mechanics, such as GR applications, will likely increase in use as human endeavours 
expand further into non-Earth realms, as well as in technological advances that use high-
speed, gravity dependent systems. An example of this is the GPS and its role in 
navigation (Ashby 2002, 2003). GPS has expanded dramatically since its introduction in 
the mid-twentieth century and now is integrated into a wide range of industries including
finance transactions, agriculture, tourism and others. This is discussed in more detail in 
chapter 24, where the role of GR metrics is examined in the application of the GPS 
system.
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2.6 Unresolved conjectures in of GR
The conjectures shown in Table 2.1 are generally considered as solved. However, there 
remains unresolved theoretical problems in GR, including:
rigid-body problem (Ehlers & Rudolph 1977)
silent universes conjecture (see section 2.8)
consistent theoretical framework with quantum mechanics (Budinich 2008)
In this thesis, the primary focus is on GR theory including geometry and curvature, 
kinematics, and dynamics (chapters 7-9), with applications to the shear-free conjecture 
(chapters 10-11, 15-17) , the roles of spinors in curvature, time-like fluids, and with a 
mention of some connections with quantum mechanics (chapter18-23) and the GPS 
system (chapter 24). We proceed next to review the shear-free conjecture. Other 
conjectures and applications are reviewed in the chapters indicated above.
2.7 Shear-free conjecture
The main application/model explored in this thesis is the shear-free conjecture, which 
states:
If relativistic, shear-free perfect fluids which obey a barotropic equation of state (i.e. 
pressure (p) is a function of mass-energy ( ), and is non-zero), are either non-expanding
or non-rotating.
The conjecture was first suggested by Gödel (1949) and again by Treciokas & Ellis 
(1971). It has been established in many special cases, but a general proof or confirmed 
counter-example is still lacking. In support, the conjecture is shown to hold in the sub-
cases:
p=const (dust with a cosmological constant) (Schücking 1957; Senovilla, Sopuerta & 
Szekeres 2008; Sopuerta 1996; Sikhonde & Dunsby 2017; Huf & Carminati 2018)
spatial homogeneity (Gödel 1949; King & Ellis 1973)
dp/d =1/3 (incoherent radiation)  (Treciokas & Ellis 1971)
dp/d =-1/3 or 1/9 (Banerji 1968; Lang 1993; Van den Bergh 1999)
a linear equation of state p=k. , where scalar k  -1/5,-1/6,-1/11,-1/21, 1/15, 1/4 
(Slobodeanu 2013)
a barotropic equation of state where p=k. , for scalar constant c and k (Van den 
Bergh & Slobodeanu 2016)
vorticity and acceleration are parallel (White & Collins 1984; Senovilla, Sopuerta & 
Szekeres 2008; Sikhonde & Dunsby 2017)
vorticity and acceleration are orthogonal (Sikhonde & Dunsby 2017)
there is a vanishing of the magnetic part (H) (Collins 1984) or of the electric part (E) 
(Cyganowski & Carminati 2000; Lang 1993) of the Weyl tensor
the expansion is a function of mass-energy (Lang & Collins 1988)
the expansion is a function of vorticity (Sopuerta 1996)
where the curvature is of Petrov types N (Carminati, 1990) and/or III (Carminati & 
Cyganowski 1996, 1997)
there exists a conformal Killing vector parallel to the fluid flow velocity (Coley 1991)
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div H = 0 (i.e. when the magnetic part of the Weyl tensor is solenoidal), with a 
gamma-law equation of state (Van den Bergh, Carminati & Karimian 2007)
div H = 0 and there does not exist a Killing vector parallel to the vorticity (Carminati 
et. al, 2009)
We note that there are Newtonian perfect fluids with a barotropic equation of state, 
which are rotating, expanding, but non-shearing (Senovilla, Sopuerta & Szekeres 2008). 
Hence, if true, then the conjecture would imply that such behaviour of fluids would be a 
purely relativistic effect.
In this thesis we will show proofs of
the dust sub-case in chapter 10, using CF;
the sub-case where the acceleration is parallel to vorticity in chapter 11, using CF;
the sub-case of  a zero magnetic component of the Weyl tensor in chapter 15, using 
tetrads (Halfacree 2008);
the sub-case for spacetimes whose electric part of the Weyl tensor is solenoidal in 
chapter 16, using tetrads (Van den Bergh et. al. 2012).
A motivation for this area of study is that if the conjecture is valid, then other properties 
of the isotropy of spacetime will follow (Collins, 1984; Ellis, Maartens & MacCallum 
2012).
The proof of this conjecture is an aim in itself. However, in this thesis, a wider objective 
is to explore the use of software to facilitate research in the area of GR overall.
We also note that shear-free fluids are of interest in other contexts: 
Obukhov, Chrobok & Scherfner (2002) which suggests that vorticity and expansion 
may be compatible during inflation;
configurations;
Krisch & Glass (2013) on shear-free composite fluids
Moopanar & Maharaj (2013) on symmetric shear-free fluids
2.8 Silent Universes conjecture
Silent Universes are spacetimes with a dust source with zero magnetic Weyl tensor
(Sussmann 2018)
of information among fundamental observers (zero pressure means no acoustic waves 
and zero magnetic Weyl tensor means absence of gravitational waves). Previous studies 
well as some Bianchi and Locally Rotationally Symmetric spacetimes (Sopuerta 1997; 
Sussmann & Jaime 2017, van Elst et. al. 1997), but (apparently) not in general. 
There are three reasons for mentioning this conjecture: (1) its probing requires and 
involves heavy usage of computer algebra software (CAS) techniques, something which 
could be useful as a future research problem to handle by means of the software 
developed in this thesis; (2) Silent Universes in general are potentially useful to describe 
the large scale dynamics cold dark matter inhomogeneities, as cold dark matter can be 
modelled by a dust source in such scales; (3) the silent hypothesis has a direct Newtonian
interpretation, thus proving that silent models in general are not integrable in GR would 
be a purely relativistic aect, and as such could be a theoretical argument to be 
contemplated when using Newtonian gravity to model cold dark matter dynamics (for 
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2.9 Computational mathematics and GR
The modern computer arose near the middle of the twentieth century (for a review see 
Zimmerman 2017), and so consequently has only been applied to GR in the latter periods
of its history. There are now a large number of tensor software programs and packages 
available (Tensor software 2018). Those that apply to GR are reviewed in chapter 4; 
there are many, and most of these calculate components and other parameters eg. the 
value of the Riemann curvature. There are fewer packages that work in abstract indicial 
algebra for CF, which is the main topic of this thesis. There are even fewer published 
packages for tetrads (see chapter 14, Tetrad Software 2018). Most spinor software 
packages apply to QM (see chapter 17; Spinor Software 2018).
The use of software in working on mathematical conjectures adds an extra layer of 
algebraic rigour when compared to research that is done in text or by hand (Czirbusz 
2011). If the software processes the maths correctly, it can quickly lead to new and 
reliable information. By presenting readable text in a dynamic software environment, 
there are two levels that can verify the veracity of the expressions that are generated: (1) 
by visual inspection and (2) automated processing. Furthermore it can identify errors or 
misconceptions. The interconnectedness of the expressions in the software approach can 
be shown by changing a variable in the input, and seeing the changes after a 
recompilation. 
Generally the use of software systems can result in significant progress. However its use 
should be approached with some caution. Erroneous results can results in a number of 
ways: incorrect input, incorrect programming, improper memory allocations, etc.... (De 
Sterck & Ulrich 2006). The formatting output options of software can sometimes be 
restrictive.
With this cautionary note we proceed on our journey into GR and indexed algebra and 
software.
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Chapter 3 Tensors in general relativity
This chapter reviews tensor algebra, operations and calculus, in particular in relation to 
GR and CF. The use of TensorPack is demonstrated as an integral part in this discussion 
by producing output of the expressions in a traditional format of the literature, as well as 
processing some components and basic algebra.
3.1 The concept and definition of a tensor
Tensors were developed by Ricci and Levi-Civita in the late nineteenth century as an 
extension of vectors (Islam, 2006) (see also section 2.3.2 of this thesis). There are 
several ways of defining a tensor. The concept (of a tensor) is that of an entity whose 
components are related to a coordinate system i.e. if the coordinate system is changed, 
then the tensor components also adjust in a predictable way. 
To proceed we need to first specify the structures that are related to tensors: manifold,
coordinates, allowable coordinate system, coordinate transformation and hypersurfaces. 
In this section we will use the approach of D'Inverno (1992) and Zwillinger (2003).
A manifold M of n-dimensions is a set of points with the totality of allowable coordinate
systems on M, which is class , k>=1 (i.e. all functions are all k-times continuously 
differentiable). An allowable coordinate system (f, U) on M is a 1:1 mapping f: U-> M, 
when U is an open subset of . The n-tuple (x1, x2, ..... xn) is an element of U and 
gives the coordinates of the corresponding point f((x1, x2, ..... xn). If (g,V) is second 
coordinate system on M, the 1:1 correspondence ( o f): U->V is called a coordinate 
transformation on M.
For a given coordinate system (x1 , ... , xn), xi=constant denes a coordinate 
hypersurface (one-form), while the coordinate curves are the intersection of any (n-1) 
coordinate hypersurfaces (In spacetime, we have n=4.)
Specifically then, for a tensor 
There is a corresponding change of coordinates from 
In this case the tensor base is X, and a...n are indices for coordinate curves and r...z are 
indices for hypersurfaces. If there are p elements in the array a...n and q elements in r...z 
then the tensor X is of type (p,q) OR contravariant rank p and covariant rank q.
 
A specific example of a coordinate change is discussed in section 3.12.
A significant percentage of this thesis will involve the algebra of tensors. The base of the
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Table 3.1 classification of tensors – examples 
 
tensor 
 
rank or 
order 
 
contra - 
variant 
rank 
 
co-
variant 
rank 
 
type or 
valence 
 
descriptor 
 
example(s) 
in GR 
 
comment 
 
X 0 0 0 (0,0) scalar Θ 
 
expansion scalar 
 
a scalar is a tensor 
of rank 0 
 
Xa 
1 1 0 (1,0) 
contravariant 
tensor rank 1 
OR  
contravariant 
vector 
ua 
 
velocity vector 
 
A vector is a 
tensor of rank 1 
 
Xa 
1 0 1 (0,1) 
covariant 
tensor rank 1 
OR  
covariant 
vector OR  
one-form 
ua 
 
velocity one-form 
 
 
A vector / one-
form is a tensor of 
rank 1 
 
Xab 2 2 0 (2,0) 
a contravariant 
tensor rank 2 
Pab  
  
projection tensor 
 
Xab 2 0 2 (0,2) 
a covariant 
tensor rank 2 
ωab 
 
vorticity tensor 
 
Xabc 3 2 1 (2,1) 
a mixed tensor, 
contravariant 
rank 2, 
covariant rank 
1 
ωab;c 
covariant 
derivative of the 
vorticity tensor 
 
 
Xabc
d 
4 1 3 (1,3) 
a mixed tensor, 
contravariant 
rank 1, 
covariant rank 
3 
 
η abcd 
eta tensor 
(volume element) 
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(3.2)
> 
> 
> 
(3.4)
(3.3)
format represents the entity represented by the tensor eg. velocity, acceleration, etc.... 
The index represents the coordinate; in this case it will have the same number of values 
as the dimension under consideration; unless otherwise stated (and usually only for 
demonstration purposes) the dimension will be assumed to be equal to 4 i.e. that of 
spacetime.
3.2 Classifications of tensors
Tensors are classified by the number and type of indices used. The rank or order of a 
tensor is the total number of indices. As in the previous section contravariant indices 
are upper, while covariant are lower. The type or valence of a tensor is the pair (p,q) 
where p is the number of contravariant indices and q is the number of covariant indices.
To demonstrate the classification of tensors, with examples, see Table 3.1.
3.3 Type of indices
In any tensor term in CF, indices that only occur once are called live indices; indices that
occur twice are called dummy indices. For example,
has only one index, which is live.
has one live index b, and a dummy index a.
has two live indices, a and c, and a dummy index b.
3.4 Einstein index summation convention (EISC)
A tensor index represents the dimension element of the component of the tensor. 
There are three rules of the EISC:
1. Any live index has the range of the number of dimensions;
2. Any dummy index represents the sum of the components over the range of index 
values; the dummy indices must be of the opposite type;
3. No index can occur more than twice.
To demonstrate, in 2 dimensions:
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
31
(3.12)
(3.9)
(3.13)
> 
(3.7)
(3.8)
(3.10)
> 
> 
> 
(3.14)
> 
> 
(3.5)
> 
> 
(3.11)
> 
(3.6)
> 
the following vector has 2 separate components:
where, in contrast, the following tensor is summed over the dummy indices:
3.5 Basic linear algebra of tensors
Tensors of the same rank and with the same indices can be combined in linear equations:
A linear combination of the previous 2 expressions is:
and the components are
Tensors of the same rank, but with different live indices, cannot be added or subtracted, 
but can be multiplied i.e. for addition
is not allowed, whereas for multiplication (or outer product) of tensors, we can say that
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(3.19)
(3.18)
(3.20)
> 
> 
(3.17)
> 
> 
> 
> 
> 
(3.14)
(3.5)
(3.15)
(3.16)
is allowed, and in this case, can define a rank 2 tensor
3.6 Introducing the metric tensor
The metric tensor  deserves particular mention here, as it is arguably the most 
important tensor in any tensorial system, and in particular in GR. It is a symmetric (see 
section 3.10), rank 2 tensor, type (0,2):
The determinant of the metric tensor is non-zero i.e. det( )<>0, and so we can define 
the inverse of the metric such that
where is the kronecker delta tensor which equals 1 if a=b, and 0 if a<>b.
Metric tensors with mixed indices are
The properties of the metric tensor are discussed in detail in section 7.3. 
3.7 Raising & lowering indices
For a tensor equation, live indices may be raised or lowered eg. lowering index a in 
(3.11) above
In principle, if the metric is known, then we can obtain the above result by absorbing the 
metric. This is discussed in more detail in section 7.3.
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(3.22)
> 
> 
(3.24)
(3.27)
> 
> 
(3.14)
(3.5)
(3.25)
> 
(3.21)
> 
(3.23)
> 
> 
(3.26)
3.8 Contraction
Contraction of indices may be executed on a term or equation:
3.9 Covariant differentiation
The differential calculus of tensors is characterised by the fact that a partial derivative of 
a tensor is itself not a tensor (D'Inverno, 1992). Instead, the covariant differentiative is a 
tensor.  (Note that the differential calculus does not occur on a tensor in isolation, but 
rather as a part of a tensor field on a manifold.)
The covariant derivative for a contravariant vector is notated as: 
and is defined as
where  are the Christoffel symbols (see equation (3.24) below) that are symmetric 
on the last two indices i.e. =
The covariant derivative for a covariant vector is notated as: 
and is defined as
Here the term  is the partial derivative of vector  with respect to b (actually the 
coordinate axis ).
The Christoffel symbols are defined in terms of the metric tensor:
Using these definitions, multiple covariant derivatives are possible:
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
34
> 
(3.33)
(3.28)
(3.31)
(3.30)
> 
> 
(3.32)
(3.29)
(3.34)
> 
(3.14)
(3.5)
> 
> 
> 
> 
3.10 Symmetry functions
Symmetry and/or antisymmetry are important properties of some tensors. If a tensor is 
symmetric about two indices, then we have (in this case for a rank 2 tensor):
Alternatively, if a tensor is antisymmetric about two indices, then we have (eg. again a 
rank 2 tensor):
The symmetric part (indicated by parentheses `( )`) of a tensor is 
The antisymmetric (indicated by square `[ ]` brackets) part of a tensor is 
In general, for a rank n tensor, the antisymmetric component is = (1/n!) x (alternating 
sum over all permutations of n indices).
Some examples are as follows, where the symmetrisation is carried out on the first 3 
indices in these cases:
3.11 Components of tensors
In this section we shall look at some simple examples of components of tensors, (once 
again in 2 dimensions).
Showing the generic components:
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> 
(3.40)
> 
> 
> 
(3.37)
> 
(3.38)
(3.43)
> 
> 
(3.42)
> 
(3.14)
> 
(3.5)
> 
> 
(3.39)
(3.35)
> 
(3.41)
(3.36)
TPset is a TensorPack command to set the component display mode:
We can assign values to the components of tensors  and , and then calculate the 
sum C . For integers m and n we set the values for :
The coordinates are:
Setting the values for 
we define the formula for 
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> 
> 
(3.46)
(3.45)
(3.14)
> 
(3.5)
> 
(3.47)
> 
> 
(3.44)
(3.35)
> 
The process is similar for tensors of higher rank, eg.:
and for more complicated expressions, components can be set in the same way, this time 
in:
Examples that show components of covariant derivatives are discussed in chapter 5.
3.12 Transformation of coordinates and effect on components - a simple
example using Maple software
In this section we demonstrate the effect of a change of coordinates on the components 
of a vector. We use an example given in D'Inverno (1992) (exercise 5.6). In this case we 
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(3.14)
(3.48)
> 
(3.5)
> 
(3.49)
> 
(3.35)
> 
> 
demonstrate the effect on the vector (rank 1 tensor) components of a change from 
Cartesian to polar coordinates.
In particular we will demonstrate equation (3.1) in a different format, in this case for a 
vector (rank 1 tensor) X:
where  
The Jacobian matrix that maps the transformation of components for 2 dimensions is
In our example below, we consider a circle of radius 3, centered at the origin, with a 
tangent vector at a point that subtends an angle  to the origin. Changing coordinates 
from Cartesian coordinates (x,y) to polar coordinates (r, ) we have the coordinates of the
tangent vector (as in a velocity vector) as shown in figure 3.1.
Figure 3.1 The vector under consideration (shown in Cartesian coordinates) that is 
used to demonstrate a change to polar coordinates.
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> 
(3.57)
> 
> 
> 
(3.51)
(3.56)
> 
(3.52)
> 
> 
(3.53)
(3.54)
> 
(3.14)
(3.5)
(3.55)
> 
> 
(3.35)
(3.50)
The coordinate relationship from polar (r, ) to Cartesian (x,y) is:
The inverse transformation is
Therefore the Jacobian matrix in this case is (written using polar coordinates):
The tangent vector in terms in the Cartesian frame, expressed using the polar coordinates
is
and as a vector:
In this case we have demonstrated that the tangent vector 
i.e. if the Cartesian basis is:
and the polar coordinate basis is
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(3.14)
(3.57)
(3.5)
> 
> 
(3.59)
(3.58)
> 
> 
(3.35)
> 
then the tangent vector in Cartesian coordinates is:
while in polar coordinates is:
This is a simple example of the fundamental property of vectors.
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
40
Chapter 4 Review of algebraic tensor software in 
general relativity
4.1 Introduction
As discussed in chapter 2, the vast majority of published software packages are written 
for tensors. This chapter looks in more detail at published tensor software, with a focus 
on algebraic computing in general relativity (GR).
4.2 Summary of common GR software packages
Since the 1970s there has been a steady increase in the use of algebraic computing for 
manipulating tensor equations, expressions and components. A summary table of some 
of the more common packages is shown in Table 4.1. For a detailed reviews see Tensor 
software (2018), xAct:links (2014) and MacCallum (2002, 2018). At the time of writing 
there were many packages in these online lists, indicating the potential benefit of 
software in tensors, as well as for mathematics in general. In the following sections of 
this chapter the more commonly used and published packages are discussed.
In general most of these systems compute components and tensors related to GR; fewer 
packages provide the facility to develop fluent algebraic expressions and arguments. 
Some of the earlier systems that could attempt some of this include SHEEP and its 
descendant SHEEP2 which is associated with REDUCE (MacCallum & Skea 1994; 
Hearn et al 2009; MacCallum 2011) as well as the MAPLE library module 'tensor 
package' (McLenaghan 1994).
Most of the tensor packages are associated with the popular mathematical computing 
environments: MAPLE, MATHEMATICA, and MATLAB. Some of the packages are 
presented as inbuilt libraries for tensor manipulation (see Table 4.1).
MATHEMATICA presents several packages, mostly with computational functions. 
GRtensor (available in both MAPLE and MATHEMATICA) has extensive capabilities, 
and is mainly focused on coordinate based calculations. In general these are used to 
calculate components rather than process algebraic tensor expressions. xAct (Martín-
García 2002) is a popular software program amongst some researchers; it includes 
xTensor which features algebraic manipulation of abstract indices.
MAPLE includes a large number of functions in the DifferentialGeometry and Physics 
packages, while the Tensor package is less useful due to its table formatting property 
(this prevents  compatibility with procedural packages such as with the (Portugal) 
Riemann or Canon packages).  
Standalone systems, such as CADABRA, offer a wide range of functionality, but do not 
link directly with the common programming environments.
In this thesis the focus is on the MAPLE programming environment, aiming to make the 
most of the algebraic functionality of this system. In this context we look a little more 
closely at two existing packages: the Riemann package (Portugal 1997) and the Physics 
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Table 4.1 Summary of some common software packages in GR 
 
Package Year Author/ 
publisher 
Operating 
system 
platform(s) 
Compatibility 
with OR 
requires: 
General Features 
  
Links / reference 
  
Cadabra 2001 Peeters, K. Linux, MacOS 
(not available 
on Windows) 
Standalone - is a computer algebra system (CAS) designed 
specifically for the solution of problems encountered 
in field theory. More computational than algebraic. 
Peeters (2001) 
Redberry  ca. 2013 Bolotin & 
Poslavsky 
requires Java & 
Groovy 
Standalone -is similar in style to Cadabra, but provides alternative 
computations 
Bolotin, & 
Poslavsky (2013a,b) 
Tela unknown unknown Linux Standalone -is based on matrices. Janhunen (1994)  
Maxima 2008 Toth Linux, MacOS 
Windows 
  - works with some algebraic terms, mainly results in 
component output 
Toth (2005)  
Tensor unknown unknown 
 
MATHEMATICA -works mainly on components Wolfram (2018) 
Ricci 1992 Lee   MATHEMATICA 
(2.x) 
- is script based, but outputs algebraic expressions Lee (1992, 2016) 
TTC 1998 Balfagón & 
Jaén 
unknown MATHEMATICA - symbolic calculus of tensors Balfagón & Jaén, 
(1998); Balfagón, 
Castellví & Jaén, (2014)  
EDC unknown Bonanas unknown MATHEMATICA - combines symbolic algebra with processing of 
components; Exterior Differential Calculus 
Bonanos (2002) 
Tensorial unknown Cabrera unknown MATHEMATICA - a general tensor package Cabrera (2000) 
xAct 2002 José M. 
Martín-
García 
Windows, and 
probably others 
MATHEMATICA - a popular suite of packages that perform a variety of 
algebraic and computational processes for tensors and 
spinors 
Martín-García (2002); 
Gómez-Lobo & Martín-
García (2012) 
GREAT unknown unknown unknown MATHEMATICA - calculates Christoffel connections  Hubusch (2003) 
Atlas 2 unknown unknown unknown MATHEMATICA
/ MAPLE 
- differential geometry (no current reference) 
GRTensor unknown Musgrave, 
Pollney & 
Lake 
unknown MATHEMATICA
/ MAPLE 
- a powerful computational package Musgrave, Pollney & 
Lake (1992) 
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MathGR 2014 Wang unknown MATHEMATICA - is both algebraic & computational Wang (2013) 
Differential 
Geometry 
unknown unknown unknown MAPLE - a large package that applies to geometrical aspects 
of tensors 
Anderson (1991) 
Riemann 1997 Portugal Windows MAPLE - a package that combines some algebraic and 
computational functions 
Portugal & Sautú 
(1997); Portugal (2008a) 
Canon/Invar 2008 Martin-
Garcia, 
Yillanes & 
Portugal 
Windows MAPLE - a companion program to the Riemann package, 
involving differential invariants 
Martín-García, Portugal 
& Manssur (2007); R. 
Portugal (2008b) 
Riegeom 2000 Portugal Windows MAPLE - processes index based calculations on algebraic 
terms 
Portugal (2000) 
Tensor 
Toolbox 
2006 Kolda & 
Bader 
unknown MATLAB - includes mainly computational processing Kolda & Bader (2012) 
MPCA 
UMPCA 
2009 
2012 
Haiping Li unknown MATLAB MCPA=Multilinear Principal Component Analysis Lu (2017) 
Physics circa 
2012 
unknown 
  
unknown MAPLE -a wide-ranging tensor program, and includes many 
algebraic functions; mainly applies to vectors & 
components; does not follow traditional covariant 
format of some tensors and covariant differentiation 
Physics(MAPLE) (2018) 
  
SHEEP circa 
1960s-
1990s 
d'Inverno, 
Cohen, Frick 
& Åman 
DEC-20 standalone -calculates components of tensors for use in general 
relativity and general and fluid mechanics. It is 
associated with STENSOR for algebraic 
manipulation. 
MacCallum & Skea 
(1994) 
SHEEP2 circa 
1994 
MacCallum et 
al. 
Windows 10, 
Linux etc 
associated with 
REDUCE 
standalone -
associated with 
REDUCE 
SHEEP2 is a descendant of SHEEP REDUCE is available at 
Hearn et. al. (2009); 
Sheep2 is available at 
MacCallum (2011) 
tensor 
package 
1994 McLenaghan Unknown MAPLE contains a wide variety of functions for application in 
GR (including moving frame and spinor calculations) 
tensor package (1994) 
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> 
> 
> 
> 
package (an inbuilt MAPLE package)(Physics(MAPLE) 2012).
4.3 Riemann (Portugal) package
The Riemann package was written by Renato Portugal (Portugal 1997, 2008a), and 
presents an extensive library of (mainly) component based functions for GR. The 
package also calculates the values of GR tensors upon given metric.
(NOTE: The Riemann (Portugal) package should not be confused with the package of 
the same name in the MAPLE library.)
In particular, in the context of this thesis, this package presents the CF that is mainly 
consistent with literature, eg. contravariant and covariant indices are presented in the 
usual way.
However the  covariant derivative format is somewhat unusual, when compared to the 
traditional literature. In the Riemann package the function for a :
Furthermore there are no functions for algebraic substitution of tensors, for expressions 
with live or dummy indices.
Nevertheless, at the time of commencement of this thesis, the Riemann package 
provided the most suitable CF output, and the proposed package created in the current 
thesis (TensorPack) uses the Riemann package for this feature. In addition there are 
several sections where components and metrics are expressed, using functions from this 
package.
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(4.3)
> 
(4.2)
(4.1)
> 
> 
4.4 The physics package in MAPLE
The Physics package in MAPLE (Physics(MAPLE) 2012) has recently provided many 
new functions for the algebraic and component based functionality.
Defined as tensors
There are many useful functions in this package, including component calculations, 
algebraic substitutions and differentiation routines.
However there are several features that do not match with the traditional CF literature, 
including
the tensor output format;
the covariant derivative output.
Future developments may well use some of the functionality of this package.
In the next chapter we introduce a new algebraic package for tensors 'TensorPack' in 
MAPLE, which extends the functionality of the Riemann (Portugal) package.
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(5.1)
> 
> 
Chapter 5 Description of TensorPack
5.1 Introduction
In the previous chapter the main software packages in GR were reviewed. It appears that 
there could be a use for a package that presents tensor expressions in a format that was 
consistent with the traditional CF literature. Such an approach may enhance the 
understanding and development of tensor algebra and its applications. 
In this chapter we introduce a new package: TensorPack. It is a MAPLE package which 
provides an environment that allows the manipulation of tensor expressions, thereby 
giving rise to new tensorial conditions in CF. The software can be used to elucidate and 
facilitate the understanding of tensorial expressions, equations, and proofs of theorems. 
This chapter summarises the application of the software, and assumes some basic 
knowledge of MAPLE.
The aim of TensorPack is
to present tensors in a format that can support a general tensorial structure, including 
the 1+3 CF (standard in the traditional CF literature of the field);
to provide functions for algebraic operations on tensors;
to provide functions for substitutions of tensor expressions to give new tensor 
expressions;
to map algebraic expressions to tensor components;
to interface with other MAPLE packages;
to provide a document that can be used with text for descriptive purposes.
5.2 Loading TensorPack
The TensorPack package is available at 
http://www.bach2roq.com/science/maths/GR/TensorPack.html 
with loading instructions (see also Appendix 1). The package may be loaded as a library 
or in the directory containing the worksheets to be run. TensorPack uses some of the 
procedures of Riemann and Canon packages, both written by Renato Portugal and co-
authors, which are available at the same site (above) or at Portugal (2008a, 2008b).
The current set of functions available in TensorPack are shown (using the 'with' 
command):
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> 
(5.6)
(5.4)
(5.5)
> 
> 
> 
> 
> 
(5.2)
(5.3)
Since TensorPack also uses the Riemann and Canon packages, a typical starting line is:
The functions from the Riemann and Canon packages are also available to the user. The 
Riemann functions that are used in TensorPack in this thesis are described in section 
5.13.
5.3 The programming format of TensorPack
The essence of the package is that tensor expressions are stored as strings using an 
indexed structure, and processed with the 'T' command for visual and computational 
output using functions in the Riemann (Portugal & Sautú 1997) package. The following 
expressions are examples:
Mixed tensors use the combination of positive and negative indices as required:
Covariant derivatives use a unique syntax involving the uppercase index, which is 
programmed to display a semi-colon in the output. For example, the following term 
represents the covariant derivative of  with respect to index b (the coordinate ):
Multiple derivatives are formatted in a similar way, where each uppercase letter in the 
index input results in a semicolon (`;`) as a prefix for the corresponding lowercase index 
in the output, indicating each differentiation. For example the following term represents 
the derivative of  with respect to b and c (coordinates  and  in that order):
5.4 Basic linear algebra of tensors
The basic linear algebra of tensors, including addition, subtraction and scalar 
multiplication of tensor expressions, can be applied to the string representations. 
Furthermore it can apply to the variables that are assigned to tensor string in memory. 
For example, the sum of the expressions expr1 and expr2 below is calculated in this way:
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> 
(5.7)
> 
(5.12)
(5.8)
> 
> 
> 
(5.13)
> 
(5.11)
> 
(5.9)
(5.10)
5.5 Raising & lowering indices
Changing the type of indices simply involves the MAPLE substitution function (subs). 
The sign of the index to be raised or lowered is reversed, for example, for the expression 
in section 4 above:
5.6 Contraction
Contraction of tensor expressions involves the replacement of an index with another that 
is in the expression. For example, contraction of b with a in the following expression:
results in (using the contract command):
Contraction of tensor expressions in TensorPack is equivalent to the MAPLE 
substitution function ('subs'):
This can be combined with the TEDS (see next section) to produce lower rank tensors or
scalars.
5.7 Substitution of a tensor equation into a tensor expression
5.7.1  Direct substitution (TEDS)
A tensor expression can be directly substituted as a string into that representing another 
tensor, using the TEDS (Tensor Expression Direct Substitution) function. In this case the
expression to be substituted have identical indices as that of the term to be substituted. 
For example, the following operation will work for 
5.7.2  Live index substitution (TELS)
TELS (Tensor Expression Live Substitution) can substitute expressions with different 
dummy indices. For example, the TELS operation will work for 
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(5.7)
> 
> 
> 
(5.16)
(5.17)
> 
(5.13)
> 
> 
(5.15)
(5.14)
We note that, regarding substitutions:
1. Only one term can be replaced at a time with the 'TEDS' command; TELS may 
substitute one or more terms, depending on the expression to be substituted; The 
commands 'MTEDS' and 'MTELS' are used for multiple substitutions of the TEDS and 
TELS functions, respectively.
2. The TEDS function does not account for variations in dummy indices i.e. the 
replacement must contain the actual indices for the substitution to occur.
3. The TELS function applies to many shorter expressions, but does not sometimes 
correctly function for long, complex, multi-term expressions. This function has much 
potential to offer development of and it is planned to enhance this in future versions of 
TensorPack. More details of this function is presented in section 5.14.
4. In many cases the MAPLE 'subs' command can be used to achieve the same outcome 
as TEDS. However, in some cases, the use of the 'subs' command may change variables 
in expressions that are not appropriately changed. In general we have found that the best 
approach is to use the 'subs' command for index changes, and TEDS (or TELS) for 
tensor expression substitutions.
5.8 Covariant differentiation
The covariant derivative of a tensor is expressed as:
We note that the output format of the expression requires a setup command `
`:
5.9 Time propagation
Time propagation is of significance in general relativity. The time propagation of a 
tensor A[a,b] is expressed in TensorPack as dotA[a,b]. It is obtained by the command 
a geodesic eld and uid system is in a comoving frame.)
The following shows examples of a dotT function, initially for a vector:
For an expression (using the Leibniz rule) in the following equation:
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(5.7)
(5.19)
(5.23)
(5.22)
> 
(5.21)
(5.20)
> 
(5.13)
(5.18)
> 
> 
> 
> 
> 
we have
where we can substitute known identities for the dot expressions, or , if they are not 
available, the Ricci identities can readily be applied according to (for example, a vector):
In this case, if there are not already known conditions for a time propagation, the 
following expression, provided by Ehlers (1993) is useful. This approach was used by 
Sopuerta (1996) - see section 8.2 for a worked example of this proof. 
We will refer to this equation (5.21) as EhlersRID.
As we will see in the later section, we can find the time propagation of 
5.10 Symmetry functions
Symmetric and antisymmetric tensors can be fully expressed, for tensors with 4 indices 
or less. For example:
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(5.7)
(5.24)
(5.25)
(5.26)
> 
> 
(5.27)
> 
> 
> 
(5.13)
(5.18)
> 
> 
and
5.11 Absorbing the metric and kronecker delta
Tensor terms containing the metric or kronecker delta can usually be simplified using the
Absorbg and Absorbd functions, respectively:
5.12 General functions & interfaces
It is possible to interface TensorPack with general functions in many ways:
a. The output of a list of expressions. eg. outputting a sublist of equations, uses the 
'PrintSubArray' command:
b. The general maple file and interface functions can be applied, including save, read, 
printing, copying & pasting code etc...
5.13 Displaying components - using Riemann package functions
The components of the new term can be shown, if required, using the Riemann package, 
which is loaded automatically in TensorPack.
Tensor pack is an algebraic string-based system (i.e. it represents tensor expressions with
strings, but does not automatically define a set of tensor components in memory.) 
Instead, the use of the (TensorPack) 'TPset' function prepares the tensor expression for 
working with the component values of the tensor, by using the functions in the Riemann 
(Portugal) package. A summary of the more commonly used functions is given below 
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(5.7)
> 
> 
> 
(5.28)
(5.32)
> 
> 
> 
> 
(5.13)
(5.18)
> 
(5.30)
(5.29)
> 
(5.31)
(5.33)
(for a complete list refer to Portugal & Sautú 1997).
In this example, we work in a 2-dimensional (x-y) plane, which requires us to set
The coordinates are:
We define vectors  and and prepare them for components using TPset:
and set the component values using the MAPLE 'acomp' function:
The process is similar for tensors of higher rank.
Showing components of covariant derivatives is demonstrated as follows:
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(5.7)
> 
> 
> 
(5.13)
(5.18)
> 
> 
> 
> 
The coordinates are:
We reset the tensors shown in the previous section for demonstration:
The Riemann and TensorPack outputs are equivalent. (Note that the Riemann (Portugal) 
package assumes the derivative is covariant - a possible limitation of the package)
The TensorPack procedure TPset prepares the same output:
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(5.7)
> 
(5.13)
(5.18)
> 
> 
> 
Double covariant derivatives can be displayed in the same way
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(5.7)
> 
(5.13)
(5.18)
> 
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(5.7)
> 
(5.13)
(5.18)
> 
5.14 Details of the development of the TELS and MTELS functions
5.14.1 Description of the TELS algorithm
In this final section we discuss the design of the Tensor Expression Live Substitution 
(TELS) function (which was introduced in section 5.7 with an example at equation 
(5.14)). The purpose of this procedure is to substitute tensor expressions for others that 
have different indices, but the same index relationships. (This is in contrast to the TEDS 
substitution which only substitutes tensor expressions with precisely the same symbols 
for bases and indices.)
The Multiple Tensor Expression Live Substitution (MTELS) system is an extension of
the TELS system to multiple live substitutions, as the name suggests. The TELS system 
is the basic operational algorithm in this case.
The TELS algorithm is considerably more complex than the TEDS algorithm, as it must 
take into account the many combinations of indices that can occur. However the 
complexity of the algorithm is further compounded by the behaviour of MAPLE, where 
terms in a product expression are not necessarily processed in order of the typed input 
and are often presented in a random order. This latter point necessitated a conversion of 
the tensor string structure to an intermediate structure which is constructed in a format 
that maintains a consistent order of the tensor terms. For this purpose the MAPLE "list" 
format was used.
The prototype TELS algorithm for substituting EQN2 into EQN1 follows the following 
steps:
1. GET BASES OF EQN1, EQN2
2. CHECK IF THE BASES IN EQ1 ARE IN EQ2
3. CHECK IF EACH TERM IN EQ2 HAS AN EQUIVALENT TERM IN EQ1
4. IF THERE IS MORE THAN ONE OPTION FOR THE COMBINATIONS IN 3 
ABOVE, CHECK THE ALIGNMENT OF DUMMY INDICES
5. IF THERE ARE MATCHING TERMS, CONVERT THE TERMS TO A LIST AND 
ORDER AS 1. INCREASING RANK OF TENSOR - SAME RANKED TENSORS 
ARE IN ALPHA ORDER OF BASES 2. SAME RANKED TENSORS WITH THE 
SAME BASE ARE RANKED BY THE DUMMY INDICES WHERE TERMS WITH A
DUMMY INDEX WITH A MATCH IN A HIGHER RANKED TERM IS RANKED 
HIGHER.
6. TERMS ARE ALIGNED TO MATCH THE INDICES, AND ARE SUBSTITUTED 
ACCORDING TO THIS ALIGNMENT
7. THE NEWLY CREATED TERM (NEWEQN2) (WITH UPDATED INDICES) IS 
SUBSTITUTED FOR THE TERM IN EQN1.
5.14.2 Examples using TELS function
The following examples present the output of the TELS function.
5.14.2.1 Substitution in single terms and scalars
Here we substitute a term with different indices, but the same index relationship to that 
being replaced, in this case an expression for the expansion scalar:
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(5.7)
> 
(5.43)
(5.36)
(5.40)
> 
> 
(5.42)
> 
> 
> 
(5.37)
> 
> 
> 
(5.41)
(5.13)
(5.18)
> 
> 
> 
(5.34)
(5.38)
(5.35)
(5.39)
The dummy indices may be in opposite type alignment to each other (i.e. as long as one 
dummy index is upper and the other is lower, then the live substitution should work):
Examples 1.1
Example 1.2
Example 1.3
Examples 1.4
(Here X, Y, Z, C, A, D are arbitrary scalars for demonstration purposes only.)
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(5.7)
> 
(5.43)
(5.48)
> 
(5.47)
> 
> 
(5.44)
> 
> 
(5.13)
(5.18)
> 
> 
(5.34)
(5.45)
> 
(5.49)
> 
(5.46)
> 
Z
The last term in (5.44) is the same as the previous line, as the substitution is not valid; in 
contrast the substitutions in (5.41) to (5.43) are valid.
5.14.2.2 Substitutions of terms in more complex terms/equations
In the following example we show the equivalence of two kinematic identities in (5.45)
and (5.46).
Example 2.1
We first read the stored identities (which are proven in later chapters):
which are
0
as expected i.e. we have shown the equivalence of (5.45) and (5.46).
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(5.7)
(5.58)
(5.51)
> 
(5.43)
(5.53)
(5.52)
> 
(5.55)
> 
> 
> 
> 
(5.57)
(5.54)
> 
(5.59)
> 
(5.13)
(5.18)
> 
> 
(5.56)
> 
(5.34)
> 
> 
(5.50)
> 
5.14.2.3 Alignment of dummy indices
Example 3.1 In the following example, 'test' shows that the alignment is matched and the
substitution made in 'test' below, but not (appropriately), in 'test2'. Let the initial 
expression be
We want to substitute (noting the index relationships)
which results in
which is a correct substitution. In contrast, where the index relationships do not match,
there is (appropriately) no substitution.
Example 3.2 In the following, the indices align
However in the following the indices do not align:
and the substitution (correctly) does not occur.
In this latter case a TEDS substitution could be used:
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(5.7)
(5.67)
> 
(5.43)
> 
(5.66)
(5.63)
> 
> 
> 
(5.61)
> 
> 
> 
(5.13)
(5.18)
(5.62)
> 
> 
> 
(5.34)
(5.64)
(5.65)
> 
(5.60)
5.14.2.4 Large equations
The following lines show examples of the substitutions (TEDS, TELS & MTELS) 
applied to very large terms. The output number indicates the number of terms in the 
resulting expression, which generally reduces as the substitutions are applied. (To see the
terms in the worksheet version, replace the ":" with ";" at the end of the input line.)
Example 4.1
56
56
We can check the veracity of (5.60) by using the definition of the Riemann tensor. Here 
are the initial steps that demonstrate some substitutions (for the complete proof see 
chapter 7):
56
56
40
29
23
So in many cases the TELS and MTELS functions work effectively. However this is not 
always the case. A limitation of the TELS system is that there are forms of the 
expressions of tensors that do not reduce, due to the complexity of the overall term. We 
will see examples of this in some of the large expressions encountered in the following 
chapters. For now we proceed to applying this software to CF expressions and proofs.
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(6.2)
(6.1)
> 
> 
(6.4)
(6.3)
> 
> 
> 
Chapter 6 Geometric quantities in general relativity
6.1 Introduction
If, as Wheeler said "Mass tells space  how  to curve, and space tells mass how to move" 
(Misner, Thorne & Wheeler 1973), then we can begin by examining the measurements 
of the geometry in the investigation on the measurement in spacetime. In this chapter we 
use TensorPack in the description of the algebra of the principal geometric quantities in 
general relativity.
6.2 Riemann tensor
A central concept to relativity is the concept of the curvature of spacetime. One of the 
most efficient definitions of the the measurement of the curvature is the Riemann tensor 
which can be effectively defined in relation to the covariant derivatives of a vector 
An equivalent, alternative definition of the Riemann tensor (with a raised index), in 
terms of Christoffel symbols is (Kay 1988):
where are Christoffel symbols  of the second kind which are, in turn, defined as
where  are Christoffel symbols of the first kind, and are defined in terms of partial 
derivatives of the metric tensor:
NOTE: It is important to note that, in this thesis,  the `,k` (comma) represents the partial 
derivative, in contrast to the `;k` (semi-colon) as representing the covariant derivative. 
Christoffel symbols can be thought of as the component of the jth derivative of the ith 
component of a vector in the kth direction. They are related, but not identical, to the 
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(6.5)
(6.12)
> 
> 
(6.7)
(6.9)
> 
> 
> 
> 
> 
(6.11)
(6.10)
> 
(6.8)
(6.6)
Ricci rotation coefficients discussed in relation to tetrads in chapter 13.
We will use the general definition of the curvature tensor as given in (6.1).
6.3 Symmetries of the Riemann tensor
Various symmetries of the Riemann tensor can be derived directly (by index 
rearrangement) from the the definition given in (6.1) (Kay 1988):
in addition to (the first Bianchi identity):
6.4 Ricci tensor and Ricci scalar
The Ricci tensor results from the contraction of the first and third indices of the 
Riemann tensor.
The Ricci tensor is symmetric.
The Ricci scalar results from the contraction of the indices of the Ricci tensor.
6.5 Decomposition of the Riemann tensor
The Riemann tensor can be decomposed into the following components (Stephani et al 
2003)
where
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> 
> 
(6.14)
(6.13)
> 
(6.15)
> 
(6.18)
(6.17)
> 
> 
(6.16)
with
and 
where
Combining these terms, we can express the Riemann tensor in terms of the Weyl tensor 
 and terms involving the metric and the Ricci scalar:
From a geometric point of view, these entities can be related to the 
the Weyl tensor 
 is the trace;
 is the mixed part;
the trace of  
and the total trace of  gives the scalar of the curvature R
The Weyl tensor can be regarded as the component of the curvature where all 
contractions vanish (D'Inverno 1992). From a physical point of view this means these 
parameters measure the way volumes and shapes of objects may or may not vary with 
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> 
(6.23)
(6.22)
(6.19)
(6.21)
> 
> 
> 
(6.20)
> 
changes in the metric/energy of the spacetime eg. due to tidal forces (D'Inverno 1992). 
(See also the discussion in Sopuerta 1996).
Note. For comparison on equations the Weyl tensor in D'Inverno (1992, see p88) is:
which corresponds to Carmeli (1982) (circa p 38)
The equations (6.16) and (6.19) are in a different form. In this thesis will use the more 
commonly used literature version (6.19).
6.6 The kronecker delta tensor
The kronecker delta tensor is:
It has the value 1 if a=b; OR 0 if a<>b. 
Hence for a vector 
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> 
> 
(6.25)
> 
(6.24)
(6.29)
(6.30)
> 
(6.28)
(6.31)
(6.23)
(6.27)
(6.26)
> 
> 
> 
> 
or for a tensor 
Note in the last step we have used the TensorPack function 'Absorbd', which is further 
demonstrated in the next section.
6.7 The eta (Levi-Civita) tensors and the volume element
The eta (Levi-Civita) tensor can be interpreted in several ways. The length element is
The volume element in rest space is
The volume element in 4-dimensional spacetime is
where
The eta tensors are fully anti-symmetric i.e. 
and so on for any single exchange of indices.
Geometrically the eta tensor can be regarded as equivalent to a cross-product in 
traditional vector spaces.
Algebraically the eta tensor can be related to the kronecker delta, as defined in the 
following identities (Ellis & van Elst 2000):
which fully expanded (using the TensorPack antisymm function) becomes:
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
65
(6.39)
(6.35)
(6.33)
> 
> 
> 
(6.31)
(6.34)
(6.23)
> 
(6.37)
(6.32)
> 
(6.38)
> 
> 
> 
> 
(6.36)
which becomes:
which becomes:
which becomes:
which becomes:
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(6.39)
(6.41)
> 
> 
> 
> 
> 
> 
(6.47)
> 
(6.31)
(6.45)
(6.40)
(6.23)
(6.43)
(6.42)
(6.46)
(6.44)
> 
> 
These identities will be used throughout the thesis.
6.8 Bianchi identities
The first Bianchi identity was given in equation (6.8). The second is (Kay 1988):
6.9 Jacobi identity
The following identity holds for commutators on vectors A,B,C (here presented in a 
string format, so that MAPLE does not reorder terms):
The commutator is defined as
JacobiSTR:=[A,[B,C]] = ABC-ACB-BCA + CBA = (ABC-BCA) + (CBA-ACB)
which leads to, for 3 vectors:
To prove the Jacobi identity we cycle through the three iterations
and sum to give
0
to prove the result. The Jacobi identity may be applied to vectors in terms of partial 
derivatives; this can be applied to covariant derivatives if a symmetric connection is 
assumed (Wald 1984).
The Bianchi and Jacobi identities are used occasionally in the CF sections of this thesis, 
but are particularly useful in tetrads.
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Chapter 7 Kinematic relationships in time-like fluids
7.1 Introduction
In this chapter we review the kinematic quantities in the study of time-like fluids with 
the use of TensorPack. The chapter provides definitions, assumptions and elucidated 
proofs for the majority of the identities and conditions that result. In the cases that there 
are no proofs, then the literature source is provided. 
In addition we present some of the first sixteen proofs of Senovilla, Sopuerta and 
Szekeres (2008). In chapters 7-11, there will be proofs for many of the equations from 
this paper. Hence the paper will be referred to as SSS, and the equations form that paper 
as SSSeqxx (where xx is the equation number of the SSS paper i.e. SSSeq23 refers to 
equation 23 of SSS).
(Note: It should be noted that there are several releases of versions of SSS. The original 
paper was Senovilla, Sopuerta and Szekeres (1998). There is also a recent release in 
January 2018, which for the purposes of this thesis presents no new information from 
that in SSS.)
7.2 Events and world-lines
We begin this section by quoting an excellent textbook on relativity: "A keyword in 
relativity is event. The totality of all possible events form a 4-dimensional continuum, 
called spacetime, in which the coordinates  may be taken in a great variety of ways.....
We accept the concept of the material particle. Its history is a sequence of events - a 
curve in spacetime; we call it a world-line." (Synge 1960). 
 
We can apply the world-line to the history of any particle in the universe, within the 
context of spacetime. Every event associated with a physical particle or object can be 
mapped to a point in 4-dimensional spacetime where we use four coordinates to define 
the location of the event: (t,x,y,z). The t coordinate is time, and the x,y,z coordinates are 
spatial coordinates.
(The distinction between spacetime and space & time is worth clarifying here. In 
Newtonian mechanics, time is a separate dimension to the three dimensions of space. 
However in spacetime, space and time are linked by a metric, which results in a 
perceived curvature of spacetime. Georg Riemann invented the mathematics of curvature
that we use for tensors. This was a major contribution to geometry and mathematical 
physics. However, in applying this to 3-dimensional space, it failed to demonstrate the 
applicability to 4-dimensional spacetime. This was achieved later by Einstein by using 
techniques for the analysis of spacetime (Misner, Thorne & Wheeler 1973).
7.3 The metric
The metric tensor was briefly introduced in section 3.6. It is a fundamental tensor in 
relativity, as was stated by Einstein (1916) in his original GR paper. It can be viewed as 
playing several important roles in relativity. In the current context it can be regarded as 
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(7.2)
> 
> 
(7.1)
> 
> 
(7.3)
(7.4)
> 
(7.5)
> 
the general Pythagorean theorem:
where  represents the vector between two events that are infinitesimally close to each
other.
We write local coordinates on a 4-dimensional spacetime manifold as:
The coordinates are:
The metric can then be used to measure physical parameters relating to events in such a 
spacetime. Proper time is denoted by the symbol and is defined as where t is 
time as measured by clocks in a local frame of reference, and c is the speed of light in a 
vacuum. Let A and B be events that are . If event A 
occurs at ( , , , ) and event B occurs at ( , , , ).
We use the metric to calculate the spacetime interval (essentially the distance in time and
space) between 2 events A and B.
The coordinates are:
Preparing the set the values, and then setting them:
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
69
> 
(7.6)
> 
> 
> 
> 
(7.8)
(7.9)
(7.10)
(7.7)
(7.5)
We define and show the vector connecting A and B to be 
Using the Minkowski metric:
The components of the metric are:
we define the length between A and B
which, expanded, is:
If ds <0 then  is time-like. i.e where 
If ds >0 then  is a space-like event span. i.e where 
And again if ds =0 then ; is a light-like event span. i.e where . This is 
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> 
> 
(7.5)
typical of the motion of electromagnetic and gravitational radiation;
(Note: In this thesis, we refer to the term "time-like fluid" as that possessing a time-like 
The following light cone demonstrates the three types of events: the arrow is time-like; 
the cylinder arrow is light-like: the harpoon is space-like (the vertical axis is time). 
(Strictly speaking, an event itself is not time-like, light-like or space-like; rather it is the 
connecting vector to the reference point that determines the type category of event in 
relation to the reference point.)
Figure 7.1 The light cone demonstrates the three types of events: the arrow is time-
like; the cylinder arrow is light-like: the harpoon is space-like
The metric can also be used to raise and lower indices eg. for a vector X
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> 
(7.15)
(7.12)
> 
(7.16)
(7.17)
> 
> 
(7.13)
(7.11)
> 
> 
> 
> 
(7.18)
(7.14)
> 
(7.5)
The following identity is useful:
In addition it will be important to use the fact that the covariant derivative of the metric 
is always zero; so for any indices a,b,c, we have:
The metric is symmetric i.e.
Throughout most of this thesis the metric will be represented by . In this way the 
findings will be general, and not bound to a particular specified metric. (There is one 
exception: in the final chapters on GPS, specific metrics will be explored.) We will 
employ a positive signature (- + + +) which indicates the signs used in the terms of the 
metric. The first term of the signature (-) relates to the time dimension, and the three 
others (+++) are for the space dimensions. In this case this will be consistent with Ellis 
(1973), Senovilla et al (2008) and other, but opposite to the signature in Ehlers (1993). 
7.4. Congruences
If we denote the spacetime coordinates of a series of time-like events under 
consideration (eg. for a the particle in a fluid), parameterized using proper time 
where
A continuous set of world lines is a congruence. The congruence can represent fluid of 
particles with mass, whose motion is time-like. Each point can be assigned as the 
world-line of a particle.
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
72
(7.20)
> 
> 
> 
> 
> 
> 
> 
(7.21)
(7.24)
(7.23)
(7.22)
(7.5)
(7.19)
7.5 The velocity four-vector
The tangent 
This represents the four-velocity vector (4-velocity) of the fluid. An important identity 
that immediately arise from this definition is
Using equation (7.18)
(This proof has been used in Andersson & Comer (2013) and Ellis, Maartens & 
MacCallum (2012). This identity (7.22) is used throughout the proofs of this thesis for 
time-like fluids.
Following immediately from this is that we obtain from covariant differentiation of 
(7.22):
where by raising/lowering the dummy indices in the first term:
i.e. the contraction of the 4-velocity with its gradient, specifically the covariant 
derivative of the 4-velocity, is zero. In other words, the gradient of the 4-velocity is a 
spatial tensor, with respect to the index a.
The concept and definition of 4-velocity is central to many of the definitions of the 
kinematic quantities which will follow in the next sections. From the point of view of 
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> 
> 
(7.26)
> 
> 
(7.27)
> 
(7.28)
(7.5)
(7.25)
GR of fluids, the quantity  can be regarded as the 4-velocity vector field of the fluid, 
relative to the velocity of the center of mass of the fluid. The concept has a wide scope as
it can apply to many different scenarios: it can be the whole universe, or a small fluid 
mass under consideration, or everything in between - truly general relativity.
The term "velocity" needs further clarification. In this thesis the use of the term 
"velocity" means "4-velocity" as described above; the term "velocity gradient" means the
"covariant derivative of the 4-velocity". This is typical of the CF literature (eg. Ellis 
1973). It should be noted that, if we speak of a particle or fluid that is not the center of 
mass, a different term would be used eg. the "relative velocity of a neighbouring 
particle" as used by Ellis (1973).
We proceed to define further kinematic quantities, and related tensors, in terms of the 
metric and the 4-velocity.
7.6 Kinematic quantities of time-like fluids
7.6.1 Time propagation of tensors
The time propagation of a tensor can be obtained from the 4-velocity vector. Thus for a 
general tensor
which is SSSeq5.
7.6.2 The acceleration four-vector
Following from the definition in the previous section, the acceleration 4 -vector (4-
acceleration)  of the particle that has the world-line curve  defined in equation 
 is:
which is SSSeq6. Note that in this thesis, we sometimes refer to the 4-acceleration as: 
We can see from equation (7.22) that the acceleration 4-vector is a spatial vector (i.e. 
orthogonal to the 4-velocity). From 
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(7.29)
> 
> 
(7.30)
> 
> 
> 
(7.32)
> 
> 
> 
(7.33)
(7.35)
(7.31)
(7.5)
(7.34)
where the dummy indices types are reversed in the   term to give:
The term "4-acceleration" needs further clarification (as in section 7.5 on 4-velocity). In 
this thesis the use of the term "acceleration" means "4-acceleration", unless otherwise 
stipulated. In this case we have again followed the style of previous literature (Ellis 
1973). Note also that the use of 'du' is somewhat contentious, as it may be confused with 
a differential - this is not what is intended in this thesis; it is hoped that it will be clear to 
the reader that the term du represents the fluid acceleration and is used regularly used 
throughout this thesis.
7.6.3 The projection tensor
The projection tensor is defined as:
which is SSSeq2. From this definition, it is shown that the projection tensor is 
orthogonal to the 4-velocity vector i.e.
where we substitute the 4-velocity identity equation (7.22), and absorb the metric (as in 
(7.11)) to give
Thus the role of the projection tensor is to determine the spatial components of a tensor. 
Furthermore, contracting the indices gives:
and substituting the conditions (7.22) and (7.13) into (7.33), we obtain 
Equations (7.32) and (7.34) are shown in SSSeq3. The projection tensor is seen to be 
symmetric (by swapping indices a and b in (7.30) and noting the symmetry of the metric 
tensor). Thus we have
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> 
> 
(7.43)
> 
(7.42)
(7.41)
(7.36)
> 
(7.39)
> 
(7.40)
> 
> 
(7.38)
(7.45)
> 
> 
> 
> 
(7.37)
(7.5)
(7.44)
7.6.4 The expansion
The expansion 
Equation (7.36) is SSSeq7 and is the most commonly used form to the expansion in this 
thesis. There is an expansion tensor that is defined as
where 
is the velocity relative to a neighbouring particle, and 
7.6.5 The shear tensor and scalar
The shear tensor 
We show some identities of the shear tensor. Firstly:
To show this, we contract indices a and b in (7.39) to obtain 
using identities (7.30) and (7.34) :
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(7.47)
(7.49)
> 
> 
(7.52)
(7.46)
(7.51)
(7.48)
> 
> 
> 
(7.55)
> 
> 
(7.54)
> 
(7.50)
(7.45)
> 
(7.53)
> 
(7.5)
> 
which is (7.40)
Secondly, the shear is orthogonal to 4-velocity, i.e. shear is a spatial tensor:
We commence with equation (7.39)
We are looking for an expression for the LHS of (7.47)
Now using equation (7.32) with its symmetry
0
which proves (7.47):
Finally we show that 
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(7.59)
(7.56)
> 
(7.58)
> 
(7.65)
> 
> 
> 
(7.57)
(7.63)
> 
(7.61)
(7.60)
> 
(7.45)
(7.64)
> 
(7.62)
> 
> 
(7.5)
> 
Commencing with the definition of the shear:
we have, reversing the indices:
and so the difference is:
and using the symmetry of P as in equation (7.35)
thus completing the proof of (7.55)
The shear scalar is defined as:
The equations from (7.39) to (7.60) are summarised in SSSeq8.
7.6.6 The vorticity tensor
The vorticity 
We present some identities of the vorticity tensor. Firstly:
We commence with equation (7.61)
We are looking for an expression for the LHS of (7.62)
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(7.68)
> 
(7.65)
(7.74)
> 
(7.71)
(7.73)
> 
(7.70)
(7.67)
> 
> 
(7.66)
(7.72)
(7.75)
> 
> 
> 
> 
(7.45)
> 
(7.5)
(7.69)
> 
Now using equation (7.32) with its symmetry
0
and so we have shown (7.62):
Next we show that 
Commencing with the definition of the vorticity tensor (7.61):
we have, reversing the indices:
and so the sum is:
thus completing the proof of (7.70)
It immediately follows from the property of the antisymmetry of  that the trace is 
zero i.e. (as for any antisymmetric matrix, the diagonal components must all be zero). 
We can also show this algebraically:
by contracting indices a and b in (7.61) to obtain 
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(7.82)
(7.65)
(7.81)
(7.79)
(7.83)
> 
(7.76)
> 
> 
(7.78)
> 
(7.80)
> 
> 
(7.75)
> 
> 
> 
(7.45)
(7.77)
(7.5)
Using identities (7.30) and (7.34) :
which proves (7.74). The equations from (7.61) to (7.68) are summarised in SSSeq9.
7.6.7 The vorticity vector
The vorticity 
where  is the fully-antisymmetric pseudotensor, introduced in section 6.7. Equation 
(7.79) is SSSeq10. It can immediately be shown that
Since the substitution of (7.79) into (7.80) gives:
which contains symmetric ( ) and antisymmetric ( ) products with the same 
indices. It is known that such a product is always =0.
It is possible to show that this equation can be inverted to achieve (SSSeq11):
We do so as follows. Firstly multiply (7.79) by the 4-velocity :
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> 
(7.90)
> 
> 
(7.65)
(7.86)
(7.89)
(7.85)
(7.84)
(7.88)
(7.91)
(7.83)
> 
(7.92)
> 
(7.75)
> 
> 
> 
(7.45)
> 
> 
> 
(7.93)
(7.87)
(7.5)
Then contract with :
With reference to identities of   and  in sections 6.6-6.7:
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> 
(7.100)
(7.101)
(7.65)
(7.98)
(7.95)
> 
(7.99)
(7.83)
> 
> 
> 
(7.103)
> 
> 
(7.75)
> 
> 
(7.94)
> 
> 
> 
(7.102)
(7.104)
(7.45)
(7.96)
(7.97)
(7.5)
completing the proof of (7.82)
7.6.8 The vorticity scalar
We define the vorticity / rotation scalar:
To show this we substitute the definition of the vorticity tensor into the definition
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(7.112)
> 
> 
(7.114)
> 
(7.65)
> 
(7.83)
(7.111)
> 
(7.116)
(7.113)
> 
> 
(7.107)
(7.106)
(7.75)
(7.105)
(7.110)
(7.94)
> 
(7.109)
> 
> 
(7.104)
> 
(7.45)
> 
> 
(7.115)
(7.108)
(7.5)
> 
Now we use the identity 
with suitable indices:
So we have:
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(7.119)
(7.126)
> 
> 
(7.123)
> 
> 
(7.65)
(7.118)
(7.122)
> 
(7.83)
> 
(7.117)
(7.121)
> 
> 
(7.120)
(7.75)
> 
> 
(7.94)
> 
(7.104)
(7.45)
> 
(7.125)
(7.5)
(7.124)
hence we have shown equations (7.102) and (7.117) (which is SSSeq12 )
Since the vorticity is a spatial entity (orthogonal to 4-velocity), it is positive definite, and
so its length (magnitude) can only be zero in the vorticity itself is zero i.e.
7.6.9 More properties of vorticity
From the identities of the previous sections we derive the following two equations 
(SSS14):
To prove (7.118) let
We form the expressions for the omega tensors using (7.82)
an identity for eta is (as discussed in section 6.7):
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> 
(7.126)
> 
> 
(7.132)
> 
(7.65)
> 
(7.127)
(7.83)
(7.117)
(7.131)
(7.75)
> 
> 
(7.94)
> 
(7.133)
> 
(7.128)
(7.104)
> 
(7.45)
(7.129)
(7.130)
(7.5)
swapping the first 2 indices (equivalent to multiplication by -1, as the eta tensor is fully 
antisymmetric):
now substitute in the main expression (7.121):
and use an identity shown in section 6.7:
Absorbing the metric gives:
and applying some of the standard identities previously shown:
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
85
> 
(7.126)
> 
(7.135)
(7.137)
> 
(7.134)
> 
(7.65)
> 
> 
(7.83)
(7.117)
> 
(7.140)
(7.142)
(7.136)
(7.141)
> 
(7.144)
> 
> 
> 
(7.75)
(7.94)
> 
(7.139)
(7.133)
(7.143)
(7.104)
(7.45)
> 
> 
(7.138)
(7.5)
so we have proven equation (7.118) (which is SSSeq14a)
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> 
(7.126)
> 
(7.146)
> 
> 
> 
(7.148)
(7.65)
(7.152)
(7.150)
(7.151)
(7.83)
(7.117)
> 
> 
(7.154)
(7.147)
(7.149)
> 
(7.155)
> 
(7.75)
(7.94)
> 
(7.145)
(7.133)
> 
(7.104)
(7.45)
(7.153)
> 
(7.5)
> 
> 
To prove (7.119)
We start with the LHS of (7.118)
Substituting index b for d in (7.145) gives
thus proving (7.119) which is SSSeq14b.
7.7 The 4-velocity gradient
We can obtain a useful identity for the 4-velocity gradient on the basis of the definitions 
of shear (7.39) and vorticity (7.61) , which are written here again:
Combining these equations gives:
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> 
(7.163)
> 
(7.126)
> 
> 
> 
(7.65)
(7.157)
(7.83)
(7.160)
(7.117)
(7.155)
(7.156)
> 
(7.75)
(7.159)
(7.94)
> 
(7.133)
(7.158)
(7.104)
> 
(7.161)
(7.45)
(7.162)
> 
> 
> 
(7.5)
and so
expanding the RHS using the projection tensor and metric:
and using some identities, as indicated in the input line:
which is SSSeq6.
Immediately following from (7.160) is
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(7.166)
> 
(7.126)
> 
(7.65)
(7.164)
> 
> 
(7.83)
(7.117)
(7.167)
(7.155)
(7.75)
> 
(7.94)
(7.169)
> 
(7.133)
(7.168)
(7.104)
(7.45)
(7.165)
> 
> 
> 
(7.5)
> 
which is also SSSeq15.
From (7.163) we can show that if the following statement is true:
(Note: there is occasionally an unexplained software error that occurs in a term in the 
next line, that leads to an erroneous result. The results should be
)
If there is an error, we set
then it follows:
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> 
(7.126)
> 
> 
> 
(7.173)
> 
(7.65)
(7.174)
(7.170)
> 
(7.175)
(7.83)
(7.176)
(7.171)
(7.117)
> 
(7.155)
> 
(7.177)
(7.75)
(7.94)
(7.172)
(7.169)
> 
(7.133)
(7.104)
(7.45)
> 
(7.5)
> 
(The result should be, if no error, 
and so we have shown that equation (7.166) and (7.176) are equivalent, which is 
SSSeq16.
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
90
> 
> 
(8.1)
Chapter 8 Geometric and kinematic interactions in 
time-like fluids
8.1 Introduction
In this chapter we introduce algebraic quantities and expressions that are derived from 
the interaction between the geometric equations, that were introduced in chapter 6, and 
the kinematic equations that were introduced in chapter 7.
8.2 The Riemann tensor and a single contraction with 4-velocity
The Riemann tensor and the 4-velocity contract to give the following equation that has 
been reported in Ehlers (1993)
(Note: MAPLE may reorder terms (out of the user control), and so indices of the 
antisymmetry may need to be reversed in  . In the 
worksheets, this may need correction.)
We prove equation (8.1) by starting with the definition of the Riemann tensor that as 
given in equation (6.1) for a generalised vector. In this case it is applied to the 4-velocity.
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> 
(8.7)
(8.4)
> 
> 
(8.11)
(8.8)
(8.6)
> 
(8.3)
> 
> 
> 
> 
(8.10)
(8.2)
(8.5)
> 
> 
(8.9)
To compare with equation (8.1) we rearrange, using the symmetries of the Riemann 
tensor
and the expression is
which should be equivalent to the Ehlers form (8.1). We proceed by deriving expressions
for the terms on the RHS of equation (8.4) commencing with equation (7.160)
and rearranging indices
to get
where we used the projection tensor (equation 7.30) with substituted indices to give
Since the covariant derivative of the metric is zero i.e.  we can use the identity:
and substitute this into equation (8.8):
Now substituting for the 4-velocity gradients in (7.160):
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(8.14)
(8.12)
> 
(8.16)
(8.2)
> 
> 
(8.11)
> 
> 
(8.15)
(8.13)
> 
we get
Again rearranging (7.160):
we get
which is the expression for the first term of the RHS of (8.4).
Now if we look at the second term of temp2, by swapping indices b and a in (8.14):
We now have (recombining to reconstruct (8.4)):
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(8.17)
(8.16)
(8.2)
> 
(8.11)
> 
> 
(8.18)
and with a final substitution for the symmetry of P[a,b]:
we arrive at (8.1)
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(8.21)
(8.20)
> 
(8.16)
(8.2)
> 
> 
(8.11)
> 
(8.19)
(8.18)
We check this by a scale factor:
Comparing our term (8.17) with Ehler's version (8.1) or (8.19), we see that they differ in 
sign i.e. the RHSs are the same if one is multiplied by -1 on the RHS. This is due to the 
negative signature used by Ehlers (+ - - - ), in contrast to the positive signature used 
throughout this thesis (- + + +) (as was introduced in chapter 7). Hence the following 
subtraction, with some substituted identities, gives zero, indicating equality of the 
expressions:
0
From this we conclude that the appropriate format for the contraction of the Riemann 
tensor with the 4-velocity for the positive signature is
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(8.22)
(8.21)
> 
(8.25)
(8.16)
(8.24)
(8.2)
(8.11)
> 
> 
> 
(8.23)
> 
(8.18)
This equation will be of considerable use in determining time propagation equations, and
Ricci identities in this and later chapters.
8.3 The Riemann tensor and a double contraction with 4-velocity - on 
3rd and 4th indices
The expression obtained in equation (8.21) can be contracted with the 4-velocity on the 
3rd index (c):
which can be simplified using standard identities:
In addition we use equation (7.160) in the following substitutions:
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
96
(8.21)
> 
> 
(8.27)
(8.25)
(8.16)
> 
> 
(8.28)
(8.30)
(8.2)
> 
(8.31)
> 
(8.29)
(8.26)
(8.11)
> 
> 
(8.18)
to get
And finally raising/lowering dummy indices, and applying the projection tensor, we get:
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(8.21)
> 
(8.25)
(8.16)
(8.2)
> 
(8.11)
> 
(8.34)
> 
(8.33)
(8.32)
(8.18)
This is a confirmation of the antisymmetry of the Riemann tensor with respect to the 3rd 
and 4th indices.
8.4 The Riemann tensor and a double contraction with 4-velocity - on 
2nd and 4th indices
We can compare this to the expression obtained in equation (8.21) which can be further 
contracted with the 4-velocity on the 2nd index (b):
which again can be simplified using standard identities:
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(8.21)
(8.25)
(8.16)
> 
(8.37)
(8.35)
(8.11)
(8.34)
> 
> 
(8.36)
> 
> 
(8.2)
> 
> 
> 
(8.40)
(8.38)
(8.32)
(8.39)
(8.18)
The time propagations of ,  and  are identified in the above expression to give:
In addition we use equation (7.160) in the following substitutions:
to get
which simplifies again to
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(8.21)
(8.41)
(8.43)
(8.25)
(8.16)
> 
(8.2)
(8.42)
(8.11)
> 
> 
(8.40)
(8.34)
> 
(8.32)
> 
(8.18)
and
This equation is notably different from (8.32) as might be expected. It is equivalent to 
equation 60 of Ellis (1973).
8.5 The Ricci tensor and 4-velocity
We can contract indices a and c in equation (8.21) to gain an expression for the 
contraction of the Ricci tensor with the 4-velocity.
Substituting previously discussed identities, as shown in the input lines, we have
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(8.21)
> 
(8.48)
(8.43)
(8.45)
(8.25)
(8.16)
(8.44)
(8.2)
> 
> 
> 
(8.11)
> 
(8.46)
(8.40)
(8.34)
> 
(8.47)
> 
(8.32)
(8.18)
Now, since the acceleration is space-like, we can say
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(8.55)
(8.21)
> 
> 
(8.25)
(8.16)
(8.53)
> 
(8.49)
(8.11)
> 
> 
(8.34)
> 
> 
(8.50)
(8.48)
(8.43)
(8.51)
(8.56)
(8.2)
> 
(8.52)
> 
> 
(8.57)
(8.40)
(8.32)
(8.54)
> 
(8.18)
and so we have
and contracting again with the 4-velocity, we get
where, with the use of the identities used previously, we get
Now using the following substitutions, similarly to (8.47) to (8.49) for shear we obtain
Now we can see from the properties of sigma discussed in section 7.6.5, that the double 
contraction of the projection tensor and the shear tensor is zero i.e.
and using the symmetry of the shear tensor:
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(8.21)
> 
> 
(8.25)
(8.16)
(8.62)
(8.64)
(8.66)
> 
(8.11)
> 
(8.34)
> 
(8.59)
(8.58)
> 
(8.63)
> 
(8.48)
(8.61)
(8.60)
(8.65)
(8.43)
> 
> 
(8.2)
(8.67)
> 
> 
(8.57)
(8.40)
> 
(8.32)
(8.18)
we get
and also because  is a spatial tensor
Furthermore, as a symmetric and antisymmetric tensor are orthogonal, we have
and finally for the shear, we can define its length as the contraction of the tensors to give
and so far:
In the same way, for the vorticity:
Now the omega tensor is antisymmetric, and so contract with the symmetric projection, 
shear tensors to zero, results in these terms vanishing. And so we have:
and, as well as the orthogonality of the 4-velocity and the acceleration:
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> 
(8.21)
(8.70)
(8.25)
(8.16)
(8.72)
> 
(8.73)
(8.71)
> 
(8.11)
> 
(8.34)
> 
> 
(8.48)
(8.43)
> 
(8.2)
(8.68)
> 
(8.57)
(8.40)
(8.69)
(8.32)
(8.18)
and for the vorticity, we can define its length as the contraction of the tensors to give
so we substitute this back into the main equation in this case, to give a result that will be 
useful in chapter 9 (leading to the Raychaudhuri (1955) equation).
8.6 The Weyl tensor - electric and magnetic parts
The Weyl tensor can be completely determined by a separation of terms when combined 
with the 4-velocity, forming an electric part and a  magnetic part. The electric part of the 
Weyl tensor is given by
The magnetic part of the Weyl tensor is given by
Both  are symmetric tensors, are orthogonal to 4-velocity, and have zero 
trace. Furthermore, the Weyl tensor can be completely expressed in terms of 
 (Hawking 1966; Ellis 1973; Sopuerta 1996). The full expression for the 
Weyl tensor in terms of these parts as given in equation 2.78 of Sopuerta (1996):
Furthermore, according to equations 2.91 and 2.100 of Sopuerta (1996),  
can be expressed in terms of kinematic quantities:
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(8.21)
(8.25)
(8.16)
(8.75)
(8.73)
> 
(8.76)
(8.11)
(8.77)
(8.78)
(8.34)
> 
> 
> 
(8.48)
> 
(8.43)
> 
(8.2)
(8.74)
(8.79)
> 
> 
(8.57)
(8.40)
(8.32)
(8.18)
where we have included the anisotropic stress tensor Ellis (1973).
We can attempt to show the algebraic connection by contracting the Riemann tensor with
the 4-velocity, in several combinations:
(1) We look at the contraction on the last 2 indices (c and d), using the definition of the 
Weyl tensor in (6.19):
and so the Riemann tensor is equivalent to the Weyl tensor when contracted on the last 2 
indices. Furthermore, from (8.32) we see
(2) In contrast, contraction on the indices 2 and 4 (b and d) in the equation (8.75) gives:
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(8.80)
(8.21)
> 
(8.82)
(8.25)
(8.16)
(8.73)
> 
(8.11)
> 
(8.34)
> 
(8.48)
> 
(8.83)
(8.43)
(8.2)
(8.79)
> 
(8.57)
(8.40)
(8.84)
(8.81)
(8.32)
> 
(8.18)
Substituting the definition for  in (8.70):
Substituting (8.50)
where we substituted 
In the same way we arrange indices
to substitute into (8.80)
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(8.21)
(8.25)
> 
(8.16)
> 
(8.86)
(8.88)
(8.73)
(8.11)
(8.34)
> 
> 
(8.48)
(8.43)
(8.2)
(8.79)
(8.87)
> 
(8.57)
(8.40)
(8.85)
> 
(8.32)
(8.18)
and finally using the Raychaudhuri equation (8.69)
we get
So with (8.41) we can obtain following expression for  :
where, since  is a spatial tensor, we can contract twice with the projection tensor:
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(8.89)
(8.21)
> 
(8.90)
(8.25)
(8.16)
(8.88)
(8.73)
(8.91)
(8.11)
> 
(8.34)
> 
(8.48)
(8.43)
(8.2)
(8.79)
> 
(8.57)
(8.40)
> 
(8.32)
(8.18)
and absorbing the projection tensor into the spatial terms:
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(8.21)
(8.92)
> 
(8.25)
(8.16)
(8.88)
(8.73)
(8.91)
(8.96)
> 
> 
> 
(8.11)
> 
(8.34)
> 
(8.48)
(8.43)
(8.95)
(8.94)
(8.2)
(8.79)
> 
(8.57)
(8.40)
(8.93)
(8.32)
> 
(8.18)
which is an alternative form (that could be further reduced) of (8.73).
In a similar way, we find an equation for the magnetic part of the Weyl tensor  using
(6.19) and (8.71):
Now since antisymmetric and symmetric tensors contract to zero, we obtain:
8.7 Riemann tensor in terms of kinematic quantities
The Riemann tensor can be related to kinematic quantities (as given in Ellis & van Elst 
1999, p9), which for a shear-free perfect fluid can be expressed as
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(8.21)
> 
(8.25)
(8.16)
(8.88)
(8.73)
(8.91)
(8.96)
> 
(8.97)
> 
(8.11)
> 
> 
(8.34)
> 
(8.100)
(8.98)
(8.48)
(8.43)
> 
(8.99)
(8.2)
(8.79)
> 
(8.57)
(8.40)
> 
(8.101)
(8.32)
(8.18)
From these expressions, and with equations (8.73) and (8.74), we can arrive at an 
expression of the Riemann tensor in terms of only kinematic quantities. The expression 
is very long (75 terms) and is not displayed here (see the online update page for the 
details of this expression). Instead the equation (8.21) is of more use throughout this 
thesis.
We move now to introducing the field equations and relating them to the geometric and 
kinematic relationships that have been discussed so far.
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> 
> 
(9.1)
> 
> 
(9.3)
(9.2)
Chapter 9 Dynamics of time-like perfect fluids
9.1 Introduction
In this chapter we introduce the Einstein field equations and merge them with the algebra
of the geometry and kinematics of the previous three chapters. This will involve proofs 
for some new equations as well as equations already known in the literature. The 
importance of this topic is that the energy of a system will become linked to the 
geometry and kinematics that have already been discussed (i.e. this is the "mass tells 
space..." part of Wheeler's famous remark mentioned at the start of chapter 6).
9.2 The Einstein field equations - general form
Mathematically, the essence of general relativity (GR) is in the information on dynamics 
contained in the Einstein field equations (EFEs) :
where  is the Einstein tensor, which is a measure of the curvature of spacetime, 
defined as:
  is the "cosmological constant". In this thesis it will be assumed to be zero. G is the 
gravitational constant. The speed of light, c, is set to equal 1 i.e. we are using relativistic 
units. 
 is the energy-momentum tensor (Ellis 1973). It can be related to the 4-velocity  
by
where 
 is the total (relativistic) mass-energy density;
p is the isotropic pressure i.e. a non-gravitational force applied to a particle/object;
 is the energy flux due to heat conduction and diffusion;
 is the trace-free anisotropic pressure due to processes such as viscousity.
For a perfect fluid,  =0 = 
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> 
(9.12)
> 
> 
2. 
> 
> 
> 
> 
> 
(9.9)
(9.4)
(9.7)
(9.10)
(9.8)
(9.6)
1. 
(9.5)
(9.11)
> 
Contracting (9.4) and using kinematic identities, as shown, gives
and since (we define Ts as the energy scalar)
we have
The equations (9.1) and (9.2) can be combined to give
Contracting indices in (9.8) leads to
Equations (9.8) and (9.9) combine to give
and so the EFEs (9.1) become expressed as
In this thesis the relativistic units units c=1, and 8 G=1 will be used, and so (9.11) 
becomes
9.3 The Einstein field equations - several points of general interest
There are several points of interest to note at this points regarding the EFEs:
The common form currently used of the EFSs  was not published by Einstein 
until 1919 (see Einstein (2007) ed. Hawking);
In the original presentation of the equations, Einstein (1916) did not provide a 
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(9.17)
(9.13)
> 
3. 
> 
2. 
(9.18)
> 
(9.19)
(9.14)
(9.4)
> 
(9.16)
> 
> 
> 
> 
(9.15)
formal axiomatic proof of the equations. Rather it was in the form of a "top-down" 
argument of physics, into which the mathematical equations were integrated. There 
have been several attempts to provide formal proofs of the equations; these are well 
described in Misner, Thorne and Wheeler (1973)
Ellis. Maartens and MacCallum (2012) argue that (9.12) is a more useful form of 
the equations. We will commence with this in the next section.
9.4 The Einstein field equations - combined with geometric and 
kinematic expressions
In this and the next sections of this chapter, we will combine the EFEs from (9.12) with 
previously defined geometric and kinematic expressions to form commonly used forms 
of the EFEs.
Contracting (9.12) once with the 4-velocity gives:
which can be simplified using (9.4)
to give
from which immediately follows, upon contraction with the projection tensor:
Contracting (9.11) twice with the 4-velocity gives:
which again can be simplified using (9.4)
to give
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> 
> 
2. 
(9.24)
(9.26)
(9.25)
> 
(9.19)
(9.23)
(9.22)
(9.4)
> 
> 
(9.20)
> 
(9.21)
> 
> 
Contracting (9.12) twice with the projection tensor gives:
which again can be simplified using (9.4)
to give
9.5 The propagation/evolution equations
9.5.1 Raychaudhuri equation
Combining equations (9.19) and (8.69)
gives
OR
which is the well known Raychaudhuri equation (eg. equation 61a in Ellis 1973) (Note. 
Ellis, Maartens & MacCallum 2012 also describe it as the Raychaudhuri-Ehlers 
equation.). In chapter 10 this will become SSSeq20.
9.5.2 Vorticity propagation equation
The antisymmetric component of equation (8.41) can be obtained by removing the 
symmetric terms, keeping the fully anti-symmetric terms, and finding the antisymmetric 
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(9.29)
(9.27)
> 
(9.28)
(9.4)
> 
2. 
> 
> 
(9.19)
components of the mixed terms. Noting that the LHS is symmetric, and taking the 
projection (twice) of:
the result is (the second propagation equation):
Equation (9.28) will give rise to SSSeq21 (in chapter 10) where it is written in terms of 
the vorticity vector (equation (10.30)). (Note: this equation may need checking.)
9.5.3 Shear propagation equation
The symmetric component of equation (8.41) can be obtained by removing the fully 
antisymmetric terms, keeping the fully symmetric terms, and finding the symmetric 
components of the mixed terms. Noting that the LHS is symmetric, and taking the 
projection (twice) of:
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(9.29)
(9.4)
2. 
(9.30)
> 
> 
(9.19)
> 
In the next input line, the MT command will output the array of expressions as a list (to 
view the output in the worksheet, remove the # at the start of the input line). These 
expressions are substituted in the MTEDS function in the next input line.
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(9.29)
> 
(9.4)
(9.32)
2. 
> 
> 
(9.19)
(9.31)
> 
This is very close to the form presented in Sopuerta (1996), as discussed in the previous 
chapter at equation (8.73) and which we will lead to SSSeq22 in chapter 10. We write it 
again as:
9.6 The constraint equations
The constraint equations are so-named as there are no time propagation terms (Ellis 
1973).
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(9.29)
(9.36)
2. 
(9.37)
> 
> 
(9.19)
(9.35)
> 
> 
> 
> 
(9.34)
(9.38)
(9.4)
(9.39)
(9.33)
> 
> 
> 
9.6.1 The (0v) field equations
Combining equations (9.15) and (8.50) gives
we have
and taking the projection we get the first constraint equation:
"LHS is a constant, RHS is a tensor - suggest reverse the equation"
This equation (which leads to SSSeq26) will be widely used in subsequent proofs.
9.6.2 Divergence of the vorticity vector
Using the property of the Riemann tensor (first Bianchi identity):
we get
Using the symmetries of 
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(9.29)
> 
(9.49)
> 
(9.47)
> 
(9.41)
(9.46)
(9.43)
(9.42)
2. 
(9.45)
> 
> 
(9.50)
> 
(9.19)
> 
> 
> 
(9.4)
(9.40)
> 
> 
(9.48)
(9.44)
> 
> 
with the definition of the Riemann tensor (6.1)
we can show, using the forms with switched indices
Now we can also see that this is equal to 
0
i.e.
Now from the definitions of the vorticity tensor and vector:
we have, combining these definitions,
and expanding the projection tensor
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(9.29)
> 
> 
(9.52)
(9.53)
(9.4)
(9.51)
> 
(9.40)
> 
2. 
> 
(9.19)
> 
Now we take the covariant derivative
and simplify
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(9.29)
> 
(9.53)
(9.4)
(9.51)
(9.40)
> 
2. 
> 
> 
(9.19)
(9.54)
> 
and taking the projection, expanding, and absorbing the metric yields:
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(9.29)
> 
(9.57)
(9.53)
(9.4)
(9.51)
> 
(9.56)
(9.40)
> 
> 
2. 
> 
> 
(9.19)
(9.55)
(9.54)
> 
and simplifying
Now, using (7.160)
it should be clear that, using symmetry cancellations that
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(9.29)
(9.61)
(9.51)
> 
> 
2. 
> 
(9.59)
> 
(9.19)
> 
> 
(9.53)
(9.4)
(9.62)
(9.40)
> 
> 
(9.60)
(9.58)
(9.54)
> 
and using
Next we use the following substitutions, based on eta antisymmetries:
Substituting back into temp13 (9.55)
and using symmetry of eta
Now using temp6, using the antisymmetries of eta:
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(9.29)
> 
(9.51)
> 
(9.63)
2. 
(9.66)
(9.67)
(9.64)
(9.65)
> 
(9.19)
> 
(9.53)
> 
(9.4)
(9.40)
> 
(9.68)
> 
> 
(9.69)
> 
(9.54)
> 
> 
hence
Again using antisymmetry, we see
Now using temp14, and again using symmetries, with :
which is the literature value for the divergence of the vorticity vector (Ellis, 1973), and is
also equivalent to SSSeq27.
9.6.3 Magnetic part of the Weyl tensor
The magnetic part of the Weyl tensor is (equation 34 of Ellis & van Elst 1999):
The proof is not shown here, but is outlined in equation 71 of Ellis (1973).
9.7. Conservation equations
The conservation of energy is stated as
Applying this to the model of the energy tensor in equation (9.4)
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(9.29)
(9.73)
(9.70)
(9.51)
> 
(9.63)
2. 
> 
> 
(9.19)
(9.72)
> 
> 
(9.74)
> 
(9.71)
(9.75)
(9.77)
(9.53)
(9.4)
(9.40)
> 
> 
> 
> 
(9.76)
> 
> 
(9.54)
> 
"LHS is a constant, RHS is a tensor - suggest reverse the equation"
where
and so, by replacing identities:
we arrive at the two conservation equations (SSSeq30), firstly from the time propagation
of (9.72):
and secondly (SSSeq31) from the spatial projection of (9.72):
9.8 Equations arising from the barotropic assumption
The barotropic assumption states that the pressure p is a function of the mass/energy 
density 
From this we define the derivatives of p
These terms will be used throughout the following chapters, in particular, in section 11.2 
and onward, as well as for tetrads. At this point we use some of these conditions working
in the next section.
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(9.29)
> 
(9.70)
(9.82)
(9.81)
(9.80)
(9.84)
(9.51)
(9.63)
2. 
(9.83)
(9.87)
> 
(9.86)
> 
> 
> 
(9.19)
> 
(9.85)
> 
(9.53)
(9.4)
> 
> 
(9.40)
(9.78)
> 
> 
> 
(9.79)
> 
> 
(9.54)
> 
> 
We refer ahead to SSSeq58 which is
At this point we will use (9.78) to find an expressions for  in the form of
where
So explicitly, combining the previous two equations, we have
To prove this we expand (9.78) and absorb the metric, and using symmetry to give
Using some identities for omega and 4-velocity to get
which we substitute into temp5 to get:
and reversing the symmetry of temp6
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(9.95)
(9.29)
> 
(9.93)
(9.70)
(9.90)
(9.92)
(9.89)
(9.51)
> 
(9.63)
2. 
> 
> 
(9.87)
> 
(9.19)
> 
> 
> 
(9.53)
(9.4)
> 
(9.40)
(9.91)
> 
> 
(9.88)
> 
(9.94)
> 
(9.54)
> 
which, in terms of , becomes
which is (9.79)
9.9 More identities
We aim to prove SSSeq29, which is 
We do this by first proving two equations, labelled HC[51] and HC[52]:
We look at the LHS of HC[51]:
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(9.29)
(9.102)
> 
(9.70)
> 
(9.51)
(9.99)
> 
(9.63)
2. 
> 
(9.87)
> 
> 
(9.19)
> 
> 
> 
> 
> 
> 
> 
> 
(9.53)
(9.4)
(9.96)
> 
(9.100)
> 
> 
(9.40)
> 
> 
(9.101)
> 
> 
> 
> 
(9.98)
> 
(9.97)
> 
(9.103)
(9.54)
> 
> 
The terms in the next 40 equations are long, so only the input lines are shown.
48
48
96
96
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(9.105)
(9.29)
> 
(9.70)
> 
> 
> 
> 
(9.51)
> 
> 
> 
(9.63)
2. 
> 
> 
(9.87)
> 
> 
(9.104)
> 
> 
(9.19)
> 
> 
> 
> 
> 
(9.53)
(9.4)
(9.96)
> 
(9.40)
> 
> 
> 
> 
> 
> 
> 
> 
(9.54)
> 
> 
> 
Now looking at the following term in the above equation:
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(9.29)
(9.70)
> 
(9.51)
> 
> 
> 
(9.113)
> 
(9.63)
2. 
(9.112)
(9.107)
(9.87)
(9.114)
(9.111)
> 
(9.19)
(9.108)
> 
> 
(9.53)
(9.4)
(9.96)
(9.115)
> 
(9.109)
(9.40)
> 
> 
> 
> 
(9.110)
(9.106)
> 
> 
> 
(9.54)
> 
> 
and allowing for antisymmetry of omega, and previous shown conditions:
We have shown:
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(9.29)
> 
(9.119)
> 
(9.70)
(9.123)
> 
(9.51)
(9.63)
2. 
(9.87)
> 
(9.124)
> 
> 
(9.117)
(9.19)
(9.121)
(9.125)
> 
> 
(9.120)
(9.53)
(9.4)
> 
(9.122)
(9.96)
(9.115)
> 
> 
(9.40)
> 
> 
> 
> 
(9.118)
(9.116)
> 
> 
(9.54)
> 
which is HC[51]
For a second part of this proof we aim to prove
We commence with the LHS:
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> 
(9.70)
> 
> 
2. 
(9.87)
> 
> 
> 
(9.128)
> 
> 
(9.96)
(9.115)
> 
> 
> 
(9.54)
(9.29)
(9.51)
> 
(9.63)
> 
> 
> 
> 
> 
(9.126)
(9.19)
> 
(9.53)
(9.4)
> 
> 
(9.40)
> 
> 
> 
> 
> 
> 
(9.127)
> 
> 
> 
> 
> 
> 
Hence we have shown
which is HC[52]
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(9.29)
(9.70)
> 
(9.51)
(9.63)
2. 
(9.87)
> 
> 
> 
(9.19)
(9.131)
(9.132)
> 
(9.130)
(9.53)
(9.4)
(9.96)
(9.115)
> 
> 
(9.40)
> 
(9.129)
> 
> 
> 
> 
> 
(9.54)
> 
This is a general proof of SSSeq29
We have now a complete set of proofs for equations 1-31 of SSS. For a summary, see 
Appendix 2.
9.10 Time propagation of SSSeq26
This final section discusses a proof of equation 3.21 from Sopuerta (1996). It is a very 
useful equation that is derived from the time propagation of SSSeq26.
In comparison, in our proof below we obtain an expression that is similar, but with 
different coefficients in several terms. (Interestingly, as we will see in chapter 11, with 
the assumption of acceleration parallel to vorticity, the both equations become identical.)
. The equation we find is:
The proof is very long, and is not shown in the print version. It is contained in the 
expandable worksheet section below. Readers that obtain the online version may expand 
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(9.29)
(9.70)
> 
(9.51)
(9.63)
2. 
(9.87)
> 
> 
> 
(9.19)
> 
(9.53)
(9.4)
(9.96)
(9.115)
> 
(9.40)
> 
(9.129)
> 
> 
(9.54)
> 
and check the proof.
We use (9.132) in chapter 11 at (11.258).
Proof of time propagation of SSSeq26 
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(10.1)
> 
(10.2)
> 
> 
Chapter 10 Shear-free perfect fluids with zero 
acceleration and zero pressure (dust)
10.1 Introduction
In this chapter we apply the equations developed in the previous chapters to a sub-case 
of the shear-free conjecture. In this case we examine the sub-case for dust i.e. du=p=0 
applied to:
Theorem 10.1: If relativistic, shear-free perfect fluids with zero acceleration and 
pressure are either non-expanding or non-rotating.
The shear-free conjecture was reviewed in section 2.7. To summarise the main points: it 
was initially proposed by Treciokas & Ellis (1971) and Collins (1984) and has been 
shown to be true for many sub-cases (for summaries see Van den Bergh 1999; Karimian 
2012). The result is widely believed to be true in general. The initial case for dust was 
first shown by Ellis (as discussed in Collins 1984) using tetrads. The work of Senovilla, 
Sopuerta and Szekeres (2008) (SSS) for dust, and for acceleration parallel to the 
vorticity, appears to be the first fully covariant proofs. There is also recent presentation 
of these sub-cases, as well as the sub-case where acceleration is orthogonal to vorticity 
(Sikhonde & Dunsby 2017). The motivation for this area of study is that if the conjecture
is valid, then other properties of the isotropy of spacetime will follow (Ellis, Maartens & 
MacCallum 2012; Collins, 1984).
Specifically in this chapter we will look at the argument of the case for dust (  =
0 => = 0) as described by SSS. In each step the elucidation of independent proofs 
and literature references are provided. We have already verified equations 1-31 in 
previous chapters, and here will work sequentially up to equation 50 of the equations of 
the SSS paper. Each equation is labeled with the prefix SSSeq, as in previous chapters. A
flowchart summary of the proof is shown in Figure 10.1.
10.2 Shear-free equations
The absence of shear is expressed as:
This will remove many terms in the field equations that were presented in the previous 
chapters. The 4-velocity gradient (equation (7.160)) becomes
The Raychaudhuri equation (equation (9.26)) is now (SSSeq20)
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Figure 10.1 Logic flow of worksheet for the proof of the shear-free 
conjecture for dust (acceleration is zero), as shown in chapter 10. 
Equations 1-31 
EFEs 
General applicability 
No assumptions 
 
 
Equation 32 
Main assumption 
acceleration = a = du = 0 
 
 
Lemmas 1, 2, 3 
Equations 33-37 
 
 
Equations 38-45 
 
Differential equations 
leading to 2 branches 
 
 
Equations 46-48 
 
 
Equations 49-50 
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(10.10)
> 
> 
(10.5)
> 
(10.9)
(10.6)
> 
> 
> 
> 
(10.4)
(10.8)
> 
(10.3)
(10.7)
> 
(10.11)
The vorticity propagation equation (equation (9.28)) is now (SSSeq21)
or in terms of the vorticity vector (SSSeq25)
To show this for the shear-free case, we start with by using the following identity for 
vorticity (7.82) which is also SSSeq11.
The proof of SSSeq25 starts with SSSeq21:
Term 1 of SSSeq21 has a time propagation component : 
The RHS = 
Substituting for dotomega into SSSeq21
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> 
(10.12)
> 
(10.14)
(10.13)
> 
(10.15)
(10.16)
> 
> 
(10.3)
> 
Substituting the projection tensors in various forms
and absorbing the metric
Next various identities are substituted:
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> 
> 
> 
(10.21)
(10.12)
(10.19)
(10.18)
> 
> 
> 
(10.16)
(10.17)
> 
(10.3)
(10.20)
There are several terms involving contractions of symmetric and antisymmetric tensors 
that must vanish:
Forming dotomega
Contracting with 
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(10.23)
> 
(10.24)
> 
(10.26)
> 
(10.12)
> 
> 
> 
> 
(10.27)
(10.16)
(10.25)
(10.22)
> 
(10.3)
and using a Levi-Civita identity
and more identities
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
140
> 
> 
(10.34)
(10.12)
> 
> 
> 
> 
> 
> 
> 
(10.32)
> 
(10.27)
(10.28)
(10.29)
(10.16)
(10.22)
(10.30)
(10.33)
(10.3)
(10.31)
gives finally
which is SSSeq25
The shear propagation equation (equation (8.73)) is now
The constraint equations (9.35, 9.66, 9.67) (see section 9.6) become :
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(10.34)
(10.35)
> 
> 
> 
> 
(10.40)
(10.42)
> 
(10.16)
(10.22)
(10.37)
(10.38)
> 
> 
> 
> 
> 
(10.39)
(10.12)
(10.41)
(10.27)
> 
(10.3)
(10.36)
The conservation equations are (from (9.73, 9.74) unchanged
10.3 Equations and lemmas for dust condition
10.3.1 Applying dust conditions and lemmas
The equations for dust are characterised by the vanishing of pressure and acceleration i.e.
p=du=0. Physically these can be interpreted as fluid particles with wide ranges of scales 
where there is only gravitational force, and no other force, that is determining the motion
of the fluid.
SSS commences this section with three short lemmas, which are referred to later in the 
proof, and in themselves are quite easily substantiated. We present the lemmas and 
proofs below:
Lemma 1: If there exists a function f satisfying 
Proof: Assume f is constant, then dotf<>0. Now we have
Substituting the definition of the projection tensor gives
which leads to
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(10.48)
(10.45)
(10.34)
(10.46)
(10.47)
> 
(10.42)
> 
(10.16)
(10.22)
> 
> 
(10.43)
> 
> 
> 
(10.44)
(10.12)
> 
(10.27)
(10.3)
> 
Hence by Frobenius theorem (see equation 2.45 in Stephani et al 2003), we have, from 
the equivalence of (7.165) and (7.175):
that the rotation must vanish, proving the lemma.
(Note: In summary, Frobenius theorem in this context states that antisymm(X[a;b]*X[c],
a,c)=0 <=> X[a]=f*h[A] for smooth functions f and h)
Lemma 2: If a perfect fluid is geodesic then either the pressure p is constant or 
Proof: If the fluid is geodesic, then the acceleration is zero and so by (10.36) we have 
Lemma 3: If a perfect fluid is geodesic and shear-free and there exists constants c1 and 
c2 with c2 0 such that
then 
Proof: With the geodesic conditions (du=0), equations (10.5) and (10.6) become
which (the latter) leads to, upon contraction with 
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> 
(10.54)
(10.34)
> 
> 
> 
(10.42)
> 
> 
> 
(10.16)
(10.22)
> 
(10.12)
> 
(10.50)
(10.49)
(10.27)
(10.52)
> 
(10.51)
(10.56)
> 
(10.53)
(10.55)
(10.3)
Time propagation of (10.45) gives
where we substitute (10.37), and use lemma 1 with the case of p=constant (including 
zero)
proving lemma 3.
10.3.2 Gradient of a scalar function in the dust case (SSSeq38)
SSSeq38 uses an expression for the time propagation of the spatial projection of a 
general scalar function, f:
The proof of this equation follows. From lemma 2, it is clear that only p=const need be 
considered.
With the assumptions shear=0=du, equation (10.2) becomes
(which is also derived directly from SSSeq6 with shear = 0 and acceleration (du) =0).
The lhs of (10.51) can be written as:
where du=0 =>dotP[a,b]=0. So the LHS of (10.51) becomes 
Now substituting for the projection tensor
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> 
(10.62)
(10.59)
(10.63)
(10.34)
> 
(10.57)
> 
> 
(10.42)
> 
(10.67)
> 
> 
(10.60)
(10.16)
> 
(10.22)
> 
> 
> 
(10.58)
(10.12)
(10.61)
(10.27)
(10.64)
(10.65)
(10.66)
> 
> 
(10.3)
> 
Now let us look at the rhs of (10.51), where fdot=f`'` is the time propagation of f
Now since fdot (the time propagation of f) can be expressed as
The differential term for fdot[-B] can be found by differentiating with respect to -b :
and substituting this into the rhs of (10.51) gives:
From the torsion-free assumption (Penrose & Rindler 1984), we can say that for a scalar 
function f:
And so we substitute this into the rhs term of (10.63)
Now we substitute basic identities:
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> 
> 
(10.34)
(10.71)
(10.76)
> 
(10.42)
(10.67)
> 
(10.69)
> 
> 
(10.16)
(10.22)
(10.73)
> 
> 
> 
> 
(10.12)
(10.68)
(10.27)
(10.70)
(10.75)
> 
(10.74)
(10.72)
> 
> 
(10.3)
and arrive at the same term as for the lhs of (10.51), shown in 
thus completing the proof of (10.51).
10.3.3 Time propagation of the vorticity constraint equation for dust (SSSeq39)
The first step of the proof involves a time propagation of SSSeq26 using SSSeq38:
We start with identities for the magnetic and electric components of the Weyl tensor, for 
dust (Sopuerta 1996; Ellis 1973; Stephani et al 2003). The electric part was previously 
discussed at equations (8.73) and (8.91)
For the magnetic part we have equation 2.107 of Sopuerta (1996), for dust:
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
146
(10.80)
> 
(10.78)
(10.34)
(10.83)
(10.82)
(10.76)
> 
(10.42)
(10.67)
> 
(10.81)
> 
> 
> 
(10.16)
(10.22)
> 
(10.79)
(10.84)
> 
> 
> 
(10.12)
(10.85)
(10.27)
(10.77)
> 
> 
> 
(10.3)
> 
Now we use the identity
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(10.90)
(10.94)
(10.88)
(10.95)
(10.34)
> 
(10.76)
> 
(10.89)
> 
(10.42)
(10.67)
> 
> 
(10.87)
> 
(10.16)
(10.86)
(10.22)
> 
> 
> 
(10.91)
> 
(10.97)
(10.92)
(10.12)
> 
(10.96)
(10.27)
> 
> 
> 
> 
> 
> 
(10.93)
(10.3)
Now let us look at
0
and so we have shown
So we have
Now looking at
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(10.105)
(10.104)
(10.106)
> 
(10.34)
(10.100)
(10.76)
> 
> 
> 
(10.42)
(10.98)
(10.107)
(10.67)
> 
> 
(10.16)
(10.99)
(10.22)
> 
> 
(10.103)
> 
> 
> 
(10.101)
(10.12)
> 
(10.27)
> 
> 
(10.3)
(10.102)
> 
and substituting in (10.94) yields
Also looking at
and also
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> 
> 
> 
> 
(10.34)
(10.113)
(10.110)
(10.76)
> 
(10.109)
(10.116)
> 
> 
(10.42)
(10.98)
(10.67)
> 
> 
(10.16)
(10.22)
(10.115)
> 
> 
(10.111)
(10.117)
> 
> 
(10.12)
(10.108)
> 
(10.27)
(10.112)
> 
> 
(10.3)
(10.114)
which is SSSeq39:
10.3.4 Time propagation of the vorticity constraint equation for dust (SSSeq40)
The proof commences by using SSSeq26 contracted with  and the identity SSSeq29:
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> 
(10.120)
(10.121)
(10.34)
> 
(10.76)
> 
> 
(10.42)
(10.98)
(10.67)
> 
> 
(10.129)
(10.16)
(10.22)
(10.118)
> 
> 
> 
(10.122)
> 
> 
(10.117)
(10.127)
(10.119)
> 
(10.12)
(10.108)
> 
(10.126)
(10.124)
> 
(10.27)
> 
> 
> 
(10.130)
(10.128)
(10.125)
(10.123)
> 
> 
(10.3)
> 
Contracting SSSeq26 with 
Now SSSeq29 for dust is:
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(10.131)
(10.138)
> 
> 
(10.34)
(10.76)
> 
(10.136)
> 
(10.42)
> 
(10.98)
(10.67)
> 
> 
> 
> 
(10.139)
(10.140)
> 
> 
(10.132)
(10.16)
> 
(10.22)
> 
> 
> 
(10.117)
(10.12)
(10.108)
(10.137)
(10.134)
(10.27)
(10.135)
(10.130)
> 
(10.3)
(10.133)
> 
which is SSSeq40. This is a key equation showing relationships between spatial 
gradients of density, rotation and expansion.
10.3.5 Proof of SSSeq41
We commence with SSSeq40
Contracting SSSeq40 with  leads to :
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> 
> 
(10.34)
(10.143)
(10.76)
> 
> 
(10.42)
(10.98)
(10.67)
> 
(10.145)
> 
> 
(10.16)
(10.149)
(10.22)
> 
> 
> 
> 
(10.117)
> 
(10.144)
(10.141)
(10.12)
(10.108)
> 
(10.27)
(10.147)
(10.146)
(10.148)
(10.130)
> 
(10.3)
> 
(10.142)
> 
This completes the proof of equation 41.
10.3.6 Proof of SSSeq42
The original SSSeq42 is
We attempt to prove SSSeq42 by time propagation of SSSeq40. We do this for each term
in turn.
For the first term  we use SSSq38
 Here, f=mu.
We use the following nomenclature
Lowering index a:
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> 
> 
(10.34)
(10.153)
(10.151)
(10.76)
> 
> 
> 
(10.42)
(10.98)
(10.67)
> 
(10.157)
(10.156)
> 
> 
> 
(10.16)
(10.22)
> 
> 
> 
(10.154)
(10.158)
(10.117)
(10.12)
(10.108)
> 
(10.152)
(10.27)
> 
(10.159)
(10.150)
(10.130)
> 
> 
> 
(10.3)
> 
(10.155)
Term 1 is
Differentiating the second term of equation SSSeq40:
Differentiating gives (where dotP=0)
In a similar way we use SSSeq38 to find 
which, written explicitly, is
So the term 2 we are after is
Differentiating the third term of equation SSSeq40:
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> 
(10.34)
(10.163)
> 
(10.76)
> 
> 
> 
> 
> 
(10.42)
> 
(10.98)
(10.168)
(10.67)
> 
(10.160)
> 
(10.16)
(10.22)
(10.167)
(10.166)
> 
(10.164)
> 
(10.170)
> 
> 
(10.165)
> 
(10.117)
(10.169)
(10.12)
(10.108)
> 
(10.161)
(10.27)
> 
(10.150)
> 
(10.130)
(10.162)
> 
(10.171)
(10.3)
> 
We use the format thetadot=
Now for (dottheta), following from the torsion-free assumption
Contracting with 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
155
(10.172)
> 
> 
(10.34)
(10.76)
> 
(10.174)
(10.177)
> 
(10.42)
> 
(10.98)
(10.67)
> 
(10.160)
> 
(10.16)
(10.22)
> 
(10.181)
(10.176)
> 
(10.173)
> 
> 
(10.117)
> 
(10.12)
(10.108)
(10.179)
(10.27)
> 
(10.150)
(10.178)
> 
> 
(10.130)
> 
> 
(10.171)
(10.180)
(10.175)
(10.3)
> 
> 
hence combining terms to obtain term 3:
So we have the 3 terms from the time differentiation:
Now using SSSeq41:
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> 
> 
(10.183)
> 
(10.34)
(10.76)
> 
> 
(10.187)
(10.188)
> 
(10.42)
(10.98)
(10.189)
> 
(10.185)
(10.67)
> 
(10.160)
> 
(10.184)
(10.16)
(10.22)
(10.181)
> 
> 
> 
(10.182)
(10.117)
> 
(10.12)
(10.108)
(10.27)
> 
(10.150)
> 
(10.186)
(10.130)
> 
> 
(10.171)
(10.3)
> 
Using SSSeq30 we get
and substituting back into (10.183) we obtain
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(10.195)
> 
> 
(10.194)
(10.34)
(10.191)
(10.76)
> 
> 
> 
(10.42)
(10.98)
(10.67)
> 
> 
(10.160)
> 
(10.16)
> 
(10.192)
(10.22)
(10.190)
(10.181)
> 
> 
(10.198)
> 
(10.193)
(10.197)
(10.117)
> 
(10.12)
(10.108)
(10.27)
> 
(10.150)
> 
> 
> 
(10.130)
> 
(10.171)
(10.3)
> 
(10.196)
Using SSSeq40
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> 
(10.34)
(10.76)
(10.203)
> 
> 
> 
(10.200)
(10.42)
> 
(10.98)
(10.67)
> 
(10.160)
> 
(10.16)
(10.22)
(10.190)
(10.181)
(10.199)
(10.201)
(10.198)
> 
> 
(10.117)
(10.12)
(10.108)
(10.202)
> 
(10.27)
> 
(10.150)
> 
> 
(10.130)
> 
> 
(10.171)
(10.3)
> 
which is SSSeq42. 
10.3.7 Proof of SSSeq43
The original SSSeq43 is
To prove SSSeq43 we commence with SSSeq42 :
Step 1. substituting SSSeq40:
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> 
> 
(10.207)
(10.34)
(10.212)
> 
(10.76)
> 
(10.211)
> 
(10.42)
(10.98)
(10.67)
> 
(10.204)
(10.160)
> 
(10.16)
(10.22)
(10.190)
> 
(10.181)
> 
> 
(10.198)
> 
> 
(10.117)
(10.206)
(10.12)
(10.108)
> 
(10.27)
> 
(10.205)
(10.150)
(10.210)
> 
> 
(10.130)
(10.209)
> 
> 
> 
(10.171)
(10.3)
> 
> 
(10.208)
Substituting 
gives the first required equation:
Step 2. contracting with 
Now substituting the identity for the projection tensor
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> 
> 
(10.34)
> 
> 
(10.216)
(10.67)
> 
(10.16)
(10.213)
> 
> 
> 
(10.220)
(10.117)
(10.214)
> 
(10.108)
(10.12)
(10.221)
> 
> 
(10.130)
> 
(10.3)
> 
(10.219)
> 
(10.217)
> 
(10.212)
(10.76)
> 
(10.215)
(10.42)
(10.98)
> 
(10.224)
(10.160)
(10.222)
(10.22)
(10.190)
(10.181)
> 
(10.198)
> 
> 
(10.27)
> 
(10.150)
> 
(10.171)
> 
(10.223)
(10.218)
Now substituting *SSSeq41
Step 3: using SSSeq14b: 
Step 4: setting up 2 equations:
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> 
(10.228)
> 
(10.34)
(10.232)
> 
(10.212)
(10.225)
(10.233)
(10.76)
> 
(10.230)
> 
(10.227)
> 
(10.42)
> 
(10.98)
(10.67)
> 
(10.224)
(10.160)
> 
(10.16)
(10.22)
(10.190)
(10.229)
(10.181)
(10.226)
(10.198)
> 
> 
> 
(10.117)
(10.12)
(10.108)
> 
(10.27)
> 
> 
(10.150)
> 
> 
> 
(10.130)
> 
(10.171)
(10.231)
(10.3)
> 
Step 5: Using SSSeq42 with the identity 
Step 6: commencing by time propagating SSSeq42
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> 
(10.34)
(10.212)
(10.236)
(10.234)
(10.233)
(10.76)
> 
> 
> 
> 
(10.42)
(10.98)
(10.67)
> 
> 
(10.224)
(10.160)
> 
(10.16)
(10.22)
(10.190)
(10.181)
(10.239)
(10.198)
> 
(10.238)
(10.117)
(10.235)
(10.12)
(10.108)
> 
(10.27)
> 
(10.237)
(10.150)
> 
> 
> 
(10.130)
> 
(10.171)
(10.3)
> 
> 
Using SSSeq38 (and rewriting)
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> 
(10.34)
(10.212)
(10.241)
(10.243)
(10.233)
(10.76)
> 
> 
(10.42)
(10.98)
(10.67)
> 
(10.224)
(10.160)
> 
(10.16)
(10.22)
(10.190)
> 
(10.181)
> 
(10.198)
> 
> 
(10.117)
(10.242)
> 
(10.12)
(10.108)
(10.240)
(10.27)
> 
(10.150)
> 
> 
(10.130)
> 
(10.245)
(10.171)
(10.3)
> 
> 
> 
(10.244)
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> 
(10.247)
(10.34)
> 
(10.255)
(10.233)
> 
> 
> 
(10.256)
(10.67)
> 
> 
(10.16)
> 
> 
> 
(10.117)
> 
(10.108)
(10.12)
> 
> 
(10.251)
(10.130)
> 
(10.245)
(10.3)
(10.250)
> 
(10.249)
> 
(10.212)
(10.76)
(10.246)
> 
(10.42)
(10.98)
> 
(10.224)
(10.160)
> 
(10.22)
(10.190)
(10.181)
(10.198)
> 
(10.253)
(10.254)
(10.240)
(10.248)
(10.27)
(10.150)
> 
(10.252)
(10.171)
> 
> 
Now we need an identity for 
which, because of torsion-free assumption of scalars, can be written, in reverse
Now, using SSSeq18
Using SSSeq18
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> 
(10.34)
> 
(10.212)
(10.233)
(10.76)
> 
> 
(10.42)
> 
(10.98)
(10.256)
(10.67)
> 
(10.224)
(10.160)
> 
(10.16)
(10.22)
> 
(10.190)
(10.181)
> 
(10.258)
(10.261)
(10.198)
(10.262)
(10.257)
> 
(10.117)
(10.12)
(10.108)
> 
(10.240)
(10.27)
> 
(10.150)
> 
> 
(10.130)
> 
> 
(10.245)
(10.171)
(10.3)
(10.259)
> 
> 
(10.260)
Replacing this in the main term we have:
and using SSSeq38 (rewriting for mu)
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> 
> 
(10.34)
> 
(10.212)
(10.233)
(10.76)
> 
> 
(10.42)
(10.98)
(10.256)
(10.67)
> 
(10.264)
(10.224)
(10.160)
> 
(10.16)
(10.22)
(10.190)
(10.265)
(10.181)
(10.198)
> 
(10.262)
> 
(10.267)
(10.117)
> 
(10.12)
(10.108)
(10.263)
(10.240)
(10.27)
> 
(10.266)
(10.150)
> 
> 
(10.130)
> 
> 
(10.245)
(10.171)
(10.3)
> 
> 
Using the Raychaudhuri equation for an expression for dottheta
we substitute in (10.264) to get
Using SSSeq36 we get
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> 
(10.34)
(10.212)
(10.233)
(10.76)
> 
> 
(10.42)
(10.270)
(10.98)
(10.256)
(10.67)
> 
(10.224)
(10.160)
> 
(10.16)
(10.271)
(10.22)
(10.190)
(10.181)
(10.268)
> 
> 
(10.198)
(10.269)
> 
(10.262)
> 
> 
(10.267)
(10.117)
(10.12)
(10.108)
(10.240)
(10.27)
> 
(10.150)
> 
> 
(10.130)
> 
(10.245)
(10.171)
(10.3)
> 
> 
Moving all the terms to one side:
we have
and collecting terms we have
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> 
(10.34)
(10.212)
(10.233)
(10.76)
> 
> 
(10.42)
> 
(10.276)
(10.98)
(10.256)
(10.67)
> 
(10.224)
(10.160)
> 
(10.16)
(10.273)
(10.22)
(10.190)
> 
(10.181)
(10.272)
(10.275)
(10.198)
(10.262)
> 
(10.267)
(10.117)
> 
> 
(10.12)
(10.108)
(10.240)
(10.27)
> 
(10.150)
> 
> 
> 
(10.130)
(10.274)
> 
(10.245)
(10.171)
(10.3)
> 
> 
Contracting with 
Now from step 4 i.e. equations  (10.228) and (10.227)
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(10.34)
(10.233)
> 
(10.256)
(10.67)
> 
> 
(10.16)
> 
(10.279)
(10.262)
(10.277)
> 
(10.117)
(10.108)
(10.12)
(10.282)
> 
> 
> 
(10.130)
> 
> 
(10.283)
(10.245)
(10.3)
> 
(10.281)
(10.212)
(10.76)
(10.278)
> 
(10.42)
(10.98)
(10.280)
> 
(10.224)
(10.160)
(10.22)
(10.190)
(10.181)
> 
> 
(10.198)
(10.267)
> 
(10.240)
(10.27)
(10.150)
> 
(10.171)
> 
> 
are substituted into (10.275) to get
********************
REMAINING TERMS: To check which terms are remaining we compare SSSeq43 with 
(10.270).
Rewriting (10.270)
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(10.287)
(10.34)
(10.233)
> 
(10.285)
(10.256)
(10.67)
> 
(10.16)
> 
(10.262)
(10.277)
> 
(10.288)
(10.117)
(10.108)
(10.12)
> 
> 
(10.286)
(10.130)
> 
> 
(10.289)
(10.283)
> 
(10.245)
(10.3)
> 
> 
(10.212)
(10.76)
> 
(10.42)
(10.98)
> 
(10.224)
(10.160)
> 
(10.22)
(10.190)
(10.181)
(10.198)
(10.267)
> 
> 
(10.240)
(10.27)
(10.150)
> 
(10.171)
> 
> 
(10.284)
the remainder is
To prove the equation SSSeq43, we need to show that REMAINDER=0. To do this we 
substitute expressions from previously shown conditions into REMAINDER (10.284). 
Firstly from SSSeq40:
we isolate 
We substitute in the REMAINDER term to get:
Now using SSSeq41:
and (10.219)
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> 
(10.34)
(10.233)
> 
(10.256)
(10.67)
> 
(10.16)
> 
(10.292)
(10.262)
(10.277)
> 
> 
(10.117)
> 
(10.298)
(10.108)
(10.12)
(10.297)
> 
> 
(10.130)
(10.295)
> 
(10.283)
(10.245)
(10.290)
(10.3)
> 
(10.212)
(10.76)
(10.294)
(10.291)
> 
(10.42)
(10.98)
> 
(10.224)
(10.160)
> 
(10.22)
(10.190)
(10.181)
> 
(10.198)
(10.293)
(10.267)
> 
(10.296)
> 
(10.240)
> 
(10.27)
> 
(10.150)
(10.299)
> 
(10.171)
> 
> 
> 
we substitute into (10.287)
to get
Rearranging the indices for a term in the REMAINDER, for a further step later:
We obtain the following by contracting SSSeq41 (10.140) by 
So we have the combination of terms:
Again rearranging indices of a term
and another term, noting the symmetry
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
172
> 
(10.300)
(10.34)
> 
(10.233)
> 
(10.256)
(10.67)
> 
(10.16)
(10.303)
(10.262)
(10.277)
> 
(10.117)
> 
(10.108)
(10.12)
> 
> 
(10.130)
> 
(10.283)
(10.245)
(10.3)
> 
(10.212)
(10.76)
(10.301)
> 
(10.42)
(10.98)
> 
> 
(10.224)
(10.160)
(10.22)
(10.190)
(10.181)
(10.198)
> 
(10.267)
> 
(10.240)
(10.27)
(10.150)
(10.299)
> 
(10.302)
(10.171)
> 
> 
and substituting, gives the REMAINDER as zero
"LHS is a constant, RHS is a tensor - suggest reverse the equation"
thus completing the proof of SSSeq43.
10.3.8 Proofs of SSSeq44, SSSeq45, SSSeq46
The original SSSeq44 is
We start with SSSeq42 and SSSeq43:
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> 
(10.34)
(10.233)
> 
> 
> 
(10.256)
(10.67)
> 
(10.16)
(10.303)
(10.262)
(10.277)
> 
(10.117)
> 
> 
(10.305)
(10.108)
(10.12)
> 
(10.307)
> 
> 
(10.130)
> 
(10.283)
(10.245)
(10.3)
> 
(10.212)
(10.76)
> 
(10.42)
(10.98)
> 
(10.224)
(10.306)
(10.160)
(10.22)
(10.190)
(10.181)
(10.198)
(10.267)
> 
(10.240)
(10.27)
(10.150)
(10.299)
> 
(10.304)
(10.171)
> 
> 
Multiplying SSSeq43 by 
Using SSSeq42 to isolate a term for 
and substituting gives
Collecting terms
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> 
> 
(10.34)
(10.310)
(10.233)
> 
> 
(10.256)
(10.67)
> 
(10.16)
(10.303)
(10.312)
(10.313)
(10.262)
(10.277)
> 
(10.117)
> 
(10.108)
(10.12)
> 
> 
(10.130)
> 
(10.283)
(10.245)
> 
> 
(10.3)
> 
(10.212)
(10.76)
> 
(10.308)
> 
(10.42)
(10.98)
> 
(10.224)
(10.160)
(10.22)
(10.190)
(10.181)
(10.198)
(10.311)
(10.309)
(10.267)
> 
> 
(10.240)
(10.27)
(10.150)
(10.299)
> 
(10.171)
> 
> 
gives SSSeq44.
To prove SSSeq45, we contract SSSeq44 with 
Substituting basic identities into the previous equation gives, over the next 4 steps:
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> 
(10.34)
(10.233)
> 
> 
> 
(10.256)
(10.67)
> 
(10.316)
(10.16)
(10.303)
> 
(10.313)
(10.262)
(10.277)
> 
> 
(10.117)
> 
(10.108)
(10.12)
> 
> 
(10.319)
(10.130)
(10.318)
> 
(10.283)
(10.245)
(10.3)
> 
> 
(10.212)
(10.76)
> 
> 
(10.42)
(10.98)
> 
(10.224)
> 
(10.160)
(10.315)
(10.22)
(10.190)
(10.181)
(10.198)
(10.267)
> 
(10.317)
(10.240)
(10.27)
(10.150)
(10.299)
> 
(10.320)
(10.171)
> 
> 
(10.314)
This completes the proof of SSSeq45. Two different cases arise from SSSeq45:
Case 1:
From SSSeq45, if 
which is SSSeq46
Case 2: See later discussion in this chapter (section 10.3.10)
This ends the section of the proofs of SSSeq44, SSSeq45 and SSSeq46
10.3.9 Proofs of SSSeq47 and SSSeq48
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> 
(10.322)
> 
(10.34)
(10.326)
> 
(10.233)
> 
(10.328)
(10.256)
(10.67)
> 
(10.16)
(10.303)
(10.313)
(10.262)
(10.277)
> 
> 
(10.117)
> 
(10.108)
(10.12)
(10.325)
> 
> 
> 
> 
(10.130)
> 
(10.283)
(10.245)
(10.3)
> 
> 
> 
(10.212)
(10.76)
> 
> 
(10.42)
(10.98)
> 
(10.224)
> 
(10.160)
(10.324)
(10.22)
(10.190)
(10.181)
(10.198)
(10.267)
> 
(10.327)
(10.240)
(10.27)
(10.321)
(10.150)
(10.299)
> 
> 
(10.323)
(10.320)
(10.171)
> 
> 
To prove this we commence with the time propagation of SSSeq46, which leads to (with 
standard identities):
Using SSSeq46:
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
177
> 
(10.34)
(10.233)
> 
> 
(10.329)
(10.256)
(10.67)
> 
(10.334)
(10.16)
(10.303)
> 
(10.313)
(10.262)
(10.277)
> 
> 
(10.117)
> 
> 
(10.108)
(10.12)
(10.332)
> 
> 
(10.130)
> 
(10.283)
(10.245)
(10.3)
> 
(10.212)
(10.76)
> 
(10.42)
(10.98)
> 
(10.224)
(10.160)
(10.335)
(10.333)
(10.22)
(10.190)
(10.181)
(10.330)
(10.198)
(10.267)
> 
> 
(10.240)
(10.27)
(10.150)
(10.299)
> 
> 
(10.331)
> 
(10.320)
> 
(10.171)
> 
> 
Hence we have either 
The proof of SSSeq48 complete, and with it case 1 is closed.
10.3.10 Proofs of SSSeq49, SSSeq50 and SSSeq51
From above, case 2 (see below (10.319):
if then SSSeq44 leads to (with identities SSSeq14a and SSSeq14b, which are
(7.118) and (7.119) respectively)
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> 
(10.34)
(10.338)
(10.337)
(10.233)
> 
(10.329)
(10.256)
(10.67)
> 
(10.16)
(10.303)
(10.336)
> 
(10.313)
(10.262)
(10.277)
> 
> 
(10.117)
(10.340)
> 
> 
(10.339)
(10.108)
(10.12)
> 
> 
> 
(10.130)
> 
(10.283)
(10.245)
(10.3)
> 
> 
(10.212)
(10.76)
> 
(10.42)
(10.98)
> 
(10.224)
(10.160)
(10.22)
(10.190)
(10.181)
(10.198)
(10.267)
> 
(10.240)
(10.27)
(10.150)
(10.299)
> 
> 
(10.320)
(10.171)
> 
> 
> 
or, re-arranged:
which is SSSeq49
Now SSSeq50:
is easily shown, and from the definition of omega[a,b]
i.e. the vectors 
From this it is concluded that the two vectors in SSSeq49 (10.338) are orthogonal due to 
SSSeq50 (above) (10.340), and hence the terms in SSSeq49 must vanish. Looking at the 
term  of SSSeq49 (10.338) the 3 possibilities are:
1. 
2. the bracket vanishes and by lemma 3 the proof is finished
3. 
Hence by argument, in all sub-cases, this leads to 
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> 
> 
(10.34)
(10.212)
(10.233)
(10.76)
> 
> 
(10.42)
(10.98)
(10.329)
(10.256)
(10.67)
> 
(10.224)
(10.160)
> 
(10.16)
(10.303)
(10.22)
(10.190)
(10.181)
(10.336)
(10.198)
(10.313)
(10.262)
(10.277)
> 
(10.267)
> 
> 
> 
(10.117)
> 
> 
(10.12)
(10.108)
> 
(10.240)
(10.27)
> 
(10.150)
(10.299)
> 
> 
(10.130)
(10.320)
> 
(10.283)
(10.341)
(10.245)
(10.171)
(10.3)
> 
> 
Hence the sub-case for dust (du=0=p) is proven (i.e. Theorem 10.1)
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> 
> 
(11.2)
(11.1)
> 
> 
Chapter 11 Shear-free perfect fluids with acceleration 
parallel to vorticity
11.1 Introduction
In this chapter we continue to follow the equations outlined by Senovilla, Sopuerta and 
Szekeres (2008) (SSS) with the assumptions for the sub-case of the shear-free conjecture
with the acceleration parallel to vorticity. This follows a similar approach to that of the 
previous chapter i.e. each equation of interest in SSS is listed as SSSeqxy, (from 
SSSeq52 through SSSeq80) and then an elucidated proof is provided. The sub-case 
proposes the the following theorem:
Theorem 11.1: If relativistic, shear-free perfect fluids which obey a barotropic equation 
of state (i.e. pressure (p) is a function of mass-energy (m), and is non-zero), and with 
acceleration parallel to vorticity, is either non-expanding or non-rotating.
We believe each presented proof is complete except for SSSeq78, SSSeq79 and SSSeq81
where further work is required. There is a range of lengths and levels of difficulty of the 
proofs. Some a very short, but several are very long. A flowchart summary of the proof 
is shown in Figure 11.1.
11.2 Equation proofs
11.2.1 Equation SSSeq52 - assumption of this sub-case
The assumption of this sub-case is expressed algebraically as:
where 
In vector form this reads
11.2.2 Equation SSSeq53 - Definition of p': with the eqn of state - barotropic 
assumption
The barotropic assumption states that the pressure p is a function of the mass/energy 
density 
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Figure 11.1 Logic flow of worksheet for the proof of the shear-free 
conjecture for acceleration parallel to vorticity, as shown in chapter 11. 
Equations 1-31 
EFEs 
General applicability 
No assumptions 
 
 
Equation 52 
Main assumption 
acceleration = a = du = Ψω 
 
 
Lemmas 4,5 
Equations 54-59 
 
 
Equations 60-72 
 
Propagation & 
substitution leading to 
2 branches 
 
 
Equations 73-76 
 
 
Equations 77- 80 
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> 
(11.7)
(11.3)
> 
(11.6)
> 
> 
(11.5)
> 
> 
> 
(11.9)
(11.10)
> 
(11.4)
> 
(11.8)
(11.11)
From this we define the derivatives of p
This term will be used throughout many expressions to follow.
11.2.3 Equations SSSeq54, SSSeq56 & SSSeq57
(Note: SSSeq55 is proven in next section)
Proof: We commence using equations (9.73) and (9.74) which are equations SSSeq30 
and SSSeq31:
From SSSeq31:
with the definition of pdot:
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> 
> 
> 
> 
> 
(11.19)
(11.14)
> 
(11.17)
(11.20)
> 
(11.18)
> 
(11.12)
(11.3)
(11.15)
(11.13)
> 
> 
> 
(11.16)
we get an expression for 
Now from SSSeq30
and using the chain rule, we can say:
i.e. dp/dt = dp/d
and substituting the previous two equations into (11.12) we get
It can be seen that, by collecting u, p and theta:
which is SSSeq56
The final steps to prove SSSeq57 involve a covariant derivative, followed by a double 
projection, and an antisymmetrisation of (11.18). When applied to the second term of 
(11.18) it vanishes. To prove this let k be an arbitrary scalar function:
k
We look at its derivative,
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> 
> 
> 
(11.21)
> 
(11.23)
> 
> 
> 
(11.27)
(11.24)
> 
(11.26)
(11.3)
(11.25)
(11.22)
Antisymmetrising the double projection of (11.20) gives the expression
and simplifying for the projection tensor gives:
Now we consider the second derivative of a scalar.
With the torsion-free assumption (Penrose & Rindler 1984), we can say
Antisymmetrising the double projection gives of the LHS gives
and simplifying, vanishes:
0
So we have shown that the antisymmetric component of the double projection of the 
covariant derivative of a scalar function vanishes.
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> 
(11.32)
> 
(11.30)
> 
(11.28)
> 
(11.33)
(11.31)
(11.29)
(11.3)
> 
> 
> 
Now, to complete the form of (11.18) we look at a scalar l multiplied by the derivative of
a scalar :
As before, we look at its (11.28) double derivative
A double projection gives
Expanding and simplifying gives:
where we have used
Now let let us use the following format
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> 
(11.37)
(11.36)
(11.38)
(11.43)
(11.40)
(11.42)
> 
> 
> 
> 
(11.35)
(11.3)
(11.41)
> 
> 
> 
(11.39)
(11.34)
> 
> 
> 
and also, reversing the indices
Hence, we have
and
and 
Using the last two equations and substituting into (11.31) gives
So we have shown that the antisymmetric terms of a scalar function multiplying a doubly
projected derivative of another scalar function vanishes. We can apply this directly to 
(11.18) where we have used
and 
i.e. where we substitute in (11.18)
From this we can deduce that
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> 
> 
(11.45)
> 
(11.49)
(11.48)
> 
(11.47)
> 
> 
(11.50)
> 
(11.44)
(11.3)
> 
(11.46)
(11.51)
(11.34)
> 
> 
which is SSSeq57
Finally we proceed to substitute SSSeq9 in (11.44) 
written, in reverse, as
to give, after substituting in (11.44), SSSeq54
11.2.4 Equation SSSeq55
To prove this we commence this section with a proof of a useful new equation which we 
will label HC69
We commence with the definition of :
Now as a background, let us look at expressions related to mudot, in the next equations:
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> 
> 
(11.52)
(11.55)
> 
(11.59)
(11.57)
> 
> 
> 
> 
(11.63)
> 
> 
(11.64)
(11.44)
(11.3)
(11.61)
> 
> 
(11.60)
(11.62)
> 
(11.58)
(11.56)
(11.53)
(11.34)
> 
> 
> 
(11.54)
> 
This last expression is HC69
Now to prove SSSeq55:
we commence with time propagation of equation SSSeq56:
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> 
(11.52)
(11.71)
> 
(11.67)
(11.70)
(11.65)
> 
> 
> 
> 
> 
> 
(11.69)
> 
(11.72)
> 
(11.64)
(11.73)
(11.44)
(11.3)
(11.68)
> 
> 
> 
(11.34)
(11.74)
(11.66)
> 
To make it easier to work with we rewrite (11.64) in the form
or rather as
where we define
to give
Taking the time propagation gives
and taking the projection:
Elimination of terms leads to
Now we have a few substitutions:
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> 
(11.84)
(11.52)
> 
> 
(11.83)
> 
> 
> 
> 
(11.76)
(11.75)
(11.80)
(11.78)
> 
> 
(11.64)
> 
(11.44)
(11.3)
> 
(11.82)
> 
(11.34)
(11.74)
(11.77)
(11.79)
(11.81)
> 
> 
and also from the chain rule
Hence 
Again, using the chain rule we have
which gives, after substitution in (11.72)
Now we have shown in HC69 (11.49)
Substituting this into (11.81), in addition to identities leads to the following series of 
equations:
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> 
(11.84)
(11.52)
> 
(11.85)
> 
> 
(11.86)
> 
> 
> 
> 
(11.89)
> 
(11.91)
> 
(11.87)
(11.64)
(11.44)
(11.3)
(11.90)
(11.34)
(11.74)
(11.88)
> 
So we have, so far,:
So we are not really close here....let us relook at 
Using SSSeq31 we obtain
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> 
> 
(11.84)
(11.52)
> 
(11.93)
(11.99)
> 
(11.96)
(11.92)
(11.101)
> 
(11.97)
> 
> 
(11.95)
> 
> 
(11.100)
> 
> 
(11.98)
(11.64)
> 
> 
(11.44)
(11.3)
(11.94)
(11.34)
(11.74)
> 
Let us look at the 2nd term on the RHS of 
Now we get from SSeq31
also from SSSeq6:
and also 
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> 
(11.102)
> 
(11.84)
(11.52)
> 
(11.106)
> 
(11.92)
(11.101)
> 
> 
> 
(11.109)
> 
(11.110)
(11.104)
> 
> 
> 
(11.64)
(11.44)
(11.3)
(11.107)
> 
> 
(11.108)
(11.34)
(11.74)
(11.103)
(11.105)
> 
And so we have the expression
Substituting this back into (11.92) gives
which is
11.2.5 Equation SSSeq58
To prove this we substitute SSSeq54 (written explicitly) into SSSeq21:
and we define
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> 
(11.115)
(11.84)
(11.52)
> 
(11.118)
> 
> 
> 
(11.121)
> 
(11.92)
(11.101)
> 
> 
> 
> 
> 
(11.114)
(11.64)
(11.120)
(11.44)
(11.3)
(11.119)
(11.117)
> 
> 
(11.112)
(11.116)
(11.34)
(11.74)
> 
> 
(11.111)
(11.113)
> 
which gives SSSeq58
11.2.6 Equations SSSeq59a and SSSeq59b
We commence with SSSeq11, SSSeq25 & SSSeq54:
and we substitute these and other identities
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> 
(11.84)
> 
(11.52)
> 
> 
(11.121)
> 
(11.92)
(11.101)
> 
> 
(11.124)
(11.64)
> 
(11.44)
(11.127)
(11.3)
> 
(11.122)
(11.126)
(11.125)
(11.34)
(11.74)
(11.123)
> 
> 
(11.111)
> 
Multiplying by eta, absorbing the metric, and with more identities
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> 
(11.84)
(11.52)
(11.133)
(11.128)
> 
> 
(11.121)
> 
> 
> 
> 
(11.92)
(11.101)
> 
> 
(11.132)
> 
(11.131)
> 
(11.134)
> 
(11.130)
(11.64)
(11.135)
(11.44)
(11.3)
(11.127)
> 
(11.129)
(11.34)
(11.74)
> 
(11.136)
(11.111)
> 
:
which is SSSeq59a
Now for the second equation
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(11.138)
> 
(11.84)
(11.52)
(11.137)
> 
> 
(11.142)
(11.121)
(11.144)
> 
(11.92)
(11.101)
> 
> 
> 
> 
> 
(11.140)
> 
(11.139)
(11.64)
(11.141)
(11.44)
> 
(11.3)
(11.127)
(11.143)
> 
(11.34)
(11.74)
> 
> 
(11.111)
> 
Now we can use the following
to give
(which assumes 
This is SSSeq59b
11.2.7 Equation SSSeq60
The equation above (11.143) is the main form that will be used in later proofs (SSSeq60).
The other form of the equation is (which is not used further) (SSSeq60b)
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> 
(11.84)
(11.52)
> 
(11.147)
(11.149)
> 
(11.121)
> 
> 
(11.92)
> 
(11.101)
> 
> 
(11.153)
> 
> 
> 
(11.154)
> 
(11.64)
(11.145)
(11.44)
(11.3)
(11.127)
> 
(11.155)
(11.150)
(11.152)
(11.146)
(11.34)
(11.74)
(11.148)
> 
> 
> 
(11.111)
(11.151)
> 
where
with the following assumption, where  is an arbitrary non-vanishing function:
To commence the main proof of (11.143) we commence by taking the derivative of 
SSSeq11, and simplifying over the next series of steps:
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> 
(11.162)
(11.84)
(11.52)
> 
(11.158)
(11.121)
> 
(11.92)
(11.101)
(11.160)
> 
> 
(11.159)
(11.156)
(11.64)
(11.161)
(11.163)
(11.44)
(11.3)
(11.127)
> 
> 
> 
(11.157)
(11.34)
(11.74)
> 
> 
> 
> 
> 
> 
(11.164)
(11.111)
> 
Substituting for the vorticity vector (with the sub-case assumption (11.148)) in (11.154)
The derivative of the vorticity vector here is expressed as
and again substituting into (11.156) gives
The last term in temp10 can be shown to be the first term on the RHS of SSSeq60b 
(11.144)
We look at the terms on the RHS of (11.158), one by one:
****************
The first term:
Eliminating product of symmetric and antisymmetric terms:
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> 
> 
(11.84)
(11.52)
(11.173)
> 
(11.174)
(11.121)
> 
(11.171)
(11.168)
(11.92)
(11.167)
(11.101)
> 
> 
> 
> 
> 
(11.165)
(11.166)
(11.170)
(11.172)
(11.64)
(11.44)
> 
(11.3)
(11.127)
> 
> 
(11.169)
> 
(11.34)
(11.74)
> 
> 
(11.164)
(11.111)
> 
This is time-like, and so will vanish upon a space-like projection at a later stage of the 
proof.
end of first term
****************
The second term of (11.158) is
Eliminating product of symmetric and antisymmetric terms:
Due to the eta tensor, the terms is orthogonal to both the vorticity vector and the plane of
the vorticity tensor. Hence term 2 must be time-like (and so will also vanish upon a 
space-like projection) i.e. for some function K:
end of second term
****************
The third term of (11.158) is
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> 
(11.183)
(11.84)
(11.52)
> 
> 
> 
(11.121)
> 
> 
(11.175)
(11.182)
(11.92)
(11.101)
> 
(11.177)
(11.179)
> 
> 
> 
(11.178)
> 
(11.64)
(11.180)
(11.44)
(11.3)
(11.127)
(11.181)
(11.176)
> 
> 
(11.34)
(11.74)
> 
(11.164)
(11.111)
> 
Using SSSeq54
So to create the third term from this:
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> 
(11.183)
(11.84)
(11.52)
> 
> 
(11.121)
> 
> 
(11.92)
(11.101)
> 
> 
> 
> 
(11.194)
(11.64)
(11.191)
(11.193)
(11.44)
(11.190)
(11.3)
(11.127)
(11.184)
> 
(11.188)
> 
(11.189)
> 
> 
(11.192)
> 
(11.186)
(11.185)
(11.34)
(11.74)
> 
(11.164)
(11.111)
> 
> 
(11.187)
so we have
end of third term
****************
The fourth term of (11.158) is
Now from SSSeq11:
end of fourth term
****************
So combining the terms:
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> 
(11.183)
(11.84)
(11.52)
(11.198)
> 
(11.200)
(11.195)
> 
(11.121)
> 
(11.92)
(11.101)
> 
> 
> 
> 
(11.194)
(11.64)
(11.196)
(11.44)
(11.3)
(11.127)
> 
(11.201)
> 
(11.197)
(11.199)
(11.34)
(11.74)
> 
> 
(11.164)
(11.111)
> 
projecting with P[c,a]
and substituting identities:
which is SSSeq60 (second/main part)
11.2.8 Equation SSSeq61
This is a direct substitution of SSSeq60 into SSSeq26
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> 
(11.183)
(11.84)
(11.52)
> 
> 
(11.121)
> 
(11.92)
> 
(11.101)
> 
> 
> 
> 
(11.208)
(11.205)
(11.194)
(11.64)
(11.207)
(11.209)
(11.44)
> 
> 
(11.3)
(11.127)
(11.206)
(11.202)
(11.203)
> 
(11.204)
(11.34)
(11.74)
> 
(11.164)
(11.111)
> 
which is SSSeq61
11.2.9 Equation SSSeq62
Combining SSSeq55 and SSSeq61:
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> 
(11.183)
(11.84)
> 
(11.52)
> 
(11.211)
(11.121)
(11.216)
> 
(11.213)
(11.92)
> 
(11.101)
(11.215)
> 
> 
> 
(11.218)
(11.217)
> 
> 
(11.194)
(11.64)
> 
(11.44)
(11.212)
(11.3)
(11.127)
(11.202)
> 
> 
(11.214)
> 
(11.210)
(11.34)
(11.74)
> 
(11.164)
(11.111)
> 
which is SSSeq62
11.2.10 Equation SSSeq63
To prove SSSeq63 we commence with SSSeq52.
Taking the time propagation, expanding, and simplifying with previous shown identities,
as indicated
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> 
(11.183)
> 
(11.84)
> 
> 
(11.52)
(11.121)
> 
(11.92)
> 
(11.101)
> 
> 
(11.219)
(11.194)
(11.64)
(11.222)
> 
> 
(11.44)
(11.220)
> 
(11.3)
(11.127)
(11.224)
> 
(11.202)
(11.223)
(11.221)
(11.225)
(11.210)
(11.34)
(11.74)
> 
(11.164)
(11.111)
> 
> 
which is SSSeq63
11.2.11 Equation SSSeq64
The argument to support SSSeq64 follows from observations on SSSeq62 and SSSeq63
where, taking into account the orthogonality of  and , the second term of 
SSSeq62 must vanish. Hence
11.2.12 Equation SSSeq65
To prove SSSeq65 we commence with SSSeq62, SSSeq63 and SSSeq64
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> 
> 
(11.183)
(11.84)
> 
(11.52)
(11.232)
> 
> 
(11.230)
(11.231)
(11.121)
> 
(11.229)
(11.228)
(11.92)
> 
(11.101)
(11.233)
> 
> 
> 
(11.219)
> 
> 
> 
(11.227)
(11.194)
(11.64)
(11.226)
(11.44)
> 
(11.3)
(11.127)
(11.202)
> 
(11.210)
(11.34)
(11.74)
> 
(11.164)
(11.111)
> 
Selecting the  term on the RHS of (11.226) (by removing the omega[a,-d] term):
which is SSSeq65
11.2.13 Equation SSSeq66
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> 
> 
(11.84)
(11.52)
> 
(11.238)
(11.237)
> 
> 
(11.101)
> 
(11.219)
> 
(11.239)
(11.242)
(11.226)
> 
(11.127)
> 
(11.234)
(11.34)
(11.74)
> 
(11.240)
(11.241)
> 
(11.183)
(11.236)
> 
> 
(11.235)
(11.121)
> 
(11.92)
(11.233)
> 
(11.194)
> 
(11.64)
> 
(11.44)
(11.3)
> 
(11.202)
> 
(11.210)
(11.164)
(11.111)
> 
To prove this requires a simple substitution of SSSeq64 into SSSeq66, followed by an 
expansion of the projection tensor:
which is SSSeq66
11.2.14 Equation SSSeq67
This proof is also a simple substitution, that of  and SSSeq64 into SSSeq60
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> 
> 
(11.84)
(11.52)
> 
(11.101)
> 
(11.252)
(11.219)
(11.251)
> 
> 
> 
(11.245)
(11.226)
(11.243)
(11.127)
> 
> 
(11.34)
(11.74)
(11.244)
> 
(11.248)
> 
(11.250)
(11.247)
(11.183)
> 
(11.121)
> 
(11.92)
> 
(11.233)
(11.246)
> 
(11.253)
> 
(11.249)
> 
(11.194)
(11.64)
> 
(11.44)
(11.3)
> 
(11.202)
> 
(11.210)
> 
(11.164)
(11.111)
> 
which is SSSeq67
11.2.15 Equation SSSeq68
Commencing with SSSeq67
Now using SSSeq29
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> 
(11.183)
(11.84)
> 
(11.52)
> 
> 
(11.121)
> 
> 
(11.92)
> 
(11.101)
(11.233)
> 
> 
(11.255)
(11.219)
> 
> 
(11.259)
(11.194)
(11.64)
(11.226)
(11.243)
(11.44)
(11.258)
> 
(11.3)
(11.127)
(11.257)
(11.202)
(11.254)
> 
> 
(11.256)
> 
(11.210)
(11.34)
(11.74)
> 
> 
(11.164)
(11.111)
> 
which is SSSeq68
11.2.16 Equation SSSeq69
This is a long proof, which is divided into several parts:
Part 1. We commence with equation 3.21 of the Sopuerta (1996) thesis:
As discussed, our version is shown in equation (9.132) is currently slightly different, but, 
as shown below, is the same as (11.257) for this sub-case:
for the sub-case where acceleration is parallel to vorticity (a//w =A[a]=v[a]=0) we have
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> 
(11.183)
(11.84)
> 
(11.52)
> 
> 
(11.121)
> 
> 
> 
(11.92)
> 
(11.101)
(11.233)
(11.260)
> 
> 
> 
(11.263)
(11.264)
(11.219)
> 
(11.259)
(11.194)
(11.64)
(11.226)
(11.243)
(11.44)
> 
(11.3)
(11.127)
(11.202)
(11.254)
> 
> 
(11.262)
> 
> 
(11.210)
(11.261)
(11.34)
(11.74)
> 
(11.164)
(11.111)
> 
and using SSSeq68:
we further simplify:
For the sub-case where acceleration is parallel to vorticity (a//w, using the same 
assumptions as in HUF2 and HUF3 above i.e. a//w =A[a]=v[a]=0 and SSSeq68) we have
Compare to HUF3
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> 
> 
(11.84)
(11.52)
(11.267)
> 
> 
> 
> 
(11.101)
(11.265)
> 
(11.269)
(11.272)
(11.264)
(11.219)
> 
(11.259)
(11.226)
(11.243)
(11.266)
(11.127)
(11.254)
> 
> 
> 
(11.34)
(11.74)
> 
> 
(11.271)
(11.183)
> 
> 
(11.121)
(11.270)
> 
(11.92)
(11.233)
> 
> 
(11.194)
(11.64)
(11.268)
(11.44)
(11.3)
> 
(11.202)
> 
(11.210)
(11.164)
(11.111)
> 
> 
the difference is:
which is zero with the barotropic assumption. So HUF3 and sop3.21 become identical in 
this sub-case.
Now we substitute SSSeq67:
We look at the term 
Now from SSSeq31, where PU=p+mu:
and using the assumption du//w, we have du[a].w[a,c]=0, and so with temp5:
Multiplying by 
Now with the barotropic assumption p=p(mu) we also assume:
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> 
(11.275)
(11.277)
> 
(11.84)
(11.52)
(11.274)
(11.276)
(11.280)
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
> 
(11.259)
(11.226)
(11.243)
(11.127)
> 
(11.254)
> 
> 
> 
(11.34)
(11.74)
> 
(11.273)
(11.278)
(11.183)
> 
> 
(11.121)
> 
(11.92)
> 
(11.233)
> 
> 
> 
(11.194)
(11.64)
(11.279)
(11.44)
(11.3)
> 
(11.202)
> 
(11.210)
(11.164)
(11.111)
> 
case 1. p'<>0, and p=const has been shown to =>
case 2. if p''=0 then, from temp4:
which leads to the same equation as temp9 below:
case 3. if we assume p''<> 0=>p''/p'<>0 then, multiplying temp7 by p''/p'
which again implies
and so we have the main equation as:
(Note that there is a sign difference in the  term when compared with Sopuerta thesis 
equation 3.54, which has been verified by other collaborators (personal communications)
. The consequence of this is that the SSS paper appears to have the correct equation 
sequence, as opposed to that suggested in the erratum of Sopuerta (1996)).
Part 2. We continue from the previous section. From SSSeq31 with the assumption du[a]
=
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> 
> 
(11.183)
(11.84)
> 
(11.52)
> 
> 
(11.285)
> 
> 
(11.281)
(11.286)
> 
(11.121)
> 
> 
(11.92)
> 
(11.101)
(11.233)
> 
> 
(11.264)
(11.283)
(11.219)
> 
(11.259)
(11.194)
> 
(11.64)
(11.226)
(11.243)
(11.44)
> 
(11.3)
(11.127)
(11.288)
(11.202)
(11.287)
> 
(11.254)
(11.284)
> 
> 
(11.210)
(11.34)
(11.74)
> 
> 
(11.164)
(11.282)
(11.111)
> 
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> 
> 
(11.84)
(11.52)
(11.293)
(11.281)
(11.291)
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
> 
(11.259)
(11.226)
(11.243)
(11.127)
(11.254)
> 
> 
(11.34)
(11.74)
> 
(11.289)
> 
(11.290)
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
> 
> 
(11.233)
> 
> 
(11.292)
> 
(11.296)
(11.194)
(11.64)
> 
(11.44)
(11.3)
> 
(11.288)
(11.202)
> 
> 
(11.294)
(11.295)
> 
(11.210)
(11.164)
(11.111)
> 
Part 3. We turn to look at the time differentiation of SSSeq61
where SSSeq64 ( =0): 
leads to:
to make differentiation easier, we multiply both sides by Psi:
Taking each term of the time differentiation of temp11a (11.292):
:
with the a//w assumptions
:
(using the the the method of the Ricci identities, as in a previous file):
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> 
> 
(11.84)
(11.52)
> 
(11.281)
> 
> 
> 
(11.101)
> 
(11.264)
(11.301)
(11.219)
(11.298)
(11.299)
> 
(11.259)
> 
(11.226)
(11.243)
(11.127)
(11.302)
> 
(11.254)
> 
(11.34)
(11.74)
> 
(11.303)
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
> 
(11.300)
> 
(11.194)
(11.64)
> 
(11.44)
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
> 
> 
(11.210)
(11.164)
(11.111)
> 
:
Part 4. As above, to make the differentiation of temp11 easier, we multiply BS by 
Now using SSSeq65:
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> 
> 
(11.84)
(11.52)
(11.281)
> 
> 
> 
(11.101)
> 
(11.264)
(11.219)
(11.305)
> 
(11.259)
(11.306)
(11.226)
(11.243)
> 
(11.127)
(11.308)
(11.254)
> 
(11.34)
(11.74)
> 
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
> 
(11.307)
(11.194)
(11.64)
> 
(11.309)
(11.310)
(11.44)
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
> 
> 
> 
(11.210)
> 
(11.164)
(11.111)
> 
replacing the terms with the above conditions (from the previous section: temp 17, 
temp18 and SSSeq65) into the main expression (temp19):
17
11
Now for the RHS of temp11a:
From SSSeq30 and the chain rule (as discussed at (11.80)):
dot(p')=(dp/dmu)*(d/dt)=(dp/dmu)*(dmu/dt)*(d/dmu)=(dp/dmu)*(d/dmu)*(dmu/dt)=-
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> 
> 
(11.84)
(11.52)
> 
(11.281)
> 
> 
> 
(11.101)
> 
> 
(11.264)
(11.219)
(11.312)
(11.315)
> 
(11.259)
(11.311)
(11.316)
(11.226)
(11.243)
(11.127)
(11.254)
> 
> 
(11.34)
(11.74)
> 
> 
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
(11.314)
> 
> 
(11.194)
(11.64)
> 
(11.44)
(11.3)
> 
> 
(11.288)
(11.202)
(11.304)
(11.313)
(11.317)
> 
(11.210)
(11.164)
(11.111)
> 
p''*PU*theta
From SSSeq59 (part a):
and with the a//w assumption:
Now substituting these into the main RHS expression under consideration (temp22) 
(11.310):
we have, equating the LHS and RHS of temp11a (11.292):
From SSSeq66:
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> 
> 
(11.84)
(11.52)
> 
(11.319)
(11.318)
(11.281)
> 
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
(11.259)
> 
(11.226)
(11.243)
(11.127)
> 
(11.254)
> 
(11.34)
> 
(11.74)
> 
(11.183)
> 
(11.297)
(11.121)
(11.322)
> 
(11.92)
(11.233)
> 
> 
(11.320)
(11.321)
(11.194)
(11.64)
> 
(11.44)
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
> 
(11.210)
(11.164)
(11.111)
> 
(11.323)
Now also from SSSeq66:
Now replacing terms for du and thetadot:
Again from SSSeq66, with previously shown conditions:
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> 
> 
(11.84)
(11.52)
> 
(11.326)
(11.318)
(11.281)
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
> 
(11.259)
(11.226)
(11.243)
(11.127)
(11.254)
(11.325)
> 
(11.34)
> 
(11.74)
> 
(11.324)
(11.183)
> 
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
> 
> 
(11.194)
(11.64)
> 
(11.327)
> 
(11.44)
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
> 
(11.210)
(11.328)
(11.164)
(11.111)
> 
(11.323)
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(11.332)
> 
> 
(11.84)
(11.52)
> 
(11.331)
(11.329)
(11.318)
(11.281)
> 
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
> 
(11.259)
(11.226)
(11.243)
(11.127)
(11.254)
(11.333)
(11.330)
> 
> 
(11.34)
> 
(11.74)
> 
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
> 
(11.194)
(11.64)
> 
(11.44)
> 
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
(11.210)
(11.328)
(11.164)
(11.111)
> 
> 
(11.323)
which is Sopuerta (1996) thesis equation 3.55.
Comparing (11.276) and (11.329):
We see that the LHSs are the same, so we equate the RHSs:
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> 
> 
(11.84)
(11.52)
> 
(11.334)
> 
(11.318)
(11.281)
(11.335)
> 
> 
(11.101)
> 
> 
(11.264)
(11.219)
> 
(11.259)
(11.336)
(11.226)
(11.243)
(11.337)
(11.127)
> 
(11.254)
(11.333)
> 
> 
(11.34)
> 
(11.74)
> 
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
> 
(11.194)
(11.64)
> 
(11.44)
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
(11.210)
(11.328)
(11.164)
(11.111)
> 
(11.323)
"18/Psi^3*`p'`^3*theta^2*omega[a]-2*thetadot*Psi*omega[a]C2*Psi*omega
[a]*dotthetaC6*`p'`^2*theta^2*omega[a]/PsiCP[a,b]*mu[-B]C3*P[a,b]*p
[-B]CPsi/`p'`*omega[a]*mu-6/Psi*`p'`*dottheta*omega[a]-6/Psi*`p'`*
theta^2*omega[a]*` p'  `C3*Psi*omega[a]*pCPsi/`p'`*omega[a]*pC3*
Psi*omega[a]*mu = 0"
"6*`p'`^2*theta^2*omega[a]/Psi-2*thetadot*Psi*omega[a]CP[a,b]*mu[-B]C3*
P[a,b]*p[-B]-6/Psi*`p'`*`p'`*theta^2*omega[a]C3*Psi*omega[a]*muC3*
Psi*omega[a]*pC2*Psi*omega[a]*dotthetaC18/Psi^3*`p'`^3*theta^2*
omega[a]C1/`p'`*Psi*omega[a]*muC1/`p'`*Psi*omega[a]*p-6/Psi*`p'`*
dottheta*omega[a] = 0"
Correcting a term (typographical error ` p'`=`p'`):
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> 
> 
(11.84)
(11.52)
> 
(11.345)
(11.318)
(11.343)
(11.281)
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
(11.339)
(11.259)
> 
(11.226)
(11.243)
(11.344)
(11.127)
(11.254)
(11.333)
> 
> 
(11.34)
> 
(11.74)
> 
> 
> 
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
> 
(11.338)
(11.341)
(11.194)
> 
(11.64)
> 
> 
(11.44)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.342)
> 
(11.210)
(11.328)
(11.340)
(11.164)
(11.111)
> 
> 
> 
(11.323)
which is SSSeq69
11.2.17 Equation SSSeq70
The proof commences with SSSeq69
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> 
> 
(11.84)
(11.52)
(11.350)
(11.351)
> 
> 
(11.318)
(11.281)
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
> 
(11.259)
(11.226)
(11.243)
(11.127)
> 
> 
(11.254)
(11.333)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.347)
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
> 
(11.338)
(11.194)
(11.64)
> 
(11.44)
> 
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.348)
(11.352)
(11.349)
> 
(11.210)
(11.328)
(11.164)
> 
(11.111)
> 
(11.323)
Now from the torsion-free assumption:
We have
and also
Also we note a previous kinematic identity:
is the same as temp5 (11.349) contracted with u[b]. Let us explore this momentarily:
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> 
> 
(11.84)
(11.52)
> 
> 
(11.318)
(11.281)
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
> 
(11.354)
(11.259)
(11.226)
(11.243)
(11.127)
(11.254)
(11.333)
> 
(11.34)
> 
(11.74)
> 
> 
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
> 
> 
(11.338)
(11.194)
(11.64)
> 
(11.353)
(11.44)
(11.346)
(11.3)
> 
> 
(11.355)
(11.288)
(11.202)
(11.304)
(11.352)
> 
(11.210)
(11.356)
(11.328)
(11.164)
(11.111)
> 
> 
(11.323)
Now some identities:
where we have used SSSeq65:
Looking at temp7 (11.351) with the assumptions:
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> 
> 
> 
> 
(11.84)
(11.52)
> 
> 
(11.318)
(11.281)
> 
> 
(11.101)
> 
> 
(11.264)
(11.219)
> 
(11.259)
(11.226)
(11.243)
(11.127)
(11.254)
(11.333)
(11.359)
> 
(11.34)
> 
(11.74)
> 
> 
(11.183)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
(11.358)
> 
> 
(11.338)
(11.194)
(11.64)
> 
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.362)
(11.352)
> 
> 
> 
(11.210)
(11.328)
(11.356)
(11.357)
(11.360)
> 
(11.164)
(11.111)
(11.361)
> 
(11.323)
where we have used:
and also
So we have
Contracting with omega[a]:
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> 
> 
> 
(11.84)
(11.52)
> 
> 
(11.318)
(11.281)
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
(11.259)
> 
(11.226)
(11.243)
(11.127)
(11.254)
(11.333)
> 
> 
(11.366)
(11.34)
> 
(11.74)
> 
> 
> 
> 
(11.183)
(11.371)
> 
> 
(11.297)
> 
> 
(11.121)
> 
(11.92)
(11.233)
> 
(11.370)
> 
(11.338)
(11.365)
> 
> 
(11.194)
(11.64)
> 
(11.363)
(11.44)
(11.346)
(11.3)
> 
(11.364)
(11.288)
(11.202)
(11.304)
(11.362)
(11.352)
(11.369)
> 
(11.210)
(11.328)
(11.356)
(11.367)
(11.368)
(11.164)
(11.111)
> 
(11.323)
This does not appear to get anywhere. So we move to contracting temp6 (11.350) with 
with some identities:
Now from
we have from SSSeq6, and for the assumptions in this sub-case
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> 
> 
> 
(11.84)
(11.52)
> 
> 
(11.318)
(11.281)
(11.374)
> 
> 
> 
(11.101)
> 
> 
(11.264)
(11.219)
> 
(11.259)
(11.226)
> 
(11.243)
(11.127)
(11.254)
> 
(11.333)
(11.372)
> 
(11.34)
> 
(11.74)
> 
> 
> 
(11.183)
(11.371)
> 
(11.297)
(11.121)
> 
(11.92)
(11.233)
> 
(11.377)
> 
(11.338)
(11.194)
(11.64)
> 
(11.44)
(11.375)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.362)
(11.352)
> 
(11.210)
(11.373)
(11.328)
(11.356)
(11.376)
> 
(11.164)
(11.111)
> 
(11.323)
 and using kinematic quantities derived from the barotropic assumption:
we have:
Contracting with  gives
From SSSeq66:
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> 
> 
> 
(11.84)
(11.52)
> 
> 
(11.318)
(11.281)
(11.386)
(11.383)
> 
> 
(11.101)
> 
(11.264)
(11.219)
> 
> 
(11.379)
(11.259)
> 
(11.226)
(11.243)
(11.127)
(11.254)
(11.333)
> 
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.382)
> 
(11.183)
(11.371)
> 
> 
(11.297)
(11.385)
> 
(11.121)
> 
(11.92)
(11.233)
> 
(11.378)
> 
> 
> 
(11.338)
(11.384)
(11.380)
(11.194)
(11.64)
> 
(11.44)
(11.346)
(11.3)
> 
(11.381)
(11.288)
(11.202)
(11.304)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
> 
(11.323)
So we have =0 OR
which is SSSeq70
11.2.18 Equation SSSeq71
We commence with SSSeq20 and SSSeq69:
Now, with the assumption:
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> 
> 
(11.391)
> 
(11.84)
(11.52)
> 
> 
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
(11.264)
> 
(11.219)
> 
> 
> 
(11.259)
(11.389)
(11.226)
(11.243)
(11.127)
(11.254)
(11.333)
> 
> 
> 
(11.34)
> 
(11.74)
> 
(11.388)
> 
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.393)
(11.121)
> 
(11.92)
(11.233)
> 
(11.378)
> 
> 
> 
(11.338)
(11.194)
(11.64)
> 
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.390)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.392)
(11.164)
(11.111)
> 
(11.323)
and from SSSeq27
and so
which is SSSeq71
(Check:)
0
11.2.19 Equation SSSeq72
Combining SSSeq70 and SSSeq71
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> 
> 
> 
(11.84)
(11.52)
(11.397)
> 
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
> 
> 
(11.101)
> 
> 
(11.264)
(11.219)
> 
(11.396)
(11.259)
(11.226)
(11.243)
(11.127)
(11.254)
> 
(11.333)
> 
(11.34)
> 
(11.74)
> 
> 
(11.398)
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.121)
> 
(11.92)
(11.233)
> 
(11.378)
> 
> 
(11.338)
(11.194)
(11.64)
> 
> 
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.395)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
(11.323)
we have
which is SSSeq72
(Check:)
0
11.2.20 Equations SSSeq72a, SSSeq72 and SSSeq72c
At this stage, three propagations are performed on SSSeq72:
SSSeq72a: time propagation of SSSeq72
SSSeq72b: covariant differentiation with respect to -a followed by contraction with 
omega[a]
SSSeq72c: covariant differentiation with respect to -a followed by contraction with 
omega[a,b]
Only in the SSSeq72c did we find useful equations. These are shown below:
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> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
> 
(11.264)
(11.219)
> 
(11.259)
(11.226)
(11.243)
(11.127)
(11.254)
(11.333)
> 
(11.400)
(11.34)
> 
(11.74)
> 
> 
> 
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.121)
> 
(11.92)
(11.233)
> 
(11.378)
> 
> 
(11.401)
(11.338)
(11.194)
(11.64)
> 
(11.402)
(11.44)
> 
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
(11.323)
Moving all terms to one side and expanding gives
Taking the covariant derivative results in
and contracting with 
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> 
> 
(11.404)
> 
(11.84)
(11.52)
> 
> 
(11.408)
> 
> 
(11.318)
(11.281)
(11.407)
> 
> 
(11.394)
(11.101)
(11.410)
> 
(11.264)
> 
(11.219)
> 
> 
(11.259)
(11.406)
> 
(11.226)
(11.243)
(11.127)
(11.254)
(11.403)
(11.333)
(11.413)
(11.411)
(11.409)
> 
(11.34)
> 
(11.74)
> 
> 
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.121)
> 
(11.92)
(11.233)
> 
(11.378)
> 
> 
> 
(11.338)
> 
(11.405)
> 
> 
(11.194)
(11.64)
> 
(11.402)
> 
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.362)
(11.412)
> 
(11.352)
> 
(11.210)
(11.328)
(11.356)
> 
(11.164)
(11.111)
(11.399)
> 
(11.323)
Now we use the following barotropic identity:
and so
Also
Hence
and also
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> 
> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
(11.415)
(11.264)
(11.219)
> 
(11.259)
(11.226)
(11.243)
> 
(11.127)
> 
(11.419)
(11.417)
(11.414)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.183)
(11.371)
> 
(11.418)
> 
(11.297)
(11.387)
(11.121)
> 
(11.92)
(11.233)
> 
(11.378)
> 
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
> 
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
> 
(11.362)
(11.352)
> 
(11.416)
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
(11.323)
And so we substitute most of the previous 9 equations these (temps 5,6,8,9,10,12,13,14) 
all into the original equation (11.402), plus other standard identities to obtain
which we will call SSSeq72c (even though it is not formally stated in SSS).
11.2.21 Equation SSSeq73
We start with SSSeq72c
so either (Case i):
or (Case ii):
Looking at temp1
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
235
> 
> 
> 
(11.84)
(11.52)
> 
> 
(11.423)
(11.420)
> 
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
(11.264)
(11.219)
> 
(11.427)
(11.259)
> 
(11.226)
(11.243)
(11.127)
(11.254)
(11.333)
(11.413)
(11.421)
(11.426)
> 
> 
(11.34)
> 
(11.74)
> 
> 
> 
(11.422)
(11.183)
(11.371)
> 
> 
> 
(11.297)
(11.387)
> 
(11.121)
> 
(11.92)
> 
(11.233)
> 
(11.378)
> 
(11.425)
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.424)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
which is SSSeq73
We compare temp6 and SSSeq73, as a double check:
0
11.2.22 Equations SSSeq74ab
Immediately following from (11.419) above we have
We prove that this leads to
From SSSeq72c
so either
or
which is SSSeq74b
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> 
> 
(11.429)
> 
(11.84)
(11.52)
> 
> 
(11.428)
> 
(11.420)
> 
(11.318)
(11.281)
(11.436)
> 
> 
> 
(11.394)
(11.101)
(11.434)
> 
> 
(11.264)
(11.219)
(11.433)
> 
(11.437)
(11.259)
> 
(11.226)
(11.243)
(11.127)
(11.254)
(11.333)
(11.413)
> 
(11.34)
> 
(11.74)
> 
> 
(11.431)
(11.183)
(11.371)
> 
(11.297)
(11.387)
> 
(11.121)
> 
> 
(11.92)
> 
(11.233)
(11.435)
> 
(11.432)
(11.378)
> 
> 
> 
(11.430)
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
> 
(11.288)
(11.202)
(11.304)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
> 
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
Now using SSSeq67
and contracting with 
Looking at the LHS of temp2 we find
Using (11.423) we can show that, with the symmetry of the double derivative of a scalar 
(from torsion-free assumption), together with the antisymmetry of omega, that omega: 
and since we have
as well as
we can swap the dummy indices in the RHS of (11.433) to get
and so this term mush vanish. Hence from (11.431), we show
Using the identity for the vorticity propagation (SSSeq59)
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> 
> 
> 
> 
> 
(11.84)
(11.52)
(11.446)
> 
> 
(11.444)
(11.420)
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
> 
(11.264)
> 
(11.219)
> 
(11.437)
(11.259)
(11.226)
(11.243)
(11.441)
(11.127)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
> 
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.443)
(11.438)
(11.121)
> 
> 
(11.92)
(11.233)
(11.440)
> 
(11.442)
(11.378)
> 
> 
(11.445)
(11.338)
(11.439)
> 
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
> 
(11.288)
(11.202)
(11.304)
(11.362)
> 
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
Now from the spatial nature of the vorticity
and using SSSeq6
we substitute to get
So we have
which is SSSeq74a. So overall we have shown
in addition to the second equation above in (11.427)
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> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.420)
> 
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
> 
> 
(11.264)
(11.219)
> 
(11.437)
(11.259)
(11.226)
(11.452)
(11.243)
(11.127)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.183)
(11.448)
(11.371)
> 
(11.297)
(11.387)
(11.450)
(11.121)
> 
> 
(11.92)
(11.233)
> 
> 
(11.451)
(11.378)
> 
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.447)
(11.288)
(11.202)
(11.304)
(11.362)
(11.352)
> 
(11.210)
(11.449)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
11.2.23 Equation SSSeq75
Commencing with SSSeq72 and 73:
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> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.458)
(11.459)
(11.420)
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
> 
(11.264)
(11.219)
> 
(11.437)
(11.457)
(11.259)
(11.226)
(11.452)
(11.243)
(11.127)
> 
> 
(11.254)
(11.333)
(11.413)
> 
> 
(11.456)
(11.34)
> 
(11.74)
> 
> 
> 
> 
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.121)
> 
> 
(11.92)
(11.233)
> 
(11.378)
> 
> 
(11.338)
(11.453)
(11.455)
(11.460)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
> 
(11.362)
(11.352)
(11.454)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
which is SSSeq75
11.2.24 Equation SSSeq76
From SSSeq75
We use the identities, derived from the chain rule:
as well as other identities shown below:
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> 
> 
> 
(11.84)
(11.52)
> 
> 
(11.420)
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
(11.464)
> 
> 
(11.264)
(11.219)
> 
> 
(11.437)
> 
(11.259)
(11.226)
(11.452)
(11.243)
(11.127)
(11.254)
(11.333)
(11.413)
(11.463)
> 
> 
(11.34)
> 
(11.74)
> 
> 
> 
(11.465)
> 
(11.183)
(11.371)
> 
(11.466)
(11.297)
(11.387)
> 
(11.121)
(11.461)
> 
> 
(11.92)
(11.233)
> 
(11.378)
> 
> 
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.462)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.467)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
to combine to give
which is SSSeq76
Furthermore, from SSSeq76, if p=-1/3=>p''=0, then SSSeq73 becomes
which is impossible (  is real, not complex), hence theta=0 and the theorem for Case i 
(see (11.418) of this sub-case is proven. The remaining equations apply to Case ii.
11.2.25 Equation SSSeq77
Now a definition of the Riemann tensor (Ellis 1973) or (Kay 1988) (previously shown in 
equation (6.2)) is:
For the omega vector
Rearranging:
which allowing for the antisymmetry of the first 2 indices of the Riemann tensor, is the 
first part of SSSeq77 (which we will call SSSeq77a).
Now looking at the LHS of the second part of SSSeq77 (which we will call SSSeq77b), 
we have
We can see that the last 2 terms cancel i.e.:
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> 
> 
(11.475)
> 
(11.84)
(11.52)
> 
> 
(11.420)
> 
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
> 
(11.264)
(11.219)
> 
> 
(11.437)
(11.259)
(11.226)
(11.452)
(11.243)
(11.127)
> 
(11.468)
(11.254)
(11.333)
(11.474)
(11.413)
(11.472)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.121)
> 
> 
(11.92)
(11.233)
> 
> 
> 
> 
(11.378)
> 
> 
(11.476)
(11.338)
> 
> 
(11.471)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.469)
(11.362)
(11.352)
(11.473)
> 
(11.210)
(11.328)
(11.356)
(11.470)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
remembering that this is the LHS of SSSeq77b
Now contracting temp2 (11.466) with respect to a and c, to form the Ricci tensor with 
symmetry change::
rearranging and contracting with :
and we see that the RHS of temp6 equals LHS of SSSeq77b (11.468), and since the Ricci
tensor is symmetric, we have proven SSSeq77b.
11.2.26 Equation SSSeq78
We aim to show:
Commencing with SSSeq68 and SSSeq74b
Now combining SSSeq68 and SSSeq74b
Now we contract with omega[-a,d]:
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> 
> 
(11.477)
> 
(11.84)
(11.52)
> 
> 
(11.420)
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
> 
(11.264)
(11.219)
> 
> 
> 
(11.478)
(11.437)
(11.259)
> 
(11.479)
> 
(11.226)
(11.452)
(11.243)
(11.127)
> 
(11.468)
> 
(11.254)
(11.333)
(11.413)
> 
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.183)
(11.371)
> 
(11.481)
> 
(11.297)
(11.387)
(11.121)
> 
> 
(11.92)
(11.483)
(11.486)
(11.233)
> 
(11.484)
(11.378)
> 
> 
(11.480)
(11.482)
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.485)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.362)
> 
(11.352)
> 
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
Now using SSSeq14:
and also SSSeq68 again:
We look at the term 
which is substituted back into temp7:
We are almost at SSSeq78 with this expression (temp9). Now
Now rearranging SSSeq74a:
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> 
(11.489)
> 
(11.492)
> 
(11.84)
(11.52)
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
(11.490)
> 
(11.491)
> 
(11.264)
(11.219)
> 
> 
(11.437)
(11.259)
(11.226)
(11.452)
(11.243)
(11.127)
(11.468)
(11.254)
(11.333)
(11.413)
(11.487)
> 
> 
> 
(11.34)
> 
(11.74)
> 
> 
> 
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.121)
> 
> 
(11.92)
(11.486)
(11.233)
> 
(11.378)
> 
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.488)
(11.164)
(11.111)
> 
(11.399)
> 
> 
(11.323)
Substituting temp12 into temp11 manually due to unresolved substitution processing 
error:
which is almost SSSeq78 as shown in SSS:
The proof is almost completed. We note that (11.491) agrees with the result of Sikhonde 
& Dunsby (2017).
11.2.27 Equation SSSeq79
where
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> 
> 
> 
(11.84)
(11.52)
(11.498)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
> 
(11.264)
(11.219)
> 
(11.499)
(11.437)
(11.259)
(11.496)
> 
(11.226)
(11.452)
(11.243)
> 
(11.127)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.494)
> 
(11.121)
> 
> 
> 
(11.92)
(11.486)
(11.233)
> 
(11.378)
> 
> 
(11.500)
> 
(11.501)
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
(11.362)
(11.352)
> 
(11.497)
(11.210)
(11.328)
(11.356)
(11.495)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
> 
This is a very long proof. As the authors of SSS state, it involves (nearly) all of the 
previous conditions presented in the paper. Due to its length, some outputs are hidden 
(all input lines are shown).
In this section we are aiming to show that:
is equivalent to SSSeq77, i.e.:
We use a string input:
"R[-b,-d]*omega[b]*omega[d] = `cod(omega[b]*omega[c,-B],-c)`-omega[b,C]*
omega[-c,-B]-omega[b]*omega[c,-C,-B]"
To facilitate consistency, we list those used here as follows in the array LEU (labeled 
equations):
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> 
> 
> 
(11.510)
> 
(11.84)
(11.52)
> 
(11.504)
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
> 
> 
(11.264)
> 
(11.219)
(11.514)
> 
(11.437)
> 
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
> 
(11.468)
> 
(11.254)
(11.509)
(11.333)
(11.413)
> 
(11.505)
> 
(11.34)
> 
(11.74)
> 
> 
(11.507)
(11.183)
(11.512)
(11.513)
(11.371)
> 
(11.297)
(11.387)
(11.502)
(11.121)
> 
(11.503)
> 
(11.92)
(11.486)
(11.233)
> 
(11.378)
> 
> 
(11.338)
> 
> 
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.511)
(11.202)
(11.304)
(11.493)
(11.506)
(11.362)
(11.352)
> 
> 
(11.210)
(11.328)
(11.356)
> 
(11.164)
(11.111)
(11.508)
(11.399)
> 
> 
(11.323)
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> 
> 
(11.516)
> 
(11.84)
(11.52)
(11.519)
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
(11.525)
> 
> 
(11.264)
(11.219)
> 
(11.437)
(11.259)
> 
> 
(11.226)
(11.452)
(11.243)
(11.127)
> 
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
(11.522)
(11.183)
(11.371)
> 
> 
(11.523)
(11.297)
(11.387)
(11.524)
(11.517)
(11.502)
(11.121)
> 
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.521)
(11.520)
(11.378)
> 
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
> 
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
(11.493)
> 
(11.362)
(11.352)
> 
(11.210)
> 
(11.328)
(11.356)
(11.518)
(11.164)
> 
(11.111)
(11.399)
> 
> 
(11.323)
PART 1: ELUCIDATION OF SSSeq79
We commence with the working of the expression for 
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> 
> 
> 
(11.84)
> 
(11.52)
> 
> 
> 
> 
(11.420)
> 
> 
(11.318)
> 
(11.281)
> 
> 
(11.394)
(11.101)
(11.530)
> 
(11.535)
> 
(11.264)
(11.219)
> 
> 
> 
> 
(11.437)
> 
(11.534)
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.468)
(11.254)
(11.333)
(11.529)
(11.413)
(11.532)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.531)
(11.502)
(11.121)
> 
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.378)
> 
> 
> 
(11.528)
(11.338)
(11.526)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.533)
(11.493)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.527)
(11.399)
> 
> 
> 
(11.323)
and
Next we continue in a step by step manner in building up expressions for the projectors:
**************************
First we look at term 1 of temp1:
Using a basic identity we have:
So Q is
and a single projection of Q i.e 
which can be substituted, using SSSeq6, in this file as LEU[4]:
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> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.536)
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
> 
(11.535)
> 
(11.264)
(11.539)
(11.219)
> 
> 
(11.437)
(11.259)
(11.543)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
> 
(11.34)
> 
> 
(11.74)
> 
> 
> 
(11.515)
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.542)
(11.502)
(11.541)
(11.121)
> 
> 
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.378)
> 
> 
(11.338)
> 
(11.538)
(11.194)
(11.537)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.540)
(11.111)
(11.399)
> 
> 
(11.323)
Substituting back into term1aa we get
which substitutes back into term1a, with associated conditions for Q:
where using the definition for Q from temp8
we have
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> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
(11.549)
> 
> 
(11.394)
(11.101)
(11.551)
> 
> 
(11.535)
> 
(11.264)
(11.219)
> 
(11.437)
(11.259)
(11.547)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.468)
(11.254)
(11.333)
(11.413)
(11.546)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
> 
(11.552)
(11.183)
(11.371)
> 
> 
(11.297)
(11.387)
> 
(11.502)
(11.121)
> 
(11.548)
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.378)
> 
> 
(11.338)
> 
(11.545)
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.544)
(11.288)
(11.202)
(11.304)
(11.493)
(11.362)
> 
(11.352)
> 
> 
(11.210)
(11.328)
(11.356)
(11.550)
> 
(11.164)
> 
(11.111)
(11.399)
> 
> 
(11.323)
Now we have three previously demonstrated equations SSSeq74a and SSSeq78 (
(11.509) and (11.510) respectively):
and 
we have
and also the first term on RHS of term1a3 is:
Also the numerator of a term on RHS of term1a3 (11.543) is:
which we 
and also another term on RHS of term1a3 is:
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> 
> 
> 
(11.84)
(11.52)
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
> 
(11.264)
(11.219)
> 
(11.437)
> 
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.558)
(11.468)
(11.254)
(11.333)
(11.413)
(11.557)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
(11.183)
(11.371)
> 
> 
(11.297)
(11.556)
(11.559)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
(11.233)
> 
> 
> 
> 
(11.378)
> 
> 
(11.338)
> 
(11.554)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.555)
(11.493)
> 
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
and another term on RHS of term1a3 is:
Using the accessory function MT (in the file 'access-funcs.txt') to list the substitution 
equations (as a check) we have formed the following list of :
and so combining we have and expression for the first term
**************************
2nd term
From (11.556) we get the second term, immediately by index substitution:
**************************
3nd term
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> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
(11.264)
(11.219)
(11.563)
> 
(11.437)
(11.561)
(11.259)
> 
(11.562)
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.567)
(11.568)
(11.515)
(11.183)
(11.371)
> 
> 
> 
(11.297)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
> 
(11.486)
(11.233)
> 
> 
(11.570)
(11.378)
> 
> 
> 
(11.338)
(11.569)
> 
> 
(11.194)
(11.64)
> 
(11.566)
(11.402)
(11.44)
(11.346)
> 
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
(11.362)
> 
(11.352)
> 
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.564)
(11.399)
(11.565)
> 
> 
(11.323)
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> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
(11.264)
(11.219)
(11.572)
> 
(11.437)
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
(11.183)
(11.371)
> 
> 
(11.297)
(11.387)
(11.502)
(11.121)
> 
(11.560)
(11.573)
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.570)
(11.378)
> 
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
> 
(11.288)
(11.202)
(11.304)
(11.493)
(11.362)
(11.571)
(11.352)
> 
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
And so we have a large term with 157 components:
The full term can be seen here (It is not shown due to its size. To see the term in the 
worksheet, replace the `:` at the end of the line with `;`. This also applies to later steps in 
this section.)
157
We proceed with a series of substitutions. The following line lists the substitutions in 
temp30 (sing MT as previously: to see the terms remove # at the start of the line):
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> 
> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
(11.264)
(11.219)
> 
(11.437)
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.574)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
> 
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.570)
(11.378)
> 
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
(11.576)
(11.575)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
76
76
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> 
> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
(11.264)
(11.219)
> 
(11.437)
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.468)
(11.254)
(11.333)
(11.413)
(11.577)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
(11.233)
> 
> 
> 
(11.570)
(11.378)
> 
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
38
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> 
> 
> 
(11.579)
> 
(11.84)
(11.52)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
(11.264)
> 
(11.219)
> 
> 
(11.437)
> 
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
> 
(11.515)
(11.183)
(11.371)
> 
> 
(11.297)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.570)
(11.378)
> 
> 
(11.338)
> 
(11.194)
(11.578)
(11.64)
> 
(11.402)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
> 
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.111)
(11.399)
> 
> 
(11.323)
24
20
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> 
> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
> 
(11.264)
(11.219)
> 
> 
(11.437)
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
> 
(11.468)
> 
> 
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
> 
(11.233)
> 
> 
> 
> 
(11.570)
(11.378)
> 
> 
(11.338)
> 
(11.194)
(11.64)
> 
(11.402)
(11.582)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
(11.362)
(11.352)
> 
(11.581)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.580)
(11.111)
(11.399)
> 
> 
(11.323)
20
20
We arrive at the final form:
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> 
> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
> 
> 
> 
(11.264)
(11.219)
> 
(11.437)
(11.259)
> 
(11.584)
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
> 
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.587)
(11.515)
(11.183)
(11.371)
> 
> 
(11.588)
(11.297)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
> 
(11.92)
(11.486)
(11.233)
(11.586)
> 
(11.583)
> 
(11.570)
(11.378)
> 
> 
(11.338)
(11.589)
> 
(11.194)
(11.64)
> 
(11.402)
(11.582)
(11.585)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
> 
(11.362)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.580)
(11.111)
(11.399)
> 
> 
(11.323)
11
NOW WE LOOK AT THE RHS OF SSSeq77 TO COMPARE to temp40
where we use SSSeq71 and SSSeq74:
as well as SSSeq78
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> 
> 
> 
> 
(11.84)
(11.52)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
> 
(11.264)
(11.219)
> 
(11.437)
> 
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.593)
(11.515)
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.502)
(11.590)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.570)
(11.378)
> 
> 
(11.338)
(11.589)
> 
(11.194)
(11.64)
> 
(11.402)
> 
(11.582)
(11.44)
(11.346)
(11.3)
> 
(11.591)
(11.288)
(11.202)
> 
(11.304)
(11.493)
(11.362)
(11.592)
(11.352)
> 
(11.210)
(11.328)
(11.356)
(11.164)
(11.580)
(11.111)
(11.399)
> 
> 
(11.323)
we get
Compare to our version temp40 (11.582)
We see there is still work to do. At this stage the proof is incomplete, although there are 
some common terms, and there looks promise that these can be reconciled with further 
work. (See the link in Appendix 1 for future updated results). We note that SSSeq79 
agrees with the result of Sikhonde & Dunsby (2017).
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> 
> 
(11.596)
> 
(11.594)
> 
> 
(11.598)
> 
> 
(11.535)
> 
(11.264)
(11.437)
(11.259)
(11.226)
(11.452)
(11.553)
(11.468)
(11.413)
> 
> 
> 
(11.74)
> 
> 
> 
(11.297)
> 
(11.92)
> 
(11.486)
(11.233)
> 
> 
(11.601)
(11.600)
(11.378)
> 
> 
> 
(11.338)
(11.589)
> 
(11.194)
(11.64)
(11.402)
(11.3)
(11.304)
> 
> 
(11.210)
(11.111)
> 
> 
> 
(11.599)
(11.84)
> 
(11.52)
> 
> 
(11.420)
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
> 
> 
(11.219)
> 
> 
> 
(11.243)
(11.127)
(11.254)
(11.333)
> 
(11.34)
> 
(11.515)
(11.183)
(11.371)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
(11.597)
(11.570)
> 
(11.595)
(11.582)
(11.44)
(11.346)
> 
(11.288)
(11.202)
(11.493)
(11.362)
(11.352)
(11.356)
(11.328)
(11.164)
(11.580)
(11.399)
(11.323)
11.2.28 Equation SSSeq80
where
Note that Q is seen as the projector orthogonal to both u and omega. Its time propagation
is
Using the identity:
which, with the sub-case assumptions, becomes:
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> 
> 
> 
> 
> 
> 
> 
(11.535)
> 
(11.264)
> 
(11.437)
(11.259)
(11.608)
(11.226)
(11.610)
(11.452)
(11.553)
(11.606)
(11.468)
(11.413)
> 
(11.603)
> 
> 
(11.74)
> 
> 
(11.297)
(11.92)
(11.486)
(11.233)
> 
> 
(11.601)
(11.602)
(11.378)
> 
> 
(11.338)
(11.589)
> 
> 
(11.194)
(11.64)
(11.402)
> 
(11.3)
(11.604)
(11.304)
(11.609)
> 
(11.210)
(11.111)
> 
> 
> 
(11.84)
> 
(11.52)
> 
> 
> 
(11.420)
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
> 
> 
(11.219)
> 
> 
(11.243)
(11.127)
(11.254)
(11.333)
> 
(11.34)
> 
(11.515)
(11.183)
(11.371)
(11.387)
(11.502)
(11.121)
> 
> 
(11.560)
> 
(11.605)
(11.570)
> 
> 
> 
(11.582)
(11.44)
(11.346)
> 
(11.288)
(11.202)
(11.493)
(11.362)
(11.352)
(11.356)
(11.328)
(11.164)
(11.607)
(11.580)
(11.399)
(11.323)
completing the proof.
11.2.29 Equation SSSeq81
We note that SSSeq81 is is not formally stated in SSS, but is the same as SSSeq76 
(11.453)
We commence the proof attempt with the time propagation of SSSeq79, which gives
where from (11.494)
and from the previous section we had defined
So we can use previously known identities:
Substituting these conditions so far gives:
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> 
> 
> 
> 
> 
> 
(11.535)
> 
(11.264)
(11.437)
(11.259)
(11.226)
(11.452)
(11.553)
(11.468)
(11.413)
> 
> 
> 
> 
(11.74)
> 
> 
(11.297)
> 
> 
(11.616)
(11.92)
(11.486)
(11.233)
> 
> 
(11.601)
(11.378)
> 
> 
(11.338)
(11.589)
(11.613)
> 
(11.194)
(11.64)
(11.402)
(11.3)
(11.304)
> 
(11.210)
(11.111)
(11.615)
> 
> 
> 
(11.84)
> 
(11.52)
> 
> 
(11.420)
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
> 
> 
(11.219)
> 
> 
(11.243)
(11.127)
(11.254)
(11.333)
(11.614)
(11.611)
> 
(11.34)
> 
> 
(11.515)
(11.183)
(11.371)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
(11.570)
(11.612)
> 
> 
(11.582)
(11.44)
(11.346)
> 
(11.288)
(11.202)
(11.493)
(11.362)
(11.352)
(11.356)
(11.328)
(11.164)
(11.580)
(11.399)
(11.323)
Next we need an expression for 
from (11.556)
and so the time propagation becomes
and substituting indices
and from (11.569)
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> 
> 
> 
> 
(11.84)
(11.52)
(11.617)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
> 
(11.264)
(11.219)
> 
(11.437)
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
(11.183)
(11.371)
> 
> 
(11.297)
(11.387)
(11.616)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.601)
(11.570)
(11.378)
> 
> 
(11.338)
(11.589)
> 
(11.194)
(11.64)
> 
(11.402)
(11.582)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
(11.362)
(11.352)
> 
(11.618)
(11.210)
(11.328)
(11.356)
> 
(11.164)
(11.580)
(11.111)
(11.399)
> 
> 
(11.323)
Contracting with , and removing orthogonal terms gives
12
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> 
> 
> 
> 
(11.84)
(11.52)
(11.621)
> 
> 
(11.619)
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
> 
(11.394)
(11.101)
> 
> 
(11.535)
> 
> 
> 
(11.264)
(11.219)
> 
(11.437)
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
(11.183)
> 
(11.371)
> 
(11.297)
(11.387)
(11.616)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.601)
(11.570)
(11.378)
> 
> 
(11.338)
(11.589)
> 
(11.194)
(11.64)
> 
(11.402)
(11.582)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
> 
(11.362)
(11.352)
> 
(11.618)
(11.210)
(11.328)
(11.356)
(11.164)
(11.620)
(11.580)
(11.111)
(11.399)
> 
> 
(11.323)
Now we have, from (11.570)
so, contracting with , and substituting identities
and furthermore
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> 
> 
> 
> 
(11.84)
(11.52)
(11.621)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
> 
(11.394)
(11.101)
> 
(11.535)
> 
> 
> 
(11.264)
(11.219)
> 
(11.437)
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.515)
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.616)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.601)
(11.622)
(11.570)
(11.378)
> 
> 
(11.624)
(11.338)
(11.589)
> 
(11.194)
(11.64)
> 
(11.402)
(11.582)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
> 
(11.493)
(11.362)
(11.352)
> 
> 
(11.618)
(11.210)
(11.328)
(11.356)
(11.164)
(11.580)
(11.623)
(11.111)
> 
(11.399)
> 
> 
(11.323)
where we have used (11.520)
So substituting temp17 (11.622) into temp14 (11.618), and using previously shown 
equations:
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> 
> 
(11.621)
> 
> 
> 
> 
(11.535)
> 
(11.264)
(11.437)
(11.259)
(11.226)
(11.452)
(11.553)
(11.468)
(11.413)
> 
> 
(11.74)
> 
(11.625)
> 
> 
(11.297)
(11.616)
(11.92)
(11.486)
(11.233)
> 
> 
(11.601)
(11.378)
> 
> 
(11.624)
(11.338)
(11.589)
> 
(11.194)
(11.64)
(11.402)
(11.3)
(11.304)
(11.626)
> 
(11.618)
(11.210)
(11.111)
> 
> 
> 
(11.84)
> 
(11.52)
> 
> 
> 
> 
(11.420)
(11.318)
(11.281)
> 
> 
> 
(11.394)
> 
(11.101)
> 
> 
> 
(11.219)
> 
> 
> 
(11.243)
(11.127)
(11.254)
(11.333)
> 
(11.34)
> 
(11.627)
(11.629)
(11.515)
(11.183)
(11.371)
(11.387)
(11.502)
(11.121)
> 
(11.560)
> 
(11.570)
(11.628)
> 
(11.582)
(11.44)
(11.346)
> 
(11.288)
(11.202)
(11.493)
(11.362)
(11.352)
(11.356)
(11.328)
(11.164)
(11.580)
(11.399)
(11.323)
So now we can put this back into temp6 (11.610):
which clearly is not SSSeq81. So the proof is not yet complete. We note that  SSSeq81 
agrees with the result in Sikhonde & Dunsby (2017).
11.2.30 Equation SSSeq82
SSSeq72 is:
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> 
> 
(11.621)
> 
> 
(11.635)
> 
> 
> 
(11.535)
> 
(11.264)
(11.437)
(11.259)
(11.226)
(11.452)
(11.634)
(11.553)
(11.468)
(11.413)
> 
(11.637)
> 
> 
(11.74)
> 
(11.638)
> 
> 
(11.297)
> 
(11.616)
(11.92)
(11.486)
(11.233)
> 
> 
(11.601)
(11.378)
> 
> 
(11.631)
> 
(11.624)
(11.338)
(11.589)
> 
(11.194)
(11.64)
(11.402)
(11.3)
(11.304)
> 
> 
(11.618)
(11.210)
(11.111)
> 
> 
> 
(11.84)
> 
(11.52)
> 
> 
(11.420)
(11.318)
(11.281)
> 
> 
> 
(11.394)
(11.101)
> 
> 
> 
(11.219)
(11.632)
> 
> 
(11.243)
(11.127)
(11.254)
(11.333)
> 
(11.34)
> 
(11.629)
(11.515)
(11.183)
(11.371)
(11.630)
(11.387)
(11.502)
(11.121)
> 
> 
(11.560)
> 
(11.570)
> 
(11.633)
(11.582)
(11.44)
(11.346)
> 
(11.636)
(11.288)
(11.202)
(11.493)
(11.362)
> 
(11.352)
(11.356)
(11.328)
(11.164)
(11.580)
(11.399)
> 
(11.323)
Now we use the following identities:
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> 
> 
> 
> 
(11.84)
(11.52)
(11.621)
> 
> 
> 
(11.420)
> 
> 
(11.318)
(11.281)
> 
> 
> 
> 
(11.394)
(11.639)
(11.101)
> 
(11.535)
> 
> 
> 
(11.264)
(11.219)
> 
(11.437)
> 
(11.259)
> 
(11.226)
(11.452)
(11.243)
(11.127)
(11.553)
(11.468)
(11.254)
(11.333)
(11.413)
> 
> 
(11.34)
> 
(11.74)
> 
> 
(11.629)
(11.515)
(11.638)
(11.183)
(11.371)
> 
(11.297)
(11.387)
(11.616)
(11.502)
(11.121)
> 
(11.560)
> 
(11.92)
(11.486)
(11.233)
> 
> 
(11.601)
(11.570)
(11.378)
> 
> 
(11.624)
(11.338)
(11.589)
> 
(11.194)
(11.64)
> 
(11.402)
(11.582)
(11.44)
(11.346)
(11.3)
> 
(11.288)
(11.202)
(11.304)
(11.493)
(11.362)
(11.352)
> 
(11.618)
(11.210)
(11.328)
(11.356)
(11.164)
(11.580)
(11.111)
(11.399)
> 
> 
(11.323)
The proof (involving equations SSSeq52 through SSSeq82) is completed (except for 
SSSeq78, SSSeq79 and SSSeq81).
This is the end of Theorem 11.1 i.e. the sub-case for the shear-free conjecture where 
acceleration is parallel to vorticity. All proofs are fully consistent with the SSS versions 
except for SSSeq78, SSSeq79 and SSSeq81, which are close to the SSS, and we believe 
may well prove to be consistent after further work. We have contacted the authors of 
SSS who are unable to clarify the unresolved proofs. Furthermore the paper of Sikhonde 
and Dunsby (2017), while using similar equations, offers limited elucidation of the 
details of the algebraic connections. Hence the details of the incomplete proofs are 
currently unresolved.
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Chapter 12 A review of covariant formalism software 
and possible future developments 
12.1 Introduction
In this chapter we review, in light of the work shown up to now, the progress made in the
use of software applied the algebra of CF in GR, and to the applications to the sub-cases 
of shear-free conjecture. This chapter focuses on the nature of the algebra, the roles and 
limitations of the software, and possible future developments in CF for tensors. This will
again be compared later in the thesis after the sections on tetrads and spinors.
12.2 Reflections on covariant formalism and tensor algebra software
It should be clear from reading chapters 5-11 that CF is a a rich and complex algebraic 
system. It is robust in structure, diverse in information, tightly bound in the connectivity 
of variables, and versatile in its fields of application. The operations of the algebra 
involve the substitution of equivalent expressions, linear algebra, matrix multiplication, 
contraction, symmetry relations, and other standard functions such as covariant and time 
differentiation (Kay, 1988). In general, if the algebraic steps are clarified sequentially, 
the logic of the proofs can be followed using the above methods, and thus veracity of 
expressions can be made apparent to the reader. In chapters 3 & 6-9 we presented the 
algebra of the Riemannian geometry, kinematic variables, and the dynamics of the EFEs,
with proofs, to elucidate the information and the consistent nature of the algebra. Then in
chapters 10 and 11 we provided detailed proofs of the sub-cases of the shear-free 
conjecture for dust (complete), and for acceleration parallel to vorticity (almost 
complete), respectively, as presented by Senovilla, Sopuerta and Szekeres (2008) (SSS).
The EFEs have traditionally been expressed in CF using the Einstein index summation 
convention (EISC). While there are alternative algebraic systems (eg. tetrads, spinors, 
structure equations, coordinate-based, etc...) that are used (as discussed in chapter 2), CF 
remains as a primary formalism in this area, both in general literature and research of 
unsolved conjectures. One of the main advantages of this approach is that there is no 
need to specify coordinates or a metric (even though sometimes there is a specified 
metric). The expressions that are found can have a general application to spacetime. 
The degree of rigour and intensity of information in the CF literature is impressive. In 
general there are few inconsistencies in the published literature. But it is apparent from 
the previous chapters that working in CF is not easy. The nomenclature is sometimes not
obvious, and looks quite different to other areas of mathematical physics (Feynman, 
Leighton & Sands 2006). The user needs considerable practice in developing the 
conceptual knowledge, understanding and skill to work with the algebra. The proofs can 
vary from very short to very long; involving a range of simple to complex substitutions. 
It is understandable, but a little disappointing that many proofs in the literature of CF 
omit intermediate steps when providing arguments for verifying expressions, theorems 
and conjectures. These papers and texts often present a series of equations that do not 
obviously follow from, or resemble, one another (SSS is an example). A recent paper by 
Sikhonde & Dunsby (2017) provides similar outcomes to SSS but also requires 
considerable effort for the reader to follow the logic. Interestingly, this last reference 
features and relies upon the processing of tensor algebra in the Mathematica based 
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xTensor (Martín-García 2002). Such an approach is very useful for generating new 
conditions. But if the reader wishes to gain a clear understanding of the relationships 
between conditions, then they must supplement the arguments to obtain a clear line of 
proof. This can be difficult for many readers, especially those who do not have an 
extensive experience in CF. We suggest that this approach has the impact of impeding 
the pace of research and development in this area.
In this thesis we have used a novel algebraic indicial software (MAPLE based 
TensorPack, by the authors Huf & Carminati 2015) to describe the theory. In addition it 
has been applied to sub-cases of the shear-free conjecture. The approach taken was that 
based on one of the few CF papers on the conjecture (SSS). The two aforementioned 
sub-cases were considered. The length and difficulty of the proofs for each equations 
varies considerably. The proofs in the current thesis (in addition to online files) generally
require many substitutions, as well as contractions and differentiation steps. There are 
often several paths that can be taken. For the substitutions, the 'TEDS' and 'TELS' 
substitution software commands of TensorPack were used. These allow the reader to 
follow each step. Covariant differentiation uses the 'cod' command. Contraction usually 
involves a multiplication by a term with a dummy index within the expression, or 
alternatively can be carried out within a term using an index substitution. Substitution 
steps are usually required to further transform the expression in most cases. Time 
propagation (differentiation) is initalised by the 'dotT' command, followed by 
substitutions for the propagated terms. In this case, where there are no suitable 
expressions, the method of using the Ricci identities can be employed, as described in 
chapter 8. In addition symmetric and geometric arguments can sometimes be applied to 
expressions.
We have found several advantages in using software in this way. Firstly, the syntax of 
the output of TensorPack is generally consistent with the traditional literature of CF. 
This enhances the comparability of the literature and the software. Secondly, the 
management of large numbers of complex expressions is more efficiently stored than 
when using hand-written, paper-based notes. Thirdly, the MAPLE software can 
efficiently process the algebra that is required in each step. Fourthly, it is possible to 
readily correct errors. As this work involves long proofs with manual inputs, it is 
common to make errors. In some cases there can be systematic software errors, which 
can only be corrected by updating the package. However manual input errors can also 
quickly lead to false conclusions. Once they are recognised and corrected, the software 
compilation process can readily apply the correction to subsequent steps. These features 
are common to software packages in general. In addition, a distinctive feature of 
TensorPack is the style of the presentation of the algebra. As the substitutions and 
operations occur step by step, it is possible for the user to "view" each part of the 
process. Hence the software is elucidatory. It is also heuristic in the sense that the user 
may explore variations of the substitutions, contractions and other operations in tensor 
algebra, and in so doing gain an appreciation of other possibilities in the workings of CF.
The main downside is that it is time consuming, and that the software (as most software 
does), presents (very) occasional inconsistencies (mainly due to unusual combinations of
expressions). Perhaps a final, but important, aspect of the use of software and 
TensorPack, is that the algebra must be processed accurately for the system to work. In 
comparison, and hand written approach may skip over some details and introduce 
inconsistency.
 
The nature of software is that it can always be modified, adapted and improved or 
extended. There are perhaps several ways in which this area can be further developed. 
Firstly, there is a need for an accessible comprehensive training textbook and literature 
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for entry level researchers to allow new scientists to more effectively begin work in this 
area. Secondly, an automated algebraic system would be desirable: one which would 
expeditiously run substitutions and other tensor operations to generate new equations, 
but still provide an algebraic trace of the equations that are generated. In this way the 
logic of the substitutions could be elucidated. It is hoped that such developments could 
lead to a method of examining more information that can be gleaned from the algebra of 
the EFEs.
12.3 Proposed further developments of TensorPack
12.3.1 Developments, fixes and bugs
TensorPack is quite a simple program, in spite of the GR theory being complicated. The 
algorithms are straightforward, and are based on the MAPLE syntax. The basic tensor 
storage device is a string containing indexed entities.  The most complicated algorithm is
the TELS function, which substitutes expressions with the same index relationships. It 
works for many expressions, but not in all cases. It needs revision so that it is more 
robust. The MAPLE physics package offers possibilities to extend TensorPack. In 
Mathematica, the xTensor displays robust live substitution, and this feature is hailed as 
the most important component of the program (Martín-García 2002).
12.3.2 Development of an automated covariant algebraic system
Many of the proofs in preceding chapters involve manual substitutions, either direct 
(TEDS, MTEDS) or live (TELS, MTELS). While the advantage of this approach is the 
transparency of the proof, it is also time-consuming, and skill-dependent. Also manual 
inputs can lead to errors in consistency. A proposed automated system may be of use. 
Such a system would take a base set of equations, and automatically, using certain 
known algebraic techniques, produce new equations, which may then be used in the 
equation set. This is very common already in polynomial systems, but is not reported in 
CF in MAPLE. It would require a robust live substitution function and a set of kinematic
expressions for each main component of the relativistic system. For that to occur, a list 
of equations could be formed from those developed in the preceding chapters. The 
equation list could be employed as starting point for an (semi-) automated program. In 
the next chapter we look at such a system which is applied to tetrads.
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Chapter 13 Orthonormal tetrads
13.1 Introduction
In this and the next four chapters we consider tetrads and several applications to the 
shear-free conjecture. In this chapter the theory of orthonormal tetrads is discussed, 
using MAPLE and TensorPack functions. In chapter 14, tetrad software packages are 
briefly reviewed and the  STeM tetrad software is introduced. In chapter 15 we look at a 
simple sub-case: magnetic component of the Weyl tensor is zero, with the purpose to 
demonstrate the working methodology of STeM. In chapter 16 we apply STeM to the 
more complex sub-case of zero electric solenoidal curvature. In chapter 17 we revise the 
results. In the context of the thesis, it should be noted that the STeM package is semi-
automated.
13.2 Tetrads
Tetrads were introduced in chapter 2, in the context of tensors and other formalisms, and 
we summarise the main points here. A tetrad is a set of four vectors that can be used as a 
basis for a 4-dimensional vector space. It provides a structure for measuring the 
geometry and kinematics of physical entities of spacetime. In this way it sets up a frame 
of reference for the system under consideration. The tetrad is not the same as a 
coordinate frame, but can be related to it. The vectors of a tetrad are defined in relation 
to each other, and can also be aligned with geometric, kinematic or physical entities 
under consideration. In this sense it follows the Machian principle that any legitimate 
frame of reference is equally valid. The choice of alignment can make measurements 
easier. In this way tetrad analysis offers considerable flexibility in the way it can 
approach a physical system within spacetime.
Tetrad theory is directly related to tensor theory. Specifically each of the the vectors of a 
tetrad are each a rank 1 tensor. Hence much of the theory that has been discussed in the 
previous chapters can be applied to tetrads. This will become apparent in the setup and 
implementation of the equation sets that will be used, which includes the Einstein field 
equations (EFEs).
There are several classifications of tetrad systems: orthonormal, Newman-Penrose (NP) 
formalisms, both the latter employing null tetrads. In 
this thesis we will use only orthonormal tetrad formalism.
13.3 Orthonormal tetrads
The development of orthonormal tetrads (used in the following chapters) was developed 
by Ellis (1965, 1967), Estrabrook and Wahlquist (1964), Muller zum Hagen (1966) and 
MacCallum (1973). The following is a summary of the theory that relates to the later 
chapters.
Formally we let M be a 4-dimensional manifold with a Lorentzian structure. An
orthonormal tetrad on M is a set of four covariant vectors { }:
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(13.5)
(13.1)
> 
(13.3)
> 
> 
> 
> 
> 
(13.2)
> 
(13.4)
which we write in CF, for a=0..3, as
which satisfy:
where g denotes the metric tensor and 
i.e. all of  have unit length, and are orthogonal. The vector  is the timelike vector, 
and the vectors  are spatial vectors. See Figure. 13.1 (next page).
With a local coordinate system { }, where i=0..3, the tetrad  be expressed
in terms of the 
Hence a tetrad system can be expressed as a matrix with reference to the the set of basis 
vectors formed by the coordinate system. 
(Note: The convention is generally followed that the letters{a,b,c...} are for the tetrad 
indices, where the indices {i,j,k...} are used for coordinate indices.)
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(13.7)
(13.8)
> 
(13.6)
> 
> 
> 
(13.9)
Figure. 13.1 A tetrad
Following immediately from (13.5), we can form the dual components 
For each point on the manifold M, each of the four vectors of the tetrad can be assigned 
to create a vector field. A covariant vector   in M can be expressed in terms of the 
tetrad vectors, where    for j = 0,1,2,3 are the tetrad component coefficients of X  in 
relation to the tetrad vector set, as
For the contravariant vector form  is formed as
The curvature of the manifold can be measured by the Ricci rotation (connection) 
coefficients 
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(13.17)
(13.11)
(13.16)
> 
> 
(13.12)
(13.15)
(13.10)
> 
> 
(13.13)
> 
(13.14)
> 
The term  can be thought of as the component in the  direction of the covariant 
derivative of the vector e  in the direction of . These entities are closely related, but not 
identical to the Christoffel symbols.
Since the tetrad vectors are orthonormal, we have
from which it can be shown (MacCallum 1973):
The derivative of a covariant vector   (one-form) is (in a similar way to the Christoffel
symbols for tensors) is calculated using 
with the equivalent equation for tensors as shown in chapter 3 (see equations (3.21) and
(3.23)).
13.4 Commutators
Commutators play an important role in the use of tetrads in GR. The following equations
for commutators require setting e  = u, the 4-velocity of the fluid. The commutators are 
then defined by
where  are the commutation coefficients (notated as in Karimian 2012) or, 
alternatively known as, anholononous objects (MacCallum 1973).
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
275
> 
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(13.17)
(13.18)
(13.22)
(13.24)
> 
(13.23)
> 
> 
(13.20)
> 
(13.19)
> 
> 
(13.21)
> 
where the following kinematic and geometric structures are defined as:
du , , are the spatial components of the acceleration, in the directions of  
respectively;
, ,  are the spatial components of the expansion, in the directions of  
respectively;
, ,  are the spatial components of the rotation, in the directions of  
respectively;
 
is the angular velocity of , in the rest frame of the observer moving with velocity , 
of the triad with respect to Fermi propagated axe. (This can be related closely
to the Newtonian concept of a non rotating rest frame.) It can be defined in the following
equivalent ways:
a are the coefficients of the spatial components of the commutators, which are 
defined as:
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(13.26)
> 
(13.25)
(13.17)
> 
> 
13.5 Systems of tetrad equations
Tensors and tetrads can be combined to form a system of equations. While tetrads, in 
general, can be aligned arbitrarily, it is usual (as indicated in (13.4)) to align  to the 
time-like direction. In combining tensor and tetrad expressions in relativistic equations, 
we can use all of the previous tensor (including vector) equations from previous 
chapters.
According to Ellis, Maartens and MacCallum (2012) the approaches of the use of tetrads 
in GR can be categorised into two types:
1. Minimal tetrad formalism: 
In this type the unknowns are
tetrad components (i.e. as discussed here in section13.3)
commutator coefficients (see section 13.4)
matter fields (dependent on the question involved eg. vacuum equations, rotating 
single mass)
The equations are
tetrad equations
the EFEs
Jacobi identities for commutator coefficients
energy-momentum equations
2. Extended tetrad formalism: 
This type involves the components of the minimal formalism, in addition to unknowns
Weyl tensor components
and equations
Bianchi identities of Weyl tensor derivatives
13.6 Einstein field equations in tetrad format
The EFEs were introduced in tensor format in chapter 9. They can be expressed in tetrad 
format, as shown below:
1. The Raychaudhuri equation (introduced in section 9.5.1) is:
where = + 1/3  is the expansion tensor (Ellis 1973). The (0
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> 
(13.29)
(13.26)
(13.30)
> 
> 
(13.17)
> 
(13.28)
(13.27)
> 
> 
(13.31)
> 
The (ab)
where  is the Ricci curvature of a hypersurface orthogonal to  where the fluid is 
non-rotating (MacCallum 1973). In this case we find;
13.7 Jacobi identities
The following relativistic equations are obtained from the literature  (MacCallum 1973), 
and result from the combination of the commutators with the Jacobi identities. 
(Note: In the following we use  to represent the partial differential of the vector 
).
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(13.26)
> 
(13.17)
(13.32)
> 
(13.34)
(13.33)
(13.31)
> 
> 
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(13.26)
> 
(13.17)
(13.34)
(13.31)
> 
> 
Also in relation to the Jacobi identities we can define the spatial components of the 
commutators.
The equations presented in this chapter form the basis of the equation set used in the 
software discussed in the next chapters on tetrad software and its use in some conjectures
in GR. 
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Chapter 14 Tetrad software and the STeM package
14.1 Introduction
A survey of the literature (Tetrad software 2018) suggests that, in contrast to tensors, 
there are very few published tetrad software packages. However it is known through the 
direct communications with researchers that software is used in working though 
conjectures in GR involving tetrad formalism. In some cases the researchers choose not 
to release the software. 
Several known examples in the literature are:
STeM (Vu & Carminati 2009) 
NPTOOLS (Cyganowski & Carminati 1998)
Oframe (Van den Bergh 1988)
Orthocartan (Krasiski 2001)
GRTensor II (Musgrave, Pollney & Lake 2018)
REDUCE (Hearn et al 2009)
The Maple NP Spinor package (Czapor & McLenaghan 1987; McLenaghan 1994)
The first three in the above list are the most relevant for algebraic purposes. In this 
chapter we discuss in detail the STeM package, which has been provided by its authors 
for use and investigation in this thesis.
14.2 STeM) package for tetrads
The STeM) package was written by Kai Vu and John 
Carminati, initially released in 1990s. In the following work we will be describing STeM
- Version 3, which was updated and released in 2009. STeM is an algebraic symbolic 
package written in the MAPLE programming language. It is designed to handle three 
different tetrad formalisms: NP, GHP and Orthonormal. In this work we are focusing on 
the latter formalism: orthonormal tetrads.
The approach taken in STeM is to load the necessary equations and then to automatically
derive new equations from substitution, differentiation, commutation and other 
functions, to either derive new expressions or to show contradictions. In the following 
chapters we will be using STeM to prove the shear-free conjecture (as discussed 
previously) for several sub-cases.
14.3 Using STeM in general relativity conjectures - overall methodology
STeM contains many functions, expressions and equations that can be used for 
investigating conjectures in GR. The main technique that will be used in the following 
chapters involves the following general protocol:
start MAPLE
load the STeM package
load main parameters, and initialise
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(14.1)
set the order of the parameters for the functionality provided
derive new equations OR show a contradiction
14.4 Description of the main functions of STeM
In this section we describe the main functions of STeM. This section is an abridged 
version of Vu & Carminati (2009).
14.4.1 Loading STeM
The STeM package is contained in the file `STeMV3R2_j_new.mpl`. It can be placed in 
the working directory with the worksheets, or registered as a MAPLE library - see 
Appendix 1.
STeM_v3r2 (November-2009)(c), by K. T. Vu and J. Carminati
This software should be referenced if it is used in work eventuating in a 
publication
Users are free to modify this program but it is not to be redistributed in modified 
form
14.4.2 Terms used in STeM
The terms that are used in STeM for the quantities introduced in previous chapters (for 
orthonormal formalism) are shown in Table 14.1.
14.4.3 Functions in STeM
formalism()
-defines a formalism used in the file i.e. NP, GHP or Orthonormal, and sets the basic 
variables, operators, commutators and their properties.
where
stemassume()
-allows users to make non-zero assumptions on a list of expressions. (This function is 
related to the functions stemisoh, stemreduce and stemnormal.)
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 Table 14.1 Terms used in STeM 
 
expression(s) in STeM 
 
GR variable(s) 
 
GR entities 
 
E0, E1, E2, E3 e0, e1, e2, e3 vectors of the tetrad 
a1, a2, a3 
 
a1, a2, a3 
 
 
 
u1, u2, u3  du1, du2, du3  acceleration components 
w1, w2, w3 
 
ω1, ω2, ω3 
 
vorticity vector 
coefficients 
 
n11, n12, n13, n22, n23, n33 n11, n12, n13, n22, n23, n33 
 
 
 
s11, s13, s23 σ11, σ13, σ23 shear tensor coefficients 
W1, W2, W3 Ω1, Ω2, Ω3 Fermi-propagated angular 
velocity coefficients 
H1, H2, H3  θ1, θ2, θ3 expansion coefficients 
H (=H1+H2+H3) θ expansion 
M μ energy density 
P p pressure 
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where
stemdefine()
- allows users to define the properties of a non-basic variable, before it is introduced, or 
alter the properties of a basic variable eg. complex, constant, real or imaginary.
> stemdefine(x, type=[t1], weight=[q1,q2], prime=y, star=z);
where 
eqns()
- generates the basic equations for a formalism defined by the function formalism.
Maxwell equations.
Maxwell equations.
equations.
> eqns(i, j);
where
defineOperator()
- allows users to define a new operator in terms of old operators. It is used in conjunction
with the function replaceOperator. It can be used in STeM to calculate commutators of 
new operators without users defining them.
> defineOperator(`Z`, Z = expr);
where
replaceOperator()
- allows users to define an old operator in terms of new and known operators. It works in
conjunction with the function defineOperator so that a system can be expressed in terms 
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of new operators.
> replaceOperator(`Z`, Z = expr);
where
steminvariant()
- establishes an environment automatically imposing conditions that the problem under 
investigation is invariant under prime, star, both. It is related to other reduction 
functions; stemreduce, stemnormal, stemcomplete, stemisoh.
> steminvariant([i1]);
where
conj()
- calculates the complex conjugate of a given expression. A complex conjugate of a 
The user may wish to use the alias command in MAPLE to alter the appearance of the 
conjugated quantity.
> conj(expr);
where
prime()
- calculates the prime of a given expression.
> prime(expr);
where
star()
- calculates the star of a given expression.
> star(expr);
where
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weight()
- calculates the weight of a given expression in the GHP formalism.
> weight(expr);
where
Ordering on variables and operators 
In STeM, it is important to control the ordering of variables and operators, as this will 
influence the resultant equation sets. Changing the order of these parameters often leads 
to variations in the results. The following functions are related to ordering of these 
entities:
stemdefoper()
- defines an ordering on a list of operators with the lowest to the highest being from left 
to right, respectively. 
where
stemdeforder()
- defines an ordering on a list of variables with the lowest to the highest being from left 
to right, respectively. 
where
Commutator functions
comm()
- calculates a commutator [Z1,Z2] on an expression expr.
> comm(Z1, Z2, expr);
where
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autocomm()
- calculates all six basic commutators of a given variable/expression or a given list of 
variables/expressions. In each formalism, there are 4 basic operators. Therefore, there are
in general six independent commutators based on these 4 operators. For example, the 
basic commutators in the NP formalism are
[D,V], [D,X], [D,Y], [V,X], [V,Y], [X,Y]
> autocomm(lv, le);
where
findcomm()
- finds all possible commutator pairs, from a given list of equations in a solved form with
highest term on LHS, which do not contain any second order derivatives. This means the
results from this function are first order differential conditions in general.
> findcomm(le,commvars=[lv]);
where
commutators on variables, lv.
Reduction functions
stemisoh()
- puts a given expression into a solved form with the highest term on LHS, based on an 
ordering defined by stemdeforder and stemdefoper.
> stemisoh(expr);
where
stemreduce()
- reduces a given expression with respect to a given system of equations. The given 
system of equations requires to be in a normal form, as given by stemnormal. Warning: 
if the given system is not in a normal form, this function might get caught up into an 
infinite loop.
> stemreduce(expr, le);
where
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stemnormal()
- reduces a given system of equations into a normal form based on an ordering defined 
by stemdeforder and stemdefoper. The equations in the output are in solved form and 
sorted in ascending order. The system is in a normal form when no equation in the 
system can be reduced any further with respect to themselves.
> stemnormal(le,switch=ls);
where
display any algebraic equations, that the function obtains, to users in order to help them 
decide whether or not to insert the algebraic equations into the system. The switch 
factor.
stemcomplete()
- reduces a given system into a normal form, which contains all commutators that are 
reduced to first order differential equations. This function repeatedly calls the functions 
stemnormal and findcomm until the function findcomm cannot find any more 
commutators.
> stemcomplete(le,switch=ls,commvars=[lv],iteration=i);
where
display any algebraic equations, that the function obtains, to users in order to help them 
decide whether or not to insert the algebraic equations into the system. The switch 
factor.
variables, lv.
times.
reduceHCoeff()
- reduces equations, which have the same highest term in a given system, with respect to 
each other. All equations in the given system must be in a solved form. It examines 
equations with the same LHS, e.g X(a) = f1()/g1() and X(a) = f2()/g2().
> reduceHCoeff(le);
where
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stemsorte()
- sorts a given system, which must be in a solved form with highest term on LHS, in 
ascending order, from the lowest equation to the highest equation. The highest term of 
highest term.
> stemsorte(le);
where
Note: by setting infolevel[stem] to a non-zero integer, all reduction functions will output 
some information about intermediate calculations.
Utility functions
showstatistic()
- displays the statistics of a given system.
> showstatistic(le);
where
showcommutator()
- displays all the commutators that have been calculated by the functions findcomm and 
stemcomplete.
> showcommutator();
showunusedstat()
- displays the statistics of all unused equations.
> showunusedstat();
showassumption()
- displays all non-zero assumptions which have been made.
> showassumption();
In the next chapter we will show a brief application of the software to a simple 
conjecture, leading later to a more difficult problem.
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Chapter 15 Tetrad software example : Using the STeM 
package to solve the shear-free example for zero 
magnetic curvature
15.1 Introduction
In this chapter we demonstrate the use of STeM in providing a proof of the shear-free 
conjecture for the sub-case for zero magnetic curvature (i.e. H=0). This sub-case has 
been shown by Collins (1984). The working of this proof using STeM has previously 
been attempted in a thesis by Halfacree (2008); and this chapter is a reworking of that 
proof, with minor modifications and additional explanations to exemplify the use of the 
software.
15.2. The running of the program
15.2.1 Setting up the software and the equations
The initial section of this file initialises the system, forms the working set of equations 
with the assumptions that are relevant to this sub-case. 
The STeM software is loaded using the `with` command:
STeM_v3r2 (November-2009)(c), by K. T. Vu and J. Carminati
This software should be referenced if it is used in work eventuating in a 
publication
Users are free to modify this program but it is not to be redistributed in modified 
form
In this thesis we are using the orthonormal tetrad formalism. The appropriate variables 
and equations are set with the following command:
formalism(orth);
The Einstein field equations, Jacobi and Bianchi identities (orthonormal tetrad form) are 
loaded (the number and length are displayed):
eqs:=eqns():
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nops(eqs);
58
length(eqs);
19811
The following command tells the software that the parameters (P1, omega, P and mu) 
cannot be zero. If they are found to be zero, then a contradiction is flagged.
stemassume(P1,omega,P,mu);
The following line sets alternative variables
H:=theta:P:=p:M:=mu:
The following equations are direct consequences of the barotropic equation of state p=p
(mu) i.e the pressure is a function of the energy density, and the chain rule applies 
accordingly:
e0(P):=P1*e0(M):e1(P):=P1*e1(M):e2(P):=P1*e2(M):e3(P):=
P1*e3(M):
e0(P3):=P4*e0(M):e1(P3):=P4*e1(M):e2(P3):=P4*e2(M):e3
(P3):=P4*e3(M):
e0(P1):=P2*e0(M):e1(P1):=P2*e1(M):e2(P1):=P2*e2(M):e3
(P1):=P2*e3(M):
e0(P2):=P3*e0(M):e1(P2):=P3*e1(M):e2(P2):=P3*e2(M):e3
(P2):=P3*e3(M):
The command 'stemdeforder' arranges the order of the variables when applying the 
normalisation process. This is an important ordering which impacts on the resulting 
equations.
stemdeforder([P,M,omega,theta,P1,P2,P3,q1,q2,q3,r1,r2,
r3,u1,u2,u3,j,n,n33,Z1,Z2,Z3,E11,E22,E12]);
The command 'stemdefoper' defines operators (functions) to be included in the 
worksheet. In this case they involve the tetrad vectors as differential operators:
stemdefoper([e3,e2,e1,e0]);
The current sub-case is that of a zero magnetic tensor which leads to the following 
conditions:
M11:=0:M12:=0:M13:=0:M22:=0:M23:=0:M33:=0:
The following conditions of the electric component of the Weyl tensor are also direct 
consequences of the sub-case:
E13:=0:E23:=0:
The electric component has zero trace, and this is expressed as:
Furthermore, from the shear-free criteria, we set the following conditions:
H1:=H/3:H2:=H/3:H3:=H/3:
s12:=0:s23:=0:s13:=0:
15.2.2 The Alignment of the tetrad
It is common in tetrad formalism to align the tetrad in such a way to enhance the 
algebraic system to gain a solution (or contradiction). In this area the most common 
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alignment is constructed so that e3 vector of the tetrad is parallel to the vorticity vector. 
In this case we can say
Also the three (spatial) coefficients of the vorticity (lower-case omega) vector can now 
be set as:
w1:=0:w2:=0:w3:=omega:
With this orientation of the tetrad so far, there remains to ability to further specify the 
orientation of the blade (in a spatial plane) of which e1 and e2 is a basis. This tetrad 
freedom in relation to the Fermi-propagated axes (upper-case omega) can be set as
W1 := 0; W2 := 0;W3:=-omega;
and we can achieve a and n (see chapter 13 for definitions) with a tetrad rotation as 
follows:
a1:=1/2*(r1-q1):a2:=1/2*(r2-q2):a3:=1/2*(r3-q3):
n23:=1/2*(r1+q1):n13:=1/2*(r2+q2):n12:=1/2*(r3+q3):
From this rotation it is also possible to set n11=n22 (Collins, 1984) (Note: there is also 
the possibility to alternatively set n12=0)
n22:=n;n11:=n;
At this stage, j is just an extension variable; it will turn out to be the (4-dimensional 
covariant) divergence of the acceleration: the Zj are extension vars.
The complete initial equation set, sqa, will be:
dersub:={e1(theta)=Z1, e2(theta)=Z2, e3(theta)=omega*
Z3,e0(theta) = -1/3*theta^2+2*omega^2-1/2*mu-3/2*p+j};
sqa:=[op(eqs),op(dersub)]:
where eqs= the set of the field equations and identities shown in sections 13.6-13.7. 
These is stored as part of the STeM package. 
Now we are ready to begin the STeM algorithms to extract integrability conditions.
15.2.3 STeM algorithm
15.2.3.1 Main branch
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Branch 1.1: At this point the stemnormal functions finds a term with 2 factors. Factor 1 
is  =0, which completes that branch.
Branch 1.2: Factor 2 is  which is chosen to include, and work 
through with the normalised equation set:
"Use factor number? [ter=terminate]"
2
Obtain algebraic equation, 2*Z3-3*n33
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, 6*omega*r2-2*Z1
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, 6*omega*q1-2*Z2
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, q3Cr3
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, q3-u3
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, q3*(muCp)*(P1-1)
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Branch 1.2.1: q3=0 is chosen, and 
"Use factor number? [ter=terminate]"
1
Obtain algebraic equation, r3
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, u3
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, -2*omega^2C3*q1*u1-3*r2*u2-jCmuCp
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, u1*n33
"Substitute this algebraic equation into the system? 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
293
(15.7)
> 
> 
(15.8)
> 
[Y,N]"
N
Obtain algebraic equation, u2*n33
"Substitute this algebraic equation into the system? 
[Y,N]"
N
Obtain algebraic equation, n33
"Substitute this algebraic equation into the system? 
[Y,N]"
N
Obtain algebraic equation, 6*E11*P1*r2C6*E11*P1*u2C6*E12*P1*q1-6*
E12*P1*u1-4*P1*mu*r2-4*P1*p*r2-mu*u2-p*u2
"Substitute this algebraic equation into the system? 
[Y,N]"
N
Obtain algebraic equation, 6*E11*P1*q1-6*E11*P1*u1-6*E12*P1*r2-6*E12*
P1*u2C2*P1*mu*q1C2*P1*mu*u1C2*P1*p*q1C2*P1*p*u1-mu*u1-p*u1
"Substitute this algebraic equation into the system? 
[Y,N]"
N
Obtain algebraic equation, theta
"Substitute this algebraic equation into the system? 
[Y,N]"
Error, (in STeM/useAlgebraic) invalid input: member 
expects 2 or 3 arguments, but received 1
At this point the procedure is exited as the case theta=0 closes the branch.
Non-zero assumption predefined by user
Non-zero factors
So to summarise: At branch 1.2, we chose , since 
At branch 1.2.1 we chose the branch 1, where q3=0, since =0 is not allowed, and 
15.2.3.2 Branch 1.2.3 
The case P1-1 0 is considered in this section. To set this up, we must restart and re-
initialise the computer memory of the variables, to before the branches and equations set 
in the previous sections. In practice the following steps are required, to reset the software
memory and the initialisation of the equations to be consistent with the conjecture. In 
this branch we also need to set the branch condition (P1-1<>0 ).
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STeM_v3r2 (November-2009)(c), by K. T. Vu and J. Carminati
This software should be referenced if it is used in work eventuating in a 
publication
Users are free to modify this program but it is not to be redistributed in modified 
form
formalism(orth);eqs:=eqns():stemassume(P1,omega,P,mu);
H:=theta:P:=p:M:=mu:
e0(P):=P1*e0(M):e1(P):=P1*e1(M):e2(P):=P1*e2(M):e3(P):=
P1*e3(M):
e0(P3):=P4*e0(M):e1(P3):=P4*e1(M):e2(P3):=P4*e2(M):e3
(P3):=P4*e3(M):
e0(P1):=P2*e0(M):e1(P1):=P2*e1(M):e2(P1):=P2*e2(M):e3
(P1):=P2*e3(M):
e0(P2):=P3*e0(M):e1(P2):=P3*e1(M):e2(P2):=P3*e2(M):e3
(P2):=P3*e3(M):
stemdeforder([P,M,omega,theta,P1,P2,P3,q1,q2,q3,r1,r2,
r3,u1,u2,u3,j,n,n33,Z1,Z2,Z3,E11,E22,E12]);
stemdefoper([e3,e2,e1,e0]);
M11:=0:M12:=0:M13:=0:M22:=0:M23:=0:M33:=0:
E13:=0:E23:=0:E33:=-E22-E11:
W1:=0:W2:=0:
H1:=H/3:H2:=H/3:H3:=H/3:
s12:=0:s23:=0:s13:=0:
w1:=0:w2:=0:w3:=omega:
W3:=-omega:
a1:=1/2*(r1-q1):a2:=1/2*(r2-q2):a3:=1/2*(r3-q3):
n23:=1/2*(r1+q1):n13:=1/2*(r2+q2):n12:=1/2*(r3+q3):
n22:=n:n11:=n:
dersub:={e1(theta)=Z1, e2(theta)=Z2, e3(theta)=omega*
Z3,e0(theta) = -1/3*theta^2+2*omega^2-1/2*mu-3/2*p+j}:
sqa:=[op(eqs),op(dersub)]:
(Branch 1.2.3.1)
"Use factor number? [ter=terminate]"
2
Obtain algebraic equation, 2*Z3-3*n33
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, 6*omega*r2-2*Z1
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"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, 6*omega*q1-2*Z2
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, q3Cr3
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, q3-u3
"Substitute this algebraic equation into the system? 
[Y,N]"
Y
Obtain algebraic equation, 6*E11*r2C6*E11*u2C6*E12*q1-6*E12*u1-4*mu*
r2-mu*u2-4*p*r2-p*u2
"Substitute this algebraic equation into the system? 
[Y,N]"
N
Obtain algebraic equation, 6*E11*q1-6*E11*u1-6*E12*r2-6*E12*u2C2*mu*
q1Cmu*u1C2*p*q1Cp*u1
"Substitute this algebraic equation into the system? 
[Y,N]"
N
Obtain algebraic equation, (muCp)*theta
"Substitute this algebraic equation into the system? 
[Y,N]"
Error, (in STeM/useAlgebraic) invalid input: member 
expects 2 or 3 arguments, but received 1
Here we see that the 
Non-zero assumption predefined by user
Non-zero factors
We see that there are no special assumptions to be considered, so the proof is complete.
15.3 Conclusions
In this chapter we have demonstrated the essential elements of the STeM package to 
prove the sub-case of the shear-conjecture for a zero-magnetic spacetime. As pointed out
by Halfacree (2008), there are two novel features used in this approach, in contrast to 
Collins (1984). Firstly the full set of Bianchi equations are used in the equation set 
(present in STeM equation set). Secondly, software is used to process the algebra of the 
equation sets.
The work presented in this chapter is very similar, but not identical to Halfacree (2008). 
It is of interest that there is some variation in the assumptions presented, depending on 
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the selection of equations to be incorporated in the main working equation set. Recent 
updates to STeM may also explain some of these minor differences. In this sub-case, it 
was interesting to note that, no matter which equation set was chosen, the same outcome 
resulted in any case.
In the next chapter we move to using this approach in another sub-case of the shear-free 
conjecture, which will be considerably longer.
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Chapter 16 Shear-free perfect fluids with a solenoidal 
electric curvature: a tetrad approach
16.1 Introduction
In this chapter we present original working using tetrads of a sub-case of the shear-free 
conjecture. Specifically, we prove the following theorem:
Theorem 16.1 Consider any shear-free perfect fluid solution of the Einstein field 
equations where the fluid pressure satisfies a barotropic equation of state and the spatial
divergence of the electric part of the Weyl tensor is zero. Then either it is non-rotating or
non-expanding.
The work presented in this chapter was a part of the project resulting in the publication 
of Van den Bergh et al (2012), which includes the current author. The background of this
work has already been discussed in the review on the shear-free conjecture in chapter 2 
and the discussions in previous chapters. In the context of this chapter it is relevant to 
emphasise the result of Collins (1984) i.e. Hab=0 <=> .  =0, that was re-affirmed in the
previous chapter. More recently Van Den Bergh et al (2007) proved the conjecture for 
the case when div H =0 (that is when the magnetic part of the Weyl tensor is solenoidal),
with a gamma-law equation of state. The result was further generalised in a sense with 
the establishment of the conjecture for the case when divH=0 and there does not exist a 
Killing vector parallel to the vorticity. In this article we will consider spacetimes with a 
solenoidal electric curvature, as in Theorem 16.1.
The role of the work presented in this chapter is to present alternative checks of the 
results shown in Van den Bergh et al (2012) by deriving comparable equations using the 
STeM software. See the conclusions of this chapter for the specific details on this. The 
worksheet of this chapter was originally written by John Carminati. My role in this was 
to recompile the worksheet, analyse the logic and identify the branch points as shown in 
Figure 16.1, and summarise the work as presented in this chapter.
At this point we note that:
(1) the full set of equations is very long, and this pdf version of the proof is a summary. 
At the start of each section is a summary of the equations that evolve in each branch. In 
the pdf version of the thesis only the text can be read;
(2) the amount of text and equations will vary in each section so as to best describe the 
equation processing. In contrast, each associated active worksheet contains fully 
expandable sections where the full set of equations can be viewed, compiled and run;
(3) For access to the file containing the fully worked maple worksheet, see the 
instructions in Appendix 1;
(4) In this chapter equation are labeled as 'eqx' where x= equation number x eg. eq24 is 
equation 24;
(5) Due to the length of the proof, equation outputs and equation labels are not shown in 
this chapter.
We commence with the setup of the system, and then proceed to work through the 
branches of the equation logic with respect to Theorem 16.1. A summary of the 
branches, showing the logic of the equation set is shown in Figure 16.1.
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Figure 16.1 Logic flow of worksheet for the proof of the shear-free conjecture for a 
solenoidal electric curvature, as shown in chapter 16. 
  2 27P12 92 2p
set up equations: 
divE=0 
dezeqa 
(file1-1) 
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all 
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16.2 Setup: initialization of tetrad system; software; total set of 
equations in zqa; global variables and assumptions (equations 1-7)
The setup of the equations is very similar to that described in the previous chapter 
(section 15.2). The main differences are summarised as:
the sub-case involves divE=0 (instead of H=0 in the previous chapter) . The new 
equations are in the file read `div_EH` which is read in the setup below (see section 
16.2.1);
a new set of extra equations are also present in the file: 'varnewfile'
 and  are defined as described below;
extension variables Z and j are also introduced for computational advantage;
the spatial projection tensor is written as 
some extra functions are provided in the file 'extraroutines'.
We shall be considering shear-free, perfect fluid solutions of the Einstein field equations 
as described in chapters 3-7. We shall assume familiarity with the notation and 
conventions of the orthonormal tetrad formalism as given by MacCallum (1973) as was 
described in chapter 13.
The alignment of the tetrad is as described in chapter 16, and in the literature (Van den 
Bergh, Carminati & Karimian 2007). Firstly, e0 and e3 are aligned with u and , 
respectively, such that 
3<>0. The relevant variables become , p, , and du (acceleration) together 
with  (that determines the rotation of the tetrad with respect to the Fermi-propagated 
axes) quantities  and . Latin indices will be spacetime indices, while Greek indices 
will take the values 1,2 and 3. 
Secondly, it is always possible, using the remaining group freedom, and making use of 
the Jacobi identities and the field equations, to further specialize the tetrad so as to 
achieve
eq2:=W1=0,W2=0,W3+omega=0:
where
and
Now the tetrad is completely fixed. 
Due to computational advantages, we will replace   (a<>b) and a  with the new 
variables  and , defined by
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We will also introduce extension variables, and  and j which are related to the 
components of the spatial gradient of the expansion, by
i.e.  is the gradient of the expansion, and j is the covariant divergence of the 
acceleration.
In terms of the coded variables, these equations are equivalent to:
In our chosen tetrad, the div E Bianchi identity (Maartens & Bassett 1998) reduces to
The complete set of equations is now composed of the Jacobi equations, the Einstein 
field equations given in Van den Bergh, Carminati and Karimian (2007), and equations 
above (3), (4), (6) and (7). We shall simply refer the entire set as the "field equations". 
The following results concerning the conjecture will be acknowledged as being 
conditions that already result in =0:
p'=0,1/3,-1/3,1/9
=0
=0
Nor will it be allowed that:
=
=
as these also lead to the same result =0
(See the review in chapter 2 for a summary)
The variables used in the software have been described in Table 14.1. Note that u1, u2 &
u3 are components of acceleration in the code.
We begin by normalising the initial set of field equations and carrying out the following 
commutators: all six on mu and theta, together with [e2,e1], [e3,e2], [e3,e2] on {omega, 
a2}, [e3,e2] on {a1} and [e3,e2] on {a2}.
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In the following (displayed) sub-section, we load the software, and set up the equations, 
as given above. The full equation set is contained in an equation array name 'dezeqa'. 
Note that throughout this worksheet, a description of each branch is described. The full 
set of MAPLE/STeM working is within the sections, which are not visible in the 
hardcopy version of the thesis. The full set of worksheets, which display the working of 
each step, is available online, as described in Appendix 1.
16.2.1: Code for setup and initialization of software and equations
Load the STeM code into memory:
read `stemV3R2_J.mpl`:
STeM_v3r2 (November-2009)(c), by K. T. Vu and J. Carminati
This software should be referenced if it is used in work eventuating in a 
publication
Users are free to modify this program but it is not to be redistributed in 
modified form
Read a file containing extra routines for algebraic processing:
read "extraroutines":
Load the STeM software into the MAPLE environment:
with(STeM);
Set the STeM code to orthonormal tetrads:
formalism(orth);
Read in the EFEs:
eqs:=eqns():
Set the code to assume that the following parameters are not zero:
stemassume(P1,P+mu,P2,omega,theta,P,P1+1,P1-1,mu):
The software assigns variable for 
H:=theta:P:=p:M:=mu:
Set the code to assume that the following parameters are not zero:
stemassume([mu,P,mu+P,P1,omega,theta]):
The following derivatives are defined:
e0(P):=P1*e0(M):e1(P):=P1*e1(M):e2(P):=P1*e2(M):e3(P)
:=P1*e3(M):
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e0(P3):=P4*e0(M):e1(P3):=P4*e1(M):e2(P3):=P4*e2(M):e3
(P3):=P4*e3(M):
e0(P1):=P2*e0(M):e1(P1):=P2*e1(M):e2(P1):=P2*e2(M):e3
(P1):=P2*e3(M):e1(Q2):=Q3*e1(M):
e0(P2):=P3*e0(M):e1(P2):=P3*e1(M):e2(P2):=P3*e2(M):e3
(P2):=P3*e3(M):e0(Q2):=Q3*e0(M):
e0(Q):=Q1*e0(M):e1(Q):=Q1*e1(M):e2(Q):=Q1*e2(M):e3(Q)
:=Q1*e3(M):e2(Q2):=Q3*e2(M):
e0(Q1):=Q2*e0(M):e1(Q1):=Q2*e1(M):e2(Q1):=Q2*e2(M):e3
(Q1):=Q2*e3(M):e3(Q2):=Q3*e3(M):
The order of variables for the processing the normalisation process is set as (last on 
list is replaced first):
stemdeforder([P,x,mu,theta,omega,P1,Q,Q1,P2,P3,u1,u2,
u3,q1,q2,q3,k3,r1,r2,r3,n,n33,E11,E22,E12,E13,E23,j,
Z1,Z2,Z3,Z4,K13,K23,M11,M22,M12,M23,M13]);
The order of the differentiation is defined as:
stemdefoper([e3,e2,e1,e0]);
The trace of the the electric and magnetic components of the Weyl tensors are set to 
zero by:
E33:=-E22-E11:M33:=-M22-M11:
H:=theta:P:=p:M:=mu:H1:=H/3:H2:=H/3:H3:=H/3:
The shear is set to zero:
s12:=0:s23:=0:s13:=0:
A Rotation in the 1-2 blade of the tetrad is set to achieve the following values for 
w1:=0:w2:=0:w3:=omega:W1:=0:W2:=0:W3:=-omega;
Read in the equations for the solenoidal electric condition:
read div_EH;read varnewfile;
divE = 0 conditions are:
divE_conds:=eval(divE):
{a1=1/2*(r1-q1),a2=1/2*(r2-q2),a3=1/2*(r3-q3),n23=
1/2*(r1+q1),n13=1/2*(r2+q2),n12=1/2*(r3+q3)};assign
(%);
n22:=n;n11:=n;
At this stage, j is just an extension variable: the Zj are extension vars.
dersub:={e1(theta)=Z1, e2(theta)=Z2, e3(theta)=omega*
Z3,e0(theta) = -1/3*theta^2+2*omega^2-1/2*mu-3/2*p+j}
;
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The full set of initial equations are contained in dezeqa:
dezeqa:=[op(eqs),op(divE_conds),op(dersub),varnew[2],
varnew[3],varnew[4]]:
save dezeqa, "dezeqa";
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16.3 Normalising the initial set of equations, and finding commutators
16.3.1. Full working of 16.3
The equation set dezeqa is normalised, and the commutators found:
16.4 More normalisation steps
16.4.1. Full working of 16.4
The equation set from the previous section is further normalised, and there are 64 
commutators found.
16.5 Differential and polynomial conditions found so far (equations 8
-10)
There are 13 differential conditions and 3 polynomial conditions. The latter are:
full working of 16.5: equations 8 - 10
16.6 Time propagation and elimination (equation 11)
Time propagating (equation 10) and eliminating q3 between these two equations results 
in (equation 11) (Note: in the code that this is carried out in an earlier step and is stored 
in the variable add1a):
Full working of 16.6: equation 11
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16.7 Time propagation and elimination (equations 12-13)
Furthermore, in the equation 8 working above, we joined the 13 differential conditions to
the main system to form dezeqd. We performed 16 additional commutators, so that now 
all commutators are done on the variables mu, theta, omega, and u. This produced 10 
more differential conditions on the field variables.
We also augment the differential system at a later point by time propagation of equations
8 and 9 (note however they are not included in the differential system, but are later 
combined algebraically.). When this is done we obtain equations 12 and 13:
Full working of 16.7: equations 12-13
16.8 Simplification of equation set
This section involves 10 (approx - check) cycles of simplification of the equation set 
'solea', resulting in a set of polynomials 'sole'. Essentially this section removes factors 
that are present in each equation, to give a normalised set, which is used in the final 
section. (Note that it is a long section, even though fairly simple to follow, and so is not 
shown in the pdf file.)
Full working of 16.8
16.9 Resetting the equations from saved files
At this point, we provide a mechanism of starting the worksheet afresh, by resetting the 
memory and loading the equations developed so far from files that were produced in the 
original section of the current worksheet. If the execution has not been carried out to this 
point then, the following section can load all the relevant equations to continue (with the 
dynamic worksheet presentation). Alternatively, in read-only mode, the reader can 
continue to follow the static version.
Full working of 16.9
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16.10 Combining equations 8 &12, and 9 & 13 (equations 14-16)
Furthermore, in the equation 8 working above, we joined the 13 differential conditions to
the main system (to form dezeqd), we performed 16 additional commutators, so that now
all commutators are done on the variables mu, theta, omega, and u. This produced 10 
more differential conditions on the field variables.
Eliminating q1 between equations 8 &12, and 9 & 13, yields, respectively:
(Note - these equations may be reversed, depending on the order of MAPLE output)
Eliminating Q between equations 14 and 15 gives equation 16:
Full working of 16.10: equations 14-16
16.11 Time propagation and elimination (equations 17-18)
Finally for the main branch, the time propagation of equation 16 using equations 8, 9 and
10 to eliminate q1, q3, r2 and equations 14 and 15 to eliminate z2 and z1 eventually 
gives:
where for simplification we identify:
Full working of 16.11: equations 17-18
Here we have our first branch. This is the end of the opening section.
16.12 Branch 2.1 : 
At this point we commence the first sub-branch. If required the setup equations to reach 
this point are contained in the following sub-section:
set - up equations:
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(16.1)
> 
> 
(16.2)
At this point we commence the first sub-branch. In this sub-branch we have
Time propagating of equation 19 leads to equation 20:
whereas applying the e3 derivative to the equation 19 condition gives equation 21:
The 1 and e2 operators applied to equation 19 yield equations 22 and 23, respectively:
We note that one of the polynomials reduces to equation 24, which leads to the sub-
branch u3=0:
Full working of 16.12: equations 19-24
16.13 Sub-branch 2.1.1 : , u3=0=>n33=0
If we assume that u3=0, then immediately, from equation 24 we have n33=0. In this case
the three derivatives e1, e2, and e3 applied to u3=0 give, respectively,
Full working of 16.13: equations 25-27
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16.14 Further working: equations 28-30
Substituting equation 19, u3=0, n33=0, equations 22-23, 25-27 into T1 and T2 (see 
working of 16.12) gives
where the second factor of eq28a is
and the second factor of eq28b is
Full working of 16.14a: equations 28ab
Equations 28a and 28b imply
Full working of 16.14b: equations 29-30
16.15 Sub-branch 2.1.1.1 : , u3=0=>n33=
0, q3=0 
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Now for this sub-branch ( , u3=0=>n33=0, q3=0) we 
shall use the two smallest polynomials from P which reduce to equations 31 and 32:
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Full working of 16.15a: equations 31-32:
Equations 31 and 32 are polynomials in the variables E11, E22, P1, , , u1, u2, . 
The essential part of equations 31 and 32 is that when we take the resultant of them with 
respect to to either E11 or E22, then both variables vanish. When we carry out this 
operation we obtain a polynomial F4 of length 3278, with 137 terms with variables P1, 
, , u1, u2, .   
Next, eliminating E11 and E22 between equation 31 and e1 of F4, we obtain another 
polynomial F5 in variables P1, , , u1, u2,  . Fortuitously, taking the resultant of 
F3 and F5 with respect to u1 or u2 yields a rather large polynomial in only the variables
P1, , ,  . The key feature of this polynomial is that it contains powers of theta, 
which in this case is of degree 6. The resultant has two factors: (
 ) F6 = 0. The first factor is incompatible with equation 
20. The second factor (F6) us a bi-cubic in  , and hence = ( ), which is a 
contradiction, unless all the coefficients of the various degree terms of  vanish.
However, setting to zero all of the coefficients of  ^2 and  ^0, after using the 
resultant of these equations to eliminate mu, the result is a non-vanishing polynomial in 
P1. It is shown that P2=0, and combining with equation 20 gives P1=1/3 (see last section
of full working below). This is contradictory and so this sub-case is finished.
Full working of 16.15b: Reduction of equations 31 and 32:
16.16 Sub-branch 2.1.1.2 : , u3=0=
>n33=0, q3<>0.=>F3=0
In this case we have from equation 30 that = ( ) or P1=-1/3 or 1/9, all of 
which are done previously. 
Full working of 16.16: Reduction of equations 31 and 32:
16.17 Sub-branch 2.1.2 : , u3<>0
From equation 21 in this sub-branch we have
=0
Direct comparison with equation 20 gives
=0
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so that P2=0=>(9P1-1)(-1+3P1)=>P1=1/3 and then  = 0 follows (see section 16.7).
Full working of 16.17: u3<>0
In second case P2=0=> P1=1/3 =>  = 0, as above
16.18 Sub-branch 2.2 <>0
For this main sub-case we have
which implies
From equation 16.16 we also have
Two successive time propagations of equation 34 result in equations 36 and 37:
Time propagations of equation 35 lead to equations 38 and 39:
Applying the time propagations of equations 38 and 39 leads to:
where use has been made of equations 8-10, 34, 36, 38, 39. 
F7 is a moderately sized polynomial length 762 with 40 terms in the variables {P1,Q,j,
mu,p, theta}. We note that factors of the quantity 2Q+3P1-1, and -2+9*Q, have been 
cancelled in the reduction since they cannot be zero (see working). This fact is verified 
by comparison with equation 34 which results in P1=1/9.
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Next we time propagate the third smallest polynomial in P with the result of equation 
41a below.
Finally time propagating the sixth smallest polynomial of the list P and using equations 8
-10, 34, 36, 38 & 39 eventually gives a polynomial of length 1168, 42 terms and with 
variables { P1,Q,n33,u3,omega,theta}. If we now take the resultant of this polynomial 
with equation 41, we obtain equation 41b.
Note that equation 41b is in the form u3.F8=0 where
This leads to the next branch.
(If required the set up equations are shown below.)
set - up equations:
Full working of 16.18: Equations 34-41:
16.19 Sub-branch 2.2.1 : <>0, u3=0,
F8<>0
The derivatives e1 and e2 of u3=0 yield:
Applying e2 to n33=0 and using  equations 8-10, 38, 39 with these results eventually 
gives
i.e. u2.q3=0
whereas e1(n33) gives:
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Full working of 16.19: Equations 42-44:
16.20 Sub-branch 2.2.1.1 : <>0, u3=0,
F8<>0, u2=0, q3<>0
In this case z2=0 and e(a)(u2)=0 gives, respectively,
Two elements of the polynomial set P then produces equation 46:
Comparing equation 46 with equation 30, show that they are incompatible if we exclude 
the known results in literature.
Full working of 16.20: Equation 46 working to a contradiction:
16.21 Sub-branch 2.2.1.2 <>0, u3=0,
F8<>0, u2<>0, q3=0
We note from working in section 16.19 that 3Q-2=0 => 1 + 3P1=0 hence equation 43 
now gives E13=0 since (3Q-2).(9P1-1)<>0
From equation 10 we have r3=0, and applying e3 to this condition leads to E23=0.
Applying e1 and e2 to E23=0 gives respectively:
Full working of 16.21: q3=0 working (part 1)
16.22 Normalisation of equation set found in 16.21
The field equations then yield, after normalising with the complete set of conditions for 
this sub-case, new conditions. Two of the smallest are:
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Full working of 16.22: equations 47-48 working
16.23 Extraction of equation 49 from equation set
From the P set of conditions we extract the smallest one, which has only the electric 
components E11 and E22, and which is this case reduces to equation 49:
Equation 49 working:
16.24 Equation F9
Again the key feature of the pair of equations 48 and 49 is that their resultant with 
respect to either E11 or E22 eliminates both. When the resultant is carried out and the Q1
is eliminated by equation 36, we obtain a polynomial F9 of length 6389, 241 terms in the
variables {P1, Q, mu, p, u1, u2, omega}.
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equation F9 working
16.25 Development of equations F10,F11,F12 to close the sub-branch
Finally we take the resultant of F9 and e0(F9) with respect to either u1 or u2 to yield a 
condition only in variables {P1,Q}:
F10.F11.F12=0
where
(Here F10=eq50, F11=eq51, F12=eq52)
It is shown that
F10 is incompatible with equation 36
F11 is also incompatible with equation 36
F12 is inconsistent with equation 34
That is, it is shown by differentiation if F10=0 or F11=0, or by resultant if F12=0, that 
are all consistent with equations 34 or 36, when one excludes cases already done in 
literature.
Hence this completes this sub-branch.
Full working of 16.25: equations 50-52
16.26 Sub-branch 2.2.2: u3<>0 => F8=0
In this case we compare F8=0 and its derivatives to equation 36. We obtain: 
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Using resultants, it can be shown that the system of equations 51-53 is inconsistent when
one excludes cases already done in literature.
The proof of Theorem 16.1 is now complete.
Full working of 16.26: equations 53-55
16.27 Comparison to proof presented in publication version (Van den 
Bergh et. al. 2012)
As indicated in the introduction to this chapter, this chapter was part of a collaborative 
research project. A publication (Van den Bergh et al 2012) was produced as part of that 
joint work. It was not necessary to publish both sets of results. The current proof (this 
chapter) was a part of the collaboration, and acted as an alternative confirmation of the 
sub-case. The published proof proposes contrasting lines of conditions. There are several
areas of commonality of the the current proof with that of the published proof.
The published proof commences with the same set up equations, and the introduction of 
the new extension variables   and j, and following this their derivatives, and 
commutators. The conditions were applied which led to two main branches: (1) 
acceleration parallel to Z , which is readily solved using time propagation (2) 
acceleration not parallel to  . This latter case leads to a gamma-law equation of state 
(equation 42 of the published paper), and using equations very similar to the branch 2.2.1
in the current paper leads to a contradiction on the values of p'.
In general the current chapter presents an alternative proof in that new categories of 
branches and conditions are present. Nevertheless the conclusion (the proof of Theorem 
16.1) is the same, which demonstrates the robust nature of the tetrad algebra and the 
conditions presented in this conjecture. It is difficult to say which proof is more concise, 
as both involved different software packages (STeM and an unpublished MAPLE 
system), with contrasting algebraic methodologies and equation sets. The original 
worksheets of the published paper are not available, but perhaps may be obtained from 
the principal author. It is clear however that the current chapter presents a unique line of 
argument of the line of proof of this sub-case under consideration.
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Chapter 17 Review of tetrads and tetrad software
17.1 Introduction
In this short chapter we review the use of tetrads and the STeM software in light of the 
work shown in the previous chapters (13-16), and suggest further developments.
17.2 Conclusions from the proofs shown
In chapter 16 we have successfully demonstrated a (previously unproven) sub-case of the
shear-free conjecture using a tetrad system. It is worthwhile at this point to note the 
features of this approach and to compare it to the covariant methods employed earlier in 
this thesis.
(1) We note that the scalar expressions of the tetrad contractions appear in a 
(mathematically) more traditional format when compared to the indicial nature of 
covariant tensors. In many ways this allows for an easier working through the algebra of 
the equation sets, with the option of using MAPLE functionality available.
(2) The length of the proofs of both tetrad and tensor approaches are very long. It seems 
that there is perhaps no solution for making the proofs in GR more succinct, without 
either using condensed tensorial definitions, or leaving out the details of the steps, or 
getting the software to process, but not display, the intermediate steps. Nevertheless, in 
both formalisms the long proofs can be more systematically managed in a software 
worksheet, in contrast to hand-written calculations.
(3) The skill of the user in both approaches needs to be of a high level to be able to 
succeed in proving difficult conjectures. In the case of tensors the ability to work through
indexed tensorial identities needs to be well rehearsed; while for tetrads, there is a need 
for much experience in dealing with large equation sets.
(4) A further difficulty of STeM (for tetrads) is that its method of use does not facilitate 
transparency of the algebraic processing of the equation sets. The user must assume that 
solutions (sometimes large equation outputs resulting from multiple steps) are correct. In
some cases this is not easy to cross-check. This is not to say that it is a simple matter in 
covariant equations either. By comparison of the formalisms however, it could be argued
that, as the equations are generally more compact, CF can provide equation sets that can 
be more easily verified, if the substitutions and other steps are elucidated.
(5) Nevertheless, several aspects of the approach used in STeM are worthy of note. The 
normalisation process is of particular interest, as it prepares equation sets that can be
attacked by the traditional algebraic armoury in MAPLE packages. It may be possible to 
extend a type of normalisation to the CF approach. At this point it seems that technique 
has not been reported in the literature for algebraic CF packages. 
(6) Following from the previous point, a second noteable feature of STeM is the 
identification branch points and sub-cases where there are zero denominators in new 
equations. It is necessary that when new expressions are formed for a variable in the 
normalisation step that the denominators must be assumed to be non-zero. When this 
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occurs, STeM reports these denominators, and the user must test the assumption(s). This 
is a significant feature, and thus facilitates toward a logically more robust proof.
In conclusion, the tetrad software presented here (STeM) provides a powerful, useful and
reliable system for exploring algebraic systems in GR.
17.3 Possible further developments
(1) The semi-automated approach of STeM could be applied to future versions of 
TensorPack, as discussed in chapter 12. As with STeM, the EFEs and identities, with 
added conditions, could be used to initiate rounds of substitutions which could lead to 
new results. One would imagine that some sort of normalisation would be required in CF
as well, which in turn would require a defined ranking of terms. It appears that there is 
no such package reported in the literature.
(2) There has been some discussion about using tetrad expressions to confirm the 
veracity of tensor expressions, and vice-versa. Van den Bergh (2016 - personal 
communication) has used a tetrad approach to test the correctness of tensorial equations. 
If this approach could be developed, it might help check the integrity of the tensor and/or
tetrad equations eg. presence of an inappropriate minus sign.
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Chapter 18 Introduction to spinors and spinor software
18.1 Introduction
Spinors play a role in some areas of mathematics and physics. They can be related 
directly to tensors (and tetrads). Spinors are based on vectors involving complex 
numbers, and in some circumstances, may show properties of some GR entities with 
more elegant algebra (Misner, Thorne & Wheeler 1973; Krechet, Filchenkov & Shikin 
2008). Examples of this are discussed in the following chapters (19-23). Some examples 
are modeling of light vectors (Misner,Thorne & Wheeler 1973) and the conversion to 
null tetrads (Czapor, McLenaghan & Carminati 1992), an alternative classification of the
Weyl tensor (Penrose & Rindler 1984) and development of complex geometry (Esposito 
2008). Spinors also play a role in the spin-states of elementary particles in quantum 
mechanics (QM) (Wells 2013a; Coddens 2015; D'Auria et al 2000). Penrose & Rindler 
(1984) argue that spinors provide a structure that completely contains tensors, and 
furthermore provides more basic elements than tensors, thus giving rise to a deeper 
insight into the structure of spacetime. If the latter is true, then an examination of spinors
would be well worthwhile. As spinors and tensors are related, it is relevant in this thesis 
to explore this connection, exploring the use of software to further develop such 
investigations.
While spinor theory may be very useful, it is difficult to embark upon. The definitive 
works of Cartan (1937) and Penrose & Rindler (1984) prove daunting tomes for many to 
follow. Recently attempts to provide alternative, intuitive approaches have appeared in 
Steane (2011, 2013) and Coddens (2015). In the context of this thesis, the approach of 
Steane is taken, combined with that of Misner and co-authors. Software is used for 
introducing a working knowledge of spinors. Standard MAPLE libraries are used in 
procedures to describe the geometry and algebra of spinors. The latter sections of this 
current chapter will briefly review some existing software packages for spinors in 
quantum mechanics and GR. Chapter 19 will introduce the geometric concepts of spinors
that are related to three dimensional rotations. These concepts will be extended in 
Chapter 20 to 4-dimensional spacetime, and with that some indications of how we can 
extend TensorPack to work with spinors. Chapter 21 shows the application of spinor 
algebra to spacetime curvature. In Chapter 22 we propose a possible approach to using 
spinors for investigations of time-like perfect fluids. Chapter 23 summarises the findings.
18.2 Spinor software packages
About fifty software packages are registered online at Spinor software (2018). The 
majority of these are for QM and field theory. A sample list of some of the better known 
packages is shown below.
18.2.1 Spinor software for quantum mechanics and/or field theory
As QM and field theory are not directly relevant to the main body of this thesis, only a 
few examples are shown:
GRASP92 (Parpia, Fischer & Grant 1996)
PSS (Mafra 2010)
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(18.1)
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(18.3)
(18.2)
Gross-Pitaevskii (Muruganandam & Adhikari 2009)
S@M (Maitre & Mastrolia 2008)
Cadabra (Peeters 2001)
18.2.2 Spinor software for GR
DifferentialGeometry (MAPLE) : calculates components and entities in GR
The Maple NP Spinor package (Czapor & McLenaghan 1987; McLenaghan 1994)
NPSpinor (Czapor, McLenaghan & Carminati 1992; McLenaghan 1994) : a MAPLE 
package that calculates null tetrads
Spinors (Gómez-Lobo & Martín-García 2008) : a MATHEMATICA package that 
provides some algebraic and component conversions
As with tensors, there are no packages that emulate the formal literature that involves 
indicial algebraic spinor formats (i.e. of Penrose & Rindler 1984).
18.3 SpinorPack software
In this section we briefly describe how TensorPack is extended to adapt to spinor algebra
expressions and functions. The extension is called SpinorPack. (Unlike TensorPack it is 
not formally published, but is available at the same website as TensorPack). SpinorPack 
contains and extends the functionality of TensorPack in several ways. Specifically 
SpinorPack:
1. uses a 'S' function to output the spinorial expressions in the appropriate format, 
including covariant derivatives. This will be further discussed in the text.
2. uses an input string format for a spinor that is the reverse of that for a tensor i.e. 
uppercase indices are used for the spinor; 
lowercase indices for the covariant derivative; 
a complex conjugated index contains a `"`. 
For example:
There is an exception to this. In the case of lowercase Greek letters, the tensor format is 
output. For example, this is used in the 'soldering-form' used to interconvert vectors and 
spinors (see section 20.7.1 for a description)
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> 
> 
(18.5)
(18.3)
3. provides the 'Absorbe' function which is the spinor version of absorbing the metric, 
allowing for the unique symmetry properties of the metric.
This is discussed in more detail in chapter 20.
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Chapter 19 Introduction to spinors I: rotations in 3-
dimensional space
19.1 Introduction
As mentioned briefly in chapters 2 and 18, spinors evolved from the work of rotations of 
objects in three dimensional space. The early definitive works of Cartan (1937) and 
Penrose & Rindler (1984) presented a considerable amount of algebra within a geometric
context. The more recent works of Steane (2013) and Coddens (2015) have attempted to 
introduce the spinor concepts using an approach with an increased emphasis on 
geometry. This chapter discusses the unique roles that spinors play in describing 
rotations of objects in three dimensional space. As with the other sections of this thesis, 
the software is used to provide an elucidation of the algebra and geometry.
This chapter takes the following lines of development:
Firstly the role of the Pauli matrices in describing the relationships of spinors to 
rotations;
This is extended to infinitesimal rotations leading later to spinor calculus;
In these contexts spinors are defined mathematically, as well as their relationship to 
rotation groups;
A flagpole (without and then with a flag) concept is described to further extend the 
context of the use of spinors;
The formal relationships of the rotation groups SU(2) and SO(3) that capture the 
essential elements of spinors are summarised.
19.2 Pauli matrices and rotations in three dimensions
The Pauli spin matrices are a pivotal structure in spinor theory. The initial work by 
Klein, Cartan, Pauli and others (for reviews see chapter 41 of Misner, Thorne & Wheeler
1973) eventually led to the development of the Pauli spin matrices that are an integral 
component of the spinor structure (Steane 2013).
The simplest form of spinor (spin vector) is as a two component vector of complex 
numbers. These can be presented in matrix form (see later parts of this chapter) using the
Pauli spin matrices (denoted here as sigmax, sigmay, sigmaz). At this point we 
commence by examining properties of the Pauli spin matrices (where we use I=  ):
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(19.2)
(19.5)
(19.6)
> 
(19.8)
(19.10)
> 
(19.11)
> 
(19.9)
> 
> 
> 
(19.7)
(19.4)
> 
(19.3)
The identity matrix used here is:
It is noted that the square of each of the Pauli spin matrices is the identity matrix:
Furthermore the matrices multiply antisymmetrically, i.e. for all the cyclic permutations 
of the indices
For example, with the matrices above:
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(19.15)
> 
(19.14)
> 
> 
> 
(19.12)
> 
(19.13)
(19.16)
and
The Pauli spin matrices are used to determine a quantity Ro associated with a rotation of 
a three-dimensional object in space. Ro is defined as:
where 
The inverse rotation is
i.e. these inverse rotations multiply to result in the unity matrix:
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(19.2)
> 
> 
> 
(19.12)
(19.17)
(19.19)
(19.20)
> 
(19.16)
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> 
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(19.12)
> 
(19.20)
> 
(19.16)
We can look at an example to demonstrate the use of the Pauli spin matrices and the Ro 
quantity in three dimensional rotations, using an example similar to that of Misner, 
Thorne and Wheeler (1973). For this demonstration we use the following procedure,
RotateCube(cubecoords,ang,ax), which rotates and displays a unit cube located at
cubecoords by an angle ang about an axis ax. The initial position of the unit cube has one
vertex at the origin.
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
327
> 
(19.2)
> 
(19.12)
(19.20)
> 
> 
(19.16)
Plotting the original position:
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(19.2)
> 
(19.20)
> 
> 
> 
(19.16)
Figure 19.1 The cube starting position
Rotating the cube by 90 degrees about the vertical axis through the center of the cube 
[0.5,0.5,0] [0.5,0.5,1]:
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> 
(19.16)
Figure 19.2 The cube rotated 90 degrees about the vertical axis through the center 
of the cube
Now rotating the cube by 90 degrees about the horizontal axis through the center of the 
cube [0.5,0,0.5] [0.5,1.5,0.5]:
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(19.12)
> 
(19.20)
> 
(19.16)
Figure 19.3 The cube rotated 90 degrees about the horizontal axis through the 
center of the cube
Now rotating the initial cube by 120 degrees about the horizontal axis through the center 
of the cube [0,0,0] [1,1,1]:
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(19.12)
(19.20)
> 
(19.16)
Figure 19.4 The initial cube rotated 120 degrees about the horizontal axis through 
the center of the cube
Note that p4 results in the same configuration as p2 and p3 in succession. 
Furthermore we can demonstrate that the Ro values for each rotation, calculated as:
for rotation p2: theta=Pi/2, alpha=Pi/2, beta=Pi/2,gamma=0
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
332
> 
(19.2)
> 
> 
(19.25)
(19.26)
> 
(19.23)
(19.16)
(19.27)
(19.24)
> 
(19.12)
(19.20)
> 
> 
for p3: theta=Pi/2, alpha=Pi/2, beta=0,gamma=Pi/2
where the product of rotations p2 and p3 give:
In the case of rotation p4 (the single rotation, that results in the same orientation as 
rotation p2 followed by p3) we have the angles alpha=beta=gamma=
we calculate p4: theta=2*Pi/3, alpha=beta=gamma=
So we have p4=p2*p3 i.e. (19.25)=(19.27). This example demonstrates an example of the
property of Ro parameter i.e. that it quantifies a rotation in three dimensional space, 
provides an isomorphic mapping with the group of rotations of an object in three 
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> 
(19.2)
(19.30)
(19.35)
> 
> 
> 
> 
> 
> 
(19.23)
(19.16)
(19.33)
> 
(19.34)
(19.29)
(19.32)
(19.28)
(19.31)
> 
> 
(19.12)
> 
(19.20)
> 
dimensional space.
We move now to extend this idea of the rotation in connection to spinors. The conjugate 
transpose of M* of a matrix M is obtained by taking the complex conjugate of each 
element, and then transposing the matrix eg.
We can see that the Pauli spin matrices conjugate transpose to themselves i.e. 
Furthermore other properties are shown:
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> 
(19.2)
(19.39)
(19.38)
> 
(19.41)
(19.42)
(19.23)
(19.16)
> 
> 
> 
(19.40)
> 
> 
> 
(19.37)
(19.36)
(19.12)
> 
(19.20)
> 
> 
Using the linear algebra of complex conjugation i.e.
One can see that MQs and QsMs are the same.
For the rotation matrix we have
The Hermitian conjugate of Ro is
Again using the linear algebra of complex conjugation  (19.38)
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> 
(19.2)
> 
(19.44)
(19.45)
> 
> 
(19.43)
(19.23)
(19.16)
> 
> 
(19.36)
(19.12)
(19.20)
> 
where we note that the matrix is zero since
So Ros = inverseRo. In words, the conjugate transpose of Ro is equal to its inverse. Such
a matrix is called unitary.
Misner, Thorne and Wheeler (1973) assert that the rotation properties of Ro is a feature 
of the Pauli spin matrices i.e. they state that (real-number) vector transformation 
matrices do not have the same properties.
19.3 Infinitesimal rotations
For this section we consider infinitesimal rotations in the context of the previous 
sections, which lead to the concept of a spinor. As 
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> 
(19.2)
(19.50)
> 
(19.49)
(19.46)
> 
> 
(19.48)
(19.43)
(19.23)
(19.16)
> 
(19.47)
> 
> 
> 
(19.36)
(19.12)
(19.51)
> 
(19.20)
> 
> 
and its inverse/conjugate:
This can also be written as
where 
The sum of many such infinitesimal rotations becomes
which is equivalent to Ro as defined in equation (19.14). (See equation 41.17 of Misner, 
Thorne and Wheeler 1973)
From this we find the teffects of the sum of rotations on a vector X (resulting in X') is:
Let us illustrate this with an example. Let X be a spatial Cartesian vector [1,0,0]. Rotate 
X about the y-axis by -90 degrees about the Y-axis. The result should be X'=[0,0,1]. In 
this case we have:
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> 
(19.2)
(19.56)
> 
> 
> 
(19.43)
> 
(19.23)
(19.16)
> 
> 
> 
(19.53)
> 
> 
(19.57)
(19.36)
(19.54)
(19.12)
> 
(19.55)
(19.20)
(19.52)
> 
(19.58)
The rotation matrices are (from (19.14) and (19.15)):
The vector spin matrix for X=[1,0,0] and its dot product with , i.e. 
The spin matrix for vector X'=[0,0,1] and its dot product with , i.e. 
which equals rXnrc in (19.56).
Ro is a rotation matrix, and is also a spin matrix, with its complex conjugate / inverse as
inverseRo or Rc. We have shown that a vector transforms under the action of spin 
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> 
(19.59)
(19.2)
> 
(19.61)
> 
> 
(19.43)
(19.23)
(19.16)
> 
(19.60)
> 
> 
> 
> 
(19.36)
(19.12)
(19.62)
> 
(19.20)
> 
matrices as
So, it is important to see that the spin matrix associated with a vector (not the vector 
itself) transform according to (19.59) above. The essence of the spinor is captured here.
Note that in (19.59) there are two spinor actions required, and that the spinors are 
conjugate transposes of each other.
*********restart software here************
19.4 Spinor definitions and the flagpole concept
To enhance an understanding it is useful to develop a concept of a spinor as a flagpole 
with a (rigid) flag. We develop the basis of this over the next few sections.
As discussed in previous sections, Ro is a spin matrix.
We can easily see that a full rotation reverses its sign, and a second full rotation returns 
to the initial value:
starting position
starting one full rotation reverses its sign
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> 
> 
(19.64)
(19.2)
(19.63)
(19.67)
> 
(19.43)
(19.23)
(19.16)
> 
(19.65)
(19.66)
> 
> 
(19.69)
> 
> 
(19.68)
(19.36)
> 
(19.12)
> 
(19.20)
> 
> 
a second full rotation reverses its turns it to its original value
The same is true for the conjugate:
and so for a vector X as above in with the corresponding spin matrix:
the operation R.X.R* is
which = Xnd above, and so the operation does not change the sign of the spin matrix, 
since the two sign reversals cancel. The importance of this is that there is more 
information in Ro and inverseRo separately, and corresponding to this in spacetime, L 
and Lc.
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
340
> 
> 
(19.2)
(19.63)
(19.76)
(19.72)
> 
> 
(19.73)
> 
(19.43)
> 
(19.23)
(19.16)
> 
> 
(19.71)
(19.75)
> 
> 
(19.36)
(19.12)
(19.74)
> 
(19.20)
> 
> 
(19.70)
A spinor is a 2-component quantity e that transforms according to e'=R*e, (We will see 
in the next chapter that this also applies to the Lorentz transformation e'=L*e.)
Essentially the spinor contains information of the spin, including the sign. A spinor does 
not need the second matrix (in contrast to X above) to transform the rotation correctly to 
the new values.
To illustrate, we use the form of spinor structure as described by Steane (2013). Initially 
two complex matrices a, b are defined:
which leads to the a definition of a spinor:
where
We can use this definition to map the spinor to a sphere, as a flagpole (initially without a 
flag):
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> 
> 
(19.77)
(19.2)
(19.63)
> 
> 
(19.43)
(19.23)
(19.16)
> 
> 
> 
> 
> 
(19.36)
> 
(19.12)
> 
> 
(19.20)
> 
Using these definitions in the following Maple procedure 's2v' to convert from the spinor
components (a,b) to the corresponding vector (x,y,z):
We can plot the spinor in 3-dimensional space, but there is a catch that we will see soon:
(Note in the software worksheet version, the sphere may need to be rotated to view the 
vector)
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> 
(19.81)
(19.2)
(19.63)
> 
(19.43)
(19.23)
> 
(19.16)
> 
(19.79)
(19.80)
(19.78)
> 
> 
(19.36)
(19.12)
> 
> 
> 
> 
(19.20)
> 
Fig. 19.5 Spinor as a flagpole (without a flag)
Using the procedure s2v above we can easily verify the vectors shown in Figure 2 (p4) of
Steane (2013).
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> 
(19.2)
(19.63)
> 
> 
> 
(19.43)
(19.83)
(19.23)
(19.16)
> 
> 
(19.36)
(19.12)
(19.82)
> 
> 
(19.20)
> 
Notice that the last 2 pairs of spinors result in the same vector. This is not merely 
coincidental. It indicates that the mapping is not isomorphic, in fact it is 2:1. This 
significant point will be discussed again soon.
It follows that the reverse mapping from a three-dimensional vector to a spinor will have 
two possible results. Based on equation 1 of Steane (2013), we demonstrate using a 
module 'v2s1' to convert back from vector to spinor. To take into account the two 
possible results, we set two values of alpha=2
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> 
(19.84)
(19.2)
(19.63)
(19.87)
> 
(19.86)
> 
> 
> 
> 
(19.43)
(19.23)
(19.16)
> 
> 
> 
(19.85)
(19.36)
> 
(19.12)
(19.82)
> 
(19.20)
> 
Example 1. Converting from a vector to a spinor:
In both inverse function, the projection of the spinor back to the vector, the outcomes are
the same:
Example 2:
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> 
> 
(19.92)
> 
(19.2)
(19.63)
> 
(19.90)
> 
> 
(19.91)
(19.93)
> 
> 
(19.43)
(19.23)
(19.16)
> 
> 
> 
> 
> 
> 
(19.89)
(19.95)
(19.36)
> 
(19.12)
(19.94)
(19.88)
(19.96)
(19.82)
> 
(19.20)
> 
Example 3:
Example 4:
Example 5:
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> 
> 
(19.97)
(19.2)
(19.63)
(19.98)
> 
> 
> 
(19.43)
(19.23)
(19.16)
> 
> 
> 
> 
(19.36)
(19.12)
(19.96)
(19.82)
> 
(19.20)
> 
There are two important features to note in the above examples:
1. The value for , causes the spinor to change sign, and so there are 2 spinors that result.
Furthermore
2. Both spinors project back to the same vector.
This demonstrates the homeomorphic relationship between spinors and vectors, and in 
part, shows that spinors contain more information in their structure than vectors (as 
discussed by Penrose & Rindler 1984).
In the procedure below we convert a vector plus a specified value for alpha, to a spinor:
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> 
> 
(19.2)
(19.63)
> 
(19.102)
(19.99)
> 
> 
(19.100)
> 
> 
(19.43)
(19.23)
(19.16)
> 
> 
> 
(19.101)
> 
> 
(19.104)
> 
(19.103)
(19.36)
(19.12)
(19.96)
(19.82)
> 
(19.20)
> 
Using this procedure, and again looking at the vector [0,-1,0], with the following values 
for the last argument 
We note that varying the value of alpha ( , the 4th argument of the procedure) gives 
different values of the spinor. (Note that with (19.102) we have the same value as that in 
Figure 1 of Steane 2013). We can visualise this geometrically by extending the flagpole 
concept of a spinor to include a (rigid) flag that indicates the direction (angle) of alpha. 
To do this the following procedure (getflag) calculates the orientation vector of the flag 
in relation to the spin vector (flagpole) using the parameters of the depending on the 
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> 
(19.2)
(19.63)
> 
> 
> 
> 
(19.43)
(19.23)
(19.16)
> 
> 
> 
(19.36)
(19.12)
(19.96)
(19.82)
> 
(19.20)
> 
flagpole (x1,y1,z1) and value  as the orientation of the flag (note: the parameter 'em' is a
switch to output details of the calculation if required.):
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> 
> 
(19.2)
(19.63)
> 
> 
> 
(19.106)
> 
> 
> 
(19.110)
> 
> 
(19.109)
(19.43)
(19.23)
(19.16)
> 
> 
(19.105)
> 
> 
(19.111)
> 
(19.107)
(19.108)
(19.36)
(19.12)
(19.96)
(19.82)
> 
(19.20)
> 
The following lines check various vectors and flag orientations
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(19.63)
> 
(19.112)
(19.113)
> 
(19.43)
> 
> 
> 
(19.118)
> 
(19.114)
(19.116)
(19.117)
> 
(19.111)
> 
(19.119)
> 
> 
(19.96)
(19.82)
(19.115)
> 
(19.20)
> 
> 
(19.2)
> 
(19.120)
> 
> 
> 
(19.23)
(19.16)
> 
> 
> 
(19.36)
(19.12)
> 
> 
> 
> 
We can use this function to plot the flagpole representation of the spinor with a flag:
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> 
(19.2)
(19.63)
> 
> 
> 
> 
(19.43)
(19.23)
(19.16)
> 
> 
(19.111)
> 
(19.36)
(19.12)
(19.96)
(19.82)
> 
(19.20)
> 
(19.121)
Fig. 19.2. Spinor as a flagpole with flag
In this example the spin vector is (1,1,0) and the flags are set at 0 and Pi/2 respectively.
(Note: in the worksheet version of this document, the reader may be able to substitute 
other values for the spin vector and flag orientations.)
The main conclusion from these demonstrations is that the flagpole with flag concept is a
useful method of visualising the structure of a spinor (vector). In particular is shows that 
a spinor carries more information than a vector.
19.5 Rotations and the connection between SO(3) and SU(2)
The aims of the previous sections were to give a geometric and algebraic introduction to 
the relationship (using software) between spinors and rotations of objects in three 
dimensional space, which will be extended into the next chapter when we move to the 
consideration of spinors in spacetime. 
The results can be expressed in a more traditional mathematical way, that of the groups 
SU(2) and SO(3) (Wells 2013b). The SU(2) group is the set of all 2x2 complex matrices 
with the matrix multiplication operator that satisfy the following (1) each matrix A in SU
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> 
(19.123)
(19.2)
(19.126)
(19.63)
(19.124)
> 
> 
> 
> 
> 
> 
(19.43)
> 
> 
(19.23)
(19.125)
(19.16)
> 
(19.122)
> 
> 
(19.111)
> 
> 
(19.36)
(19.12)
(19.96)
(19.82)
> 
(19.20)
> 
(19.121)
(2) has determinant of 1, and (2) A*.A=I (where A* is the conjugate transpose of A) i.e. 
we have
where
SO(3) is the set of all rotation matrices in 3-dimensional space. Cornwell (1984) has 
stated that "there exists a 2:1 homomorphic mapping of the group SU(2) onto the group 
SO(3). If A is an element of SU(2) and maps onto R(A) which is an element of SO(3) 
then R(A)=R(-A) and the mapping may be chosen that
where inverseB is the matrix inverse of matrix B and  are the Pauli matrices." (Wells 
2013b)
19.6 Angle doubling
Related to the homomorphism and sign change is the distinctive feature that the "spin 
rotation matrices" give the value -I when 
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> 
(19.2)
(19.126)
(19.63)
> 
> 
> 
> 
(19.43)
(19.23)
(19.16)
> 
> 
(19.111)
> 
(19.36)
(19.12)
(19.96)
(19.82)
> 
(19.20)
> 
(19.121)
At this point Steane (2013) discusses the nature of the reversal of angle doubling that is 
present for spinors. In particular he and other authors mention the demonstrations of the 
"tangloids" (Tangloids 2017; Misner, Thorne & Wheeler 1973; Penrose & Rindler 1984)
and of the "rotating plate" (Plate trick 2017) that show that connectedness between 
objects subject to relative rotation is appropriately modeled by the SU(2) group i.e. 
spinors.
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> 
> 
(20.1)
> 
> 
> 
(20.2)
Chapter 20 Introduction to spinors II: algebra of 
spinors in spacetime
20.1 Introduction
In this chapter we extend the concepts of the previous chapter to move our focus from 
rotations in 3-dimensional space to applications in 4-dimensional spacetime. In so doing 
we will see that the spinor is inherently designed to be related to null-vectors as well as 
general 4-vectors. Consequently spinors can be used for studies in GR. 
Many of the concepts and equations of this chapter have been discussed in Steane 
(2013), Penrose & Rindler (1984), and Misner, Thorne & Wheeler (1973). In presenting 
these we continue to use algebraic and matrix component software functions within the 
text and also from 'SpinorPack' for the algebra of spinors (as introduced in chapter 18).
20.2 Spinor and vector relationships
Misner, Thorne & Wheeler (1973) (p. 1154) classify three types of relationships between
the structure of vectors and their corresponding spinors:
20.2.1 General 4-vector
The general 4-vector:
has four complex components. It is represented as a rank 2 spinor, and has the form
where a, b, c, d are complex numbers, with the matrix determinant not necessarily zero.
20.2.2 Real 4-vector
A real 4-vector is a general vector, that has at least two real and one complex number as 
components. Its spinor representation is similar to a general rank 2 spinor above, with a 
non-zero determinant.
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> 
(20.3)
> 
(20.4)
(20.5)
> 
(20.6)
> 
(20.8)
(20.7)
> 
> 
20.2.3 Null 4-vector
A null vector has length zero, Hence we have:
with zero determinant. Much of the spinor literature focuses on spinors and null vectors.
We will consider these forms of spinor/vector relationships in the chapter sections 
below.
20.3 Lorentz transformations of spinors in spacetime
We consider the the 4-dimensions of spacetime vector v(t,x,y,z), which in CF format is 
written as:
where we continue to use the (-1.+1,+1,+1) metric.
Let X be a rank one spinor that transforms as
where 
then the outer product of X with Xd (the conjugate transpose of X) is
which is of the type shown in (20.4). X.Xd is a rank two spinor, which transforms as
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
356
(20.13)
> 
(20.14)
> 
> 
> 
> 
(20.11)
(20.9)
(20.12)
(20.10)
> 
where 
where  are the Pauli spin matrices, t is the boost of the time dimension, (related to the 4
-velocity). The vector spin matrix in terms of Pauli spin matrices becomes:
which has determinant
and which is the Lorentz invariant associated with the four vector 
when the determinant of  is 1. This leads the group of Lorentz transformation
of 2 x 2 complex matrices with determinant 1, which is called SL(2,C).;
With the presence of the parameter t, the matrix Xnd is Hermitian, but need not have 
zero trace.
Further aspects of Lorentz transformation of spinors will be discussed in later sections.
20.4 Spinors and null vectors in spacetime
By equating (20.8) and (20.11), we form a null vector V(t,x,y,z)
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(20.14)
> 
(20.15)
(20.16)
(20.17)
> 
> 
> 
(20.18)
It is easy to show that the determinant of (20.8) is zero, consequently the determinant of 
(20.11) is also zero, and so, from (20.12)
and showing that is a null vector.
The relationship can be expressed as
where  is the contravariant form of the 4- vector (which in this case is null), vd is the 
conjugate transpose of spinor v, and  are the Pauli spin matrices. Explicitly, by 
substituting the values of the spin matrices, we get the components of the vector 
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(20.19)
(20.14)
> 
> 
(20.20)
(20.18)
> 
Note that a factor of 2 results in (20.17) - (20.20) when compared to (20.14). 
Note also that the length of the vector in (20.14) is confirmed to vanish, as is expected 
for a null vector:
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(20.21)
(20.22)
(20.25)
(20.14)
> 
> 
> 
> 
(20.24)
> 
> 
> 
(20.23)
> 
(20.18)
We introduce the spinor algebra terminology for the expression of a null vector 
This terminology will be used extensively in later sections. The conversion of spinors to 
general 4-vectors and tensors is discussed below in chapter 20.6
20.5 Linear operations of spinors and vectors
The linear relations between spinors and vectors are of interest. Let us take as examples, 
two spinors u and v, and their corresponding vectors U and V, be defined as shown 
below:
Defining u we have
and the corresponding vector U is
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> 
(20.25)
(20.14)
(20.29)
> 
> 
> 
> 
> 
> 
(20.30)
(20.28)
(20.27)
(20.18)
(20.26)
Likewise for the spinor v and corresponding vector V:
The sum of the spinors w=u+v is
and its corresponding vector Ws is
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(20.25)
(20.33)
(20.14)
> 
(20.34)
(20.31)
(20.37)
(20.35)
> 
> 
> 
(20.36)
> 
> 
(20.32)
> 
(20.30)
> 
(20.18)
> 
However, this is not the same as Wv=U+V
So if w=u+v, it does not mean W=U+V.
However if we form the outer product of the spinor u and its conjugate transpose , as 
well as for v, to form uud, and vvd, respectively,
and add, we have
Solving for the vector components, we obtain
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(20.37)
> 
(20.38)
(20.30)
> 
(20.25)
(20.14)
> 
> 
(20.40)
(20.39)
> 
(20.18)
which is the same result as in (20.31) (i.e. U + V=uud +vvd).
Note also that U and V are both null vectors, but U + V is not null.
To summarise, in this example we have shown that the sum of two spinors w=u+v does 
not transform to the sum of two vectors W=U+V where U and V are the vectors 
associated with u and v respectively. However the sum of u.ud and v.vd is the sum of U+
V, where u.ud is the outer product of u and its conjugate transpose ud, and v.vd is the 
outer product of v and its conjugate transpose vd. In the next section we will see that this
is a significant property i.e. to express a null 4-vector (a rank 1 tensor) in terms of a 
spinor, we need to express the spinor as a 2-component entity 
Finally here we note that, since U and V are null vectors, that in general there can be 
obtained a pair of orthogonal, non-null 4-vectors. If P=U+V and Q=U-V then we have 
the following:
U.U=0
V.V=0
i.e. U and V are null vectors
P.P<>0
Q.Q<>0
i.e. P and Q are not null vectors
P.Q=0
i.e. P and Q are orthogonal
20.6 Spinor Minkowski metric
At this point we introduce an important matrix, which will soon become central in spinor
algebra. It has several names that we will use (depending on context): spinor metric, 
spinor Minkowski metric, metric spinor, epsilon spinor, epsilon.
For an arbitrary Lorentz transformation, where ad-bc=1
we have
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(20.45)
> 
(20.37)
(20.41)
> 
> 
(20.30)
> 
(20.42)
(20.43)
> 
(20.25)
(20.14)
(20.46)
> 
(20.44)
(20.40)
> 
> 
(20.18)
> 
which is the matrix 
 plays a similar role in spinors as does the metric g for tensors. Included in this is that  
can convert tensors into related forms that transform under a general Lorentz 
transformation.;
The following procedure 's4v' converts a the two complex components of a spinor to a 
null 4-vector.
For a specific example, let s be the spinor (1,I), which corresponds to the null 4-vector:
The conjugate of s, i.e. s*, is the reflection of the vector associated with s in the y-axis:
.s gives the same 4-vector as that for s
.s* gives the same 3-vector as that for s*
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(20.53)
> 
> 
(20.37)
(20.47)
(20.49)
> 
(20.30)
> 
> 
> 
(20.25)
(20.14)
(20.46)
> 
> 
(20.50)
(20.40)
(20.52)
> 
(20.18)
(20.51)
(20.48)
Essentially via the operations of 
for example: if
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(20.53)
> 
> 
(20.37)
(20.59)
> 
(20.58)
(20.30)
(20.56)
(20.25)
(20.14)
(20.46)
> 
> 
> 
(20.55)
> 
(20.40)
(20.57)
> 
(20.54)
(20.18)
> 
In general terms, for a spinor s, (s=conjugate(s)) the four forms are expressed as
More spinor algebra is extended in chapter section 20.7.2.
20.7 Spinor Algebra
At this point we have enough background to develop some spinor algebra, and its related
software in MAPLE. In this section we will follow the approaches taken by Steane 
(2013), Gomez-Lobo and Martin-Garcia (2012), Misner, Thorne & Wheeler (1973) and 
Penrose & Rindler (1984).
For the purposes of the algebra we formally define L to be a 4-dimensional real vector 
space, with a metric g of signature (-+++). Let S be a 2-dimensional complex vector 
space.
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(20.53)
(20.37)
> 
> 
(20.64)
(20.30)
(20.65)
> 
> 
(20.25)
(20.14)
> 
(20.46)
> 
(20.61)
(20.62)
> 
(20.40)
(20.60)
> 
(20.63)
(20.18)
20.7.1 Representation of spinors, vector and tensor in algebraic indexed form
20.7.1.1 Converting spinors to 4-vectors
Null vectors: As we saw in section 20.5, the a null 4-vector X is formed from a rank 1-
spinor s from the outer product of s with sd=the transpose of ( s=conjugate(s)). The outer
product forms a rank 2 spinor (s.sd).
This is represented by the indexed format
It is important to note that 
1. The indices in spinors, following the accepted format of Penrose & Rindler (1984), are
uppercase Latin indices;
2. The first index A represents to original complex number components of the spinor;
3. The second index A" represents the conjugated complex numbers components of the 
spinor;
4. 
In fully expressed algebra we have (the "soldering form"):
where we have used the Infeld-van der Waerden symbols   to represent the 
connecting quantities. We have seen them already in matrix form as idmatrix,sigmax,
sigmay and sigmax, respectively for alpha=0,1,2,3
General 4-vector: If the conjugated components are not derived from the first spinor, but
rather a second i.e. if we have spinors u and v, then the resulted rank-2 spinor w=
outerproduct(u.vd) (where vd is the conjugate transpose of v, then we have
which is represented by the indexed format
which is a general 4-vector (not necessarily null). Again, algebraically, we have
We can demonstrate these conversions using the following small procedure s4vIW, 
which carries out the double contraction of the rhs of (For an explanation of this 
algorithm, see pp.1152 to 1153 of Misner, Thorne & Wheeler, 1973):
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(20.53)
(20.37)
> 
> 
(20.66)
> 
> 
(20.30)
(20.67)
(20.25)
(20.14)
(20.46)
> 
> 
(20.40)
(20.69)
(20.68)
(20.18)
> 
For a rank 2 spinor of the form , the resulting null vector is
For example,
with determinant and length that vanish, respectively (as expected for a null vector):
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(20.78)
(20.53)
(20.75)
> 
> 
(20.37)
> 
> 
> 
> 
(20.30)
(20.72)
(20.77)
(20.74)
(20.25)
> 
(20.14)
(20.76)
(20.46)
> 
> 
> 
(20.71)
> 
(20.40)
(20.73)
(20.18)
(20.70)0
For a general rank 2 spinor 
which, in general, is not null. For example, for
the associated vector is
with determinant
20
which is not null:
In Steane (2013) equation 43, it is shown that the scalar quantity shown in (20.74) is 
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> 
(20.53)
> 
(20.80)
> 
> 
(20.37)
(20.81)
(20.82)
> 
> 
(20.30)
> 
(20.85)
(20.25)
(20.14)
(20.79)
(20.46)
(20.83)
> 
> 
(20.40)
> 
(20.84)
(20.18)
(20.70)
Lorentz invariant.
20.7.1.2 Converting 4-vectors to spinors
The reverse of (20.65) can be used to convert for a vector to a spinor:
Written explicitly (20.79) becomes
where the 4-vector  has components (x0,x1,x2,x3).
For examples, consider the non-null vector [7,2,3,4]
20
or, with a null vector [5,0,3,4]
0
Note again that the determinant of the rank 2 spinor vanishes for the case of the null 
vector (20.84), but not for the non-null vector (20.82).
20.7.1.3 Higher order tensors and spinors
The Infeld-van der Waerden symbols can be extended to higher order tensor/spinor 
connections. Following the above format, a second rank covariant tensor  is 
expressed as a fourth ranked spinor  :
where the algebraic and component conversion is
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(20.53)
> 
(20.37)
> 
> 
> 
> 
> 
(20.30)
> 
(20.94)
(20.93)
(20.87)
(20.25)
(20.14)
(20.46)
> 
(20.90)
> 
(20.91)
(20.40)
> 
(20.89)
(20.88)
(20.86)
(20.18)
(20.92)
> 
(20.70)
> 
A mixed fourth ranked tensor is expressed/converted to a rank 8 spinor as
and so on for higher ranks of varied types.
20.7.2 The epsilon spinor
Let the epsilon spinor (introduced in section 20.6) be defined as
This can be assigned the values introduced in (20.38)
as well as
It then can be seen that
since, swapping the indices gives
and, in the same way
The inner product of  and yields the the negative of the 
identity matrix:
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(20.99)
(20.53)
> 
> 
(20.37)
> 
> 
> 
> 
(20.30)
(20.94)
(20.95)
> 
(20.25)
(20.14)
(20.97)
> 
(20.46)
> 
(20.98)
> 
(20.96)
(20.102)
(20.40)
> 
(20.100)
(20.101)
(20.86)
> 
(20.18)
(20.70)
> 
or in index form:
But this is equivalent to raising a single index, so we have:
In a similar way it is easy to show the following identities for , which are all consequent
of its antisymmetry: ;
In a similar way to the metric tensor, the epsilon tensor can be used to raise/lower indices
of a spinor i.e.
However caution must be taken to ensure the indices are correctly reflecting the 
antisymmetry of the epsilon spinor. A convenient way of processing this is to consider 
the position and type of the contracted metric index: if the contracted index is raised and 
in the first position of the epsilon spinor, or lowered and in the second position, then the 
contraction is reversed in sign; otherwise there is no change in sign (see equations 2.5.12
to 2.5.15 in Penrose & Rindler (1984)). The following examples demonstrate this 
symmetry (using the SpinorPack function 'Absorbe' that absorbs the spinor metric - see 
last section of this chapter):
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> 
> 
(20.53)
(20.107)
> 
(20.111)
(20.37)
(20.108)
> 
> 
> 
> 
> 
(20.30)
(20.94)
> 
> 
> 
(20.110)
(20.25)
(20.14)
(20.46)
(20.112)
> 
> 
> 
(20.109)
(20.102)
(20.40)
> 
> 
(20.86)
(20.105)
(20.113)
(20.106)
(20.104)
(20.114)
(20.18)
> 
(20.70)
(20.103)
The equation (20.111) shows that
Finally here, we see that the identities shown above apply also to conjugated indices:
Further aspects of the metric spinor symmetry are discussed in the next chapter.
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(20.53)
> 
(20.37)
> 
> 
(20.118)
> 
> 
> 
(20.119)
(20.116)
(20.30)
(20.94)
> 
> 
(20.25)
(20.14)
> 
(20.46)
> 
> 
> 
(20.120)
(20.121)
(20.102)
(20.40)
> 
(20.86)
(20.117)
(20.18)
(20.70)
> 
(20.115)
20.7.3 Linear algebra of spinors
To demonstrate the basic linear algebra of spinors and their operations, let 2 arbitrary 
spinors be s and t be (in algebraic index form , ). where s1, s2, t1, t2,are complex 
scalars.
The algebra of spinors have the following linear algebra properties, which are 
compatible with Lorentz transformations:
20.7.3.1 Scalar multiplication
Spinors can be multiplied by a complex scalar 
In algebraic form:
Geometrically this operation leaves the direction of the flagpole unchanged, extends the 
flagpole by 
20.7.3.2 Addition
Spinors can be added to give other spinors:
Again, in algebraic form:
where  are complex scalars. The geometric interpretation of spinor addition is 
somewhat counter-intuitive, and is discussed in Penrose & Rindler (1984).;
20.7.3.3 Inner product
The inner product of two spinors (s and t) results in a complex scalar (r=s.t):
In algebraic index form this is written as
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> 
(20.53)
> 
(20.37)
> 
> 
> 
> 
> 
(20.123)
(20.122)
(20.30)
(20.127)
(20.94)
(20.129)
(20.124)
> 
(20.126)
> 
(20.25)
(20.14)
(20.46)
> 
(20.121)
(20.102)
> 
(20.40)
> 
(20.86)
(20.18)
(20.70)
> 
(20.125)
(20.128)
which is equivalent to 
The order of the inner product is important (sometimes MAPLE rearranges the order of 
terms, which can be confusing):
(The following output may not be correct in MAPLE.)
In matrix form we can show the components:
To demonstrate that order is important in the inner product we compare:
with (20.123). (Again the following output may or may not be correct in MAPLE)
In matrix form we can show the components:
which is the negative of (20.125). Hence since s*t=-t*s then it follows that s*s=0 i.e 
spinors are null objects.
An important identity related to this antisymmetry is that the cyclic inner product of 
three independent spinors vanishes i.e let
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(20.130)
(20.53)
> 
(20.135)
(20.37)
> 
> 
> 
> 
> 
(20.132)
> 
(20.30)
> 
(20.94)
(20.134)
(20.25)
(20.14)
(20.46)
> 
(20.121)
(20.131)
(20.102)
(20.40)
> 
(20.133)
> 
(20.86)
(20.18)
(20.70)
then
To show this, in matrix form, the LHS of (20.130) is
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(20.53)
(20.135)
> 
(20.37)
> 
> 
> 
> 
(20.138)
(20.30)
(20.94)
(20.137)
(20.25)
(20.14)
(20.46)
> 
> 
(20.121)
(20.139)
(20.102)
(20.40)
> 
> 
(20.86)
(20.18)
(20.136)
(20.70)
0
0
i.e the result is the zero matrix, which proves (20.130).
The geometric interpretation of the inner product is also not straightforward. Penrose and
Rindler (1984) show that the magnitude of the inner product is  times the 
spacelike interval of the ends of the two flagpoles. The arg value of the inner product is 
related to the angles between the flags.;
Other algebraic laws are shown in Penrose & Rindler (1984) (p.57) and include 
associativity of scalar multiplication (including unit, negative unit, and zero), the 
distributive law for addition and the associative law for scalar multiplication.
20.8 Spinor bases, spin space and spin-vector fields
Implicit in the above discussion of the algebra is the concept of a spin space within 
which we have defined the spinors in the previous sections. It can be easily shown from 
the previous sections that the set of all spin-vectors form a 2-dimensional complex vector
space. Following from this is that any spin vector can be expressed as a sum of two spin-
vectors as shown in (20.119), providing that they are not parallel (i.e. their flagpoles do 
not point in the same spatial direction.) A 2-dimensional spin space is the set of all spin-
vectors that arise from the operations described in the previous chapter section. 
Furthermore a spin-vector field is analogous to a vector field, where at each point (event)
in spacetime there is assigned a spinor.
Extending these concepts, let the spinors s and t be normalised such that
which implies, from (20.124) and (20.128), that
From the anti-symmetry of the inner product we have
So for any spinor  in the spinor space determined above we have
where
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(20.53)
> 
(20.135)
(20.145)
> 
(20.37)
> 
> 
> 
(20.141)
> 
(20.30)
(20.94)
(20.144)
> 
(20.25)
(20.14)
(20.46)
> 
(20.140)
(20.142)
(20.121)
(20.102)
(20.40)
> 
> 
(20.143)
(20.86)
> 
(20.18)
(20.70)
It is possible to use the symbol  as the basis for the spin-space
where
It is important to note that the spinor space completely contains its associated vector 
space. Furthermore, there is extra information contained in spinors due to the spin and 
rotational symmetry, and the resulting homomorphic mapping to vector spaces, which 
was described in chapter sections 19.5-19.6. It is because of this that Penrose & Rindler 
(1984) (p. 68) assert that spinors are a more fundamental object that vectors and tensors, 
and thus prove useful in analysing spacetime. It is the same feature which can provide a 
link between spacetime and quantum mechanics (Wells 2013a; Steane 2013).
20.9 Differentiation of spinors
The next stage of spinor algebra involves spinor derivatives, and follows the line of 
development of chapter 4.4 of Penrose & Rindler (1984), as well as that of O'Donnell 
(2003). There are several conventions used in the expression of the covariant derivative 
of a spinor:
(1) semicolon format: As in previous chapters of this thesis we use the semi-colon to 
indicate a covariant derivative i.e. the covariant derivative of a scalar H written as a 
tensor is
is equivalent to the spinor form
(2) D format: The covariant derivative  of the spinor  can also be expressed 
as:
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(20.149)
(20.135)
> 
(20.153)
> 
(20.152)
(20.25)
> 
(20.14)
(20.147)
(20.140)
(20.121)
> 
(20.102)
> 
(20.86)
> 
(20.18)
> 
(20.70)
> 
(20.150)
(20.53)
> 
(20.37)
> 
> 
(20.151)
> 
(20.30)
(20.94)
> 
(20.46)
> 
> 
(20.146)
(20.148)
(20.40)
(20.154)
We can also say that the covariant derivative can be expressed as:
(3) Mixed index format: An alternative expression is shown here for (20.145)
The properties of the covariant derivative (named here as   i.e. differential with 
respect to index ;a (actually, the coordinate axis ) (in tensor form) which is ;A ;A" (in 
spinor form)) for a spinor should be consistent with that for a tensor. These properties 
include (O'Donnell 2003): 
1. Mapping of a spin-vector to a spin-vector derivative
i.e.
2. Linearity:
3. Leibniz with respect to a complex scalar function and a spinor:
4. Leibniz with respect to two spinors:
5. Commutation with index substitution;
6. Commutation with contraction: (the following statements are equivalent - note order 
of MAPLE input line, not necessarily order of output line)
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> 
> 
(20.135)
> 
(20.156)
> 
(20.157)
(20.25)
(20.161)
(20.14)
(20.140)
(20.121)
(20.158)
(20.102)
> 
> 
(20.86)
(20.18)
(20.70)
(20.159)
(20.53)
(20.155)
> 
(20.37)
(20.162)
> 
> 
> 
(20.30)
(20.94)
> 
> 
> 
(20.46)
> 
(20.40)
(20.154)
(20.160)
7. Commutation with conjugation
8.   is covariantly constant (as with the tensor metric):
9. The torsion of the connection is zero i.e. for a constant K:
10. The covariant derivative of a scalar is equivalent to the partial derivative of the 
scalar:
According to Penrose & Rindler (1984) the following identities hold for the covariant 
derivatives of spinors:
1. For the covariant derivative of a spin-vector :
where
and /or
2. For a rank 2 spinor :
We proceed to the next chapter to apply the concepts, geometry and algebra, expressed 
with SpinorPack, that has been developed in chapters 19 and 20.
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> 
(21.2)
> 
(21.1)
(21.3)
> 
> 
> 
(21.4)
> 
> 
Chapter 21 Introduction to spinors III: spinors and 
curvature in general relativity
21.1 Introduction
In this chapter we apply the concepts of the previous two chapters to further develop 
spinor algebra in relation to the metric and curvature spinors, and their role in symmetry 
in GR. Specifically we look at the symmetries in the metric spinor, general spinors, 
Riemann, Ricci and Weyl spinors. We base the results on those of Penrose & Rindler 
(1984) which are summarised by O'Donnell (2003). As with previous chapters we 
employ the use of the algebraic software package SpinorPack.
21.2 The metric
The metric tensor  (defined in chapter 7) is related to the epsilon spinor (introduced 
in chapter 19) by the equation (Carmeli 1982)
which is equivalent to
where  are the spin matrices (Carmeli, 1982), and where we use the convention 
for the conjugated index
The various forms of the epsilon spinor (covariant, contravariant or mixed) are formed in
the same way as for tensors i.e. by raised or lowered indices. For example, raising the 
indices b, B and B" in (21.1) gives 
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(21.5)
> 
> 
> 
(21.9)
> 
(21.6)
(21.8)
(21.7)
> 
21.3 Symmetry in spinors
21.3.1 Index format of spinors: order of indices
The order of indices in spinors may be rearranged with changing its value so long as the 
order does not change within the primed set of indices, nor the unprimed set. Hence the 
following expressions are equivalent:
However the following are not equivalent to the expressions in (21.5), since the order of 
A,B or A",B" have changed:
The consequences of the ordering property shown in (21.5) will be seen frequently in 
later sections.
21.3.2 Symmetry operations
Symmetry operations can be applied to spinors, in a way that is analagous for tensors eg.
As spinors are 2-dimensional, any spinor that is antisymmetric in 3 or more indices must 
vanish (see equation 3.3.24 of Penrose & Rindler 1984) i.e. 
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(21.11)
(21.10)
(21.14)
(21.13)
> 
> 
(21.12)
> 
(21.16)
> 
> 
(21.18)
(21.15)
> 
> 
> 
(21.17)
> 
The antisymmetry of the epsilon spinor results in the following property, which follows 
from equation (20.130) that resembles the definition of the Riemann tensor (see equation 
2.5.24 of Penrose & Rindler (1984))
To see this equation (20.130) can be written as
To check this we expand and absorb the epsilon metric
As (21.11) holds for any arbitrary spinors 
Raising index C, and reversing some indices, gives 
Contracting with a spinor 
which is (21.10). 
Immediately from this it follows that, if 
Furthermore, contracting indices C and D in (21.13) gives
21.3.3 Levi-Civita tensor as a spinor
The quantity  defined as (note Maple may rearrange the ordering of this 
expression)
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> 
> 
> 
(21.20)
(21.23)
> 
> 
(21.18)
> 
(21.24)
> 
(21.19)
(21.22)
(21.21)
is shown to be real, fully anti-symmetric. This shows a relation between the epsilon 
spinor and the Levi-Civita tensor (see equation 3.3.28 of Penrose & Rindler 1984). and 
the equations in section 6.7 hold where the e replaces eta and g replaces delta. This 
shows a relation between the epsilon spinor and the Levi-Civita tensor (see equation 
3.3.28 of Penrose & Rindler 1984). Specifically
21.3.4 Decomposition of a rank 2 spinor
Using symmetry properties we can express a general spinor of rank 2  as a sum of its
symmetric and and antisymmetric parts as
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(21.25)
(21.29)
(21.27)
> 
> 
> 
(21.30)
(21.26)
(21.18)
> 
> 
> 
(21.28)
> 
where  is the symmetric part and is the antisymmetric part i.e.;
and
with
To extend this Penrose & Rindler (1984) have shown (in their proposition 3.3.54) that 
any spinor is the sum of its symmetric part (doubly symmetric on unprimed and primed 
indices) and the outer products of the 
This process is extended to give the symmetry relations between tensors and spinors (in 
this case rank 2 tensors), showing the effect of swapping spinor indices:
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(21.32)
(21.31)
> 
> 
> 
(21.35)
> 
> 
> 
(21.34)
> 
(21.37)
> 
(21.36)
(21.18)
(21.33)
21.3.5 More symmetry operations on the epsilon spinor
The following symmetry of the epsilon tensor is given in O'Donnell (2003), which 
follows from (21.9):
It can be simplified to (since the spinor is anti-symmetric):
Rearranging gives
Contracting with a rank 2 spinor  gives
and so on for higher ranked spinors.
So if 
From this it follows that for any rank 2 spinor, we have
This can be easily shown to apply to any pairwise indices (primed or unprimed) of 
higher ranked spinors, eg.
The general rule is that any multivalent (rank>1) spinor can be expressed as the sum of 
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> 
(21.40)
> 
(21.31)
(21.43)
(21.39)
> 
> 
(21.38)
(21.41)
> 
(21.44)
(21.18)
(21.42)
> 
> 
> 
the symmetric part added to an outer product of the epsilon spinor and the tensor of a 
lower valence. This explains the Penrose statement "only symmetric spinors matter" 
(O'Donnell 2003), although one could perhaps qualify this to include the epsilon spinor.
A general form of this is
21.4 Symmetry relationships between spinors and tensors
The following properties are summarised by O'Donnell (2003).
21.4.1 Spinor equivalent of a symmetric rank 2 tensor
A symmetric rank 2 tensor has the property:
and has the spinor equivalent
As E is symmetric we can write
where indices are rearranged in the second term on the RHS of (21.41) to give
Rearranging the primed and unprimed indices on the first term of the rhs of (21.42)
and, by adding and subtracting the term 
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> 
(21.48)
(21.31)
> 
> 
> 
(21.45)
(21.47)
> 
> 
(21.44)
(21.49)
> 
(21.18)
(21.46)
(21.51)
(21.50)
> 
> 
which have symmetry in A"B" in the first two terms and antisymmetry in A B in the 
second two terms. Hence
and since we have the symmetry of (21.40) we can extend the previous statement to
By applying (21.37) twice we get
where
is the trace-free part of the tensor  and  corresponds to the 
trace of  
21.4.2 Spinor equivalent of an anti-symmetric rank 2 tensor
An anti-symmetric rank 2 tensor  has the property:
and has the spinor equivalent
As  is anti-symmetric we can write, in a similar way to (21.44)
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> 
(21.31)
(21.53)
> 
(21.55)
(21.54)
> 
> 
(21.52)
> 
(21.56)
(21.44)
(21.18)
> 
(21.51)
> 
which have anti-symmetry in A"B" in the first two terms and antisymmetry in A B in the
second two terms. Hence
and again applying (21.37) twice we get
From (21.50) we can show that  and  are each symmetric about A,B 
and A", B" respectively. Hence let us define a symmetric spinor
The complex conjugate is
since  is Hermitian. Hence we can conclude that for am antisymmetric tensor 
we have
In the case that  is the Maxwell tensor, then  is the Maxwell spinor. 
21.5 Curvature tensors and spinors
21.5.1 Riemann tensor as a spinor
The following spinors (with proofs) are given in Penrose & Rindler (1984) and 
summarised in O'Donnell (2003). In this section we demonstrate the proofs using 
software. 
The Riemann tensor can be expressed can is expressed in spinor form as
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(21.57)
(21.31)
(21.59)
(21.58)
> 
> 
> 
> 
(21.60)
(21.63)
(21.62)
> 
(21.44)
(21.18)
> 
(21.51)
> 
> 
(21.61)
> 
The symmetric properties of the tensor  were discussed in chapter 7 . These are 
shown to lead to the following spinor representation for  as is now elucidated. 
Firstly, the tensor is antisymmetric in the first two indices, a and b, 
) hence
and swapping the primed and unprimed indices in the first couplets:
Adding, and subtracting, the term (1/2)
the first and second, and third and fourth terms have formed the following 
antisymmetries
and rearranging the primed and unprimed c and d related indices:
In the same way, as the tensor is antisymmetric in the last two indices, we can use the 
same steps on indices c and d ) to show that
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(21.69)
> 
(21.57)
(21.66)
(21.31)
> 
(21.65)
> 
> 
> 
> 
> 
(21.63)
> 
(21.68)
(21.67)
(21.70)
(21.44)
(21.18)
(21.64)
> 
> 
(21.51)
> 
Applying (21.38) twice gives
where here
are called the curvature spinors, which fully define the Riemann spinor (and tensor). 
These are equations 3.21 and 3.22 of O'Donnell (2003).
21.5.2 Symmetry properties of curvature spinors
Using the symmetry properties of these quantities (21.65) and (21.66), it can be shown
and if we define L as
then it can be shown that (equations 3.32 and 3.35 of O'Donnell (2003)).
Next here, since  =  we can obtain by swapping these indices in  we 
obtain;
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(21.57)
> 
(21.77)
(21.31)
> 
(21.76)
(21.75)
> 
> 
> 
> 
(21.71)
(21.79)
(21.63)
(21.72)
(21.44)
(21.74)
(21.78)
(21.18)
> 
> 
(21.51)
> 
> 
> 
> 
> 
(21.73)
and
 
We can demonstrate this property using SpinorPack, to elucidate the proof of equations 
3.27 to 3.37 of O'Donnell (2003) to evaluate the trace of :
The RHS of equation 3.27 of O'Donnell (2003) is
which is the same as the the RHS of (21.74). Hence we can say that
Now using (21.20) with rearranged indices according to the full antisymmetry of the 
Levi-Civita tensor (i.e. each positional change of an index multiplies by -1)
Multiplying by 
which again is the same as the the RHS of (21.74). Hence we can say that
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(21.85)
> 
(21.84)
(21.57)
(21.88)
(21.31)
> 
(21.81)
(21.80)
> 
> 
> 
(21.86)
(21.71)
(21.79)
(21.63)
(21.83)
> 
(21.44)
(21.87)
(21.18)
> 
> 
> 
> 
(21.51)
(21.82)
> 
> 
> 
> 
Now if we define the right dual of the Riemann tensor  as
we can apply the following substitution:
to (21.79), where by index substitution we use 
Comparing (21.73) and (21.82) we get
Next we substitute (21.18) and the spinor form of the Riemann tensor in (21.80) to get
and absorbing the epsilon (4 times):
Using the anti-symmetry of the last 2 pairs of indices gives
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(21.57)
(21.88)
(21.94)
(21.31)
(21.92)
> 
> 
> 
> 
> 
(21.90)
(21.71)
(21.79)
(21.63)
> 
(21.44)
(21.91)
(21.18)
(21.89)
> 
> 
> 
(21.51)
> 
> 
(21.93)
> 
which is the first of equations 4.6.7 of Penrose & Rindler (1984).
Applying the result in (21.64)
Now swapping the indices C" and D" in the following:
we get
and using the antisymmetry of  and the symmetry of  we get
and substituting in (21.88) we get
which is equation 3.31 of O'Donnell (2003). Raising the indices for d, contracting and 
absorbing the epsilon, gives
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(21.57)
(21.96)
(21.88)
(21.97)
> 
(21.31)
(21.100)
(21.99)
> 
> 
> 
> 
> 
(21.71)
(21.79)
(21.63)
(21.95)
(21.44)
(21.18)
> 
> 
(21.51)
> 
> 
> 
(21.98)
> 
Using the symmetry of the Riemann tensor i.e.   =
 = see that 
As well, using (21.83) we have
"LHS is a constant, RHS is a tensor - suggest reverse the equation"
which is equation 3.32 of O'Donnell (2003). Contracting this with  , and absorbing 
epsilon, with =-2 (equation 2.5.25 of Penrose & Rindler (1984) or (20.112) of this 
thesis), gives:
"LHS is a constant, RHS is a tensor - suggest reverse the equation"
which is equation 3.33 of O'Donnell (2003). Contracting again with 
which is equation 3.34 of O'Donnell (2003), by the definition given at (21.69), which 
also, when substituted into (21.97) gives 
which shows that  is antisymmetric on A and C, since   is antisymmetric 
on these indices and is a scalar.;
21.5.3 Ricci spinor
The Ricci spinor results from the contraction of (21.89) with  and absorbing 
the metric:
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(21.57)
(21.88)
(21.31)
> 
(21.100)
(21.104)
(21.105)
> 
> 
> 
(21.71)
(21.79)
(21.63)
> 
(21.44)
(21.101)
> 
(21.103)
(21.18)
(21.102)
> 
> 
> 
> 
(21.51)
(21.106)
> 
> 
Using the anti-symmetry of , i.e.  = - we get
and using the previous shown identities and symmetries
and using the identities (21.96) and (21.99)
which is equation 3.40 of O'Donnell (2003), and is the expression for the Ricci tensor 
including the Ricci spinor 
Contracting (21.104) with 
"not a tensor equation"
"not a tensor equation"
Substituting some previously used identities gives
in addition to the symmetry of  implying a zero trace (equation 4.6.5 of 
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> 
(21.57)
(21.88)
(21.111)
(21.31)
(21.100)
(21.108)
> 
(21.107)
> 
> 
> 
(21.115)
> 
(21.113)
(21.71)
(21.109)
(21.79)
> 
(21.63)
> 
> 
(21.44)
> 
(21.18)
> 
(21.114)
> 
> 
(21.110)
(21.51)
> 
(21.112)
> 
Penrose & Rindler 1984)) gives:
The Einstein tensor
becomes, in spinor form, using (21.1)
21.5.4 Einstein field equations in spinor form
The Ricci tensor is used in the vacuum solutions. With a zero cosmological constant ( =
0=> L=0),
takes on spinor form (using (21.104):
If the cosmological constant is considered as non-zero, we have in tensor form:
and in spinor form:
For the general field equations, where an energy source is present, the spinor form is
where is the spinor form of the energy momentum tensor. Substituting 
 gives:
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(21.116)
> 
(21.57)
(21.88)
(21.31)
(21.100)
> 
> 
(21.118)
> 
(21.117)
(21.115)
(21.71)
(21.79)
(21.63)
(21.119)
> 
(21.44)
(21.18)
> 
> 
(21.51)
> 
> 
> 
(21.120)
> 
21.5.5 Weyl spinor
The Weyl spinor is derived from symmetry properties of , where the difference 
between the spinor and its symmertic and antisymmetric components is:
So we can say
which is equation 3.54 of O'Donnell (2003). The symmetry properties we are using are at
(21.67) and (21.71) which lead to show that the antisymmetric part on the 4 indices 
vanishes:
0
i.e. 
which is equation 3.55 of O'Donnell (2003). Furthermore we find that
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(21.123)
> 
> 
(21.57)
(21.88)
(21.121)
(21.31)
(21.100)
> 
> 
(21.115)
(21.71)
> 
(21.79)
(21.63)
> 
(21.122)
(21.44)
(21.18)
> 
> 
(21.51)
> 
(21.124)
> 
(21.120)
> 
0
i.e.
Hence we have from (21.117)
which simplifies to
which is equivalent to equation 3.56 of O'Donnell (2003), which has the form
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> 
> 
(21.57)
(21.88)
(21.127)
(21.31)
(21.100)
> 
(21.125)
> 
(21.128)
> 
(21.115)
> 
(21.71)
> 
(21.79)
(21.63)
(21.126)
> 
(21.44)
(21.130)
(21.18)
(21.129)
> 
> 
(21.51)
> 
> 
> 
(21.124)
(21.120)
and using (21.38)
which is written as, using (21.99)
where 
is the Weyl spinor.
, 
Penrose & Rindler (1984) remark that the total symmetry of the Weyl spinor  
can provide significant simplications in working with the Weyl tensor .
Finally, using the properties of the symmetries of the Riemann spinors in (21.67) and 
(21.68), O'Donnell (2003) has shown that the trace-free Ricci tensor  is
and the Einstein tensor
Similarly, the field equations become
where  are the tensorial and spinorial cosmological constants, respectively. 
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> 
> 
(22.2)
(22.1)
> 
> 
> 
(22.4)
(22.3)
(22.5)
> 
Chapter 22 Introduction to spinors IV: proposed 
application to time-like perfect fluids
22.1 Introduction
In this chapter we investigate the proposal that spinors can be applied to time-like fluids. 
There is generally little discussion of this in the literature. Steane (2013) contends that 
spinor derived vectors can be applied to velocity and acceleration of particles. In contrast
Ashetakar and Petkov (2014) believe that spinors are useful in modeling fermions, as 
well as the Witten (1981) proof that certain spacetimes have positive total mass 
measured at spatial infinity, but are of limited use for perfect fluids.
22.2 Time-like fluid 4-velocity as a general vector
Time-like fluids are characterised by the normalisation of the 4-velocity of the fluid 
(with a signature - + + +) such that
This cannot be achieved by a single spinor since the most basic spinor invariant is
This is proven algebraically in Steane (2013). For two spinors , the following 
lines are equal:
If we set
then
which must equal zero, and this implies that spinors are null, and so cannot be directly 
applied to perfect fluids, as they cannot fulfill (22.1). 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
401
> 
(22.11)
(22.10)
(22.7)
(22.9)
> 
> 
> 
(22.6)
(22.13)
> 
(22.12)
> 
> 
(22.8)
> 
However we can show that, for a pair of rank 2 spinors  , corresponding to 
vectors 
To show this, let the vectors be (in matrix form)
The inner product (using a Cartesian metric) is:
Now the components of the spinors  ,  will be related to the vectors  as:
Now we have
where the components of the spinor metric are
and so the the product of the two metrics gives the negative identity matrix
and so the spinor  converted to the form with lowered indices by double 
contraction with the metric to give  becomes;
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
402
(22.16)
> 
> 
(22.15)
> 
(22.17)
(22.20)
(22.18)
(22.19)
> 
(22.21)
> 
> 
(22.14)
> 
> 
which is -2 times (22.8) and so proves (22.6). 
So if 
and if we use the 4-velocity vector , and let be the 4-velocity rank 2 spinor, we 
have
where using (22.1) we get
For consistency with the covariant formalism with the metric signature ( - +++) we 
normalise the above equation to
22.3 Time-like fluid 4-velocity, and acceleration as a sum of null 
vectors, derived from aligned spinors
An alternative approach to forming an expression for the fluid 4-velocity can be taken by
following the proposition by Steane (2013), and Francis and Kosowsky (2008), that the 
sum of two null vectors, is (generally) not null. In this context we define two arbitrary 
rank 1 spinors
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> 
(22.24)
(22.23)
> 
> 
(22.25)
(22.27)
> 
> 
(22.26)
> 
(22.28)
(22.29)
(22.22)
> 
> 
(22.14)
> 
Their corresponding null vectors are
Let us define
From this the normal of 
Simplifying by using the null property of v and w, we get
So 
and again if simplifying as with (22.25)
we see that also 
we see that  and  are orthogonal. So we can set  as the 4-velocity, and 
 as 4-acceleration, where these vectors are two vectors in a tetrad basis.
algebraic presentation of 4-velocity, both of which can be 
defined as time-like vectors: 1. full form  or 2. condensed form 
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> 
(22.34)
> 
(22.31)
(22.33)
> 
> 
(22.32)
(22.36)
> 
> 
> 
(22.37)
> 
(22.30)
(22.35)
> 
(22.14)
22.4 Acceleration in spinor form
The definition of acceleration in tensor form is (see section 7.5.2)
which translates to 
where were are using the spinor semicolon format ( ), contracted with the 4-velocity 
vector, to designate time differentiation.
22.5 Projection tensor in spinor form
The tensor format of the projection tensor is
will become as a spinor, where we use (21.1) to define the projection tensor, in spinor 
form, to be
Contracting with 
and using (21.17) we get
noting that this is equivalent of tensor equation (7.34) 
and again using (22.19)
This is consistent with tensor equation (7.32) i.e. . We would expect this to be 
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> 
(22.42)
> 
(22.39)
(22.46)
(22.40)
> 
> 
(22.43)
> 
> 
(22.45)
(22.38)
> 
(22.41)
(22.44)
> 
> 
> 
(22.14)
also true of the following
as P is symmetric. The double projection results in
Expanding (22.40) and simplifying as previously gives
which is equivalent to the vector version of the double projection, in spinor form:
So it the mapping between tensors and their spinor form counterparts produce a 
consistent algebra for the projection tensor. In a sense however, there is no additional 
information in these expressions when compared to the tensor formats. Finally here, we 
will use the condensed form of the projection tensor in later sections:
22.6 Expansion in spinor form
The tensorial definition of expansion is
and so we have the spinor form
22.7 Shear tensor in spinor form
The tensorial definition of the shear is (as in equation (7.39))
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> 
(22.46)
(22.50)
(22.49)
(22.48)
(22.51)
> 
(22.52)
> 
> 
(22.47)
> 
> 
> 
> 
(22.14)
or expanded form
In spinor form we can write this as
The properties of the shear tensor should be quite straightforward using spinor algebra.
22.8 Vorticity tensor and vector in spinor form
The tensorial definition of vorticity tensor is 
or expanded form (as in equation (7.61))
In spinor form we can write this as
We can substitute the projection tensor expression to expand (22.51)
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> 
(22.56)
(22.46)
(22.54)
(22.59)
(22.53)
(22.55)
> 
(22.58)
(22.52)
> 
> 
(22.57)
> 
> 
> 
> 
(22.14)
> 
and absorbing the metric
So far, we have only converted a tensor form to a spinor form of the same tensor. In 
contrast we can apply a generic property of antisymmetric tensors, expressed as spinors, 
which was discussed in section 21.4.2. In particular we apply equations (21.54) and
(21.56) to get
where we have used the form for the tensor
The contraction of (22.54) with the 4-velocity vector should be zero, and so this means
Now the tensorial definition of vorticity vector is (as in equation (7.79))
which in spinorial form is, using (21.18),
as well as (22.54) and we get 
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(22.61)
> 
> 
(22.46)
> 
(22.59)
(22.60)
> 
(22.62)
(22.66)
(22.52)
> 
(22.65)
> 
> 
> 
> 
(22.64)
> 
(22.63)
(22.14)
Absorbing the metric gives
Lowering the free index
and using (22.56) which is
gives
Again using (22.56) 
and using the symmetry of the first pair of indices (referring to (23.52)), with index 
rearrangement, i.e.
gives
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> 
> 
(22.68)
(22.70)
(22.71)
(22.46)
(22.59)
> 
(22.66)
(22.52)
(22.69)
> 
> 
(22.67)
> 
> 
> 
(22.14)
and finally, again using the symmetry of the first pair of indices 
which results in a new expression for the vorticity vector (with index adjustment):
Contraction of (22.68) with the 4-velocity  gives
Since is antisymmetric and the 4-velocity terms combined are symmetric in A and C, the
product must be zero.
The tensor identity
in spinor form would be
which is also an expression that would not be directly derived from the tensor identity.
22.9 Conclusions
The chapter set out by detailing how spinors can define a general (non-null) vector. This 
was then applied to the time-like 4-velocity and acceleration and then to the definitions 
of kinematic quantities in spinor form with applications to time-like fluid equations. 
Hence we conclude that it is possible to investigate time-like fluids using spinor derived 
objects. However in many cases, there is little gain, as the terms are isomorphic to 
vectors with twice as many indices. In these forms there is little extra information in 
spinor expressions than those in tensor form, which is possibly is what is meant by 
Ashetakar and Petkov (2014) . Nevertheless there appears to be two possibilities of 
future investigation: (1) it may be that expressions involving spin, such as vorticity, may 
involve extra connections within the terms (as in (22.71)) (2) the spin-states of sub-
atomic particles in QM, already described by spinors (see Wells 2013a; Steane 2013) 
may be linked to GR using spinor formalism.
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Chapter 23 Review of spinors and spinor software in 
general relativity
23.1 Introduction
In this chapter we briefly summarise the work presented in the previous five chapters on 
spinors and software in general relativity (GR), in relation to the literature.
23.2 Overview of spinors in GR
Spinors have been discussed in the literature for at least as long as GR theory has been 
investigated. The spinor theory commenced with the work of Cartan in 1913. Even 
earlier the work of Klein, Hamilton and others set up fundamental components of spinor 
theory (see section 2.3.5 for a brief review). However, in comparison to other areas of 
mathematical formalisms, such as tensors, tetrads and forms, there appears to have been 
much less development of GR using spinor formalism (as discussed in section 2.3 and 
chapter 18). There are probably two main reasons for this (1) the difficulty of learning 
spinor theory (Coddens 2015) (2) the homomorphic relationship between spinors and 
vectors, which leads to considerable overlap in the information provided by the two 
systems. However, as Penrose and Rindler (1984) state, a spinors are a more 
fundamental object than tensors, and hence can possibly show more relationships than 
tensors. This is certainly the case in quantum mechanics (QM, Wells 2013a), where spin-
states of fundamental particles are well described by spinors. In QM spinors have 
become a part of the standard theoretical framework (Coddens 2015).
23.3 Approaching spinors using software
It is common for the major texts on spinors eg. Cartan (1937), Penrose & Rindler (1984) 
to commence the theory with geometrically based introductions. This is not surprising 
considering that the studies of rotations by Hamilton and others, leading to Dirac's 
(Pauli) spin matrices, were seminal in this field. Misner, Thorne and Wheeler (1973) 
give an extensive introduction to spinors based on the combinations of geometrical 
rotations, matrices and complex numbers, leading to the use of spin matrices, and then 
further on to spinor algebra. In this thesis we have applied MAPLE software routines to 
similar equations and graphical demonstrations. This has lead to the 'flagpole/flag' 
concept of the spinor as a working model. In turn this leads to the homomorphism 
between spinors and vectors, with a (hopefully) clear demonstration of the spinor as a 
fundamental object for spacetime (Penrose & Rindler 1984).
The application of spinors to 4-dimensional spacetime in chapter 19 immediately 
displays the ease with which spinors can describe Lorentz invariant objects. This makes 
them ideal for GR applications. The interconversion between spinors and vectors/tensors
is also demonstrated with software. The extension of these concepts to a spinor algebra is
a natural extension of this relationship. The algebra is compatible with an adaption of 
TensorPack, renamed SpinorPack, for this section of the study.
In all of the areas just mentioned, it is hoped that the reader/user can experiment with the
parameters within the software modules for an introduction of the fundamental concepts 
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of each level: rotation, geometry and algebra. This heuristic approach may engage 
potential new researchers to embark on the area.
23.4 What are the advantages of using spinors in GR
As previously mentioned Penrose and Rindler (1984) argue that since spinors are 
homomorphic to tensors in spacetime, and contain additional physical information, then 
they are the more fundamental form. It also follows that spinors may be applied to 
spacetime, and potentially open up new relationships. in the types of applications of 
curvature and fluids in chapters 21 and 22. Penrose and Rindler (1984) develop other 
connections with spinors, including a particular type of spinor: twistors.
The following are examples of the range of applications of spinors to GR that have been 
demonstrated in recent decades:
modeling rotation: as demonstrated in chapter 19 (Misner, Thorne & Wheeler 1973);
forming null tetrads: in chapter 20 we demonstrated the that a rank 1 spinor multiplied
with its complex conjugate forms a rank 2 null spinor (that is equivalent to a null 
vector). An extension of this is to form a set of null tetrads, as has been used by 
Czapor, McLenaghan & Carminati (1992);
modeling lightlike congruences: as spinors can form null vectors, then the study to 
lightlike processes seems to be an obvious application. An example of this is the use 
of spinors to model the Huygen's principle in the hypothesis of the wave diffraction of
light (Hillion & Quinnez 1983);
studying the symmetry of curvature and the Weyl tensor as discussed in chapter 21 of 
this thesis and p240 of Penrose & Rindler (1984). Datta and Datta (1998) have 
proposed spinor formulations of geometric components in the EFEs using Clifford 
algebra. Poplawski (2009) has described fields using spinors with tensors and forms.
possible use in relating GR and quantum effects where spin states of small particles 
are modeled by spinors (Wells 2013a; Budinich 2008; Hoff da Silva & da Rocha 
2013);
other applications: Stephani et al (2003) discusses the various applications to the 
Lanchkos tensor. Tisza (2009) describes applications to rigid body rotation and 
polarised light. Spinor gases have been studied by Gu (2017). Several papers present 
applications to perfect fluids using a Lagrangian approach (Krechet ,Fil'chenkov & 
Shikin 2008; Saha 2009). Ashtekar and Petkov (2014) believe that spinors are useful 
in modeling fermions, as well as for the Witten (1981) positive mass proof, but are of 
limited use for perfect fluids. In chapter 22 of this thesis it is suggested that spinor 
algebra may be able to contribute new information for time-like perfect fluids.
There appears to be a wide scope of potential areas of application in GR, as well as for 
QM. The possibility of combining these areas further seems exciting. The software 
approach could well contribute to this in all the levels of investigation.
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Chapter 24 The GPS system and roles of special and 
general relativity
24.1 Introduction
As introduced in section 2.5, the role of Global Positioning System (GPS) in navigation 
has burgeoned into a major international industry, with applications in other areas 
agriculture, aviation, banking, tourism, military applications and other fields (Trimble 
2018). While it is commonly known that relativity theory plays an important role in the 
basic physics of spacetime measurements, the specific role of general relativity (GR) in 
the GPS system is generally only broadly described. The GR effect is considered to be 
one of the main physical parameters that influences the design of the GPS system. 
Specifically it applies to the relative clock rates of the satellites in space to that on the 
receivers on Earth or elsewhere (eg. aeroplanes in flight). The effect of time dilation and 
gravitational redshift are physical manifestations of relativistic effects that are relevant in
GPS even in a relatively "weak" gravitational field such as near Earth.
The aim of this short chapter is to briefly describe the relationship between GR and the 
application to the GPS navigational system. In particular we will explore role of the 
choice of metric on the predictive ability of the clock rates. The MAPLE library routines 
are all that is needed to provide the necessary computations. 
There are several contrasting aspects in the work of this chapter, as compared to the 
previous topics covered:
(1) Firstly, as already stated, we look at the application of specified GR metrics as 
solutions for spacetimes as applied to GPS. (Whereas in previous chapters we have 
mostly considered the metric in general form.)
(2) The nature of the academic literature is different to that of the previous areas 
covered. Pogge (2017) has noted that technical papers on the details of the calculations 
of GPS systems have only recently appeared. A particular example is that of Fliegel and 
DiEsposti (1996), which was recently released online from the US Naval Observatory. 
This paper is one of the most detailed with respect to the physical parameters, and will 
be used as a basis for some of the discussion below. In the academic literature there has 
been some technical papers written by Ashby (2002, 2003). More recent papers (Hatch 
2013, 2014; Buenker, 2014; Shen 2016) discuss some relativistic calculations, but not on
the topics considered in this chapter.)
(3) The area of GPS navigation has a large number of navigational, military and business
applications. There are many vendors of GPS receivers (Ashby 2002). Hence there is 
highly likely to be a much more stringent security on the some government and 
commercial aspects of the information, over and above the normal open access of the 
academic literature. It is possible that, for this reason, while the influence of relativity 
theory on clock rates has been known for some time (in Einstein 1916; Pound & Rebka 
1964), the technical details in the applications of the theory to GPS systems have been 
hard to find. While there are regular technical meetings and documentation updates (GPS
2018), there appears to be a lag with the release of theoretical background papers. The 
technical details can impact on the functionality and accuracy of the systems, and hence 
the effectiveness in the industries mentioned above.
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1. 
3. 
2. 
24.2 Summary of the GPS system (US system)
The GPS system is well summarised at GPS (2018) with technical information is also 
reviewed by Ashby (2002). GPS is a constellation of 24 or more satellites traveling at 
about 20,350 km above the surface of the Earth. Each one circles the planet (with respect
to the Earth center) twice a day (period 11 hours 58 minutes) in one of six orbits to 
provide continuous, worldwide coverage (see fig. 24.1). Due to the Earth's rotation, this 
means that any one satellite will appear directly overhead a point on the Earth's surface 
once every 24 hrs.
Figure. 24.1 Diagrammatic representation of the GPS satellite constellation (source:
GPS.gov 2018)
The configuration of the satellites is such that there are four satellites in each of six 
different planes with an inclination of 55 degrees from the equatorial plane. Each 
satellite carries on board an atomic clock that "ticks" with a nominal accuracy of 1 
nanosecond (1 billionth of a second) (Pogge 2017)). The clock accuracy is essential for 
the GPS system to operate correctly, and as we will discuss below, SR and GR play an 
important role on this.
GPS satellites broadcast radio signals providing their locations, status, and precise 
time (t1) from the on-board atomic clocks
The GPS radio signals travel through space at the speed of light (c=299,792 km/s)
A GPS device receives the radio signals, noting their exact time of arrival (t2), and 
uses these to calculate its distance from each satellite in view. This process is 
known as "Trilateration" (Ashby 2002).
The signals are sent from the satellite every 1.5 seconds, and hence velocity calculations 
are possible.
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24.3 Physics background relating to the GPS system (US system)
Ashby (2002) has outlined the main physical considerations of the GPS system. many of 
these do not directly relate to the effects of GR, but they are presented here for 
background context.
signal strength: the signal reaching the Earth's surface is about 3 x 10^-14 W/m^2. 
This requires GPS receivers to apply advanced signal analysis to process the signal; 
clock data updates: control systems on Earth are able to adjust clock data on the 
satellites if required;
trilateration: the main method of measurement, which assumes that the signals travel 
at the speed of light;
margin of errors: for a 1 m error in the calculation of the GPS position, the atomic 
clock can only deviate by no more than 4 nanoseconds, which, according to Ashby 
(2002), is equivalent to a variation of 1 in 10^13. In general, atomic clocks are 
capable of this, however in practice, there is the necessity to update clock data, and to 
take into account relativistic and other effects. The reference clock is present in the 
US Naval Observatory (USNO). In practice there is usually a <20 nanosecond 
discrepancy with satellite clocks;
relativistic corrections are required: the velocity of each satellite causes the SR effect 
in that the clocks slow down by 10^-10; the gravitational effect causes a greater error 
(see details later). If not corrected for, the relativistic effects would cause navigational
errors of up to 11 km per day;
metrics used in the system design: Earth-centered, inertial coordinate system (ECI), 
Earth-centered, Earth-fixed coordinate system (ECEF, also known as (WGS-84)) - 
these are discussed see later in the chapter;
geoid: The geoid is the shape that the surface of the oceans would take under the 
influence of Earth's gravity and rotation alone, neglecting influences such as winds 
and tides (Conrad 2016). In this context the geoid is a useful reference surface of 
constant gravitational potential;
GPS clocks, phase encoding: The electromagnetic signals are phase encoded so that 
phase reversals are accounted for;
velocity, Doppler effects: this is discussed below briefly in section 24.7 on special 
relativity;
gravitational potential: this is the main subject of this chapter, and is discussed later;
Sagnac and frame-dragging effects: The Sagnac effect is a relativistic effect resulting 
from rotating reference frames. It can be applied to the use of laser gyroscopes which 
are used in navigation. It is a relativistic effect and is discussed in more detail in 
section 24.8, which will include the degree and direction of rotation and the effects in 
SR and GR. Frame-dragging is related to Sagnac where the Earth mass rotation 
contributes to the clock rate;
altitude: also relevant to SR and GR effects will be the dependence on altitude of 
satellite and receiver
other factors such as clock drift, environment, orbit errors, semi-axis effects, small-
diurnal rotation, eccentricity, will not be discussed directly, even though in a practical
sense they are important for accuracy in navigation. The quadrapole effect (due to the 
deviation from spherical symmetry of the Earth geoid) is included in section 24.8.5.
24.4 The protocol of GPS data calculation algorithm prescription
Weiss and Ashby (1997) have included the prescriptions for calculating the time-tagging
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of receivers and transmitters. For the context of our study, we outline that of the receiver 
(not the satellite transmitter):
1. the spacetime coordinates are received for each (minimum 4) satellite vehicle (SV) i.e.
clock time, and spatial coordinate data (the method for the latter is not shown here, but is
discussed in Weiss and Ashby (1997));
2. apply relativistic correction to time data received in step 1;
3. compute each SV position in local ECEF coordinates;
4. use the ECI metric to calculate path delay;
5. transform the ECEF data from step 3 into ECI coordinates
6. solve for path delay in the ECI frame
7. convert back to ECEF frame
From the above prescription, it is clear that the important relativistic effects are on clock 
rate, and path length. We consider the former in the discussion below.
24.5 The necessity for clock adjustment
Fliegel and DiEsposti (1996), Weiss and Ashby (1997), Ashby (2002) and Pogge (2017) 
all include in their discussions the two known effects of speed and gravity on clock rate:
1. the relative speed of the travel of the the GPS transmitter and receiver (a Special 
Relativity (SR) effect)
2. the effect of the gravitational field strength on the clock, which will depend on the 
altitude of the clocks (a GR effect)
The first effect is best understood by SR; the second by the metric of GR.
Fliegel and DiEsposti (1996) also include a third parameter: relative acceleration of the 
transmitter and receiver. This effect is not discussed here.
24.6 Physical, geological and astronomical parameters
In the discussion later in this chapter we will use the following parameters for 
calculations:
kg (Williams 2016)
Equatorial radius of Earth=6378.137 km (Williams 2016)
Polar radius of Earth=6356.752 km (Williams 2016)
Volumetric mean radius of Earth= 6371.008 km (Williams 2016)
Mean orbital velocity of Earth =29.78 km s^-1 (Williams 2016)
Max. orbital velocity of Earth =30.29 km s^-1 (Williams 2016)
Min. orbital velocity of Earth =29.29 km s^-1 (Williams 2016)
Earth angular momentum=7.07 x 10^33 kg m^2/s (Angular_Momentum(Physics) 
2018)
Earth's rotation rate 
Pi=3.14159265359
speed of light in a vacuum c=299,792,000 m s^-1 (Note: we use an Earth-based 
reference frame.)
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(24.3)
(24.8)
(24.4)
> 
(24.6)
> 
(24.1)
(24.5)
> 
(24.7)
> 
(24.2)
> 
> 
> 
> 
(Ashby 2003)
24.7 The special relativity effect
The SR effect is due to the velocity of the transmitter relative to the receiver (McMahon 
2006). The formula is quite simple and very well known: assuming the satellite and the 
receiver are moving at constant velocity with one another, then the time dilation of a 
clock in a reference frame F moving with velocity v relative to frame F' is: 
1.000022254
Now we calculate: 
Orbit circumference (m)=2*Pi*(Equatorial radius+SatelliteAltitude)
=2*3.14159265359*(6371008 + 20350000)
and orbit time (s)=11 hrs 58 min. In seconds this is:
So the orbit speed is orbitspeed (m/s)
Hence the orbit speed in km/h is
which agrees with the value of Dohrman (2017) : 1.40 x 10^4 km/s.
The time dilation is then (from (24.1))
In one day there is
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(24.9)
> 
(24.8)
> 
> 
(24.12)
> 
(24.10)
(24.11)
Hence the cumulative effect shows a time advancement of
0.0000073005854688000
which is about 7 microseconds, and in agreement with Pogge (2017).
24.8 The general relativity effect
The principal GR effect on clock rate is the gravitational redshift due to the gravitational 
potential due to the Earth's mass. This effect was predicted by Einstein (1916) and 
measured by Pound and Rebka (1960), as well as Cranshaw, Schiffer & Whitehead 
(1960). Effectively, a clock will tick slower as the gravitational field gets stronger. So 
clocks on GPS satellites will tick faster than clocks on the Earth's surface. 
We compare the GR effect from several points of view
(1) energy conservation (Fliegel and DiEsposti 1996)
(2) linear assumption (as shown in Carmeli 1982)
(3) other metrics: Schwarzschild, Lense-Thirring, EFCF (see below)
24.8.1 Energy conservation
Fliegel and DiEsposti (1996) outline the calculations of the frequency change, based on 
photons gaining kinetic energy as they fall through a gravitational field:
where 
G = gravitational constant
M = mass of Earth
Rsv = distance from satellite to center of Earth
Rr = distance from receiver to center of Earth
Substituting the values from section 24.6
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(24.16)
(24.14)
(24.8)
> 
> 
(24.13)
(24.15)
> 
(24.12)
> 
which is about 46 microseconds delay, in agreement with the reported literature values 
(Pogge 2017)
24.8.2 Schwarzschild metric
The Schwarzschild metric is the first reported solution for the EFEs (Schwarzschild 
1916). It applies to the spacetime in the region of a single stationary massive object. The 
line element of the Schwarzschild metric is (Carmeli 1982):
where r = radius of object. In calculating the effect on clock frequency, we need only 
consider the terms with 
We will discuss this metric further in the next sections. This parameter will be seen in 
section 24.8.5 to be the most significant contributor to time delay effect of GR.
24.8.3 Linear approximation
Using the linear approximation method as described by Carmeli (1982), the 
Schwarzschild metric is appropriate in showing that the effect on frequency is the same 
as shown in (24.10). The linear approximation method is used to simplify the 
calculations as it applies to weak gravity regions as indicated by observation that the 
difference between the metric tensor and the Minkowski metric is much less that 1:
24.8.4 Lense-Thirring precession and the Sagnac and Frame-dragging effects
In 1918, Lense and Thirring studied the spacetime for a spinning massive object and 
formed the metric for a weak field with low rates of spin as (see section 7.7 of Adler, 
Bazin & Schiffer 1965):
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(24.16)
(24.8)
> 
(24.18)
> 
> 
> 
(24.12)
(24.19)
(24.17)
where
M=Earth's geometric mass
J=Earth's angular momentum 
2=flat-space line element (Pythagorean formula for 3-d space)
We can see that the 
.
If we consider an object at the equator (theta=Pi/(2)), spinning at
7.2921159*10-5
Combining this with the rotation rate gives a correction factor of
0.00005731013875
This result is not a representation of the physical results, but does demonstrate the effect 
of rotation on the clock delay. For a better estimation, see the next section.
24.8.5 Earth-centered, Earth-fixed coordinate system and related metric
Ashby (2003) has proposed a metric that combines the Earth-centered, Earth-fixed 
coordinate system (ECEF) and the rotation. The ECEF is given by the metric
where
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(24.23)
> 
(24.16)
(24.8)
> 
(24.24)
(24.21)
> 
> 
(24.20)
> 
(24.12)
(24.22)
> 
Here we have
J2 = Earth quadrapole moment coefficient=1.0826300 x 10^-3
a1= Earth's equatorial radius
P2= Legendre polynomial degree 2 =>P2(0)=0
and so, at the equator ( =Pi/2), we have
which is comparable to the Schwarzschild metric. 
Transforming this to take into account the Earth's rotation:
where 
polar coordinates):
The term that applies to the clock is (the first term above)
Since the potential in a rotating frame (see equation 16 of Ashby 2003) is 
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(24.16)
(24.8)
> 
> 
> 
> 
> 
> 
(24.20)
> 
(24.28)
(24.30)
> 
(24.27)
(24.31)
> 
(24.12)
(24.29)
(24.25)
(24.32)
> 
(24.26)
we have three components of the gravitational potential change at the geoid surface:
(1) due to the Earth mass
(2) due to the Earth quadrapole
(3) due to the Earth rotation
The total variation in potential is
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(24.16)
(24.20)
(24.33)
(24.8)
> 
> 
> 
(24.12)
(24.25)
> 
which is about 60 microseconds, at the equator. One would expect this to be less of an 
effect away for the equator eg. the delay at the poles would be less since the contribution
from p3 would vanish.
24.9 Conclusions
We have demonstrated the effect of SR and GR on variations in clock frequency with 
simple calculations. The method used for SR is widely known. In contrast the details for 
the GR effect depend on the choice on metric. It could well be that other metrics may be 
applied with good results. As the number of applications that require high precision 
chronometry increase (Larson et al 2007), the role of the GR metric may be found to be 
increasingly important in refining measurements.
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Chapter 25 Conclusions
25.1 Theoretical perspectives
In this thesis we have attempted to understand some of the theory of general relativity 
(GR) in terms of three of its principal algebraic formalisms: tensors, tetrads and spinors. 
The obvious first impression is of the daunting nature of the task. The Einstein Field 
Equations (EFEs) look very simple at first glance, but even with just a few substitutions, 
quickly explode into long, complex and interconnected terms. The algebra illuminates an
area with many variables that can be interconnected at several levels and appear cryptic 
(at times) to the reader. Even with a reasonable mathematics background the algebra 
looks unusual (as commented by Feynman, Leighton & Sands 2006). The formalisms 
per se are stringent in their rigour; when combined with the Einstein field equations 
(EFEs), Jacobi and Bianchi identities, an extra dimension of "mathematical-mountain-
climbing" appears suddenly on the horizon.
Nevertheless, after a decade of working in covariant formalism (CF), I find the integrity 
of the literature to be very impressive. Equations that look disconnected at first glance in 
the research literature, can be shown to be consistent, in most cases. The works of many 
authors have provided robust algebra that displays interconnected relationships of 
physical variables within a relativistic framework. Overall it is an impressive display of 
mathematical communication spanning more than a century.
Specifically in this thesis we have provided independent worked proofs of the principle 
EFEs presented in CF. This was based on the approaches taken by Ellis (1973), Ellis & 
van Elst (1999), and MacCallum (1973). The proofs are found in chapters 3, 6-9. In 
chapter 10 we moved to apply the CF theory to several sub-cases of the shear-free 
conjecture as presented by Senovilla, Sopuerta and Szekeres (2008) (SSS). This is also 
compared to a tetrad approach in chapters 13-17 for related sub-cases. The latter has 
been investigated by Carminati (1990), Van den Bergh (1999) and others. Tensors and 
tetrads are mutually consistent but use contrasting algebraic approaches. In general the 
tensor equations are more compact, and tightly bound by interconnected algebraic 
relationships. In contrast the tetrad approach results in large sets of scalar equations 
(polynomials or differential conditions) that can be of considerable length. The novel 
results of these investigations, and the role of software, are discussed further below in 
sections 25.2 and 25.3.
In chapters 18-23 we moved to look at the role of spinors and the possible connections 
with GR. Spinors apply to rotations and play an important role in quantum mechanics 
(QM) theory. The homomorphic mapping from spinors to tensors is an important feature 
that led Penrose and Rindler (1984) to assert that spinors are a more fundamental object. 
This relationship offers potential in providing applications of spinors to GR with a 
possible algebraic linkage with quantum cosmology. 
In chapter 24 we digressed from the formalisms to look at a physical application in a 
local system for GR - that of the global positioning system (GPS). The role of special 
relativity (SR) and GR was explained simply with minimal algebra and calculations. The
importance of the choice of metric on the outcome was demonstrated by showing the 
effects of Earth's mass, rotation and oblateness. There are several points to make about 
the comparison of the GPS study to the previous work: 
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(1) role of the metric: In contrast to the previous chapters, the metrics in the GPS chapter 
were specified in several examples, and their effect on the results shown. In previous 
chapters, the metric was in general form. Thus the findings of the earlier chapters are 
general in applicability; 
(2) the range of applicability of GR in practical applications: The GPS study is a local 
application of relativity theory. It is a finding that captures the relevance of relativity in 
the immediate world of humanity on Earth with immediate practical applications in 
navigation, transport, and other areas already mentioned. In stark contrast we have 
recently heard the remarkable recent strides in the detection and ratification of gravity 
waves (GW) (Abbott et al 2016, 2017) emanating from colliding black holes and neutron
stars. (There is much being said about gravity waves, but alas, there is not enough space 
in this thesis to pursue this remarkable area further here.) The contrasting scales of these 
latter two areas (GPS and gravity waves) demonstrate the remarkable applicability of 
GR;
(3) the potential for the use of GR in local applications: In the review in chapter 2 we 
discussed the possible reasons as to why there are many more physical and technological
applications of QM as compared to GR, as discussed by Stephani et al (2003) and 
Sopuerta (1996). One of the reasons proposed was that the QM theory has been able to 
be applied to many local phenomenon such as in the electronics industry. With the 
demonstrated effects of SR and GR on the GPS system, it is likely that such an 
application of relativistic mechanics will continue play a role in applications of 
chronometry. For an historical context of its importance refer to the remarkable story of 
John Harrison and his clock in the eighteenth century (Sobel 1995), where the 
development of an accurate clock resulted in significant navigational advancement. In 
the modern context the accuracy of clocks, particularly the type of atomic clocks used in 
GW detection (Kolkowitz et al 2016), there is an increasing number of technologies that 
are taking advantage of these developments: spectroscopy and filtering, and chemical 
and mining industries are a few examples (Applied Mining Technologies 2018). As 
clock accuracy continues to improve, the role of GR is determining the application 
within spacetime would be likely to become an even more practical consideration.
25.2 Software perspective
The emergence of the computer has impacted GR since the second half of the twentieth 
century. Software has played a role in GR research for more than half a century, and its 
roles are increasing. The specific nature of GR is such that the nature of its mathematics 
can be aided by software that can manage large and complicated equation sets. Up to the 
present time most of the software has generally managed tensor components and 
calculations of the GR theory, and this work has mostly been of a high standard. There 
has been less software available for algebraic applications. This is perhaps changing in 
recent decades with the emergence of the Riemann (Portugal), Physics, TensorPack and 
STeM packages in MAPLE and xTensor in MATHEMATICA. There are fewer 
packages for the algebra of tetrads and/or spinors.
In this thesis the use of TensorPack as a new algebraic package has been demonstrated 
for tensors, and to a lesser extent, tetrads (chapters 3-14). The STeM package was used 
to work through the algebra of a conjecture (chapters 15-16). The extension of 
TensorPack to spinors was also demonstrated (chapters 18-22). The overall advantages 
of using algebraic software are apparent in providing secure and portable output, error 
correction, consistency and the ability to execute long and complex calculations.
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It could perhaps be timely for a package to be constructed that merges the formalisms of 
GR: tensors, tetrads, spinors, forms, components and geometric concepts. Few package 
merge more than a few of these areas. There are many programs that approach individual
areas (as discussed in the review chapters 4, 13 and 18). The possibility of a program 
that converts a tensor equation to a tetrad equation, and then calculates components 
under specified constraints does not seem too far away. The cross-checking ability of 
such an algorithm between formats could be of great use in verifying new expressions.
25.3 Research perspective
The TensorPack software was applied to the investigation of existing and new equations,
proofs, theorems, conjectures and other exact solutions of the Einstein Field Equations 
(EFEs). Specifically the new findings findings are:
(1) development of the TensorPack software for appropriate output and algebraic 
processing;
(2) original proofs of CF equations as proposed by Ellis (1973) and SSS, as applied to 
perfect fluids; 
(3) an independent proof of the sub-case for dust of the shear-free conjecture, as 
presented by SSS;
(4) an almost completed independent set of proofs for the sub-case for acceleration 
parallel to vorticity in the shear-free conjecture, by SSS;
Furthermore, using the STeM package for tetrads, we presented 
(5) an independent proof of the shear-free conjecture for a solenoidal electric spacetime;
In respect to spinors this thesis presented
(6) an example of a software approach to introduce spinors, spinor geometry and algebra,
with applications to GR, where we used an SpinorPack (an extension of TensorPack);
Finally as an application of relativity we provided 
(7) a presentation of calculations using MAPLE to demonstrate the effect of the choice 
of the metric on clock rate differences within the GPS system.
25.4 Teaching perspective
This thesis intended from the outset to be both elucidatory and heuristic in its approach 
to investigating GR with the use of software. The descriptions have been set at a level 
where the reader should be able to follow the steps by reading through the text and 
algebra. This involves software input and corresponding output to specify the algebraic 
logic; hence it is elucidatory. Each chapter is available online as a MAPLE worksheet. In
the downloadable versions of the worksheets the reader would be able to experiment 
with the input and then observe the output lines to test the results. In so doing it may be 
possible for the reader to develop their skill in this area; thus the thesis is also heuristic. 
In this way it is hoped to facilitate an understanding of the rich and informative CF 
algebra of GR.
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Appendix 1 Using the software in the thesis
TensorPack
1. Obtaining and loading TensorPack (Author: P Huf)
Go to website: http://bach2roq.com/science/maths/gr/tensorpack/
Download the zip file "tensorpack1.1.2.zip"
The zip file contains three files: Riemann.mla, Canon.mla, TensorPack.mla
Extract the files to a folder that will be a working folder from where the worksheets 
can be run
Open a MAPLE worksheet
insert the line below at 
for details on running commands go to the link on the "TensorPack helpfile" at the 
same link above.
SpinorPack
2. Obtaining and loading SpinorPack (Author: P Huf)
Go to website: http://bach2roq.com/science/maths/gr/spinorpack/
Download the zip file "spinorpack1.zip"
follow the commands as for TensorPack above
There is no specific helpfile for SpinorPack
STeM
3. Obtaining and loading STeM (Authors: K Vu & J Carminati)
Go to website: http://bach2roq.com/science/maths/gr/stem/
follow the commands as indicated on the page
There is no specific helpfile for STeM
Note: The authors of STeM provide the following request when using STeM:
MAPLE
4. Obtaining MAPLE software
see https://maplesoft.com/
The software in this thesis was complied using versions from MAPLE v13 to 
MAPLE2017
 
Other information, software and worksheets can be found at:
http://bach2roq.com/science/maths/gr/hdr/
If there are any questions or problems with the login process, or other aspects of the 
software, please email 
peterhuf@deakin.edu.au
peter@bach2roq.com
or phone/sms (61) 429380524
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Appendix 2 
 
List of equations 1-31 of the SSS paper in the thesis 
 
These equations are presented in the SSS paper and are applicable for perfect fluids in 
the general case for equations 1-16, and then for the shear-free conditions from equation 
17 onward 
 
Abbreviations 
SSS equation # Thesis equation # SSS equation # Thesis equation # 
1 na 17 10.1 
2 7.30, 7.35 18 10.2 
3 7.32, 7.34 19 6.1 
4 7.25 20 9.26 
5 7.26 21 9.28, 10.4 
6 7.160 22 8.73, 9.32, 10.31 
7 7.36 23 8.70 
8 7.39 – 7.60 24 8.71 
9 7.61-7.69 25 10.11, 10.30 
10 7.79 26 9.35, 10.32 
11 7.82 27 9.66, 10.34 
12 7.117 28 9.67 
13 Before 7.118 29 9.90 
14 7.118, 7.119 30 9.73 
15 7.163 31 9.74 
16 7.164-7.177   
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List of abbreviations 
 
// 
 
parallel to 
 3-D three dimensional 
4-D four dimensional 
CAS computer algebra software 
CMB cosmic background radiation (cosmic microwave background) 
CF 
 
covariant formalism 
 dotX 
 
the time propagation/derivative of X 
 ECEF Earth-centered, Earth-fixed coordinate system 
ECI Earth-centered, inertial coordinate system 
EFEs Einstein field equations 
EISC Einstein index summation convention 
eg. 
 
for example 
 et al and others 
fig. figure 
GHP Geroch–Held–Penrose formalism 
GPS Global Positioning System 
GR 
 
General Relativity 
 GW Gravitational waves 
HDR Higher Degree by Research (Deakin University) 
i.e. that is 
LHS left hand side 
p. page 
pdf portable document file 
pp. pages 
QM quantum mechanics 
RHS right hand side 
SSS Senovilla, Sopuerta & Szekeres (2008) (see References) 
STeM Symbolic Tetrad Manipulation (package) 
SV satellite vehicle 
TAI International Atomic Time 
USNO US Naval Observatory 
WEP weak equivalence principle 
WGS-84 another name for ECEF (see above) 
w.r.t. or wrt with respect to 
 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
429
References 
 
Abbott, B. P., et al. (2016). Observation of Gravitational Waves from a Binary Black 
Hole Merger Physical Review Letters, 116.  
Abbott, B. P., et al (LIGO Scientific Collaboration and Virgo Collaboration). (2017). 
GW170817: Observation of Gravitational Waves from a Binary Neutron Star Inspiral. 
Physical Review Letters, 119.  
Adler, R., Bazin, M, Schiffer, M. (1965). Introduction to general relativity. New York: 
McGraw-Hill. 
Anderson, I. M. (1991). The Differential Geometry Software Project.   Retrieved 12 
February 2018, from https://digitalcommons.usu.edu/dg_acknowledge/ 
Andersson, N., Comer, GL. (2007). Relativistic Fluid Dynamics: Physics for Many 
Different Scales. Living Reviews in Relativity, 10(4), 1-83.  
Angular_Momentum(Physics). (2018). How much angular momentum does Earth 
have? It has been rotating for millions of years?   Retrieved 3 March 2018, from 
https://www.quora.com/How-much-angular-momentum-does-Earth-have-It-has-been-r
otating-for-millions-of-years 
Applied_Mining_Technologies. (2018). Applied Mining Technologies.   Retrieved 27 
February 2018, from http://www.appliedminingtech.com/ 
Aris, R. (1960). Vectors, Tensors and the Basic Equations of Fluid Mechanics. New 
York: Dover. 
Ashby, N., Weiss, M. (1999). Global positioning receivers and relativity. (20402). 
Retrieved from 
https://www.govinfo.gov/content/pkg/GOVPUB-C13-83ec647d39931e27e1a786845bb
825c2/pdf/GOVPUB-C13-83ec647d39931e27e1a786845bb825c2.pdf 
Ashby, N. (2002). Relativity and the Global Positioning System. Physics today, May, 9.  
Ashby, N. (2003). Relativity and the Global Positioning System. Living Reviews in 
Relativity, 6(1). doi: doi:10.12942/lrr-2003-1 
Ashby, N. (2006). Relativistic effects in the Global Positioning System. Retrieved from 
https://www.aapt.org/doorway/TGRU/articles/Ashbyarticle.pdf 
Ashetakar, A., Petkov, V. (2014). Springer handbook of spacetime A. Ashetakar, 
Petkov, V. (Ed.)   Retrieved from 
https://books.google.com.au/books?isbn=3642419925  
Balfagón, A., Jaén, X. (1998). TTC: Symbolic tensor calculus with indices. Retrieved 
from http://www.aip.org/cip/pdf/vol_12/iss_3/286_1.pdf 
Balfagón, A., Castellví, P, Jaén, X. (2014). Tools of Tensor Calculus.   Retrieved 10 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
430
February 2018, from http://baldufa.upc.edu/xjaen/ttc/index.htm 
Banerji, S. (1968). Homogeneous cosmological models without shear. Progress of 
Theoretical Physics, 39, 365-371.  
Beichner, R., Jewett, JW, Serway, RA. (2000). Physics For Scientists and Engineers. 
New York: Saunders College. 
Blinder, S. (2004). Introduction to quantum mechanics. Amsterdam: Elsevier. 
Bojowald, M. (2011). Quantum Cosmology A Fundamental Description of the 
Universe: Springer. 
Bojowald, M. (2015). Quantum cosmology: a review. Reports on Progress in Physics, 
78(2).  
Bolotin, D., Poslavsky, SV. (2013a). Introduction to Redberry: the computer algebra 
system designed for tensor manipulation. Retrieved from 
http://arxiv.org/pdf/1302.1219.pdf 
Bolotin, D., Poslavsky, SV. (2013b). Redberry.   Retrieved 12 February 2018, from 
http://redberry.cc/ 
Bonanos, S. (2002). Capabilities of the mathematica package Riemannian geometry 
and tensor calculus. Retrieved from 
http://www.inp.demokritos.gr/~sbonano/RGTC/NEBX-RGTC.pdf 
Briggs, C. (1999). A simple derivation of the Einstein-Maxwell field equations from 
the 2nd ordinary exterior differential of a precursor to the soldering form. Retrieved 
from https://arxiv.org/ftp/gr-qc/papers/9908/9908035.pdf 
Budinich, P. (2008). From Pure Spinor Geometry to Quantum Physics: A Mathematical 
Way. Retrieved from https://arxiv.org/abs/0803.3882 
Buenker, R. (2014). Application of relativity theory to the global positioning system. 
Physics Essays, 27(2), 253-258.  
Cabrera, R. (2000). Tensorial: A Tensor Calculus Package.   Retrieved 11 February 
2018, from http://library.wolfram.com/infocenter/Demos/434/ 
Caltech. (2018). Journal Title Abbreviations.   Retrieved 1 March 2018, from 
https://www.library.caltech.edu/journal-title-abbreviations 
Carmeli, M. (1982). Classical fields General Relativity and Gauge Theory New York: 
Wiley. 
Carminati, J. (1990). Shear‐free perfect fluids in general relativity II. Aligned, Petrov 
type III space‐times. Journal of Mathematical Physics, 31, 2434.  
Carminati, J., Cyganowski, S. (1996). Shear-free perfect fluids in general relativity: III. 
Petrov type III spacetimes. Classical and Quantum Gravity, 13, 1805.  
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
431
Carminati, J., Cyganowski, S. (1997). Shear‐free perfect fluids in general relativity II. 
Aligned, Petrov type III space‐times. Classical and Quantum Gravity, 14, 1167.  
Carminati, J., Karimian, H, Van den Bergh, N, Vu, KT. (2009). Shear-free perfect 
fluids with a solenoidal magnetic curvature. Classical and Quantum Gravity, 26.  
Cartan, É. (1937). The theory of spinors. Cambridge, Massachusetts: MIT. 
Carter, B. (1967). The significance of numerical coincidences in nature. 
https://arxiv.org. Retrieved from https://arxiv.org/pdf/0710.3543.pdf 
Coddens, G. (2008). Spinors in the Lorentz group and their implications for quantum 
mechanics. European Physics Journal C, 55, 145–157.  
Coddens, G. (2015). Spinors To Quantum Mechanics    
Coley, A. (1991). Fluid spacetimes admitting a conformal Killing vector parallel to the 
velocity vector. Classical and Quantum Gravity, 8, 955.  
Collins, C., White, AJ. (1984). A class of shear‐free perfect fluids in general relativity. 
II Journal of Mathematical Physics, 25.  
Collins, C. (1984). Shear-free perfect fluids with a zero magnetic Weyl tensor. Journal 
of Mathematical Physics, 24(4), 995-1000.  
Collins, C. (1986). Shear-free fluids in general relativity Canadian Journal of Physics, 
64(2), 191-199  
Conrad, C. (2016). Earth's figure, gravity and geoid. Retrieved from 
http://www.soest.hawaii.edu/GG/FACULTY/conrad/classes/GG612_S11/Lecture_03.p
df 
Cranshaw, T., Schiffer, JP, Whitehead, AB. (1960). Measurement of the Gravitational 
Red Shift Using the Mössbauer Effect in Fe57. Physical Review Letters, 4.  
Crowe, M. (1967). A History of Vector Analysis: University of Notre Dame Press. 
Cyganowski, S., Carminati, J. (1998). The Maple package NPTOOLS: a symolic 
algebra package for tetrad formalism in general relativity. Computer Physics 
Communications, 115, 200-214.  
Cyganowski, S., Carminati, J. (2000). Shear-free Perfect Fluids in General Relativity: 
Gravito-magnetic Spacetime. General Relativity and Gravitation, 32, 221-233.  
Czapor, S., McLenaghan, RG. (1987). A MAPLE package for performing calculations 
in the Newman-Penrose formalism. General Relativity and Gravitation, 19, 623-635.  
Czapor, S., McLenaghan, RG, Carminati, J. (1992). ’The automatic conversion of 
spinor equations to dyad form in MAPLE. General Relativity and Gravitation, 
24(General Relativity and Gravitation, vol. 24, pp. 911-928.), 911-928.  
Czirbusz, S. (2011). Computer Algebra Systems I. Introduction and Historical Review. 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
432
Retrieved from 
http://compalg.inf.elte.hu/~czirbusz/teaching/compalgsys/Introduction.pdf 
D’Auria, R., Ferrara, S, Lled´o, MA, Varadarajan, VS. (2000). Spinor Algebras. 
Retrieved from https://arxiv.org/pdf/hep-th/0010124.pdf 
Damour, T., Esposito-Farese, G. (1992). Tensor-multi-scalar theories of gravitation. 
Classical and Quantum Gravity, 9, 2093–2176.  
Darmour, T. (2013). The general relativistic two body problem. Retrieved from 
https://arxiv.org/abs/1312.3505 
Datta, B., Datta, R. (1998). Einstein field equations in spinor formalism: a 
Clifford-algebra approach. Foundations of Physics Letters, 11(1), 83-93.  
De Sterck, H., Ullrich, P. (2006). Introduction to computational mathematics - Course 
Notes for CM 271 / AM 341 / CS 371. Retrieved from 
http://www-personal.umich.edu/~paullric/AM341.pdf 
Dieudonne, J.-A. (1987). Pour l'honneur de l'esprit humain : Les mathématiques 
aujourd'hui Broché: Hachette. 
Differential_Geometry. (2018). Differential Geometry.   Retrieved 20 February 2018, 
from 
https://www.maplesoft.com/support/help/Maple/view.aspx?path=DifferentialGeometry 
D'Inverno, R. (1992). Introducing Einstein's Relativity. New York: Oxford. 
Dohrman, P. (2017). How Fast Do GPS Satellites Travel?   Retrieved 19 February 
2018, from http://sciencing.com/how-fast-do-gps-satellites-travel-12213923.html 
Douglas_Stone, A. (2013). Einstein and the quantum. New Jersey: Princeton. 
Ehlers, J., Rudolph, E. (1977). Dynamics of extended bodies in general relativity 
center-of-mass description and quasirigidity. General Relativity and Gravitation, 8(3), 
197-217.  
Ehlers, J. (1993). Contributions to the Relativistic Mechanics of Continuous Media. 
General Relativity and Gravitation,, 25(12), 1225-1266.  
Einstein, A. (1905). Zur Elektrodynamik bewegter Körper. Annalen der Physik, 
322(10), 891–921.  
Einstein, A. (1916). Die Grunlage der allgemeinen Relativitatstheorie. Annalen der 
Physik, 49.  
Einstein, A. (2007). The Essential Einstein (H. S Ed.). London: Penguin. 
Ellis, G. (1965). On general relativistic fluids and cosmological models. (PhD), 
Cambridge.    
Ellis, G. (1967). Dynamics of Pressure‐Free Matter in General Relativity Journal of 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
433
Mathematical Physics, 8(5).  
Ellis, G. (1973). Relativisitc Cosmology (E. Schatzmann Ed.  Vol. 6). New York: 
Gordon and Breach. 
Ellis, G., van Elst, H. (1999). Cosmological models (Cargèse lectures 1998). NATO 
Science Series 541, 1-116.  
Ellis, G., Maartens, R , MacCallum, MAH. (2012). Relativistic Cosmology. UK: 
Cambridge. 
Esposito, G. (2008). Spinor geometry to complex general relativity. Retrieved from 
https://arxiv.org/pdf/hep-th/0504089.pdf 
Estabrook, F., Wahlquist, HD. (1964). Dyadic Analysis of Space-Time Congruences. 
Journal of Mathematical Physics, 5.  
Eves, H. (1964). An introduction to the history of mathematics. New York: Holt, 
Rinehart & Wilson. 
Feynman, R., Leighton, RB , Sands, M. (2006). The Feynman lectures on physics (A. 
Black Ed.  Vol. II). Reading Massachusetts: Pearson Addison Wesley. 
Fliegel, H., DiEsposti, RS. (1996). GPS and relativity: an engineering overview. 
Retrieved from http://tycho.usno.navy.mil/ptti/1996papers/Vol%2028_16.pdf 
Frame_fields. (2018). Frame fields in general relativity.   Retrieved 27 January 2018, 
from https://en.wikipedia.org/wiki/Frame_fields_in_general_relativity 
Francis, M., Kosowsky, A. (2008). The Construction of Spinors in Geometric Algebra. 
Retrieved from https://arxiv.org/pdf/math-ph/0403040.pdf 
Galileo's_relativity. (2018). Galileo's relativity.   Retrieved January 16, 2018, from 
http://www.emc2-explained.info/Related-Pages/#.Wl0udkxuLNQ 
Gödel, K. (1949). An example of the new type of cosmological solutions of Einstein's 
field equations of gravitation. Reviews of Modern Physics, 21.  
Gómez-Lobo, A.-P., Martín-García, JM. (2012). Spinors: a Mathematica package for 
doing spinor calculus in General Relativity. Computer Physics Communications, 183, 
2214-2225.  
GPS. (2018). The Global Positioning System Retrieved 19 February 2018, from 
https://www.gps.gov/ 
GPSgov (Producer). (2018, retrieved 19 February 2018). GPS satellite constellation. 
Retrieved from https://www.gps.gov/multimedia/images/constellation.jpg 
Greiner, W. (1989). Quantum mechanics An introduction. New York: Springer. 
GRG_Conference_Proceedings. (2016, July 10, 2016). 21st International Conference 
on General Relativity and Gravitation. In 21st International Conference on General 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
434
Relativity and Gravitation), New York. Abstract retrieved from 
http://www.gr21.org/GR21FullAbstractBooklet.pdf 
Gu, Y.-G. (2017). Functions of State for Spinor Gas in General Relativity. Retrieved 
from https://arxiv.org/pdf/0711.1243.pdf 
Halfacree, T. (2008). Shear-free fluids in general relativity. (Honours), Deakin, Deakin 
University.    
Hannabuss, K. (1997). An introduction to quantum theory. New York: Oxford. 
Harvard. (2017). Harvard referencing style at Deakin University.   Retrieved 28 
January 2018, from 
http://www.deakin.edu.au/students/studying/study-support/referencing/harvard 
Hatch, R. (2013). Gravitational clocks and apparent relativity. Physics Essays, 26(2), 
159-173.  
Hatch, R. (2014). Why is there no apparent noon-midnight redshift in the global 
positioning system: comparing spin stabilized and gravity-gradient stabilized frames. 
Physics Essays, 27(2), 267-280.  
Hawking, S. (1966). Properties of expanding universes. (PhD), Cambridge, Cambridge 
UK. Retrieved from https://doi.org/10.17863/CAM.11283   
Hawking, S., Ellis, GFR. (1973). The large scale structure of spacetime. London: 
Cambridge. 
Hearn, A., Gerhard, R, Schöpf, R, Sturm, T. (2009). REDUCE A portable 
general-purpose computer algebra system.   Retrieved 12 February 2018, from 
http://reduce-algebra.sourceforge.net/about.php 
Hellings, R., Nordtvedt, K. (1987). Vector-Metric Theory of Gravity. Physical Review 
D, 7, 3593–3602.  
Hillion, P., Quinnez, S. (1983). Huygens-Fresnel principle in the spinor theory of light. 
Journal of Optics 14(3), 143-160.  
Hoff da Silva, J., da Rocha, R. (2013). Unfolding physics from the algebraic 
classification of spinor fields. Physics Letters B, 718, 1519-1523.  
Hubsch, T. (2003). General Relativity, Einstein & All That.   Retrieved 11FEB2018, 
from http://library.wolfram.com/infocenter/MathSource/4781/ 
Huf, P., Carminati, J. (2015). TensorPack: a Maple-based software package for the 
manipulation of algebraic expressions of tensors in general relativity. Journal of 
Physics: Conference Series, 633.  
Huf, P., Carminati, J. (2018). Elucidation of covariant proofs in general relativity: 
example of the use of algebraic software in the shear-free conjecture in MAPLE. 
General Relativity and Gravitation, 50(5).  
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
435
Hyperspace_newsletter. (2017). Hyperspace email newsletter November 2017.  
Isaacson, W. (2007). Einstein, his life and universe. New York: Simon & Schuster. 
Islam, N. (2006). Tensors and their applications    
Janhunen, P. (1994). Tela help file.   Retrieved 20 January 2018, from 
http://space.fmi.fi/prog/tela.old/telahelp.html 
Karimian, H. (2012). Contributions to the study of shear-free and of purely radiative 
perfect fluids in general relativity. (PhD), Ghent.    
Kay, D. (1988). Schaum's outline of theory and problems in tensor calculus. New 
York: McGraw-Hill. 
King, A., Ellis, GFR. (1973). Tilted homogeneous cosmological models. 
Communications in Mathematical Physics, 31(3), 209-242.  
Kolda, T., Bader, BW. (2012). MATLAB Tensor Toolbox Version 2.5.   Retrieved 12 
February 2018, from http://www.sandia.gov/~tgkolda/TensorToolbox/ 
Kolkowitz, S., Pikovski, I, Langellier, N, Lukin, MD, Walsworth, RL , Ye, J. (2016). 
Gravitational wave detection with optical lattice atomic clocks. Physical Review D, 94.  
Krasiński, A. (2001). The nearest release of the Ortocartan set of programs for 
algebraic calculations in relativity. General Relativity and Gravitation, 33(1).  
Krechet, V., Fil'chenkov, ML, Shikin, GN. (2008). Equivalence between the 
descriptions of cosmological models using a spinor field and a perfect fluid. 
Gravitation and Cosmology, 14(3), 202-204.  
Krisch, J., Glass, EN. (2013). Two fluid shear-free composites Journal of Mathematical 
Physics, 54, 082501.  
Lang, J., Collins, CB. (1988). Observationally homogeneous shear-free perfect fluids. 
General Relativity and Gravitation, 20, 683-710.  
Lang, J. (1993). Contributions to the study of general relativistic shear-free fluids. 
(PhD), Waterloo.    
Larson, K., Ashby, N, Hackman, C, , Bertiger, W. (2007). An assessment of relativistic 
effects for low Earth orbiters: the GRACE satellites. Metrologia, 44, 484-490.  
Lee, J. (1992). Ricci A Mathematica package for doing tensor calculations in 
diﬀerential geometry User’s Manual Version 1.3. Retrieved from 
https://sites.math.washington.edu/~lee/Ricci/Manual.pdf 
Lee, J. (2016). Ricci A Mathematica package for doing tensor calculations in 
differential geometry.   Retrieved 12 January 2018, from 
https://sites.math.washington.edu/~lee/Ricci/ 
Lee, M.-K. (2005). Epistemology after Protagoras: Responses to Relativism in Plato, 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
436
Aristotle, and Democritus   Retrieved from 
http://www.oxfordscholarship.com/view/10.1093/0199262225.001.0001/acprof-978019
9262229  
Lu, H. (2017). Multilinear Principal Component Analysis (MPCA).   Retrieved 12 
January 2018, from 
http://au.mathworks.com/matlabcentral/fileexchange/26168-multilinear-principal-comp
onent-analysis--mpca-?requestedDomain=true 
MacCallum, M. (1973). Cosmological models from a geometric point of view (Vol. 6). 
New York: Gordon and Breach. 
MacCallum, M., Skea, JEF. (1994). "SHEEP: a computer algebra system for general 
relativity" in "Algebraic computing in general relativity" (W. Rebou. MJ & Roque Ed.  
Vol. 2). Oxford: UK. 
MacCallum, M. (2002). Computer algebra in general relativity. International Journal 
of Modern Physics, 17, 2707.  
MacCallum, M. (2011). Index of /~mm/shp.   Retrieved 12 February 2018, from 
http://www.maths.qmul.ac.uk/~mm/shp/ 
MacCallum, M. (2018). Computer algebra in gravity research. Living Reviews in 
Relativity, 21(6), 93.  
Mafra, C. (2010). PSS: A FORM Program to Evaluate Pure Spinor Superspace 
Expressions. Retrieved from https://arxiv.org/pdf/1007.4999v1.pdf 
Maitre, D., Mastrolia, P. (2008). S@M, a Mathematica Implementation of the 
Spinor-Helicity Formalism. Computer Physics Communications, 179(7), 501-534.  
Martín-García, J. (2002). xAct:  Efficient tensor computer algebra for the Wolfram 
Language  
 Retrieved 2 March 2018, from http://www.xact.es 
Martín-García, J., Portugal, R, Manssur, LRU. (2007). The Invar Tensor Package. 
Computer Physics Communications, 177, 640-648.  
McLenaghan, R. (1994). MAPLE applications in general relativity Lecture Notes from 
the First Brazilian School on Computer Algebra (pp. 267-354). Oxford: Oxford 
University Press. 
McLenaghan, R. (1994). Maple in General Relativity Algebraic Computing in General 
Relativity (pp. 265-354). Oxford: Oxford University Press. 
McMahon, D. (2006). Relativity demystified. New York: McGraw-Hill. 
Michelson, A., Morley, EM. (1887). On the relative motion of the Earth and the 
luminiferous ether. American Journal of Science, 34(3), 333-345.  
Misner, C., Thorne, KS , Wheeler, JA. (1973). Gravitation. San Francisco: Freeman. 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
437
Moopanar, S., Maharaj, SD. (2013). Relativistic shear-free fluids with symmetry. 
Journal of Engineering Mathematics, 82.  
Muller_zum_Hagen. (1966). Einsteinsche Gravitations-Vakuumfelder, die eine 
expandierende, drehungs- und scherungsfreie Bewegung von Probeteilchen zulassen. 
Communications in Mathematical Physics, 3.  
Muruganandam, P., Adhikari, SK. (2009). Fortran programs for the time-dependent 
Gross-Pitaevskii equation in a fully anisotropic trap. Computer Physics 
Communications, 180, 1888. Retrieved from 
http://cpc.cs.qub.ac.uk/summaries/AEDU_v1_0.html 
Musgrave, P., Pollney, D, Lake, K. (1992). GRTensor II.   Retrieved 11 February 
2018, from http://grtensor.phy.queensu.ca/ 
Ni, W.-T. (2016). Genesis of general relativity - a concise exposition N. Wei-Tou (Ed.) 
One Hundred Years Of General Relativity: From Genesis And Empirical Foundations 
To Gravitational Waves, Cosmology And Quantum Gravity   Retrieved from 
https://books.google.com.au/books?id=lvUnDwAAQBAJ&dq=ricci+tensor+1887&sou
rce=gbs_navlinks_s  
Obukhov, Y., Chrobok, T, Scherfner, M. (2002). Shear-free rotating inflation. 
Retrieved from http://arxiv.org/pdf/gr-qc/0206080.pdf 
O'Connor, J., Robertson, EF. (1999). Great Mathematicians of the 20th century. 
Retrieved from http://sinbad.bplaced.net/dwnldir/greatest_mathematicians.pdf 
O'Donnell, P. (2003). Introduction To 2-spinors In General Relativity   Retrieved from 
http://eds.b.ebscohost.com/eds/ebookviewer/ebook/bmxlYmtfXzIzNTYzNV9fQU41?si
d=7d822259-663f-4ecd-9e80-55cf892ee3b2@sessionmgr104&vid=2&format=EB&rid
=2  
Papapetrou, A. (1974). Lectures on general relativity. Dordrecht: Reidel. 
Parpia, F., Fischer, CF, Grant, IP. (1996). GRASP92: a package for large-scale 
relativistic atomic structure calculations. Computer Physics Communications, 94.  
Pawlikowski, J. (1994). The men responsible for the development of vectors. In F. J. 
Swetz (Ed.), From five fingers to infinity: a journey through the history of mathematics. 
Chicago: Open Court. 
Peeters, K. (2001). Cadabra.   Retrieved 25 June 2014, from 
http://cadabra.phi-sci.com/download.html 
Penrose, R., Rindler, W. (1984). Spinors and space-time. Cambridge UK: Cambridge 
University Press. 
Penzias, A., Wilson, RW. (1965). A Measurement of Excess Antenna Temperature at 
4080 Mc/s. Astrophysical Journal, 142, 419-421.  
Physics(MAPLE). (2012). Physics package.   Retrieved 12 February 2018, from 
https://www.maplesoft.com/products/maple/features/physics.aspx 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
438
Plate_trick. (2017). Plate trick. Retrieved from https://en.wikipedia.org/wiki/Plate_trick 
Pogge, R. (2017). Real-World Relativity: The GPS Navigation System.   Retrieved 20 
February 2018, from 
http://www.astronomy.ohio-state.edu/~pogge/Ast162/Unit5/gps.html 
Poplawski, N. (2009). Spacetime and fields. Retrieved from 
https://arxiv.org/pdf/0911.0334.pdf 
Portugal, R., Sautú, SL. (1997). Applications of Maple to General Relativity. Computer 
Physics Communications, 105, 233-253.  
Portugal, R., Sautú, SL. (1997). Applications of Maple to General Relativity. Computer 
Physics Communications, 105, 233-253.  
Portugal, R. (1997). Riemann package.   Retrieved 12 January 2018, from 
http://www.cbpf.br/~portugal/Riemann.html 
Portugal, R. (2000). The Riegeom package: abstract tensor calculation. Computer 
Physics Communications, 26(3), 261–268.  
Portugal, R. (2008a). The Riemann Tensor Package.   Retrieved 12 January 2018, 
from http://www.cbpf.br/~portugal/Riemann.html 
Portugal, R. (2008b). The Invar Tensor Package Retrieved 12 January 2018, from 
http://www.lncc.br/~portugal/Invar.html 
Pound, R., Rebka, GA Jr. (1960). Apparent weight of photons. Physical Review Letters, 
4(7), 337-341.  
Raychaudhuri, A. (1955). Relativistic cosmology I. Physical review, 98(4), 1123-1126.  
Reyes, G. (2009). A derivation of Einstein's vacuum field equations. Retrieved from 
https://reyes-reyes.com/2009/12/09/a-derivation-of-einsteins-vacuum-field-equations/ 
Ricci, G., Levi-Civita, T. (1900). Méthodes de calcul différentiel absolu et leurs 
applications. Mathematische Annalen, 54.  
Riemann, B. (1998). On the hypothese which underlie geometry. Nature, 
VIII(183,184), 14-17,36,37. Retrieved from 
file:///C:/bach2roq/science/maths/PHD/Writing/References/Riemann54.pdf 
Saha, B. (2009). Spinor modlel of a perfect fluid. https://arxiv.org/abs/0901.1387. 
Retrieved from https://arxiv.org/abs/0901.1387 
Schücking, E. (1957). Naturwissenschaften, 19, 507.  
Schwarzchild, K. (1916). Über das Gravitationsfeld eines Massenpunktes nach der 
Einsteinschen Theorie. Sitzungsberichte der Königlich-Preussischen Akademie der 
Wissenschaften, 189.  
Senovilla, J., Sopuerta, CF, Szekeres, P. (1998). Theorems on shear-free perfect fluids 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
439
with their Newtonian analogues. General Relativity and Gravitation, 30(3), 389-411.  
Senovilla, J., Sopuerta, CF, Szekeres, P. (2008). Theorems on shear-free perfect fluids 
with their Newtonian analogues. General Relativity and Gravitation.  Retrieved 1 
January 2017, from http://arxiv.org/abs/gr-qc/9702035 
Shen, X. (2016). Challenge to the special theory of relativity. Physics Essays, 29(1), 
142-148.  
Sikhonde, M., Dunsby, PKS. (2017). Reviving the shear-free perfect fluid conjecture in 
general relativity. Classical and Quantum Gravity, 34(24).  
Slobodeanu, R. (2013). Shear-free perfect fluids with linear equation of state. Retrieved 
from http://arxiv.org/pdf/1301.5508v2.pdf 
Sobel, D. (1995). Longitude: The True Story of a Lone Genius Who Solved the Greatest 
Scientific Problem of His Time. UK: Walker. 
Sopuerta, C. (1996). Applications of timelike and null congruences to the construction 
of cosmological and astrophysical models. (PhD), Barcelona.    
Sopuerta, C. (1997). New study of silent universes. Physical Review D, 55.  
Spinor_Software. (2018, 2 February 2018). swMath (spinor).   Retrieved 2 February 
2018, from http://www.swmath.org/?term=spinor 
Steane, A. (2011). Spinors. Retrieved from 
https://users.physics.ox.ac.uk/~Steane/teaching/rel_C_spinors.pdf 
Steane, A. (2013). An Introduction to Spinors. Retrieved from 
https://arxiv.org/abs/1312.3824 
Stephani, H., Kramer, D, MacCallum, M, Hoenselaers, C, Herlt, E. (2003). Exact 
solutions to Einstein's Field Equations (Second ed.). Cambridge: Cambridge University 
Press. 
Sussman, R. (1987). On spherically symmetric shear‐free perfect fluid configurations 
(neutral and charged). I Journal of Mathematical Physics, 28.  
Sussman, R. (1988a). On spherically symmetric shear‐free perfect fluid configurations 
(neutral and charged). II. Equation of state and singularities Journal of Mathematical 
Physics, 29.  
Sussman, R. (1988b). On spherically symmetric shear‐free perfect fluid configurations 
(neutral and charged). III. Global view Journal of Mathematical Physics, 29.  
Sussman, R., Jaime LG. (2017). Lemaˆıtre–Tolman–Bondi dust solutions in f(R) 
gravity. Retrieved from https://arxiv.org/pdf/1707.00191.pdf 
Sussman, R. (2018). [Silent Universes] Direct communication. 
Synge, J. (1960). Relativity: the general theory. Amsterdam: North-Holland. 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
440
Tangloids. (2017). Tangloids.   Retrieved 27 December 2018, from 
https://en.wikipedia.org/wiki/Tangloids 
Tensor(MAPLE). (2013). MAPLE 17 Tensor Package.   Retrieved 28 February 2018, 
from http://www.maplesoft.com/products/maple/new_features/maple17/physics.aspx 
tensor_package. (1994). tensor package.   Retrieved 17 NOV 2018, from https: 
www.maplesoft.com/support/help/maple/view.aspx?path=tensor 
Tensor_software. (2018). swMath (tensor).   Retrieved 2 February 2018, from 
http://www.swmath.org/?term=tensor&which_search=standard&sortby=-rank 
Tetrad_software. (2018). Tetrad software.   Retrieved 2 February 2018, from 
http://www.swmath.org/?term=tetrad&which_search=standard&sortby=-rank 
Tisza, L. (2009). Applied geometric algebra. Retrieved from 
https://ocw.mit.edu/resources/res-8-001-applied-geometric-algebra-spring-2009/lecture
-notes-contents/MITRES_8_001_lec_complete.pdf 
Toth, V. (2005). Tensor manipulation in GPL Maxima. Retrieved from 
http://arxiv.org/abs/cs/0503073 
Treciokas, R., Ellis, GFR. (1971). Isotropic Solutions of the Einstein-Boltzmann 
Equations. Communcations in Mathematical Physics, 23, 1-22.  
Trimble. (2018). What is GPS?   Retrieved 22 February 2018, from 
http://www.trimble.com/gps_tutorial/whatgps.aspx 
Van den Bergh, N. (1988). A class of inhomogeneous cosmological models with 
separable metrics. Classical and Quantum Gravity, 5.  
Van den Bergh, N. (1999). The shear-free perfect fluid conjecture. Classical and 
Quantum Gravity, 16.  
Van den Bergh, N., Carminati, J, Karimian, HR. (2007). Shear-free perfect fluids with 
solenoidal magnetic curvature and a γ-law equation of state. Classical and Quantum 
Gravity, 24(14), 3735.  
Van den Bergh, N., Carminati, J, Karimian, H , Huf, P. (2012). Shear-free perfect fluids 
with a solenoidal electric curvature. Classical and Quantum Gravity, 29(10), 1-9. doi: 
10.1088/0264-9381/29/10/105010. 
Van den Bergh, N., Slobodeanu, R. (2016). Shear-free perfect fluids with a barotropic 
equation of state in general relativity: the present status. Classical and Quantum 
Gravity, 33(8). Retrieved from https://arxiv.org/abs/1510.05798 
Van den Bergh, N. (2016). [Tensors and tetrads (personal communication)]. 
van Elst, H., Lesame, W, Ellis, GFR, Maartens, R,. (1997). Integrability of irrotational 
silent cosmological models. Classical and Quantum Gravity, 14, 1151-1162  
Van Flandern, T. (1998). What the Global Positioning System Tells Us about 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
441
Relativity?   Retrieved 1 March 2018, from 
http://aetherforce.com/what-the-global-positioning-system-tells-us-about-relativity/ 
Vectors. (2013). Vectors.   Retrieved 20 January, 2018, from 
http://www.math.mcgill.ca/labute/courses/133f03/VectorHistory.html 
Vu, K., Carminati, J. (2009). What is STeM? (unpublished document).   
Wald, R. (1984). General Relativity. Chicago: University of Chicago Press. 
Wang, Y. (2013). MathGR: a tensor and GR computation package to keep it simple. 
Retrieved from https://arxiv.org/abs/1306.1295 
Weiss, M., Ashby, N. (1997). GPS receivers and relativity. Retrieved from 
http://tycho.usno.navy.mil/ptti/1997papers/Vol%2029_08.pdf 
Wells, J. (2013a). Lectures on standard model particle physics. Retrieved from 
https://indico.cern.ch/event/243628/ 
Wells, J. (2013b). SU(2) and SO(3). Retrieved from 
https://indico.cern.ch/event/243629/attachments/415251/576988/L2.pdf 
Weule, G. (2018). Gravitational waves and neutron stars: Why this discovery is huge. 
Retrieved from 
http://www.abc.net.au/news/science/2017-10-17/gravitational-waves-and-neutron-stars:
-why-this-discovery-is-big/9053756 
White, A., Collins, CB. (1984). A class of shear‐free perfect fluids in general relativity 
I. Journal of Mathematical Physics, 25.  
Will, C. (1981). Theory and experiment in gravitational physics. UK: Cambridge. 
Will, C. (2005). The confrontation between general relativity and experiment. [yes]. 
Living Reviews in Relativity, 9, 3.  
Williams. (2016). Earth fact sheet.   Retrieved 8 February, 2018, from 
https://nssdc.gsfc.nasa.gov/planetary/factsheet/earthfact.html 
Witten, E. (1981). A new proof of the positive energy theorem. Communications in 
Mathematical Physics, 80, 381-402.  
Wolfram. (2018). Tensors.   Retrieved 10 February 2018, from 
http://reference.wolfram.com/language/guide/Tensors.html 
xAct:links. (2014). Other packages in tensor calculus.   Retrieved 20 February 2018, 
from http://www.xact.es/links.html 
Zimmermann, K. (2017). History of Computers: A Brief Timeline.   Retrieved 25 
February 2018, from https://www.livescience.com/20718-computer-history.html 
Zwillinger, D. (2003). Standard Mathematical Tables and Formulae (31 ed.). Boca 
Raton: Chapman Hall / CRC. 
HUF ALGEBRAIC COMPUTING AND TENSORS IN GENERAL RELATIVITY
442
