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ABSTRACT
Network contention frequently dominates the run time of parallel algo-
rithms and limits scaling performance. Most previous studies mitigate or
eliminate contention by utilizing one of several approaches: communication-
minimizing algorithms; hotspot-avoiding routing schemes; topology-aware
task mapping; or improving global network properties, such as bisection
bandwidth, edge-expansion, partitioning, and network diameter. In practice,
parallel jobs oen use only a fraction of a host system. How do processor
allocation policies aect contention within a partition? We utilize edge-
isoperimetric analysis of network graphs to determine whether a network
partition has optimal internal bisection. Increasing the bisection allows
a more ecient use of the network resources, decreasing or completely
eliminating the link contention. We rst study torus networks and char-
acterize partition geometries that maximize internal bisection bandwidth.
We examine the allocation policies of Mira and JUQUEEN, the two largest
publicly-accessible Blue Gene/Q torus-based supercomputers. Our analysis
demonstrates that the bisection bandwidth of their current partitions can
oen be improved by changing the partitions’ geometries. ese can yield
up to a ×2 speedup for contention-bound workloads. Benchmarking experi-
ments validate the predictions. Our analysis applies to allocation policies of
other networks.
1 INTRODUCTION
Network contention frequently dominates the run time of paral-
lel algorithms and limits scaling performance [6]. Most previous
studies mitigate or eliminate contention by utilizing one of several
approaches: communication-minimizing algorithms (cf. [8, 14, 29]);
hotspot-avoiding routing schemes (cf. [28]); topology-aware task
mapping (cf. [10]); or improving global network properties such
as bisection bandwidth, edge-expansion (cf. [9, 30]), partitioning
(cf. [18]), and network diameter (cf. [20]). Parallel jobs running on
a supercomputer or a cloud platform oen do not utilize the entire
machine at once. Rather, the job is assigned a subset of the system’s
compute nodes and associated resources for its exclusive use1. Opti-
mizing the internal bisection bandwidth of allocated partitions can
decrease or completely eliminate the link contention of a parallel
computation, improving overall performance for contention-bound
workloads.
Our contribution. Using isoperimetric analysis, we study torus
networks and characterize partition geometries that maximize inter-
nal bisection bandwidth. Our analysis utilizes a novel generalization
of Bolloba´s and Leader’s bounds on the edge-isoperimetric problem
on torus graphs [11]. A solution was known for tori with dimen-
sions of equal size, whereas our new bound applies to torus graphs
with arbitrary dimension sizes. is is useful, as the vast majority
of torus networks with 3 dimensions or more have unequal dimen-
sions. We apply isoperimetric analysis to compute node partition
allocations allowed by the allocation of Mira and JUQUEEN, the
two largest publicly-accessible Blue Gene/Q torus-based supercom-
puters. Our analysis demonstrates that the bisection bandwidth of
1Some cloud platforms allow ‘multi-tenancy’, in which case exclusivity is not guaran-
teed. is adds further challenge which we do not address in this paper.
their current partitions can oen be improved by changing the parti-
tions’ geometries, yielding up to a×2 speedup for contention-bound
workloads. Benchmarking experiments on both systems validate
the predictions. We show an impact of 10% speedup for fast matrix
multiplication. We also applied the analysis to the Blue Gene/Q ma-
chine Sequoia, but no experiments were performed as it is no longer
available for scientic research. Lastly, we discuss network con-
gurations for hypothetical Blue Gene/Q systems which, despite
having fewer compute and network resources, may perform beer.
ey are predicted to improve upon the network performance of
JUQUEEN by increasing the bisection bandwidth of partitions. is
work focuses rst on the Blue Gene/Q supercomputer series, but
the application of our method to other networks topologies such
as hypercubes, Dragony, Slim Fly, and HyperX, is also described
in detail.
Related Work. Bisection bandwidth is a standard metric for net-
work performance. An in-depth description of the Blue Gene/Q
topology appears in [12], which also includes an analysis of its bisec-
tion bandwidth, and outlines trac paerns that are challenging for
the network to eciently route. However, they do not discuss the
bisection bandwidth of network partitions. Finding worst-case traf-
c paerns for an arbitrary network topology can be non-trivial in
the general case. A method for generating “near-worst-case” trac
paerns is shown in [19]. e edge-isoperimetric problem (see def-
inition in Section 2) is a well-known problem in combinatorics, and
general solutions have been shown for several graphs that either di-
rectly correspond or are very similar to network topologies used in
practice. ese include: hypercubes [16], cubic tori [11], Cartesian
products of cliques [24], and 2-dimensional mesh grids [1]. e
edge-isoperimetric problem provides a tight bound on the band-
width between two arbitrary sides of the network. Since both sides
may have the same size, the edge-isoperimetric problem generalizes
the problem of determining the bisection bandwidth of a graph.
Closely related to the edge-isoperimetric problem is the notion of
small-set expansion in graphs (see Section 2). Indeed, if a graph
G is d-regular then the two problems are essentially equivalent.
Spectral methods that can be used to approximate the small-set
expansion of arbitrary graphs are described in [23]. e small set
expansion of a network graph is used in [7] to derive lower bounds
on the contention costs, and potentially determine when a given
parallel algorithm on a given system is inevitably asymptotically
contention-bound.
Paper Organization. In Section 2 we provide preliminaries on
the edge-isoperimetric problem on torus graphs, and on the IBM
Blue Gene/Q architecture. In Section 3 we present isoperimetric
analysis of general tori and apply it to the partitions of Mira and
JUQUEEN, concluding with alternative, improved partitions. In Sec-
tion 4 we perform experiments on Mira and JUQUEEN, and discuss
the results. In Section 5 we present implications of our analysis
ar
X
iv
:2
00
5.
14
15
0v
1 
 [c
s.D
C]
  2
8 M
ay
 20
20
on networks design, discuss the applicability of our methods to
other network topologies including ToFu, Dragony, Fat-Tree, and
HyperX, and outline future work.
2 PRELIMINARIES
A main application of our method is improving allocation policies of
the torus-based Blue Gene/Q systems. We begin by dening torus
graphs and our primary analysis tool of the edge-isoperimetric
problem.
Torus graphs
Let D and a1, . . . ,aD be integers, and let G = (V ,E) be a graph. If
V = [a1] × . . .× [aD ], and every two vertices u = (u1, . . . ,uD ) ,v =
(v1, . . . ,vD ) are adjacent if and only if ∃k such that uk = vk ±
1 mod ak and ∀j , k,uj = vj , then G is said to be a D-torus (also,
D-dimensional torus). If a1 = . . . = aD then G is said to be a cubic
torus.
Let G = (V ,E) be a graph, and let A,B ⊂ V . en, the perime-
ter of A is E
(
A,A
)
= {u,v | u ∈ A,v < A} and the interior of A
is E (A,A) = {u,v | u ∈ A,v ∈ A}. For any k-regular graph, the
following equation holds:
∀A ⊆ V ,k |A| = 2 |E (A,A)| +
E (A,A) (1)
Edge-isoperimetric problem on torus graphs. e edge-isoperimetric
problem is dened as follows: given a graph G = (V ,E) and some
integer t ≤ |V |2 , nd S ⊂ V with |S | = t of minimal perimeter size.
at is, nd S such that:E (S, S¯ )  = min
A⊂V
|A |=t
{E (A, A¯) }
Such a set S is said to be isoperimetric. Note that by Equation 1,
for k-regular graphs, minimizing the perimeter is equivalent to
maximizing the interior.
If G is a cubic torus, then the following bound of Bolloba´s and
Leader [11] applies:
Theorem 2.1 (Edge-isoperimetric ineq. for cubic tori). Let
G = (V ,E) be a cubic D-dimensional torus such that V = [n]D , and
let t ≤ nD2 . en ∀S ⊂ V with |S | = t :E (S, S) ≥ min
r ∈{0, ...,D−1}
2 (D − r ) · n rD−r · t D−r−1D−r (2)
For r such that
( t
nr
) 1
D−r is an integer, we dene S ′ ⊂ V such
that:
S ′ = [n]r ×
[( t
nr
) 1
D−r
]D−r
In this case, S ′ is a D-dimensional cuboid with r dimensions of
length n, and D − r dimensions of length ( tnr ) 1D−r . Each vertex
contributes 2 (D − r ) edges to the cut. Since |S ′ | = t , a simple
counting argument leads to:E(S ′, S¯ ′) = 2r · t D−r−1D−r · n rD−r
erefore the bound presented in eorem 2.1 is tight for certain
values of t .
Small Set Expansion. e small-set expansion of a graph G =
(V ,E), denoted ht (G), is dened:
ht (G) = min
A⊂V
|A | ≤t
E (A,A)
|E (A,A)| +
E (A,A)
Small-set expansion can be used to test whether a given network
will be inevitably asymptotically contention-bound when executing
a parallel algorithm with known per-processor communication
costs [7]. Since the small-set expansion is aained by the bisection
for all networks and partitions considered in this work, it will suce
for us to consider only the bisection bandwidth.
Blue Gene/Q Systems
IBM Blue Gene/Q systems [13] have 5D torus network topologies
where the size of at least one dimension is exactly 2. e bisec-
tion bandwidth of a Blue Gene/Q system is 2 · NL · B, where N is
the number of nodes, L is size of the longest dimension, and B is
the capacity of a single bidirectional link [12]. A midplane in the
Blue Gene/Q topology is a physical arrangement of 512 compute
nodes, internally connected by a 5D torus network with dimensions
4 × 4 × 4 × 4 × 2. e last dimension, of length 2, is internal to the
midplane. A physical rack in a Blue Gene/Q system consists of two
midplanes. 13 Blue Gene/Q systems appear in the November 2017
list of top 500 supercomputers [15]. e network is physically con-
structed in such a way that partitions may have wrap-around links
in a given dimension even when they do not fully cover that dimen-
sion in the entire network. All partitions discussed in this work are
4-dimensional sub-tori where some dimensions may have size 1.
ere are no published limits to the maximal size of a Blue Gene/Q
system or to the lengths of any2 dimension [12].
To simplify notation, we always present the dimensions of a
torus network and its partitions in sorted order by length. is
canonical representation treats partitions whose geometries are
identical up to rotations as one. erefore, a machine with network
size 2× 2× 2× 1× 1 ts 4 partitions with geometry 2× 1× 1× 1× 1.
Outside of jobs which require an exceptionally small amount of
compute nodes, all partitions in Blue Gene/Q systems are dened
by cuboids (Cartesian products of chains and cycles) consisting of
whole midplanes. We therefore represent the Blue Gene/Q network
and its partitions as 4-dimensional tori of midplanes. For example,
consider a 6-midplane system of dimensions 3×2×1×1. In terms of
compute nodes, this system has 3072 compute nodes and network
size 12×8×4×4×2. e best possible 1536-compute node partition
of this system has dimensions 12 × 4 × 4 × 4 × 2 and 256 links in its
bisection. An alternate partition with dimensions 8 × 6 × 4 × 4 × 2
would have the same node count, but a greater bisection of 384.
However, since its largest dimension consists of 1.5 midplanes it is
not supported by the Blue Gene/Q topology. Such a partition could
be constructed by over-provisioning an additional midplane and
dening a partition with dimensions 8×8×4×4×2. Our benchmarks
and applications all use message-passing communication with MPI,
which allows the individual processes (oen referred to as ranks) in
the computations to communicate directly with each other. Unless
explicitly stated otherwise, each compute node is assigned only
2Except the 5th dimension, which has size 2 and is internal to each midplane.
2
one MPI rank. is allows an improved bisection bandwidth of 512
links, but at the cost of requiring additional compute nodes. We
next introduce the Blue Gene/Q systems Mira and JUQUEEN.
Mira. Installed at Argonne National Laboratory [5], it is the
largest Blue Gene/Q system accessible for scientic research. Mira
is ranked 24th in the July 2019 Top 500 supercomputers [15]. It has
49152 compute nodes, with network size 16 × 16 × 12 × 8 × 2, or
4 × 4 × 3 × 2 midplanes.
JUQUEEN. Installed at Ju¨lich Supercomputing Centre, JUQUEEN
is the second-largest Blue Gene/Q system accessible for scientic
research. It was3 ranked 22nd in the November 2017 Top 500 super-
computers [15]. JUQUEEN has 28672 compute nodes, and network
size 28 × 8 × 8 × 8 × 2, or 7 × 2 × 2 × 2 midplanes.
3 THEORETICAL ANALYSIS
Using isoperimetric analysis, we identify allocation policies that
are not optimal; namely, we point to partitions with sub-optimal
internal bisection bandwidth. Whenever such partitions exist, we
nd partition geometries with optimal bisection bandwidth that
are likely to reduce link contention.
3.1 e Edge-Isoperimetric Problem
We obtain a novel generalization of eorem 2.1 to arbitrary torus
graphs. We show that the bound is optimal for cuboid subsets, and
conjecture that it is optimal for arbitrary subsets as well.
Theorem 3.1 (Edge-isoperimetric ineq. for tori). Let G =
(V ,E) be aD-dimensional torus withV = [a1]×[a2]× . . .×[aD ], and
t ≤ |V |2 . Suppose, without loss of generality, thata1 ≥ a2 ≥ . . . ≥ aD .
en, for any cuboid S ⊂ V , |S | = t :E (S, S) ≥ min
r ∈{0, ...,D−1}
2 (D − r )
(r−1∏
i=0
aD−i
) 1
D−r
t
D−r−1
D−r (3)
Like eorem 2.1, our bound can be aained in some cases. Let k =∏r−1
i=0 aD−i . If ∃r such that
(
t
k
) 1
D−r is an integer, dene the cuboid
Sr =
[(
t
k
) 1
D−r
]D−r
× [aD−r+1] × . . . × [aD ].
Our proof strategy for eorem 3.1 is as follows: in Lemma 3.2
we show an explicit construction of a class of cuboid sets in general
torus graphs whose cut size matches Equation 3. In Lemma 3.3 we
show these sets are isoperimetric, thereby completing the proof.
Lemma 3.2. Let G = (V ,E) be a D-dimensional torus with V =
[a1] × . . . × [aD ], and let t ,k, r ′ be integers such that t ≤ |V |2 and(
t
k
) 1
D−r ′ is an integer. Dene Sr ′ as ineorem 3.1, with arg min = r ′.
en, Sr ′ maintains:E (Sr ′ , Sr ′ ) = 2 (D − r ′) (r ′−1∏
i=0
aD−i
) 1
D−r ′
t
D−r ′−1
D−r ′
Proof. If a1 = . . . = aD = 2, then by Harper [16], Sr ′ is an
isoperimetric set maintaining the desired cut size, and the lemma
3JUQUEEN was since dismantled and does not appear in later lists.
follows. If all dimension lengths are strictly greater than 2, then
we show the cut size directly: We count the edges in E
(
Sr ′ , Sr ′
)
by
considering the size of each (D − 1)-dimensional face of the cuboid
Sr ′ . Faces in dimensions where Sr ′i = ai contribute no edges to the
cut. ere are t
( tk )
1
D−r
=
(∏r−1
i=0 aD−i
) 1
D−r
t
D−r−1
D−r vertices on each
remaining face. en:
E (Sr ′ , Sr ′ ) = 2 (D − r ′) (r ′−1∏
i=0
aD−i
) 1
D−r ′
t
D−r ′−1
D−r ′
Sr ′ is similar to S ′ as dened in Equation 2, but instead of having r ′
dimensions of length n, the dimension lengths are aD , . . . ,aD−r ′+1.
If only some dimensions aD−k+1, . . . ,aD have lengths 2, then we
choose Sr ′ such that they are all covered, and then proceed as before
with t ′ = t2k , and the same cut is aained. 
Lemma 3.3. Let G, t ,D,k, r , Sr be dened as in Lemma 3.2. Let
A ⊂ V be some cuboid [A1] × . . . × [AD ] with |A| = t . Suppose
there exist exactly r indices i1, . . . , ir that maintain Aik = aik . en,E (Sr , Sr ) ≤ E (A,A).
Proof. If A can be transformed into Sr by changing the order
of equal-sized dimensions (i.e., A is a rotation of Sr ) then the equal-
ity is trivial. By assumption, A and Sr both fully cover exactly r
dimensions. en, since A is not a rotation of Sr , there must exist
dimensions i, j such that Ai < t
1
D−r < Aj . at is, the projection
of A on the dimensions i, j is an oblong rectangle and not a square.
In this case, the lemma follows directly by applying to A the same
counting argument used in the proof of Lemma 3.2.
Suppose ∃j such that Aj = aj and Sr j , aj . Since A is not a
rotation of Sr , and by denition, Sri = ai for aD−r , . . . ,aD , then
a face of A contributes at least a factor of ajaD−r more edges to the
perimeter than a face of Sr . us,
E (Sr , Sr ) ≤ E (A,A) with
equality if and only if A is a rotation of Sr . 
A central implication of eorem 3.1 is that for large values of
t with ropt = D − 1, the size of the perimeter is bounded below
by 2 ·∏Di=2 ai . In particular, the bisection bandwidth is improved
the closer a1t is to t
D−1
D . is is consistent with the result of [12]
regarding the bisection bandwidth of the Blue Gene/Q network,
and leads us to an easy corollary.
Corollary 3.4. LetG = (V ,E) be the network graph of a Blue Gene/Q
machine, and letA be a cuboid of midplanes with dimensionsA1×. . .×
A4. If ∃B ⊂ V with dimensions B1 × . . . × B4 such that |A| = |B | and
B1
|A | <
A1
|A | , then B has strictly greater internal bisection bandwidth
than A.
3.2 Analysis of Blue Gene/Q Systems
We apply Lemma 3.2 to the partitions in Mira and JUQUEEN, and
obtain their bisection bandwidths. Using Lemma 3.3, partition
geometries with improved bisection bandwidth are found.
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Figure 1: Mira: Normalized bisection bandwidth of
currently-dened and proposed partition geometries. Each
link contributes 1 unit of capacity.
Mira. Not all cuboids of midplanes are permied by Mira’s sched-
uler. ere is a predened list of partitions that may be used (see
Table 6 in Appendix B). Where possible, we propose partitions of
identical size and greater internal bisection bandwidth (see Table 1
and Figure 1). With the assistance of the operators of Mira, we
were able to allocate the new partitions for the duration of our
experiments. is allowed us to conduct benchmark comparisons
(see Section 4).
JUQUEEN. Partitions of JUQUEEN’s network can be any cuboids
of midplanes that t inside the full network. Users may request
partitions by specifying either their exact geometry in midplanes, or
by specifying only the overall size. For some sizes, partitions both
optimal and sub-optimal in terms of internal bisection bandwidth
are permissible by the job scheduler. When only a partition size
is specied, inconsistent performance may occur if one part of a
user’s executions is allocated optimal partitions, and another part
is not.
Table 1: Mira: partial list of normalized bisection band-
widths of current and proposed partitions, showing only
rows where the bisection is increased. Full list in Table 6,
Appendix B.
P Midplanes Current Geometry BW Proposed Geometry Proposed BW
2048 4 4 × 1 × 1 × 1 256 2 × 2 × 1 × 1 512
4096 8 4 × 2 × 1 × 1 512 2 × 2 × 2 × 1 1024
8192 16 4 × 4 × 1 × 1 1024 2 × 2 × 2 × 2 2048
12288 24 4 × 3 × 2 × 1 1536 3 × 2 × 2 × 2 2048
4 EXPERIMENTS
We support our theoretical predictions with the following experi-
ments: (A) bisection pairing; (B) matrix multiplication; and (C) sim-
ulation of strong scaling test.
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Figure 2: JUQUEEN:Normalized bisection bandwidth of best
andworst-case partition geometries. Each link contributes 1
unit of capacity. e ‘spiking’ drops correspond to partitions
whose size requires them to be ring-shaped, and hence have
small bisection bandwidth.
Table 2: JUQUEEN: partial list of normalized bisection band-
widths of optimal and worst-case partitions, showing only
rows where best and worst cases dier. Full list in Table 7,
Appendix B.
P Midplanes Worst Geometry Worst BW Best Geometry Best BW
2048 4 4 × 1 × 1 × 1 256 2 × 2 × 1 × 1 512
3072 6 6 × 1 × 1 × 1 256 3 × 2 × 1 × 1 512
4096 8 4 × 2 × 1 × 1 512 2 × 2 × 2 × 1 1024
6144 12 6 × 2 × 1 × 1 512 3 × 2 × 2 × 1 1024
8192 16 4 × 2 × 2 × 1 1024 2 × 2 × 2 × 2 2048
12288 24 6 × 2 × 2 × 1 1024 3 × 2 × 2 × 2 2048
e proposed partitions on Mira were made available for our
experiments by the generous assistance of the system operators
of Mira, who let us use a temporarily modied processor alloca-
tion policy. is did not require modifying the network’s physical
structure, but rather only the soware-dened policy.
4.1 Bisection pairing experiment
Experimental seings. We performed a ping-pong benchmark
using the furthest-node scheme outlined in [12], which pairs nodes
that are located at a maximal number of hops from each other.
e benchmark was performed as follows: each pair of compute
nodes simultaneously sends to and receives from its counterpart
a message of xed size. is was repeated for 30 rounds without
synchronization across distinct pairs. e rst 4 rounds were treated
as warm-up, and were not counted in the total time. To prevent
unexpected behaviors due to caching eects, the messages were
randomly generated between each round. A single link in the
Blue Gene/Q network topology has a bandwidth of 2 Gigabyte per
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Figure 3: Mira: Bisection pairing experiment, using 4 warm-
up rounds and 26 communication rounds, with messages of
size 0.1342 Gigabyte.
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Figure 4: JUQUEEN: Bisection pairing experiment, using 4
warm-up rounds and 26 communication rounds, with mes-
sages of size 0.1342 Gigabyte. As shown in Table 2, the aver-
age bisection bandwidth per node is identical for the 4 and
8 midplane partitions, but is 50% smaller for the 6 midplane
partition. is is consistent with the observed results.
second per direction [12], and so the total communication volume
between each pair of ranks was set to 2 Gigabytes, broken into
16 chunks sized 0.1342 Gigabytes each, to maximize the induced
contention and its visibility. We compared the performance of
currently-used partitions against the proposed partitions on Mira,
and measured the average time required for a pair of nodes to
complete all rounds. is was replicated on JUQUEEN, where we
compared best-case and worst-case partitions.
Table 3: Parameters of the matrix multiplication experi-
ment on Mira.
P Midplanes MPI Ranks Max. active cores Avg. cores per proc Matrix dimension
2048 4 31213 16 15.24 32928
4096 8 31213 8 7.62 32928
8192 16 31213 4 3.81 32928
12288 24 117649 16 9.57 21952
Results. e results for Mira and JUQUEEN are described in
Figure 3 and Figure 4, respectively. On both Mira and JUQUEEN,
the dierence in average execution time is at least a factor of 1.92
where the predicted factor is 2.00 (except for 24 midplanes on Mira,
where it is 1.44 and 1.50, respectively). is conrms the impact of
partition geometry on the network contention and execution time,
and shows our predicted speedup is aainable for contention-bound
workloads on both systems. An unexpected dierence can be seen
between the currently-dened and proposed partitions on Mira
when running on 16 and 24 midplanes. e 9.7% increase between
the currently-dened 16 and 24 partitions may be aributed to a
combination of noise and low path diversity relative to the other
partition geometries worsening the contention. In addition, the
fact that some of the network links of the size 3 dimension in the
24 midplane partition are only utilized in one direction may have
also caused a mild increase in eective resource contention. For
the proposed partitions, the increase between 16 and 24 partitions
is expected, since the node count was increased by a factor of 1.5
while the bisection bandwidth remained constant. In summary, the
bisection pairing experiment results agree almost perfectly with
our predictions.
4.2 Matrix multiplication experiment
Experimental seings. In order to measure the impact of our nd-
ings on real-life applications, we benchmark the performance of
the Strassen-Winograd matrix multiplication algorithm. We used
the same set of parameters for equal-sized partitions. However, pa-
rameters were adjusted based on the partition sizes. Table 3 details
the parameters of each execution. We used a parallel implementa-
tion by [8, 25] on random inputs between the dierent partition
geometries. e experimental constraints of that [8, 25] hold here.
Namely, there must be exactly f · 7k MPI ranks, where f and k
are integers and 1 ≤ f ≤ 6, and the matrix dimension must be a
multiple of f · 2r · 7
⌈ k
2
⌉
. We could not disable some of the compute
nodes in a partition, as the additional network resources belong-
ing to those ‘disabled’ nodes would still be utilized by the system.
However, Mira has no partitions that contain exactly 7k midplanes
for any k > 1. We therefore used multiple cores in each processor
in order to create the required rank count, and tried to minimize
the imbalance in compute and communication costs between the
physical processors. Parameter selection is described in Table 3.
For example, the execution on 8 midplanes had a total of 31, 213
MPI ranks, and each compute node was allowed to use up to 8 cores
(where each core may only be associated with a single rank).
Results. Time spent performing computation does not signi-
cantly dier between partition geometries of the same size. ese
computation costs are 0.554, 0.5115, 0.4965 and 0.0604 seconds for
5
4, 8, 16 and 24 midplanes, respectively. Communication costs of
runs using proposed partitions were smaller by factors of ×1.37
up to ×1.52 than all executions which utilized currently-dened
partitions (see Figure 5). e total wall-clock time was smaller by
factors of ×1.08 up to ×1.22, due to the common computation costs.
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Figure 5: Mira: Matrix multiplication experiment. ree
executions were performed for each midplane count and
each partition type. Costs oset by communication-hiding
are not presented. For both partition types, they are
0.059, 0.067, 0.099 and 0 seconds for 4, 8, 16 and 24 midplanes,
respectively. Results are described using communication
time instead of wallclock as the additional computation
time for identical workloads is not relevant to the con-
tention costs.
4.3 Simulation of strong scaling test
Motivation. When optimal and sub-optimal partitions are ran-
domly selected by the job scheduler, unnoticed variations in the
bisection bandwidth can potentially result in false conclusions re-
garding the scaling behavior of an algorithm. e purpose of this
experiment is to test the possibility of contention costs to cause a
parallel algorithm that has good strong scaling properties to appear
as though it does not. For example, consider the results of the bisec-
tion pairing experiment on JUQUEEN (see Figure 4) and suppose
the runs on up to 6 midplanes are assigned only proposed partitions,
but the runs on 8 and 12 midplanes are assigned only worst-case
partitions. Without knowledge of the bisection bandwidths avail-
able to each execution, the runtime may seem to increase linearly
with midplane count, which is clearly incorrect.
Experimental seings. We used the same code as in Experiment B,
and were subject to the same constraints in parameter selection.
We could not use more than 3 distinct midplane counts in the
experiment without altering other parameters such as the matrix
dimension. In order to show two scalability plots with a common
Table 4: Strong scaling experiment parameters on Mira, per-
forming matrix multiplication with dimension 9408.
P Midplanes MPI Ranks Max. active cores Avg. cores per proc Current Bw Proposed BW
1024 2 2401 4 2.34 256 256
2048 4 4802 4 2.34 256 512
4096 8 9604 4 2.34 512 1024
point, we chose midplane sizes 2, 4 and 8, and a matrix dimension
of 9408 storing double-precision values. ere is only one way to
dene a cuboid of 2 midplanes, and so the smallest execution used
a partition common to both the current and proposed geometries.
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Figure 6: Mira: Strong-scaling experiment. e run on 2mid-
planes allows only one partition geometry. Floating values
indicate communication times. Communication costs hid-
den by computations were not counted.
Results. is experiment was partly successful, as the results
indicate a linear decrease of communication costs when strong
scaling from 2 midplanes to 8 using the proposed partition geometry,
but only a sub-linear decrease when using the current partitions.
erefore, a user should be advised that a test of the computation’s
strong scaling behavior using the currently-dened partitions may
incorrectly indicate it cannot linearly scale beyond 4 midplanes.
Runs on all partition types exhibited super-linear scaling of the
communication costs between 2 and 4 midplanes, regardless of
partition geometry used. As the dierence in bisection bandwidth
is exactly ×2, link contention alone cannot account for the eect.
e exact source of the super-linear speedup is not fully un-
derstood. It may be related to the fact that the data ts entirely
within the shared L2 cache when using 4 and 8 midplanes, but
not when using 2 midplanes. Perhaps this allowed the dedicated
communications core to more eciently move the data.
More specically, each of Mira’s processors has 32 Megabyte
of L2 cache storage shared by all its cores, and an additional core
used for communications. is means 32, 64, and 128 Gigabyte of
combined L2 storage for 2, 4, and 8 midplanes, respectively. e ex-
ecution paern the BFS-DFS matrix multiplication algorithm used
6
was 4 BFS steps, requiring a combined minimum of 3 ·
(
7
4
)4 ·8 ·94082
bytes, or 18.55 Gigabyte in order to store all matrices across all
processors, added with a similar amount of space for the communi-
cations library buers. When the overall space requirement exceeds
the L2 memory of 2 midplanes, this results in cache misses and
use of the slower RAM, hence a slowdown for the executions on
2 midplanes. is somewhat muddles the visibility of scalability
properties of the fast matrix multiplication computation. It remains
evident that the scaling is beer when the proposed geometries are
used. Specically, the computation on 2 midplanes exhibits a ×4.4
decrease in communication costs on 8 midplanes in a proposed
geometry, and a ×3.3 decrease when using the current geometry.
erefore, the fast matrix multiplication algorithm may be incor-
rectly surmised to have a smaller strong scaling range on Mira if
evaluated only using the current partition geometries. More ex-
treme disparities are possible: given the bisection bandwidth of the
2 and 4 midplane partitions in Table 4, a computation’s wallclock
time may remain identical on both 2 and 4 midplanes even if the
computation can linearly scale to 16 midplanes and beyond.
5 DISCUSSION
In this work, we focus on potential performance boosts due to im-
proved internal bisection bandwidth of partitions. Determining the
importance of such speedups relative to other possible machine
design optimization goals is beyond the scope of this work. Partic-
ularly, there are many motivations to the design and installation of
specic supercomputer systems, as well as to seing a processor
allocation policy. Such motivations may include computational
kernels or specic job sizes deemed particularly important for the
system, or even specic soware that is intended to be executed
oen. Further reasons may include packing of jobs aecting overall
system utilization, cabling complexity, cooling, and ease of access
and maintenance.
Application to other topologies
We discussed the IBM Blue Gene/Q network topology in great
detail, but our method applies to arbitrary network topologies if
edge-isoperimetric problems can be eciently solved on their net-
work graphs. When the network graph is regular and has uniform
link capacity – which is the case in almost all networks of super-
computers (except Dragony; see below) – isoperimetric analysis
is sucient to determine the small-set expansion of the graph. is
provides additional information to merely the bisection bandwidth,
and can predict contention bolenecks at locations other than the
network bisection [7].
e ToFu interconnect used by the K Computer [3] is a high-
dimensional torus with certain similarities to Blue Gene/Q. Torus
networks of lower dimension, such as the Cray XK7 3D-torus ma-
chine Titan [27], may require a formulation of the edge-isoperimetric
problem that considers weighted edges.
For hypercube-based supercomputers such as Pleiades [26], the
edge-isoperimetric problem is long solved in [16], and so our method
is directly usable.
For Fat-Tree topologies, the application of our method is more
challenging. If the processor allocation policy permits distinct
jobs to share network resources, then the available link capacity
may be smaller than isoperimetric analysis alone would indicate.
If sharing of network resources is forbidden, then the policy is
expected to be so constrained that our method will not be able to
obtain improvements.
HyperX networks are Cartesian products of cliquesKa1 , . . . ,KaD .
e number of cliques in the product and their exact sizes are both
variable. Each clique may have a dierent link capacity; when all
links have the same capacity, the HyperX network is said to be
regular. Finding an optimal HyperX structure for a xed vertex
count is performed by exhaustive search [2]. e network bisection
bandwidth is aained by selecting half of the vertices inKi for some
1 ≤ i ≤ D and all vertices inKj for i , j [2]. e edge-isoperimetric
problem for regular HyperX network graphs is solved in [24], by
choosing vertices of the product cliques in order of descending size.
Dragony networks [20] as implemented in the Cray XC se-
ries [4] are a collection of ‘groups’ each containing up to 96 Aries
routers, where each group is an instance of K16 ×K6. Links belong-
ing to the K6 clique have a normalized capacity of 3 relative to the
K16 links, requiring a weighted version of the edge-isoperimetric
problem to be used. Unlike HyperX, the Dragony network also
contains inter-group links with a normalized capacity of 4. To
apply our method to a Dragony-based system, it is necessary to
model the inter-group links to create the network graph. We are
unaware of any public description of the inter-group link arrange-
ment, but [17] discusses three possible schemes for such systems.
A further minor challenge is the pairing of Aries routers: unlike an
edge in a simple graph, each endpoint of an inter-group link is a pair
of adjacent Aries routers. It may thus be necessary to introduce the
constraint of t even when considering edge-isoperimetric problems
on these networks.
e Slim Fly network topology is more dicult to analyze in
the general case, since the cabling layout varies greatly based on
the global network size, necessitating exhaustive search [9]. Given
the complexity of nding such constructions, the existence of a
general solution to edge-isoperimetric problems that ts all possible
constructions seems unlikely.
Sequoia. Installed at Lawrence Livermore National Laboratory, it
is the largest Blue Gene/Q system in production. Sequoia is ranked
6th in the November 2017 list of top 500 supercomputers [15]. It
has 98304 compute nodes, with network size 16 × 16 × 16 × 12 × 2,
or 4 × 4 × 4 × 3 midplanes [22]. Sequoia’s scheduler seems to
support all partition geometries supportable that the Blue Gene/Q
network allows (similarly to JUQUEEN). Hence, both optimal and
sub-optimal permissible partitions may be dened for certain mid-
plane counts. Sequoia transitioned into classied work in 2013 [21].
We thus could not perform experiments on that system, but de-
pending on its allocation policy it may be possible to improve its
network performance using our analysis.
Machine design
e ratio of maximal dimension and total machine sizes inuences
the global bisection bandwidth, we can reason about the design of
an entire Blue Gene/Q network. Recall that JUQUEEN has a network
size of 7 × 2 × 2 × 2 (56 midplanes in total). We consider similar
machines with 48 and 54 midplanes (denoted here JUQUEEN-48
and JUQUEEN-54, respectively), with more balanced dimension
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Figure 7: Normalized bisection bandwidth comparison be-
tween JUQUEEN and hypothetical machines JUQUEEN-48
and JUQUEEN-54. We assume that JUQUEEN always uses
best-case partitions.
sizes. JUQUEEN-54 has dimensions 3 × 3 × 3 × 2, and JUQUEEN-48
has dimensions 4 × 3 × 2 × 2.
Mira has network size 4×4×3×2. As the networks of JUQUEEN-
54 and JUQUEEN-48 are both subgraphs of Mira’s, their physical
construction is clearly feasible.
Both these machines have fewer midplanes than JUQUEEN, but
have beer (greater) bisection bandwidth due to their network
sizes. A comparison of bisection bandwidths of partitions of those
theoretical machines against the optimal allocations of JUQUEEN
is presented in Figure 7, and a full listing of optimal partitions for
all three machines appears in Table 5. e network bandwidths
of partitions of both theoretical machines are identical to those of
JUQUEEN when utilizing smaller partitions, and strictly greater
on the largest partition sizes. Since JUQUEEN is a larger system,
applications that are able to perfectly strong scale to its full size
will still exhibit superior performance when executed on the entire
machine. However, in nearly all other cases, JUQUEEN cannot
outperform the smaller theoretical machines. On contention-bound
workloads, the suggested machines are predicted to perform at least
as well as JUQUEEN, and aain speedup factors up to ×2 and ×1.5
for JUQUEEN-54 and JUQUEEN-48, respectively. e partition
geometries of proposed machines are described in Table 5.
Future Work. Our conjecture about the optimality of Equation 3
for arbitrary subsets remains open.
We believe further speedups on Blue Gene/Q can be demon-
strated for several kernels of interest. Direct N -body simulation
have greater asymptotic contention cost lower bounds than fast
matrix multiplication [7], increasing the impact of the internal bi-
section bandwidth. High-performance implementations of FFT,
classical matrix multiplication, and other common kernels may
beer utilize the available hardware resources, decreasing the ra-
tio of time spent performing computation. For both those cases,
Table 5: Full list of best-case partitions in JUQUEEN and the
two proposed machines JUQUEEN-54 and JUQUEEN-48. Di-
mensions are listed in sorted order, BW is normalized bisec-
tion bandwidth.
P Midplanes JUQUEEN J BW JUQUEEN-54 J-54 BW JUQUEEN-48 J-48 BW
512 1 1 × 1 × 1 × 1 256 1 × 1 × 1 × 1 256 1 × 1 × 1 × 1 256
1024 2 2 × 1 × 1 × 1 256 2 × 1 × 1 × 1 256 2 × 1 × 1 × 1 256
1536 3 3 × 1 × 1 × 1 256 3 × 1 × 1 × 1 256 3 × 1 × 1 × 1 256
2048 4 2 × 2 × 1 × 1 512 2 × 2 × 1 × 1 512 2 × 2 × 1 × 1 512
2560 5 5 × 1 × 1 × 1 256
3072 6 3 × 2 × 1 × 1 512 3 × 2 × 1 × 1 512 3 × 2 × 1 × 1 512
3584 7 7 × 1 × 1 × 1 256
4096 8 2 × 2 × 2 × 1 1024 2 × 2 × 2 × 1 1024 2 × 2 × 2 × 1 1024
4608 9 3 × 3 × 1 × 1 768 3 × 3 × 1 × 1 768
5120 10 5 × 2 × 1 × 1 512
6144 12 3 × 2 × 2 × 1 1024 3 × 2 × 2 × 1 1024 3 × 2 × 2 × 1 1024
7168 14 7 × 2 × 1 × 1 512
8192 16 2 × 2 × 2 × 2 2048 2 × 2 × 2 × 2 2048 2 × 2 × 2 × 2 2048
9216 18 3 × 3 × 2 × 1 1536 3 × 3 × 2 × 1 1536
10240 20 5 × 2 × 2 × 1 1024
12288 24 3 × 2 × 2 × 2 2048 3 × 2 × 2 × 2 2048 3 × 2 × 2 × 2 2048
13824 27 3 × 3 × 3 × 1 2304
14336 28 7 × 2 × 2 × 1 1024
16384 32 4 × 2 × 2 × 2 2048 4 × 2 × 2 × 2 2048
18432 36 3 × 3 × 2 × 2 3072 3 × 3 × 2 × 2 3072
20480 40 5 × 2 × 2 × 2 2048
24576 48 6 × 2 × 2 × 2 2048 4 × 3 × 2 × 2 3072
27648 54 3 × 3 × 3 × 2 4608
28672 56 7 × 2 × 2 × 2 2048
the impact of internal bisection bandwidth on wallclock time is
predicted to be greater than in Experiment B.
Similar isoperimetric analysis can be conducted on other net-
works to potentially improve processor allocation policies, and
to ensure contention-related eects do not unnecessarily inhibit
scaling.
Testing bisection sensitivity of machine benchmarks can be done
by comparing the score of equal-sized partitions with dierent
bisection bandwidths.
Designing new network topologies, and evaluating existing ones,
should be done with their partitioning constraints and internal bi-
section bandwidths in mind. Such considerations can reveal specic
partition sizes for which the network performs poorly, and makes
it easier to solve such issues.
Processor allocation policy decisions of job schedulers can be
improved if they are informed whether a given computation is
expected to be network-bound or not. For example, if a partition
with sub-optimal bisection bandwidth is currently available for use,
a scheduler may decide whether to allocate it to a pending job, or to
wait for a partition with beer bisection bandwidth. is decision
can be contingent on a user-provided hint which indicates whether
the job is expected to be contention-bound or not.
Conclusions
We presented a method for analyzing processor allocation policies
using an isoperimetric analysis of the network graph, and deter-
mining whether any partition geometries induce sub-optimal in-
ternal bisection bandwidth. We applied our method to two leading
Blue Gene/Q supercomputers; demonstrated performance improve-
ments for various workloads; and have shown how to apply our
method to other networks.
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A MACHINE PARTITIONS
Table 6: Mira: normalized bisection bandwidths of all cur-
rent and proposed partitions.
P Midplanes Current Geometry BW New Geometry New BW
512 1 1 × 1 × 1 × 1 256
1024 2 2 × 1 × 1 × 1 256
2048 4 4 × 1 × 1 × 1 256 2 × 2 × 1 × 1 512
4096 8 4 × 2 × 1 × 1 512 2 × 2 × 2 × 1 1024
8192 16 4 × 4 × 1 × 1 1024 2 × 2 × 2 × 2 2048
12288 24 4 × 3 × 2 × 1 1536 3 × 2 × 2 × 2 2048
16384 32 4 × 4 × 2 × 1 2048
24576 48 4 × 4 × 3 × 1 3072
32768 64 4 × 4 × 2 × 2 4096
49152 96 4 × 4 × 3 × 2 6144
Table 7: Full list of JUQUEEN allocation best andworst cases
by compute node count P . Dimensions are listed in sorted or-
der, BW is bisection bandwidths normalized by link capac-
ity.
P Midplanes Worst-case Geometry Worst BW Proposed Geometry Proposed BW
512 1 1 × 1 × 1 × 1 256
1024 2 2 × 1 × 1 × 1 256
1536 3 3 × 1 × 1 × 1 256
2048 4 4 × 1 × 1 × 1 256 2 × 2 × 1 × 1 512
2560 5 5 × 1 × 1 × 1 256
3072 6 6 × 1 × 1 × 1 256 3 × 2 × 1 × 1 512
3584 7 7 × 1 × 1 × 1 256
4096 8 4 × 2 × 1 × 1 512 2 × 2 × 2 × 1 1024
5120 10 5 × 2 × 1 × 1 512
6144 12 6 × 2 × 1 × 1 512 3 × 2 × 2 × 1 1024
7168 14 7 × 2 × 1 × 1 512
8192 16 4 × 2 × 2 × 1 1024 2 × 2 × 2 × 2 2048
10240 20 5 × 2 × 2 × 1 1024
12288 24 6 × 2 × 2 × 1 1024 3 × 2 × 2 × 2 2048
14336 28 7 × 2 × 2 × 1 1024
16384 32 4 × 2 × 2 × 2 2048
20480 40 5 × 2 × 2 × 2 2048
24576 48 6 × 2 × 2 × 2 2048
28672 56 7 × 2 × 2 × 2 2048
10
