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Abstract. The uniformization method (also known as randomization) is a numerically stable
algorithm for computing transient distributions of a continuous time Markov chain. When the solu-
tion is needed after a long run or when the convergence is slow, the uniformization method involves
a large number of matrix-vector products. Despite this, the method remains very popular due to its
ease of implementation and its reliability in many practical circumstances. Because calculating the
matrix-vector product is the most time-consuming part of the method, overall efficiency in solving
large-scale problems can be significantly enhanced if the matrix-vector product is made more eco-
nomical. In this paper, we incorporate a new relaxation strategy into the uniformization method
to compute the matrix-vector products only approximately. We analyze the error introduced by
these inexact matrix-vector products and discuss strategies for refining the accuracy of the relax-
ation while reducing the execution cost. Numerical experiments drawn from computer systems and
biological systems are given to show that significant computational savings are achieved in practical
applications.
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1. Introduction. Computing transient probabilities is an important problem in
Markov chain modeling. Numerical techniques are based on solving the Chapman–
Kolmogorov system of differential equations:
(1)
⎧⎪⎨⎪⎩
dw(t)
dt
= Aw(t), t ∈ [0, T ],
w(0) = v, an initial probability distribution.
The coefficient matrix A is an infinitesimal generator of order n, where n is the
number of states in the Markov chain. Thus A ∈ Rn×n, with elements aij ≥ 0 when
i = j, and ajj = −
∑n
i=1,i =j aij , which means that A is a minus Z-matrix [2] with zero
column sum (our notation uses column vectors and transposes the transition matrix;
see, e.g., [18, section 8.5.2]). Of interest is the transient solution, w(t), which is given
by the solution of (1) and is known to be
(2) w(t) = etAv.
Since the matrix exponential can be full even when the original matrix is sparse,
the practical computation of etA in full remains possible only when A is relatively
small, i.e., when the number of states in the Markov chain does not exceed a few hun-
dreds. Examples of such methods can be found in Moler and Van Loan [11]. In gen-
eral, aspects such as size, stiffness, and accuracy are the main concerns when solving
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INEXACT UNIFORMIZATION FOR MARKOV CHAINS 2563
Markov chains numerically. Solution techniques for large-scale problems include
general ODE solvers and Krylov-based methods [13, 14, 18]. However, Markovian
analysts have traditionally used the uniformization method, which still remains very
popular. Evidence suggests that it can work very well, especially on nonstiff prob-
lems [15], and this is one of the reasons why it remains one of the most widely used
methods for computing transient solutions.
Because the matrix-vector product is the most time-consuming part of the uni-
formization method, the overall efficiency of the method in solving large-scale prob-
lems can be significantly enhanced if the matrix-vector product is made more eco-
nomical. In this paper, we incorporate a new relaxation strategy into the method
so as to perform matrix-vector products only approximately. We analyze the error
introduced by these inexact matrix-vector products, and discuss strategies for refining
the accuracy of the relaxation while reducing the execution cost. Numerical exper-
iments drawn from computer systems and biological systems show that significant
computational savings are achieved in practical applications.
The paper is structured as follows. Section 2 provides a brief overview of the uni-
formization method. Section 3 describes our proposed variant of the method based on
matrix-vector products that are inexact. An analysis of the error is given, and strate-
gies to refine the accuracy while reducing the execution cost are discussed. Section 4
presents some numerical results. Section 5 provides some concluding remarks.
2. The uniformization method. The uniformization (or randomization)
algorithm is based on the evaluation of the th partial Taylor series expansion of
the matrix exponential [6, 7]. The length  is determined so that the prescribed toler-
ance on the approximation is fulfilled. Since A is a minus Z-matrix (i.e., the diagonal
elements of A are negative and the off-diagonal elements are nonnegative), a naive
use of the expression
w(t) = etAv ≈ v + tA
1!
v + · · ·+ (tA)

!
v + · · ·
is subject to severe roundoff errors due to terms of alternating signs. Thus the uni-
formization technique instead uses the modified formulation
w(t) = eαt(P−I)v = e−αteαtP v, P = I +
1
α
A, α = max
i
|aii|,
where 0≤P ≤1 componentwise and ‖P ‖1 = 1. The resulting truncated approximation
(3) w(t) =
∑
k=0
e−αt
(αt)k
k!
P kv
involves only nonnegative terms and becomes numerically stable. If εtol denotes the
prescribed error tolerance, the condition
‖w(t)−w(t)‖1 ≤ εtol
leads to a choice of  such that
(4)
∑
k=0
e−αt
(αt)k
k!
≥ 1− εtol.
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2564 ROGER B. SIDJE, KEVIN BURRAGE, AND SHEV MACNAMARA
The length  may therefore be determined simply by adding up the above series until
the inequality is met. In fact, practical implementations will subdivide the integration
domain to prevent overflow issues. Specifically, choose θ in advance (say, θ = 100),
and set
m =
⌈
αt
θ
⌉
, t¯ =
t
m
;
then we have
(5) w(t) =
(
e−αt¯eαt¯P
)m
v = e−αt¯eαt¯P · · · e−αt¯eαt¯P v,
which is evaluated from left to right, and each step amounts essentially to our earlier
discussion with different v’s and a reduced t¯ such that αt¯ ≤ θ. The overall scheme is
summarized in the pseudocode below.
Algorithm 1: Uniformization(t, A, v, εtol).
{Compute w ≈ exp(tA)v}
1. α = maxi |aii| ; P := I +A/α ;
2. θ := 100 ; m := αt/θ	 ; t := t/m ;
3. s := αt ; r := e−s ;
4. Choose  to satisfy (4) ;
5. w := v ;
6. for i := 1 : m do
7. f := w ;
8. for k := 1 :  do
−→ 9. f := skPf ;
10. w := w + f ;
11. end
12. w := rw ;
13. end
The popularity of uniformization is related to three main facts. First, its sim-
plicity and malleability facilitate its implementation—only a matrix-vector product is
needed per Horner-like iteration, with absolutely minimal extra storage (the matrix
P need not be formed explicitly). Second, it works surprisingly well in a great vari-
ety of circumstances. Third, and perhaps most significantly, the transformation from
A to P has a concrete interpretation. The matrix P is stochastic and is the tran-
sition matrix of a discrete time Markov chain (DTMC) that emulates the behavior
of the continuous time Markov chain (CTMC), whose infinitesimal generator is A.
As described in Gross and Miller [7], this probabilistic interpretation allows deriving
other parameters of interest. A shortcoming of uniformization is that  is likely to
be large, and thus (3) involves many matrix-vector multiplications, for large values
of αt. Therefore, making the matrix-vector product economical, as we are proposing,
can substantially decrease the execution time.
3. Inexact uniformization. Over recent years, there has been a growing inter-
est in using inexact (or relaxed) matrix-products that are computed only to sufficient
accuracy as needed [3, 16, 19]. Such interest has been motivated by applications
where the matrix is not known exactly or is too expensive to apply. Most of the
studies have focused, however, on Krylov subspace methods because by construction
they are matrix-free and heavily dependent on matrix-vector products. The results
obtained there have so far been quite promising [4, 10].
D
ow
nl
oa
de
d 
12
/1
5/
15
 to
 1
30
.1
02
.8
2.
11
0.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
INEXACT UNIFORMIZATION FOR MARKOV CHAINS 2565
3.1. The inexact uniformization algorithm. Based on this evidence, we are
interested in developing an inexact uniformization, where the matrix in statement 9
of Algorithm 1 is allowed to be P + Ek, where Ek is an error matrix at the kth
step, and can change at each iteration. Thus, at each step, rather than computing
fk =
αt
k Pfk−1, we compute an approximation f˜k =
αt
k (P +Ek)f˜k−1. Directly doing
such a substitution is, however, fraught with the risk of corrupting the computations.
To understand why, observe that if we are to compute f˜k =
αt
k (P + Ek)f˜k−1, the
sequence of ‖f˜k‖ grows before it decays, amplifying any error introduced and/or
making it difficult to monitor the error. In general, this illustrates a possible pitfall
when converting an existing method to using an inexact matrix-vector product. Thus
we draw the attention of the reader to the fact that it may sometimes be necessary
to recast an algorithm for it to fully benefit from the inexact matrix-vector idea.
In our present case, a small yet vital change is needed to make the approach
successful. In this formulation, we split the computations using
γk =
(αt)k
k!
and
f˜k = (P +Ek)f˜k−1,
where Ek is the error matrix at step k. The updated algorithm is given below, showing
the change (statement 11 of Algorithm 2).
Algorithm 2: InexactUniformization(t, A, v, εtol).
{Compute w ≈ exp(tA)v}
1. α = maxi |aii| ; P := I +A/α ;
2. θ := 100 ; m := αt/θ	 ; t := t/m ;
3. s := αt ; r := e−s ;
4. Choose  to satisfy (4) ;
5. w := v ;
6. for i := 1 : m do
7. γ := 1 ;
8. f := w ;
9. for k := 1 :  do
10. γ := γ sk ;−→11. f :≈ Pf ;
12. w := w + γf ;
13. end
14. w := rw ;
15. end
If we were using exact arithmetic with Ek = 0, we would generate the sequence
of vectors fk = Pfk−1, which themselves would remain probability vectors, but with
our relaxation approach, we compute
eαtw˜ = v +
∑
k=1
(αt)k
k!
(P +Ek) · · · (P +E1)v
= v +
∑
k=1
(αt)k
k!
(P k + Ek)v,
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2566 ROGER B. SIDJE, KEVIN BURRAGE, AND SHEV MACNAMARA
where
Ek = (P +Ek) · · · (P +E1)− P k.
Therefore the global error due to the inexact matrix-vector products is
(6) w − w˜ = −
∑
k=1
e−αt
(αt)k
k!
Ekv,
and the total error is
(7) ‖w − w˜‖1 = ‖(w −w) + (w − w˜)‖1 ≤ εtol + ‖w − w˜‖1.
In order to show that our inexact scheme is a viable approach, we have to show
that the gap between the true solution and the computed solution, ‖w − w˜‖1, can
be bounded in a practically useful way. This correlates with [16, 19], where a bound
is established for the gap between the true residual and the computed residual in
the context of linear systems. To obtain a meaningful bound in our context, it is
helpful to consider the relationship between the global error and the local errors.
This relationship is derived in the following result.
Theorem 3.1. Let f˜0 ≡ v be the given starting vector, and for k = 1, . . . ,  let
f˜k be the approximate vector computed by the inexact matrix-vector product at step k,
and let εk be the corresponding local error, that is,
P f˜k−1 = f˜k + εk, k = 1, . . . , .
Then the global error of the inexact uniformization method satisfies
(8) w − w˜ =
∑
k=1
e−αt
(αt)k
k!
k∑
j=1
P k−jεj
and therefore
(9) ‖w − w˜‖1 ≤
∑
k=1
‖εk‖1.
Proof. We have
eαtw˜ = f˜0 +
∑
k=1
(αt)k
k!
f˜k
= v +
∑
k=1
(αt)k
k!
(P f˜k−1 − εk)
= v +
∑
k=1
(αt)k
k!
(P kv − P k−1ε1 − P k−2ε2 − · · · − εk).
Hence (8) follows immediately. And, using the fact that ‖P ‖1 = 1, we obtain
‖w−w˜‖1 ≤
∑
k=1
e−αt
(αt)k
k!
k∑
j=1
‖εj‖1 ≤
(
∑
k=1
e−αt
(αt)k
k!
)
∑
k=1
‖εk‖1 ≤
∑
k=1
‖εk‖1.
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INEXACT UNIFORMIZATION FOR MARKOV CHAINS 2567
Corollary 3.2. With the same notation as in Theoreom 3.1, the accumulated
error due to the inexact matrix-vector products satisfies
fk − f˜k = −Ekv = −
k∑
j=1
P k−jεj
and therefore
‖fk − f˜k‖1 = ‖Ekv‖1 ≤
k∑
j=1
‖εj‖1.
Proof. The result can be inferred from (6) and (8) and the uniqueness of the
Taylor expansion. Another way is to expand fk − f˜k = P (fk−1 − f˜k−1)− εk.
The above analysis shows that the local errors in the matrix-vector products
provide a useful mechanism for estimating the accumulated errors. And more sig-
nificantly, (9) shows that the global error grows only linearly with the local errors,
which implies that the algorithm is robust. When the domain is split as shown in
(5), we do not have f˜0 = v anymore, but the analysis can be easily extended to this
case by setting f˜0 = v + ε0, with v understood as the current operand and ε0 as the
error so far. We now discuss some ways of relaxing the matrix-vector product while
controlling the local error.
3.2. Monitoring the inexact matrix-vector product. For very large prob-
lems, the probability sum condition ‖f‖1 = 1 Tf = 1 implies that some of the com-
ponents of f must necessarily be zero or at least very small. In other words, the most
significant part of the support of the distribution at a given time is limited to a few
components corresponding to the subset of most likely reachable states at that time.
This subset changes over time, and hence the most significant part of the support
changes over time too, but the size of the current subset remains small compared
to the size of the full state space. While this may not always be the case, for example,
if the distribution is uniform, there is a large class of important problems that exhibit
this property, reflecting the fact that not all states are reached instantaneously. This
observation is the cornerstone of our strategy for reducing the cost of the matrix-vector
product. Let
Supp(f) = {1 ≤ j ≤ n | fj > 0};
we can write the matrix-vector product in a column-oriented manner as
Pf =
(
I +
1
α
A
)
f = f +
1
α
[
a1 a2 . . . an
]
⎡⎢⎢⎢⎣
f1
f2
...
fn
⎤⎥⎥⎥⎦ = f + ∑
j∈ Supp(f)
fj
α
aj .
The key to efficiency resides therefore in tracking only a suitable approximation of
this support. To this end, define the ε-support of f as
Suppε(f) = {1 ≤ j ≤ n | fj > ε},
and let SuppCε (f) be its complement, that is,
Supp(f) = Suppε(f) ∪ SuppCε (f).
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2568 ROGER B. SIDJE, KEVIN BURRAGE, AND SHEV MACNAMARA
We now use
Pf ≈ f +
∑
j∈ Suppε(f)
fj
α
aj .
Since the essential part of the support is captured in this way, the inexact matrix-
vector product may be quite a good approximation. Furthermore, the larger the
problem size, the fewer (comparatively) the number of components of significance in
the support, making the approach even more effective. The corresponding local error
vector is therefore
ε =
∑
j /∈ Suppε(f)
fj
α
aj =
∑
j∈ SuppCε (f)
fj
α
aj .
Noting that ‖aj‖1 = 2|ajj | and ‖aj‖∞ = |ajj | since ajj = −
∑n
i=1,i =j aij , we have
‖ε‖1 ≤
∑
j∈ SuppCε (f)
2ε
α
|ajj |, ‖ε‖∞ ≤
∑
j∈ SuppCε (f)
ε
α
|ajj |,
and since α ≥ |ajj |, we get
‖ε‖1 ≤ 2ε(|Supp(f)| − |Suppε(f)|), ‖ε‖∞ ≤ ε(|Supp(f)| − |Suppε(f)|),
where |S| denotes the cardinality of the set S. Note that |Supp(f)| − |Suppε(f)| is
anticipated to be less than n, although we shall later use n as an upper bound for
simplicity. Combining this analysis with Theorem 3.1, we obtain the following result.
Theorem 3.3. For k = 1, . . . ,  let f˜k be the approximate vector computed by the
inexact matrix-vector product at step k using the ε-support criteria. Then the global
error of the inexact uniformization method satisfies
‖w − w˜‖1 ≤ 2ε
∑
k=1
(|Supp(f˜k)| − |Suppε(f˜k)|) ≤ 2ε
∑
k=1
(n− |Suppε(f˜k)|) ≤ 2nε.
Remark 3.4. Our description has focused on applying a threshold on the support
of a probability vector f . It has the severity of not weighting the components with
the actual matrix. Indeed since |ajj |/α ≤ 1, it is possible to have an fj > ε, and yet
fj |ajj |/α ≤ ε, in which case we may ignore the column aj as well. Thus we can trade
the conciseness of the earlier formulation for a little extra saving in the matrix-vector
product. In fact, in our experiments, our column-oriented matrix-vector product
Af/α accumulates columns only where fj |ajj |/α > ε. Thus our inexact matrix-
vector product is effectively
(10) Pf ≈ f +
∑
j s.t. fj
|ajj |
α >ε
fj
α
aj ,
for which the corresponding local error vector is
ε =
∑
j s.t. fj
|ajj |
α ≤ ε
fj
α
aj ≤ ε
∣∣∣∣{j s.t. fj |ajj |α ≤ ε
}∣∣∣∣ .
We shall refer to this scheme as the scaled ε-support.
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Remark 3.5. Another way to identify the most relevant part of the support is
to determine the components of f that quickly sum to one, by, for example, sorting
f in decreasing order and selecting the first few probabilities that quickly sum to
one. However, for large problems, the sort, in O(n log n) operations, is potentially
more expensive than the matrix-vector product, in O(nz) operations, where nz is the
number of nonzero entries of the matrix. A partial, heuristic sort is possible, but this
is more involved.
Remark 3.6. Sparse matrices are usually stored using compact storage formats,
of which a great variety exist [1]. Since our approach is column-oriented, it is cru-
cial to use a format that fits the approach; otherwise the overhead of looking up
and accessing the relevant columns of the matrix can outweigh any benefit of the
relaxation algorithm. We recommend therefore the compressed column storage (CCS)
format (cf. [1]), as it is ideally suited to our approach. Unfortunately, if the algorithm
is implemented in MATLAB, which has its native sparse data type [5], referencing
the relevant columns at each matrix-vector product hampers the vectorization and
introduces a severe overhead. We observed that when performing the matrix-vector
product f ← f +Af/α, with A stored as a native sparse matrix in MATLAB, it is
actually more efficient to zero the nonrelevant components of f than to index the cor-
responding columns of A. That is, letting diagA = abs(diag(A)), it is more efficient
in MATLAB to execute
support = find(diagA.*f > alpha*tol);
g(1:n) = 0; g(support) = (1/alpha)*f(support);
f = f + A*g;
rather than
support = find(diagA.*f > alpha*tol);
f = f + A(:,support)*((1/alpha)*f(support));
Thus the advantage of the inexact matrix-vector product is lost in this environment.
The ideal is of course to completely avoid arithmetic operations involving zeros or the
negligible part of the support. The reader wishing to experiment with our approach
in MATLAB should bear in mind these issues. Our numerical experiments were
conducted using the CCS format in FORTRAN, which offers a finer granularity on
controlling the operations without an excessive tradeoff. We anticipate that such a
procedural language is the most appropriate for very large problems.
3.3. Detecting the stationary probability distribution. A particular fea-
ture of a Markov chain is that its transition matrix A has 0 as a simple eigenvalue,
and for any other nonzero eigenvalue λ of A, e(λ) < 0. Hence the differential system
(1) is stable and has a steady-state solution. It follows from this property that if
∞
w
denotes the eigenvector associated with the eigenvalue 0, that is, A
∞
w = 0, then we
have
lim
t→∞ e
tAv =
∞
w.
The vector
∞
w is known as the stationary probability vector. When integrating there-
fore over a very long time t, it is possible for the uniformization method to tend to
∞
w. However, implementations often shy away from attempting to detect this situa-
tion not only because it is not obvious how to do so cheaply and reliably, but also
because of the unwarranted overhead of testing for an event that is more often than
not unlikely to happen. However, we observed that when the stationary distribution
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2570 ROGER B. SIDJE, KEVIN BURRAGE, AND SHEV MACNAMARA
is reached (to within the error tolerance), a vast amount of computation is wasted
unnecessarily. We can afford to check this in our approach. Indeed if in the course
of our algorithm the stationary probability distribution is reached, then (10) implies
that
Pf ≈ f .
Detecting this situation enables further computational savings by avoiding the addi-
tion of unnecessary terms in the series. We implemented this check only in between the
steps of (5). In other words, there are at most m−1 checkpoints in Algorithm 2, with
the steady solution assumed if ‖Pf − f‖∞ ≤ εtol, where Pf is itself approximated
with the inexact scheme.
4. Numerical experiments. Experiments were undertaken at the National
Facility of the Australian Partnership for Advanced Computing (APAC). We used
its SGI Altix supercomputer infrastructure, but in a single node execution (Intel
Itanium2 with 1.6 GHz). We implemented the code in FORTRAN using double
precision (machine precision = 0.2 10−15), and used the Intel FORTRAN compiler
(ifort) with a compilation switch to request its highest level of optimization (-O3).
For comparison, we include the exact uniformization where we added the provision of
detecting the steady solution as described in section 3.3. We also include the Krylov
code (DGEXPV) from the EXPOKIT package [14], which implements Arnoldi’s full
orthogonalization method (FOM), where we set 30 as the dimension of the Krylov
basis everywhere. This is labeled as Krylov(30) in the tables. The same εtol is used
for the error control criteria. Refer to [14] for more details.
We compute the transient probability vector, w(t) = exp(tA)v, for t = 1, 10,
100 over nine different data sets with v = (1, 0, . . . , 0)T of appropriate length. The
choice of e1 as the starting vector may seem too special, but it reflects the fact that
we order the state space by reachability and that the Markov chain starts in the
first state before evolving into other states. We repeated some of the calculations
with a random starting vector. In general the computation time for the inexact
uniformization increased from the case where e1 is the starting vector, but it was still
notably faster than the exact uniformization, although the differences in performance
were less marked the more stringent the error tolerance became.
Recall from (7) that, in order to achieve a desired accuracy on the final result, we
should set a comparable (or higher) accuracy for the inexact matrix-vector product,
leading evidently to the exact uniformization if the matrix-vector product is computed
to full accuracy. In the experiments, we set the same εtol value to control the inexact
matrix-vector product (10). We run the experiments with the accuracy tolerance
parameter ranging from εtol = 10
−5 to εtol = 10−10. Note that the graphical charts
use a logarithmic scale.
4.1. Mutual exclusion (MUTEX) problem. Mutual exclusion is a situation
commonly encountered in computer systems. In this model, N distinguishable pro-
cesses compete for a shared resource. Each of these processes alternates between a
sleeping state and a resource using state. However, the number of processes that
may concurrently use the resource is limited to P , where 1 ≤ P ≤ N , so that when
a process wishing to move from the sleeping state to the resource using state finds
P processes already using the resource, that process fails to access the resource and
returns to the sleeping state. Notice that when P = 1 this model reduces to the usual
mutual exclusion problem. When P = N all of the processes are independent. Let
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INEXACT UNIFORMIZATION FOR MARKOV CHAINS 2571
λ(i) be the rate at which process i awakes from the sleeping state wishing to access
the resource, and let μ(i) be the rate at which this same process releases the resource
when it has possession of it. In the experiments, we set the pair (N,P ) to be (16, 4),
(20, 8), and (20, 16), with the rates chosen as λ(i) = 1/i and μ(i) = i, for i = 1, . . . , N .
The largest matrix in this series is of order n = 1, 047, 225 with nz = 21, 972, 345
nonzero elements, and ‖A‖∞ = 232.65. A modified version of the Marca Markov
chain modeling package [17] was used for the generation.
4.2. Nearly completely decomposable (NCD) queueing network. This
model represents a multiuser interactive computer environment in which the system
architecture is a time-shared, multiprogrammed, paged, virtual memory computer.
The system consists of a set of N terminals, from which N users generate com-
mands; a central processing unit (CPU); a secondary memory device (SM); and a filing
device (FD). A queue of requests is associated with each device, and the scheduling
is assumed to be FCFS (first come first served). When a command is generated, the
user at the terminal remains inactive until the system responds. Symbolically, a user
having generated a command enters the CPU queue. The behavior of the process in
the system is characterized by a compute time followed either by a page fault, after
which the process enters the SM queue, or an input/output (file request), in which
case the process enters the FD queue. Processes that terminate their service at the
SM or FD queue return to the CPU queue. Symbolically, completion of a command is
represented by a departure of the process from the CPU to the terminals. This model
has been often used in previous studies (see [12]). The matrices that are obtained are
NCD, a factor that makes computation of stationary distribution by certain methods
rather difficult. Our interest is in seeing how it affects methods for obtaining tran-
sient solutions. Parameter values were chosen to generate three matrices, the largest
of which is of order n = 91, 881 with nz = 623, 241 nonzero elements (see Table 1).
4.3. Mitogen-activated protein kinase (MAPK) cascade. The mitogen-
activated protein kinase (MAPK) cascade is implicated in a variety of signaling pro-
cesses governing transitions in a cell’s phenotype [9]. The MAPK cascade consists of
22 chemical species and 30 chemical reaction channels. A schematic of the cascade and
the reactions, with their associated rate constants, is given in Figure 1. By simulating
the dynamics of the MAPK cascade using the chemical master equation (CME), we
obtain a Markov chain of very large dimension [4]. This example shows that it is pos-
sible to solve the CME for the MAPK cascade, at least for small numbers of molecules.
Table 1
Problem characteristics. The table shows n, the order of the transition rate matrix; its number
of nonzero entries, nz(A); the minimum and maximum number of nonzero entries on its columns,
minnz (aj) and maxnz (aj); and its L-∞ norm (maximum row sum) ‖A‖∞ = maxi
∑n
j=1 |aij |.
The MAPK and MUTEX problems are described in sections 4.3 and 4.1, respectively, while the
NCD problems are described in 4.2.
n nz (A) minnz (aj) maxnz (aj) ||.||∞
MAPK1 3,505 27,583 2 13 26.80
MAPK2 484,770 5,820,720 2 21 95.10
MAPK3 1,566,390 20,190,096 2 22 129.70
MUTEX1 2,517 20,949 5 17 154.44
MUTEX2 263,950 4,031,310 9 21 232.65
MUTEX3 1,047,225 21,972,345 17 21 232.65
NCD1 5,456 35,216 2 7 23.26
NCD2 12,341 81,221 2 7 35.51
NCD3 91,881 623,241 2 7 99.39
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MAPKKK
E1
INPUT
E2
MAPKKK*
MAPKK MAPKK−P MAPKK−PP
MAPKK P’ase
MAPK MAPK−P MAPK−PP
MAPK P’ase
OUTPUT
1 KKK + E1
1.0−→ KKK.E1 16 KKPP + KKP’ase 1.0−→ KKPP.KKP’ase
2 KKK + E1
1.0←− KKK.E1 17 KKPP + KKP’ase 1.0←− KKPP.KKP’ase
3 KKK.E1
0.1−→ KKK* + E1 18 KKPP.KKP’ase 0.1−→ KKP + KKP’ase
4 KKK* + E2
1.0−→ KKK.E2 19 KKPP + K 1.0−→ KKPP.K
5 KKK* + E2
1.0←− KKK.E2 20 KKPP + K 1.0←− KKPP.K
6 KKK.E2
0.1−→ KKK + E2 21 KKPP.K 0.1−→ KKPP + KP
7 KK + KKK*
1.0−→ KK.KKK* 22 KP + KP’ase 1.0−→ KP.KP’ase
8 KK + KKK*
1.0←− KK.KKK* 23 KP + KP’ase 1.0←− KP.KP’ase
9 KK.KKK*
0.1−→KKP+KKKx* 24 KP.KP’ase 0.1−→ K+KP’ase
10 KKP + KKP’ase
1.0−→ KKP.KKP’ase 25 KP + KKPP 1.0−→ KP.KKPP
11 KKP + KKP’ase
1.0←− KKP.KKP’ase 26 KP + KKPP 1.0←− KP.KKPP
12 KKP.KKP’ase
0.1−→ KK + KKP’ase 27 KP.KKPP 0.1−→ KPP + KKPP
13 KKP + KKK*
1.0−→ KKP.KKK* 28 KPP + KP’ase 1.0−→ KPP.KP’ase
14 KKP + KKK*
1.0←− KKP.KKK* 29 KPP + KP’ase 1.0←− KPP.KP’ase
15 KKP.KKK*
0.1−→ KKPP + KKK* 30 KPP.KP’ase 0.1−→ KP+KP’ase
Reactions and their rate constants
Fig. 1. Schematic and detailed reactions in a mitogen-activated protein kinase (MAPK) cascade
consisting of 10 coupled Michaelis–Menten enzyme kinetic models (adapted from [9]).
In the largest experiment here, there can be anywhere from 0 to 5 molecules of each
of the 22 species, so that an upper bound on the dimension of the full state space
is 622. This reflects the so-called curse of dimensionality, which motivates the need
for efficient solution techniques in systems biology. Since not all of these states are
reachable in one step, the matrix is sparse and is generated based on the reachability
from seven key species: the MAPK, MAPK kinase, MAPK kinase-kinase (KKK), and
enzymes denoted E1, E2, MAPK phosphatase, and MAPKK phosphatase.
4.4. Discussion. The results of our extensive simulations are presented in the
appendix. These detailed tables show how the results are affected by varying the choice
of εtol (which determines the ε-support) from εtol = 10
−5 to εtol = 10−10. The reported
computation times (in seconds) over such a range give an indication of the extra work
required per decimal place of accuracy. For each test problem, we present w1(t)
and wn(t), the first and last components of w(t), as computed by the three different
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methods. The results show that the inexact method produces results accurate to the
specified tolerance.
In order to encapsulate the simulation results given in the appendix we present a
number of figures. Figure 2 shows how the probability vector and the support evolve
over time for each of the three classes of problems. Clearly the three problems have
very different characteristics.
In Figure 3, we present timing results for the three classes of problems with
εtol = 10
−7 and εtol = 10−10. We see that the inexact uniformization (inexactUnif)
outperforms the exact uniformization (exactUnif) in nearly all cases (except one where
the exactUnif detects equilibrium early). Furthermore, for integration intervals that
are not too large, the inexactUnif is very competitive with the Krylov approach.
However, as the integration interval increases, the inexactUnif becomes less competi-
tive. One of the reasons for this is that the Krylov method is very efficient in detecting
equilibrium.
In Figure 4, we compare the numbers of uMATVEC between the three methods.
0 1000 2000 3000
10−10
10−5
100
t=1: ε−support≡47%
w
(t)
0 1000 2000 3000
10−10
10−5
100
t=10: ε−support≡47%
MUTEX: n=2,517. Components of w(t) for ε
tol = 10
−7
0 1000 2000 3000
10−10
10−5
100
t=100: ε−support≡47%
0 2000 4000
10−20
10−10
100
t=1:  ε−support≡ 1%
w
(t)
0 2000 4000
10−20
10−10
100
t=10:  ε−support≡14%
MAPK: n=3,505. Components of w(t) for ε
tol = 10
−7
0 2000 4000
10−8
10−6
10−4
10−2
t=100:  ε−support≡97%
0 2000 4000
10−15
10−10
10−5
100
t=1: ε−support<1%
w
(t)
0 2000 4000
10−20
10−10
100
t=10: ε−support<1%
NCD: n=5,456. Components of w(t) for ε
tol = 10
−7
0 2000 4000
10−15
10−10
10−5
100
t=100: ε−support≡ 1%
Fig. 2. Evolution of the probability vector over time. The figure shows the scaled components
as explained in Remark 3.4. Components above the straight line are those in the scaled ε-support,
and thus they are those involved in the inexact matrix-vector product. The reported percentage is
their proportion with respect to the number of components. It is seen that the ε-support changes
over time, and various situations can happen depending on the matrix.
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εtol = 10
−7 εtol = 10−10
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Fig. 3. Timings for the largest matrices in the series when εtol = 10
−7 and εtol = 10−10. At
short integration intervals, t = 1 and t = 10, the times are all small in the NCD plots, but on the
other problems it is seen that the inexactUnif is effective. Note in the MUTEX plots that the steady
state occurs early at t = 10. The Krylov method is able to detect this almost immediately (due to an
invariant subspace in its Arnoldi loop) and keeps a constant execution time as soon as t ≥ 10. The
exactUnif detects equilibrium later than the Krylov method but sooner than the inexact method.
uMATVEC measures one unit of a matrix-vector product. This amounts to the
standard matrix-vector product for the normal matrix-free methods, exactUnif and
Krylov. However, in the case of inexactUnif, since not all columns participate in
its matrix-vector operation, the number of uMATVEC is obtained by counting the
number of participating columns over the entire run and dividing this by the order n.
In all cases, we see that there are substantially fewer uMATVEC operations
with the inexactUnif technique. However, in this case, a single uMATVEC becomes
increasingly more expensive as more and more conditional checks need to be pro-
cessed. Indeed, this is one of the reasons why the inexactUnif becomes less competitive
with the Krylov technique as the integration domain increases. It should be recalled
that inexactUnif still uses almost the same number of iterations as exactUnif. Thus
uMATVEC is a simple metric that gives a unified way of contrasting the methods
in terms of matrix-vector products while giving a sense of the number of columns
discarded by inexactUnif. Since it does not capture the fact that we still have to loop
over the entire matrix using conditional checks to decide whether to skip over columns
D
ow
nl
oa
de
d 
12
/1
5/
15
 to
 1
30
.1
02
.8
2.
11
0.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
INEXACT UNIFORMIZATION FOR MARKOV CHAINS 2575
εtol = 10
−7 εtol = 10−10
1 1
225138
1359
13485
93
248
1085
1
10
100
1000
10000
100000
   t=1    t=10   t=100
MAPK: n=1,566,390; nz=20,190,096
u
M
AT
VE
C
InexactUnif    ExactUnif    Krylov
1
13
2906
151
1476
14616
93
310
1488
1
10
100
1000
10000
100000
   t=1 t=10 t=100
MAPK: n=1,566,390; nz=20,190,096
u
M
AT
VE
C
InexactUnif    ExactUnif    Krylov
Fig. 4. Numbers of uMATVEC operations for the largest MAPK matrix when εtol = 10
−7 and
εtol = 10
−10. uMATVEC measures one unit of a matrix-vector product. This amounts to the stan-
dard matrix-vector product for the normal matrix-free methods, exactUnif and Krylov. However, in
the case of inexactUnif, since not all columns participate in the matrix-vector operation, the reported
number of uMATVEC operations is obtained by summing the number of participating columns over
the entire run and dividing this by the order n.
Table 2
Distribution of the numbers of nonzeros in the columns. For example, the MAPK1 matrix has
one column with two nonzero elements, 11 columns with three nonzero elements, and so forth. The
location of the nonzero elements in these columns is not relevant.
nz (aj) Numbers of columns that have the indicated numbers of nonzeros, nz (aj)
MAPK1 MAPK2 MAPK3 MUTEX1 MUTEX2 MUTEX3 NCD1 NCD2 NCD3
2 1 1 1 0 0 0 3 3 3
3 11 17 17 0 0 0 87 117 237
4 61 140 151 0 0 0 407 742 3,082
5 179 668 880 1,820 0 0 87 117 237
6 426 2,617 3,708 0 0 0 1,218 2,223 9,243
7 712 7,664 12,162 0 0 0 3,654 9,139 79,079
8 866 18,460 32,120 0 0 0
9 717 35,511 69,410 0 125,970 0
10 386 57,179 125,404 0 0 0
11 125 75,710 189,459 0 0 0
12 20 84,437 242,549 0 0 0
13 1 77,521 261,368 0 0 0
14 59,439 238,129 0 0 0
15 36,983 181,494 0 0 0
16 18,630 115,291 0 0 0
17 7,234 59,765 697 0 4,845
18 2,100 24,713 0 0
19 410 7,800 0 0
20 47 1,724 0 0
21 2 235 137,980 1,042,380
22 10
(together with scaling the components as indicated before), the reader should look at
the value of inexactUnif in conjunction with that of exactUnif, keeping in mind the
increasing number of conditional checks for matrices of large dimension over thou-
sands of steps. This explains why the execution time of inexactUnif, seen in Figure 3,
is not directly proportionate to its number of uMATVEC operations. Rather, the
pay-off of the inexact matrix-vector routine is worthwhile if the discarded columns
have sufficient nonzero elements so that the savings in floating point operations ex-
ceeds the conditional checks. Refer to Table 2 for the distribution of the numbers of
nonzeros in the columns.
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We can draw some other conclusions based on our extensive numerical tests.
• The inexactUnif is a worthy challenger not only to the exactUnif but also to
the Krylov method in a number of cases. In general the inexactUnif method
brings about a 10-fold improvement over the uniformization method on prob-
lems of significant dimension and a wide range of the accuracy tolerance
parameter εtol, to the point of even becoming faster than the Krylov method
at short integration domains, t = 1 and t = 10.
• Only when t = 100 does the Krylov method become the fastest due to its
inherent higher convergence rate [8]. This comes at the price of the extra
storage for the Krylov basis (which may not be possible on all computer
systems for problems this large).
• For the MUTEX problems the steady state occurs early at t = 10. Since the
Krylov method is able to detect this almost immediately (due to an invariant
subspace in its Arnoldi loop), this explains why its uMATVEC and execution
time are constant as soon as t ≥ 10. The exactUnif detects equilibrium
later than the Krylov method, but sooner than the inexact method. Hence
the inexactness tends to delay the detection of the steady state. This can
be clearly seen on the MUTEX plots in Figure 3. The inexact method took
many more iterations, while the other methods finished early, thus keeping
their constant execution time.
• The inexact method is able to track the ε-support and exclude impressive
numbers of columns, making the method worthwhile and very efficient on
problems with a large number of nonzero elements per column. Understand-
ably, it is disadvantaged on problems with very few nonzero elements per
column (such as a bidiagonal or tridiagonal matrix, for example). Determin-
ing whether to avoid a column may not be worth the effort on a nearly empty
column (and testing this for all columns of a large matrix over thousands of
steps would incur a substantial overhead too).
5. Conclusion. We have presented a new approach to substantially reducing the
cost of the uniformization method. Our new algorithm consists of relaxing the matrix-
vector products so as to perform them only to sufficient accuracy. Our approach is
of practical value as it tells precisely how this relaxation can be performed, with the
added benefit of retaining the minimalism and malleability that make the method
so popular with Markovian analysts. We characterized the ensuing global error and
showed that it grows at most linearly with the local errors introduced by the inex-
act matrix-vector products. We discussed strategies for refining the accuracy while
reducing the execution cost. It has been observed that using our technique in an envi-
ronment such as MATLAB does not reap the full benefits because of the overhead of
operating on its native sparse data structure from the scripting level. However, using
the appropriate sparse storage format in FORTRAN, numerical experiments showed
that significant computational savings can be achieved in practical applications with-
out a marked deterioration of accuracy.
Appendix A. MAPK results. Detailed results with the accuracy tolerance
parameter ranging from εtol = 10
−5 to εtol = 10−10, and the first and last components
of w(t) as computed by the different methods at various times. See section 4.4 for
how to interpret the results.D
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A.1. MAPK1: n = 3, 505; nz = 27, 583; ||.||∞ = 26.80.
εtol = 10
−5 εtol = 10−6 εtol = 10−7 εtol = 10−8 εtol = 10−9 εtol = 10−10
uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time
t = 1
inexactUnif 1 2.0E−03 1 2.0E−03 1 2.0E−03 1 2.9E−03 2 2.9E−03 3 2.9E−03
exactUnif 36 8.8E−03 38 9.8E−03 41 8.8E−03 43 9.8E−03 45 9.8E−03 47 1.1E−02
Krylov(30) 62 2.1E−02 62 2.0E−02 62 2.0E−02 62 2.0E−02 62 2.0E−02 62 1.9E−02
t = 10
inexactUnif 6 1.4E−02 12 1.5E−02 23 1.9E−02 46 2.3E−02 82 3.2E−02 126 4.1E−02
exactUnif 242 5.7E−02 252 6.0E−02 262 6.2E−02 270 6.3E−02 278 6.5E−02 286 6.6E−02
Krylov(30) 124 3.9E−02 124 3.8E−02 124 3.8E−02 124 3.9E−02 155 4.8E−02 155 4.7E−02
t = 100
inexactUnif 473 2.3E−01 1195 3.9E−01 1823 5.2E−01 2186 6.0E−01 2417 6.5E−01 2572 6.8E−01
exactUnif 1795 4.2E−01 2448 5.7E−01 2533 5.9E−01 2601 6.1E−01 2686 6.3E−01 2754 6.4E−01
Krylov(30) 310 9.8E−02 341 1.1E−01 372 1.2E−01 403 1.3E−01 434 1.4E−01 496 1.5E−01
w1(t) wn(t)
t = 1 t = 10 t = 100 t = 1 t = 10 t = 100
εtol = 10
−7
inexactUnif 1.552574100E−01 6.088158784E−02 1.532050930E−02 0.000000000E+00 0.000000000E+00 2.690948138E−07
exactUnif 1.552574114E−01 6.088159971E−02 1.532115373E−02 1.996756526E−28 1.968854041E−13 1.495909999E−07
Krylov(30) 1.552574169E−01 6.088160594E−02 1.532117162E−02 2.154610103E−28 1.968857655E−13 1.495910210E−07
εtol = 10
−10
inexactUnif 1.552574168E−01 6.088160591E−02 1.532117147E−02 0.000000000E+00 0.000000000E+00 1.495911835E−07
exactUnif 1.552574168E−01 6.088160593E−02 1.532117150E−02 2.150201066E−28 1.968857862E−13 1.495911800E−07
Krylov(30) 1.552574169E−01 6.088160594E−02 1.532117152E−02 2.154612807E−28 1.968857878E−13 1.495911803E−07
A.2. MAPK2: n = 484, 770; nz = 5, 820, 720; ||.||∞ = 95.10.
εtol = 10
−5 εtol = 10−6 εtol = 10−7 εtol = 10−8 εtol = 10−9 εtol = 10−10
uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time
t = 1
inexactUnif 1 1.2E+00 1 1.3E+00 1 1.4E+00 1 1.4E+00 1 1.4E+00 1 1.6E+00
exactUnif 101 5.5E+00 105 5.7E+00 110 6.2E+00 114 6.2E+00 117 6.4E+00 121 7.0E+00
Krylov(30) 62 8.2E+00 93 1.2E+01 93 1.3E+01 93 1.2E+01 93 1.2E+01 93 1.3E+01
t = 10
inexactUnif 1 1.1E+01 1 1.2E+01 2 1.3E+01 5 1.3E+01 11 1.5E+01 21 1.6E+01
exactUnif 945 5.2E+01 980 5.3E+01 1015 5.7E+01 1050 6.2E+01 1078 6.5E+01 1106 6.4E+01
Krylov(30) 186 2.4E+01 217 2.9E+01 217 2.8E+01 248 3.5E+01 248 3.4E+01 279 4.0E+01
t = 100
inexactUnif 5 4.0E+01 119 1.4E+02 400 1.7E+02 1079 2.7E+02 2340 3.7E+02 4127 4.5E+02
exactUnif 3169 1.7E+02 7153 3.9E+02 10010 5.5E+02 10335 6.1E+02 10660 6.6E+02 10920 6.3E+02
Krylov(30) 682 8.8E+01 775 1.0E+02 899 1.1E+02 992 1.3E+02 1085 1.5E+02 1178 1.7E+02
w1(t) wn(t)
t = 1 t = 10 t = 100 t = 1 t = 10 t = 100
εtol = 10
−7
inexactUnif 4.488055377E−03 6.724395696E−04 5.309184144E−05 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 4.488055750E−03 6.724409029E−04 5.365710324E−05 5.578122275E−49 5.323320342E−23 1.485858527E−13
Krylov(30) 4.488055970E−03 6.724412733E−04 5.365741171E−05 1.195373611E−51 5.293177404E−23 1.485866141E−13
εtol = 10
−10
inexactUnif 4.488055970E−03 6.724412698E−04 5.365621479E−05 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 4.488055970E−03 6.724412730E−04 5.365740680E−05 6.017255413E−49 5.323334687E−23 1.485867037E−13
Krylov(30) 4.488055970E−03 6.724412734E−04 5.365740705E−05 2.005569704E−49 5.322076447E−23 1.485867036E−13
A.3. MAPK3: n = 1, 566, 390; nz = 20, 190, 096; ||.||∞ = 129.70.
εtol = 10
−5 εtol = 10−6 εtol = 10−7 εtol = 10−8 εtol = 10−9 εtol = 10−10
uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time
t = 1
inexactUnif 1 5.8E+00 1 5.6E+00 1 6.2E+00 1 5.5E+00 1 5.3E+00 1 5.9E+00
exactUnif 128 2.6E+01 134 2.6E+01 138 2.9E+01 143 2.6E+01 147 2.5E+01 151 2.8E+01
Krylov(30) 93 4.9E+01 93 4.8E+01 93 4.9E+01 93 3.9E+01 93 3.6E+01 93 4.0E+01
t = 10
inexactUnif 1 5.7E+01 1 5.9E+01 1 6.1E+01 3 5.4E+01 6 5.7E+01 13 6.2E+01
exactUnif 1260 2.7E+02 1305 2.6E+02 1359 2.8E+02 1395 2.5E+02 1440 2.6E+02 1476 2.7E+02
Krylov(30) 217 1.2E+02 248 1.3E+02 248 1.3E+02 279 1.2E+02 310 1.3E+02 310 1.3E+02
t = 100
inexactUnif 1 1.5E+02 40 4.9E+02 225 7.0E+02 642 8.1E+02 1486 1.1E+03 2906 1.5E+03
exactUnif 3169 6.2E+02 7951 1.5E+03 13485 2.5E+03 13920 2.5E+03 14268 2.6E+03 14616 2.6E+03
Krylov(30) 837 3.9E+02 930 4.8E+02 1085 4.4E+02 1240 5.0E+02 1395 5.9E+02 1488 5.8E+02
w1(t) wn(t)
t = 1 t = 10 t = 100 t = 1 t = 10 t = 100
εtol = 10
−7
inexactUnif 5.603577847E−04 5.356397548E−05 3.056917426E−06 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 5.603579078E−04 5.356416637E−05 3.115903889E−06 2.870698209E−55 3.641162019E−26 1.912229657E−15
Krylov(30) 5.603579480E−04 5.356419530E−05 3.115922178E−06 3.717505224E−56 3.582836703E−26 1.912244107E−15
εtol = 10
−10
inexactUnif 5.603579480E−04 5.356419257E−05 3.115704160E−06 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 5.603579480E−04 5.356419305E−05 3.115922477E−06 3.096836990E−55 3.641169451E−26 1.912241195E−15
Krylov(30) 5.603579480E−04 5.356419311E−05 3.115922502E−06 1.672589706E−55 3.640413645E−26 1.912241197E−15
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Appendix B. MUTEX results. Parameters as for Appendix A.
B.1. MUTEX1: n = 2, 517; nz = 20, 949; ||.||∞ = 154.44.
εtol = 10
−5 εtol = 10−6 εtol = 10−7 εtol = 10−8 εtol = 10−9 εtol = 10−10
uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time
t = 1
inexactUnif 9 5.9E−03 23 1.1E−02 50 1.4E−02 83 1.9E−02 107 2.1E−02 114 2.2E−02
exactUnif 98 1.7E−02 103 1.8E−02 107 1.9E−02 111 1.9E−02 115 2.0E−02 118 2.1E−02
Krylov(30) 93 2.2E−02 93 2.1E−02 93 2.2E−02 93 2.2E−02 93 2.1E−02 93 2.1E−02
t = 10
inexactUnif 99 5.8E−02 245 9.1E−02 508 1.3E−01 463 9.9E−02 733 1.4E−01 927 1.8E−01
exactUnif 263 4.6E−02 412 7.0E−02 569 9.8E−02 585 1.0E−01 756 1.3E−01 931 1.6E−01
Krylov(30) 156 3.7E−02 156 3.6E−02 156 3.8E−02 186 4.3E−02 186 4.4E−02 187 4.4E−02
t = 100
inexactUnif 994 5.8E−01 2438 8.9E−01 5004 1.3E+00 504 1.1E−01 632 1.2E−01 837 1.6E−01
exactUnif 287 5.1E−02 448 7.7E−02 463 7.9E−02 637 1.1E−01 653 1.1E−01 841 1.4E−01
Krylov(30) 156 3.7E−02 156 3.6E−02 156 3.6E−02 187 4.4E−02 187 4.4E−02 187 4.4E−02
w1(t) wn(t)
t = 1 t = 10 t = 100 t = 1 t = 10 t = 100
εtol = 10
−7
inexactUnif 5.908162476E−01 5.759677948E−01 5.759646421E−01 1.025981203E−08 8.623696382E−09 2.452064837E−08
exactUnif 5.908914429E−01 5.760429646E−01 5.760438606E−01 1.813281322E−10 1.765543744E−10 1.765546611E−10
Krylov(30) 5.908914877E−01 5.760430075E−01 5.760423408E−01 1.813281459E−10 1.765543864E−10 1.765541820E−10
εtol = 10
−10
inexactUnif 5.908914876E−01 5.760430259E−01 5.760430262E−01 1.813281459E−10 1.765543919E−10 1.765543920E−10
exactUnif 5.908914876E−01 5.760430259E−01 5.760430262E−01 1.813281459E−10 1.765543919E−10 1.765543920E−10
Krylov(30) 5.908914877E−01 5.760430251E−01 5.760429693E−01 1.813281459E−10 1.765543917E−10 1.765543746E−10
B.2. MUTEX2: n = 263, 950; nz = 4, 031, 310; ||.||∞ = 232.65.
εtol = 10
−5 εtol = 10−6 εtol = 10−7 εtol = 10−8 εtol = 10−9 εtol = 10−10
uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time
t = 1
inexactUnif 1 1.1E+00 1 1.3E+00 1 1.5E+00 3 1.5E+00 7 1.8E+00 13 2.4E+00
exactUnif 216 7.1E+00 226 7.9E+00 236 9.1E+00 244 8.5E+00 252 8.8E+00 258 9.5E+00
Krylov(30) 93 4.9E+00 93 4.8E+00 124 7.0E+00 124 6.4E+00 124 6.5E+00 124 6.7E+00
t = 10
inexactUnif 2 1.2E+01 6 1.2E+01 14 1.3E+01 33 1.5E+01 71 1.8E+01 138 2.4E+01
exactUnif 549 2.0E+01 716 2.5E+01 1037 3.6E+01 1217 4.3E+01 1414 5.0E+01 1772 6.4E+01
Krylov(30) 187 9.7E+00 218 1.1E+01 218 1.2E+01 218 1.1E+01 249 1.4E+01 249 1.3E+01
t = 100
inexactUnif 19 1.2E+02 57 1.2E+02 146 1.4E+02 337 1.5E+02 711 1.9E+02 1386 2.3E+02
exactUnif 581 2.0E+01 751 2.9E+01 931 3.4E+01 1281 4.5E+01 1486 5.7E+01 1691 6.0E+01
Krylov(30) 187 9.7E+00 218 1.2E+01 218 1.1E+01 218 1.1E+01 249 1.4E+01 249 1.3E+01
w1(t) wn(t)
t = 1 t = 10 t = 100 t = 1 t = 10 t = 100
εtol = 10
−7
inexactUnif 5.841439919E−01 5.683451353E−01 5.669922628E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 5.846449101E−01 5.699475028E−01 5.699496995E−01 8.689328648E−21 8.466573484E−21 8.466606732E−21
Krylov(30) 5.846449817E−01 5.699465427E−01 5.699465011E−01 1.057141134E−19 3.344706750E−18 3.344706506E−18
εtol = 10
−10
inexactUnif 5.846430475E−01 5.699412545E−01 5.699381226E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 5.846449816E−01 5.699465444E−01 5.699465457E−01 8.689329709E−21 8.466558908E−21 8.466558928E−21
Krylov(30) 5.846449817E−01 5.699465222E−01 5.699457741E−01 8.705266675E−21-2.082401649E−20-2.082398916E−20
B.3. MUTEX3: n = 1, 047, 225; nz = 21, 972, 345; ||.||∞ = 232.65.
εtol = 10
−5 εtol = 10−6 εtol = 10−7 εtol = 10−8 εtol = 10−9 εtol = 10−10
uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time
t = 1
inexactUnif 1 9.3E+00 1 1.1E+01 1 1.0E+01 1 1.1E+01 2 1.1E+01 4 1.2E+01
exactUnif 333 6.4E+01 348 7.4E+01 360 6.9E+01 372 7.3E+01 384 7.5E+01 396 8.0E+01
Krylov(30) 93 3.5E+01 93 3.6E+01 124 4.6E+01 124 4.8E+01 124 4.8E+01 124 5.0E+01
t = 10
inexactUnif 1 8.7E+01 2 9.1E+01 5 9.6E+01 11 1.0E+02 24 1.1E+02 48 1.2E+02
exactUnif 716 1.5E+02 1044 2.1E+02 1387 2.8E+02 1750 3.8E+02 2120 4.2E+02 2506 4.9E+02
Krylov(30) 218 8.5E+01 249 1.0E+02 249 9.8E+01 249 1.1E+02 280 1.1E+02 311 1.2E+02
t = 100
inexactUnif 6 8.9E+02 18 9.4E+02 49 1.0E+03 114 1.1E+03 244 1.2E+03 224 5.5E+02
exactUnif 726 1.6E+02 1051 2.0E+02 1405 2.8E+02 1761 3.5E+02 2146 4.6E+02 2536 4.9E+02
Krylov(30) 218 8.6E+01 249 9.2E+01 249 9.6E+01 249 9.7E+01 280 1.2E+02 311 1.2E+02
w1(t) wn(t)
t = 1 t = 10 t = 100 t = 1 t = 10 t = 100
εtol = 10
−7
inexactUnif 5.839384439E−01 5.676057995E−01 5.655566443E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 5.846448305E−01 5.699513949E−01 5.699507492E−01 3.215221919E−36 3.144217184E−36 3.144213576E−36
Krylov(30) 5.846449817E−01 5.699465374E−01 5.699462861E−01 8.454329836E−24-1.173634626E−17-1.173634108E−17
εtol = 10
−10
inexactUnif 5.846420671E−01 5.699383602E−01 5.699350419E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 5.846449815E−01 5.699465481E−01 5.699465470E−01 3.215222751E−36 3.144190105E−36 3.144190099E−36
Krylov(30) 5.846449817E−01 5.699465393E−01 5.699463596E−01-1.026507866E−20 2.463669522E−21 2.463668745E−21D
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Appendix C. NCD results. Parameters as for Appendix A.
C.1. NCD1: n = 5, 456; nz = 35, 216; ||.||∞ = 23.26.
εtol = 10
−5 εtol = 10−6 εtol = 10−7 εtol = 10−8 εtol = 10−9 εtol = 10−10
uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time
t = 1
inexactUnif 1 2.0E−03 1 2.9E−03 1 2.9E−03 1 2.9E−03 1 2.9E−03 1 2.9E−03
exactUnif 29 8.8E−03 31 9.8E−03 33 1.1E−02 35 1.2E−02 37 1.3E−02 39 1.3E−02
Krylov(30) 62 2.9E−02 62 2.7E−02 62 2.7E−02 62 2.6E−02 62 2.5E−02 62 2.6E−02
t = 10
inexactUnif 1 1.4E−02 1 1.5E−02 1 1.5E−02 1 1.5E−02 1 1.5E−02 1 1.8E−02
exactUnif 186 6.2E−02 196 6.4E−02 204 6.7E−02 212 7.0E−02 218 7.2E−02 226 7.4E−02
Krylov(30) 62 2.6E−02 62 2.6E−02 62 2.7E−02 62 2.6E−02 62 2.7E−02 62 2.6E−02
t = 100
inexactUnif 3 1.3E−01 5 1.3E−01 8 1.4E−01 11 1.4E−01 15 1.5E−01 19 1.5E−01
exactUnif 1704 5.6E−01 1764 5.9E−01 1824 6.0E−01 1884 6.2E−01 1944 6.4E−01 1992 6.5E−01
Krylov(30) 124 5.4E−02 124 5.3E−02 124 5.4E−02 155 6.6E−02 155 6.7E−02 186 8.0E−02
w1(t) wn(t)
t = 1 t = 10 t = 100 t = 1 t = 10 t = 100
εtol = 10
−7
inexactUnif 9.970072970E−01 9.706652267E−01 7.506102592E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 9.970072973E−01 9.706652300E−01 7.506102657E−01 0.000000000E+00 1.48178429E−146 9.62797897E−105
Krylov(30) 9.970073730E−01 9.706653663E−01 7.506110649E−01 1.27652477E−197 7.52708063E−167 4.377266630E−83
εtol = 10
−10
inexactUnif 9.970073730E−01 9.706653662E−01 7.506110643E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 9.970073730E−01 9.706653662E−01 7.506110643E−01 0.000000000E+00 1.49205224E−146 9.62805426E−105
Krylov(30) 9.970073730E−01 9.706653663E−01 7.506110649E−01 1.38760040E−199 8.47997046E−170 3.164209892E−64
C.2. NCD2: n = 12, 341; nz = 81, 221; ||.||∞ = 35.51.
εtol = 10
−5 εtol = 10−6 εtol = 10−7 εtol = 10−8 εtol = 10−9 εtol = 10−10
uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time
t = 1
inexactUnif 1 6.8E−03 1 7.8E−03 1 7.8E−03 1 8.8E−03 1 8.8E−03 1 9.8E−03
exactUnif 38 2.8E−02 41 3.1E−02 44 3.4E−02 46 3.5E−02 48 3.7E−02 50 3.8E−02
Krylov(30) 62 6.7E−02 62 6.3E−02 62 6.3E−02 62 6.4E−02 62 6.3E−02 62 6.3E−02
t = 10
inexactUnif 1 4.8E−02 1 4.9E−02 1 5.2E−02 1 5.3E−02 1 5.5E−02 1 5.7E−02
exactUnif 264 2.0E−01 274 2.1E−01 284 2.2E−01 292 2.2E−01 302 2.3E−01 310 2.4E−01
Krylov(30) 62 6.3E−02 62 6.3E−02 62 6.4E−02 62 6.4E−02 62 6.4E−02 62 6.4E−02
t = 100
inexactUnif 2 4.7E−01 4 4.9E−01 6 5.0E−01 8 5.2E−01 11 5.4E−01 15 5.6E−01
exactUnif 2592 2.0E+00 2682 2.0E+00 2772 2.1E+00 2862 2.2E+00 2952 2.2E+00 3024 2.3E+00
Krylov(30) 124 1.3E−01 124 1.3E−01 124 1.3E−01 155 1.6E−01 186 1.9E−01 248 2.6E−01
w1(t) wn(t)
t = 1 t = 10 t = 100 t = 1 t = 10 t = 100
εtol = 10
−7
inexactUnif 9.960117786E−01 9.610794944E−01 6.821540892E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 9.960117791E−01 9.610794990E−01 6.821540968E−01 0.000000000E+00 1.73272207E−201 5.34734533E−147
Krylov(30) 9.960118222E−01 9.610796409E−01 6.821552696E−01 0.000000000E+00 0.000000000E+00 1.78287456E−142
εtol = 10
−10
inexactUnif 9.960118221E−01 9.610796408E−01 6.821552686E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 9.960118221E−01 9.610796408E−01 6.821552686E−01 0.000000000E+00 1.75235449E−201 5.34739831E−147
Krylov(30) 9.960118222E−01 9.610796409E−01 6.821552696E−01 0.000000000E+00 0.000000000E+00 3.603659264E−94
C.3. NCD3: n = 91, 881; nz = 623, 241; ||.||∞ = 99.39.
εtol = 10
−5 εtol = 10−6 εtol = 10−7 εtol = 10−8 εtol = 10−9 εtol = 10−10
uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time uMATVEC Time
t = 1
inexactUnif 1 1.2E−01 1 1.2E−01 1 1.3E−01 1 1.3E−01 1 1.4E−01 1 1.4E−01
exactUnif 82 5.1E−01 87 5.4E−01 90 5.6E−01 94 5.8E−01 97 6.0E−01 101 6.3E−01
Krylov(30) 62 6.8E−01 62 6.7E−01 62 6.7E−01 62 6.7E−01 62 6.8E−01 62 6.8E−01
t = 10
inexactUnif 1 1.0E+00 1 1.1E+00 1 1.1E+00 1 1.1E+00 1 1.2E+00 1 1.2E+00
exactUnif 725 4.5E+00 750 4.7E+00 775 4.8E+00 800 5.0E+00 825 5.1E+00 845 5.3E+00
Krylov(30) 62 6.7E−01 62 6.8E−01 62 6.7E−01 62 6.7E−01 62 6.7E−01 62 6.7E−01
t = 100
inexactUnif 1 1.0E+01 2 1.1E+01 3 1.1E+01 4 1.1E+01 6 1.2E+01 8 1.2E+01
exactUnif 7250 4.5E+01 7500 4.7E+01 7750 4.8E+01 8000 5.0E+01 8250 5.1E+01 8450 5.3E+01
Krylov(30) 155 1.7E+00 155 1.7E+00 217 2.4E+00 279 3.0E+00 341 3.7E+00 434 4.7E+00
w1(t) wn(t)
t = 1 t = 10 t = 100 t = 1 t = 10 t = 100
εtol = 10
−7
inexactUnif 9.920394538E−01 9.236736066E−01 4.653047977E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 9.920394553E−01 9.236736193E−01 4.653048069E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
Krylov(30) 9.920395500E−01 9.236740522E−01 4.653069901E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
εtol = 10
−10
inexactUnif 9.920395499E−01 9.236740518E−01 4.653069870E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
exactUnif 9.920395499E−01 9.236740518E−01 4.653069870E−01 0.000000000E+00 0.000000000E+00 0.000000000E+00
Krylov(30) 9.920395500E−01 9.236740522E−01 4.653069888E−01 0.000000000E+00 0.000000000E+00 3.17331408E−220D
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