In the cooling of electronic packages, the task of simulating large arrays of heat sinks is often
INTRODUCTION
Electronic packages are constantly gravitating towards higher densities and increased power dissipation. The increased power dissipation is mitigating the use of cooling methods based solely on natural convection. In most high power applications today, not only is the use of forced airflow a necessity, but also the need for multiple and innovative heat sink designs becoming an absolute requirement.
In chip populated circuit boards that involve multiple heat sinks, the CPU time for numerically simulating the entire system including heat sink details can be unaffordable in view of critical turnaround time and prolonged delays between thermal analyses and manufacturing deadlines [1] . In order to meet the competitive demands to expedite the product 'out the door,' it is becoming customary to use compact models of heat sinks that can be resolved more rapidly than detailed prototypes [2] [3] [4] [5] [6] [7] [8] . The key in compact simulations is to incorporate into the coarser model the equivalent thermal and flow resistance characteristics of a representative heat sink.
In forced convection applications based on the porous block model, the thermal character of the detailed heat sink can be captured by calculating an equivalent thermal conductivity for the geometry at hand. The equivalent thermal conductivity is an artificial property that can be assigned to the fluid which, upon entering the porous space above the heat sink base, will exhibit a reduced thermal resistance that matches that associated with the detailed heat sink. Several compact models have been proposed in the past including one-, two-, and three-dimensional representations [6] [7] [8] . By assigning the thermal conductivity to the control volume above the heat sink base, the reduced thermal resistance of the resulting model will be distributed over the entire porous block. For this reason, previous investigations based on the porous block model have produced temperature maps that more closely resembled the realistic, 3-D isotherms obtained from laboratory measurements or complete CFD tests. 
In that regard, the reader may consult the work of Bar-Cohen and Kraus [9] , Bar-Cohen [10] , Linton and Agonafer [7] , Narasimhan and Kusha [11] , Narasimhan and Majdalani [12] , and Brucker, Ressler and Majdalani [13] . Due to the importance of accurately estimating the effective thermal conductivity e k for a given heat sink shape, the purpose of this article is to determine general canonical forms that can be used to explicitly express e k associated with a number of fundamental geometric shapes used in the literature [14] [15] [16] [17] [18] [19] . The availability of analytic expressions for e k will not only facilitate the development of compact models but will also help accelerate numerical algorithms that will no longer be required to iterate in finding estimates for e k .
GENERAL FORCED CONVECTION
The simplest form of an empirical correlation, that can be used to predict forced convection heat transfer from bodies of various shapes is
for which Re Pr , laminar Nu Re Pr , turbulent
These correlations have been abbreviated by using generic forms that depend on the flow regime.
Equations (1) 
In compact models, the assumption is usually made that, surfaces are isothermal, even in the presence of a uniform heat flux. This is justified by the small surface area and large conductivity of the base plate.
Regardless of the correlation used for forced convection, determination of the effective thermal conductivity is straightforward, in most cases. For equations that take the form of Eq. (1) , combined laminar and turbulent
Equation (6) can be used to determine e k for many geometries used in forced convection studies. These are summarized in Table 1 . Also given in Table 1 , are the Jacob correlations [21] which pertain to planar cross-sections whose correlations collapse into the simple expression .
It may be instructive to note that, for flow over a flat plate, the special equation used in a recent study by Narasimhan and Majdalani [12, 22] can be restored from Eq. (6). In these studies, results based on Eq.. (6) were shown to fall within 7% ± of both computational and experimental measurements.
Table 1 Constants for forced convection direct solutions
Flat Plate [23] (isothermal surface) 0.664 0
Flat Plate [23] (isothermal surface) 0.037 -871 Flat Plate [20] 
Flat Plate [20] ( const Q = ) 0.0385 755 Square Plate [25] 0.93 0 [14] have proposed three equations to describe the heat transfer from a cylinder in forced convection. These are, first, ( ) 
for 4 5 10 Re 4 10
Pr 0.5
second, Pr 0.5
and third, ( ) ( ) 
Equations (8), (10), and (12) can be used in a compact model, with the stipulation that the solution will only be valid for the less popular cylindrical fins, rather than the circular fins. It is also noted that they have nearly the same form as the ones presented by Curchill and Chu [28] for natural convection heat transfer from many geometric shapes. A solution for the most general form of this equation is given by Brucker, Ressler and Majdalani [13] .
here the constant 0 A is given by
( ) 
and the constants 0 a , 1 a , and 2 a are specified by the geometry, and posted with m , n , and p in Table 3 . U is the overall heat transfer coefficient from the base of the heat sink.
As noted in Brucker, Ressler and Majdalani [13] , it follows that two cases must be considered separately, due to the convergence criteria of the Taylor series used in the expansion. 
Type 1: Small
where, 
Having identified Eq. (21) as the leading order solution, the next step is to put
where the superscript is used to denote a type-I solution. To solve for the first-order correction 1 k , the notion of successive approximations is used. The first order correction is found to be 
Equation (22) is valid as long as
. This physical limitation is due to the divergence of the Taylor series at larger values of ( ) n e k κ .
Type 2: Large e k κ case
The series expansion in Eq. (18) 
When Eq. (24) is substituted back into Eq. (15), a number of terms arise. Some are so small that they can be ignored. The remaining terms are found to be 
As it can be seen in Eqs. (8)- (12) 
Equation (28) 
Cut-off Value // k
The cut-off value that delimits the small and large e k solutions can be obtained following Ref. [13] . Letting Table 3 . Using Eq. (30), the maximum asymptotic error at the delineation point where both approximations are optimally patched is contained within 2% when e k is at least 5% away from // k . In practice, once the cut-off // k is calculated for a given application, one may safely use the appropriate correlation depending on the operating range. In summary, one can use
where both approximations are equivalent at the cut-off point. The degree of precision associated with Eqs. (22) and (28) is illustrated in Fig. 1 where analytical and numerical predictions for e k are compared over a wide range of U and three flow configurations. All fluid and geometric properties used in the preparation of Fig. 1 are given in Table 2 .
APPROXIMATE
e k FOR LAMINAR AND TURBULENT FORCED CONVECTION ACROSS A SPHERE Some correlations exist for which a standalone diffusive constant is added to the term containing the Prandtl number. An illustrative case arises in the context of a laminar or turbulent flow across a sphere of diameter D . This form of the equation applies to the natural convection correlation proposed by Yuge [19] for laminar heat transfer from a sphere. The pertinent Nusselt number relation has been developed by Whitaker [18] over the range 
where both 0 C and 1 C are independent of e k . Equation (32) can be rearranged into 
Equation (34) is applicable to compact heat sink modeling, in the event that the heat sink base and fins are hemispherical or spherical in shape. 
CONCLUSION
In this article, several analytical expressions were derived for the effective thermal conductivity ( e k ) in forced convection applications. The final results are posted in Table 1 . In addition to the final expressions and equations used to calculate the effective thermal conductivity for a specific geometry, we have provided a detailed description of the methodology used. Every attempt was made to make these methods general enough so that they could be applied to future correlations that are bound to arise. The compilation of the Nusselt number correlations that can be found in Table 1 is supplemented with a discussion of the Churchill and Bernstein equations, for which no direct solution exists. Asymptotic solutions for them are listed in Table 3 .
The presentation of our asymptotic solution is kept general again in the hopes that as new correlations arise they can be transformed into ones that are of use to the compact modeling community. Since all of the results are self-contained and require no knowledge of advanced mathematics to implement they can be readily implemented in a compact simulation. Yet, for the interested researcher, we have also provided the tools that may be necessary to handle new equations in the future. 
