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ON Lp-SOLVABILITY OF STOCHASTIC INTEGRO-DIFFERENTIAL
EQUATIONS
ISTVA´N GYO¨NGY AND SIZHOU WU
Abstract. A class of (possibly) degenerate stochastic integro-differential equations of par-
abolic type is considered, which includes the Zakai equation in nonlinear filtering for jump
diffusions. Existence and uniqueness of the solutions are established in Bessel potential
spaces.
1. Introduction
We consider the equation
dut(x) =(Atut(x) + ft(x)) dt+ (Mrtut(x) + grt (x)) dwrt
+
∫
Z
(ut−(x+ ηt,z(x))− ut−(x) + ht(x, z)) p˜i(dz, dt) (1.1)
for (t, x) ∈ [0, T ]× Rd := HT with initial condition
u0(x) = ψ(x) for x ∈ Rd, (1.2)
on a filtered probability space (Ω,F , P, (Ft)t≥0), carrying a sequence w = (wit)∞i=1 of inde-
pendent Ft-Wiener processes and an Ft-Poisson martingale measure p˜i(dz, dt) = pi(dz, dt)−
µ(dz)⊗dt, where pi(dz, dt) is an Ft-Poisson random measure with a σ-finite intensity measure
µ(dz) on a measurable space (Z,Z) with countably generated σ-algebra Z. We note that
here, and later on, the summation convention is used with respect to repeated (integer-valued)
indices and multi-numbers.
In the above equation At is an integro-differential operator of the form At = Lt+N ξt +N ηt
with a second order differential operator
Lt = aijt (x)Dij + bit(x)Di + ct(x),
and integral operators N ξt and N ηt defined by
N ξt ϕ(x) =
∫
Z
ϕ(x+ ξt,z(x))− ϕ(x)− ξt,z(x)∇ϕ(x) ν(dz)
N ηt ϕ(x) =
∫
Z
ϕ(x+ ηt,z(x))− ϕ(x)− ηt,z(x)∇ϕ(x)µ(dz) (1.3)
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2 I. GYO¨NGY AND S. WU
for a suitable class of real-valued functions ϕ on Rd for each t ∈ [0, T ], where ν(dz) is a fixed
σ-finite measure on (Z,Z). For each integer r ≥ 1 the operatorMrt is a first order differential
operator of the form
Mrt = σirt (x)Di + βrt (x).
The coefficients aij , bi, c, σir and βr are real functions on Ω × HT for i, j = 1, 2, ..., d and
integers r ≥ 1, and η = (ηit,z(x)) and ξ = (ξit,z(x)) are Rd-valued functions of (ω, t, x, z) ∈
Ω×HT × Z. The free terms f and gr are real functions defined on Ω×HT for every r ≥ 1,
and h is a real function defined on Ω×HT ×Z. The stochastic differentials in equation (1.1)
are understood in Itoˆ’s sense, see the definition of a solution in the next section.
We are interested in the solvability of the above problem in Lp-spaces. We note that equa-
tion (1.1) may degenerate, i.e., the pair of linear operators (L,M) satisfies only the stochastic
parabolicity condition, Assumption 2.1 below, and the operator N ξ may also degenerate. Our
main result, Theorem 2.1 states that under the stochastic parabolicity condition on the op-
erators (L,M), N ξ, N η, and appropriate regularity conditions on their coefficients and on
the initial and free data, the Cauchy problem (1.1)-(1.2) has a unique generalised solution
u = (ut)t∈[0,T ] for a given T . Moreover, this theorem describes the temporal and spatial
regularity of u in terms of Bessel potential spaces Hnp , and presents also a supremum esti-
mate in time. The uniqueness of the solution is proved by an application of a theorem on
Itoˆ’s formula from [19], which generalises a theorem of Krylov in [25] to the case of jump
processes. The existence of a generalised solution is proved in several steps. First we obtain
a priori estimates in Sobolev spaces Wnp for integers n ∈ [0,m] if p = 2k for an integer k ≥ 1,
where m is a parameter measuring the spatial smoothness of the coefficients and the data in
(1.1)-(1.2). These estimates allow us to construct a generalised solution by standard meth-
ods of approximating (1.1)-(1.2) with non-degenerate equations with smooth coefficients and
compactly supported smooth data in x ∈ Rd, and passing to the weak limit in appropriate
spaces. Thus we see that a solution operator, mapping the initial and free data into the
solution of (1.1)-(1.2), exists and it is a bounded linear operator in appropriate Lp-spaces if
p = 2k for an integer k ≥ 1. Hence by interpolation we get our a priori estimates in Bessel
potential spaces Hnp for any given p ≥ 2 and real number n ∈ [0,m]. We obtain essential
supremum estimates in time for the solution from integral estimates, by using the simple fact
that the essential supremum of Lebesgue functions over an interval [0, T ] is the limit of their
Lr([0, T ])-norm as r →∞. Hence we get the temporal regularity of the solution formulated
in our main theorem by using Theorem 2.2 on Itoˆ’s formula in [19], an extension of Lemma
5.3 in [10] and a well-known interpolation inequality, Theorem 4.1(v) below.
Concerning the above construction of a generalised solution in Lp-spaces we would like to
emphasise that first we can get the necessary a priori estimates only if p = 2k for an integer
k ≥ 1 and we need to use interpolation via the solution operator to get these estimates for
arbitrary p ≥ 2. We note that a similar situation arose in Lp-estimates in finite difference
approximations for stochastic PDEs in [13].
In the literature there are many results on stochastic integral equations with unbounded
operators, driven by jump processes and martingale measures. A general existence and
uniqueness theorem for stochastic evolution equations with nonlinear operators satisfying
stochastic coercivity and monotonicity conditions is proved in [17], which generalises some re-
sults in [32] and [26] to stochastic evolution equations driven by semimartingales and random
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measures. This theorem implies the existence of a unique generalised solution to (1.1)-(1.2)
in L2-spaces when instead of the stochastic parabolicity condition (2.1) in Assumption 2.1
below, the strong stochastic parabolicity condition,
d∑
i,j=1
αijzizj ≥ λ
d∑
i=1
|zi|2 for all z = (z1, z2, ..., zd) ∈ Rd
with a constant λ > 0 is assumed on (L,M). Under the weaker condition of stochas-
tic parabolicity the solvability of (1.1)-(1.2) in L2-spaces is investigated and existence and
uniqueness theorems are presented in [9] and [28]. The first result on solvability in Lp-spaces
for the stochastic PDE problem (1.1)-(1.2) with ξ = η = 0 and h = 0 was obtained in [27],
and was improved in [18]. However, there is a gap in the proof of the crucial a priori estimate
in [27]. This gap is filled in and more general results on solvability in Lp-spaces for systems
of stochastic PDEs driven by Wiener processes are presented in [14]. As far as we know The-
orem 2.1 below is the first result on solvability in Lp-spaces of stochastic integro-differential
equations (SIDEs) without any non-degeneracy conditions. It generalises the main result of
[10] on deterministic integro-differential equations to SIDEs. Our motivation to study equa-
tion (1.1) comes from nonlinear filtering of jump-diffusion processes, and we want to apply
Theorem 2.1 to filtering problems in a continuation of the present paper.
We note that under non-degeneracy conditions SIDEs have been investigated with various
generalities in the literature, and very nice results on their solvability in Lp-spaces have
recently been obtained. In particular, Lp-theories for such equations have been developed in
[22], [23], [29], [30] and [31], which extend some results of the Lp theory of Krylov [24] to
certain classes of equations with non local operators. See also [7], [11] and [35] in the case
of deterministic equations. Nonlinear filtering problems and the related equations describing
the conditional distributions have been extensively studied in the literature. For results in
the case of jump-diffusion models see, for example, [2], [4], [12] and [16].
In conclusion, we introduce some notions and notations used throughout this paper. All
random elements are given on the filtered probability space (Ω,F , P, (Ft)t≥0). We assume
that F is P -complete, the filtration (Ft)t≥0 is right-continuous, and F0 contains all P -zero
sets of F . The σ-algebra of the predictable subsets of Ω × [0,∞) is denoted by P. For
notations, notions and results concerning Le´vy processes, Poisson random measures and
stochastic integrals we refer to [1], [3] and [21].
For vectors v = (vi) and w = (wi) in Rd we use the notation vw =
∑m
i=1 v
iwi and
|v|2 = ∑i |vi|2. For real-valued Lebesgue measurable functions f and g defined on Rd the
notation (f, g) means the integral of the product fg over Rd with respect to the Lebesgue
measure on Rd. A finite list α = α1α2, ..., αn of numbers αi ∈ {1, 2, ..., d} is called a multi-
number of length |α| := n, and the notation
Dα := Dα1Dα2 ...Dαn
is used for integers n ≥ 1, where
Di =
∂
∂xi
, for i ∈ {1, 2, ..., d}.
We use also the multi-number  of length 0 such that D means the identity operator. For an
integer n ≥ 0 and functions v on Rd, whose partial derivatives up to order n are functions,
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we use the notation Dnv for the collection {Dαv : |α| = n}, and define
|Dnv|2 =
∑
|α|=n
|Dαv|2.
For differentiable functions v = (v1, ..., vd) : Rd → Rd the notation Dv means the Jacobian
matrix whose j-th entry in the i-th row is Djv
i.
The space of smooth functions ϕ = ϕ(x) with compact support on the d-dimensional
Euclidean space Rd is denoted by C∞0 . For p, q ≥ 1 we denote by Lq = Lq(Z,R) the Banach
spaces of R-valued Z-measurable functions h = h(z) of z ∈ Z such that
|h|qLq =
∫
Rd
|h(z)|q µ(dz) <∞.
The notation Lp,q means the space Lp ∩ Lq with the norm
|v|Lp,q = max(|v|Lp , |v|Lq) for v ∈ Lp ∩ Lq.
The space of sequences ν = (ν1, ν2, ...) of real numbers νk with finite norm
|ν|l2 =
( ∞∑
k=1
|νk|2)1/2
is denoted by l2.
The Borel σ-algebra of a separable Banach space V is denoted by B(V ), and for p ≥ 0 the
notations Lp([0, T ], V ) and Lp(Rd, V ) are used for the space of V -valued Borel-measurable
functions f on [0, T ] and g on Rd, respectively, such that |f |V and |g|V have finite Lebesgue
integral over [0, T ] and Rd, respectively. For p ≥ 1 and g ∈ Lp(Rd, V ) we use the notation
|f |Lp , defined by
|f |pLp =
∫
Rd
|f(x)|pV dx <∞.
In the sequel, V will be R, l2 or Lp,q. For integer n ≥ 0 the space of functions from
Lp(Rd, V ), whose generalised derivatives up to order n are also in Lp(Rd, V ), is denoted by
Wnp = W
n
p (Rd, V ) with the norm
|f |Wnp :=
∑
|α|≤n
|Dαf |Lp .
By definition W 0p (Rd, V ) = Lp(Rd, V ). Moreover, we use Wnp = Wnp (V ) to denote the space
of P-measurable functions mapping from Ω× [0, T ] into Wnp = Wnp (Rd, V ) such that
|f |pWnp := E
∫ T
0
|f |pWnp dt <∞,
and we use Lp to denoteW0p. For m ∈ R and p ∈ (1,∞) we use the notation Hmp = Hmp (Rd;V )
for the Bessel potential space with exponent p and order m, defined as the space of V -valued
generalised functions ϕ on Rd such that
(1−∆)m/2ϕ ∈ Lp and |ϕ|Hmp := |(1−∆)m/2ϕ|Lp <∞,
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where ∆ =
∑d
i=1D
2
i . Moreover, we use Hmp to denote the space of P-measurable functions
from Ω× [0, T ] to Hmp such that
|f |pHnp := E
∫ T
0
|ft|pHnp dt <∞.
We will often omit the target space V in the notations Wnp (V ), H
m
p (V ), Wnp (V ) and Hmp (V )
for convenience if V = R. When V = Lp,q we use Wnp,q, Hmp,q Wnp,q and Hmp,q to denote
Wnp (Lp,q), Hmp (Lp,q) Wnp (Lp,q) and Hmp (Lp,q) respectively, and we use Lp,q to denote W0p,q.
Remark 1.1. If V is a UMD space, see for example [20] for the definition of UMD spaces,
then by Theorem 5.6.11 in [20] for p > 1 and integers n ≥ 1 we have Wnp (V ) = Hnp (V ) with
equivalent norms. Clearly, Lp,q is a UMD space for p, q ∈ (1,∞), which implies Wnp,q = Hnp,q
for non-negative integers n and p, q ∈ (1,∞).
2. Formulation of the results
To formulate our assumptions we fix a constant K, a nonnegative number m, an exponent
p ∈ [2,∞), and non-negative Z-measurable functions η¯ and ξ¯ on Z such that they are
bounded by K and
K2η :=
∫
Z
|η¯(z)|2 µ(dz) <∞ K2ξ :=
∫
Z
|ξ¯(z)|2 ν(dz) <∞.
We denote by dme the smallest integer which is greater than or equal to m, and bmc the
largest integer which is less than or equal to m.
Assumption 2.1. The derivatives in x ∈ Rd of aij up to order max{dme, 2}, the derivatives
of bi in x up to order max{dme, 1} and the derivatives of c up to order dme are P ⊗ B(Rd)-
measurable functions on Ω ×HT , bounded by K for all i, j = 1, 2, ...d. The functions σi =
(σir)∞r=1 and β = (β)∞r=1 and their derivatives up to order dme+ 1 are l2-valued P ⊗ B(Rd)-
measurable functions, bounded by K. Moreover aij = aji for all i, j = 1, ...d, and for
P ⊗ dt⊗ dx-almost all (ω, t, x) ∈ Ω×HT
αijt (x)z
izj ≥ 0 for all z = (z1, ..., zd), (2.1)
where
αij = 2aij − σirσjr.
Assumption 2.2. The mapping ξ = (ξi) is an Rd-valued P⊗B(Rd)⊗Z-measurable function
on Ω × [0, T ] × Rd × Z. Its derivatives in x ∈ Rd up to order max{dme, 3} exist and are
continuous in x ∈ Rd such that
|Dkξ| ≤ ξ¯ k = 0, 1, 2, ...,max{dme, 3} := m¯
for all (ω, t, x, z) ∈ Ω×HT × Z. Moreover,
K−1 ≤ |det(I+ θDξt,z(x))|
for all (ω, t, x, z, θ) ∈ Ω×HT ×Z× [0, 1], where I is the d×d identity matrix, and Dξ denotes
the Jacobian matrix of ξ in x ∈ Rd.
Assumption 2.3. The function η = (ηi) maps Ω × [0, T ] × Rd × Z into Rd such that
Assumption 2.2 holds with η and η¯ in place of ξ and ξ¯, respectively.
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Assumption 2.4. The free data f = (ft)t∈[0,T ], g = (grt )t∈[0,T ] and h = (ht)t∈[0,T ] are P-
measurable processes with values in Hmp , H
m+1
p (l
2) and Hm+1p,2 = H
m+1
p (Lp,2), respectively,
such that almost surely Kpp,m(T ) <∞, where
Kpp,m(t) :=
∫ t
0
|fs|pHmp + |gs|
p
Hm+1p (l2)
+ |hs|pHm+1p,2 + 1p>2|hs|
p
Hm+2p,2
ds, t ≤ T.
The initial value ψ is an F0-measurable random variable with values in Hmp .
Remark 2.1. By Taylor’s formula we have
v(x+ η(x))− v(x)− η(x)∇v(x) =
∫ 1
0
ηk(x)(vk(x+ θη(x))− vk(x)) dθ
=
∫ 1
0
ηk(x)Dk(v(x+ θη(x))− v(x)) dθ −
∫ 1
0
θηk(x)ηlk(x)vl(x+ θη(x)) dθ
for every v ∈ C∞0 , where to ease notation we do not write the arguments t and z and write
vk instead of Dkv for functions v. Due to Assumption 2.3 these equations extend to v ∈W 1p
for p ≥ 2 as well. Hence after changing the order of integrals, by integration by parts we
obtain
(N ηv, ϕ) = −(J kη v,Dkϕ) + (J 0η v, ϕ)
for ϕ ∈ C∞0 , with
J kη (t)v(x) =
∫ 1
0
∫
Z
ηk(v(τθη(x))− v(x))µ(dz) dθ, k = 1, 2, ..., d, (2.2)
J 0η (t)v(x) =−
∫ 1
0
∫
Z
{
∑
k
ηkk(v(τθη(x))− v(x)) + θηk(x)ηlk(x)vl(τθη(x))}µ(dz) dθ, (2.3)
where for the sake of short notation the arguments t, z of η and ηk have been omitted, and
τθη(x) := x+ θηt,z(x) for x ∈ Rd, t ∈ [0, T ], z ∈ Z and θ ∈ [0, 1]. (2.4)
Operators Jkξ and J
0
ξ are defined as J
k
η and J
0
η in (2.2) and (2.3) but with ξ everywhere in
place of η.
Definition 2.1. An Lp-valued cadlag Ft-adapted process u = (ut)t∈[0,T ] is a generalised
solution to equation (1.1) with initial value u0 = ψ, if ut ∈ W 1p for P ⊗ dt-almost every
(ω, t) ∈ Ω× [0, T ], such that u ∈ Lp([0, T ],W 1p ) almost surely, and for each ϕ ∈ C∞0 (Rd)
(ut, ϕ) = (ψ,ϕ) +
∫ t
0
〈Asus, ϕ〉+ (fs, ϕ) ds
+
∫ t
0
(Mrsus, ϕ) dwrs +
∫ t
0
∫
Z
∫
Rd
(us−(x+ηs,z(x))−us−(x)+hs(x, z))ϕ(x) dx p˜i(dz, ds) (2.5)
for all t ∈ [0, T ] and almost all ω ∈ Ω, where
〈Asus, ϕ〉 := −(aijs Djus, Diϕ) + (b¯isDius + csus, ϕ)
−(J (i)ξ us, Diϕ) + (J (0)ξ us, ϕ)− (J (i)η us, Diϕ) + (J (0)η us, ϕ)
with b¯is = b
i
s −Djaijs for all s ∈ [0, T ], and the stochastic integrals are Itoˆ integrals.
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Theorem 2.1. If Assumptions 2.1 through 2.4 hold with m ≥ 0, then there is at most one
generalised solution to (1.1). If Assumptions 2.1 through 2.4 hold with m ≥ 1, then there
is a unique generalised solution u = (ut)t∈[0,T ], which is a weakly cadlag Wmp -valued adapted
process, and it is a strongly cadlag W sp -valued process for any s ∈ [0,m). Moreover,
E sup
t∈[0,T ]
|ut|qW sp dt ≤ N
(
E|ψ|qW sp + EK
q
p,s(T )
)
for s ∈ [0,m], q ∈ (0, p] (2.6)
with a constant N = N(d,m, p, q, T,K,Kξ,Kη).
3. Preliminaries
For vectors v = (v1, ...., vd) ∈ Rd we define the operators T v, Iv and Jv by
T vϕ(x) = ϕ(x+ v)− ϕ(x), Ivϕ(x) = ϕ(x+ v)− ϕ(x),
Jvφ(x) = ϕ(x+ v)− φ(x)− viDiφ(x) x ∈ Rd (3.1)
acting on functions ϕ and φ defined on Rd such that the generalised derivative Diφ exist. If
v = v(x) is a function of x ∈ Rd then the notation T v, Iv and Jv mean the operators defined
by (3.1) with v(x) in place v. For example, Jξ and Jη mean for each ω ∈ Ω, t ∈ [0, T ] and
z ∈ Z the operators defined on differentiable functions ϕ on Rd by
Jξϕ(x) = ϕ(x+ ξ(x))− ϕ(x)− ηi(x)Div(x),
Jηϕ(x) = ϕ(x+ η(x))− ϕ(x)− ηi(x)Div(x), x ∈ Rd
for each fixed variable (ω, t, z) suppressed in this notation. We will often use the Taylor
formulas
Ivϕ(x) =
∫ 1
0
ϕi(x+ θv)v
i dθ (3.2)
and
Jvφ(x) =
∫ 1
0
(1− θ)φij(x+ θv)vivj dθ (3.3)
with ϕi := Diϕ and φij := DiDjφ, which hold for every x ∈ Rd when ϕ ∈ C1(Rd) and
φ ∈ C2(Rd), and they hold for dx-almost every x ∈ Rd when ϕ ∈W 1p and φ ∈W 2p .
We fix a non-negative smooth function k = k(x) with compact support on Rd such that
k(x) = 0 for |x| ≥ 1, k(−x) = k(x) for x ∈ Rd, and ∫Rd k(x) dx = 1. For ε > 0 and locally
integrable functions v of x ∈ Rd we use the notation v(ε) for the mollification of v, defined by
v(ε)(x) := Sεv(x) := ε−d
∫
Rd
v(y)k((x− y)/ε) dy, x ∈ Rd. (3.4)
Note that if v = v(x) is a locally Bochner-integrable function on Rd taking values in a Banach
space, the mollification of v is defined as (3.4) in the sense of Bochner integral.
The following lemmas are taken from [10] and for their proof we refer to [10].
Lemma 3.1. Let Assumption 2.3 hold. Then for every (ω, t, z) ∈ Ω × [0, T ] × Z the op-
erators T η, Iη and Jη are bounded linear operators from W kp to W
k
p , from W
k+1
p to Wp
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and from W k+2p to W
k
p respectively, for k = 0, 1, ...,m, such that T
ηϕ, Iηf and Jηg are
P ⊗ Z-measurable W kp -valued functions of (ω, t, z), and
|T ηϕ|Wkp ≤ N |ϕ|Wkp , |Iηf |Wkp ≤ Nη¯(z)|f |Wk+1p , |J
ηg|Wkp ≤ Nη¯2(z)|g|Wk+2p
for all ϕ ∈W kp , f ∈W k+1p and g ∈W k+2p , where N is a constant only depending on K,m, d, p.
Lemma 3.2. Let ρ be a Ck(Rd)-diffeomorphism for some k ≥ 1, such that
M ≤ |detDρ| and |Dlρ| ≤ N for l = 1, 2, ..., k (3.5)
for some constants M > 0 and N > 0. Then there are positive constants M ′ = M ′(N, d) and
N ′ = N ′(N,M, d, k) such that (3.5) holds with g := ρ−1, the inverse of ρ, in place of ρ, with
M ′ and N ′ in place of M and N , respectively.
The following lemma is a slight generalisation of Lemma 3.4 in [10].
Lemma 3.3. Let ρ be a Ck(Rd)-diffeomorphism for k ≥ 2, such that (3.5) holds for some
positive constants M and N . Then there is a positive constant ε0 = ε0(M,N, d) such that
ρε,ϑ := ϑρ+ (1− ϑ)ρ(ε) is a Ck(Rd)-diffeomorphism for every ε ∈ (0, ε0) and ϑ ∈ [0, 1], and
(3.5) remains valid for ρε,ϑ in place of ρ, with M
′′ = M/2 in place of M . Moreover, ρ(ε) is
a C∞-diffeomorphism for ε ∈ (0, ε0).
Proof. We show first that | detDρε,ϑ| is separated away from zero for sufficiently small ε > 0.
To this end observe that for bounded Lipschitz functions v = (v1, v2, ..., vd) on Rd and
vε,ϑ := ϑv + (1− ϑ)vε we have
|Πdi=1vi −Πdi=1viε,ϑ| ≤
d∑
i=1
Kd−1|vi − viε,ϑ| ≤ Kd−1Lε for any ε > 0 and ϑ ∈ [0, 1],
where L is the Lipschitz constant of v and K is a bound for |v|. Using this observation and
taking into account that Diρ
l is bounded by N and it is Lipschitz continuous with a Lipschitz
constant not larger than N , we get
|detDρ− detDρε,ϑ| ≤ d!Ndε.
Thus setting ε′ = M/(2d!Nd), for ε ∈ (0, ε′) and ϑ ∈ [0, 1] we have
| detDρε,ϑ| ≥ | detDρ| − | detDρ− detDρε,ϑ|
≥ |detDρ|/2 ≥M/2.
Clearly, ρε,ϑ is a C
k function. Hence by the implicit function theorem ρε,ϑ is a local C
k-
diffeomorphism for ε ∈ (0, ε′) and ϑ ∈ [0, 1]. We prove now that ρε,ϑ is a global Ck-
diffeomorphism for sufficiently small ε. Since by the previous lemma |Dρ−1| ≤ N ′, we
have
|x− y| ≤N ′|ρ(x)− ρ(y)|
≤N ′|ρε,ϑ(x)− ρε,ϑ(y)|+N ′|ρ(x)− ρε,ϑ(x) + ρε,ϑ(y)− ρ(y)|
for all x, y ∈ Rd and ε > 0 and ϑ ∈ [0, 1]. Observe that
|ρ(x)− ρε,ϑ(x) + ρε,ϑ(y)− ρ(y)| ≤
∫
Rd
|ρ(x)− ρ(x− εu) + ρ(y − εu)− ρ(y)|k(u) du
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≤
∫
Rd
∫ 1
0
ε|u||∇ρ(x− θεu)−∇ρ(y − θεu)|k(u) dθ du
≤ εN |x− y|
∫
|u|≤1
|u|k(u) du ≤ εN |x− y|.
Thus |x− y| ≤ N ′|ρε,ϑ(x)− ρε,ϑ(y)|+ εN ′N |x− y|. Therefore setting ε′′ = 1/(2NN ′), for all
ε ∈ (0, ε′′) and ϑ ∈ [0, 1] we have
|x− y| ≤ 2N ′|ρε,ϑ(x)− ρε,ϑ(y)| for all x, y ∈ Rd,
which implies lim|x|→∞ |ρε,ϑ(x)| = ∞, i.e., under ρε,ϑ the pre-image of any compact set is a
compact set for each ε ∈ (0, ε′′) and ϑ ∈ [0, 1]. A continuous function with this property is
called a proper function, and by Theorem 1 in [15] a local C1- diffeomorphism from Rd into
Rd is a global diffeomorphism if and only if it is a proper function. Thus we have proved
that ρε,ϑ is a global C
k-diffeomorphism for ε ∈ (0, ε0) and ϑ ∈ [0, 1], where ε0 = min(ε′, ε′′).
Clearly, ρε,0 = ρ
(ε) is a C∞ function and hence it is a C∞-diffeomorphism for every ε ∈ (0, ε0).
Now we can complete the proof of the lemma by noting that since Djρ
(ε) = (Djρ)
(ε), the
condition |Diρ| ≤ N implies |Diρε,ϑ| ≤ N for any ε > 0 and ϑ ∈ [0, 1]. 
For fixed ε > 0 and ϑ ∈ [0, 1] let ρε,ϑ denote any of the functions
ρε,ϑ(x) := x+ ϑηt,z(x) + (1− ϑ)η(ε)t,z (x), ρε,ϑ(x) := x+ ϑξt,z(x) + (1− ϑ)ξ(ε)t,z (x) x ∈ Rd.
for each (ω, t, z) ∈ Ω× [0, T ]× Z, and assume that Assumptions 2.2 and 2.3 hold. Then by
the inverse function theorem ρ is a local C1(Rd)-diffeomorphism for each t, θ and z. Since
|ηt,z(x)| ≤ η¯(z) <∞, |ξt,z(x)| ≤ ξ¯(z) <∞,
we have lim|x|→∞ |ρε,ϑ(x)| = ∞. Hence ρε,ϑ is a global C1-diffeomorphism on Rd, for ε > 0,
ϑ ∈ [0, 1], for each t ∈ [0, T ], z ∈ Z and θ ∈ [0, 1], by Theorem 1 in [15]. Note that by the
formula on the derivative of inverse functions a C1(Rd)-diffeomorphism and its inverse have
continuous derivatives up to the same order. Thus Lemmas 3.2 and 3.3 imply the following
lemma, which is a slight generalisation of Corollary 3.6 in [10].
Lemma 3.4. Let Assumptions 2.3 and 2.2 hold. Then there is a positive constant ε0 =
ε0(K, d) such that ρ = ρε,ϑ is a C
k-diffeomorphism on Rd for k = m¯, for any ε ∈ (0, ε0),
ϑ ∈ [0, 1] and (ω, t, z) ∈ Ω× [0, T ]× Z. Moreover, for some constants M = M(K, d, m¯) and
N = (K, d, m¯)
M ≤ min(|detDρ|, |det(Dρ)−1|), max(|Dkρ|, |Dkρ−1|) ≤ N (3.6)
for any ε ∈ (0, ε0), ϑ ∈ [0, 1], (ω, t, z) ∈ Ω× [0, T ]× Z and for k = 1, 2, ..., m¯. Furthermore,
if ϑ = 0 then ρ is a C∞-diffeomorphism for each ε ∈ (0, ε0), (ω, t, z) ∈ Ω × [0, T ] × Z, and
for each integer m ≥ 1 there are constants M = M(K, d,m) and N = N(K, d,m) such the
estimates in (3.6) hold for all ε ∈ (0, ε0), ϑ ∈ [0, 1], (ω, t, z) ∈ Ω×[0, T ]×Z and k = 1, 2, ...,m.
Lemma 3.5. Let V be a separable Banach space, and let f = f(x) be a V -valued function
of x ∈ Rd such that f ∈ Lp(V ) = Lp(Rd, V ) for some p ≥ 1. Then we have
|f (ε)|Lp(V ) ≤ |f |Lp(V ) and limε→0 |f
(ε) − f |Lp(V ) = 0.
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Proof. This lemma is well-known. Its proof can be found, e.g., in [19], see Lemma 4.4
therein. 
Recall that Lp(Lq1 ∩ Lq2) denotes the Lp-space of Lq1 ∩ Lq2-valued functions on Rd with
respect to the Lebesgue measure on Rd. Since (Z,Z, µ) is a σ-finite separable measure space,
Lq1 ∩Lq2 is a separable Banach space for any q1, q2 ∈ [1,∞). Hence, by Lemma 3.6 in [19] for
each v ∈ Lp(Lq1 ∩Lq2), p > 1 there is a B ⊗Z-measurable function v¯ = v¯(x, z) such that for
every x ∈ Rd we have v(x, z) = v¯(x, z) for µ-almost every z ∈ Z. Therefore if v ∈ Lp(Lq1∩Lq2)
for some p > 1 then v we may assume that it is B(Rd)⊗ Z-measurable real-valued function.
Moreover, we will often use the following characterisation of Wnp (Lq1 ∩ Lq2).
Lemma 3.6. Let v ∈ Lp(Lp ∩ Lq) for some p, q ∈ (1,∞), and let α be a multi-index. Then
the following statements hold.
(i) If vα, the Lp ∩ Lq-valued generalised Dα-derivative belongs to Lp(Lp ∩ Lq), then for
µ-almost every z ∈ Z the function vα(·, z) belongs to Lp(Rd,R) and it is the generalised
Dα-derivative of v(·, z).
(ii) If vα(·, z), the generalised Dα-derivative of the function v(·, z) belongs to Lp(Rd,R) for
µ-almost every z ∈ Z such that∫
Rd
(∫
Z
|vα(x, z)|r µ(dz)
)p/r
dx <∞ for r = p, q, (3.7)
then vα belongs to Lp(Lp ∩ Lq), and it is the Lp ∩ Lq-valued generalised Dα-derivative
of v.
Proof. (i) Let v¯α denote the Lp ∩ Lq-valued generalised Dα-derivative of v. Then∫
Rd
v¯α(x)ϕ(x) dx = (−1)n
∫
Rd
v(x)Dαϕ(x) dx
for every ϕ ∈ C∞0 , where the integrals are understood as Bochner integrals of Lp ∩Lq-valued
functions. Hence∫
Rd
∫
Z
v¯α(x, z)ψ(z)ϕ(x)µ(dz) dx = (−1)|α|
∫
Rd
∫
Z
v¯(x, z)ψ(z)ϕα(x)µ(dz) dx
for all ϕ ∈ C∞0 and bounded Z-measurable functions ψ supported on sets of finite µ-measure.
We can use Fubini’s theorem to get∫
Z
∫
Rd
v¯α(x, z)ϕ(x) dxψ(z)µ(dz) = (−1)|α|
∫
Z
∫
Rd
v(x, z)ϕα(x) dxψ(z)µ(dz).
Thus for each ϕ ∈ C∞0 we have∫
Rd
v¯α(x, z)ϕ(x) dx = (−1)|α|
∫
Rd
v(x, z)ϕα(x) dx (3.8)
for µ-almost every z ∈ Z. Consequently, for µ-almost every z ∈ Z equation (3.8) holds for all
ϕ ∈ Φ for a separable dense set Φ ⊂ C∞0 in Lp/(p−1)(Rd,R). Notice that for µ-almost every
z ∈ Z the functions v¯α(·, z) and v(·, z) belong to Lp(Rd,R). Hence there is a set S ⊂ Z of
full µ-measure such that for z ∈ S equation (3.8) holds for all ϕ ∈ C∞0 , which proves that
for z ∈ S the function v¯α(·, z) is generalised Dα-derivative of v(·, z). To prove (ii) notice
INTEGRO-DIFFERENTIAL EQUATIONS 11
that if for µ-almost every z ∈ Z the function vα(·, z) belongs to Lp(Rd,R) and it is the Dα
generalised derivative of the function v(·, z), then for µ-almost every z ∈ Z we have∫
Rd
vα(x, z)ϕ(x) dx = (−1)|α|
∫
Rd
v(x, z)ϕ(x) dx
for every ϕ ∈ C∞0 . Using condition (3.7) and that v ∈ Lp(Lp ∩ Lq), it is easy to check that,
as functions of z, both sides of the a bove equation are functions in Lp ∩ Lq, and hence
that these integrals define the same functions as the corresponding Lp ∩ Lq-valued Bochner
integrals. This proves that vα is the Lp ∩ Lq-valued generalised Dα-derivative of v. 
Lemma 3.7. Let Assumptions 2.3 hold with m = 0. Then the following statements hold.
(i) Let ζ be a F ⊗ B([0, T ] × Rd) ⊗ Z-measurable function on Ω ×HT × Z such that it is
continuously differentiable in x ∈ Rd and
|ζ|+ |Dζ| ≤ Kη¯ for all (ω, t, x, z) ∈ Ω×HT × Z. (3.9)
Then there is a constant N = N(K, d) such that for ϕ ∈W 11
A :=
∫
Rd
ζ(t, x, z)Iηt,zϕ(x) dx ≤ Nη¯2(z) |ϕ|L1 for all (ω, t, z) ∈ Ω× [0, T ]× Z. (3.10)
(ii) There is a constant N = N(K, d) such that for all φ ∈W 21
B :=
∫
Rd
Jηt,zφ(x) dx ≤ Nη¯2(z)|φ|L1 . (3.11)
(iii) There is a constant N = N(K, d) such that for all φ ∈W 11
C :=
∫
Rd
Iηt,zφ(x) dx ≤ Nη¯(z)|φ|L1 . (3.12)
Proof. The proof of (3.11) and (3.12) is given in [9] and [10]. For the convenience of the
reader we prove each of the above estimates here. We may assume that ϕ, φ ∈ C∞0 . For each
(ω, t, z, θ) ∈ Ω× [0, T ]×Z× [0, 1] let τ−1t,z,θ denote the inverse of the function x→ x+θηt,z(x).
Using (3.2) and (3.3) by change of variables we have
A =
∫ 1
0
∫
Rd
∇ϕ(x)χt,z,θ(x) dx dθ, B =
∫ 1
0
∫
Rd
(1− θ)Dijφ(x)%ijt,z,θ(x) dx dθ (3.13)
C =
∫ 1
0
∫
Rd
∇φ(x)κt,z,θ(x) dx dθ (3.14)
with
χt,θ,z(x) := (ζη)(τ
−1
t,z,θ(x))|detDτ−1t,z,θ(x)|, %ijt,z,θ(x) := (ηit,zηjt,z)(τ−1t,z,θ(x))|detDτ−1t,z,θ(x)|
and
κt,z,θ(x) := η(τ
−1
t,z,θ(x))|detDτ−1t,z,θ(x)|.
Due to (3.9) and Assumption 2.3 we have a constant N = N(K, d) such that
|Dχt,θ,z(x)| ≤ Nη¯2(z), |Dij%ijt,z,θ(x)| ≤ Nη¯2(z) and |Dκt,θ,z(x)| ≤ Nη¯(z)
for all (ω, x, t, z, θ) ∈ Ω×Rd × [0, T ]×Z × [0, 1]. Thus from (3.13) and (3.14) by integration
by parts we get (3.10), (3.11) and (3.12). 
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Next we present two important Itoˆ’s formulas from [19] for the p-th power of the Lp-norm
of a stochastic process.
Lemma 3.8. Let (uit)t∈0,T be a progressively measurable Lp-valued process such that there
exist f i ∈ Lp, gi = (gir)∞r=1 ∈ Lp, hi ∈ Lp,2, and an Lp-valued F0-measurable random variable
ψi for each i = 1, 2, ...,M for some integer M , such that for every ϕ ∈ C∞0
(uit, ϕ) = (ψ,ϕ) +
∫ t
0
(f is, ϕ) ds+
∫ t
0
(girs , ϕ) dw
r
s +
∫ t
0
∫
Z
(his, ϕ) p˜i(dz, ds) (3.15)
for P ⊗ dt-almost every (ω, t) ∈ Ω × [0, T ] and all i = 1, 2, ...,M . Then there are Lp-valued
adapted cadlag processes u¯ = (u¯1, u¯2, ..., u¯M ) such that equation (3.15), with u¯i in place of ui,
holds for every i = 1, 2, ...,M and each ϕ ∈ C∞0 almost surely for all t ∈ [0, T ]. Moreover,
ui = u¯i for P ⊗ dt-almost every (ω, t) ∈ Ω× [0, T ], and
|u¯t|pLp = |ψ|
p
Lp
+ p
∫ t
0
∫
Rd
|u¯s|p−2u¯isgirs dx dwrs
+ p2
∫ t
0
∫
Rd
(
2|u¯s|p−2u¯isf is + (p− 2)|u¯s|p−4|u¯isgi·s |2l2 + |u¯s|p−2
M∑
i=1
|gi·s |2l2
)
dx ds
+ p
∫ t
0
∫
Z
∫
Rd
|u¯s−|p−2u¯is−his dx p˜i(dz, ds)
+
∫ t
0
∫
Z
∫
Rd
(|u¯s− + hs|p − |u¯s−|p − p|u¯s−|p−2u¯is−his) dxpi(dz, ds)
holds almost surely for all t ∈ [0, T ].
Lemma 3.9. Let u = (ut)t∈0,T be a progressively measurable W 1p -valued process such that
the following conditions hold:
(i)
E
∫ T
0
|ut|pW 1p dt <∞ ;
(ii) there exist f ∈ Lp for α ∈ {0, 1, ..., d}, g =∈ Lp, h ∈ Lp,2, and an Lp-valued F0-
measurable random variable ψ, such that for every ϕ ∈ C∞0 we have
(ut, ϕ) = (ψ,ϕ) +
∫ t
0
(fαs , D
∗
αϕ) ds+
∫ t
0
(grs , ϕ) dw
r
s +
∫ t
0
∫
Z
(hs(z), ϕ) p˜i(dz, ds) (3.16)
for P ⊗ dt-almost every (ω, t) ∈ Ω× [0, T ], where D∗α = −Dα for α = 1, 2, .., d, and D∗α is the
identity operator for α = 0. Then there is an Lp-valued adapted ca`dla`g process u¯ = (u¯t)t∈[0,T ]
such that for each ϕ ∈ C∞0 equation (3.16) holds with u¯ in place of u almost surely for all
t ∈ [0, T ]. Moreover, u = u¯ for P ⊗ dt-almost every (ω, t) ∈ Ω× [0, T ], and almost surely
|u¯t|pLp = |ψ|
p
Lp
+ p
∫ t
0
∫
Rd
|us|p−2usgrs dx dwrs
+p2
∫ t
0
∫
Rd
(
2|us|p−2usf0s − 2(p− 1)|us|p−2f isDius + (p− 1)|us|p−2|gs|2l2
)
dx ds
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+
∫ t
0
∫
Z
∫
Rd
p|u¯s−|p−2u¯s−hs dx p˜i(dz, ds)
+
∫ t
0
∫
Z
∫
Rd
(|u¯s− + hs|p − |u¯s−|p − p|u¯s−|p−2u¯s−hs) dxpi(dz, ds)
for all t ∈ [0, T ], where u¯s− denotes the left-hand limit in Lp(Rd) of u¯ at s ∈ (0, T ].
The following slight generalisation of Lemma from [18] will play an essential role in ob-
taining supremum estimates.
Lemma 3.10. Let T ∈ [0,∞] and let f = (ft)t≥0 and g = (gt)t≥0 be nonnegative Ft-adapted
processes such that f is a cadlag and g is a continuous process. Assume
Efτ1g0≤c ≤ Egτ1g0≤c (3.17)
for any constant c > 0 and bounded stopping time τ ≤ T . Then, for any bounded stopping
time τ ≤ T , for γ ∈ (0, 1)
E sup
t≤τ
fγt ≤ 2−γ1−γE sup
t≤τ
gγt .
Proof . This lemma is proved in [18] when both processes f and g are continuous. A
word by word repetition of the proof in [18] extends it to the case when f to be cadlag. For
the convenience of the reader we present the proof below. By replacing ft and gt with ft∧T
and gt∧T , respectively, we see that we may assume that T = ∞. Then we replace gt with
maxs≤t gs and see that without losing generality we may assume that gt is nondecreasing. In
that case fix a constant c > 0 and let θf = inf{t ≥ 0 : ft ≥ c}, θg = inf{t ≥ 0 : gt ≥ c}. Then
P (sup
t≤τ
ft > c) ≤ P (θf ≤ τ) ≤ P (θg ≤ τ) + P (θf ≤ τ ∧ θg, θg > τ)
≤ P (gτ ≥ c) + P (g0 ≤ c, fτ∧θg∧θf ≥ c) ≤ P (gτ ≥ c) +
1
c
EIg0≤cfτ∧θg∧θf .
In the light of (3.17) we replace the expectation with
EIg0≤cgτ∧θg∧θf ≤ EIg0≤cgτ∧θg = EIg0≤c(gτ ∧ gθg)
≤ EIg0≤c(gτ ∧ c) ≤ E(gτ ∧ c).
Hence
P (sup
t≤τ
ft > c) ≤ P (gτ ≥ c) + 1
c
E(c ∧ gτ )
Now it only remains to substitute c1/γ in place of c and integrate with respect to c over
(0,∞). The lemma is proved.
Finally we present a slight modification of Lemma 5.3 from [10] which we will use in
proving regularity in time of solutions to (1.1)-(1.2).
Lemma 3.11. Let V be a reflexive Banach space, embedded continuously and densely into
a Banach space U . Let f be a U -valued weakly cadlag function on [0, T ] such that the weak
limit in U at T from the left is f(T ). Assume there is a dense subset S of [0, T ] such that
f(s) ∈ V for s ∈ S and sups∈S |f(s)|V <∞. Then f is a V -valued function, which is cadlag
in the weak topology of V , and hence sups∈[0,T ] |f(s)|V = sups∈S |f(s)|V .
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Proof. Since S is dense in [0, T ], for a given t ∈ [0, T ) there is a sequence {tn}∞n=1 with
elements in S such that tn ↓ t. Due to supn∈N |f(tn)|V < ∞ and the reflexivity of V there
is a subsequence {tnk} such that f(tnk) converges weakly in V to some element v ∈ V .
Since f is weakly cadlag in U , for every continuous linear functional ϕ over U we have
limk→∞ ϕ(f(tnk)) = ϕ(f(t)). Since the restriction of ϕ in V is a continuous functional over
V we have limk→∞ ϕ(f(tnk)) = ϕ(v). Hence f(t) = v, which proves that f is a V -valued
function over [0, T ). Moreover, by taking into account that
|f(t)|V = |v|V ≤ lim inf
k→∞
|f(tnk)|V ≤ sup
t∈S
|f(t)|V <∞,
we obtain K := supt∈[0,T ) |f(s)|V <∞. Let φ be a continuous linear functional over V . Due
to the reflexivity of V , the dual U∗ of the space U is densely embedded into V ∗, the dual of
V . Thus for φ ∈ V ∗ and ε > 0 there is φε ∈ U∗ such that |φ−φε|V ∗ ≤ ε. Hence for arbitrary
sequence tn ↓ t, tn ∈ [0, T ] we have
|φ(f(t))− φ(f(tn))| ≤ |φε(f(t)− f(tn))|+ |(φ− φε)(f(t)− f(tn))|
≤ |φε(f(t)− f(tn))|+ ε|f(t)− f(tn)|V ≤ |φε(f(t)− f(tn))|+ 2εK.
Letting here n→∞ and then ε→ 0, we get
lim sup
n→∞
|φ(f(t))− φ(f(tn))| ≤ 0,
which proves that f is right-continuous in the weak topology in V . We can prove in the same
way that at each t ∈ [0, T ] the function f has weak limit in V from the left at each t ∈ (0, T ],
which finishes the proof of the lemma. 
4. Some results on interpolation spaces
A pair of complex Banach spaces A0 and A1, which are continuously embedded into a
Hausdorff topological vector space H, is called an interpolation couple, and Aθ = [A0, A1]θ
denotes the complex interpolation space between A0 and A1 with parameter θ ∈ (0, 1). For
an interpolation couple A0 and A1 the notations A0∩A1 and A0+A1 is used for the subspaces
A0 ∩A1 = {v ∈ H : v ∈ A0 and v ∈ A1}, A0 +A1 = {v ∈ H : v = v1 + v2, vi ∈ Ai}
equipped with the norms |v|A0∩A1 = max(|v|A0 , |v|A1) and
|v|A0+A1 := inf{|v0|A0 + |v1|A1 : v = v0 + v1, v0 ∈ A0, v1 ∈ A1},
respectively. Then the following theorem lists some well-known facts about complex inter-
polation, see e.g., 1.9.3, 1.18.4 and 2.4.2 in [34] and 5.6.9 in [20].
Theorem 4.1. (i) If A0, A1 and B0, B1 are two interpolation couples and S : A0 + A1 →
B0 + B1 is a linear operator such that its restriction onto Ai is a continuous operator
into Bi with operator norm Ci for i = 0, 1, then its restriction onto Aθ = [A0, A1]θ
is a continuous operator into Bθ = [B0, B1]θ with operator norm C
1−θ
0 C
θ
1 for every
θ ∈ (0, 1).
(ii) For a σ-finite measure space M and an interpolation couple of separable Banach spaces
A0, A1 we have
[Lp0(M, A0), Lp1(M, A1)]θ = Lp(M, [A0, A1]θ),
for every p0, p1 ∈ [1,∞), θ ∈ (0, 1), where 1/p = (1− θ)/p0 + θ/p1.
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(iii) Let Hmp denote the Bessel potential spaces of complex-valued functions. Then for
m0,m1 ∈ R and 1 < p0, p1 <∞
[Hm0p0 , H
m1
p1 ]θ = H
m
p ,
where m = (1 − θ)m0 + θm1, and 1/p = (1 − θ)/p0 + θ/p1. Moreover, for integers m
one has Hmp = W
m
p with equivalent norms.
(iv) For a UMD Banach space V , denote by Hmp (V ) the Bessel potential spaces of V -valued
functions. Then for 1 < p <∞ and m0,m1 ∈ R
[Hm0p (V ), H
m1
p (V )]θ = H
m
p (V )
for every θ ∈ (0, 1), where m = (1− θ)m0 + θm1.
(v) For θ ∈ [0, 1] there is a constant cθ such that
|v|Aθ ≤ cθ|v|1−θA0 |v|θA1
for all v ∈ A0 ∩A1.
We will also use the following theorem on the interpolation spaces between the interpolation
couple Lq ∩Lp0 and Lq ∩Lp1 , for 1 ≤ p0 ≤ p1 and a fixed q /∈ (p0, p1), where the notation Lp
means the Lp-space of real functions on a measure space (Z,Z, µ) with a σ-finite measure µ
on a σ-algebra Z.
Theorem 4.2. For any 1 ≤ p0 ≤ p1 ≤ ∞, q ≥ 1 and q /∈ (p0, p1) we have
[Lq ∩ Lp0 ,Lq ∩ Lp1 ]θ = Lq ∩ Lp
with equivalent norms for each θ ∈ (0, 1), where p is defined by 1/p = (1− θ)/p0 + θ/p1.
This theorem is proved in [33] only in the special case when Z is a domain in Rd, Z is the
σ-algebra of the Borel subsets of Rd, µ is the Lebesgue measure on Rd and q = 2 ≤ p0 ≤ p1,
but the same proof works also in our situation. For the convenience of the reader we present
here the very nice argument from [33] in our more general setting. The key role is played by
the following lemma, which is an adaptation of Theorem 4 from [33]. The notation Lp(a, b)
means the Lp space of Borel-measurable real-functions on an interval (a, b) with respect to
the Lebesgue measure on (a, b) for −∞ ≤ a < b ≤ ∞.
Lemma 4.3. Let f ∈ L1 + L∞ be a fixed function. Then there are bounded linear operators
S1 and S2 mapping L1 + L∞ to L1(0, 1) and l∞, respectively, and there are also bounded
linear operators T1 and T2 mapping L1(0, 1) and l∞, respectively into L1 + L∞, such that
f = T1S1f + T2S2f, (4.18)
and for any p ∈ [1,∞]
|S1u|Lp(0,1) ≤ |u|Lp , |S2u|lp ≤ |u|Lp , |T1v|Lp ≤ |v|Lp(0,1), |T2w|Lp ≤ |w|lp (4.19)
for all u ∈ Lp, v ∈ Lp(0, 1) and w ∈ lp.
Proof. Though the proof of this lemma is just a repetition, in a more general setting, of
that of Theorem 4 from [33], for the convenience of the reader we present the full argument
here. The main tool in the proof is a theorem of Calderon, Theorem 1 from [6], which under
a stronger condition reads as follows. Let Lp(Zi) denote the Lp-space of real functions on
16 I. GYO¨NGY AND S. WU
a σ-finite measure space (Zi,Zi, µi) for i = 1, 2, and let fi ∈ L1(Zi) + L∞(Zi) such that
f∗1 (t) ≥ f∗2 (t) for t ∈ [0,∞), where
f∗i (t) = inf{λ ≥ 0 : µi(|fi| > λ) ≤ t)}, t ≥ 0
is the non-increasing right continuous rearrangement of fi. Then there is a bounded linear
operator L from L1(Z1) + L∞(Z1) into L1(Z2) + L∞(Z2) such that Lf1 = f2,
|Lu|L1(Z2) ≤ |u|L1(Z1) and |Lv|L∞(Z2) ≤ |v|L∞(Z1) (4.20)
for u ∈ L1(Z1) and v ∈ L∞(Z1).
Since f∗ = (f∗)∗, one can apply Calderon’s theorem to f1 := f and f2 := f∗, to get an op-
erator L such that Lf = f∗ and (4.20) holds with (Z1,Z1, µ1) := (Z,Z, µ) and (Z2,Z2, µ2) :=
((0,∞),B(0,∞), dt). Define the operators V1 and V2 from L1(0,∞) + L∞(0,∞) to L1(0, 1)
and to l∞, respectively by
V1u = u|(0,1), i.e., the restriction of u onto (0, 1), V2u =
(∫ n
n−1
u(t) dt
)∞
n=1
.
Define also the operators
W1 : L1(0, 1)→ L1(0,∞) and W2 : l∞ → L∞(0,∞)
by
W1v(t) :=
{
v(t), if t ∈ (0, 1)
0 if t ≥ 1 and W2a(t) :=
{
0, if t ∈ (0, 1)
an if t ∈ [n, n+ 1), n = 1, 2, ... .
Then for g := W1V1Lf +W2V2Lf ∈ L1(0,∞) + L∞(0,∞) one has g = f∗ on (0, 1), and
g(t) =
∫ n
n−1
f∗s ds ≥ f∗(n) ≥ f∗(t) for t ∈ [n, n+ 1)for integers n ≥ 1.
Thus f∗ ≤ g∗, and one can apply Calderon’s theorem again to get a bounded linear operator
H : L1(0,∞) + L∞(0,∞)→ L1 +L∞ such that f = Hg, and H is a bounded operator from
L1(0,∞) to L1 and from L∞(0,∞) to L∞, with operator norms not larger than 1. Hence it
is easy to check that Si := ViL and Ti := HWi, i = 1, 2 satisfy (4.18) and (4.19) for p = 1,∞,
and hence for all p ∈ [1,∞] by the Riesz-Thorin theorem. 
Proof of Theorem 4.2. Consider first the case 1 ≤ q ≤ p0 ≤ p1. Notice that for fixed q ≥ 1
and for any r ∈ [q,∞] we have
L˜r(0, 1) := Lq(0, 1) ∩ Lr(0, 1) = Lr(0, 1) and l˜r := lq ∩ lr = lq.
Use also the notation L˜r := Lq ∩ Lr. For an f ∈ L˜p = Lq ∩ Lp ⊂ L1 + L∞ let Si and Ti
denote the operators from the previous lemma. Then clearly,
S1 : L˜p → L˜p(0, 1) = Lp(0, 1) = [L˜p0(0, 1), L˜p1(0, 1)]θ, S2 : L˜p → l˜p = lq = [l˜p0 , l˜p1 ]θ
and by interpolation,
T1 : [L˜p0(0, 1), L˜p1(0, 1)]θ → [L˜p0 , L˜p1 ]θ, T2 : [l˜p0 , l˜p1 ]θ → [L˜p0 , L˜p1 ]θ
are bounded operators with operator norms not greater than 1. Hence taking V := [L˜p0 , L˜p1 ]θ
norm in both sides of equation (4.18) we get
|f |V ≤ |T1S1f |V + |T2S2f |V ≤ 2|f |L˜p .
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Let now f ∈ [L˜p0 , L˜p1 ]θ ⊂ L1 + L∞, and denote again by Si and Ti for i = 1 the linear
operators corresponding to f by the above lemma. Then clearly,
T1 : L˜p(0, 1)→ L˜p, and T2 : l˜p → L˜p,
and by interpolation
S1 : [L˜p0 , L˜p1 ]θ → [L˜p0(0, 1), L˜p1(0, 1)]θ = Lp(0, 1) = L˜p(0, 1)
and
S2 : [L˜p0 , L˜p1 ]θ → [l˜p0 , l˜p1 ]θ = lq = l˜p
are bounded operators with operator norm not greater than 1. Hence
|f |L˜p ≤ |T1S1f |L˜p + |T2S2f |L˜p ≤ 2|f |V ,
which finishes the proof of the theorem when 1 ≤ q ≤ p0 ≤ p1. The theorem in the case
1 ≤ p0 ≤ p1 ≤ q can be proved in the same way with obvious changes. 
Theorem 4.4. Let the pair of separable Banach spaces A0 and A1 be an interpolation couple,
and for θ ∈ [0, 1] let Hmp (Aθ) denote the Bessel potential spaces of Aθ-valued distributions for
m ∈ (−∞,∞) and p ∈ (1,∞). Then for p0, p1 ∈ (1,∞) and θ ∈ (0, 1)
[Hmp0(A0), H
m
p1(A1)]θ = H
m
pθ
(Aθ) (4.21)
for any m ∈ (−∞,∞), where pθ = ((1− θ)/p0 + θ/p1)−1.
Proof. We have equation (4.21) for m = 0 by (ii) in Theorem 4.1. Since
(1−∆)−m/2 : H0r (Aϑ)→ Hmr (Aϑ)
is a bounded operator with operator norm 1 for every r ∈ (1,∞) and ϑ ∈ [0, 1], by (i) in
Theorem 4.1 the operator (1 − ∆)−m/2 : H0pθ(Aθ) → [Hmp0(A0), Hmp1(A1)]θ =: H is bounded
with operator norm not greater than 1. Hence, taking into account that (1−∆)−m/2 maps
H0pθ(Aθ) onto H
m
pθ
(Aθ), we have H
m
pθ
(Aθ) ⊂ H. By (i) in Theorem 4.1 we also have that
(1 − ∆)m/2 : H → H0pθ(Aθ) is a bounded operator with operator norm not greater than 1.
Hence, taking into account that (1−∆)m/2 : Hmpθ(Aθ)→ H0pθ(Aθ) is a bounded operator with
operator norm 1, for w ∈ Hmpθ(Aθ) ⊂ H we get
|w|H = |(1−∆−m/2)(1−∆m/2)w|H ≤ |(1−∆m/2)w|H0pθ (Aθ) = |w|Hmpθ (Aθ),
and
|w|Hmpθ (Aθ) = |(1−∆
−m/2)(1−∆m/2)w|Hmpθ (Aθ) ≤ |(1−∆
m/2)w|H0pθ (Aθ) ≤ |w|H ,
which finishes the proof of the lemma. 
Hence by virtue of Theorem 4.2 we have the following corollary.
Corollary 4.5. For 1 ≤ p0 ≤ p1, q /∈ (p0, p1) and θ ∈ (0, 1)
[Hmp0(Lp0,q), Hmp1(Lp1,q)]θ = Hmpθ(Lpθ,q)
with equivalent norms for any m ∈ (−∞,∞), where pθ = ((1 − θ)/p0 + θ/p1)−1 and Lr,q =
Lr ∩ Lq for any r, q ∈ [1,∞).
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5. Lp estimates
Let Assumptions 2.1 and 2.3 hold, and let u = (ut)t∈[0,T ] be a Wn+2p -valued solution to
(1.1)-(1.2) for some integer n ≥ 0. Then by an application of Lemma 3.8 we have
|Dnut|pLp =|Dnψ|
p
Lp
+ p
∫ t
0
Qn,p(s, us, fs, gs) +Q
ξ
n,p(s, us) +Q
η
n,p(s, us) ds
+ p
∫ t
0
Dα(Mrsus + grs) dx dwrs
+
∫ t
0
∫
Z
∫
Rd
{(
∑
|α|=n
|Dαus− +Dα(Iηus− + hs)|2)p/2 − |Dnus−|p
− p
∑
|α|=n
|Dnus−|p−2Dαus−Dα(Iηus− + hs)} dxpi(dz, ds) (5.1)
holds almost surely for all t ∈ [0, T ], where
Qn,p(t, v, f, g) =
∫
Rd
p|Dnv|p−2{
∑
|α|=n
vαDα(Lv + f) + 1
2
∞∑
r=1
∑
|α|=n
|Dα(Mrv + gr)|2} dx
+
∫
Rd
1
2
p(p− 2)|Dnv|p−4
∞∑
r=1
|
∑
|α|=n
vαDα(Mrv + gr)|2 dx, (5.2)
Qξn,p(t, v) =
∫
Z
∫
Rd
p|Dnv|p−2
∑
|α|=n
vα(J
ξv)α dx ν(dz) (5.3)
Qηn,p(t, v) =
∫
Z
∫
Rd
p|Dnv|p−2
∑
|α|=n
vα(J
ηv)α dxµ(dz) (5.4)
for v ∈ Wn+22 , for each f ∈ Wmp , g ∈ Wm+1p (l2), h ∈ Wm+1p (Lp,2), ω ∈ Ω and t ∈ [0, T ].
Recall that the notation vα = Dαv is often used. In order to estimate the right-hand side of
(5.1), we also define for integers n ∈ [0,m] and p ≥ 2 the “p-form”
Qˆn,p(t, v, h) =
∫
Z
∫
Rd
p|Dnv|p−2
∑
|α|=n
vα
(
Jηv)α dxµ(dz)
+
∫
Z
∫
Rd
|Dn(T ηv + h)|p − |Dnv|p − p|Dnv|p−2
∑
|α|=n
vα
(
(Iηv)α + hα
)
dxµ(dz) (5.5)
for v ∈Wn+22 , h ∈Wm+1p (Lp,2), for each ω ∈ Ω and t ∈ [0, T ].
Proposition 5.1. Let Assumption 2.1 hold. Then for integers n ∈ [0,m] and any p ∈ [2,∞)
there is a constant N = N(d, p,m,K) such that
Qn,p(v, t, f, g) ≤ N
(|v|pWnp + |f |pWnp + |g|pWn+1p (l2)) (5.6)
for all v ∈Wn+2p , f ∈Wnp , g ∈Wn+1p (l2), ω ∈ Ω and t ∈ [0, T ].
Proof. This estimate is proved in [14] in a more general setting. 
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Proposition 5.2. Let Assumption 2.2 hold. Then the following statements hold:
(i) If p = 2k for an integer k ≥ 1 then for integers n ∈ [0,m] we have
Qξn,p(t, v) ≤ N |v|pWnp (5.7)
for v ∈Wn+2p , ω ∈ Ω and t ∈ [0, T ], with a constant N = N(d, p,m,K,Kξ).
(ii) For integers n ∈ [0,m] and for all p ≥ 2∫
Z
∫
Rd
|Dnv|p−2
∑
|α|=n
vαJ
ξvα dx ν(dz) ≤ N |v|pWnp (5.8)
for v ∈Wn+2p , ω ∈ Ω and t ∈ [0, T ], with a constant N = N(d, p,m,K,Kξ).
Proof. Statement (i) is proved in [10], see Theorem 4.1 therein. To prove (ii) notice that
p|Dnv|p−2vαJξvα = p|Dnv|p−2vα(Iξvα − vαiξi)
= p|Dnv|p−2vαIξvα + Jξ|Dnv|p − Iξ|Dnv|p.
Consider the vector Dnv = (vα)|α|=n. Then |Dnv|p is a convex function of Dnv. Conse-
quently,
Iξ|Dnv|p − p|Dnv|p−2vαIξvα ≥ 0.
Hence, taking into account Lemma 3.7 (ii), with ξ in place of η, we get (5.8). 
Proposition 5.3. Let Assumption 2.3 hold and let n ∈ [0,m] be an integer. Then for p = 2
there is a constant N = N(d,m,K,Kη) such that for all ω ∈ Ω and t ∈ [0, T ]
Qˆn,2(v, t, h) ≤ N
(|v|2Wn2 + |h|2Wn+12 (L2)) (5.9)
for all v ∈ Wn+2p and h ∈ Wn+12 (L2). Moreover, for p ∈ [4,∞) we have a constant N =
N(K, d,m, p,Kη) such that for ω ∈ Ω and t ∈ [0, T ]
Qˆn,p(v, t, h) ≤ N(|v|pWnp + |h|
p
Wn+2p (Lp,2)) (5.10)
for all v ∈Wn+2p and h ∈Wn+2p (Lp,2). For h = 0 this estimate holds for all p ∈ [2,∞).
To prove this proposition we recall the notation T η for the operator defined by T ηϕ(x) =
v(x+ η(x)) for functions ϕ on Rd, and for multi-numbers α 6=  introduce the notations
G(α)(v) :=
∑
1≤k≤|α|
∑
κ0unionsqκ1unionsq...unionsqκk=sα
ηi1α(κ1) · · · η
ik
α(κk)
T ηvα(κ0)i1i2...ik (5.11)
for v ∈ Wmp , where sα := {1, 2, ..., |α|}, and summation over κ0 unionsq κ1 unionsq ... unionsq κk = sα means
summation over all partitions of sα into disjoint subsets κ0,...,κk such that κj 6= ∅ for j ≥ 1,
and two partitions κ0unionsqκ1unionsq...unionsqκk = sα and κ′0unionsqκ′1unionsq...unionsqκ′k = sα are different if either κ0 6= κ′0
or for some i = 1, 2, ..., k the set κi is different from each of the sets κ
′
j for j = 1, 2, ...k. For a
subset κ ⊂ sα the notation α(κ) means the multi-number αj1 ...αjr , where j1,...,jr the elements
of κ in increasing order. When κ0 is the empty set, then α(κ0) = , the multi-number of
length zero. Recall that vα = Dαv and Dv = v.
Noticing that for i = 1, 2, ..., k
(T ηv)i − T ηvi = ηki T ηvk,
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by induction on the length of multi-numbers α we get
(T ηv)α − T ηvα = G(α) for |α| ≥ 0. (5.12)
We will prove Proposition 5.3 by the help of the following lemmas.
Lemma 5.4. Let Assumption 2.3 hold. Then for p ≥ 2 and integers n ∈ [0,m] we have
p|Dnv|p−2
∑
|α|=n
vα((J
ηv)α − (Iηv)α) = Jη|Dnv|p − Iη|Dnv|p
−p|Dnv|p−2
∑
1≤|α|=n
∑
κ0unionsqκ1=sα
vαη
k
α(κ1)
vα(κ0)k
for all v ∈Wn+1p , ω ∈ Ω, z ∈ Z and t ∈ [0, T ].
Proof. Clearly,
p|Dnv|p−2
∑
|α|=n
vα
(
(Jηv)α − (Iηv)α
)
= −p|Dn|p−2
∑
|α|=n
vα(viη
i)α
= −p|Dnv|p−2
∑
|α|=n
vαvαiη
i − p|Dn|p−2
∑
1≤|α|=n
vα((viη
i)α − vαiηi)
= ηiDi|Dnv|p − p|Dnv|p−2
∑
1≤|α|=n
∑
κ0unionsqκ1=sα
vαη
k
α(κ1)
vα(κ0)k
= Jη|Dnv|p − Iη|Dnv|p − p|Dnv|p−2
∑
1≤|α|=n
∑
κ0unionsqκ1=sα
vαη
k
α(κ1)
vα(κ0)k.

For the next lemmas consider for integers n ≥ 0 the expressions
|Gn(v)|p :=
( ∑
|α|=n
|G(α)(v)|2)p/2,
Bn,p(v, h) := |Dn(T ηv + h)|p − |Dnv|p − p|Dnv|p−2
∑
|α|=n
vαhα
Hn,p(v, h) :=
∫
Z
∣∣∣ ∫
Rd
Iη(|Dnv(x)|p−2vα(x))hα(x, z) dx
∣∣∣µ(dz)
and
Kn,p(v, h) :=
∫
Z
∫
Rd
T η|Dnv(x)|p−2|Dnh(x, z)|2 dxµ(dz)
for v ∈Wn+1p and h ∈Wn+1p (Lp,2), where G(α) is defined in (5.11).
Lemma 5.5. Let Assumption 2.3 hold with m ≥ 0. Then for
B¯n,p(v, h) := Bn,p(v, h)− Iη|Dnv|p − pT η|Dnv|p−2T ηvαG(α)(v)− pIη(|Dnv|p−2vα)hα
for any p ≥ 2 and integers n ∈ [0,m] we have
|B¯n,p(v, h)| ≤ NT η|Dnv|p−2|Gn(v)|2 +NT η|Dnv|p−2|Dnh|2 +N |Gn(v)|p +N |Dnh|p
for v ∈Wn+1p and h ∈Wn+1p (Lp,2), with a constant N = N(p, d,m).
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Proof. Let x = (xα) and y = (yα) denote the vectors with coordinates
xα := T
ηvα, yα := G
(α) + hα
for multi-numbers α of length n. Then taking into account (5.12) we have
|x + y|p = |Dn(T ηv + h)|p, |x|p = T η|Dnv|p,
and by Taylor’s formula there is a constant N = N(d, p, n) such that
0 ≤ |x + y|p − |x|p − p|x|p−2xαyα ≤ N(|x|p−2|y|2 + |y|p).
Hence writing G for the vector (G(α))|α|=n and noticing
T η|Dnv|p−2T ηvα − |Dnv|p−2vα = Iη(|Dnv|p−2vα),
we get
B¯n,p(v, h) ≤ NT η|Dnv|p−2|G|2 +NT η|Dnv|p−2|Dnh|2 +N |G|p +N |Dnh|p (5.13)
with a constant N = N(d, n, p). 
Lemma 5.6. Let Assumption 2.3 hold. Then for all ω ∈ Ω, t ∈ [0, T ] and integers n ∈ [0,m]
we have
Hn,2(v, h) ≤ N(|v|2Wn2 + |h|
2
Wn+12 (L2)
), Kn,2(v, h) ≤ |h|2Wn2 (L2) (5.14)
for v ∈ Wn+22 and h ∈ Wn+12 (L2) with a constant N = N(d,m,K,Kη). For p ∈ [4,∞) and
integers n ∈ [0,m]
Hn,p(v, h) ≤ N(|v|pWnp + |h|
p
Wn+2p (Lp,2)), Kn,p(v, h) ≤ N(|v|
p
Wnp
+ |h|p
Wn+2p (Lp)) (5.15)
for all v ∈Wn+2p , h ∈Wn+2p (Lp,2), ω ∈ Ω and t ∈ [0, T ] with a constant N = N(p, d,m,K,Kη).
Proof. The second estimate in (5.14) is obvious. By Taylor’s formula, Fubini’s theorem and
by change of variables we have
Hn,2(h, v) =
∫
Z
∣∣∣ ∫
Rd
∫ 1
0
T θηvαi(x)η
i
t,z(x)hα(x, z) dθ dx
∣∣∣µ(dz)
≤
∫ 1
0
∫
Z
∣∣∣ ∫
Rd
vαi(x)%
αi
t,θ,z(x) dx
∣∣∣µ(dz) dθ
with
%αit,θ,z(x) = hα(τ
−1
t,θ,z(x), z)η
i
t,z(τ
−1
t,θ,z(x), z)|Dτ−1t,θ,z(x)|,
where τ−1t,θ,z(·) is the inverse of the diffeomorphism τt,θ,z(x) = x+θηt,z(x). Hence by integration
by parts we obtain
Hn,2(h, v) ≤
∫ 1
0
∫
Z
∣∣∣ ∫
Rd
vα(x)Di%
αi
t,θ,z(x) dx
∣∣∣µ(dz) dθ.
Due to Assumption 2.3, Lemma 3.2, the Cauchy-Schwarz and Ho¨lder’s inequalities there is
a constant N = N(d,K,m) such that
|Di%αit,θ,z(x)| ≤ Nη¯
(|Dnh|(τ−1t,z,θ(x), z) + |Dn+1h|(τ−1t,z,θ(x), z)).
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Hence by Ho¨lder’s inequality
Hn,2(v, h) ≤ N |η¯Dnv|L2(L2)|
n+1∑
k=n
|Dkh|L2(L2) ≤ NKη|Dnv|L2 |h|Wn+12 (L2)
with N = N(K, d,m), which proves the first inequality in (5.14). Let p ≥ 4. Then
Hn,p(v, h) ≤
1∑
j=0
H(j)p (v, h) and Kn,p(v, h) ≤
2∑
j=0
K(j)p (v, h)
with
H(0)p (v, h) =
∫
Z
∣∣∣ ∫
Rd
Jη(|Dnv(x)|p−2vα)hα(x, z) dx
∣∣∣µ(dz),
H(1)p (v, h) =
∫
Z
∣∣∣ ∫
Rd
Di(|Dnv(x)|p−2vα)ηihα(x, z) dx
∣∣∣µ(dz)
and
K(0)p (v, h) =
∫
Z
∣∣∣ ∫
Rd
Jη|Dnv(x)|p−2|Dnh(x, z)|2 dx
∣∣∣µ(dz),
K(1)p (v, h) =
∫
Z
∣∣∣ ∫
Rd
Di|Dnv(x)|p−2ηi|Dnh(x, z)|2 dx
∣∣∣µ(dz),
K(2)p (v, h) =
∫
Z
∫
Rd
|Dnv(x)|p−2|Dnh(x, z)|2 dxµ(dz).
By Fubini’s theorem and Ho¨lder’s inequality
K(2)p (v, h) ≤
∫
Rd
|Dnv(x)|p−2||Dnh(x, ·)|2L2 dx ≤ |v|p−2Wnp |h|
2
Wnp (L2).
Since p ≥ 4, by Taylor’s formula, Fubini’s theorem, change of variables, integration by parts
and using Assumption 2.3 we get
H(0)p (v, h) ≤
∫ 1
0
∫
Z
∣∣∣ ∫
Rd
(1− θ)T θη(|Dnv(x)|p−2vα(x))ijηiηjhα dx
∣∣∣µ(dz) dθ
≤ N
∫ 1
0
∫
Z
∫
Rd
η¯2(z)|Dnv|p−1
n+2∑
k=n
|Dkh|(τ−1(x), z) dxµ(dz) dθ
with N = N(d, p,m,K). Hence by Ho¨lder’s inequality, change of variables, Fubini’s theorem
and using |η¯| ≤ K we obtain
H(0)p (v, h) ≤ N |η¯2/p|Dnv||p−1Lp(Lp)
n+2∑
k=n
|Dkh|Lp(Lp) ≤ NK2(p−1)/pη |Dnv|p−1Lp |h|Wn+2p (Lp). (5.16)
Similarly, with a constant N = N(K, d,m, p,Kη) we have
K(0)p (v, h) ≤ N |Dnv|p−2Lp(Lp)|h|
2
Wn+2p (Lp). (5.17)
By integration by parts, using Assumption 2.3, Cauchy-Schwarz and Ho¨lder inequalities we
get
H(1)p (v, h) =
∫
Z
∣∣∣ ∫
Rd
|Dnv(x)|p−2vαDi(ηihα(x, z)) dx
∣∣∣µ(dz)
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≤
∫
Z
∫
Rd
|Dnv(x)|p−1η¯(z)
n+1∑
k=n
|Dkh(x, z)| dxµ(dz)
≤ Kη
∫
Rd
|Dnv(x)|p−1
n+1∑
k=n
|Dkh(x, ·)|L2 dxµ(dz) ≤ Kη|v|p−1Wnp |h|Wn+1p (L2) (5.18)
Similarly we have
K(1)p (v, h) ≤ |v|p−2Wnp |h|Wn+1p (L2).
Combining this with (5.16) through (5.18) and using Young’s inequality we get (5.15). 
Proof of Proposition 5.3. Set
A := p|Dnv|p−2
∑
|α|=n
vα
(
(Jηv)α − (Iηv)α
)
.
Then by Lemma 5.4
A = Jη|Dnv|p − Iη|Dnv|p
− p|Dnv|p−2
∑
1≤|α|=n
∑
κ0unionsqκ1=sα
ηiα(κ1)vαvα(κ0)i. (5.19)
By Lemma 5.5 for
B = |Dn(T ηv + h)|p − |Dnv|p − p|Dnv|p−2
∑
|α|=n
vαhα,
we have
B ≤ Iη|Dnv|p + pT η|Dnv|p−2T ηvαG(α) + pIη(|Dnv|p−2vα)hα
+NT η|Dnv|p−2|G|2 +NT η|Dnv|p−2|Dnh|2 +N |G|p +N |Dnh|p
with a constant N = N(d, n, p). Thus introducing the notations
G˜(α) := G(α) −
∑
κ0unionsqκ1=sα
ηiα(κ1)T
ηvα(κ0)i
and
R := T η|Dnv|p−2|G|2 + |G|p + |Dnh|p + T η|Dnv|p−2T ηvαG˜(α),
we have
B ≤ Iη|Dnv|p + pT η|Dnv|p−2
∑
|α|=n
∑
κ0unionsqκ1=sα
ηiα(κ1)T
ηvαT
ηvα(κ0)i
+pIη(|Dnv|p−2vα)hα +NT η|Dnv|p−2|Dnh|2 +NR
with a constant N = N(d, n, p). Combining this with equation (5.19) and noticing that
T η|Dnv|p−2T ηvαT ηvα(κ0)i − |Dnv|p−2vαvα(κ0)i = Iη(|Dnv|p−2vαvα(κ0)i)
we obtain
A+B = Jη(|Dnv|p) + p
∑
|α|=n
∑
κ0unionsqκ1=sα
ηiα(κ1)I
η(|Dnv|p−2vαvα(κ0)i)
+ p
∑
|α|=n
hαI
η(|Dnv|p−2vα) +NT η|Dnv|p−2|Dnh|2 +NR. (5.20)
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By Lemma 3.7 (i) and (ii) we have a constant N = N(K, d) such that∫
Z
∫
Rd
J(|Dnv|p) dxµ(dz) ≤ N |Dnv|pLp
∫
Z
η¯2 µ(dz), (5.21)
and ∫
Z
∫
Rd
ηiα(κ1)I(|Dnv|p−2vαvα(κ0)i) dx ≤ N |Dnv|
p
LP
∫
Z
η¯2 µ(dz). (5.22)
Due to Assumption 2.3, taking into account that p ≥ 2 and using Young’s inequality we get
|R| ≤ Nη¯2
∑
1≤k≤n
T η|Dkv|p + |Dnh|p,
∫
Z
∫
Rd
Rdxµ(dz) ≤ N
∫
Z
η¯2(z)µ(dz)|v|pWnp + |D
nh|pLp(Lp)
with a constant N = N(d, n, p). Combining this with estimates (5.20) through (5.22) and
using Lemma 5.6 we finish the proof of the proposition. 
Introduce also the expressions
P2n,p(t, v, g) :=
∞∑
r=1
(p|Dnv|p−2Dαv,Dα(Mrv + gr))2
R2n,p(t, v, h) :=
∫
Z
(
p|Dnv|p−2vα, (Iηv)α + hα
)2
µ(dz)
Qn,p(t, v, h) :=
∫
Z
∫
Rd
{|Dn(v + Iηv + h)|p − |Dnv|p
− p|Dnv|p−2DαvDα(Iηv + h)} dxµ(dz) (5.23)
for v ∈Wm+1p , g ∈Wm+1p (l2), h ∈Wm+1p (Lp,2), ω ∈ Ω and t ∈ [0, T ], where repeated indices
α mean summation over all multi-numbers of length n.
Proposition 5.7. Let n ∈ [0,m] be an integer and p ∈ [2,∞). Then the following estimates
hold for all (ω, t) ∈ Ω× [0, T ].
(i) If Assumption 2.1 is satisfied then
P2n,p(t, v, g) ≤ N(|v|2pWnp + |v|
2p−2
Wnp
|g|2Wnp ) (5.24)
for all v ∈Wn+1p and g ∈Wn+1, with a constant N = N(d,m, p,K).
(ii) If Assumption 2.3 is satisfied then
Qn,p(t, v, h) ≤ N(|v|pWn+1p + |h|
p
Wnp,2
) (5.25)
for all v ∈Wn+1p and h ∈Wnp (Lp,2) with N = N(d,m, p,K,Kη).
Proof. Noticing that p|Dnv|p−2vασirDivα = σirDi|Dnv|p, by integration by parts and by
Minkowski’s and Ho¨lder’s inequalities we obtain that
P¯2n,p(t, v, g) :=
∞∑
r=1
(p|Dnv|p−2Dαv,Mrvα + grα))2
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can be estimated by the right-hand side of (5.24). By Minkowski and Ho¨lder’s inequalities
it is easy to see that
P2n,p(t, v, g)− P¯2n,p(t, v, g)
can also be estimated by the right-hand side of (5.24). To prove (ii) let
As(x, z) := |Dn(v + Iηv + h)|p − |Dnv|p − p|Dnv|p−2DαvDα(Iηv + h),
denote the integrand in (5.23). Using Taylor’s formula for |x+y|p−|x|p−p|x|p−2xαyα with
vectors
xα := Dαv, yα := Dα(I
ηv + h),
α ∈ {1, 2, ..., d}n, we have the estimate
0 ≤ As(x, z) ≤ N |x|p−2|y|2 +N |y|p ≤ N ′|Dnv|p−2|DnIηv|2
+N ′|Dnv|p−2|Dnh|2 +N ′|Dnh|p +N ′|DnIηv|p
with constants N and N ′ depending only on d,p and n. By Fubini’s theorem and Ho¨lder’s
inequality∫
Z
∫
Rd
|Dnv|p−2|Dnh|2 dxµ(dz) =
∫
Rd
|Dnv|p−2|h(x)|2L2 dx ≤ |v|p−2Wnp |h|
2
Wnp (L2).
By Ho¨lder’s inequality and Lemma 3.1 we obtain∫
Z
∫
Rd
|Dnv|p−2|DnIηv|2 dxµ(dz) ≤
∫
Z
|Dnv|p−2Lp |DnIηv|2Lp µ(dz) ≤ N2K2η |v|
p−2
Wnp
|v|2
Wn+1p
.
Moreover, by Assumption 2.3 and Lemma 3.1 we have∫
Z
∫
Rd
|DnIηv|p dxµ(dz) ≤ NpKp−2K2η |v|pWn+1p .
Combining these inequalities and using Young’s inequality we get (5.25). 
6. Proof of the main result
6.1. Uniqueness of the generalised solution. Let Assumptions 2.1, 2.2, and 2.3 hold
with m = 0. For a fixed p ∈ [2,∞) let u(i) = (u(i)t )t∈[0,T ] be Lp-valued generalised solutions
to equation (1.1) with initial condition u
(i)
0 = ψ ∈ Lp for i = 1, 2. Then for v = u(2) − u(1)
by Lemma 3.9 we have that almost surely
yt := |vt|pLp =
∫ t
0
Q(s, vs) + Q¯
ξ(s, vs) + Q¯
η(s, vs) ds
+
∫ t
0
∫
Z
∫
Rd
P η(s, z, vs−)(x) dxpi(dz, ds) + ζ1(t) + ζ2(t) (6.1)
for all t ∈ [0, T ], where ζ1 and ζ2 are local martingales defined by
ζ1(t) := p
∫ t
0
∫
Rd
|vs|p−2vsMrsvs dx dwrs ,
ζ2(t) := p
∫ t
0
∫
Z
∫
Rd
|vs−|p−2vs−Iηvs− dx p˜i(dz, ds),
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Q(s, ·), Qη(s, ·) and P η(s, z, ·) are functionals on W 1p , for each (ω, s) and z, defined by
Q(s, v) := p
∫
Rd
−Di(|v|p−2v)aijs Djv + b¯is|v|p−2vDiv + cs|v|p + p−12 |v|p−2
∞∑
r=1
|Mrsv|2 dx,
Q¯η(s, v) = p
∫
Rd
−Di(|v|p−2v)J iηv + |v|p−2vJ 0η v dx, (6.2)
P η(s, z, v) := |v + Iηv|p − |v|p − p|v|p−2vIηv,
and Q¯ξ(s, ·) is defined as Q¯η(s, ·) in (6.2), but with ξ in place of η. Recall that bˆi = b−Djaij
and J iη , J 0η are defined by (2.2)-(2.3).
Note that due to the convexity of the function |r|p, r ∈ R, we have
P η(s, z, v)(x) ≥ 0 for all (ω, s, z, x) (6.3)
for real-valued functions v = v(x), x ∈ Rd. Together with the above functionals we need also
to estimate the functionals Q(s, ·) and Qˆ(s, ·) defined for each (ω, s) ∈ Ω× [0, T ] by
Q(s, v) :=
∫
Z
∫
Rd
P η(s, z, v)(x) dxµ(dz), Qˆη(s, v) := Q(s, v) +Qη(s, v)
for v ∈W 1p .
Proposition 6.1. Let Assumptions 2.1, 2.2 and 2.3 hold with m = 0. Then for p ≥ 2 there
are constants N1 = N1(d, p,K), N2 = N2(d, p,K,Kξ) and N = N(d, p,K,Kη) such that
Q(s, v) ≤ N1|u|pLp , Q¯ξ(s, v) ≤ N2|v|
p
Lp
, Q¯η(s, v) ≤ N |v|pLp , Qˆη(s, v) ≤ N |v|
p
Lp
, (6.4)
Q(s, v) ≤ N |v|p
W 1p
(6.5)
for all v ∈W 1p and (ω, s) ∈ Ω× [0, T ].
Proof. Notice that the estimate (6.5) is the special case of Proposition 5.7 (iii), and for
v ∈W 2p the second and third estimates in (6.4) follow from the estimate (5.8) in Proposition
5.2 (ii). Notice also that for v ∈ W 2p the first estimate in (6.4) is a special case of (5.6) in
Proposition 5.1. If v ∈ W 2p then by Assumption 2.3 and estimate (3.11) in Lemma 3.7 we
have
Qˆη(s, v) =
∫
Z
∫
Rd
p|v|p−2v(Jηv − Iηv) + |v + Iηv|p − |v|p dxµ(dz)
=
∫
Z
∫
Rd
Jη|v|p dxµ(dz) ≤ CK2η |v|pLp
with a constant C only depending on K and d. It is an easy exercise to show that the
functionals in the left-hand side of the inequalities in (6.4) are continuous in v ∈ W 1p , that
completes the proof of the proposition. 
Define now the stochastic process
γt := |vt|pLp +
∫ t
0
|vs|pW 1p ds
and the stopping time
τn := inf{t ∈ [0, T ] : γt ≥ n} ∧ ρn
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for every integer n ≥ 1, where (ρn)∞n=1 is an increasing sequence of stopping times, converging
to infinity such that (ζi(t∧ρn))t∈[0,T ] is a martingale for each n ≥ 1 and i = 1, 2. Then clearly,
Eζi(t ∧ τn) = 0 for t ∈ [0, T ] and i = 1, 2. Due to (6.3) and the estimate in (6.5) we have
E
∫ T∧τn
0
∫
Z
∫
Rd
|P η(s, z, vs−)(x)| dxµ(dz) ds ≤ NE
∫ T∧τn
0
|vs|pW 1p ds <∞,
which implies
E
∫ t∧τn
0
∫
Z
∫
Rd
P η(s, z, vs−)(x) dxpi(dz, ds)
= E
∫ t∧τn
0
∫
Z
∫
Rd
P η(s, z, vs−)(x) dxµ(dz) ds = E
∫ t∧τn
0
Q(s, vs−) ds.
Thus, substituting t∧ τn in place of t in (6.1) and then taking expectation and using Propo-
sition 6.1 we obtain
Eyt∧τn = E
∫ t∧τn
0
Q(s, vs) +Q
ξ(s, vs) + Qˆ
η(s, vs) ds
≤ NE
∫ t∧τn
0
|vs|pLp ds ≤ N
∫ t
0
Ey(s ∧ τn) ds ≤ NTn <∞
for t ∈ [0, T ]. Hence by Gronwall’s lemma Ey(t ∧ τn) = 0 for each t ∈ [0, T ] and integer
n ≥ 1, which implies almost surely yt = 0 for all t ∈ [0, T ] and completes the proof of the
uniqueness.
6.2. A priori estimates.
Proposition 6.2. Let Assumptions 2.1 through 2.3 hold with an integer m ≥ 0. Assume
p = 2k for some integer k ≥ 1 and let u = (ut)t∈[0,T ] be a Wm+2p -valued generalised solution
to (1.1)-(1.2) such that it is cadlag as a Wmp -valued process and
E
∫ T
0
|ut|pWm+2p dt+ E supt≤T |ut|
p
Wmp
<∞.
Then
E sup
t≤T
|ut|pWnp ≤ NE|ψ|
p
Wnp
+NEKpn,p(T ) for every integer n ∈ [0,m] (6.6)
with a constant N = N(m, d, p, T,K,Kξ,Kη).
Proof. We may assume that the right-hand side of the inequality (6.6) is finite. For multi-
numbers |α| ≤ m and ϕ ∈ C∞0
d(Dαut, ϕ) =(DαAtut(x) +Dαft(x), ϕ) dt+ (DαMrtut(x) +Dαgrt (x), ϕ) dwrt
+
∫
Z
(Dα(ut−(x+ ηt,z(x))− ut−(x) + ht(x, z)), ϕ) p˜i(dz, dt)
Recall, see (5.1), that by Lemma 3.8 on Itoˆ’s formula for each integer n ∈ [0,m]
d|Dnut|pLp = (Qn,p(vt, t, ft, gt) +Qξn,p(vt) + Qˆn,p(vt, ht)) dt+
3∑
i=1
dζi(t),
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where the Qn,p, Q
ξ
n,p and Qˆn,p are defined in (5.2), (5.3) and (5.5), and ζi = (ζi(t))t∈[0,T ] is
a cadlag local martingale starting from zero for each i = 1, 2, 3, such that
dζ1(t) = p(|Dnut|p−2Dαut, DαMrtut +Dαgrt ) dwrt ,
dζ2(t) := p
∫
Z
(|Dnut−|p−2Dαut−, DαIηut− +Dαht,z) p˜i(dz, dt) (6.7)
and
dζ3(t) :=
∫
Z
Pn,p(t, ut−, ht)pi(dz, dt)−
∫
Z
Pn,p(t, ut−, ht)µ(dz, dt), (6.8)
where
Pn,p(t, v, h) :=
∫
Rd
|Dn(T ηv + h)|p − |Dnv|p − p|Dnv|p−2
∑
|α|=n
DαvDα(I
ηv + h) dx
for v ∈Wm+2p and h ∈Wm+2p,2 . By Propositions 5.1 and 5.2 we obtain
d|Dnut|p ≤ N(|ut|pWnp dt+ dK
p
n,p(t)) +
3∑
i=1
dζi(t).
Hence using the estimate (5.25) in Proposition 5.7 we have
E|Dnut∧τk |p ≤ E|Dnψ|p +N
∫ t
0
E|us∧τk |pWnp ds+NEK
p
n,p(T ∧ τk)
for all t ∈ [0, T ], for a localising sequence (τk)∞k=1 of stopping times for ζi, i = 1, 2, 3. Hence
by Gronwall’s lemma
E|ut∧τk |pWnp ≤ N(E|ψ|
p
Wnp
+ EKpn,p(T ))
for t ∈ [0, T ] and k ≥ 1 with a constant N = N(d,m, p, T,K,Kξ,Kη), which implies
sup
t≤T
E|ut|pWnp ≤ N(E|ψ|
p
Wnp
+ EKpn,p(T )) (6.9)
by Fatou’s lemma. To show that we can interchange the supremum and expectation it suffices
to prove that for every ε > 0
E sup
t≤T
|ζ1(t)| ≤ εE sup
t≤T
|ut|pWnp +N(E|ψ|
p
Wnp
+ EKpn,p(T )) <∞ (6.10)
and
E sup
t≤T
|ζ2(t) + ζ3(t)| ≤ εE sup
t≤T
|ut|pWnp +N(E|ψ|
p
Wnp
+ EKpn,p(T )) <∞ (6.11)
with a constant N = N(ε, d,m, p, T,K,Kξ,Kη). The proof of (6.10) is well-known and it
goes as follows. By the Davis inequality, using the estimate in (5.24) we obtain
E sup
t≤T
|ζ1(t)| ≤ 3E
(∫ T
0
P2(t, ut, gt) dt
)1/2
≤ NE
(∫ T
0
|ut|2pWnp + |ut|
2p−2
Wnp
|gt|2Wnp dt
)1/2
≤ NE
(
sup
t≤T
|ut|pWnp
∫ T
0
|ut|pWnp + |ut|
p−2
Wnp
|gt|2Wnp dt
)1/2
≤ εE sup
t≤T
|ut|pWnp + ε
−1N2E
∫ T
0
|ut|pWnp + |gt|
p
Wnp
dt <∞, (6.12)
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which gives (6.10) by virtue of (6.9). To prove (6.11) we first assume that µ is a finite
measure. Then taking into account Lemma 5.5 we have
ζ(t) := ζ2(t) + ζ3(t) =
8∑
i=4
ζi(t)
with
ζ4(t) =
∫ t
0
∫
Z
∫
Rd
|Dnus|p−2DαusDαhs dx p˜i(dz, ds),
ζ5(t) =
∫ t
0
∫
Z
∫
Rd
Iη|Dnus|p dx p˜i(dz, ds),
ζ6(t) = p
∫ t
0
∫
Z
∫
Rd
T η(|Dnus|p−2vα)G(α)(us) dx p˜i(dz, ds)
ζ7(t) = p
∫ t
0
∫
Z
∫
Rd
Iη(Dnus−|p−2Dαus−)Dαhs dxpi(dz, ds)
−p
∫ t
0
∫
Z
∫
Rd
Iη(Dnus|p−2Dαus)Dαhs dxµ(dz) ds
ζ8(t) =
∫ t
0
∫
Z
∫
Rd
B¯n(us−, hs) dxpi(dz, ds)−
∫ t
0
∫
Z
∫
Rd
B¯n(us−, hs) dxµ(dz) ds.
By Minkowski’s and Ho¨lder’s inequalities∫ T
0
∫
Z
∣∣∣ ∫
Rd
|Dnus|p−2DαusDαhs dx
∣∣∣2µ(dz) ds ≤ ∫ T
0
(∫
Rd
|Dnus|p−1|Dnhs|L2 dx
)2
ds
≤
∫ T
0
|Dnus|2p−2Lp |hs|2Wnp,2 ds.
Using this we can apply the Davis inequality to get
E sup
t≤T
|ζi(t)| ≤ εE sup
t≤T
|ut|pWnp + ε
−1N(E|ψ|pWnp + EK
p
n,p(T )) (6.13)
for i = 4 in the same way as estimate in (6.10) is proved. Using Lemma 3.7 (iii) we get∫ T
0
∫
Z
∣∣∣ ∫
Rd
Iη|Dnus|p dx
∣∣∣2µ(dz) ds ≤ N ∫ T
0
|Dnus|2pLp ds,
which allows us to get the estimate (6.13) for i = 5. Using Ho¨lder’s inequality we get∫
Rd
|T η(|Dnus|p−2Dαus)G(α)(us)| dx ≤ Nη¯|Dnus|p−1Lp |us|Wnp ≤ Nη¯|us|
p
Wnp
.
Hence ∫ T
0
∫
Z
∣∣∣ ∫
Rd
T η(|Dnus|p−2vα)G(α)(us) dx
∣∣∣2 µ(dz) ds ≤ N ∫ T
0
|us|2pWnp ds,
which gives the estimate (6.13) for i = 6. By Lemma 5.6 and the estimate in (6.9) we have
E
∫ T
0
∫
Z
∣∣∣ ∫
Rd
EIη(Dnus−|p−2Dαus−)Dαhs dx
∣∣∣µ(dz) ds = E ∫ T
0
Hn,p(us−, hs) ds
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≤ NE
∫ T
0
|us|pWmp ds+NEK
p
n,p(T ) ≤ N ′E|ψ|pWnp +N
′EKpn,p(T )
with constants N and N ′ depending only on K, d, m, p, T , Kξ and Kη. Hence
E sup
t≤T
|ζi(t)| ≤ NE|ψ|pWnp +NEK
p
n,p(T ) (6.14)
for i = 7 with a constant N = N(K, d,m, p, T,Kξ,Kη). Similarly, using the estimate for B¯n,p
in (5.13) and the estimate for Kn,p in Lemma 5.6 we obtain the estimate (6.14) for i = 8.
Clearly, (6.13) for i = 4, 5, 6 and (6.14) for i = 7, 8 imply estimate (6.12).
In the general case of σ-finite measure µ we have a nested sequence (Zn)
∞
n=1 of sets Zn ∈ Z
such that µ(Zn) <∞ for every n and U∞n=1Zn = Z. For each integer k ≥ 1 define the measures
pik(F ) = pi((Zk × (0, T ]) ∩ F ), µk(G) = µ(Zk ∩G)
for F ∈ Z ⊗ B((0, T ]) and G ∈ Z, and set p˜ik(dz, dt) = pik(dz, dt) − µk ⊗ dt. Let ζ(k)2 and
ζ
(k)
3 be defined as ζ2 and ζ3, respectively, but with p˜ik, pik and µk in place of p˜i, pi and µ,
respectively, in (6.7) and (6.8). By virtue of what we have proved above, for each k we have
E sup
t≤T
|ζ(k)2 (t) + ζ(k)3 (t)| ≤ εE sup
t≤T
|ut|pWnp +N(E|ψ|
p
Wnp
+ EKpn,p(T )) <∞ (6.15)
for ε > 0 with a constant N = N(ε,m, p, T,K,Kξ,Kη). Note that for a subsequence k
′ →∞
ζ
(k′)
i (t)→ ζi(t) almost surely, uniformly in t ∈ [0, T ]
for i = 2, 3. Hence letting k = k′ → ∞ in (6.15) by Fatou’s lemma we obtain (6.12), which
completes the proof of the lemma. 
To obtain the estimate (6.6) for an arbitrary p ∈ [2,∞) we make the following assumptions.
Assumption 6.1. The initial condition ψ and the free data f , g and h vanish if |x| ≥ R for
some R > 0.
Assumption 6.2. Assumptions 2.1 through 2.4 hold for each integer m ≥ 0 with non-
negative functions ξ¯ = ξ¯m(z), η¯ = η¯m(z) of z ∈ Z and constants K = Km,
K2ξ := K
2
ξ,m =
∫
Z
ξ¯2m(z) ν(dz) <∞, K2η := K2η,m =
∫
Z
η¯2m(z)µ(dz) <∞.
Moreover,
E|ψ|pWmp + EK
p
m,p(T ) <∞ for each integer m ≥ 0.
Assumption 6.3. There is a constant ε > 0 such that P⊗dt⊗dx-almost all (ω, t, x) ∈ Ω×HT
(2aij − σirσjr)zizj ≥ ε|z|2 for all z = (z1, ..., zd).
Proposition 6.3. Let Assumptions 6.1, 6.2 and 6.3 hold. Then (1.1)-(1.2) has a unique
generalised solution u = (ut)t∈[0,T ]. Moreover u is a cadlag Wnp -valued process for every
integer n ≥ 0, and estimate (6.6) holds for each integer m ≥ 1 and real number p ≥ 2, with
a constant N = N(m, d, p, T,Km,Kξ,m,Kη,m).
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Before proving this proposition we introduce some notations. For integers r > 1, real
numbers n ≥ 0 and p ≥ 2 let Unr,p denote the space of Hnp -valued F ⊗ B([0, T ])-measurable
functions v on Ω× [0, T ] such that
|v|Unr,p := E
(∫ T
0
|vt|rHnp dt
)p/r
<∞.
The subspace of well-measurable functions v : Ω × [0, T ] → Hnp in Unr,p is denoted by Vnr,p.
Set Ψmp := Lp(Ω, H
m
p ), and recall from the Introduction the definition of the spaces Hnp (V )
and Hnp = Hnp (R) for separable Banach spaces V .
Proof of Proposition 6.3. The uniqueness of the solution is proved above. Due to Assump-
tions 6.1 and 6.2
E|ψ|2Wn2 + EK
2
n,2(T ) <∞
for each n. Hence by [17] for p = 2 the Cauchy problem (1.1)-(1.2) has a unique generalised
solution u which is a Wn2 -valued cadlag process and for each integer n ≥ 0 there is a constant
N such that
E sup
t≤T
|ut|2Wn2 ≤ N(E|ψ|
2
Wn2
+ EK2n,2(T )) <∞
Thus by Sobolev’s embedding u is a cadlag Wnp -valued process for every n such that
E sup
t≤T
|u|pWnp <∞.
In particular, u is a generalised solution to (1.1)-(1.2) for the given p. Moreover, if p = 2k
for some integer k ≥ 1 then by estimate (6.6) for m ≥ 1 and n = 0, 1, ...,m we have
|u|Unr,p ≤ N(|ψ|Ψnp + |f |Hnp + |g|Hn+1p (l2) + |h|Hn+ip (Lp,2)) (6.16)
for i = 1 when p = 2 and i = 2 when p > 2, with a constantN = N(d,m, p, T,Km,Kξ,m,Kη,m).
This means the solution operator
S : (ψ, f, g, h)→ u
is a bounded operator from Ψnp ×Hnp ×Hn+1p (l2)×Hn+ip (Lp,2) into Unp,r with operator norm
smaller than a constant N = N(d,m, p, T,Km,Kξ,m,Kη,m) for integers n ∈ [0,m], r > 1,
for i = 1 when p = 2 and i = 2 when p > 2. If p is not an integer power of 2 then we
take an integer k ≥ 1 and a parameter θ ∈ (0, 1) such that p0 = 2k < p < 2k+1 = p1 and
1/p = (1− θ)/p0 + θ/p1. By Theorem 4.1, 4.2 and 4.4 we have
Ψnp = [Ψ
n
p0 ,Ψ
n
p1 ]θ = Lp(Ω, H
n
p ), [Hnp0 ,H
n
p1 ]θ = H
n
p ,
[Hnp0(l2),H
n
p1(l2)]θ = H
n
p (l2), [Hnp0(Lp0,2),Hnp1(Lp1,2)]θ = Hnp (Lp,2),
and
Unr,p = [Unr,p0 ,U
n
r,p1 ]θ = U
n
r,p
for any n ≥ 0 and r > 1. Consequently, by Theorem 4.1 (i) S is continuous and (6.16) holds
for the given p for all r > 1, where letting r →∞ gives
E ess sup
t∈[0,T ]
|ut|pHnp ≤ N(E|ψ|
p
Hp + EKpn,p(T )) for n = 0, 1, ...,m
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for each m ≥ 1 with a constant N = N(d,m, p, T,Km,Kξ,m,Kη,m). Since u is a cadlag
process with values in Hnp , with almost surely no jump at T , we can change the essential
supremum to supremum here, which finishes the proof of the proposition. 
6.3. Existence of a generalised solution. In the whole section we assume that the con-
ditions of Theorem 2.1 are in force. By standard stopping time argument we may assume
that
EKpp,m(T ) <∞.
First we additionally assume that Assumption 6.1 holds and that m is an integer. Under
these conditions we approximate the Cauchy problem (1.1)-(1.2) by mollifying all data and
coefficients involved in it. For ε ∈ (0, ε0) we consider the equation
dvt(x) =
(
Aεtvt(x) + f (ε)t (x)
)
dt+
(
Mεrt vt(x) + g(ε)rt (x)
)
dwrt
+
∫
Z
(
vt(x+ η
(ε)
t,z (x))− vt(x) + h(ε)t (x, z)
)
p˜i(dz, dt), (6.17)
with initial condition
v0(x) = ψ
(ε), (6.18)
where ε0 is given in Lemma 3.4,
Mεr = σ(ε)irDi + β(ε)r, Aε = Lε +N ξ(ε) +N η(ε)
with operators
Lε = aεijDij + b(ε)iDi + c(ε), aε = a(ε) + εI,
and N ξ(ε) and N η(ε) defined as N ξ and N η in (1.3) with ξ(ε) and η(ε) in place of ξ and η,
respectively. Recall that v(ε) denotes the mollification v(ε) = Sεv of v in x ∈ Rd defined in
(3.4). Note that by virtue of standard properties of mollifications and by Lemmas 3.4 and
3.5 the conditions of Proposition 6.3 are satisfied. Hence for uε, the solution of (6.17)-(6.18)
we have
|uε|Vnr,p ≤ N(|ψ|Ψnp + |f |Hnp + |g|Hn+1p (l2) + |h|Hn+ip (Lp,2)) for n = 0, 1, 2, ...,m (6.19)
for every integer r > 1 with a constant N = N(d, p,m, T,K,Kξ,Kη), where i = 1 when p = 2
and i = 2 when p > 2. Since Vnr,p is reflexive, there exists a sequence {εk}∞k=1 and a process
u ∈ Vn,rp such that limk→∞ εk = 0 and uεk converges weakly to some u in Vn,rp . To show that
a modification of u is a solution to (1.1)-(1.2) we pass to the limit in the equation
(uεt , ϕ) =(ψ
(ε), ϕ) +
∫ t
0
〈Aεsuεs + f (ε)s , ϕ〉 ds+
∫ t
0
(Mεrs uεs + g(ε)rs , ϕ) dwrs
+
∫ t
0
∫
Z
∫
Rd
(
uεs(x+ η
(ε)
s,z(x))− uεs(x) + h(ε)s (z)
)
ϕ(x) dx p˜i(dz, ds) (6.20)
where ϕ ∈ C∞0 . To this end we take a bounded predictable real-valued process ζ = (ζt)t∈[0,T ],
multiply both sides of equation (6.20) with ζt and then integrate the expression we get against
P ⊗ dt over Ω× [0, T ]. Thus we obtain
F (uε) =E
∫ T
0
ζt(ψ
(ε), ϕ) dt+
3∑
i=1
F iε(u
ε) + E
∫ T
0
∫ t
0
ζt(f
(ε)
s , ϕ) ds dt
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+ E
∫ T
0
ζt
∫ t
0
(g(ε)rs , ϕ) dw
r
s dt+ E
∫ T
0
ζt
∫ t
0
∫
Z
(h(ε)s , ϕ) p˜i(dz, ds) dt, (6.21)
where F and F iε , i = 1, 2, 3, are linear functionals of v ∈ H1p, defined by
F (v) = E
∫ T
0
ζt(vt, ϕ) dt, F
1
ε = E
∫ T
0
ζt
∫ t
0
〈Aεs, ϕ〉 ds dt
F 2ε (v) = E
∫ T
0
ζt
∫ t
0
(Mεrs vs, ϕ) dwrs dt
and
F 3ε (v) = E
∫ T
0
ζt
∫ t
0
∫
Z
(Iη
(ε)
vs, ϕ) p˜i(dz, ds) dt.
For each i, we also define the functional F i in the same way as F iε is defined above, but with
A, M and Iη in place of Aε, Mε and Iη(ε) respectively. Obviously, by Ho¨lder’s inequality
and the boundedness of ζ, for all v ∈ V1p we have
|F (v)| ≤ C|v|Lp |ϕ|Lq ≤ C|v|H1p |ϕ|Lq
with q = p/(p − 1) and a constant C independent of v and k, which means F ∈ H1p∗, the
space of all bounded linear functionals on H1p. Next we show that F iε and F i are also in H1p
∗
,
and F iε → F i strongly in H1p∗ as ε→ 0 for i = 1, 2, 3.
Lemma 6.4. For i = 1, 2, 3 the functionals F i and F iε are in H1∗p for sufficiently small ε > 0.
Proof. It is easy to show, see Lemma 5.3 in [10], that we have F 1ε ∈ H1p ∗. Then due to the
boundedness of ζ, σ(ε)r and β(ε)r, by the Davis and Ho¨lder’s inequalities, we get
|F 2ε (v)| ≤ CE
(∫ T
0
∑
r
|(Mεrs , ϕ)|2 ds
)1/2 ≤ C ′|v|H1p |ϕ|Lq
with constants C and C ′ independent of v and ε. Similarly, by the boundedness of ζ, using
Lemma 3.1, and Davis’ and Ho¨lder’s inequalities
|F 3ε (v)| ≤ CE(
∫ T
0
∫
Z
|(Iη(ε)vs, ϕ)|2 µ(dz) ds)1/2
≤ CE
(∫ T
0
∫
Z
η¯2(z)|vs|2H1p |ϕ|
2
Lq µ(dz) ds
)1/2 ≤ C ′|v|H1p |ϕ|Lq
with constants C and C ′ independent of v and ε. In the same way we can prove F i ∈ H1p∗
for i = 1, 2, 3. 
Lemma 6.5. For each i = 1, 2, 3
lim
ε→0
sup
|v|H1p≤1
|(F iε − F i)(v)| = 0. (6.22)
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Proof. It is easy to show, see the proof of Lemma 5.4 in [10], that
lim
ε→∞ sup|v|H1p≤1
|(F 1ε − F 1)(v)| = 0.
By the boundedness of ζ and using Davis’ and Ho¨lder’s inequalities we have
|F 2ε (v)− F 2(v)| ≤ CE
(∫ T
0
|(Mεrs vs −Mrsvs, ϕ) ds)|2
)1/2
≤ CE
(∫ T
0
∞∑
r=1
(|σ(ε)rs − σrs ||Dvs|, |ϕ|)2 ds
)1/2
+ CE
(∫ T
0
∞∑
r=1
(|g(ε)rs − grs ||vs|, |ϕ|)2 ds
)1/2
≤ C(A1k(v) +A2k(v))
for v ∈ H1p and all integers k ≥ 1 with a constant C independent of v and ε, where
A1k(v) := E(
∫ T
0
|Dvs|2Lp ||σ(εk)s − σs||ϕ||2Lq)1/2
and
A2k(v) := E(
∫ T
0
|vs|2Lp ||g(εk)s − gs||ϕ||2Lq ds)1/2
with q = p/(p− 1). By standard properties of mollification
|σ(ε)t − σt|+ |g(ε)t − gt| ≤ Nε
for all ε ∈ (0, 1) and (x, t, ω) ∈ HT × Ω with a constant N = N(K, d). Thus,
sup
|v|H1p≤1
A1k(v) + sup
|v|H1p≤1
A2k(v) ≤ NT (p−2)/2pε|ϕ|Lq
with q = p/(p − 1) and a constant N = N(K, d). Consequently, letting ε → 0 we obtain
(6.22) for i = 2. By the boundedness of ζ, using Davis’ inequality we get
|F 3ε (v)− F 3(v)| ≤ CE
(∫ T
0
∫
Z
|(Iη(ε)vs − Iηvs, ϕ)|2 µ(dz) ds
)1/2
(6.23)
for v ∈ H1p with a constant C independent of ε and v. By Taylor’s formula
(Iη
(ε)
vs − Iηvs, ϕ) =
∫
Rd
∫ 1
0
vi(γ
ε
θ(s, z, x))(η
(ε)i
s,z (x)− ηis,z(x))ϕ(x) dθ dx
where vi := Div and
γεθ(s, z, x) := x+ θη
(ε)
s,z(x) + (1− θ)ηs,z(x)
for all θ ∈ (0, 1), ε and (s, z, ω) ∈ [0, T ] × Z × Ω. Then by Lemma 3.4 there are positive
constants ε0 and M = M(K, d,m) such that for εk ∈ (0, ε0) and θ ∈ (0, 1) the function
γεθ(s, z, ·) is a Cm¯-diffeomorphism on Rd and
|Dγεθ(s, z, x)| ≤M for x ∈ Rd
INTEGRO-DIFFERENTIAL EQUATIONS 35
for (s, z, ω) ∈ [0, T ]× Z × Ω. Due to Assumption 2.3 we have
|η(ε)s,z(x)− ηs,z(x)| ≤ εη¯(z) for all ε > 0 and (s, z, ω, z) ∈ HT × Ω× Z.
Thus from (6.23) using Ho¨lder’s inequality we get
|F 3ε (v)− F 3(v)| ≤ CE
(∫ T
0
∫
Z
|Dv(γεθ(s, z))|2Lp |ϕ|2Lqε2η¯2(z)µ(dz) ds
)1/2
≤ C ′ε|ϕ|Lq |v|H1p |η¯|L2
with a constant C ′ independent of ε and v, which implies
lim
ε→0
sup
|v|H1p≤1
|F 3ε (v)− F 3(v)| = 0.

Since F iε → F i strongly in H1p∗ as ε→ 0 and uεk to u in H1p for εk → 0, we have
lim
k→∞
F (uεk) = F (u), lim
k→∞
F ik(u
εk) = F i(u) for i = 1, 2, 3.
By well-known properties of mollifications and using Lemma 3.5 it is easy to show
lim
k→∞
E
∫ T
0
ζt(ψ
(εk), ϕ) dt = E
∫ T
0
ζt(ψ,ϕ) dt,
lim
k→∞
E
∫ T
0
∫ t
0
ζt(f
(εk)
s , ϕ) ds dt = E
∫ T
0
∫ t
0
ζt(fs, ϕ) ds dt,
lim
k→∞
E
∫ T
0
ζt
∫ t
0
(g(εk)rs , ϕ) dw
r
s dt = E
∫ T
0
ζt
∫ t
0
(grs , ϕ) dw
r
s dt,
and
lim
k→∞
E
∫ T
0
ζt
∫ t
0
∫
Z
(h(εk)s , ϕ) p˜i(dz, ds) dt = E
∫ T
0
ζt
∫ t
0
∫
Z
(hs, ϕ) p˜i(dz, ds) dt.
Hence, taking k →∞ in equation (6.21) we get
E
∫ T
0
ζt(ut, ϕ) dt =E
∫ T
0
ζt(ψ,ϕ) dt+ E
∫ T
0
ζt
∫ t
0
〈Aus, ϕ〉 ds dt
+ E
∫ T
0
ζt
∫ t
0
(fs, ϕ) ds dt+ E
∫ T
0
ζt
∫ t
0
(Mrsus + grs , ϕ) ds dt
+ E
∫ T
0
ζt
∫ t
0
∫
Z
(Iηus + hs, ϕ) p˜i(dz, ds) dt
for every bounded predictable process ζ and every ϕ ∈ C∞0 , which implies that for every
ϕ ∈ C∞0 equation (1.1) holds P ⊗ dt almost everywhere. Hence, by Lemma 3.9 u has an Lp-
valued cadlag modification, denoted also by u, which is a generalised solution to (1.1)-(1.2).
Moreover, from (6.19) we obtain
|u|Vnr,p ≤ lim infεk→0 |u
εk |Vnr,p ≤ N(|ψ|Ψnp + |f |Hnp + |g|Hn+1p (l2) + |h|Hn+ip (Lp,2))
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for n = 0, 1, ...,m for every integer r > 1 with a constant N = N(d, p,m, T,K,Kξ,Kη), where
i = 1 when p = 2 and i = 2 for p > 2. Letting here r →∞ we obtain
E ess sup
t∈[0,T ]
|ut|pHsp ≤ N(E|ψ|
p
Hsp
+ EKps,p(T )) (6.24)
for s = 0, 1, 2, ...m with a constant N = N(d, p,m, T,K,Kξ,Kη). We already know that u
is and Lp-valued cadlag process. Hence, applying Lemma 3.11 with V = H
m
p , U = H
0
p and
we obtain that u is weakly cadlag as an Hmp -valued process, and we can change the essential
supremum into supremum in (6.24), i.e.,
E sup
t∈[0,T ]
|ut|pHsp ≤ N(E|ψ|
p
Hsp
+ EKps,p(T )) (6.25)
for s = 0, 1, 2, ...,m.
To dispense with Assumption 6.1 we take a non-negative function χ ∈ C∞0 (Rd) such that
χ(x) = 1 for |x| ≤ 1 and χ(x) = 0 for |x| ≥ 2, and for integers n ≥ 1 define
ψn(x) = ψ(x)χn(x), f
n
t (x, z) = ft(x, z)χn(x),
gnrt (x) = g
r
t (x)χn(x), h
n
t (x, z) = ht(x, z)χn(x)
for all t ∈ [0, T ], x ∈ Rd, z ∈ Z, where χn(x) = χ(x/n). Then for each n there is a unique
generalised solution un = (unt )t∈[0,T ] to equation (1.1)-(1.2) with ψn, fn, gn and hn in place
of ψ, f , g and h, respectively. Moreover by (6.25)
E sup
t≤T
|un(t)− ul(t)|pHmp ≤ NE|ψ
n − ψl|pHmp
+E
∫ T
0
|fns − f ls|pHmp + |g
n
s − gl|pHm+1p (l2) + |h
n
s − hls|pHm+1p (Lp,2) + 1p>2|h
n
s − hls|pHm+2p (Lp,2) ds
with a constant N = N(T, p,m,K,Kη). Letting here l, n→∞ we get
lim
n,l→∞
E sup
t≤T
|un(t)− ul(t)|pHmp = 0
Consequently, un(t) strongly converges to some u = (u(t))t∈[0,T ] in Wmp , uniformly in t ∈
[0, T ]. Hence u is an Lp-valued cadlag process, and it is easy to show that it is a generalised
solution to (1.1)-(1.2) such that (6.25) holds, which implies
|ut|pUnp,r ≤ N(|ψ|
p
Ψnp
+ EKpn,p(T )) for n = 0, 1, 2, ...m
for integers r > 1. If m ≥ 1 is not an integer, then we set θ = m − bmc and by Theorems
4.1, 4.2 and 4.4 we have
Ψmp = [Ψ
bmc
p ,Ψ
dme
p ]θ = Lp(Ω, H
m
p ), [Hbmcp ,Hdmep ]θ = Hmp ,
[Hbmc+1p (l2),Hdme+1p (l2)]θ = Hm+1p (l2), [Hbmc+i(Lp,2),Hdme+i(Lp,2)]θ = Hm+ip,2 (Lp,2)
for i = 1, 2, and
Umr,p = [Ubmcr,p ,Udmer,p ]θ
for integers r > 1. If Assumptions 2.1, through 2.4 with m ≥ 1 hold then, we have shown
above that the solution operator S, which maps the data (ψ, f, g, h) into the generalised
solution u of (1.1)-(1.2) is continuous from
Ψbmcp ×Hbmcp ×Hbmc+1p (l2)×Hbmc+ip,2
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to Ubmcp,r , and from
Ψdmep ×Hdmep ×Hdme+1p (l2)×Hdme+ip,2
to Udmep,r , for i = 1 when p = 2 and for i = 2 when p > 2, with operator norms bounded by a
constant N = N(d, p,m, T,K,Kξ,Kη). Hence by Theorem 4.1 (i) we have
|u|pUmr,p ≤ N(E|ψ|
p
Hmp
+ EKpm,p(T ))
with a constant N = (p, d,m, T,K,Kη). In the same way we get
|u|pUsr,p ≤ N(E|ψ|
p
Hsp
+ EKps,p(T )) for any s ∈ [0,m].
Now, like before, letting here r →∞ we obtain (6.24) for real numbers s ∈ [0,m], and using
Lemma 3.11 we get that u is an Hmp -valued weakly cadlag process such that (6.25) holds for
any s ∈ [0,m]. Taking into account that u is a strongly cadlag Lp-valued process and using
the interpolation inequality Theorem 4.1(v) with A0 := Lp and A1 := H
m
p , we get that u is
strongly cadlag as an Hsp-valued process for every real number s < m.
Finally we can prove estimate (2.6) for q ∈ (0, p) by applying Lemma 3.10 in the same way
as it is used in [18] to prove the corresponding supremum estimate.
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