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Abstract
This article revisits the Bayesian inferential problem for the class of nonparametric additive
models. A new identi¯cation scheme for the unknown covariate functions is proposed and con-
trasted with existing approaches, and is used to develop an e±cient Markov chain Monte Carlo
estimation algorithm. Building upon the identi¯cation scheme, the resulting estimation proce-
dure, and a class of proper smoothness priors for the unknown functions, the paper considers
the problem of model comparison using marginal likelihoods and Bayes factors. A simulation
study illustrates the performance of the proposed techniques. The methods are illustrated in
two applications in economics { one dealing with student achievement, and the other with urban
growth. Extensions of the methodology to other settings, such as discrete and clustered data,
are also discussed.
Keywords: Bayesian model comparison; °exible non-linear regression; Gibbs sampling; marginal
likelihood; Markov chain Monte Carlo (MCMC); Sherman-Morrison formula.
1 Introduction
Nonparametric additive models (Hastie and Tibshirani, 1990) provide an important tool for address-
ing functional form uncertainty and incorporating °exibility into regression relationships. Aided by
computational advances in Markov chain Monte Carlo (MCMC) simulation, there has been sub-
stantial recent interest in Bayesian nonparametric estimation in a variety of areas with continuous,
discrete, and censored responses, including cross-sectional settings (Besag et al., 1995; Wood and
Kohn, 1998; Hastie and Tibshirani, 2000; Fahrmeir and Lang, 2001; Wood et al., 2002; Koop and
Poirier, 2004), multiple equation systems (Smith and Kohn, 2000; Koop et al., 2005; Holmes et al.,
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12002), and panel data (Chib and Jeliazkov, 2006). Nonparametric models with endogeneity and
sample selection have been analyzed in Chib and Greenberg (2007) and Chib et al. (2008), respec-
tively. Extensions to Bayesian models with free-knot splines have been pursued in Denison et al.
(1998) and DiMatteo et al. (2001), while Bayesian estimation techniques for multivariate functions
have been provided in Shively et al. (1999) and Wood et al. (2002). Useful recent reviews and
introduction to many aspects of nonparametric modeling can be found in Denison et al. (2002),
Koop (2003), Geweke (2005), and Wasserman (2006). Nonparametric functional modeling has ap-
pealing frequentist and Bayesian properties, but two advantages of the simulation-based Bayesian
approach are that it allows for (i) exact ¯nite sample inferences that need not be conditioned on
plug-in smoothness parameters, and (ii) straightforward application, in conjunction with latent
data augmentation (Tanner and Wong, 1987; Albert and Chib, 1993), to nonparametric models for
binary, ordinal, and censored response data, as in many of the aforementioned papers.
The main goal of this article is to suggest a new MCMC approach for the estimation of nonpara-
metric additive models. The approach provides a set of techniques that comprehensively address
the inferential problem by dealing with its three main aspects, i.e. speci¯cation, estimation, and
model comparison. The methodology is motivated by a basic identi¯cation problem that emerges
in the class of nonparametric additive models. Several common identi¯cation restrictions are dis-
cussed for the additive components, and a modi¯cation is proposed which yields several important
bene¯ts. One is that when coupled with proper smoothness priors for the unknown functions,
the speci¯cation leads to a well-de¯ned, fully Bayesian model. In contrast, much of the literature
involves partially improper smoothness priors in models that are often approached without clearly
resolving the identi¯cation problem { instead, identi¯cation is often addressed in the course of sam-
pling, e.g. by \centering on the °y", which lacks a model-based interpretation, especially when the
analysis is conducted with improper priors on the functions. Another bene¯t of the speci¯cation
is that it allows for formal Bayesian model comparisons through marginal likelihoods and Bayes
factors that can be calculated very e±ciently.
2To deal with the problem of estimation, the paper proposes an e±cient MCMC simulation
algorithm. Computational e±ciency is a key challenge in the estimation of additive models because
it may involve simulation of quantities whose dimension can easily exceed the sample size. E±cient
sampling is achieved by extending the applicability of banded-matrix algorithms to the context
of the new identi¯cation scheme. This is useful in additive models where the performance of the
sampler can depend on the identi¯cation restrictions and the speci¯cs of the data. Simulation in
this setting shares a common foundation with the marginal data augmentation framework that has
been applied in a variety of contexts (see van Dyk and Meng, 2001, or Imai and van Dyk, 2005).
A ¯nal topic discussed in this paper is the problem of model choice, which is of particular
practical importance as it enables the comparison of nonparametric models to other competing
speci¯cations, including parametric and semiparametric alternatives. The related literature to date
has been relatively sparse and the formal Bayesian approach based on marginal likelihoods and
Bayes factors has been examined only in the context of one of the possible identi¯cation schemes.
Much of the remaining literature on this problem relies on the AIC and BIC information measures
(e.g. Shively et al., 1999; DiMatteo et al., 2001; Wood et al., 2002; Hansen and Kooperberg, 2002).
However, as discussed by Wood et al. (2002), the use of these measures in the additive case raises
some theoretical di±culties. In addition, the computation of the maximum likelihood values that
are needed as inputs in AIC and BIC is very demanding, especially with large data sets. To deal
with the latter problem, Wood et al. (2002) employ computational shortcuts whose adequacy can
not be guaranteed in every setting. We contribute to this area by showing that, using the techniques
presented here, marginal likelihoods and Bayes factors are more easily computed than the AIC and
BIC criteria. This may be surprising at ¯rst glance because earlier research has favored AIC and
BIC precisely on computational grounds, arguing that the evaluation of marginal likelihoods was
an infeasible high-dimensional integration problem.
The techniques presented in this paper are closely examined in a simulation study, and are
then used to study student attainment and urban growth. The former example reveals largely
3monotonic, but nonlinear, relationship between students' performance on a ¯nal exam and their
attendance rate, prior grade point average, and ACT score. A comparison between models with and
without interaction terms suggests that a simple additive model is reasonable and su±ciently °exible
for these data. The latter example considers county-level data on employment and population
growth from Wheeler (2003). The analysis shows that in each case, the growth rates exhibit
a distinct hump-shape pattern with respect to the underlying levels of the respective variables,
con¯rming Wheeler's conclusions that the bene¯ts of agglomeration (economies of scale, improved
labor markets, and so on) will eventually be outweighed by its costs (pollution, crime, congestion),
which will tend to slow subsequent growth. Comparisons of speci¯cations that involve interaction
terms to ones that do not indicate that the simpler additive model is strongly supported by the
data.
The remainder of this article deals with the hierarchical setup of nonparametric additive models
and their implementation in practice. Speci¯cally, Section 2 is concerned with modeling and iden-
ti¯cation, Section 3 presents an e±cient ¯tting algorithm, and Section 4 deals with the problem
of computing the marginal likelihood. A simulation study that illustrates the performance of the
techniques is presented in Section 5, while Section 6 outlines extensions of the method to other
settings and provides references to the relevant literature. Section 7 considers two nonparamet-
ric applications dealing with student achievement and urban growth, respectively, while Section 8
concludes.
2 Model Speci¯cation
Nonparametric additive models provide a natural way of extending univariate nonparametric mod-
els to the multiple regression setting. Relative to their parametric counterparts, they maintain
additivity but do not require that the estimated regression relationships lie in a particular class
of functions. Additive models are de¯ned through a hierarchical framework in which the sampling
density for the data depends on covariates through °exible functions that are modeled through
4appropriate smoothness priors, which in turn depend on a set of hyper-parameters controlling the
degree of smoothness. To keep the discussion simple, suppose that the response yi depends on the
vector of covariates (s1i;:::;spi) in the form
yi = g1 (s1i) + ::: + gp (spi) + "i; i = 1;:::;n; (1)
where "i » N
¡
0;¾2¢
, and fgj (¢)g
p
j=1 are unknown smooth functions that are to be estimated
nonparametrically. Additional features such as linear e®ects of the form x0
i¯ can be accommodated
easily as discussed in Section 6, which also outlines approaches for dealing with other complications,
such as qualitative response variables, multi-equation systems, clustered data and mixed e®ect
models.
To motivate the hierarchical model for the functions, and to understand the identi¯cation
problem and its solutions, it is useful to stack the observations and write the model in matrix
notation. Let y = (y1;:::;yn)0, " = ("1;:::;"n)0, and for each of the j = 1;:::;p functions in (1),
let the n observations in the covariate vectors sj = (sj1;:::;sjn)
0 determine the corresponding
mj £ 1 design point vectors vj =
¡
vj1;:::;vjmj
¢0 with entries equal to the unique ordered values
of sj, that is vj1 < ::: < vjmj. Let the corresponding function evaluation vectors be denoted by
gj =
¡
g (vj1);:::;g(vjmj)
¢0. Note that because there may be repeating values in sj, we have that
mj · n for j = 1;:::;p. With these de¯nitions, equation (1) can be written in matrix notation as
y = Q1g1 + Q2g2 + ::: + Qpgp + "; (2)
where the n£mj incidence matrices Qj have entries Qj(h;k) = 1 if sjh = vjk and 0 otherwise, which
establishes the correspondence between sj and vj over which the unrestricted function evaluations
are de¯ned. Since all rows of Qj contain a single 1, row i of the product Qjgj is given by gji(sji).
A more detailed inspection of equation (2) is instructive in several respects. First, it clari¯es
the nature of nonparametric modeling because when written in this way, the model speci¯es a
dummy variable at each unique covariate observation without ruling out any value the corresponding
element of gj may take. This is suggestive of the reason why fgj(¢)g are considered nonparametric
5functions. However, the representation of the model also makes it clear that without smoothness
requirements, the functions fgjg could potentially interpolate the data (when some mj = n) and
result in singularity of the likelihood. There has been a variety of approaches to functional in the
literature, whose roots can be traced back to the penalized least squares criterion of Whittaker
(1923), where the aim is to strike a balance between a good ¯t and a smooth regression function.
One such approach will be presented shortly.
Second, the fact that the dummy variable model in (2) is saturated, i.e. that all rows of every
incidence matrix add up to 1, implies that neither a constant term nor the level of the individual
functions would be likelihood identi¯ed. The identi¯cation problem can also be seen by simply
noting that since the functions fgjg in (1) are unrestricted, the likelihood will remain unchanged
if one simultaneously rede¯nes g¤
j(¢) = gj(¢) + ® and g¤
k(¢) = gk(¢) ¡ ® for k 6= j and some constant
®. This is indeed the main identi¯cation issue in this class of models that can be addressed
through several identi¯cation restrictions that will be discussed, extended, and adapted for e±cient
implementation in the sequel.
Third, unlike the earlier identi¯cation problem which must be addressed in every additive
model, there is the potential that another identi¯cation problem could occur in some data sets.
Speci¯cally, it could be seen from the representation in (2) that the model will be unidenti¯ed if any
two incidence matrices Qh and Qk (h 6= k) are identical. In other words, if for some h 6= k, vh and
vk are coincidental, so that their elements occur in the same exact manner in sh and sk, respectively,
the data will not be informative about the individual e®ects of sh and sk. This multicollinearity
is the problem of concurvity discussed in Hastie and Tibshirani (1990). One should keep in mind,
however, that because of the °exibility of nonparametric models, concurvity can result under milder
conditions than those necessary to produce collinearity in linear models. This is because all that
is needed for concurvity is the same ordinal arrangement of two covariates, even if they are not
scaled identically. To avoid this problem, one must check to ensure that covariates with the same
number of unique values do not share an identical ordering.
6For the aforementioned identi¯cation issues, I note that it is well known that Bayesian models
with proper priors do not su®er from identi¯cation problems even when the likelihood is not iden-
ti¯ed (Lindley, 1971; Poirier, 1998). However, because the nonparametric components of additive
models are correlated by construction (since they enter the mean function additively), likelihood
identi¯cation is essential in providing a model with well-behaved conditional posterior distribu-
tions that will produce quickly-mixing MCMC algorithms for e±cient posterior sampling. In fact,
samplers that are built around the unidenti¯ed model in (2) perform poorly and do not tend to
explore the posterior e±ciently. To achieve likelihood identi¯cation, the functions fgjg have to
be \anchored" by imposing restrictions that remove any free constants in the likelihood. For the
approach in this paper, I formally identify the model by centering the functions in the likelihood
and integrate out|instead of holding ¯xed|any unidenti¯ed quantities that enter the speci¯ca-
tion. Such quantities are marginalized out with respect to a proper prior that is of no relevance
in the likelihood and does not a®ect marginal likelihood estimation, thus relating this approach to
the idea of marginal, rather than conditional, data augmentation discussed in Meng and van Dyk
(1999), van Dyk and Meng (2001), and Imai and van Dyk (2005). Before discussing the speci¯cs
of identi¯cation, I turn attention to the modeling of the unknown functions, which plays a central
role in this class of models.
2.1 Smoothness Prior
The idea behind nonparametric modeling is to view the function evaluations as a stochastic process
which controls the degree of local variation between neighboring elements in each gj. The focus in
this paper is on the analysis of additive models in which the vectors of functional evaluations gj
are modeled through a prior distribution involving a banded precision matrix Kj such as
gjj¿2
j » N
³
gj0;¿2
j K¡1
j
´
; j = 1;:::;p; (3)
where ¿2
j is a smoothness parameter. The banded structure of Kj is a feature of the modeling
approach that signi¯cantly reduces the computational costs and makes feasible the analysis of
7high-dimensional problems. In this paper, I provide details on the construction of the prior mean
gj0 and the prior precision matrix Kj for the class of Markov process smoothness priors that
has been widely used with Bayesian additive models (see Fahrmeir and Lang, 2001; Koop and
Poirier, 2004; Chib and Jeliazkov, 2006; Chib and Greenberg, 2007), but note that the method is
generic and can be applied with other popular models for the unknown functions, such as B-splines
(Silverman, 1985) or wavelets (Denison et al., 2002). Although bandedness of the precision matrix
is a useful characteristic of the preceding nonparametric approaches, it is not a feature of some
popular modeling methods, e.g. regression splines (Smith and Kohn, 1996) or integrated Wiener
process priors (Wahba, 1978), which do, however, have other important theoretical and practical
properties.
A Markov process prior views the elements of gj =
¡
gj (vj1);:::;gj
¡
vjmj
¢¢0 ´
¡
gj1;:::;gjmj
¢0
as a stochastic process observed at the unique and ordered values in vj. Speci¯cally, de¯ning
hjt ´ vjt ¡ vj;t¡1, a ¯rst-order Markov prior can be de¯ned as
gjt = gj;t¡1 + ut; (4)
while a second-order Markov process prior is given by
gjt =
µ
1 +
hjt
hj;t¡1
¶
gj;t¡1 ¡
hjt
hj;t¡1
gj;t¡2 + ujt; (5)
where ujt » N(0;¿2
j hjt) and ¿2
j is a smoothness parameter, such that small values of ¿2
j produce
smoother functions, while larger values allow the function to be more °exible and interpolate the
data more closely. The weights ht adjust the variance to account for possibly irregular spacing
between consecutive points in each design vector, although other possibilities for the weights exist
(e.g. Shiller, 1984; Besag et al., 1995; Fahrmeir and Lang, 2001); the one given here implies that the
variance grows linearly with the distance ht. A distribution for the initial states of the stochastic
process is necessary in order to complete the speci¯cation of the smoothness prior. For example,
for the ¯rst-order prior, the initial state can be modeled as
gj1 » N
¡
gj10;¿2
j Gj10
¢
; (6)
8whereas in the second-order case, we have
µ
gj1
gj2
¶
j¿2
j » N
µµ
gj10
gj20
¶
;¿2
j Gj0
¶
; (7)
where Gj0 is a 2 £ 2 symmetric positive de¯nite matrix. The prior on the initial conditions in (6)
and (7) is very important because it induces a prior on the remaining observations. Speci¯cally,
equation (4), starting with the initial condition in (6), implies a penalty on abrupt jumps between
successive function evaluations, whereas (5), starting with (7), induces a more general prior on
linear functions of vj that is conceptually similar to the usual priors placed on the intercept and
slope parameters in linear regression. This can be seen more precisely by iterating (5) in expectation
(to eliminate ujt which is the source of the nonlinearity), starting with initial states in (7).
The interpretability of the directed Markovian structure of the priors speci¯ed by (4){(7) is a
convenient aspect of this approach, however, it also leads to an equivalent undirected representation
that is used in deriving the smoothness priors for the vectors gj that were given in (3). This can
be shown by de¯ning
Hj =
0
B
B B
@
1
¡1 1
... ...
¡1 1
1
C
C C
A
; §j =
0
B
B B
@
Gj10
hj2
...
hjmj
1
C
C C
A
;
for the ¯rst-order case in equations (4) and (6), and similarly letting
Hj =
0
B B
B B B
B B
@
1
1
hj3
hj;2 ¡
³
1 +
hj3
hj2
´
1
... ... ...
hjmj
hj;mj¡1 ¡
³
1 +
hjmj
hj;mj¡1
´
1
1
C C
C C C
C C
A
; §j =
0
B B B
@
Gj0
h3
...
hmj
1
C C C
A
;
for the second-order Markov process in (5) and (7), which leads to the distributions gjj¿2
j »
N
³
gj0;¿2
j K¡1
j
´
that were presented in (3), where the penalty matrix Kj is given by Kj =
H0
j§¡1
j Hj, while gj0 can be derived by taking recursive expectations of either (4) or (5) starting
with the mean in (6) or (7), respectively. Two key features of the class of priors are that they are
9proper, which allows for formal Bayesian model selection, and that the mj £ mj penalty matrices
Kj are banded, which is of considerable convenience, as manipulations involving banded matrices
take O(mj) operations, rather than the usual O(m3
j) for inversions and determinant computations
(e.g. when computing the likelihood ordinate), or O(m2
j) for multiplication by a vector. Given that
mj may be large|potentially as large as the total number of observations n in the data sample|
this has important rami¯cations for the numerical e±ciency of the estimation procedure. Moreover,
Markov process priors are conceptually simple and easily adaptable to di®erent orders, enabling
them to match problem-speci¯c tasks more closely (Besag et al., 1995; Fahrmeir and Lang, 2001).
Since the priors on fgjg are de¯ned conditional of the hyperparameters f¿2
j g, the following prior
distributions are speci¯ed in the next level of the modeling hierarchy
¿2 » IG
µ
º0
2
;
±0
2
¶
; j = 1;:::;p: (8)
Similarly, the prior distribution on the variance parameter ¾2 in (13) is taken to be
¾2 » IG
µ
s0
2
;
d0
2
¶
: (9)
Before we can consider the estimation of the model, we must address the likelihood identi¯cation
problem that emerges from the additive structure in (1).
2.2 Identi¯cation
One approach to identi¯cation is suggested in the work of Shively et al. (1999), where the functions
fgjg are restricted to start at zero. It will be su±cient to apply this centering to p ¡ 1 of the
unknown functions, allowing the overall intercept to be absorbed into the remaining function. This
choice is made on purpose since it a®ords an opportunity to present estimation algorithms for both
centered and non-centered functions that can be encountered in actual applications and extensions.
For example, if the model involves linear e®ects x0
i¯ that include a constant term, then all functions
will need to be centered; however, partially linear models that involve a single unknown function
often exclude the intercept term and allow the function to be unrestricted. With this identi¯cation
10scheme, the model can be written as
y = Q1g1 + ~ Q2~ g2 + ::: + ~ Qp~ gp + "; (10)
where the ¯rst function and incidence matrix are modeled as before, but the functions ~ gj =
¡
gj(vj2);:::;gj(vjmj)
¢0 that are restricted in this way now contain only mj ¡ 1 free elements, and
the corresponding incidence matrices ~ Qj contain rows of zeros for the observations corresponding to
gj(vj1). The precision matrix for the restricted functions only involves the [2 : mj;2 : mj] submatrix
of the matrix Kj for the unrestricted versions that was derived in Section 2.1. This approach has
been implemented in Chib and Greenberg (2007) and Chib et al. (2008) and produces a properly
identi¯ed likelihood function, but the strength of identi¯cation can depend on the speci¯cs of the
particular application. For example, identi¯cation can be weak if some of the smoothness param-
eters f¿2
j g are large, if there are not su±cient numbers of repeating observations on the subset of
knots of vj that serve to identify the function, or if the distance between successive elements in vj
is large, all of which lead to a small penalty to vertical shifts of the functional values beyond the
¯rst one. In addition, the identi¯cation restrictions produce funnel-like error bands for the function
estimates whose interpretation must be done with care, because the information content in the data
can be confounded with the rami¯cations of the identi¯cation restriction, so that narrower bands
need not correspond to regions with more data that identify the function better.
Another possibility for removing the free constant from an unknown function is to center that
function using the restriction
Pmj
i=1 gj (vi) = 0, or in vector form g0
j1 = 0 (Hastie and Tibshirani,
1990). Gelfand (2000) points out that this identi¯cation scheme has often been applied in ways
that do not correspond to well-de¯ned Bayesian models, because centering is introduced \on the
°y" after each iteration, merely as a step in the ¯tting algorithm for models that are otherwise built
upon partially improper smoothness priors and/or unidenti¯ed likelihood functions. To deal with
this issue, I adapt the notation in Lin and Zhang (1999) giving the following stacked representation
11of the additive model
y = Q1g1 + Q2M02g2 + ::: + QpM0pgp + "; (11)
where the fM0jg represent the mj £ mj symmetric and idempotent mean-di®erencing matrices
M0j =
µ
I ¡
110
mj
¶
; j = 1;:::;p:
Unfortunately, this identi¯cation scheme becomes computationally demanding because the posterior
updates no longer involve banded matrices, and the computational burden becomes excessive for
large n. This problem has hindered earlier work on additive models with proper priors on the
unknown functions.
I address the di±culty by proposing an alternative (but closely related) identi¯cation scheme
that is computationally simple to execute, even though the posterior updates do not involve banded
matrices. In stacked form the proposed identi¯cation scheme for additive models can be represented
as
y = Q1g1 + M0Q2g2 + ::: + M0Qpgp + "; (12)
where the n £ n mean-di®erencing matrix
M0 =
µ
I ¡
110
n
¶
now premultiplies the incidence matrices
©
Qj
ª
and centers the expanded vector of functional
evaluations. Speci¯cally, the functions are now centered through the identi¯cation restrictions
Pn
i=1 gj (si) = 0. In other words, in determining the centering constants, this is equivalent to
weighted averaging of the elements of gj where the weights are proportional to the number of
times each element of vj is represented in sj. Note that if there are no repeating elements in sj,
this approach is equivalent to the scheme discussed above, but the two di®er by a constant when
there are repeating values in sj. Moreover, under this restriction no single value of gj is ¯xed, but
instead all determine the appropriate level of the centered function, and therefore the con¯dence
bands are narrower in areas with more data and are wider wherever fewer data points are available.
12In the approach given in (12), the identi¯ed quantities M0Qjgj are of interest, but inference about
those quantities is obtained not by ¯xing an element of gj as in (10), but rather by averaging over
all elements of gj. In this respect, the approach draws parallels to the marginal augmentation
approach of Meng and van Dyk (1999) and van Dyk and Meng (2001), and to a recently developed
sampler in Koop et al. (2008) for estimating cointegration models. The speci¯c bene¯ts from this
identi¯cation method are discussed next.
3 Estimation
To motivate the general approach, this section begins by considering the important special case
of univariate regression. Given data fyi;sig
n
i=1, the responses yi are assumed to depend on the
(scalar) covariate si in the form
yi = g (si) + "i; (i = 1;:::;n); (13)
where "i » N
¡
0;¾2¢
, and g (¢) is an unknown smooth function that is to be estimated nonpara-
metrically. The model in (13) can be written in stacked form as
y = Qg + "; " » N
¡
0;¾2I
¢
; (14)
where Q is the incidence matrix de¯ned after equation (2). The algorithm described below is derived
form (14) using standard Bayes updates. Extensions of this algorithm to additive models will be
discussed in the next section, while generalizations to semiparametric and binary data models will
be discussed in Section 6.
Algorithm 1 Univariate Gaussian Nonparametric Model: MCMC Implementation
1. Sample gjy;¿2;¾2 » N(^ g;G), where G and ^ g are the usual Bayes updates for linear regres-
sion, namely G =
¡
K=¿2 + Q0Q=¾2¢¡1 and ^ g = G
¡
Kg0=¿2 + Q0y=¾2¢
. Remark 1 presents
important notes on the sampling in this step.
2. Sample ¿2jg » IG
³
º0+m
2 ;
±0+(g¡g0)0K(g¡g0)
2
´
, where conditional on g, ¿2 is independent of
the remaining parameters and the data.
3. Sample ¾2jy;g » IG
³
s0+n
2 ;
d0+(y¡Qg)0(y¡Qg)
2
´
.
13While steps 2 and 3 of Algorithm 1 are fairly straightforward, step 1 requires careful consider-
ation because the quantities involved there can be of dimension as high as the the sample size n.
For this reason, estimation is performed as follows (see Fahrmeir and Lang, 2001).
Remark 1 Sampling of g. To sample g, note that Q0Q is a diagonal matrix whose tth diagonal
entry equals the number of values in s corresponding to the design point v. Since K and Q0Q are
banded, G¡1 is banded as well. Thus sampling of g need not include an inversion to obtain G and
^ g. The mean ^ g is found instead by solving G¡1^ g =
¡
Kg0=¿2 + Q0y=¾2¢
, which is done in O(n)
operations by back substitution. Also, let P 0P = G¡1, where P is the Cholesky decomposition of
G¡1 and is also banded. To obtain a random draw from N(^ g;G) e±ciently, sample u » N (0;I),
and solve Pw = u for w by back substitution. It follows that w » N (0;G). Adding the mean ^ g
to w, one obtains a draw g » N(^ g;G).
The MCMC approach to estimating ¿2 in this hierarchical model o®ers an alternative to cross-
validation that accounts fully for parameter uncertainty, such as the variability due to estimating
the smoothing parameter (unlike plug-in approaches). In addition, as will be discussed in Section 6,
the MCMC approach can be easily extended to discrete and censored data settings.
Turning attention to the additive case, I next describe an e±cient estimation algorithm based
on the identi¯cation scheme proposed in this paper. Under the restrictions in (12) and the modeling
speci¯cation in Section 2, posterior sampling is done in the following steps.
Algorithm 2 Gaussian Additive Model: MCMC Implementation
1. Sample g1jy;¿2
1;¾2;fgig
p
i=2 » N
³
^ g1; ^ G1
´
, where,
^ G1 =
µ
1
¿2
1
K1 +
1
¾2Q0
1Q1
¶¡1
and
^ g1 = ^ G1
Ã
1
¿2
1
K1g10 +
1
¾2Q0
1
Ã
y ¡
p X
i=2
M0Qigi
!!
:
The sampling in this step is carried out in O(n) operations as discussed in Remark 1.
2. Sample gjjy;¿2
j ;¾2;fgigi6=j » N
³
^ gj; ^ Gj
´
for j = 2;:::;p, where
^ Gj =
Ã
1
¿2
j
Kj +
1
¾2Q0
jM0Qj
!¡1
14and
^ gj = ^ Gj
0
@ 1
¿2
j
Kjgj0 +
1
¾2Q0
jM0
0
@y ¡ Q1g1 ¡
X
i¸2;i6=j
M0Qigi
1
A
1
A:
Remark 2 below shows how the sampling in this step can be carried out e±ciently in O(n)
operations, even though ^ Gj is not banded.
3. Sample ¿2
j , j = 1;:::;p, from
¿2
j jgj » IG
Ã
ºj0 + mj
2
;
±j0 +
¡
gj ¡ gj0
¢0 Kj
¡
gj ¡ gj0
¢
2
!
;
where conditional on gj, ¿2
j is independent of the remaining parameters, functions, and the
data.
4. Sample ¾2jy;
©
gj
ª
» IG
µ
s0+n
2 ;
d0+ky¡Q1g1¡
Pp
j=2 M0Qjgjk
2
¶
.
Algorithm 2 shares several similar steps with Algorithm 1, Step 2 of Algorithm 2 involves p¡1
non-banded n £ n matrices and requires special care in order to sample e±ciently. That e±cient
O(n) sampler is discussed in Remark 2 below.
Remark 2 E±cient Sampling of Centered Functions. To draw gj » N
³
^ gj; ^ Gj
´
, j =
2;:::;p, use the de¯nition of M0 to write
^ Gj =
Ã
1
¿2
j
Kj +
1
¾2Q0
jM0Qj
!¡1
=
Ã
1
¿2
j
Kj +
1
¾2Q0
jQj ¡
cjc0
j
¾2n
!¡1
;
where cj = Q0
j1 is an mj-vector with t-th entry of that contains the number of repetitions of the tth
entry of vj in sj. Let Aj = 1
¿2
j
Kj + 1
¾2Q0
jQj and uj = 1 p
¾2ncj. Then, by the Sherman-Morrison
formula, one can write ^ Gj in the above as
^ Gj =
¡
Aj ¡ uju0
j
¢¡1
= A¡1
j +
A¡1
j uju0
jA¡1
j
1 ¡ ¸j
(15)
where ¸j = u0
jA¡1
j uj. The e±ciency bene¯ts from this representation are signi¯cant, because
the application of (15) obviates the matrix inversion necessary to obtain ^ Gj and ^ gj in Step 2 of
Algorithm 2. Instead, the mean ^ gj can be obtained in O(n) operations from
^ gj =
µ
A¡1 +
A¡1uu0A¡1
1 ¡ ¸
¶Ã
1
¿2
j
Kjgj0 +
1
¾2Q0
jM0dj
!
15with
dj =
0
@y ¡ Q1g1 ¡
X
i¸2;i6=j
M0Qigi
1
A
by working with A without inverting to A¡1 as outlined in Remark 1. Furthermore, let
Bj =
µ
Aj +
uju0
j
1 ¡ ¸j
¶
;
which implies that ^ Gj in (15) can be written as A¡1
j BjA¡1
j . Thus, if x » N (0;Bj), it follows that
z = A¡1
j x is distributed z » N
³
0; ^ Gj
´
, and a draw for gj » N
³
^ gj; ^ Gj
´
is obtained by summing
gj = ^ gj + z. Now, to generate x » N (0;Bj), let x = w1 + ~ ujw2, where w1 » N (0;Aj) and
w2 » N (0;1) are independent, and ~ uj = uj=
p
1 ¡ ¸j.
Due to the shortcuts a®orded by the Sherman-Morrison formula and the fact that fAjg are
banded, all operations above are O(n). It should be emphasized that although the estimation
techniques of this section are concerned with continuous cross-section data, estimation is quite
general and easily applicable to other related problems (see Section 6). Finally, I draw attention to
the fact that since the Gibbs sampler can be viewed as a stochastic generalization of back¯tting as
pointed out by Hastie and Tibshirani (2000), the approach proposed above can be trivially applied
with back¯tting algorithms. We next turn to the problem of model comparison.
4 Marginal Likelihood Estimation
Empirical studies must inevitably address uncertainty not only about the parameters of a given
model, but also about the model speci¯cation itself. This makes model comparison a central issue
in statistical analysis. Given a collection of models fM1;:::;MLg, the formal Bayesian approach
to model comparison is based on the posterior model probabilities and their ratios, the posterior
odds. Speci¯cally, for any two models Mi and Mj, a simple application of Bayes' theorem suggests
that the posterior odds can be represented as the product of the prior odds and the ratio of the
marginal likelihoods (the Bayes factor) as follows
Pr(Mijy)
Pr(Mjjy)
=
Pr(Mi)
Pr(Mj)
£
m(yjMi)
m(yjMj)
:
16In turn, for any model Ml, l = 1;:::;L, the marginal likelihood is given by
m(yjMl) =
Z
f(yjMl;µl)¼l(µljMl)dµl; (16)
which is the integral of the likelihood function f(yjMl;µl) with respect to the prior distribution
on the model parameters ¼(µljMl). Because in the case of nonparametric additive models the
dimension of µ = (g0
1;:::;g0
p;¿2
1;:::;¿2
p;¾2)0 will typically be very large and can easily exceed the
sample size n, it should be clear that direct analytic or numerical integration will be infeasible.
However, this di±culty can be addressed by using the approach in Chib (1995), where the integral
in (16) is reduced to the more tractable problem of ¯nding an estimate of the posterior at a
single point µ¤. Given that the method relies on the building blocks of the MCMC sampling
algorithm to compute an estimate of the marginal likelihood and its numerical standard error, its
implementation is straightforward (see Chib, 1995). Speci¯cally, suppressing the model index for
notational simplicity, the marginal likelihood is available as
m(y) =
f(yjµ¤)¼(µ¤)
¼(µ¤jy)
: (17)
Since the numerator terms are available by direct calculation, the marginal likelihood can be com-
puted by ¯nding an estimate of the posterior ordinate ¼(µ¤jy), where µ¤ is often taken to be the
posterior mean.
When multi-block MCMC algorithms are used to sample µ, as in the case of the models discussed
in this paper, it is useful to break up the estimation of ¼(µ¤jy) into several pieces. Suppose that
µ consists of B blocks, that is µ =
¡
µ0
1;:::;µ0
B
¢
, and denote by Ãi = (µ1;:::;µi) the blocks up
to i and by Ãi+1 = (µi+1;:::;µB) the blocks beyond i. Then, by the law of total probability the
posterior ordinate at µ¤ can be written as
¼ (µ¤
1;:::;µ¤
Bjy) =
B Y
i=1
¼
¡
µ¤
ijy;µ¤
1;:::;µ¤
i¡1
¢
=
B Y
i=1
¼
¡
µ¤
ijy;Ã¤
i¡1
¢
: (18)
In the context of Gibbs sampling when the full-conditional densities, including their normaliz-
ing constants, are fully known, Chib (1995) proposed ¯nding the ordinate ¼(µ¤
ijy;Ã¤
i¡1) by Rao-
17Blackwellization
¼
¡
µ¤
ijy;Ã¤
i¡1
¢
=
Z
¼
¡
µ¤
ijy;Ã¤
i¡1;Ãi+1¢
¼
¡
Ãijy;Ã¤
i¡1
¢
dÃi
¼ T¡1
T X
t=1
¼
³
µ¤
ijy;Ã¤
i¡1;Ãi+1;(t)
´
;
where Ãi;(t) » ¼
¡
Ãijy;Ã¤
i¡1
¢
, t = 1;:::;T, come from a reduced run for 1 < i < B, and sampling
is only over Ãi, with the blocks Ã¤
i¡1 being held ¯xed. The ordinate ¼ (µ¤
1jy) for the ¯rst block of
parameters µ1 is estimated with draws µ » ¼ (µjy) from the main MCMC run, while the ordinate
¼
¡
µ¤
Bjy;Ã¤
B¡1
¢
is available directly.
The choice of a suitable decomposition in (18) is quite important, as it determines an appropriate
balance between computational and statistical e±ciency. To see this, consider the case when a large
dimensional block (such as
©
gj
ª
) is placed towards the front of the decomposition in (18). Because
this block is held ¯xed in subsequent reduced runs, the computational demands are lower. This,
however, may increase the variability in the Rao-Blackwellization step, where the full-conditional
density for this large block is averaged over a conditioning set which changes with every iteration.
Alternatively, if the large dimensional block is placed towards the end in (18), the Rao-Blackwell
average will be more stable as now more blocks in the conditioning set stay ¯xed; this strategy
leads to higher statistical e±ciency but comes at a higher computational cost, since a large block
(rather than a di®erent block of lower dimension) is simulated in all of the preceding reduced runs.
When computing the marginal likelihood for additive models, it is important to recognize that
in some instances integration over a subset of the model parameters in (16) can potentially be
evaluated directly (e.g. Koop and Poirier, 2004). However, evaluation of the marginal likelihood in
that case requires O(n3) operations, whereas the alternative approach still uses an O(n) sampling
algorithm, but requires several reduced runs of length T. For this reason, I discuss two ways of
applying the identity in (17). In small samples and under the hierarchical structure presented in
Section 2, the marginal likelihood can be obtained by direct marginalization over the fgjg, which
requires only the low-dimensional posterior ordinate involving f¿2
j g and ¾2. This approach will be
18referred to as the direct marginalization approach. It is conceptually simple and very convenient,
however, I emphasize that it is only feasible for small sample sizes n, and only in the absence of
other complicating factors, such as the presence of discrete or censored data.
To understand the idea behind the direct marginalization method, note that the marginal
likelihood can be computed using
m(y) =
f
³
yjf¿2¤
j g;¾2¤
´
¼
³
f¿2¤
j g;¾2¤
´
¼
³
f¿2¤
j g;¾2¤jy
´ ;
where all quantities are marginalized over the high-dimensional blocks fgjg. This marginalization
is possible due to the Gaussian structure of the model, because conditional on
¡©
¿2¤
i
ª
;¾2¤¢
, the
density f
³
yjf¿2¤
j g;¾2¤
´
, marginalized over fgjg with respect to the prior distributions in (3), is
normal
f
¡
yj
©
¿2¤
i
ª
;¾2¤¢
= fN (yj¹;§)
with directly available mean
¹ = Q1g10 + M0Q2g20 + ::: + M0Qpgp0
and covariance matrix
§ = ¾2I + ¿2¤
1 Q1K¡1
1 Q0
1 + M0
©
¿2¤
2 Q2K¡1
2 Q0
2 + ::: + ¿2¤
p QpK¡1
p Q0
p
ª
M0:
Because of this analytical tractability, m(y) can then be found after the main run where, using on
the conditional independence of the densities in Steps 3 and 4 of Algorithm 2, one computes
¼
¡©
¿2¤
i
ª
;¾2¤jy
¢
¼ T¡1
T X
t=1
(
fIG
³
¾2¤jy;
n
g
(t)
j
o´ p Y
i=1
fIG
³
¿2¤
i jg
(t)
i
´
)
using draws fg
(t)
j g from the main MCMC run. This approach saves further reduced runs, and
reduces the numerical standard error of the estimate, because it does not require knowledge of the
reduced conditional ordinates for
©
gj
ª
. However, the computational burden is O
¡
n3¢
since the
covariance matrix of the density f
¡
yjf¿2¤
i g;¾2¤¢
is n £ n and is not banded, which can become
19excessive with large data sets. Nonetheless, this decomposition is useful when n is small, and can
be used to evaluate the precision of the reduced run approach, which I discuss next.
The second way of applying (17) can be applied even when the sample size is large. This
procedure relies on p ¡ 1 additional reduced runs after the main MCMC run and, for this reason,
can be referred to as the reduced run approach. It is based on the following expression of the
marginal likelihood
m(y) =
f
³
yj
©
¿2¤
i
ª
;¾2¤;
n
g¤
j
o´
¼
³
¿2¤
i ;¾2¤;
n
g¤
j
o´
¼
³©
¿2¤
i
ª
;¾2¤;
n
g¤
j
o
jy
´ ;
where the fg¤
jg are not marginalized out analytically. In estimating ¼(f¿2¤
i g;¾2¤;fg¤
jgjy), the
reduced run approach relies on the decomposition
¼
¡©
¿2¤
i
ª
;¾2¤jy
¢
p Y
i=1
n
¼
³
g¤
ijy;
©
¿2¤ª
;¾2¤;
©
g¤
j
ª
j<i
´o
: (19)
The fgjg are placed last in (19) to ensure that the Rao-Blackwell estimate of the ordinate is stable,
because each gj may potentially be of dimension up to the total number of observations n in the
sample. We note, however, that because the simulation algorithm for
©
gj
ª
is O(n) as discussed
in Section 3, this particular choice comes at a small increase in computational cost, while the
statistical e±ciency bene¯ts may be substantial, especially for large data sets. The estimation
precision resulting from two alternative ordinate decompositions is studied in Section 5, where I
present results for the case when the
©
gj
ª
are placed either at the beginning or the end of the
posterior ordinate decomposition. In line with the arguments above, the results con¯rm that (19)
reduces variability in the marginal likelihood estimate, and worked well for both small- and large-
dimensional fgjg. I also point out that this approach is suitable for limited dependent variable
models because the likelihood function is easy to obtain conditionally on, but not marginally of,
the functions fgjg.
An important special case in which the reduced run method can be useful is the univariate
nonparametric model (13), because marginal likelihood estimation will not require any reduced
20runs. This is because in the decomposition
¼
¡
¿2¤;¾2¤jy
¢
¼
¡
g¤jy;¿2¤;¾2¤¢
of the posterior ordinate in the denominator of (17) the ¯rst term can be estimated with draws from
the main run as the average of the product of two independent inverse gamma densities with shape
and scale parameters given in Steps 2 and 3 of Algorithm 1), while the second term is available
immediately (it is the density ordinate of a multivariate normal density with a banded precision
matrix).
It is interesting to note that the marginal likelihood for additive models does not depend on
the levels of the functions that are being centered for identi¯cation. This can be easily seen from
the fact that if the likelihood does not depend on a given parameter that is present in a proper
prior (the constant term in the centered functions in our case), then the marginal likelihood will
not depend on the particular prior for that parameter (as long as it is proper). In general, if the
likelihood depends only on µ1, i.e. it is given by f (yjµ1) and we have the prior ¼ (µ1;µ2), then the
marginal likelihood
m(y) =
Z
f (yjµ1)¼ (µ1;µ2)dµ1dµ2
=
Z
f (yjµ1)¼ (µ1)
Z
¼ (µ2jµ1)dµ2dµ1
=
Z
f (yjµ1)¼ (µ1)dµ1;
is not in°uenced by the prior on µ2. In practice this is important for modeling, because it implies
that researchers with di®erent beliefs about those parameters will nonetheless reach the same
conclusions about the relative ranking of these alternative additive models.
I now discuss attention to an important computational aspect used in the estimation of the
marginal likelihood. While banded matrix algorithms are applicable to the calculation of the expo-
nents of the full conditional densities for the functions gj, j = 2;:::;p, calculating the determinants
of the posterior precision matrices may be more computationally intensive because those matrices
21are not banded but rather have the form (A ¡ uu0), as in Remark 2. However, because of the
special structure of the covariance matrices, we can ¯nd the determinant in O(n) operations. This
is possible because
det
¡
A ¡ uu0¢
= det
©
A
¡
I ¡ A¡1uu0¢ª
= det(A)det
¡
1 ¡ u0A¡1u
¢
;
where the second line follows from the identity det(I + AB) = det(I + BA), and the fact that
¡
1 ¡ u0A¡1u
¢
is a scalar (we used the de¯nition ¸ = u0A¡1u in Remark 2). Because of the
computational shortcuts that are a®orded by the identi¯cation scheme in Section 2.2, the calculation
of the likelihood and posterior ordinates is particularly e±cient under the proposed speci¯cation.
4.1 Comparison with AIC and BIC
This section compares marginal likelihood estimation to the computation of the AIC and BIC
criteria which have been used in a number of recent papers to make model comparisons. In the
context of the models considered in this paper, the BIC approach of Schwarz (1978) approximates
the logarithm of the marginal likelihood logm(y) by logf(yjf^ ¿2
j g; ^ ¾2)¡(q=2)log(n), where q = p+1
is the number of parameters in the model, and f^ ¿2
j g
p
j=1 and ^ ¾2 are the values that maximize
f(yjf¿2
j g;¾2). In this expression, the term ¡(q=2)log(n) is the penalty on complexity. The related
AIC criterion (Akaike, 1974) is given by logf(yjf^ ¿2
j g; ^ ¾2) ¡ q.
The use of these measures is not without its disadvantages. First, because of the high costs of
evaluating f(yjf¿2
j g;¾2), optimization will rarely be a viable option. For this reason Wood et al.
(2002) have used a simulation-based optimization method for approximating AIC and BIC. In that
approach, given the sample of MCMC draws ff¿2
j g(t);fgjg(t);¾2;(t)g, one simply takes the draw
which maximizes ¼(f¿2
j g;fgjg;¾2jy), and using the values for f¿2
j g and ¾2 from that draw, one
computes f(yjf¿2
j g;¾2). The problem with this method is that the mode of the joint density over
(f¿2
j g;fgjg;¾2), need not be the same as the mode of the marginal density over (f¿2
j g;¾2). In fact,
through simulation experiments one can easily show cases where f(yjf¿2
j g;¾2) will have a higher
22value evaluated at the mean, rather than at the mode of the joint distribution. The problem of
obtaining reliable MLE estimates still remains open.
From a methodological perspective, the AIC and BIC measures are based on asymptotic con-
siderations and they do not, in a formal sense, produce posterior model probabilities for the given
set of models. Moreover, as discussed in Wood et al. (2002), one may have to be concerned with
boundary complexity problems when comparing alternative models, whereas such issues are moot
when using Bayes factors and marginal likelihoods.
5 Simulation Study
The key aspect of our implementation is that it relies on a fully Bayesian, ¯nite sample methodology
for the analysis of the additive model, based on proper priors for the parameters and the unknown
functions fgj (¢)g and the identi¯cation scheme introduced in Section 2. This simulation study
demonstrates the performance of the estimation techniques proposed of Section 3 and the marginal
likelihood procedures of Section 4.
5.1 Estimation
The posterior mean estimates ^ gj = E
©
gjjy
ª
, j = 1;:::;p, are found from MCMC runs of length
10000 following burn-ins of 1000 draws. We calculate mean squared errors for the estimates of the
unknown function, which are reported for several designs. We also demonstrate the performance of
the MCMC algorithm by reporting the autocorrelations and the ine±ciency factors for the sampled
parameters under alternative model speci¯cations and sample sizes. We ¯nd that the MCMC
algorithm performs very well and that its performance improves with larger sample sizes. Data are
simulated from an additive model in (1) with the following three functional speci¯cations:
1. g1 (s) = sin(2¼s), for s 2 [0:6;1:4];
2. g2 (s) = ¡1 + s + 1:6s2 + sin(5s), for s 2 [0;1:1];
3. g3 (s) = ¡0:8 + s + exp
n
¡30(s ¡ 0:5)
2
o
, for s 2 [0;1].
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Figure 1: The three true functions in the simulation study.
The three functions are plotted in Figure 1. Each of them is evaluated on a regular grid of
m = 51 points. We have chosen these functions to capture a range of speci¯cations used in the
literature { for example, the ¯rst function achieves its extrema in the interior of its domain, while
the second does so at the endpoints of the domain; the third function has a minimum at the end,
and a maximum in the interior, of its domain. In addition, the ¯rst function is symmetric, while
the other two are asymmetric. Data are generated from the additive model with ¾ = 0:25, and
some of the resulting descriptive statistics for the three functions presented in Table 1.
Generated Functions
g1 g2 g3
SD(gi)=¾ 3:10 1:81 1:85
Range(gi)=¾ 7:99 9:32 6:03
Table 1: Descriptive statistics for the functions in the simulation study.
As already discussed, due to the identi¯cation constraints in additive models, the estimated
functions will generally be vertical translations of the true functions. We therefore gauge the
performance of the method in ¯tting the above functions using mean squared error applied to the
24appropriately translated true functions f~ gj (¢)g,
MSEi =
1
m
m X
j=1
f^ gi (vj) ¡ ~ gi (vj)g
2 :
The average MSE, together with the standard errors based on 15 replications, are reported in
Table 2 for several choices of the sample size n. The results in Table 2 illustrate that as the sample
Average Mean Squared Errors
Observations g1 g2 g3
n = 250 0.00260 (0.00157) 0.00514 (0.00437) 0.00837 (0.00848)
n = 500 0.00088 (0.00052) 0.00292 (0.00486) 0.00302 (0.00268)
n = 1000 0.00055 (0.00043) 0.00235 (0.00187) 0.00245 (0.00301)
Table 2: Average mean squared errors based on 15 samples, with estimated standard errors in
parentheses.
size grows, the functions are estimated more and more precisely, as expected. As an illustration of
the technique, in Figure 2 we show several regressions for the three sample sizes simulated above.
In Figure 2 the original functions are now vertically translated relative to those in Figure 1 because
of the centering constraints. An example of the performance of the MCMC sampler for the problem
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Figure 2: Simulation Study. Three examples of estimated functions (solid lines), true functions
(dotted lines), and con¯dence bands at two standard deviations (dashed lines).
with n = 500 is illustrated in Figure 3. Table 3 shows the ine±ciency factors corresponding to the
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Figure 3: Posterior samples and autocorrelations for the parameters of a nonparametric additive
model with three unknown functions.
parameters for the same model. The parameters appear to be estimated very well.
In summary, the results suggest that the MCMC algorithm performs well, and that the estima-
tion method recovers the parameters and functions used to generate the data. The performance
of the method in recovering the nonparametric function g (¢) and the model parameters improves
with the sample size, as expected.
Ine±ciency Factors
¿2
1 ¿2
2 ¿2
3 ¾2
n = 250 8.885 6.261 8.286 1.220
n = 500 6.684 4.872 5.488 1.068
n = 1000 5.758 5.689 4.966 1.000
Table 3: Examples of estimated ine±ciency factors (autocorrelation times) for the parameters of
the additive model for various sample sizes.
5.2 Performance of the Model Choice Method
As discussed in Section 4, some care is required in applying the identity in equation (17) because the
dimension of the vectors of functional evaluations
©
gj
ª
may be very large, with each gj potentially
as large as the sample size n. For this reason, I recommended the direct marginalization method
26which marginalizes out the
©
gj
ª
analytically, and the reduced run method in which the calculation
of the posterior ordinates for
©
gj
ª
is done only after all remaining parameters in the posterior
decomposition have been ¯xed. To illustrate that these methods outperform an alternative decom-
position which places the posterior ordinates of
©
gj
ª
at the beginning of the decomposition (18), I
applied this alternative approach to a simulated data set. The alternative decomposition produced
highly variable results, even for small m. Speci¯c results for m = 25 are presented in Table 4 for
the three methods. The table shows that the direct marginalization method and the reduced run
Numerical Standard Error of the Marginal Likelihood Estimate
Reduced Run Direct Marginalization Alternative Decomposition
n = 250 0.013 0.013 0.150
n = 500 0.009 0.009 0.116
n = 1000 0.008 0.008 0.083
Table 4: Numerical standard error of the marginal likelihood estimates for three marginal likelihood
decompositions for various sample sizes.
method perform best, and their numerical standard errors are approximately ten times lower than
those from the alternative decomposition where the ordinates for
©
gj
ª
were placed at the beginning
of (18). What is more, with larger m, the alternative decomposition required much longer MCMC
runs to produce accurate estimates. Because these results provide a clear illustration of the advan-
tages of the reduced run method using the decomposition in (19) and the direct marginalization
method which integrates out fgjg, I only focus on these methods in this paper.
The direct marginalization method is preferable for smaller sample sizes, because the evaluation
of the ordinate f
¡
yj¾2¤;
©
¿2¤ª¢
requires O
¡
n3¢
operations and O
¡
n2¢
storage spaces. The reduced
run method is applicable for larger sample sizes, even though it requires p¡1 reduced runs, because
only univariate quantities are stored during the reduced runs, and each of the runs requires O(nT)
operations, where T is the MCMC simulation size. Although there will be considerable variation
in computing times due to di®erences in computer platforms and software, for the settings of this
example a single evaluation of f
¡
yj¾2¤;
©
¿2¤ª¢
may take longer than doing the two reduced runs
27when n is larger than approximately 2000.
To evaluate the statistical properties of the direct marginalization and the reduced run methods,
I next consider the numerical standard errors of the marginal likelihood estimates obtained by
these two methods. Table 5 presents results for n = 2500. The table illustrates that the numerical
Numerical Standard Error of the Marginal Likelihood Estimate
Reduced Run Direct Marginalization
m = 501 0.049 0.049
m = 1001 0.061 0.059
m = 1501 0.086 0.065
Table 5: Numerical standard error of the marginal likelihood estimates for three m.
standard error of the reduced run method is not larger than that of the direct marginalization
method, even though several additional quantities are estimated in reduced runs. Because the
dimensions of the
©
gj
ª
may vary across data samples, this table also presents results on the e®ect
of m on the precision of the marginal likelihood estimate. We see that the precision of the direct
method is very high, and that even though there are high-dimensional blocks in the posterior
ordinate in the reduced run method, it is nonetheless also very precise. For the above discussion,
the reader should note that as the number of additive functions p grows, so does the time required
to implement the reduced run method and the numerical standard errors are likely to increase. In
contrast, the direct marginalization method will not su®er from those problems, but its advantages
su®er when the number of observations n is increased.
To assess the practical implementation of the model selection technique, I also performed a
simple experiment in which realizations were generated from an additive model using two covariates
and the ¯rst two regression functions in Figure 1. The ¯rst ¯tted model used only the ¯rst covariate,
omitting the second relevant covariate. The second model used both relevant covariates, while the
third model included an additional covariate that was not used in the generation of the data.
I performed 50 data replications for each of the 3 possible sample sizes; within each replication
I estimated all three models and their marginal likelihoods. The true model that was used to
28generate the data had the highest marginal likelihood every time, illustrating the point that that
marginal likelihoods can guard against both under- and over-parameterization.
6 Model Extensions
The estimation techniques presented in this paper are readily applicable in more general settings.
Here I brie°y outline several possibilities and give several relevant references. One important
extension of the techniques is to the setting of partially linear (semiparametric) models, where
the e®ect of a given covariate s is modeled nonparametrically as in Section 2, but the model also
includes linear mean e®ects X¯ on the right hand side of (14). Estimation of such a model is a
straightforward extension of Algorithm 1, and proceeds by using the partial residuals y¡X¯ when
simulating g, and y ¡ Qg when simulating ¯ because conditional on the functions fgj (¢)g
p
j=1, the
estimation of ¯ is identical to that in a standard linear regression. Using a similar strategy, the
partially linear model can be extended to include several nonlinear functions in addition to the
linear e®ects. Of course, if X contains an intercept, for identi¯cation reasons all of the unknown
functions will have to be centered and sampling will proceed as in Step 2 of Algorithm 2. If X
does not contain an intercept, all but one of the functions should be centered.
The methods in this paper, including the above extensions, can also be applied to the analysis of
binary and polychotomous regression using the latent variable augmentation framework of Albert
and Chib (1993). In that framework, the MCMC sampler explicitly includes the (continuous) latent
variables underlying the (discrete) observed responses. The main advantage of this approach is that
conditionally on the latent data, estimation of the parameters and the unknown functions closely
mirrors the methods for continuous data. Another bene¯t of the approach is that it allows for
analysis under various link function speci¯cations, such as probit and Student-t links (Albert and
Chib, 1993), as well as under any mixture-of-normals link function, including the logit link function
(Wood and Kohn, 1998).
The approach adopted in this is also applicable to the class of continuous and binary data
29additive mixed models (Lin and Zhang, 1999). For example, Chib and Jeliazkov (2006) discuss
the speci¯cation and estimation of a semiparametric partially linear model for dynamic binary
panel data. The method involves latent variable augmentation for the binary outcomes and the
individual-speci¯c e®ects, as well as an e±cient sampler for the nonparametric function that allows
for sampling in the presence of serial correlation in the errors within each cluster. The estimation
algorithm proposed in Chib and Jeliazkov (2006) can be easily modi¯ed to include an additive
structure and estimation can be carried out by the methods from Section 3.
The approach can also be applied in the context of multiple equation systems such as the
nonparametric seemingly unrelated regression model (Smith and Kohn, 2000; Holmes et al., 2002;
Koop et al., 2005), and to models with nonparametric endogeneity (Chib and Greenberg, 2007)
and sample selection (Chib et al., 2008).
7 Applications
7.1 Exam Score Data
As an illustrative example we apply the methodology to a data set in Wooldridge (2002) dealing
with the ¯nal exam scores for 680 students enrolled in microeconomic principles. Observations
on the standardized score y are obtained by representing the student's ¯nal exam score in terms
of the number of standard deviations away form the class mean. This transformation makes the
performance measure interpretable in relation to the rest of the class, and helps to ensure that
the regression assumptions are not violated. The analysis makes use of the following explanatory
variables: class attendance rate, cumulative college GPA prior to taking the class, and ACT college
entrance exam score. The data are modeled as a nonparametric additive regression, where each of
the functions g1 (si1), g2 (si2), g3 (si3) is a priori modeled as a second order Markov process, and
all functions beyond the ¯rst are appropriately restricted for identi¯cation purposes. Estimation of
the model is based on a main simulation run of 10000 MCMC draws that follows a burn-in period
of 1000 iterations. Estimates of the model parameters are presented in Table 6, and the three
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Figure 4: The three estimated functions functions for the exam data.
functions are plotted in Figure 4.
Parameter Mean Median SD
¿2
1 0.002 0.002 0.001
¿2
2 0.002 0.002 0.001
¿2
3 0.003 0.003 0.002
¾2 0.755 0.753 0.042
Table 6: Parameter estimates and summaries for the exam data application.
From Figure 4 we see that the nonparametric estimates of the three functions depict a re-
lationship that is consistent with commonly held notions of the determinants of good academic
performance. For example, students with demonstrated scholastic ability, as indicated by a cu-
mulative GPA above 3:0 or high ACT scores, appear more likely to score above average on the
¯nal exam. The general e®ect of improved attendance also appears to be positive, although not
necessarily linear. The marginal likelihood estimate for this model was estimated to be ¡907:03
with numerical standard error of 0:04.
In addition to this model, I was also interested in the hypothesis that class attendance might
have a di®erent e®ect for students who have performed di®erently in the past (as measured either
by prior cumulative GPA or by ACT scores). For this reason, I estimated additive models including
either an interaction term between class attendance and GPA or one between class attendance and
ACT score, that is g4 (attend*GPA) or g4 (attend*ACT). However these models did not perform
31competitively with the baseline model on the basis of their marginal likelihoods, indicating that
additivity is a reasonable restriction in this setting and that the simple additive model is su±cient
to capture the e®ects of attendance on exam performance.
7.2 Metropolitan Growth
Economic theory suggests that the existence of agglomeration economies is an important driving
force behind urban growth. The bene¯ts of agglomeration include improved labor markets, the
existence of positive externalities and spillovers in production and the public sector, and the avail-
ability of specialized inputs, among others. However, beyond a certain size, the growth of a local
market will be moderated by the costs of agglomeration that include crime, congestion, and pol-
lution. The interplay between these forces suggests that a hump-shaped relationship between city
size and growth would be a likely outcome. Early empirical studies using city-level data found no
such \inverted U-shape" relationship between size and growth, however, Wheeler (2003) ¯nds that
this relationship is present in both the population and employment growth series in a sample of
American counties. From an economic point of view, Wheeler (2003) argues that county-level data
has advantages over city-level data because counties are ¯xed in size and do not expand to accom-
modate growth, and moreover, because large metropolitan areas often consist of several counties
whereby any local e®ects of agglomeration may be masked when aggregated.
Using the county-level data from Wheeler (2003), I estimate two models { one for employ-
ment growth and the other for population growth. In addition to the key variable providing the
respective measure of \size" (i.e. either log-employment or log-population), each regression also
includes the following set of regressors whose e®ect is also modeled nonparametrically { percent of
college graduates, percent in manufacturing, unemployment rate, log of per-capita income, share
of education expenditure, share of highway expenditure, share of police expenditure, percentage of
non-white population, and log-area.
Figures 5 and 6 present the function estimates for the employment and population growth
320.1 0.2 0.3 0.4
−0.05
0.05
0.15
% college
0 0.2 0.4 0.6
−0.1
−0.05
0
% manufacturing
0.1 0.2 0.3
−0.05
0
0.05
unemployment rate
8 8.5 9 9.5
0
0.1
0.2
0.3
log per capita income
0 0.5 1
−0.1
0
0.1
education expenditure
0 0.2 0.4 0.6
−0.05 0 0.05 0.1
highway expenditure
0 0.05 0.1 0.15 0.2
0
0.05
0.1
police expenditure
0 0.2 0.4 0.6 0.8
−0.2
−0.1
0
% non−white
5 10 15
−0.2
−0.1
0
log employment
2 4 6 8
−0.2
0
0.2
log area
Figure 5: Estimates of the nonparametric functions in the employment growth regression.
regressions, respectively. From these ¯gures we see that while linearity may be a reasonable as-
sumption for some of the covariate e®ects, quite a few relationships appear to be nonlinear. The
existence of hump-shaped relationships between the two growth rates and their respective starting
levels were of particular interest in Wheeler (2003). The nonparametric funciton estimates do reveal
the existence of such relationships, con¯rming Wheeler's ¯ndings.
To test for existence of interaction e®ects between log size and log area, I also ¯t models that
involved these additional covariates. However, in each case the marginal likelihoods of those models
were lower by at least 20 on the natural log scale, indicating that the presence of such e®ects in
the regression is not supported by the data and that the original speci¯cations are preferable. The
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Figure 6: Estimates of the nonparametric functions in the population growth regression.
presence of previously undetected nonlinearity in the e®ects of several covariates (e.g. percent of
college graduates, percent in manufacturing, log of per-capita income) raises interesting questions
for future empirical research.
8 Concluding Remarks
This article has examined the speci¯cation, estimation, and comparison of nonparametric additive
models. A new scheme for identifying the unknown covariate functions is proposed, which, in
conjunction with proper smoothness priors, has opened the way to an e±cient Markov chain Monte
Carlo sampling procedure for ¯tting the model and ¯nding its marginal likelihood, thus paving
34the way for comparison of additive models on the basis of Bayes factors. A simulation study has
demonstrated the applicability of the proposed techniques. The approach is quite general and is
applicable to semiparametric, mixed e®ect, and discrete data models. Two applications, one dealing
with student performance and the other with urban growth, have revealed the usefulness of the
approach.
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