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Abstract
We show that the solutions of an incompressible vector wave equation with a locally distributed
nonlinear damping decay in an algebraic rate to zero, that is, denoting by E(t) the total energy
associated to the system, there exist positive constants C (which depends on E(0)) and γ satisfying,
for t  0: E(t) C(1 + t)−γ .
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1. Introduction
In this work we study decay properties of the solutions of the following initial boundary-
value problem for the incompressible dissipative vector wave equation:
utt −∆u+ ρ(x,ut ) = f − ∇Π, in Ω × (0,∞), (1.1)
divu= 0, in Ω × (0,∞), (1.2)
u(x,0) = u0(x), ut (x,0) = uI (x), in Ω, (1.3)
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where Ω is a bounded domain in RN , N  2. The function u(x, t) = (u1(x, t), . . . ,
uN(x, t)) is the vector displacement, ∆u = (∆u1(x, t), . . . ,∆uN(x, t)) is the Laplacian
operator of u, divu is the usual divergence of u and ∇ is the gradient operator. The vector
function f is a force field acting on Ω and the scalar function Π represents the pressure.
The vector function ρ is a dissipative term, localized in a neighborhood of part of the
boundary of Ω .
The study of a similar linear model was first considered by Lions [15, pp. 127–130].
Two years later, Lions presented an investigation on that model in a conference in honor of
Louis Nirenberg [16]. In the three-dimensional case, this system (with ρ = 0) is obtained
from Newton’s second law assuming small deflections of Ω , where Ω represents a three-
dimensional solid body made of an elastic, isotropic and incompressible material (like
some rubber types) subjected to an external force f . Π = −σ represents the pressure,
where σ = 13Tkk is the mean normal stress and T = (Ti,j ) denotes the stress tensor.
In this paper, we show the uniform stabilization of the total energy for the system (1.1)–
(1.4) with algebraic rates. To prove this result we use some energy identities associated with
localized multipliers in order to construct special difference inequalities for the associated
energy. These ideas come from control theory (see J.-L. Lions [14], V. Komornik [11],
A. Haraux [9] and M. Nakao [18]). The main estimates in this work are obtained using a
reverse inequality of J.L. Lions [15] and Nakao’s lemma.
This work generalizes a previous investigation of Araruna et al. [2]. They study the sta-
bilization for a linear localized dissipation and obtain exponential decay of the energy. The
proof for this linear case is considerably simpler than the problem considered in our case.
In the context of visco-elasticity, M.M. Cavalcanti et al. [4] investigated the boundary exact
controllability of this system (with ρ replaced by an integral that models incompressible
materials with memory) applying HUM (Hilbert uniqueness method).
One of the first studies of stabilization of evolution models with locally distributed
damping was performed by Zuazua [22], who studied the semilinear wave equation with a
linear locally distributed damping. Nakao [18] studied the wave equation with highly non-
linear locally distributed damping, where the function which localizes the dissipation has
growth towards infinity similar to the case considered in the present paper. Similar prob-
lems were studied by several authors. We mention Martinez [17] and Tébou [21] for the
wave equation and Alabau and Komornik [1], Horn [10], Guesmia [8], Bisognin et al. [3]
for systems of elasticity.
This paper is organized as follows: in Section 2 we list the relevant hypotheses necessary
to prove existence and uniqueness. In Section 3 we include some results which will be
used in the proof of existence of solutions. In Section 4, we describe in some detail the
proof of existence and uniqueness. In Section 5, we introduce additional hypotheses for the
stabilization and some relevant energy identities used in the paper. Sections 6 and 7 contain
important estimates used to prove in the final Section 8 the theorem on stabilization.
2. Notation and hypotheses
Throughout this work the dot · will represent the usual inner product between two
vectors in RN . Let V = {ϕ ∈ C∞(Ω)N | divϕ = 0}, V = V¯H 10 (Ω)N , H = V¯L2(Ω)N and0
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product in L2(Ω)N and ‖ ‖ denotes the corresponding norm. In H 10 (Ω)N , ((u, v)) =∑N
j=1( ∂u∂xj ,
∂v
∂xj
) and ‖ ‖1 is the corresponding norm. For T > 0, we denote
∫
Q
= ∫ T0 ∫Ω ,
where Q= (0, T )×Ω . We use |Ω| to represent the measure of Ω .
Now, we list the hypotheses which we use to establish existence and uniqueness of
solutions.
(H0) Ω ⊂ RN is a bounded open set with smooth boundary (at least of class C3);
(H1) u0 ∈ U , uI ∈ V ;
(H2) f ∈ L∞(0, T ;H), f ′ ∈ L2(0, T ;H) and f (0) ∈ H ;
(H3) ρ : Ω¯ × RN → RN satisfies:
(a) ρ(x, s) · s  0, s ∈ RN , x ∈ Ω¯ ;
(b) ρ and ∂ρ
∂si
are continuous functions in Ω¯ × RN ;
(c) There exist positive constants K0, K1, K2 and K3 and numbers p, r , −1 < r <
+∞, −1 <p  2
N−2 if N  3 and −1 < p <+∞ if N = 1 or 2, such that
K2a(x)|s|r+1 
∣∣ρ(x, s)∣∣K0a(x)(|s|r+1 + |s|), if |s| 1,
K3a(x)|s|p+1 
∣∣ρ(x, s)∣∣K1a(x)(|s|p+1 + |s|), if |s| 1;
(d)
N∑
i,k=1
ui
∂ρi(x, s)
∂sk
uk  0, ∀u ∈ RN, ∀x ∈ Ω¯, ∀s ∈ RN,
i.e., ∂ρ
∂s
is positive semi-definite;
(e) The function a = a(x) in (c) satisfies: a : Ω¯ → R+ belongs to L∞(Ω).
Remark 1. If a(x) is a continuous function on Ω¯ , then ρ = a(x)|s|ps, s ∈ RN , is an
example of a function which satisfies (a)–(e).
3. A lemma of De Rham
For the proof of existence and uniqueness, we will use the following coarse version of
a theorem due to De Rham [19]. See also [7].
Lemma 3.1. If F ∈ H−1(Ω)N satisfies 〈F,v〉 = 0, ∀v ∈ V , then there exists Π ∈ L2(Ω)
such that F = ∇Π . If Ω is connected, Π is unique up to an additive constant.
The following lemma (see [6]), well known in the context of the Stokes system, will be
important to show the solution’s regularity necessary in the proof of existence of solutions.
Lemma 3.2. Let Ω be a bounded open set with C3 boundary. Let (u,Π) solve the Stokes
system weakly: −ν∆u + ∇Π = F , divu = 0. Assume F ∈ L2(Ω)N , u ∈ H 10 (Ω)N , Π ∈
L2(Ω). Then, u ∈ H 2(Ω)N , Π ∈H 1(Ω). There exists a constant C such that
‖u‖H 2(Ω)N + ‖Π‖H 1(Ω)  C
[‖F‖ + ‖u‖1 + ‖Π‖L2(Ω)].
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Throughout this work, the symbol C can denote different positive constants.
Regarding the existence and uniqueness of solution for the problem (1.1)–(1.4), we have
the following result.
Theorem 4.1 (Existence and uniqueness). Under the hypotheses of the previous sec-
tion, the initial-boundary value problem (1.1)–(1.4) has a unique solution u = u(x, t),
Π = Π(x, t), Π unique up to an additive constant, such that u ∈ L∞([0, T ],U), u′ ∈
L∞([0, T ],V ) and u′′ ∈ L∞([0, T ],L2(Ω)N). For each t  0, Π(t) ∈ H 1(Ω)N . Further-
more, u ∈ C([0, T ],V )∩C1([0, T ],L2(Ω)N).
Proof. In order to prove the existence, we use the Faedo–Galerkin method. We choose a
base {bk}k∈N in U , orthonormal in L2(Ω)N and define Um = span{b1, . . . , bm}. Let u0m
and uIm be sequences of Um such that u0m → u0 strong in U , and uIm → uI strong in V .
The above hypotheses imply (via Carathéodory theorem for ODE’s, see, e.g., [5]) that the
following approximated variational problem has an unique solution um : [0, tm) → Um for
some tm > 0:
(u′′m,w)+ ((um,w))+
(
ρ(x,u′m),w
)= (f,w), ∀w ∈Um, (4.1)
with um(0) = u0m, u′m(0) = uIm.
By taking w = u′m in (4.1), using the positivity of ρ, hypotheses (H1)–(H2), and Gron-
wall’s lemma, we obtain that∥∥u′m(t)∥∥,∥∥um(t)∥∥1  C (4.2)
for t in any interval where the solution um of (4.1) is defined. The constant C = C(u0, uI )
is independent of t and m.
With these estimates we can extend the solution um to the interval [0, T ].
It follows that um and u′m are bounded in L∞(0, T ;V ) and L∞(0, T ;H), respectively.
The next lemma (with t = 0) will be used to estimate ‖u′′m(t)‖.
Lemma 4.2. ‖ρ(·, u′m(t))‖  C with C = C(u0, uI ) a positive constant (independent of
t,m).
Proof. Using the hypotheses on the function ρ(x, s), we have∫
Ω
|ρ|2 dx 
∫
Ω1
|ρ|2 dx +
∫
Ω2
|ρ|2 dx
C
∫
Ω1
[|ut |2r+2 + |ut |2]dx +C
∫
Ω2
[|ut |2p+2 + |ut |2]dx
C
∫
Ω
|ut |2 dx +C
∫
Ω1
|ut |2r+2 dx +C
∫
Ω2
|ut |2p+2 dx
C1 +CI1 +CI2,
since ut ∈ L∞(0, T ;L2(Ω)).
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Next, we show the boundedness of the right-hand side by considering each possible
case:
Case 1: r  0:
I1 =
∫
Ω1
|ut |2r+2 dx 
∫
Ω1
|ut |2 dx 
∫
Ω
|ut |2 dx  C1.
Case 2: −1 < r < 0:
I1 =
∫
Ω1
|ut |2r+2 dx 
( ∫
Ω1
|ut |2 dx
)r+1
C
(|Ω|)Cr+12 C(|Ω|).
Case 3: 0 p < 2
N−2 (N  3): We use Sobolev imbeddings,
I2 =
∫
Ω1
|ut |2p+2 dx  C
(|Ω|)
(∫
Ω
|ut | 2NN−2 dx
)(p+1)(N−2)
 C‖ut‖2p+21  C,
since ut ∈ L∞(0, T ;V ).
If N = 2, ut ∈ L∞(0, T ;Lq(Ω)N), ∀q ∈ [1,∞). This fact implies that I2 is bounded.
Case 4: −1 <p < 0:
I2 =
∫
Ω2
|ut |2p+2 dx 
∫
Ω
|ut |2 dx  C(u0, uI ).
By combining these estimates, it follows that ‖ρ(x,ut )‖  C, with C = C(u0, uI , |Ω|)
> 0. 
Remark 2. It follows at once from this lemma that ρ(x,u′m) is bounded in L2(Q)N . In
order to estimate ‖u′′m(t)‖2, we need to estimate ‖u′′m(0)‖. We substitute w = u′′m(t) in
Eq. (4.1) and evaluate the resulting equation at t = 0. We obtain the following inequality:∥∥u′′m(0)∥∥ ∥∥∆um(0)∥∥+ ∥∥ρ(x,u′m(0))∥∥+ ∥∥f (0)∥∥.
The previous lemma and our hypotheses on the initial data and f imply that ‖u′′m(0)‖
is bounded. We differentiate the approximate problem and apply again Carathéodory’s
theorem to obtain the existence of um in the interval [0, tm) which satisfies(
u′′′m(t),w
)+ ((u′m(t),w))+
(
∂ρ(x,u′m(t))
∂s
· u′′m(t),w
)
= (f ′,w), ∀w ∈Um.
Taking w = u′′m, and using the positivity of ∂ρ∂s (hypothesis (H3)(d)), we obtain
∥∥u′′m(t)∥∥2 + ∥∥∇u′m(t)∥∥2  ∥∥u′′m(0)∥∥2 + ∥∥∇u′m(0)∥∥2 + 2
t∫
0
∥∥f ′(t)∥∥∥∥u′′m(t)∥∥ds.
Then, the estimate on u′′m(0), hypothesis (H1) on the initial data, hypothesis (H2) on f ′
and Gronwall’s lemma imply the boundedness of u′′m, i.e., ‖u′′m(t)‖  C. Then, Alaoglu–
Bourbaki theorem implies that there exists u in L∞(0, T ;V ) and u′ in L∞(0, T ;L2(Ω)N)
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weak* in L∞(0, T ;L2(Ω)N). Now, Aubin–Lions theorem implies that u′m → u′ strong in
L2(0, T ;L2(Ω)N) = L2(Q)N . Thus, u′m → u′ a.e. in Q. The following three lemmas are
used in order to apply the limit in Eq. (4.1).
Lemma 4.3. ρ(x,u′m) → ρ(x,u′) weak in L2(Q)N .
Proof. This result follows from Remark 3, from ρ(x,u′m(x, t)) → ρ(x,u′m(x, t)) a.e. in Q
(since u′m → u′ a.e. in Q and ρ(x, s) is continuous (H3)(b)), and Lemma 1.3 in [13]. 
Lemma 4.4. (ρ(x,u′m), v) → (ρ(x,u′), v) in D′(0, T ), ∀v ∈ V .
Proof. 〈T ,ρ(x,u′m)〉 → 〈T ,ρ(x,u′)〉, ∀T ∈ L2(Q). This means that∫
Q
ρ(x,u′m)w dx dt →
∫
Q
ρ(x,u′)w dx dt, ∀w ∈ L2(Q).
Choosing w = vθ , v ∈ V and θ ∈ D(0, T ), it follows that w ∈ L2(Q) and then
T∫
0
(∫
Ω
ρ(x,u′m)v(x) dx
)
θ(t) dt →
T∫
0
(∫
Ω
ρ(x,u′)v(x) dx
)
θ(t) dt,
∀θ ∈ D(0, T ) and v ∈ V,
i.e.,
T∫
0
(
ρ(x,u′m), v
)
L2(Ω)N θ(t) dt →
T∫
0
(
ρ(x,u′), v
)
L2(Ω)N θ(t) dt,
∀θ ∈ D(0, T ) and v ∈ V,
which implies the result. 
After taking the limit in (4.1), it follows that u satisfies
(u′′, v)+ ((u, v))+ (ρ(x,u′), v)= (f, v), ∀v ∈ V in D′(0, T ). (4.3)
We use the fact that ρ(x,u′), u′′ ∈ L2(Ω)N for each t ∈ [0, T ], and Lemmas 3.1, 3.2 to
obtain
(i) the existence of Π(t) ∈ L2(Ω),
(ii) u(t) ∈ H 2(Ω)N , Π(t) ∈ H 1(Ω).
Finally, from Eq. (4.3), Lemma 4.2, hypothesis (H2) on f , and the boundedness of u′′m, we
can conclude that u ∈ L∞(0, T ;H 2(Ω)) (see, e.g., p. 306 of R. Temam [20]).
Thus, u ∈ L∞(0, T ;U), u′ ∈ L∞(0, T ;V ), u′′ ∈ L∞(0, T ;L2(Ω)N), and u′′ − ∆u +
ρ(x,u′) = f − ∇Π in L2(Q)N .
J.C. Oliveira, R.C. Charão / J. Math. Anal. Appl. 303 (2005) 699–725 705It remains to verify that the initial conditions are satisfied and to prove uniqueness.
Since u ∈ L∞(0, T ;U), u′ ∈ L∞(0, T ;V ) it follows [12, p. 51] that u ∈ W(0, T ) ⊂
C(0, T ;V ); for u′ ∈ L∞(0, T ;V ) and u′′ ∈ L∞(0, T ;L2(Ω)N), one obtains u′ ∈
W(0, T ) ⊂ C(0, T ;L2(Ω)N). Since u′m → u′ weak* in L∞(0, T ;V ), then choosing
w = vθ with v ∈ V and θ ∈ L1(0, T ) results in
T∫
0
(u′m,v)θ dt →
T∫
0
(u′, v)θ dt, ∀θ ∈ L1(0, T ).
In particular, ∀θ ∈ C1(0, T ).
u′m → u′ weak* in L∞(0, T ;V ) also implies, for v ∈ V ⊂ L2(Ω)N , ϕ ∈ L1(0, T ),
T∫
0
(um, v)ϕ dt →
T∫
0
(u, v)ϕ dt, ∀ϕ ∈ L1(0, T ).
In particular, ∀ϕ ∈ C(0, T ). Choosing ϕ = θ ′ with θ ∈ C1(0, T ) such that θ(0) = θ(T )
= 0, one obtains that
T∫
0
d
dt
[(
um(t), v
)
θ(t)
]→
T∫
0
d
dt
[(
u(t), v
)
θ(t)
]
.
Therefore, (um(0), v) → (u(0), v), ∀v ∈ V . Since um(0) = u0m converges strongly to u0
in V ⊂ L2(Ω)N , we obtain(
um(0), v
)→ (u0, v), ∀v ∈ V.
The corresponding result for u′(0) is obtained in a similar fashion. Finally, the uniqueness
result is obtained as follows: we admit two solutions (u,Π) and (v,π). Then, (w = u− v,
Π − π) satisfies
E(t)+
∫
Q
[
ρ(x,ut )− ρ(x, vt )
] ·wt dx dl +
∫
Q
(∇Π − ∇π) ·wt dx dl = 0
for all t  0, where E(t) represents the energy 12 [‖w‖2 +‖w‖21]. The last integral vanishes
since divwt = 0. By hypotheses (H3)(b) and the mean-value theorem for vector-valued
differentiable functions, we conclude that∫
Q
[
ρ(x,ut )− ρ(x, vt )
] ·wt dx dl =
∫
Q
[
∂ρ(x, s∗)
∂s
(ut − vt )
]
·wt dx dl, ∀t  0,
for some s∗ in the line between ut (x, l) and vt (x, l). Then,
E(t)+
∫
Q
[
wt · ∂ρ(x, s
∗)
∂s
·wt
]
dx dl = 0, ∀t  0.
By (H3)(d), we conclude that E(t)=E(w(t))= 0, ∀t  0. Then, w = 0 because w = 0 on
the boundary ∀t  0. This implies that u = v. Thus, Π = π + constant. 
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We prove in this work the stabilization of the energy under the hypothesis that the body
force is conservative. Without loss of generality, we may take f ≡ 0, since f may be
absorbed in the term ∇Π .
In order to construct estimates for stabilization, we need to state some assumptions on
the set ω, which localizes the dissipation.
Choose x0 in RN and define Γ (x0) = {x ∈ ∂Ω | (x−x0) ·ν(x) 0}, where ν(x) denotes
the outward unit normal vector at x ∈ ∂Ω .
Let ω ⊂ Ω¯ be a neighborhood of Γ (x0). We assume that a : Ω¯ → R+ is a L∞(Ω)
function such that a(x) 0 in Ω¯ and a(x) a0 > 0 in ω.
We use the following notation: Q(t) = (t, t+T )×Ω , ∫
Q(t)
= ∫ t+T
t
∫
Ω
,
∑
t = (t, t+T )
× ∂Ω , ∫∑
t
= ∫ t+T
t
∫
∂Ω
, Q(t)ωˆ = (t, t + T ) × (ωˆ ∪ Ω¯),
∫
Q(t)ωˆ
= ∫ t+T
t
∫
ωˆ∪Ω¯ , Q(t)ω =
(t, t + T )×ω and ∫
Q(t)ω
= ∫ t+T
t
∫
ω
. The energy of the system (1.1) is defined by
E(t)=E(u(t))= 1
2
∫
Ω
(
|ut |2 +
N∑
i=1
|∇ui |2
)
dx, (5.1)
where u = u(x, t) is the solution of (1.1)–(1.4). We denote the energy difference E(t) −
E(t + T ) by ∆E.
Remark 3. The multiplication of (1.1) by ut followed by integration over Q(t) produces
(using (H3)(a) and f conservative):
∆E =E(t)−E(t + T ) =
∫
Q(t)
ρ(x,ut ) · ut dx ds  0. (5.2)
This identity implies that the energy is a nonincreasing function of t .
Lemma 5.1 (Energy identities). Let u(x, t) be the solution of (1.1)–(1.4), m ∈ W 1,∞(Ω)
and h :RN → RN a vector field of class C1. Then, the following identities hold:∫
Q(t)
{−|ut |2 + |∇u|2}dx ds = −
∫
Ω
ut · u|t+Tt dx −
∫
Q(t)
ρ(x,ut ) · udx ds, (5.3)
∫
Q(t)
m(x)
{−|ut |2 + |∇u|2}dx ds
= −
∫
Ω
m(x)ut · udx|t+Tt −
∫
Q(t)
m(x)ρ(x,ut ) · udx ds
−
∫ N∑
i=1
N∑
j=1
∂ui
∂xj
∂m
∂xj
ui dx ds −
∫
m(x)∇Π · udx ds, (5.4)Q(t) Ω
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2
∫
∑
t
(h · ν)
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds
= −
∫
Ω
(h · ∇u) · ut |t+Tt dx −
∫
Q(t)
(h · ∇u) · ρ(x,ut ) dx ds
+ 1
2
∫
Q(t)
(∇ · h)[−|ut |2 + |∇u|2]dx ds
−
∫
Q(t)
N∑
i=1
N∑
j=1
N∑
k=1
(∂khi)(∂iuj ∂kuj ) dx ds −
∫
Q(t)
(h · ∇u) · (∇Π)dx ds, (5.5)
∫
Ω
[
(x − x0) · ∇u
] · ut |t+Tt dx +
∫
Q(t)
[
(x − x0) · ∇u
] · ρ(x,ut ) dx ds
+ N
2
∫
Q(t)
[−|ut |2 + |∇u|2]dx ds − 12
∫
∑
t
[
(x − x0) · ν
]∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds
+
∫
Q(t)
|∇u|2 dx ds = 0, (5.6)
where ν = ν(x) is the outward unit normal at x ∈ ∂Ω .
Proof. Equations (5.3), (5.4) and (5.5) are proved by multiplying (1.1), respectively, by
the following multipliers: M(u) = u, M(u) = m(x)u and M(u) = h · ∇u, followed by
integration over Q(t). Equation (5.6) is a special case of Eq. (5.5) for h = x − x0. Notice
that, as observed in [15, pp. 128, 129], the integral ∫
Q(t)
((x − x0) · ∇u) · ∇Π dx ds = 0.
We used the fact that u = 0 on ∂Ω × [0,∞) and, as a consequence, the following vector
identity: [h · ∇u] · ∂u
∂ν
= [h · ν]| ∂u
∂ν
|2 on ∂Ω × [0,∞). 
6. Energy estimates
The idea to obtain the stabilization of the energy (to zero) in an algebraic rate is to show
an estimate for the energy, as follows:
sup
tst+T
E(s)1+δ  C
(
E(t)−E(t + T )) for all t  0,
for some δ positive and fixed T , which may be large.
Then the asymptotic behavior is obtained from the following Nakao’s lemma.
Lemma 6.1 (Nakao [18]). Let Φ(t) be a nonnegative function on R+ satisfying
sup Φ(s)1+δ  C1
{
Φ(t)−Φ(t + T )}tst+T
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Φ(t)C2Φ(0)(1 + t)−1/δ, t  T ,
where C2 is a positive constant.
We also include the following lemma, which will be used to estimate an integral involv-
ing the dissipation ρ.
Lemma 6.2 (Gagliardo–Nirenberg). Let 1 r < p <∞, 1 q  p and 0m. Then,
‖v‖Wk,q  C‖v‖θWm,p‖v‖1−θLr
for v ∈Wm,p(Ω)∩Lr(Ω), Ω ⊂ RN , where C is a positive constant and
θ =
(
k
N
+ 1
r
− 1
q
)(
m
N
+ 1
r
− 1
p
)−1
provided that 0 < θ  1.
Now, we begin the estimates for the energy of (1.1).
In the following sections the symbol C indicates positive constants, which may be dif-
ferent.
Lemma 6.3. Let β > 0 such that Nβ2 − 1 > 0 and γ = 2 min{(Nβ2 − 1), (1 + β(1 − N2 ))}.
Then,
γ
t+T∫
t
E(s) ds  C
[
E(t)+E(t + T )]+ 1
2
βM0
t+T∫
t
∫
Γ (x0)
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds
+
∫
Q(t)
[
βM0|∇u| + |u|
]∣∣ρ(x,ut )∣∣dx ds
for all t  0, T > 0, where M0 = supx∈Ω¯ |x − x0|.
Proof. We multiply identity (5.6) by β and add with identity (5.3). The condition on β
implies that γ > 0. Using the definition of Γ (x0), it follows that
γ
t+T∫
t
E(s) ds

∫
Ω
[∣∣(x − x0) · ∇u∣∣β + |u|]|ut |dx|t+Tt + β2
∫
∑
t
[
(x − x0) · ν
]∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds
+
∫ [∣∣(x − x0) · ∇u∣∣β + |u|]∣∣ρ(x,ut )∣∣dx dsQ(t)
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Ω
[
M0|∇u|β + |u|
]|ut |dx|t+Tt
+ βM0
2
t+T∫
t
∫
Γ (x0)
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds +
∫
Q(t)
[
βM0|∇u| + |u|
]∣∣ρ(x,ut )∣∣dx ds
 C
{∥∥ut (t + T )∥∥[∥∥∇u(t + T )∥∥+ ∥∥u(t + T )∥∥]+ ∥∥ut (t)∥∥[∥∥∇u(t)∥∥+ ∥∥u(t)∥∥]}
+ βM0
2
t+T∫
t
∫
Γ (x0)
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds +
∫
Q(t)
[
βM0|∇u| + |u|
]∣∣ρ(x,ut )∣∣dx ds.
The stated result follows after applying Poincare’s inequality. 
We need to estimate the boundary integral which appear in the above lemma.
Lemma 6.4. There exists a constant C > 0 such that
t+T∫
t
∫
Γ (x0)
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds
 C
{
E(t)+E(t + T )+
t+T∫
t
∫
w
[|ut |2 + |u|2]dx ds
}
+C
{ ∫
Q(t)
∣∣ρ(x,ut )∣∣[|∇u| + |u|]dx ds +
∫
Q(t)ω
|∇Π |[|∇u| + |u|]dx ds
}
.
Proof. Let h :RN → RN be a vector field of class C1 over Ω¯ which satisfies
h(x) = ν(x) on Γ (x0), (6.1)
h(x) · ν(x) 0 on ∂Ω, (6.2)
h(x) = 0 in Ω \ ωˆ, (6.3)
where ν = ν(x) is the outward unit normal vector at x ∈ ∂Ω , ωˆ ⊂ RN is an open set such
that Γ (x0) ⊂ ωˆ ∩ Ω¯ ⊂w ⊂ Ω¯ .
Let m ∈ W 1,∞(Ω) be a function such that
|∇m|2
m
is bounded, (6.4)
0m 1 in Ω, (6.5)
m = 1 in ωˆ ∩ Ω¯, (6.6)
m = 0 in Ω¯ \ω. (6.7)
For the existence of such functions, see [9,14].
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t+T∫
t
∫
Γ (x0)
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds =
t+T∫
t
∫
Γ (x0)
(h · ν)
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds 
∫
∑
t
(h · ν)
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ ds
= 2
∫
Ω
(h · ∇u) · ut dx|t+Tt +
∫
Q(t)
(∇ · h)[|ut |2 − |∇u|2]dx ds
+ 2
∫
Q(t)
ρ(x,ut ) · (h · ∇u)dx ds + 2
∫
Q(t)
(∂khi)(∂iuj )(∂kuj ) dx ds
− 2
∫
Q(t)
(h · ∇u) · (−∇Π)dx ds
 C
[
E(t)+E(t + T )]+C ∫
Q(t)ωˆ
(|ut |2 + |∇u|2)dx ds
+C
∫
Q(t)
∣∣ρ(x,ut )∣∣|∇u|dx ds +C
∫
Q(t)ωˆ
|∂iuj ||∂kuj |dx ds
+C
∫
Q(t)ωˆ
|∇u||∇Π |dx ds
 C
{
E(t)+E(t + T )}+C ∫
Q(t)w
|ut |2 dx ds +C
∫
Q(t)
m(x)|∇u|2 dx ds
+C
∫
Q(t)
∣∣ρ(x,ut )∣∣|∇u|dx ds +C
∫
Q(t)ω
|∇u||∇Π |dx ds.
Since, by Poincare’s inequality,∣∣∣∣∣
[∫
Ω
mu · ut dx
]t+T
t
∣∣∣∣∣ c(Ω)[E(t)+E(t + T )],
we estimate
∫
Q(t)
m(x)|∇u|2 dx ds using identity (5.4) and the properties of m,∫
Q(t)
m(x)|∇u|2 dx ds
=
∫
Q(t)
m(x)|ut |2 dx ds −
[∫
Ω
m(x)ut · udx
]t+T
t
−
∫
Q(t)
m(x)ρ(x,ut ) · udx ds
−
∫ N∑
i=1
N∑
j=1
∂ui
∂xj
∂m
∂xj
ui dx ds −
∫
m(x)∇Π · udx dsQ(t) Ω
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{ ∫
Q(t)w
(|ut |2 + |u|2)dx ds
+E(t)+E(t + T )
∫
Q(t)
[∣∣ρ(x,ut )∣∣+ |∇Π |]|u|dx ds
}
. (6.8)
For the last estimate, we have used the inequality∫
Q(t)
∂ui
∂xj
∂m
∂xj
ui 
∫
Q(t)
1
2
[
|ui |2 |∇m|
2
m
+m|∇ui |2
]
dx ds
C
t+T∫
t
∫
w
|u|2 dx ds + 1
2
∫
Q(t)
m|∇u|2 dx ds
with the second term of the last inequality combined with the left-hand side of the estimate
(6.8).
Combining the above estimates, the proof of Lemma 6.4 is complete. 
Lemma 6.5. Let u(x, t) be the solution of (1.1)–(1.4). There exists a constant T > 0, which
depends on E(0), such that
E(t) C∆E +
∫
Q(t)ω
{|ut |2 + |u|2}dx ds +
∫
Q(t)
∣∣ρ(x,ut )∣∣{|∇u| + |u|}dx ds
+
∫
Q(t)ω
|∇Π |{|∇u| + |u|}dx ds
for all t  0.
Proof. Because the energy decreases, we have T E(t + T ) ∫ t+T
t
E(s) ds.
Then, the last two lemmas imply
T E(t + T ) < C1
{
E(t)+E(t + T )}+C1
∫
Q(t)ω
[|ut |2 + |u|2]dx ds
+C1
∫
Q(t)
∣∣ρ(x,ut )∣∣[|∇u| + |u|]dx ds
+C1
∫
Q(t)ω
|∇Π |[|∇u| + |u|]dx ds.
Thus, if we choose a fixed T such that T > 2C1 + 1, the lemma is proved. 
Lemma 6.6. Let (u,Π) be the solution of (1.1)–(1.4). Then, for T given by the previous
lemma, we have
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t
∫
Ω
∣∣ρ(x,ut )∣∣[|∇u| + |u|]dx ds C(∆E) 1r+2√E(t)+C(∆E)p+1p+2 E(t) 4−p(N−2)4(p+2)
(6.9)
for r  0, 0 p  2
N−2 and N  3. If N = 2, the estimate holds for r  0, p  0;
t+T∫
t
∫
Ω
∣∣ρ(x,ut )∣∣[|∇u| + |u|]dx ds C(∆E) 1r+2√E(t)+C(∆E) 24+(2−N)p√E(t)
(6.10)
for r  0, −1 p < 0;
t+T∫
t
∫
Ω
∣∣ρ(x,ut )∣∣[|∇u| + |u|]dx ds C(∆E) r+1r+2√E(t)+C(∆E)p+1p+2 E(t) 4−p(N−2)4(p+2)
(6.11)
for −1 < r < 0, 0  p  2
N−2 and N  3. If N = 2, the estimate holds for −1 < r < 0,
p  0;
t+T∫
t
∫
Ω
∣∣ρ(x,ut )∣∣[|∇u| + |u|]dx ds C(∆E) r+1r+2√E(t)+C(∆E) 24+p(2−N)√E(t)
(6.12)
for −1 < r < 0, −1  p < 0. The numbers r and p appear in hypothesis (H3) on the
growth of the function ρ.
Proof. By hypotheses on the growth of ρ, we have
t+T∫
t
∫
Ω
∣∣ρ(x,ut )∣∣[|∇u| + |u|]dx ds

t+T∫
t
∫
Ω1
K0a(x)
{|ut |r+1 + |ut |}[|∇u| + |u|]dx ds
+
t+T∫
t
∫
Ω2
K1a(x)
{|ut |p+1 + |ut |}[|∇u| + |u|]dx ds
= I1 + I2,
where Ω1 =Ω1(t)= {x ∈Ω: |ut (x, t)| 1}, Ω2 =Ω \Ω1 for t  0.
The statement of the lemma is proved after combining the estimates for I1 and I2 in the
following cases:
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I1  ‖√a ‖L∞(Ω)2K0
t+T∫
t
∫
Ω1
√
a(x) |ut |
(|∇u| + |u|)dx ds
 C
( t+T∫
t
∫
Ω1
a(x)|ut |2 dx ds
) 1
2
( t+T∫
t
E(s) ds
) 1
2
 C
( t+T∫
t
∫
Ω1
a(x)|ut |r+2 dx ds
) 1
r+2√
E(t)
because 2
r+2 + rr+2 = 1, where C depends on |Ω|, ‖
√
a ‖L∞(Ω) and the fixed T . We have
used the fact that E(t) is a nonincreasing function of t .
From the hypotheses (H3)(a), (H3)(c) and identity (5.2) in Remark 2, it follows that
I1  C
( t+T∫
t
∫
Ω1
ρ(x,ut ) · ut dx ds
) 1
r+2√
E(t) C(∆E)
1
r+2
√
E(t).
Case 2: Estimating I1 for −1 < r < 0, N  2: Using Hölder and Poincare’s inequality
with (H3)(a), (H3)(c), we obtain
I1  C
t+T∫
t
∫
Ω1
a(x)|ut |r+1
[|∇u| + |u|]dx ds
 C
( t+T∫
t
∫
Ω1
a(x)|ut |r+2 dx ds
) r+1
r+2( t+T∫
t
∫
Ω
|∇u|r+2 dx ds
) 1
r+2
 C
( t+T∫
t
∫
Ω1
ρ(x,ut ) · ut dx ds
) r+1
r+2( t+T∫
t
∫
Ω
|∇u|r+2 dx ds
) 1
r+2
 C(∆E)
r+1
r+2
√
E(t).
Case 3a: Estimating I2 for 0 p  2N−2 , N  3:
I2  2K1
t+T∫
t
∫
Ω2
a(x)|ut |p+1
(|∇u| + |u|)dx ds
 C
( t+T∫
t
∫
a(x)
p+2
p+1 |ut |p+2 dx ds
) p+1
p+2( t+T∫
t
∫ (|∇u| + |u|)p+2 dx ds
) 1
p+2Ω2 Ω2
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( t+T∫
t
∫
Ω2
a(x) |ut |p+2 dx ds
) p+1
p+2( t+T∫
t
∫
Ω
|∇u|p+2 dx ds
) 1
p+2
,
where we have used Poincare’s inequality in W 1,p+20 (Ω)N , Hölder’s inequality and the
hypothesis (H3)(e) on the boundedness of a(x).
Using Gagliardo–Nirenberg lemma and Poincare’s inequality we obtain
‖∇u‖
Lp+2(Ω)N  C‖∇u‖θH 1(Ω)N ‖∇u‖1−θL2(Ω)N  C‖u‖θH 2(Ω)N∩H 10 (Ω)N ‖∇u‖
1−θ
L2(Ω)N
 C‖∆u‖θ
L2(Ω)N
‖∇u‖1−θ
L2(Ω)N
 C‖∇u‖1−θ
L2(Ω)N
 CE(t) 1−θ2
with θ = Np2(p+2) .
From hypothesis (H3)(c) and identity (5.2) in Remark 2,
I2  C
( t+T∫
t
∫
Ω2
ρ(x,ut ) · ut dx ds
) p+1
p+2
E(t)
1−θ
2  C(∆E)
p+1
p+2 E(t)
4−(N−2)p
4(p+2) .
Case 3b: Estimating I2 for p  0 and N = 2:
I2  2K1
t+T∫
t
∫
Ω2
a(x)|ut |p+1
(|∇u| + |u|)dx ds
 C
( t+T∫
t
∫
Ω2
a(x)|ut |p+2 dx ds
) p+1
p+2( t+T∫
t
∫
Ω2
[|∇u| + |u|]p+2 dx ds
) 1
p+2
 C
( t+T∫
t
∫
Ω2
a(x)|ut |p+2 dx ds
) p+1
p+2( t+T∫
t
∫
Ω2
|∇u|p+2 dx ds
) 1
p+2
,
due to Sobolev’s inequality, since ut ∈ H 2(Ω) implies that ∇u ∈ H 1(Ω) ↪→ Lq(Ω),
∀q  1.
Now, using Gagliardo–Nirenberg lemma with θ = p
p+2 , we obtain
‖∇u‖Lp+2(Ω)  ‖∇u‖θ1‖∇u‖1−θ  C‖∆u‖θE(t)
1−θ
2 .
Then,
I2  C
( t+T∫
t
∫
Ω
ρ(x,ut ) dx ds
) p+1
p+2
E(t)
1
p+2 .
Case 4a: Estimating I2 for −1 p < 0, N  3:
I2 K1
t+T∫
t
∫
a(x)
[|ut |p+1 + |ut |](|∇u| + |u|)dx ds
Ω2
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( t+T∫
t
∫
Ω2
a(x)|ut |2 dx ds
) 1
2
( t+T∫
t
∫
Ω2
|∇u|2 dx ds
) 1
2
 C
( t+T∫
t
∫
Ω2
a(x)|ut |2 dx ds
) 1
2 √
T
√
E(t).
Thus,
I2  C
( t+T∫
t
∫
Ω2
a(x)|ut |λl′ dx ds
) 1
2l′
( t+T∫
t
∫
Ω2
|ut |(2−λ)l dx ds
) 1
2l√
E(t),
where l′ is the conjugate exponent of l.
Now, choosing λ= 4(p+2)4+p(2−N) and l = 2N(N−2)(2−λ) , we have l′ = p+2λ and
I2  C
( t+T∫
t
∫
Ω2
a(x)|ut |p+2 dx ds
) 2
4+p(2−N)( t+T∫
t
∫
Ω2
|ut | 2NN−2 dx ds
) p(2−N)
2(4+p(2−N))√
E(t)
 C
( t+T∫
t
∫
Ω2
ρ(x,ut )ut dx ds
) 2
4+p(2−N)√
E(t)
 C(∆E)
2
4+p(2−N)
√
E(t)
since ut ∈ L∞(0,∞;H 1(Ω)) ↪→ L∞(0,∞;L 2NN−2 (Ω)).
Case 4b: Estimating I2 for −1 p < 0, N = 2:
I2 K1
t+T∫
t
∫
Ω2
a(x)
[|ut |p+2 + |ut |](|∇u| + |u|)dx ds
 C
t+T∫
t
∫
Ω2
a(x)|ut |
(|∇u| + |u|)dx ds
 C
( t+T∫
t
∫
Ω2
a(x)|ut |2 dx ds
) 1
2
( t+T∫
t
∫
Ω2
|∇u|2 dx ds
) 1
2
 C
( t+T∫
t
∫
Ω2
a(x)|ut |2 dx ds
) 1
2√
E(t)
due to Poincare’s inequality.
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I2  C
( t+T∫
t
∫
Ω2
a(x)|ut |2+p dx ds
) 1
2
( t+T∫
t
∫
Ω2
|ut |2−p dx ds
) 1
2√
E(t)
 C
( t+T∫
t
∫
Ω2
ρ(x,ut )ut dx ds
) 1
2√
E(t) C(∆E) 12
√
E(t),
where we have used the hypothesis on the growth of ρ and the fact that ut ∈ L∞(0,∞;
H 1(Ω)) ⊂ L∞(0,∞;Lq(Ω)), ∀q  1, for N = 2. 
7. Main estimates for stabilization
Using Young’s inequality and Lemmas 6.5, 6.6, we obtain the next result.
Proposition 7.1. The energy for the solution of problem (1.1)–(1.4) satisfies
E(t) C
{
Di(t)
2 +
∫
Qω(t)
(|u|2 + |ut |2)dx ds +
∫
Qω(t)
|∇Π |(|∇u| + |u|)dx ds
}
,
(7.1)
i = 1,2,3,4, where
D1(t)
2 =∆E + (∆E) 2r+2 + (∆E) 4(p+1)4+p(N+2) if r  0 and 0 p  2
N − 2
(0 p <∞, if N = 2).
D2(t)
2 =∆E + (∆E) 2r+2 + (∆E) 44+p(2−N) for the case r  0 and − 1 p < 0,
D3(t)
2 =∆E + (∆E) 2(r+1)r+2 + (∆E) 4(p+1)4+p(N+2)
for the case − 1 < r < 0 and 0 p  2
N − 2
(0 p <∞, if N = 2).
D4(t)
2 =∆E + (∆E) 2(r+1)r+2 + (∆E) 44+p(2−N)
for the case − 1 < r < 0 and − 1 p < 0.
The following estimate is crucial to prove the theorem of stabilization.
Proposition 7.2. Let R > 0 fixed and u, Π be the solution to (1.1)–(1.4). Let u0, uI be such
that E(0)  R and T > 0 given by Lemma 6.5. Then, there exists a constant C > 0 such
that
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t
∫
Ω
|u|2 dx ds +
t+T∫
t
∫
Ω
|∇Π |[|u| + |∇u|]dx ds C
{
Di(t)
2 +
∫
Qω(t)
|ut |2 dx ds
}
.
(7.2)
The constant C depends on R and i = 1,2,3,4 according to the cases previously de-
scribed.
Proof. We prove by contradiction. We suppose that there exist a sequence of solutions
{um}m1, {Πm}m1 with initial data um0 , um1 and a sequence {tm}m1 such that
lim
m→∞
∫
Q(tm)ω
|um|2 dx ds +
∫
Q(tm)ω
|∇Πm|[|um| + |∇um|]dx ds
Di(tm)2 +
∫
Q(tm)ω
|umt |2 dx ds = +∞. (7.3)
Let λ2m =
∫
Q(tm)ω
|um|2 dx ds +
∫
Q(tm)ω
|∇Πm|[|um| + |∇um|]dx ds, and vm(t) = u(t+tm)λm ,
0 t  T . Then we have from (7.3),
lim
m→∞
1
λ2m
{
Di(tm)
2 +
∫
Q(tm)ω
|umt |2 dx ds
}
= 0 (7.4)
according each case i = 1,2,3,4.
Of course,
1
λ2m
( ∫
Q(tm)ω
|um|2 dx ds +
∫
Q(tm)ω
|∇Πm|
[|um| + |∇um|]dx ds
)
= 1. (7.5)
Thus, we have from (7.1), (7.4), (7.5) and Remark 2,
E
(
vm(t)
)=E(um(t + tm)
λm
)
= 1
λ2m
E
(
um(t + tm)
)
 1
λ2m
E
(
um(tm)
)
 C
λ2m
{
Di(tm)
2 +
∫
Q(tm)ω
(|umt |2 + |um|2)dx ds
+
∫
Q(tm)ω
|∇Πm|
[|um| + |∇um|]dx ds
}
 C
λ2m
{
Di(tm)
2 +
∫
Q(tm)ω
|umt |2 dx ds
+
∫
Q(tm)ω
{|um|2 + |∇Πm|[|um| + |∇um|]}dx ds
}
= C
{
Di(tm)
2
λ2m
+ 1
λ2m
∫
Q(tm)ω
|umt |2 dx ds + 1
}
 C < +∞, 0 t  T , m ∈ N.
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However, using Poincare’s inequality and estimate (7.6), we obtain∫
Ω
∣∣vm(x, t)∣∣2dx =
∫
Ω
1
λ2m
∣∣um(x, t + tm)∣∣2 dx
 C
∫
Ω
1
λ2m
∣∣∇um(x, t + tm)∣∣2 dx
 C
∫
Ω
∣∣∇vm(t)∣∣2 dx < C, ∀ t ∈ [0, T ], ∀m. (7.7)
From (7.6) and (7.7), we conclude
vm ∈ W 1,∞
(
0, T ;L2(Ω)N )∩L∞(0, T ;V ). (7.8)
In order to take the limit of vm(t), we need to verify that
lim
m→∞
1
λm
ρ
(
x,umt (t + tm)
)= 0 in L1([0, T ] ×Ω).
For the case r  0 and 0 p  2
N−2 we see, from the estimates for I1 and I2, that
t+T∫
t
∫
Ω
∣∣ρ(x,ut )∣∣dx ds C{(∆E) 1r+2 + (∆E)p+1p+2 } (7.9)
and using the definition of D1(t), we obtain
t+T∫
t
∫
Ω
∣∣ρ(x,ut )∣∣dx ds C{D1(t)+D1(t) 4+p(N+2)2(p+2) }.
By (7.4),
1
λm
t+T∫
t
∫
Ω
∣∣ρ(x,umt )∣∣dx ds  C{Im(tm)+ λ Np2(p+2)m Im(tm) 4+p(N+2)2(p+2) },
where I 2m(tm) = 1λ2m {Di(tm)
2 + ∫ t+T
t
|umt |2 dx ds}.
However, {λm}m1 is a bounded sequence
λm =
{ tm+T∫
tm
∫
ω
|um|2 dx ds +
tm+T∫
tm
∫
ω
|∇Π |[|um| + |∇um|]dx ds
} 1
2

{
C2
t+T∫
E(um(s)) ds +
[
C1
t+T∫
E
(
um(s)
)
ds
] 1
2
} 1
2t t
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{
C2T E
(
um(0)
)+C3√T√E(um(0))
} 1
2
 C.
To obtain this estimate, we have used Poincare’s inequality and the following facts:
(a) the initial data belongs to a ball B(0,R);
(b) ∫
Q(t)ω
|∇Π ||∇u|dx ds  C√T (∫
Q(t)ω
|∇u|2 dx)1/2;
(c) ∫
Q(t)ω
|∇Π ||u|dx ds C√T (∫
Q(t)ω
|u|2 dx)1/2;
Hence, (7.4) and the definition of Im imply that
1
λm
t+T∫
t
∫
Ω
∣∣ρ(x,umt )∣∣dx ds  C{Im(tm)+ λ Np2(p+2)m Im(tm) 4+p(N+2)2(p+2) }→ 0 (7.10)
as m goes to ∞.
The remaining cases are treated similarly. We have proved that
1
λm
ρ
(
x,umt (t + tm)
)→ 0 in L1([0, T ] ×Ω). (7.11)
Now we can take the limit of {vm(t)}m1. From (7.8) there exists a function v(t) and a
subsequence {vm(t)}m1 such that
vm(t)
∗
⇀v(t) in W 1,∞
(
0, T ;L2(Ω)N )∩L∞(0, T ;V )
and strongly in L2([0, T ] ×Ω).
Then, the limit function satisfies
v ∈ W 1,∞(0, T ;L2(Ω)N )∩L∞(0, T ;V ), (7.12)
T∫
0
∫
ω
∣∣vt (t)∣∣2 dx ds = 0, (7.13)
lim
m→∞
∇Πm
λm
= −vtt +∆v in [0, T ] ×Ω, (7.14)
T∫
0
∫
ω
|v|2 dx ds + lim
m→∞
T∫
0
∫
ω
|∇Πm|
λm
[∣∣vm(t)∣∣+ ∣∣∇vm(t)∣∣]dx ds = 1, (7.15)
where the last identity is due to (7.5).
Let G = limm→∞ ∇Πmλm . We must prove that ∃π ∈ L2(Ω)N such that G = ∇π . This
follows from
(G,ϕ) =
(
lim
m→∞
∇Πm
λm
,ϕ
)
= lim
m→∞
1
λm
(∇Πm,ϕ)= 0, ∀ϕ ∈ V.
Therefore,
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∇ · v = 0. (7.17)
Following [15, p. 55], we substitute (7.16) in (5.6) (with ρ ≡ 0), and using the definition
of Γ (x0), we obtain∫
Ω
[
(x − x0) · ∇v
] · vt |t+Tt dx + N2
∫
Q(t)
[|∇v|2 − |vt |2]dx ds
+
∫
Q(t)
|∇v|2 dx ds +
∫
Q(t)
|∇v|2 dx ds
 M0
2
t+T∫
t
∫
Γ (x0)
∣∣∣∣∂v∂ν
∣∣∣∣
2
dΓ ds, (7.18)
where we have used the estimate
t+T∫
t
∫
∂Ω
[
(x − x0) · ν
]∣∣∣∣∂v∂ν
∣∣∣∣
2
dx ds M0
t+T∫
t
∫
Γ (x0)
∣∣∣∣∂v∂ν
∣∣∣∣
2
dΓ ds.
Thus,∫
Ω
[
(x − x0) · ∇v
] · vt |t+Tt dx + N − 12
∫
Q(t)
{|vt |2 − |∇v|2}dx ds
+ 1
2
∫
Q(t)
{|vt |2 + |∇v|2}dx ds +
∫
Q(t)
|∇v|2 dx ds
 M0
2
t+T∫
t
∫
Γ (x0)
∣∣∣∣∂v∂ν
∣∣∣∣
2
dΓ ds. (7.19)
We also observe that through (7.16), we have ∫
Q(t)
vtt · vt =
∫
Q(t)
∆v · vt dx ds. Thus,
E(t + T ) =E(t). So, 12
∫
Q(t)
{|vt |2 + |∇v|2}dx ds = T E(v(0)). Then,∫
Ω
{
vt ·
[
(x − x0) · ∇v + N − 12 v
]}t+T
t
dx + T E(v(0))
 M0
2
t+T∫
t
∫
Γ (x0)
∣∣∣∣∂v∂ν
∣∣∣∣
2
dΓ ds, (7.20)
where we have used (5.3).
It can be shown that∣∣∣∣∣
∫ {
vt ·
[
(x − x0) · ∇v + N − 12 v
]}t+T
t
dx
∣∣∣∣∣M0E(v(0))
Ω
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p. 55] is obtained:
(
T − T (x0)
)
E
(
v(0)
)
 M0
2
∫
Γ (x0)
∣∣∣∣∂v∂ν
∣∣∣∣
2
dΓ ds. (7.21)
Now, (7.12) and (7.13) imply that v vanishes over a neighborhood of Γ (x0). Then, (7.21)
implies that E(v(0)) = E(v(t)) = 0; thus, v(x, t) = 0 in Ω × [0, T ], which contradicts
(7.15). This concludes the proof. 
We can simplify the estimate for the energy by combining the two previous propositions.
The result is the following estimate.
Proposition 7.3.
E(t) C
{
Di(t)
2 +
∫
Qω(t)
|ut |2 dx ds
}
, (7.22)
where Di(t) (i = 1,2,3,4) are given in Proposition 7.1.
8. Theorem of stabilization
The last proposition allows us to state and prove the main result of this work. It is
clear from the last sections, that its proof has been reduced to the estimate of the integral∫
Qω(t)
|ut |2 dx ds in terms of ∆E (energy differences). Once this estimate is obtained, the
theorem follows from Nakao’s lemma.
Theorem 8.1 (Stabilization). Under the hypotheses (H0)–(H3), (A)–(C), the total energy
for the solution u = u(x, t), Π = Π(x, t) of the problem (1.1)–(1.4) has the following
asymptotic behavior in time:
E(t)=E(u(x, t)) C(1 + t)−γi , i = 1,2,3,4, (8.1)
where C is a positive constant (which depends on E(0)) and the decay rates γi are given
according to the cases:
Case 1. If r  0 and 0 p  2
N−2 then γ1 = min{ 2r , 4(p+1)p(N−2) } and
γ1 = 2
r
if N = 2 and 0 p <+∞.
Case 2. If r  0 and −1 p < 0 then γ2 = min{ 2r , 4p(2−N) } and
γ2 = 2
r
if N = 2.
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N−2 then γ3 = min{−2(r+1)r , 4(p+1)p(N−2) } and
γ3 = −2(r + 1)
r
if N = 2 and 0 p <+∞.
Case 4. If −1 < r < 0 and −1 p < 0 then γ4 = min{−2(r+1)r , 4p(2−N) } and
γ4 = −2(r + 1)
r
if N = 2.
Proof. Since the analysis for N = 2 are straightforward, we prove only the cases for
N  3.
Case 1: 0  r and 0  p  2
N−2 : Using hypothesis (D6), i.e., positivity of a(x) in ω,
and Hölder’s inequality, we obtain
∫
Qω(t)
|ut |2 dx ds  C
t+T∫
t
∫
Ω
a(x)|ut |2 dx ds
 C
{[ t+T∫
t
∫
Ω1
a(x)|ut |r+2 dx ds
] 2
r+2
+
t+T∫
t
∫
Ω2
a(x)|ut |p+2 dx ds
}
 C
{[ t+T∫
t
∫
Ω1
ρ(x,ut ) · ut dx ds
] 2
r+2
+
t+T∫
t
∫
Ω2
ρ(x,ut ) · ut dx ds
}
,
where the last C depends on |Ω|, T and ‖a‖∞.
Then, due to Remark 2, we have∫
Qω(t)
|ut |2 dx ds  C
{
∆E + (∆E) 2r+2 }. (8.2)
From estimates (7.22) and (8.2), and the expression for D1(t) we obtain
E(t) C
{
∆E + (∆E) 2r+2 + (∆E) 4(p+1)4+p(N+2) }.
Then, because E(t) is bounded, we conclude that
E(t) C(∆E)K1 ,
where K1 = min{ 2r+2 , 4(p+1)4+p(N+2) } is such that 0 <K1 < 1.
We have obtained the following inequality:
sup
tst+T
E(s)
1
K1 E(t)
1
K1  C∆E. (8.3)
If we set 1 + γ = 1
K1
, then γ = 1−K1
K1
and applying Nakao’s lemma to (8.3) we obtain
that
E(t) C1(1 + t)−γ1 (8.4)
with γ1 = min{ 2 , 4(p+1) }.r p(N−2)
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t+T∫
t
∫
Ω2
a(x)|ut |2 dx ds  C1(∆E)
4
4+p(2−N) .
Then, in the same way as in Case 1, we get∫
Qω(t)
|ut |2 dx ds  C1
{
(∆E)
2
r+2 + (∆E) 44+p(2−N) }. (8.5)
From (7.22), (8.5) and the definition of D2(t) we have
E(t) C
{
∆E + (∆E) 2r+2 + (∆E) 44+p(2−N) }.
Let K2 = min{ 2r+2 , 44+p(2−N) }, 0 <K2 < 1.
Applying Nakao’s lemma, we obtain
E(t) C(1 + t)−γ2
with γ2 = min{ 2r , 4p(2−N) }.
Case 3: −1 < r < 0 and 0 p  2
N−2 : We have
t+T∫
t
∫
Ω1
a(x)|ut |2 dx ds  C
t+T∫
t
∫
Ω1
a(x)|ut |r+2 dx ds
 C
t+T∫
t
∫
Ω1
ρ(x,ut ) · ut dx ds C∆E
and it follows that∫
Qω(t)
|ut |2 dx ds  C∆E. (8.6)
Thus, from (7.22), (8.6) and the definition of D3(t), we get
E(t) C
{
∆E + (∆E) 2(r+1)r+2 + (∆E) 4(p+1)4+p(N+2) }. (8.7)
Therefore
E(t)
1
K3  C1∆E
with K3 = min{ 2(r+1)r+2 , 4(p+1)p(N+2)+4 } is such that 0 <K3 < 1.
We conclude by Nakao’s lemma,
E(t) C(1 + t)−γ3
with γ3 = min{−2(r+1) , 4(p+1) }.r p(N−2)
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Qω(t)
|ut |2 dx ds  C
{
∆E + (∆E) 44+p(2−N) }
and, by (7.22) and the definition of D4(t), it follows that
E(t) C
{
∆E + (∆E) 2(r+1)r+2 + (∆E) 44+p(2−N) }.
Thus, there exists T > 0 such that
E(t)
1
K4  C∆E = C[E(t)−E(t + T )], t  0,
with K4 = min{ 2(r+1)r+2 , 44+p(2−N) }.
From this inequality, using Nakao’s lemma, we obtain
E(t) C(1 + t)−γ4 , t  0,
with γ4 = min{−2(r+1)r , 4p(2−N) }.
Now, the proof of the Theorem 8.1 is complete. 
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