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Abstrakt
Tato práce se zabývá kvalitou digitálních obrazů a metodami pro měření jejich nume-
rických charakteristik. Zvláštní pozornost je věnována měření ostrosti, jakožto hlavnímu
faktoru kvality, a to v prostorové i frekvenční oblasti. Z toho důvodu je také popsána
Fourierova a diskrétní Fourierova transformace v jednorozměrném a dvourozměrném pří-
padě. Metody měření ostrosti, prezentované v této práci a implementované na přiloženém
CD, potom mohou být použity pro automatické třídění podle kvality nebo automatické
zaostřování optických soustav.
Summary
This thesis deals with quality of digital images and with methods for measurement their
numerical characteristics. Our attention is drawn to measurement of sharpness, as a main
factor of image quality, in both space and spectral domain. For this reason, the Fourier and
the discrete Fourier transform is described in one and two dimensions. Methods, presented
in this work and implemented on attached CD, can be used for automatic image quality
classification and autofocus of optical systems.
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Digital image quality assessment is an important part of the image analysis. However
for today’s problems, subjective quality measurement is not sufficient, mainly because of
its slowness.
For example in astronomy, tens of thousands of images of various planets, stars or
galaxies are taken by telescopes, from which we want to choose a few ones with best
quality.
Another example are optical systems of space probes travelling in space, which can not
be focused manually because of the speed of light, we need an autofocus optical system.
Or, in biology when using electron microscopes.
These are but a few of many applications of image quality measurement. In fact, with
development of digital cameras, image quality measurement is used in our everyday life,
while compression, displaying, printing or restoration of images.
Therefore it is important to develop efficient objective image quality measures corre-
lated with perceived image quality.
The main task of this work is to describe and implement some of these methods. It is
done in eight chapters (including this introduction and the conclusion).
The basic numerical characteristics (luminance, contrast, additive, multiplicative, im-
pulsive noise and sharpness) are described in chapter 2.
In chapter 3, we introduce the Fourier series and the Fourier transform and its inverse,
which are very useful in image sharpness measurement. We show their properties and also
the important convolution theorem.
However, for processing digital images we need the discrete Fourier transform (DFT),
which is related to the Fourier transform. Definitions of the discrete Fourier transform for
one-dimensional and two-dimensional cases and their properties can be found in chapter
4.
Chapter 5 is devoted to filtering in both spectral (using the direct and inverse Fourier
transform) and spacial (using the convolution) domain.
Chapter 6 deals with methods of sharpness measurement. The methods are classified
into categories, we are then interested only in no-reference pixel- and transform-based
methods. Some of them are described here (pixel-based: global contrast method, gradi-
ent method; transform-based: Fourier method, motion blur method, JPEG compression;
combination: S3 measure)
These methods are implemented on attached CD and their results and comparison of
sharpness of various images are presented in chapter 7.
Example images were taken from the LIVE database ([18]). GIMP 2 ([9]) and Irfanview




For writing this chapter, information from [10], [12], and [15] were used.
2.1. Representation of digital images
When observing the world around us, we see it as continuous images. However, we can
not process these continuous images by a computer. For this reason, continuous images
are represented by digital images.
Digital images can be obtained directly from a digital camera or by sampling and
quantization of an analog image. For details on sampling and quantization see [15].
Definition 2.1 (Digital grayscale image). A matrix A = {aij}, i = 1, . . . , N1, j =
1, . . . , N2, where N1, N2 ∈ N and aij ∈ {0, . . . , K − 1}, K − 1 ∈ N, is called an image
matrix or a grayscale digital image with height N1 and width N2.
Definition 2.2 (Digital color image). A color digital image is a triplet of image matrices
(A1, A2, A3) with the same size, representing red, green, and blue component of an image.
Definition 2.3 (Pixel). Elements of an image matrix (for grayscale case) or a triplet of
image matrices (for color case) are called pixels.
Usually, 8-bit digital grayscale images and 24-bit color images are used, it means 8 bit
for each color component. In definitions 2.1 and 2.2, K = 28 = 256, i. e. values of a pixel
can be from 0 to 255.
2.2. Numerical characteristics
The numerical characteristics describe an image and its properties, for example, lumi-
nance, contrast, additive, multiplicative and impulsive noise, and sharpness. These terms
are explained below. Knowing the characteristics, we can estimate the image quality.
2.2.1. Luminance
Luminance is the basic numerical characteristic, which represents the brightness of an
image.
For grayscale images, luminance of a pixel is just its value, for color images, luminance
L is computed from the RGB components by:
L = 0.2989R + 0.5870G+ 0.1140B, (2.1)
where R,G,B are intensities of red, green, and blue, respectively. The relation 2.1 fits
human luminance/brightness perception best.
2.2.2. Contrast
Contrast expresses the difference of luminance of an image. There are many definitions




















where Lmax is the maximum luminance, Lmin the minimum luminance, σL standard de-
viation of luminance and µL the mean of luminance and the luminance L.
(a) (b)
Figure 2.2: Image ’parrots’, with (a) high and (b) low contrast.
2.2.3. Noise
Noise is an image distortion, it lowers the image quality. There are three types of noise:




Figure 2.3: Image ’ocean’, (a) original and (b) with noise.
Multiplicative noise This noise multiplies the values of pixels of an image:
B = A ∗ S,
where A is an original image and elements of S are realization of independent standard
normal random variable.
Multiplicative noise depends on an image sensor and is time invariant.
It can be removed by dark-frame subtraction:
C = B(t, T )−D(t, T ),
where B(t, T ) is an image taken with exposure time t and temperature T , and D(t, T ) is
a dark frame in the same conditions. The dark frame is an image taken without light.
Additive noise Additive noise adds to the pixel a random value:
B = A+ S,
where A is an original image and elements of S are realization of an independent standard
normal random variable.
Additive noise is time variant and is caused by dark current, i. e. random electric
noise.
Impulsive noise An image with impulsive noise can be described by
bij =
{
aij X = 0
Y X = 1,
where A = {aij} is an original image, X a random variable with values {0, 1}, and Y an
arbitrary value of pixel.
This noise is caused by dead pixels in an image sensor.
We can detect these pixels by comparison with x¯, which is got from values of their
neighborhood pixels (we can use mean, median, mode, etc.), if the difference is larger
than a given threshold, we replace the pixel value with x¯ or some interpolated value.
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Removal of noise Noise can be also removed by low-pass filtering (see chapter 5), on
the other hand, this removes fine details of an image too.
2.2.4. Sharpness
(a) (b)
Figure 2.4: Image ’buildings’, (a) sharp and (b) blurred.
There does not exist the exact mathematical definition of sharpness, it is a subjective
characteristic. Sharp images usually seem to have high contrast of edges (high acutance)
and resolvable fine details (high resolution).
For human, it is easy to determine the sharp regions (see figure 2.4), however, for
computer without a reference image, it can be very challenging because it is often difficult
to tell the difference between image features and distortion.
Some of the algorithms for a sharpness measurement are presented in chapter 6, they
often use the Fourier transformation described in chapters 3 and 4. Using the Fourier
transform, sharpness can be defined as amount of high frequencies of the amplitude spec-
trum of a transformed image.
2.3. Image quality assessment
Image quality assessment can be divided into two subcategories: overall image quality
measurement and an autofocus.
Overall image quality measurement takes into account all image characteristics and
distortions (sharpness, contrast, blur, noise, artifacts, etc. ), while an autofocus concerns
only with sharpness and do not look at noise and other distortions.
Image quality can be measured subjectively by asking a person their opinion. However,
this method is very expensive, slow and impractical, because of the number of images, we
need to compare.
Other option is objective quality assessment, which is done algorithmically. Therefore
we need to develop objective image quality metrics. In this work, we deal mainly with
autofocus and algorithms for sharpness measurement, which are described in chapter 6.
7
3. Fourier transform
Definitions and theorems in this chapter are taken from [4], [5], [6], [8].
Definition 3.1 (Periodic function). A function f(x) is called periodic if there exists
number T ∈ R+ such that
f(x) = f(x+ T )
for all x ∈ R. The smallest such number T is called a period of function f .
Definition 3.2 (Continuous function). A function f(x) : R → C is continuous in x0, if
for every ε > 0, there exists δ > 0, such that for every x ∈ R satisfying |x − x0| < δ,
|f(x)− f(x0)| < ε holds.
A function f(x) is continuous, if it is continuous at each point.
Definition 3.3 (Piecewise continuous functions). A function f(x) is piecewise contin-
uous, if it is continuous everywhere, but at a finite number of points, where it has a
discontinuities of the first kind.
Definition 3.4 (Piecewise smooth functions). A function f(x) is piecewise smooth, if the
function f(x) and its derivative f ′(x) are piecewise continuous.
Definition 3.5 (Lebesgue integrable functions). A function f(x) : I → C is (Lebesgue)
integrable on an interval I = (a, b), if it is measurable and its Lebesgue integral is finite:∫ b
a
|f(x)|dx <∞.




























Remark 3.1. For definitions of metric and normed vector spaces, complete spaces, norms,
Lebesgue measurable sets and functions, Lebesgue integral, Banach and Hilbert spaces,
see [8].
Definition 3.8 (Inner product). Let f(x), g(x) ∈ L2(I), I = (a, b). We define their inner







Theorem 3.1. The L2(I), I = (a, b) space is a complete space with an inner product
defined by 3.1, i.e. it is a Hilbert space.
Definition 3.9 (Orthogonality). Functions f(x) and g(x) are orthogonal in L2(I) on an
interval I = (a, b) if
(f, g) = 0.
Definition 3.10 (Orthogonal system). A subset A of the Hilbert space L2(I) is called an
orthogonal system, if (f, g) = 0 for all f(x), g(x) ∈ A, f(x) 6= g(x). Moreover f(x) 6= 0
for all f(x) ∈ A.
Definition 3.11 (Orthonormal system). A subset A of the Hilbert space L2(I) is called
an orthonormal system, if it is orthogonal and ‖f‖ = 1, for all f(x) ∈ A.
Definition 3.12 (Complete orthonormal system). An orthonormal system A of the
Hilbert space L2(I) is called complete, if for each f(x) ∈ L2(I), the following statement
holds: if (f, g) = 0 for each g(x) ∈ A, then f(x) = 0.
Definition 3.13 (Complex conjugate). Let z be a complex number, z = a+ ib, where a, b
are real numbers and i is the imaginary unit, then its complex conjugate z∗ is a complex
number z∗ = a− ib.
Theorem 3.2 (Euler formula). For any real number x, it holds that
eix = cosx+ i sinx, (3.2)
where i is the imaginary unit.
3.1. Fourier series
Definition 3.14 (Fourier series). Let f(x) : R → C be a periodic function with period





ixk, −∞ < x <∞, (3.3)






f(x)e−ixkdx, k ∈ Z,
is called the partial sum of Fourier series of function f(x).







ixk, −∞ < x <∞. (3.4)
This infinite series is then called the Fourier series of the function f(x).
Conditions for existence of ϕ(x) and its convergence to the function f(x) are discussed
in the section 3.1.1.
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(ak cos(kx) + bk sin(kx)) (3.5)













The relation between coefficients ak, bk and Ck of the real function is




(ak − ibk), bk = −2Im(Ck),
C−k = C∗k , Im(C0) = 0, k ∈ N
Remark 3.2 (Non-periodic functions). If a function f(x) is defined only in the interval
〈a, b), or is defined everywhere, but we are interested in values in 〈a, b), we can make a
periodic function f˜(x) and then the Fourier series.
Remark 3.3 (Physical meaning). We can see from relations 3.4 and 3.5, that a periodic
function can be expressed as a weighted sum of sines and cosines. This fact is demon-
strated in figure 3.1.
Example 3.1. Expand a 2pi-periodic function
f(x) =
{ −1 −pi ≤ x < 0
1 0 ≤ x < pi
into a Fourier series.









































0 k > 0, even
4
kpi
k > 0, odd.




(ak − ibk) =
{
0 k > 0 even
−i 2
kpi
k > 0 odd.
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for every x where the function f(x) is continuous, it means x 6= kpi (see 3.1.1).

























Figure 3.1: Graphs of (a) the function f(x) and (b) its first four terms of the Fourier
series (blue) and their sum (red).
3.1.1. Convergence
Proofs of the following convergence theorems can be found in [13].
Theorem 3.3 (Point convergence). Let f(x) be a 2pi-periodic function, piecewise smooth
on the interval of periodicity 〈−pi, pi), then the Fourier series ϕ(x) of this function:
• converges in the points of continuity and ϕ(x) = f(x);
• at the points of discontinuity xi in the interval of periodicity, the Fourier series
gives: ϕ(xi) = 12(f+(xi)+f−(xi)), where f+(xi) and f−(xi) are the right and the left
limit of f(xi);
• at the boundary points of the interval of periodicity x = (2k + 1)pi, k ∈ Z, we get
ϕ((2k + 1)pi) = 1
2
(f+(−pi) + f−(pi)).
Theorem 3.4 (Uniform convergence). Let f(x) be a 2pi-periodic function, continuous on
the interval of periodicity 〈−pi, pi〉, f(−pi) = f(pi) and the derivative f ′(x) is piecewise
continuous. Then the Fourier series ϕ(x) of a function f(x) converges uniformly on the
interval 〈−pi, pi〉.
Theorem 3.5 (Convergence in mean). Let f(x) ∈ L2((−pi, pi)), then the sequence of the





|ϕk(x)− f(x)|2dx = 0.
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Theorem 3.6. Let f(x) be a periodic function with the period 2pi and f(x) ∈ Ck−1. If
its n-th derivative is a piecewise continuous function then there exists M > 0 such that
|Ck| ≤ M|k|n+1 ,
where Ck is k-th Fourier coefficient of a function x.
Remark 3.4 (Gibbs phenomenon). The behavior of the Fourier partial sum of a periodic
function f(x) with the period 2pi in the neighborhood of the points of discontinuity is
known as the Gibbs phenomenon.








































The larger n, the closer the maximum/minimum is to the point of discontinuity, but
the maximum/minimum value does not decrease/increase. For the first overshoot it makes
around 9% of the step. This phenomenon is demonstrated in the figure 3.2.
3.2. Fourier transform
3.2.1. Definition
Definition 3.15 (Fourier transform). Let f : R → C be a function. Then the Fourier





We will denote the Fourier transform by capital letters: F [f(x)](ω) = F (ω). This
Fourier transform is also called the direct Fourier transform.
Remark 3.5. We say that f(x) and F (ω) represent the same function in the spacial and
spectral (or frequency) domain, respectively.
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Figure 3.2: The Gibbs’ phenomenon for the partial sum of the first n Fourier series of the
function from example 3.1 .
The inverse Fourier transform is defined analogically:
Definition 3.16 (Inverse Fourier transform). Let F (ω) be a function. Then its inverse
Fourier transform F−1[F (ω)] is defined as









and the function f(x) is piecewise smooth. Then the Fourier transform F [f(x)](ω) of
f(x) defined by 3.6 exists.
Proof. Proof can be found in [20].
Remark 3.6. Since the Fourier transform F [f(x)](ω) = F (ω) of a function f(x) is generally
a complex function, it can be expressed as
F (ω) = Re(F (ω)) + iIm(F (ω)),
where Re(F (ω)) represents the real part and Im(F (ω)) the imaginary part of the function
F (ω).
Transforming F (ω) to the polar form and using Euler formula 3.2 we obtain
F (ω) = A(ω)eiΦ(ω),
where
A(ω) = |F (ω)| =
√
Re(F (ω))2 + iIm(F (ω))2
is called the amplitude spectrum and
Φ(ω) = Arg(F (ω)),
13
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(Arg(F (ω)) is a principal value of the complex function F (ω), Arg(F (ω)) ∈ 〈−pi, pi〉), is
called the phase spectrum.
Now we can define the logarithmic spectrum of F (ω) as
L(ω) = log(A(ω)) = log(|F (ω)|)
and the power spectrum
P (ω) = A(ω)2 = |F (ω)|2,
which are important in many applications.
Remark 3.7 (Relation between Fourier transform and Fourier series). Let us look at the
relation between Fourier transform and Fourier series of a function f(x). Fourier coeffi-






f(x)e−ikxdx, k ∈ Z,





When we compare these two relations we find out that the Fourier transform equals to




F (k), k ∈ Z
3.2.2. Properties
Theorem 3.8 (Linearity). Let f1(x), f2(x) be integrable piecewise smooth functions,
α1, α2 complex constants and F [f1(x)] = F1(ω) and F [f2(x)] = F2(ω). Then
F [α1f1(x) + α2f2(x)] = α1F1(ω) + α2F2(ω).
Proof. From the linearity of the integral:













−iωxdx = α1F1(ω) + α2F2(ω).
Theorem 3.9. Let f(x) be an integrable piecewise smooth function and F [f(x)] = F (ω)
its Fourier transform. Then:
F [f ∗(x)] = F ∗(−ω).
14
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Proof. Let f(x) = u(x) + iv(x), where u(x), v(x) are real functions, then f ∗(x) = u(x)−
iv(x).





























Theorem 3.10. Let f(x) be a real integrable piecewise smooth function and F [f(x)] =
F (ω) its Fourier transform. Then:
F (ω) = F ∗(−ω).
Proof. A function f(x) is real iff f(x) = f ∗(x). We can use theorem 3.9:
F [f(x)] = F [f ∗(x)] = F ∗(−ω)
Theorem 3.11. Let f(x) be an imaginary integrable piecewise smooth function and
F [f(x)] = F (ω) its Fourier transform. Then:
F (ω) = −F ∗(−ω).
Proof. A function f(x) is imaginary iff f(x) = −f ∗(x). We can use theorems 3.9 and 3.8
(Linearity):
−F [f(x)] = F [−f(x)] = F [f ∗(x)] = F ∗(−ω).
Theorem 3.12. Let f(x) be an even integrable piecewise smooth function and F [f(x)] =
















• A product of two even functions is an even function.
• A product of an even and an odd function is an odd function.






[f(x) cos(ωx)︸ ︷︷ ︸
even










it means that F (ω) is even.
Theorem 3.13. Let f(x) be a real odd integrable piecewise smooth function and F [f(x)] =








f(x) [cos(ωx)− i sin(ωx)] dx.
Using the same arguments as in the proof of the theorem 3.12 we get




which is imaginary and odd.
Theorem 3.14. Let f(x) be an imaginary odd integrable piecewise smooth function and












where g(x) = −if(x) is the real odd function, so F (ω) is real and odd.
Theorem 3.15 (Scaling). Let f(x) be an integrable piecewise smooth function, α a real
constant and F [f1(x)] = F1(ω). Then
























Analogically for α > 0.
Theorem 3.16 (Translation). Let f(x) be an integrable piecewise smooth function, x0 a
real constant and F [f(x)] = F (ω). Then








∣∣∣∣ y = x− x0dy = dx




f(y)e−iω(y)dy = F (ω)e−iωx0 .
Theorem 3.17 (Modulation). Let f(x) be an integrable piecewise smooth function, ω0 a
real constant and F [f(x)] = F (ω). Then





f(x)e−i(ω−ω0)xdx = F (ω − ω0).
Theorem 3.18 (Fourier transform of the derivative). Let f(x) be a continuous integrable

























f(x)e−iωxdx = iωF (ω),






Definition 3.17 (Convolution). Let f1(x), f2(x) be integrable piecewise smooth func-




f1(y)f2(x− y)dy, x ∈ R,
is called the convolution. We will denote the convolution as f(x) = f1(x) ∗ f2(x).
Theorem 3.19 (Convolution theorem). Let f1(x), f2(x) ∈ L(R), F [f1(x)] = F1(ω) and
F [f2(x)] = F2(ω). Then




F [f1(x) ∗ f2(x)] =
∫ ∞
−∞









This integral exists, we can use Fubini’s theorem:




























4. DISCRETE FOURIER TRANSFORM
4. Discrete Fourier transform
The discrete Fourier transform (DFT) is related to the Fourier transform, but instead
of transforming continuous functions, it transforms discrete functions. The DFT maps a
finite sequence of generally complex numbers onto a finite sequence of complex numbers.
The DFT can be efficiently computed by an algorithm published by James Cooley and
John Tukey in 1965, called Fast Fourier transform.
Definitions and properties of the one-dimensional and two-dimensional discrete Fourier
transform are taken from [2], [5] and [6].
4.1. One-dimensional discrete Fourier transform
4.1.1. Definition
Definition 4.1 (Discrete Fourier transform). Let f : {0, 1, . . . , N − 1} → C, N ∈ N, be





where ω = 0, 1, . . . , N − 1.
We will denote the discrete Fourier transform by capital letters: D[f(x)](ω) = F (ω).
Definition 4.2 (Inverse discrete Fourier transform). Let F : {0, 1, . . . , N−1} → C, N ∈ N
be a function. Then, the discrete Fourier transform D−1[F (ω)](x) of the function F (ω) is
given by




F (ω)e2piixω/N , (4.2)
where x = 0, 1, . . . , N − 1.
Remark 4.1 (Existence). Since we sum only a finite number (= N) of elements in equations
4.1 and 4.2, there is no problem with existence. The discrete Fourier transform and the
inverse discrete Fourier transform always exist and are finite.
Definition 4.3. Let f : {0, 1, . . . , N−1} → C, N ∈ N, be a function and D[f(x)] = F (ω)
its discrete Fourier transform. Then
A(ω) = |F (ω)|
is called the amplitude spectrum,
Φ(ω) = Arg(F (ω))
is called the phase spectrum,
L(ω) = log(A(ω)) = log(|F (ω)|)
is called the logarithmic spectrum and
P (ω) = A(ω)2 = |F (ω)|2
is called the power spectrum of F (ω).
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4.1.2. Properties
Theorem 4.1 (Linearity). Let f1(x), f2(x) : {0, 1, . . . , N − 1} → C, α1, α2 be real con-
stants, D[f1(x)] = F1(ω) and D[f2(x)] = F2(ω). Then
D[α1f1(x) + α2f2(x)] = α1F1(ω) + α2F2(ω).
Proof. From the linearity of the sum:













−2piixω/N = α1F1(ω) + α2F2(ω).
Theorem 4.2 (Periodicity). Let f(x) : {0, 1, . . . , N − 1} → C and D[f(x)] = F (ω).
Then
F (ω + kN) = F (ω),
f(x+ kN) = f(x), k ∈ (Z).
Proof.






f(x)e−2piixω/Ne−2piixk = F (ω),
because e−2piixk = 1.
Remark 4.2. A special case for k = 1:
F (−ω) = F (N − ω),
f(−x) = f(N − x).










F (ω)e2piixω/N , k ∈ Z.
Proof. The theorem is a consequence of the Theorem 4.2 and the periodicity of the ex-
ponential function.
Theorem 4.4. Let f(x) : {0, 1, . . . , N − 1} → C be a function and D[f(x)] = F (ω) is its
Fourier transform. Then:
D[f ∗(x)] = F ∗(−ω).
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Proof. Let ϕ = 2pixω/N , f(x) = u(x) + iv(x), where u(x), v(x) : {0, 1, . . . , N − 1} → R,

































Theorem 4.5. Let f(x) : {0, 1, . . . , N − 1} → R be a real function and D[f(x)] = F (ω)
its discrete Fourier transform. Then:
F (ω) = F ∗(−ω).
Proof. A function f(x) is real iff f(x) = f ∗(x). We can use Theorem 4.4:
D[f(x)] = D[f ∗(x)] = F ∗(−ω)
Theorem 4.6. Let f(x) : {0, 1, . . . , N−1} → C be an imaginary function and D[f(x)] =
F (ω) its discrete Fourier transform. Then:
F (ω) = −F ∗(−ω).
Proof. A function f(x) is imaginary iff f(x) = −f ∗(x). From Theorems 4.4 and 4.1
(Linearity) we obtain
−D[f(x)] = D[−f(x)] = D[f ∗(x)] = F ∗(−ω).
Theorem 4.7. Let f(x) : {0, 1, . . . , N−1} → C be an even function and D[f(x)] = F (ω)
its discrete Fourier transform. Then also F (ω) is even.















4.1. ONE-DIMENSIONAL DISCRETE FOURIER TRANSFORM
Using Remark 4.2 we get




























Theorem 4.8. Let f(x) : {0, 1, . . . , N − 1} → C be a real odd integrable function and
D[f(x)] = F (ω) its Fourier transform. Then F (ω) is imaginary and odd.







f(x) [cos(ϕ)− i sin(ϕ)] .
Using the properties of the sum of even and odd functions as in the proof of the










which is imaginary and odd.
Theorem 4.9. Let f(x) : {0, 1, . . . , N − 1} → C be an imaginary odd integrable function
and D[f(x)] = F (ω) its Fourier transform. Then F (ω) is real and odd.











where g(x) = −if(x) is the real odd function, so F (ω) is real and odd.
Theorem 4.10 (Translation). Let f(x) : {0, 1, . . . , N − 1} → C, x0 be a real constant
and D[f(x)] = F (ω). Then
D[f(x− x0)] = F (ω)e−2piiωx0/N .
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Using theorem 4.3 we obtain
D[f(x− x0)] = e−2piiωx0/N
N−1∑
y=0
f(y)e−2piiyω/N = F (ω)e−2piiωx0/N .
Theorem 4.11 (Modulation). Let f(x) : {0, 1, . . . , N − 1} → C, ω0 be a real constant
and D[f(x)] = F (ω). Then





f(x)e−2pii(ω−ω0)x/N = F (ω − ω0).
4.1.3. Convolution
Definition 4.4 (Discrete periodic convolution). Let f1(x), f2(x) : {0, 1, . . . , N − 1} → C.





is called the discrete periodic convolution. We will denote this convolution
f(x) = f1(x) ∗ f2(x).
Theorem 4.12 (Convolution theorem). Let f1(x), f2(x) : {0, 1, . . . , N − 1} → C be
functions, D[f1(x)] = F1(ω) and D[f2(x)] = F2(ω). Then
D[f1(x) ∗ f2(x)] = F1(ω)F2(ω).
23
4.2. TWO-DIMENSIONAL DISCRETE FOURIER TRANSFORM
Proof.
D[f1(x) ∗ f2(x)] =
N−1∑
x=0

































4.2. Two-dimensional discrete Fourier transform
4.2.1. Definition
Definition 4.5 (Two-dimensional discrete Fourier transform). Let f(x1, x2) be a two-
dimensional function, f(x1, x2) : {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1} → C, N1, N2 ∈ N.
Then the two-dimensional discrete Fourier transform D[f(x1, x2)](ω1, ω2) of the function
f(x1, x2) is defined by















where ω1 = 0, 1, . . . , N − 1 and ω2 = 0, 1, . . . , N2 − 1.
We will denote the two-dimensional discrete Fourier transform by capital letters:
D[f(x1, x2)](ω1, ω2) = F (ω1, ω2).
Definition 4.6 (Inverse two-dimensional discrete Fourier transform). Let F (ω1, ω2) be a
two dimensional function, F : {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1} → C, N1, N2 ∈ N.
Then the inverse two-dimensional discrete Fourier transform D−1[F (ω1, ω2)](x1, x2) of the
function f(x1, x2) is given by
















where x1 = 0, 1, . . . , N1 − 1 and x2 = 0, 1, . . . , N2 − 1.
Remark 4.3 (Existence). As in the one dimensional case, the sums in equations 4.3 and
4.4 have only N1 ·N2 elements, i. e. are finite, therefore, also the two-dimensional discrete
Fourier transform and the inverse two dimensional discrete Fourier transform exist and
are finite.
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Definition 4.7. Let f(x1, x2) : {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1} → C be a function
and D[f(x1, x2)] = F (ω1, ω2) its two-dimensional discrete Fourier transform. Then
A(ω1, ω2) = |F (ω1, ω2)|
is called the amplitude spectrum,
Φ(ω1, ω2) = Arg(F (ω1, ω2))
is called the phase spectrum,
L(ω1, ω2) = log(A(ω1, ω2)) = log(|F (ω1, ω2)|)
is called the logaritmic spectrum and
P (ω1, ω2) = A(ω1, ω2)
2 = |F (ω1, ω2)|2
is called the power spectrum of F (ω1, ω2).
Remark 4.4. The two-dimensional discrete Fourier transform can be computed as two
one-dimensional discrete Fourier transform (the row-column decomposition):


































Remark 4.5. Properties in this section are presented without proofs because they are
similar to one-dimensional case.
Theorem 4.13 (Linearity). Let f1(x1, x2), f2(x1, x2) : {0, 1, . . . , N1− 1}×{0, 1, . . . , N2−
1} → C, α1, α2 real constants, D[f1(x1, x2)] = F1(ω1, ω2) and D[f2(x1, x2)] = F2(ω1, ω2).
Then
D[α1f1(x1, x2) + α2f2(x1, x2)] = α1F1(ω1, ω2) + α2F2(ω1, ω2).
Theorem 4.14 (Periodicity). Let f(x1, x2) : {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1} → C
and D[f(x1, x2)] = F (ω1, ω2). Then
F (ω1 + k1N1, ω2 + k2N2) = F (ω1, ω2),
f(x1 + k1N1, x2 + k2N2) = f(x1, x2), k1, k2 ∈ (Z).
Remark 4.6. A special case for k1 = k2 = 1:
F (−ω1,−ω2) = F (N1 − ω1, N2 − ω2),
f(−x1,−x2) = f(N1 − x1, N2 − x2).
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Theorem 4.15. Let f(x1, x2) : {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1} → C and
D[f(x1, x2)] = F (ω1, ω2). Then































, k1, k2 ∈ Z.
Theorem 4.16. Let f(x1, x2) : {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1} → C and
D[f(x1, x2)] = F (ω1, ω2) its Fourier transform. Then
D[f ∗(x1, x2)] = F ∗(−ω1,−ω2).
Theorem 4.17. Let f(x1, x2) : {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1} → R be a real
function and D[f(x1, x2)] = F (ω1, ω2). Then
F (ω1, ω2) = F
∗(−ω1,−ω2).
Theorem 4.18. Let f(x1, x2) : {0, 1, . . . , N1−1}×{0, 1, . . . , N2−1} → C be an imaginary
function and D[f(x1, x2)] = F (ω1, ω2) its discrete Fourier transform. Then:
F (ω1, ω2) = −F ∗(−ω1,−ω2).
Theorem 4.19. Let f(x1, x2) : {0, 1, . . . , N1−1}×{0, 1, . . . , N2−1} → C and D[f(x1, x2)] =
F (ω1, ω2) its discrete Fourier transform.
• If f(x1, x2) = f(−x1, x2) then F (ω1, ω2) = F (−ω1, ω2).
• If f(x1, x2) = f(x1,−x2) then F (ω1, ω2) = F (ω1,−ω2).
• If f(x1, x2) = f(−x1,−x2) then F (ω1, ω2) = F (−ω1,−ω2).
Theorem 4.20. Let f(x1, x2) : {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1} → C be a real odd
function and D[f(x1, x2)] = F (ω1, ω2) its Fourier transform. Then F (ω1, ω2) is imaginary
and odd,
Theorem 4.21. Let f(x1, x2) : {0, 1, . . . , N1−1}×{0, 1, . . . , N2−1} → C be an imaginary
odd function and D[f(x1, x2)] = F (ω1, ω2) its Fourier transform. Then F (ω1, ω2) is real
and odd.
Theorem 4.22 (Translation). Let y1, y2 be real constants, f(x1, x2) : {0, 1, . . . , N1−1}×
{0, 1, . . . , N2 − 1} → C and D[f(x1, x2)] = F (ω1, ω2). Then









Theorem 4.23 (Modulation). Let f(x1, x2) : {0, 1, . . . , N1−1}×{0, 1, . . . , N2−1} → C,












= F (ω1 − ϕ1, ω1 − ϕ2).
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4.2.3. Convolution
Definition 4.8 (Two dimensional discrete periodic convolution). Let f1(x1, x2), f2(x1, x2)
be functions, f1(x1, x2), f2(x1, x2) : {0, 1, . . . , N1− 1}× {0, 1, . . . , N2− 1} → C. Then the






f1(y1, y2)f2(x1 − y1, x2 − y2)
is called the two dimensional discrete periodic convolution. We will denote this convolu-
tion f(x1, x2) = f1(x1, x2) ∗ f2(x1, x2).
Theorem 4.24 (Convolution theorem). Let f1(x1, x2), f2(x1, x2) be functions, f1(x1, x2),
f2(x1, x2) : {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1} → C, D[f1(x1, x2)] = F1(ω1, ω2) and
D[f2(x1, x2)] = F2(ω1, ω2). Then
D[f1(x1, x2) ∗ f2(x1, x2)] = F1(ω1, ω2)F2(ω1, ω2).
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5. Filtering
Filtering is used for removing components (frequencies) from a digital image. It can
be done in the frequency domain, using Fourier and inverse Fourier transform, or in the
space domain, using convolution.
Filtering is described in [10], [15].
Types of filters For two-dimensional images, there are several types of filters:
• High-pass filters: These filters pass high frequencies and attenuates low frequencies.
For sharpening of images, filters amplifying high frequencies are used.
• Low-pass filters: Contrary, low pass filters pass low frequencies and attenuates high
frequencies. They remove noise and fine details from an image, this process is called
smoothing.
• Band-pass filters: A combination of high and low pass filter, it passes frequencies
in a specific range.
• Angular filters: Only frequencies with a certain angle (orientation) are passed, only
elements in this direction remain in an image.
• Combination of high/low/band-pass and angular filters.
(a) Low-pass (b) Band-pass (c) Angular (d) Combination
Figure 5.1: Examples of filters, white = 0, black = 1
5.1. Filtering in frequency domain
For filtering digital images, we use two-dimensional direct and inverse discrete Fourier
transform. A filtered image B is defined as
B = D−1[D[A] ·H], (5.1)
where A is an original image and H real matrix with the same size as A. Matrix H is
called a filter or a window.
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5.2. Filtering in space domain
Using the two-dimensional periodic convolution theorem 4.8, filtering can be transformed
from the frequency domain into the space domain.
Let H = D[C], then
D[A] · D[C] = D[A ∗ C],
therefore we obtain from 5.1:
B = D−1[D[A] ·H] = D−1[D[A] · D[C]] = D−1[D[A ∗ C]] = A ∗ C,
i.e. we get the relation:
B = A ∗ C,
where A is an original image and C is called a convolution kernel. Convolution kernels
are often 3× 3, 5× 5 or 7× 7 matrices.
Images can be smoothened by a Gaussian function Gσ (the normal distribution with







It has some very good properties, for example:
D[Gσ] = G1/σ.





1 1 11 1 1
1 1 1
 C = 1
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 0 −1 0−1 5 −1
0 −1 0
 C =
−1 −1 −1−1 9 −1
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 C = 1
16













1 0 −12 0 −2
1 0 −1
 C2 =
−1 −2 −10 0 0
1 2 1









6. Methods of sharpness
measurement
There exist many objective sharpness measurement methods using different approaches,
from the simple to the complex and more reliable ones. In this chapter, we will present
and describe some of these methods.
6.1. Overview





For full-reference methods, a reference is available, hence we can compare a distorted
(blurred) image with its perfect (sharp) version. These methods are usually used only
for laboratory algorithm testing, because it is difficult to obtain and store the reference
image.
In the case of reduced-reference methods, we have access only to a partial information
about an original image.
For no-reference case, there is no original image available, we are trying to estimate
the sharpness measure only from a distorted image. This is the most challenging task but
also most usable in real applications.





The edge-based methods find edges in an image and then measure their spread for the
sharpness estimation.
The pixel-based methods work in the spacial domain of an image but do not need the
presence of edges. Different ways of measuring contrast and gradients of the luminance
can be used in this category. For example see methods described in the sections 6.2, 6.3
or the S2 measure in 6.5.
The transform-based methods work in the spectral domain of an image. They often
involve the discrete Fourier transform, where we can utilize the properties of the amplitude
(methods 6.4, 6.4.1 and the S1 measure in 6.5) or even the phase spectrum ([3]). However
also other transformations are used, like the discrete cosine transformation in the JPEG
compression (see section 6.6) or the wavelet transformation.
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The special methods use features that are only in some type of images. For example
in astronomy images where we can assume that stars are point sources of light. Then we
can measure the shape of their spread functions.
A similar overview of the sharpness metrics can be also find in [7].
6.2. Method using global contrast
This is a very simple method working in the space domain of an image. It is based on a
comparison of a contrast of the image.
Principles As we know from chapter 2, contrast is closely related to sharpness. The
more contrast, the sharper an image appears and vice versa.
On the other hand, contrast decreases with increasing blur in an image, because in
blurred images the values of luminance are smoothened, causing the less sharp maxima
or minima. This fact is demonstrated on the figure 6.1.
(a) Original image (b) Blurred image (c) More blurred image
Figure 6.1: Graphs of the luminance of a column of an image.
Computation of the sharpness If an image is without any noise, we make a difference
of the maximal and the minimal value of luminance to get contrast.
However, in the real world, there are not any such images. Because of noise we have
to take 90th and 10th percentile of luminance (denoted l90 and l10 respectively). Then,
sharpness Sc of the image is given by
Sc = l90 − l10.
Results Although this method is very fast, it is not well conditioned and can be used
only for similar scene images with similar lighting conditions. A small change in an
illumination or shadows can get completely different results.
6.3. Gradient method
A gradient method is another space-domain method using luminance of the pixels. In is
similar to the global contrast method, however, a type of local contrast is involved here.
This method can be find in [1].
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Computation of the sharpness We compute differences of values of luminance of
near pixels, as the Euclidean distance. Then, the sharpness value Sg,n of a N1×N2 image









[i(x1 + n, x2)− i(x1, x2)]2 + [i(x1, x2 + n)− i(x1, x2)]2,
where n ∈ N is a parameter.
Results The results of this method depend on the choice of parameter n. In the litera-
ture, n often equals to one but this choice is very sensitive to noise. This sensitivity can
be reduced by taking greater n, on the other hand, fine details may be missed.
6.4. Fourier method
A Fourier method is a transform-based method. As its name indicates, it uses Fourier
transform, which is very convenient for the image analysis, and hence works in the spectral
domain of an image.
Principles The Fourier method takes advantages of the properties of the amplitude
spectrum of the Fourier transform of an image.
As we saw in the chapter 5, low frequencies of the amplitude spectrum represent slow
changes of luminance over the original image, on the other hand high frequencies stand
for large luminance variation, such as small details or sharp edges, which are important
for the sharpness of the image.
When we blur the image, its luminance values become smoother, small details are dis-
carded and high Fourier frequencies are removed, because we need less Fourier coefficients
to represent the blurred image (see figure 6.2).
Therefore we can get sharpness of the image by summing amplitudes of some frequen-
cies. These frequencies can be neither too low because they do not tell us anything about
details, nor too high, because of noise.
To obtain desired frequencies, we use a window function:
Window function Let us define a window function WN(ω1, ω2) for the amplitude spec-
trumA(ω1, ω2) of the Fourier transform of an image i(x1, x2), where x1, ω1 ∈ {0, 1, . . . , N1−
1} and x2, ω2 ∈ {0, 1, . . . , N2 − 1}, by
WN1N2(ω1, ω2) =





a ≤ ϕ < b




c ≤ ϕ < d
0 otherwise,
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and a, b, c, d ∈ 〈0, 1〉, a ≤ b ≤ c ≤ d. We can see this window function on the figure 6.3.
For our purposes we take:
a = 0.2, b = 0.4, c = 0.6, d = 0.8. (6.1)
This choice is however subjective and also different values can be taken.
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Figure 6.3: The window function.
Computation of the sharpness Applying the window function W (ω1, ω2) with con-
stants a, b, c, d defined by equations 6.1 to the amplitude spectrum A(ω1, ω2), we get the
filtered amplitude spectrum Af (ω1, ω2):
Af (ω1, ω2) = A(ω1, ω2) ·W (ω1, ω2),
for (ω1, ω2) ∈ {0, 1, . . . , N1 − 1} × {0, 1, . . . , N2 − 1}.
Then we sum amplitudes over all frequencies of the filtered spectrum Af (ω1, ω2) and









where N1 ×N2 is the size of the image.
The two dimensional discrete Fourier transform and its inverse are usually defined and
used in software (for example MATLAB) as in the chapter 4:
































with the normalization constant 1
N1N2
only in the equation for the inverse transform which
is unfortunately not symmetric. We want to split the constant between both equations,
we get











































6. METHODS OF SHARPNESS MEASUREMENT
This definition of number αn gives us values around 900− 1000 for very sharp images.
We will use properties of the inverse tangent function, which is bounded, and transform









where in our case, the best results are obtained for k = 200.
Algorithm summary Let i(x, y) be a digital image.
• Convert the image i to grayscale.
• Compute the Fast Fourier transform of the image.
• Compute the amplitude spectrum of the Fourier transform.
• Remove high and low frequencies by the window function defined before.
• Compute the average of amplitudes of the filtered spectrum.
• When appropriated, divide the mean by a square root of the size of the image
(because of the normalization constants of Fourier transform).
• Using arctangent, transform results into 〈0, 1〉 by formula 6.2.
Results The Fourier method is better then previously stated algorithms although also
this method has its drawbacks. It compares sharpness of similar scene images very well,
however, it is quite weak when scene changes. Therefore it can be used for autofocus but
not as overall sharpness measure.
The effect of noise is described in section 6.7.
6.4.1. Similar methods
D. Shaked and I. Tastl proposed in 2005 a similar sharpness measure method based on
Fourier transform. It compares high and low frequencies of the derivative of the Fourier
amplitude spectrum of chosen rows or columns of an image. For more information see
[16].
6.4.2. Motion blur
The motion blur is caused by moving a camera while taking a picture or by taking a picture
of a fast moving object. Therefore the final image is blurred mostly in the direction of
the motion, on the other hand it is sharper in the orthogonal direction.
Principles As we saw in the previous methods, we need less Fourier coefficients for the
direction of the motion than for the orthogonal direction. The Fourier amplitude spectra





Figure 6.4: Image ’caps’, (a) original, (c) with horizontal motion blur, (b), (d) their
Fourier logarithmic amplitude spectra
Computation Because of the similarities to the Fourier method, we can also use similar
algorithm. Instead of summing amplitudes of the spectrum, we have to divide the circle




Figure 6.5: A pair of opposite sectors of amplitudes.
We get n values (σ1, σ2, . . . , σn) and we want to know how much it differs from the
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where x = (σ1, σ2, . . . , σn) and s = (σ, σ, . . . , σ).




where smax = (σ, 0, . . . , 0) and s = (σ, σ, . . . , σ).




, α ∈ 〈0, 1〉,
which is a result of this algorithm. For images without motion blur, we have α = 0 and
α grows with the motion blur up to 1.
Algorithm summary Let i(x, y) be a digital image.
• Convert the image i to grayscale.
• Compute the Fast Fourier transform of the image.
• Compute the amplitude spectrum of the Fourier transform.
• Remove high and low frequencies by the window function defined in the Fourier
method.
• Divide the filtered spectrum into 2n sectors.
• Sum amplitudes of opposite pairs of the sectors of the filtered spectrum separately,
this can be represented as vector x.
• Find an angle between the vector x and ideal vector which has all elements the
same.
• Normalize results by the maximal angle, this gives us value α ∈ 〈0, 1〉, the greater
α the more motion blur is in the image.
Results Usually this algorithm can estimate motion blur quite well, however there are
images, for example with shapes in one direction like tree trunks in forest or high buildings,
which (even sharp) have motion blur computed by this method very high.
6.5. S3 measure
The S3 measure is an method for measurement the sharpness of an image proposed by C.
T. Vu and D. M. Chandler ([21], [22]) in 2009-2011. It is a block-based algorithm, i. e. it
splits an image into blocks and then process each block separately creating the sharpness
map and allowing us to measure the local sharpness.
It consist of two parts, in spectral (S1) and spatial (S2) domain, which are then
combined together into S3 measure. Hence the name S3 - Spectral and Spacial Sharpness.
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S1 measure This part utilize spectral properties of an image. The 32× 32-pixel blocks
are used here, with 24-pixel overlap.
At first, we have to check, if contrast of a block is effectively greater than zero, i. e.
max(L(x))−min(L(x)) > T1, µ(L(x)) > T2,
where L(x) is luminance of a block, µ(L(x)) is the mean of L(x) and T1, T2 are thresholds.
The two-dimensional discrete Fourier transform yx(f, θ) of a block x is computed, with
















where [u, v] is a position of a pixel in a block and u, v ∈ 〈m/2,m/2〉, m is the size of a
block.





We are looking for the slope of this summed amplitude spectrum, i. e. we want to
find the slope α of the line in the form −α log f + log β, which approximates zx(f) in L2
norm (the method of least squares) best:
αx = arg max
α
‖βf−α − zx(f)‖22. (6.5)
The slope α expresses the ratio of high and low frequencies (see figure 6.6). The less
α is, the more high frequencies is in a block, and the sharper a block appears. When
0 < α < 1, blocks are very sharp, but they are getting blurred with growing α.
In the next step we compute sharpness value S1(x) of a block x by adjusting α to the
human visual system (HVS).
S1(x) = 1− 1
1 + eτ1(αx−τ2)
, (6.6)
where τ1 = −3 and τ2 = 2.
Finally, the sharpness maps S1(x) of all blocks x are then assembled into S1(X) of the
image X. See figure 6.7b.
S2 measure On the contrary, S2 measure is a spatial domain method. An image is
divided into 8 × 8 blocks, with 4-pixel overlap. It uses the concept of a total variation,
which works with contrast of an image in a similar way to the gradient method explained
before.






|xi − xj|, (6.7)
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Figure 6.6: The images ’bikes’ (a), (b), (c) and their log(amplitude)-log(frequency) graphs
[(d), (e), (f), respectively] of a block of the images; with slope (d) α = 1.27, (e) α = 2.89,
(f) α = 3.17.
where xi and xj are pixels in the 8-neighborhood. The constant 1255 is used to normalize
the maximal difference of two pixels, which is 255 (because pixel value of a 8-bit grayscale
image is in {1, . . . , 255}).
However, for computation of S2(x) we do not use the block x, instead the smaller
blocks are used, only 2× 2 pixel. The sharpness map S2(x) of the block x is computed as







The maximal possible value of the total variation v(ξ) of a 2 × 2 block ξ is 4, therefore
the result is normalized by a coefficient 1
4
.
Again, the sharpness maps S2(x) of all blocks x are assembled into S2(X) of the image
X. See figure 6.7c.
S3 measure After computation of the spectral-based sharpness map S1(X) and the
spacial-based sharpness map S2(X) we can determine the overall sharpness map S3(X)
as a weighted geometric mean:
S3(X) = S1(X)
η × S2(X)1−η, (6.9)
where 0 ≤ η ≤ 1 and the best choice is η = 0.5.
The overall sharpness scalar value S3 (S3 index) is then gotten by the sharpest blocks
of the sharpness map S3(X), see figure 6.7d. Because of the noise, we can not take the









where M is 1% of the size N1 ×N2 of the image, and S˜3(k) is the k-th largest element of
S3(X).
(a) Original image (b) S1 sharpness map
(c) S2 sharpness map (d) S3 sharpness map
Figure 6.7: Image ’monarch’ and its S1, S2, and S3 sharpness maps
Algorithm summary Let X be a digital image.
• Convert the image X to grayscale.
• Compute the spectral-based sharpness map S1(X):
– Divide image i into 32× 32 blocks with overlap 24 pixels.
– Check if contrast is effectively greater than zero.
– Compute the radial frequency f and the orientation θ.
– Sum the amplitude spectrum over all orientation θ.
– Compute slope α of the summed amplitude spectrum.
– Adjust α to HVS by 6.6 to get S1(x).
– By assembling the values S1(x) of all blocks x we get the sharpness map S1(X)
of the image X.
• Compute the spacial-based sharpness map S2(X):
– Divide image X into 8× 8 blocks with overlap 4 pixels.
– Compute the total variation of 2× 2 blocks in a block x by equation 6.7
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– The sharpness value S2(x) of a block x is then given as the maximum of the
total variation of 2× 2 blocks.
– By assembling the values S2(x) of all blocks x we get the sharpness map S2(X)
of the image X.
• By the equation 6.9 combine S1(X) and S2(X) into overall sharpness map S3(X).
• Determine the sharpness measure S3 as the average of 1% of the largest elements of
map S3(X).
Results This is the most reliable algorithm presented here. It can be used for overall
sharpness measurement, however, for autofocus, it is too slow.
6.6. JPEG compression
The JPEG standard is the compression method for digital images. It was developed by
Joint Photographic Experts Group, therefore acronym JPEG, in 1986-1991. There are
several types of JPEG compression, both lossy and lossless.
For our purposes we will be concerned only with lossy compression. This way we can
achieve good image quality with 10:1 compression ratio. The quality of the compressed
image is adjustable.
Although this method is usually used for compression of images, it can be also used
as a sharpness measure.
The JPEG compression is described in [19] and [12].
Lossy JPEG compression The algorithm of lossy JPEG compression works with
blocks of 8 × 8 pixels, i. e. it is a block algorithm. It is also transform-based, however












Figure 6.8: The JPEG compression diagram.
Discrete cosine transform The discrete cosine transform (DCT) is based on the or-
thogonal system of cosine functions. It was published by N. Ahmed, T. Natarajan and
K. R. Rao in 1974.
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The DCT si strongly related to the DFT, but unlike the DFT, the spectrum of the
DCT is real, not complex. So for the DCT there does not exist the amplitude and the
phase spectrum.




















is complete and orthogonal for even functions.
To make a function even we use even periodic extension of the function. This can be
done in several different ways.




f(x) 0 ≤ x < N − 1
f(2N − x− 1) N ≤ x < 2N − 1,
and
f˜(2N − x− 1) = f˜(x).
The center of this even function f˜(x) is point x = −1
2
.
Deriving from the DFT we get the discrete cosine transform of a function f(x):













if u = 0√
2
N
if u 6= 0,
is a normalizing constant.
The same can be done for a two-dimensional function f(x, y), the even extension
f˜(x, y) (see figure 6.9a) is given by
f˜(x, y) =

f(x, y) x ≥ 0, y ≥ 0
f(−x− 1, y) x < 0, y ≥ 0
f(x,−y − 1) x ≥ 0, y < 0
f(−x− 1,−y − 1) x < 0, y < 0.
The function f˜(x, y) is symmetric with the center in the point x = −1
2
, y = −1
2
. The
two dimensional discrete cosine transform of a function f(x, y) for 8× 8 block of pixels is
then defined by























1 w 6= 0.
Using this transform we get 64 coefficients, where the coefficient















Figure 6.9: The symmetry of a point of the even extension f˜(x, y) of a two-dimensional
function f(x, y) (a) and the DCT basis functions (b), every 8 × 8 block of an image is
transformed by DCT to a linear combination of these patterns (the picture taken from
[25])
Remark Before computing the discrete cosine transform of a function f(x, y) :
{0, . . . , 7} × {0, . . . , 7} → {0, . . . , 2n − 1}, the values of f(x, y) are centered around zero,
i. e. transformed into {−2n−1, . . . , 2n−1− 1}, where usually n = 8 bits (eventually n = 12
bits).
Quantization The coefficients F (u, v) are then quantized by values Q(u, v) defined by
a quantization table:






where u, v = 1, . . . , 7.
There is no default quantization table, instead, the values may be chosen according
to image characteristics and desired quality.
Entropy encoding We do not encode the actual value of the quantized DC component
of a block i, but the value of the previous quantized DC component of a block i − 1 is
used to make a difference ∆DCi:
∆DCi = DCi −DCi−1,
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and this difference is encoded (see figure 6.10a).
The rest of coefficients (AC components) are read in a zig-zag order (figure 6.10b).
Then, an entropy encoding is used, usually it is Huffman or arithmetic encoding.
Sharpness measure The values in quantization tables for DCT coefficients represent-
ing high frequencies are usually very high. When an image is not sharp and values of its
high frequencies are low, after quantization, these coefficients are rounded to zeros, which
are easier to encode.
On the other hand, for sharp images, the quantized coefficients of high frequencies are
greater than zero and it takes more space to encode them.
Therefore we can simply use the size of JPEG compressed images as a sharpness
measure. The more blurred an image is, the more high-frequency coefficients are quantized




∆DCi = DCi −DCi−1
(a) Differential encoding of DC components
DC AC01 AC07
AC70 AC77
(b) Zig-zag order of encoding
Figure 6.10: JPEG entropy encoding.
Algorithm summary Let i(x, y) be a 24-bit digital image (8-bit for every RGB color
component).
• Split the image i into 8× 8 blocks.
• Shift values of i from {0, . . . , 255} into {−128, . . . , 127}.
• Compute the discrete cosine transform of the block.
• Quantize the coefficients by values defined by a quantization table.
• Encode the difference of DC components.
• Zig-zag order the quantized coefficients.
• Use an entropy encoding (Huffman or arithmetic).
• See the size of the output file, the larger the sharper the image i is.
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6.7. Effect of noise
All the algorithms presented here (except the motion blur algorithm) give us higher values
of sharpness for images with added noise than for original images. This may seem wrong
because noise lowers the overall quality of an image, it is considered an image distortion.
However, small amounts of noise can improve perceived sharpness, compare figures
6.11a and 6.11b. Hence for the sharpness measurement, this effect is acceptable.
(a) (b)
Figure 6.11: The image ’stream’ with noise (a) appears sharper than without noise (b).
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In this chapter, we will show two MATLAB programs (one for Fourier method demon-
stration and another for sharpness comparison of different images), output of the imple-
mented algorithms from chapter 6 and also a comparison of the results of these algorithms.
The codes of the programs and algorithms can be found on attached CD.
7.1. Description of the programs
7.1.1. Fourier method
This program demonstrates sharpness and motion blur computation using the Fourier
method described in section 6.4. Grayscale of RGB digital images can be processed in
format TIFF or BMP.
Figure 7.1: The main window of the program with chosen image and its amplidute spec-
trum.
Description The main window can be seen in figure 7.1. It consists of several compo-
nents:
1. Load image button: Opens a dialog for choosing an image in format TIFF or BMP
for sharpness estimation.
2. Fourier transform button: Computes the amplitude spectrum of the discrete Fourier
transform of the chosen image.
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3. Compute sharpness button: Applies a window function on the amplitude spectrum
and computes a sharpness and motion blur values.
4. Original image: An original image chosen by Load image button is displayed here.
5. Fourier amplitude spectrum and filtered Fourier amplitude spectrum: A panel for
the amplitude spectrum before or after filtration. Only the amplitude spectrum of
the grayscale image is displayed.
6. Sharpness box: A sharpness value of an image, from 0 to 1, the larger value the
sharper the image is. If the image is in grayscale, it computes only ’gray’ value,
otherwise sharpness of each RGB component is computed.
7. Motion blur box: A value of motion blur of an image, from 0 to 1, the larger value
the larger amount of motion blur is in the image.
Figure 7.2: The window of the program after filtration and computation of sharpness and
motion blur.
Usage
• Click on Load image button and in dialog choose an image for sharpness estimation.
This image is then displayed on the left panel.
• Click on Fourier transform button, the Fourier amplitude spectrum is computed and
displayed on the right panel (7.1).
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• Click on Compute sharpness button, the amplitude spectrum is filtered by the win-
dow function and sharpness and motion blur are computed. The program window
after this step is in figure 7.2.
• Results are now displayed in the Sharpness and Motion blur boxes.
7.1.2. Comparison program
This program is for comparison of sharpness of digital images. It process all images
in format TIFF or BMP from a given directory and uses different sharpness measures
(Fourier method, motion blur, global contrast method, gradient method for n = 1, n = 5
and n = 10, and S3 measure).
Figure 7.3: The main window of the program for comparison image sharpness and motion
blur.
Description The main window (see figure 7.3) consists of these components:
1. Path bar: A bar with path of a directory with images for sharpness comparison.
2. Open button: Opens a dialog for choosing the directory. A path of the directory is
then written into the path bar.
3. Go button: Processes images from a directory specified at path bar.
4. Comparison table: A table with information about images and their sharpness val-
ues.
(a) Filename: a name of an image
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(b) Color: ’RGB’ for color images, ’gray’ for images in grayscale.
(c) Glob. contrast: Global contrast method (6.2).
(d) Gradient 1, 5, 10: Gradient method for n = 1, n = 5 and n = 10 (6.3).
(e) Fourier method (6.4).
(f) Motion blur (6.4.2).
(g) S3 measure (6.5).
Usage
• Click on Open button and in dialog choose a directory with images or write a path
manually into Path bar.
• Click on Go button, images in the directory are processed.
• Results are now displayed in the Comparison table.
7.2. Results of the sharpness measures
Examples of sharpness measure methods from chapter 6 are presented here.
7.2.1. S3 measure
Matlab code for computation of S3 measure is taken from [23].
Sharpness maps S1 (spectral domain), S2 (spacial domain) and S3 (their combination)
of various images are showed in this section.
(a) Original image (b) S1 sharpness map
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(c) S2 sharpness map (d) S3 sharpness map
Figure 7.5: Image ’churchandcapitol’ and its S1, S2, and S3 sharpness maps
(a) Original image (b) S1 sharpness map
(c) S2 sharpness map (d) S3 sharpness map
Figure 7.6: Image ’parrots’ and its S1, S2, and S3 sharpness maps
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(a) Original image (b) S1 sharpness map
(c) S2 sharpness map (d) S3 sharpness map
(a) Original image (b) S1 sharpness map
(c) S2 sharpness map (d) S3 sharpness map
Figure 7.8: Images ’plane’ and ’bikes’ and their S1, S2, and S3 sharpness maps
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7.2.2. JPEG compression
In this section, there are examples of the file size of the original and blurred image ’ceme-
try’ (7.9) after the JPEG compression with the quality 50% (7.10) and 20% (7.11).
Figure 7.9: The original and the blurred image (size in bmp format = 256 122 bytes)
(a) size = 16 055 bytes (b) size = 8 801 bytes
Figure 7.10: The JPEG compression of images 7.9 - quality 50%
(a) size = 9 038 bytes (b) size = 5 655 bytes
Figure 7.11: The JPEG compression of images 7.9 - quality 20%
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7.2.3. Motion blur method
The results of the motion blur method are presented in this section. The value of the
motion blur is expressed as number α ∈ 〈0, 1〉, where α = 0 is the best result for images
without the motion blur.
The method is implemented to divide the images into six sectors before summing the
amplitudes, i. e. comparing three values. It is applied on the original image ’lighthouse2’
(7.12) and the images with added blur (7.13) and different amounts and directions of
motion blur (7.14, 7.15, 7.16).
Figure 7.12: The original image ’lighthouse2’ - α = 0.0682
Figure 7.13: The blurred image ’lighthouse2’ - α = 0.2195
Figure 7.14: The ’lighthouse2’ with motion blur - α = 0.4458
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Figure 7.15: The image ’lighthouse2’ with motion blur - α = 0.5887
Figure 7.16: The image ’lighthouse2’ with motion blur - α = 0.5215
7.2.4. Comparison of methods
In this section, 384 × 256 images from the LIVE database are compared. The first one
is sharp, others are blurred or with added noise. Their sharpness is computed by the
global contrast method, gradient method, Fourier method, motion blur method, and S3
measure.
Description of comparison tables:
• Filename: name of an image.
• Gl. contrast: Global contrast method (6.2).
• Gradient 1: Gradient method (6.3) for n = 1.
• Gradient 10: Gradient method for n = 10.
• Fourier m.: Fourier method (6.4).
• Mot. blur: Motion blur (6.4.2).
• S3 meas.: S3 measure (6.5).
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(a) parrots1.bmp (b) parrots2.bmp
(c) parrots3.bmp (d) parrots4.bmp
(e) parrots5.bmp (f) parrots6.bmp
Filename Gl. cont. Gradient 1 Gradient 10 Fourier m. Mot. blur S3 meas.
parrots1.bmp 129 6.95 22.36 0.7917 0.2406 0.7771
parrots2.bmp 127 4.27 20.59 0.7231 0.2692 0.4245
parrots3.bmp 126 3.33 19.52 0.5834 0.3388 0.1234
parrots4.bmp 118 2.08 15.41 0.1619 0.1795 0.0541
parrots5.bmp 130 16.00 26.52 0.8052 0.2013 0.7899
parrots6.bmp 131 27.97 34.36 0.8339 0.1334 0.8025
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(a) buildings1.bmp (b) buildings2.bmp
(c) buildings3.bmp (d) buildings4.bmp
(e) buildings5.bmp (f) buildings6.bmp
Filename Gl. cont. Gradient 1 Gradient 10 Fourier m. Mot. blur S3 meas.
buildings1.bmp 175 25.27 55.44 0.9131 0.3144 0.8798
buildings2.bmp 172 20.50 51.73 0.9069 0.3378 0.7833
buildings3.bmp 168 16.65 48.56 0.8980 0.3622 0.6582
buildings4.bmp 159 11.63 43.56 0.8612 0.4341 0.3266
buildings5.bmp 146 8.29 38.52 0.7307 0.5518 0.1109
buildings6.bmp 174 26.88 55.89 0.9130 0.3121 0.8782
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(a) ocean1.bmp (b) ocean2.bmp
(c) ocean3.bmp (d) ocean4.bmp
(e) ocean5.bmp (f) ocean6.bmp
Filename Gl. cont. Gradient 1 Gradient 10 Fourier m. Mot. blur S3 meas.
ocean1.bmp 103 13.51 25.37 0.7605 0.1445 0.6345
ocean2.bmp 101 10.73 23.85 0.7396 0.1151 0.5430
ocean3.bmp 101 8.86 22.87 0.7201 0.0869 0.4601
ocean4.bmp 98 5.61 21.05 0.6309 0.0137 0.2116
ocean5.bmp 97 2.35 16.78 0.1062 0.3843 0.0549
ocean6.bmp 109 27.46 33.37 0.8092 0.0990 0.6927
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(a) caps1.bmp (b) caps2.bmp
(c) caps3.bmp (d) caps4.bmp
(e) caps5.bmp (f) caps6.bmp
Filename Gl. cont. Gradient 1 Gradient 10 Fourier m. Mot. blur S3 meas.
caps1.bmp 94 8.45 20.80 0.7175 0.1944 0.6498
caps2.bmp 91 4.58 18.51 0.6469 0.2642 0.3249
caps3.bmp 90 3.64 17.74 0.5643 0.3292 0.1456
caps4.bmp 87 2.10 14.81 0.1140 0.2928 0.0550
caps5.bmp 97 15.68 24.74 0.7354 0.1670 0.6638




In the first part of this thesis, image quality characteristics, Fourier transform and
discrete Fourier transform are described.
Image sharpness measurement methods and their results are presented in the second
and third part.
The simplest method is the global contrast method. It is very fast, however, not
reliable, it is sensitive to lighting conditions and noise.
The gradient method uses same principles as global contrast method, but instead of
global contrast, it uses local contrast. For n = 1, this method is very sensitive to noise,
but it can be improved by taking n around 10. As an overall image quality measure, it
is not suitable, since images with sharp objects and blurred background are considered
blurred, but it can be used without problem for autofocus.
The Fourier method works in the spectral domain of an image, it uses Fourier trans-
form. This sharpness measure is highly scene-dependent, however, it can be used for
autofocus.
The motion blur uses the same principles as the Fourier method, however, sharpness
in several directions is computed to determine the amount of motion blur. This method is
usually good, but very inaccurate for some types of images (with shapes in one direction).
The S3 sharpness measure combines together advantages of spacial and spectral do-
main. It consists of two parts: S1 sharpness measure, using the Fourier transform similarly
to the Fourier method, and S2, similar to the gradient method, using a variation of con-
trast.
Moreover it is a block algorithm, it computes a sharpness map of an image, we can
easily find sharp and blurred regions. This method is quite reliable and can be used for
overall image quality measurement. On the other hand, it is very slow in comparison to
other methods and therefore not suitable for autofocus.
All these methods are then included in the sharpness comparison program.
Also further improvement is possible, for example by combining with algorithms for
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On the attached CD, these main MATLAB algorithms are included:
• contrast method.m: 6.2
• gradient method.m: 6.3
• fourier method.m: 6.4













Code of S3 measure taken from [23]:
• s3 map.m: 6.5
• blk amp spec slope eo toy.m
• eo polaraverage.m
• contrast map overlap.m
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