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Abstract
In statistical analysis, we usually use the observed sample values x1 ,
. . . , xn to compute the values of several statistics v(x1 , . . . , xn ) – such as
sample mean, sample variance, etc. The usual formulas for these statistics
implicitly assume that we know the exact values x1 , . . . , xn . In practice,
the sample values x
e1 , . . . , x
en come from measurements and are, thus, only
approximations to the actual (unknown) values x1 , . . . , xn of the corresponding quantity. Often, the only information that we have about each
def
measurement error ∆xi = x
ei − xi is the upper bound ∆i on the measurement error: |∆xi | ≤ ∆i . In this case, the only information about each
actual value xi is that it belongs to the interval [x
ei −∆i , x
ei +∆i ]. It is therefore desirable to compute the range of each given statistic v(x1 , . . . , xn )
over these intervals. It is known that often, estimating the range of a robust statistic (e.g., median) is computationally easier than estimating the
range of its traditional equivalent (e.g., mean). In this paper, we provide
a qualitative explanation for this phenomenon.

1

Formulation of the Problem

Statistics: reminder. In statistical analysis, we often need to compute some
values based on the given sample x1 , . . . , xn . For example, usually, we compute
n
n
1 ∑
1 ∑
the sample mean µ = ·
xi and the sample variance σ 2 =
· (xi −µ)2 .
n i=1
n − 1 i=1
The sample mean is a good approximation to the mean of the corresponding
probability distribution, and the sample variance is a good approximation to
the variance of this distribution.
Alternatively, we can estimate other approximations to mean and variance
or approximations to other characteristics of the probability distribution. In all
these cases, we compute some value v(x1 , . . . , xn ) that depends on the sample
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x1 , . . . , xn . The corresponding functions v(x1 , . . . , xn ) are known as statistics;
see, e.g., [10].
Need to compute statistics under interval uncertainty. The usual formulas for computing the statistics are based on the implicit assumption that we
know the exact values x1 , . . . , xn from the corresponding sample. In real life,
these values come from measurements, and measurements are never absolutely
accurate. As a result, the measurement results x
e1 , . . . , x
en are, in general, diﬀerent from the actual (unknown) values x1 , . . . , xn of the corresponding quantities;
see, e.g., [9].
Sometime, we know the probabilities of diﬀerent values of the measurement
def
error ∆xi = x
ei − xi . However, in many practical situations, we do not know
these probabilities, we only know the upper bound ∆i on the (absolute value of
the) measurement error: |∆xi | ≤ ∆i [9]. In such situations, once we know the
measurement result x
ei , the only information that we have about the corresponding actual value xi is that this value belongs to the interval [e
xi − ∆i , x
ei + ∆i ].
For each statistic v(x1 , . . . , xn ), diﬀerent combinations of inputs
xi ∈ [e
xi − ∆i , x
ei + ∆i ]
lead, in general, to diﬀerent values v. To get a good understanding of the actual
value of the corresponding characteristic of the probability distribution, it is
desirable to ﬁnd the range of all such possible values v(x1 , . . . , xn ). In other
words, it is desirable to compute the range
{v(x1 , . . . , xn ) : x1 ∈ [e
x1 − ∆1 , x
e1 + ∆1 ], . . . , xn ∈ [e
xn − ∆n , x
en + ∆n ]}.
The problem of computing such a range under interval uncertainty is known as
the problem of interval computations; see, e.g., [5, 7].
Need for robust statistics. In addition to measurement errors, we can also
have outliers, when the measuring instrument malfunctions, and the result is
drastically diﬀerent from the actual value.
For usual statistics, the presence of even a single outlier can be a disaster.
For example, if we have 100 measurements results, all of which are close to
1.0, then the sample average is also close to 1.0. However, if instead of a single
measurement result, we have an outlier, e.g., x
e1 = 10000, the the sample average
becomes equal to 100 ≫ 1.0.
In the presence of outliers, it is desirable to consider robust statistics, i.e.,
statistics which are less vulnerable to the presence of outliers; see, e.g., [4].
Examples of robust statistics for estimating mean and standard deviation. For computing the mean of a symmetric distribution, the most robust estimate is median. For odd n, the median medi xi can be deﬁned as
follows: when we order all the values in increasing order, into a sequence
x(1) ≤ x(2) ≤ . . . ≤ x(n) , then the median is the middle value
def

medi xi = x((n+1)/2) .
2

For even n, the median is deﬁned as the arithmetic average of the two values
which are the closest to the middle:
def

medi xi =

x(n/2) + x((n/2)+1)
.
2

A similar idea leads to a natural robust statistic for estimating the variance.
The usual sample variance is deﬁned, crudely speaking, as an arithmetic average
of the square (xi − µ)2 of the diﬀerences between each sample value xi and the
estimate µ for the mean. To have a robust statistic, it makes sense:
• to replace the sample mean µ with a robust estimate for the mean – e.g.,
with the median, and
• to replace the arithmetic average with a more robust operation of a median.
As a result, we get the following formula:
2

Vr (x1 , . . . , xn ) = medi (xi − medj xj ) .
Since the order between two non-negative numbers does not change when we
take the squares of square roots of these numbers, this statistic can be written
as
Vr (x1 , . . . , xn ) = (MAD(x1 , . . . , xn ))2 ,
where
MAD(x1 , . . . , xn ) = medi |xi − medj xj |
is called mean absolute deviation.
For robust statistics, interval computations are often easier. It is
known that, in general, computing the range of sample variance under interval uncertainty is NP-hard; see, e.g., [2, 8]. In contrast, there exists a feasible
(polynomial-time) algorithm for computing the range of the mean absolute deviations under interval uncertainty; see, e.g., [3]. So, computing the range of a
robust statistic is, in general, much easier.
A similar comparison can be made for computing the mean and computing
the median. Both mean and median are non-decreasing in terms of each of its
variables. So, the smallest possible value of each statistic is attained when each
of the inputs xi takes its smallest possible value xi = xi . Similarly, the largest
possible value of each statistic is attained when each of the inputs xi takes its
largest possible value xi = xi . Thus, to compute the range of each statistic, it
is suﬃcient to compute two values of this statistic:
• the value corresponding to the lower endpoints x1 , . . . , xn , and
• the value corresponding to the upper endpoints x1 , . . . , xn .
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Computing the arithmetic mean requires n arithmetic operations, and addition
of b-bit numbers requires O(b) bit operations. So, overall, to compute the two
means, we need O(n · b) bit operations.
To compute the median of n numbers, we need O(n) comparisons; see,
e.g., [1]. Each comparison requires, on average, no more than 2 bit operations
(irrespective of the number of bits b); see the explanation in the Appendix.
Thus, overall, to compute the range of a robust statistic (median), we need
O(n) bit operations, which is smaller than the number O(n · b) of bit operations
needed to compute the interval range of the traditional statistic (sample mean).
So, in this case too computing the range of a robust statistic is much easier.
Why? We have shown that in several cases, computing the interval range of
a robust statistic is computationally easier than computing the range of the
corresponding traditional statistics. A natural question is: why?
In this paper, we provide a qualitative explanation for this empirical fact.

2

Our Explanation

In general, the narrower the interval range, the easier its estimation.
Let us ﬁrst show that, in general, the narrower the resulting interval range, the
easier it is to compute this range.
Indeed, in general, the problem of computing the range of a given function
v(x1 , . . . , xn ) on given intervals is NP-hard – as we have mentioned earlier, this
problem is NP-hard even for the sample variance. Let us show that, in general,
when the desired range is narrow, this range is easier to compute – namely, this
range can be computed feasibly, in polynomial time.
Indeed, each value xi from the interval [e
xi − ∆i , x
ei + ∆i ] can be represented
as xi = x
ei + ∆xi , where |∆xi | ≤ ∆i . For smooth functions v(x1 , . . . , xn ), the
corresponding value v(x1 , . . . , xn ) = v(e
x1 +∆x1 , . . . , x
en +∆xn ) can be expanded
in Taylor series:
v(e
x1 + ∆x1 , . . . , x
en + ∆xn ) = ve +

n
∑

ci · ∆xi + . . . ,

i=1
def

where ve = v(e
x1 , . . . , x
en ) and each ci denotes the value of the partial derivative
∂f
at the point (e
x1 , . . . , x
en ).
∂xi
When the ranges ∆i are small – and when, therefore, the resulting range of
v(x1 , . . . , xn ) is narrow – we can, with good accuracy, ignore terms which are
quadratic (and of higher order) in terms of ∆xi and use an approximate formula
v(e
x1 + ∆x1 , . . . , x
en + ∆xn ) = ve +

n
∑

ci · ∆xi .

i=1

This is a linear function. Its largest value is attained when each of the terms in
the sum is the largest. For each i, the largest value of the term ci · ∆xi on the
4

interval ∆xi ∈ [−∆i , ∆i ] is attained either when ∆xi = ∆i (for ci ≥ 0) or for
∆xi = −∆i (for ci ≤ 0). In both cases, this largest value is equal to |ci | · ∆i and
n
def ∑
thus, the largest value of v(x1 , . . . , xn ) is equal to ve + ∆, where ∆ =
|ci | · ∆i .
i=1

Similarly, we can show that the smallest possible value of v(x1 , . . . , xn ) is
equal to ve − ∆. Thus, the range of possible value of the statistic v(x1 , . . . , xn )
is, in this approximation, equal to [e
v − ∆, ve + ∆]. The above formulas for ve and
∆ enable us to compute this range feasibly – in polynomial time for a feasibly
computable statistic v(x1 , . . . , xn ); see, e.g., [6].
Resulting explanation. By deﬁnition, a robust statistic v(x1 , . . . , xn ) is the
one whose value changes less when we change the inputs x1 , . . . , xn . In particular, the values of the robust statistic change less when we replace each input x
ei
with a modiﬁed input xi = x
ei + ∆xi . Thus, for the robust statistic, the range
of all such values is narrower than for the corresponding traditional statistic.
We have already shown that, in general, the narrower the range, the easier
it is to compute this range. Thus, it is reasonable to expect that for a robust
statistic, computation of the range will be easier – which is exactly what we
observe.
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A

Appendix: An Explanation of Why Comparing Two Numbers Requires, on Average, Less
than 2 Bit Operations

To compare two binary numbers, we can compare them bit-by-bit, starting with
the largest bit. If all the bits until this one coincided, and this bit is diﬀerent,
this means that the number with bit 1 is larger.
For a random sequence of bits, the probability that the largest bits are
diﬀerent is 1/2. In this case, we need 1 bit operation. With probability 1/2, the
largest bits are equal, then with conditional probability 1/2 the second largest
bits are diﬀerent. So, with probability 1/4, we need 2 bit operations. Similarly,
with probability 2−k , we need k bit operations. So, the average number of bit
operations is equal to 2−1 · 1 + 2−2 · 2 + . . . + k · 2−k + . . . + b · 2−b . This ﬁnite
∞
def ∑
sum does not exceed the corresponding inﬁnite sum s =
k · 2−k .
k=1

This inﬁnite sum can be computed if we take into account that
2s =

∞
∑

k · 2−(k−1) .

k=1

Introducing a new variable j = k − 1 for which k = j + 1, we get
2s =

∞
∑
(j + 1) · 2−j .
j=0

This sum can be represented as the sum of two terms:
2s =

∞
∑

j · 2−j +

j=0

∞
∑

2−j .

j=0

The ﬁrst sum diﬀers from the original sum s only by the term for j = 0 which is
equal to 0 anyway, so the ﬁrst sum is equal to s. The second sum is a geometric
6

progression whose sum is equal to 2. Thus, 2s = s + 2, hence s = 2. Thus, on
average, we need
−1

2

·1+2

−2

−k

· 2 + ... + k · 2

−b

+ ... + b · 2

≤

∞
∑
k=1

bit operations.
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k · 2−k = 2

