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Abstract
This article studies the fractional Dickey-Fuller (FDF) test for unit roots recently
introduced by Dolado, Gonzalo and Mayoral (2002). Apart from the analogy with the
Dickey-Fuller test, the main motivation for their method relies on simulations since
these authors do not provide any justiﬁcation for their particular implementation of
the FDF test. In order to give additional rationale to the test, we frame the FDF test
in a model where a nuisance or auxiliary parameter is not identiﬁed under the null hy-
pothesis. Within this framework we investigate optimality aspects of the class of tests
indexed by this auxiliary parameter and show that the test proposed by these authors
is not optimal. In addition, we propose feasible FDF tests with good asymptotic and
ﬁnite sample properties.
11 Introduction
In a recent paper, Dolado, Gonzalo and Mayoral (2002, hereinafter DGM) have introduced
a fractional Dickey-Fuller (hereinafter, FDF) test for testing the null of unit root against the
alternative of fractional integration. This problem had already been posed and optimally
solved by Robinson (1994) and Tanaka (1999) for the Gaussian case. DGM showed that
their FDF test can equal or outperform the ﬁnite sample power of these optimal tests for
some particular implementations, even for Gaussian time series. However, in contrast with
the optimal tests, DGM’s testing procedure is not supported by any statistical principle
or optimality criterion and its practical relevance appears to rely exclusively on the results
of Monte Carlo experiments. This superiority in the ﬁnite sample behavior motivates to
investigate whether it is possible to provide some rationality and to modify the FDF test
proposed by DGM to improve its asymptotic and ﬁnite sample properties. By considering
the FDF test as a class of tests indexed by an auxiliary or nuisance parameter that is not
identiﬁed under the null hypothesis, in this article we derive optimal FDF tests that improve
the ad hoc implementation of the FDF test proposed in DGM.
In DGM’s simplest framework yt denotes a fractionally integrated process whose true
order of integration is d, ∆dyt =( 1− L)dyt = εt, where εt are i.i.d. random variables with







for any real α, where πi(α)=( i − α − 1)!/(i!(−α − 1)!) are the coeﬃcients of the binomial
expansion of (1 − L)α.
DGM consider testing the null hypothesis d =1versus either a simple alternative (d =
dA) or a composite alternative (d<1), by means of the t-statistic of the coeﬃcient of ∆d1yt−1




where according to DGM, d1 is "the true value of d under the alternative hypothesis".
That is, the yt variable in the left hand side (LHS) has been diﬀerenced once (the value
of d under the null hypothesis) whereas the yt−1 variable in the right hand side (RHS)
has been diﬀerenced d1 times ("the value of d under the alternative hypothesis"). Despite
DGM realized that their test was consistent against local alternatives, DGM did not provide
any further rationale for their test, and just relied on the analogy with the Dickey-Fuller
2(hereinafter, DF) test. In the DF framework the null hypothesis is d =1and the alternative
is d =0 . The DF test is based on the t-statistic of the coeﬃcient of yt−1 of the regression of




where the yt variable in the LHS has been diﬀerenced once whereas the yt−1 variable in the
RHS has not been diﬀerenced.
However, the analogy with the DF test used by DGM to motivate their FDF test is
tenuous. An alternative FDF test would use as test statistic the t-statistic of the coeﬃcient




The "rationale" of this type of FDF test is that the yt variable in the LHS has been diﬀerenced
"one minus the value of d under the alternative" times whereas the yt−1 variable in the RHS
has been diﬀerenced "one minus the value of d under the null" times, as in the DF regression.
Note that, instead of having the same regressand as DF, as DGM propose, the previous FDF
test would have the same regressor as DF. In fact, this alternative version of the FDF is
closer to the original DF in the sense that the asymptotic null distribution of the associated
t-ratio is nonstandard for any value of d1, similar to the original DF, and contrary to DGM’s
FDF test where the asymptotic null distribution of their t-ratio is the standard normal when
d1 ≥ 0.5. Obviously, these two proposals are not the only tests that can originate from the
DF’s set up, showing that invoking an analogy with the DF test is not suﬃcient for deriving
sound statistical tests.
DGM considered the OLS estimation of the model
∆yt = φ∆
d1yt−1 + ut,t =1 ,...,T, (1)
and proposed the FDF test statistic, which is the t-ratio associated with the OLS estimate










where T denotes the sample size. Based on their particular analogy with the DF test, DGM
identiﬁed d1 with "the true value of d under the alternative hypothesis", and hence they
inappropriately stated that for implementing the FDF test "a value of d is needed under
the alternative hypothesis to make [the test] feasible" (p. 1964). Hence, they went on to
arbitrarily recommend the use of d1 = dA when the alternative hypothesis is simple, and
3the use of d1 = ￿ d when the alternative is composite, where ￿ d is a trimmed version of a
√
T-
consistent estimator for d, such that ￿ d is strictly smaller than 1 with probability one. We will
show that this interpretation is wrong and that there is no need to estimate d even for the
composite alternative case. Consequently, DGM’s qualiﬁcation of the FDF test as a Wald
test on d is inadequate. DGM identiﬁed d1 with the "true value of d under the alternative
hypothesis" and this interpretation of d1 led them to propose an ineﬃcient, arbitrary and
complicated implementation of the FDF test, as we will show. By contrast, we argue that
the parameter d1 has a very concrete statistical meaning, since it deﬁnes a class of tests
indexed by d1, as it is emphasized in expression (2) by writing explicitly the input value d1
as an argument of the test statistic. This interpretation of d1 will allow us to derive simple
(since there is no need of trimming or even of estimating d) and eﬃcient implementations
of the FDF test.
In order to gain a new perspective on the DGM framework, notice that in model (1), φ







The previous probability limits will be evaluated in Section 2. The key insight is that the
parameter φ can be diﬀerent for each d1, so its dependence on d1 has been stressed by writing
φ(d1). Notice that under the null hypothesis, ∆yt and ∆d1yt−1 are uncorrelated, implying
that φ(d1)=0for all d1. In Sections 2 and 3, we will see that maximizing the power of the
FDF test is achieved by maximizing the correlation between ∆yt and ∆d1yt−1. Then, rather
than "the true value of d", d1 is "a tuning parameter that determines the power of the FDF
test". The important diﬀerence with DGM is that d1 is not some arbitrary value derived from
DGM’s particular analogy with the DF test, but a parameter that the researcher chooses
to maximize the correlation between ∆yt and ∆d1yt−1, and hence to maximize the power of
the FDF test.
As we have seen, under the null hypothesis, ∆yt and ∆d1yt−1 are uncorrelated, that
is, φ(d1)=0for all d1. In addition, under the alternative, the true d1 c a nb ed e ﬁ n e da s
the degree of diﬀerencing of yt−1 that maximizes the correlation between ∆yt and ∆d1yt−1.
Then, under the alternative d1 is properly deﬁned, but under the null d1 is not identiﬁed,
since φ(d1)=0for all d1. Therefore, this testing framework is similar, for instance, to
the nonlinear regression set up considered in Section 2 in Hansen (1996). This situation
is nonstandard since d1 can be regarded as a nuisance or auxiliary parameter that is not
4identiﬁed under the null hypothesis that states that the parameter of interest d equals 1. This
statistical problem has been addressed, among others, by Davies (1977, 1987), Andrews and
Ploberger (1994) and Hansen (1996). These references propose tests statistics that consider
all the possible values that the auxiliary parameter can take. However, in this article we will
show that, in the pure fractional case, the true optimal d1 just depends on the true value of
d on a simple (linear) way; and in particular, the optimal FDF test against local alternatives
is obtained by setting d1 equal to the true value of d1 when d tends to 1, approximately
0.69. Hence, for this pure fractional case, there is no need of employing tests procedures
that consider a range of values of the nuisance parameter d1. However, for more complicated
cases where the augmented FDF case is required, the true d1 can be diﬃcult to deﬁne and
derive since it depends on the short run properties of yt, so tests that employ all the possible
values of the nuisance parameter can be more useful.
The plan of the article is the following. In the next section we derive optimal FDF tests
for pure I(d) processes using an asymptotic local power criterion in terms of d1 under a
sequence of local alternatives that converge to the null at the parametric rate. Also, within
this framework, we analyze testing procedures, previously employed in econometrics and
statistics, which consider all the values of the auxiliary parameter in a given interval. Section
3 studies optimal tests for ﬁxed alternatives introducing the maximal squared correlation
as a criterion to deﬁne d1. This criterion function allows the derivation of a feasible and
optimal implementation of the FDF test when a consistent estimator of d is available. A
brief Monte Carlo exercise compares the ﬁnite sample performance of the considered tests.
Finally, Section 4 concludes. For simplicity, we have followed the notation in DGM as close
as possible.
2 An optimal FDF test for local alternatives
In the previous section we have seen that the actual value of d1 used to implement the
FDF test may have very important implications on the properties of the test. In order to
motivate this point further, in Table 1 we report the results of a small Monte Carlo exercise.
The data is fractionally integrated with d = {0,0.1,...,0.9,1} with Gaussian errors and the
selected d1 = {0,0.1,...,0.9}. We have chosen this grid of values for d1 because they are
the values considered by DGM and because we will show later that for the pure fractional
case the optimal d1’s are always below 1. The considered sample size is 100 and the number
of replications is 30,000. Simulations have been carried out in double precision Fortran 90.
5The set up is similar to that employed by DGM in their Figures 1 and 2. Table 1 reports
rejection percentages for the t(d1) tests based on 5% asymptotic critical values. Note that
for the case d1 < 0.5, we employ the estimated critical values reported by DGM in their
Table X in p. 2003. Notice that when d1 = d, t(d1) represents an unfeasible FDF test, as
proposed by DGM, which does not take into account the sampling variation associated with
the estimation of d. There are two main lessons from our Table 1. First, for any value of d1
the empirical power is essentially 1 for the case when d<0.5. Hence, for this sample size
the most interesting case is when d ≥ 0.5. Second, for the case when d ≥ 0.5 the optimal
selection of d1 is not d, as DGM propose, but a lower value. Inspection of Table 1 reveals
that with respect to DGM’s selection of d1, the empirical power can increase up to 35% by
optimally choosing d1.
In fact, the same two conclusions also appear implicitly in Figure 2 in DGM where they
show that the empirical power increases by choosing d1 lower than d (notice that in Figure 2
in DGM the true value d is denoted by d∗
1). DGM were aware of this fact, and in p. 1975
they provided an explanation: "It is worth noticing that the power tends to decrease when
values of d1 larger than d∗
1 are employed, especially when d∗
1 > 0.7. This is so because in
that case we are considering an alternative that is close to the null hypothesis and, therefore,
the test turns out to be less powerful" (italics are ours). This sentence illustrates that DGM
continuously confused the role of d1 with that of d. In this article, it will become clear that
the true (optimal) d1, in a sense to be established, and the value of d1 that maximizes the
test statistic t(d1) for each sample are closely related with d, the true value of the fractional
parameter, but they are not the same.
It could be argued that the previous Monte Carlo ﬁndings are questionable because in
Table 1 there is a considerable size distortion, especially for the case d1 =0 .5 (notice that
the ﬁrst column of Table 2 in DGM also provides similar evidence). In order to conﬁrm
that the previous ﬁndings are robust, we also calculated size-adjusted power. In Table 2 we
report rejection percentages for the t(d1) tests based on 5% empirical critical values for the
same set up as Table 1. Table 2 oﬀers similar messages to Table 1. Mainly, compared with
DGM’s selection of d1, the empirical power can increase substantially by optimally choosing
d1.
From the previous simulation results it is clear that some criterion to optimally select d1
is desirable. Robinson (1994) and Tanaka (1999) consider a sequence of local alternatives to
the null hypothesis and derive asymptotically uniformly locally most powerful tests under
the assumption of Gaussian errors. In the DGM framework a similar analysis is limited
6since no distributional assumptions are imposed and the class of test statistics is given by
(2). However, we can still use the same principle and deﬁne the true value of d1 as that
which maximizes the correlation between ∆yt and ∆d1yt−1, and hence maximizes the power
of t(d1) against local alternatives.
The following theorem establishes the asymptotic distribution of the class of test statistics
t(d1) under the sequence of local alternatives d =1− δ/
√
T for all values of d1 ≥ 0.5.W e
consider this range because the asymptotic distribution of t(d1) is the standard normal only
for these values of d1, and therefore power comparisons are analytically tractable. Notice
that this analysis includes the case d1 =1that would not make any sense under DGM’s
rationality since d1 =1is the value of d under the null hypothesis. DGM’s Theorem 4 also
analyzes local alternatives but, following their particular reasoning, they just consider the
case d1 = d =1− δ/
√
T. On the contrary, we study any d1 ≥ 0.5.




Tyt = εt1t>0 with δ ≥ 0,
where εt is i.i.d. with ﬁnite second moment, for d1 ≥ 0.5, the asymptotic distribution of the










and Γ represents the gamma function.
The proof of the theorem is in the Appendix. Note that the noncentrality parameter
of the Gaussian asymptotic distribution of t(d1) is a positive function h(d1), d1 > 0.5.I t
achieves a maximum at d1 = d∗   0.69145,h (d∗)   1.2456, and satisﬁes that h(0.5 )=0
and h(1) = 1, in agreement with Theorem 4 of DGM where the drift of the distribution of
t(d1) for d1 =1− δ/
√
T → 1 is obtained. In addition, as d1 tends to inﬁnity, h(d1) tends
to zero, see the plot of the function h(d1) in Figure 1. Figure 2 plots h(d1) for the more
interesting range 0.5 ≤ d1 ≤ 1. Theorem 1 is remarkable because it shows that, contrary to
the previous econometrics literature (see Andrews and Ploberger (1994) or Hansen (1996)),
there exists a unique true optimal d1 independent of δ.
In Figures 1 and 2 we have added horizontal lines at
￿
π2/6   1.2825, which represents
the noncentrality parameter achieved by the optimal Robinson-Tanaka test, and at 1=h(1),
7which is the noncentrality parameter for DGM’s original proposal, d1 = d =1−δ/
√
T → 1.
Notice that h(d1) and
￿
π2/6 are quite close at the true optimal d1 = d∗ (in fact, for the
Gaussian case the relative eﬃciency loss of the optimal FDF test with respect to Robinson-
Tanaka’s test is smaller than 4%) and that as d1 approaches 0.5,h (d1) tends to zero and
has a vertical asymptote, reﬂecting the inﬁnite eﬃciency loss incurred by choosing d1 =0 .5.
In particular, since h(0.5 )=0 , the test cannot detect root-T alternatives when d1 =0 .5.
However, it is simple to check that for the d1 =0 .5 case the test can detect local alternatives
converging to the null at the rate T−1/2log T.
In summary, Theorem 1 indicates that any value of d1 ≥ 0.5 implies a consistent FDF
test, hence there is no need to estimate consistently d and the FDF test should not be
qualiﬁed as a Wald test as DGM do. Furthermore, with respect to an asymptotic local
power criterion, an optimal implementation of the FDF test requires employing the true
optimal d1 = d∗.
Next, we give further insight on the FDF test by comparing the optimal FDF test
with Robinson-Tanaka’s optimal test. Following the proof of Theorem 1 (see (13) in the






















Under the null hypothesis, and for d1 ≥ 0.5, it is obvious that T (d1) is distributed asymptot-
ically as a N(0,1), since ∆yt = εt which is i.i.d., so the T1/2ˆ γj are asymptotically distributed
as i.i.d. standard normal variates.
The Robinson-Tanaka’s test, see Robinson (1991) and Tanaka (1999), belongs to the
same class as T (d1), but it employs a diﬀerent weighting scheme that does not depend on





















Robinson (1991, p.83) proposed these weights and Tanaka showed that they are optimal in
an asymptotic local power context. It is easy to show that T (d∗) is closest to T RT in the








This can be easily checked because it is straightforward to show that minimizing the previous
criterion is equivalent to maximizing h(d1). In Figure 3, we have plotted the weights ωRT
j and
the weights ωj(d1) for three values of d1: d∗, 0.8 and 0.6. Note that the weights associated
to d∗ are slightly lower than Robinson-Tanaka’s weights for moderate autocorrelations. The
weights associated with d1 =0 .8( 0 .6) are above (below) ωTan
j for long lags, but ωj(d∗) are
very similar to ωRT
j .
For the cases where d1 is below 0.5, the asymptotic null distribution is no longer the
standard normal, hence power considerations become rather intricate. In particular, for the
case 0 <d 1 < 0.5 the asymptotic distribution of the FDF test is not pivotal, as stated in
Theorem 2 in DGM, and for this case it is possible to show that under local alternatives
the FDF statistic converges to a well deﬁned zero mean distribution depending on δ and d1.
Monte Carlo experiments not reported here show that for this region the decrease in power
is monotonic in d1 from the peak at the true optimal d1 = d∗.
For models where a nuisance parameter is not identiﬁed under the null hypothesis, the
statistics and econometrics literatures have proposed test procedures that take into account
simultaneously many values of the nuisance parameter instead of a single value. We have
shown that in the framework of this section, there is no need of employing this approach since
the true parameter d1 (which is not identiﬁed under the null) is simply deﬁned by d1 = d∗
under the local alternatives. However, as we will comment later, for a general implementation
of the FDF test, where additional lags of ∆yt or deterministic trends may be included, the
true d1 may have a complicated deﬁnition that depends on all these features. Hence, for the
general case, a sensible practical strategy might be to employ the tests statistics that we
consider next. In the rest of this section we brieﬂy study this alternative approach that has
been developed by Davies (1977, 1987), Andrews and Ploberger (1994) or Hansen (1996) in
diﬀerent contexts for a sequence of local alternatives similar to the one considered above.
9The main idea is to consider the statistic t(d1) as a stochastic process indexed by the
nuisance parameter d1. Under the DGP of Theorem 1, the asymptotic distribution of t(d1)
is pivotal for d1 ∈ D where D =[ 0 .5,∞), hence we restrict our analysis to any closed
interval D1 =[ d,d] that belongs to the interior of D. Notice that the case d1 =0 .5 has
to be excluded because of the discontinuity of the asymptotic theory. In order to derive
the test statistics and their asymptotic distribution theory, Theorem 2 below establishes the
weak convergence of the process t(d1) in the metric space of the continuous functions over
the set D1, C(D1), endowed with the uniform metric. Based on this theorem, test statistics
are constructed by selecting continuous functionals ϕ of t(d1). For instance, the two most
common are the Kolmogorov-Smirnov (KS), supD1|t(d1)| and the Cramer-von Mises (CvM),
￿
D1 t2(d1)dd1. The test based on supD1|t(d1)| parallels the sup Wald test of Andrews and
Ploberger (1994), and also similar analysis can be applied to the sup LM and sup LR tests.
The basic result that justiﬁes these tests is the following theorem.




Tyt = εt1t>0 with δ ≥ 0,
where εt is i.i.d and has ﬁnite fourth moment, for d1 ∈ D1,
t(d1) ⇒ W(d1) − δh(d1),
where =⇒ denotes weak convergence in the metric space C(D1) endowed with the uniform

























1 ∈ D1, V (d1)=
￿∞
i=0 π2
i(d1 −1) = Γ(2d1 −1)/Γ(−d1)2,a n dh(d1) is deﬁned in the
statement of Theorem 1.
In particular, notice that under the null hypothesis (δ =0 )
t(d1) ⇒ W(d1), (3)
so that for each d1 ∈ D1 the asymptotic null distribution of t(d1) is the standard normal,
whereas for local alternatives the asymptotic distribution of t(d1) is the normal with mean
−δh(d1) and unit variance, agreeing with Theorem 1.
Given Theorem 2, it is immediate to derive the asymptotic distributions of the KS and the
CvM tests under the null and under local alternatives. Furthermore, since the asymptotic
10distribution in (3) only depends on d1, and not on any feature of the data such as any
conditional moment, the asymptotic null distributions of these test statistics are pivotal,
and critical values can be easily estimated by Monte Carlo simulation. Alternatively, wild
bootstrap procedures as those described in Hansen (1996) are valid and simple to implement
in this context. Then, consistency of the tests follows by standard arguments. As commented
above, contrary to the framework in Hansen (1996), for the pure fractional case there is no
need of employing a grid of d1’s since the true optimal d1 = d∗ is known for local alternatives
and furthermore, the FDF test which employs d1 = d∗ is consistent against ﬁxed alternatives.
However, as we will argue in the Conclusions, for more complicated structures, deﬁning the
true (optimal) value for d1 can be extremely complicated since this value depends on the
autocorrelation structure of the data. In these situations, employing KS or CvM with
bootstrap based critical values might be the best practical option. In the next section we
will brieﬂy investigate the ﬁnite sample behavior of these tests.
3 An optimal FDF test for ﬁxed alternatives
In the previous section we have derived a consistent and optimal implementation of the
FDF test in a local alternative framework. In this section we will consider a complementary
criterion to select d1 in a ﬁxed alternative framework. We will see that if a semiparametric
estimator of d is available, there are alternative versions of the FDF test that are more
powerful in ﬁnite samples.
Since the asymptotic null distribution of the t(d1) statistic is the standard normal for any
d1 ≥ 0.5, for this range of values for d1 maximizing the power is equivalent to ﬁnding the value
of d1 that maximizes the probability limit of t(d1)2, properly standardized. Equivalently,

















implies that maximizing the probability limit of T −1t(d1)2 is equivalent to maximizing the
probability limit of R(d1)2,d e ﬁ n e da sρ2(d1).
11Therefore under the alternative hypothesis the natural deﬁnition of d1 is the argument
that maximizes ρ2(d1), that is, the squared population correlation between ∆yt and ∆d1yt−1.






































Next, we calculate these expressions starting by the denominator. Using that ∆d1−dεt−1 =
￿t



























d1 − d>−0.5, (5)
and in this case,
￿∞
i=0πi(d1 −d)2 =Γ ( 2 d1 −2d+1 ) /Γ(d−d1 −1)2. Note that the previous
condition (5) is satisﬁed for any d1 ≥ 0.5. Regarding the numerator, using that ∆1−dεt =
￿t



























i=1 πi(1 − d)πi−1(d1 − d))
2
Γ(2d1 − 2d +1 ) /Γ(d − d1 − 1)2. (6)
Ideally, we would like to express analytically the objective function L(d,d1), and then derive
the function d∗
1 = d∗
1(d) that provides the true optimal value of d1 for each value of d.
12Unfortunately, this is quite complicated for a general d. In agreement with the results in
Section 2, when d =1− δ/
√
T the optimal selection of d1 is d∗
1 = d∗   0.69. For a general
d, we have not been able to ﬁnd an explicit expression for the numerator of equation (6).
However, we can approximate d∗
1 = d∗
1(d) numerically with any level of precision, and in
Figure 4 we report the d∗
1(d) for some values of d and a truncation at i =1 0 5 in the inﬁnite
sum in (6).
Conﬁrming the results of the previous Monte Carlo experiments, Figure 4 shows that
d∗
1 is always below the true d. Figure 4 also indicates that the relation between d∗
1 and d
is essentially linear for the range d∗
1 ≥ 0.5. In Figure 4 we have added the regression line
of d∗
1(d) on d. This ﬁt is given by ￿ d∗
1(d)=−0.0 3 0+0 .717d using a truncation at i =1 0 5
in the inﬁnite sum in (6). The standard error of this estimation is 0.0004. Notice that
￿ d∗
1(d) − d>−0.5, so that the condition (5) is always satisﬁed. In addition, in agreement
with the results of the previous section, ￿ d∗
1(1) is very close to d∗, the discrepancy can be
attributed to the numerical error in the approximation.
Notice that for values of d below 0.74 (approximately), ￿ d∗
1(d) would be below 0.5, so
that for these values it may happen that ￿ d∗
1(d) is not the optimal value for d1. However, as
previously stated, power comparisons for the case d1 < 0.5 are analytically intractable, and
furthermore, as the previous Monte Carlo shows, even for moderate sample sizes, detecting
a violation of the null hypothesis is relatively simple when d is not close to 1. Hence, for
simplicity, we propose to employ as d1, a feasible version of ￿ d∗
1(d). In particular, for the
simple alternative case, we propose to select d1 as −0.030+0.717dA, which is diﬀerent from
the value of d under the alternative hypothesis, as DGM propose. In addition, for the more
interesting composite alternative case, we propose to employ as d1
￿ d
∗
1(￿ d): =−0.0 3 0+0 .717￿ d, (7)




￿ d − d
￿
= op(1). (8)
Notice that DGM propose to estimate d with a
√
T-consistent estimator, whereas con-
dition (8) also holds for many semiparametric estimators. The reason is that a careful
inspection of the proof of Theorem 5 in DGM shows that ∂t￿ φols(
 
d)/∂d is Op(T1/4logT),
which is more accurate than op(T1/2) as DGM state in their expression (A.48). The previ-
ous condition (8) holds for many semiparametric estimators for an appropriate choice of the
bandwidth parameter, see Velasco (1999a, b). Of course, for the considered pure fractional
13case, semiparametric estimators are not necessary since the true model is known. However,
for more complicated cases and in empirical applications, where an augmented FDF test is
employed instead of the FDF test, semiparametric estimators may be specially relevant. Al-
though DGM did not consider the use of semiparametric estimators, they can be very useful
because they allow the derivation of consistent and eﬃcient FDF tests without specifying a
correct parametric model.
In addition, note that contrary to DGM, trimming is not necessary. Following their
peculiar reasoning, in p. 1977 DGM wrongly stated that the trimming was necessary "since
the value of d1 that is needed to implement the test ought to be strictly smaller than 1".
Our analysis shows that this trimming is not necessary since d1 can be equal or bigger than
1. The following lemma justiﬁes this implementation of the FDF test.
Lemma. Under the null hypothesis (d =1 ), the t-ratio statistic associated to the parameter
φ in the regression
∆yt = φ∆
￿ d∗
1(￿ d)yt−1 + ut, (9)
where ￿ d∗
1(￿ d) is given by (7) and ￿ d satisﬁes (8), is asymptotically distributed as N(0,1).
The proof of this lemma is omitted since it is similar to the proof of Theorem 5 in DGM,
with the commented modiﬁcation to justify the use of a semiparametric estimator. The
intuition of the lemma is also similar to DGM: under the null ￿ d∗
1(￿ d) is close to d∗, and hence
the asymptotic standard distribution is the standard normal.
Our choice of d1 is asymptotically optimal when d1 ≥ 0.5, but it is natural to wonder
about the ﬁnite sample behavior of the considered tests. In the rest of the section we com-
ment on the results of a small Monte Carlo study. The framework is similar to that considered
in the simulations exercise of Section 2. The sample size is 100, d = {0.5,0.6,0.7,0.8,0.9,1},
errors are Gaussian and the nominal level is 0.05. We consider FDF tests with several
selections for d1, namely
a) d1 = d, denoted by FDF(d),
b) d1 = d∗,F D F (d∗),
c) d1 = ￿ d∗
1(d), FDF(￿ d∗
1(d)),
d) d1 = ￿ d∗
1(￿ dn), where ￿ dn is the Whittle parametric estimator, FDF(￿ d∗
1(￿ dn)), and
e) d1 = ￿ d∗
1(￿ dm), where ￿ dm is the Gaussian semiparametric estimator with bandwidth m,
FDF(￿ d∗
1(￿ dm)).
14Regarding a) and c) notice that they represent unfeasible implementations of the FDF
test that assume that the true d is known and ignore the sampling error associated with the
estimation of d. Notice that in the considered pure fractional case, employing a semipara-
metric estimator is unnecessary and ineﬃcient, however we also compute e) for completeness.
Regarding d) and e) note that they could be calculated in two diﬀerent ways since both the
Whittle parametric estimator and the Gaussian semiparametric estimator could be applied
to the original data or to the ﬁrst diﬀerences of the data. We tried both possibilities and
the results were very similar. The only apparent diﬀerence is that the size is slightly better
controlled when the ﬁrst diﬀerences are employed. The reason of this diﬀerence is that for
d =1the estimators based on the levels are not consistent in their original form, see Velasco
(1999b) and Velasco and Robinson (2000). For ￿ dm, the selected bandwidth is m = n0.55,
which is suﬃcient for (8) to hold. Finally, following DGM’s suggestion for the test a) we set
d1 =0 .99 for computing the size results.
In addition to the FDF tests we also include the KS and the CvM tests considered in
Section 2 and Robinson-Tanaka’s LM test. For the KS and CvM tests we tried two types
of critical values, asymptotic and bootstrap, calculated for d1 ∈ [0.51,0.7], because in the
considered pure fractional case any value higher than 0.69 is not optimal for any possible
alternative. Since the performance with the bootstrap was slightly better, we just report
the bootstrap results. Similar to Hansen (1996), for the bootstrap approximation we replace





where the {vt} is an i.i.d. sequence of zero mean and unit variance random variables,
independent of yt, and independent in each bootstrap replication. In these experiments
300 bootstrap replications have been computed, and a uniform grid of 30 values for d1 ∈
[0.51,0.7] has been employed. Regarding the selection of vt, Hansen employs the standard







and P(vt =0 .5(1 +
√




5. This selection has been employed before
(see Mammen (1993) or Stute, González-Manteiga and Presedo-Quindimil (1998)), and it
presents the advantage that the third moment of vt is equal to 1, and hence, the ﬁrst three
moments of the bootstrap series coincide with the ﬁrst three moments of the original series.
Finally, we also tried the ExpLM test of Andrews and Ploberger (1994), but these results
are not reported since they were very similar to those of CvM.
Table 3 reports the Monte Carlo size (d =1 )and power (d<1) of the previous tests
15based on 5% asymptotic critical values for all tests except for the KS and CvM tests whose
ﬁgures are based on 5% bootstrap-based critical values. For this table and the next, the
number of replications is 10,000 for the bootstrap KS and CvM, and 100,000 for all the
other tests. Regarding the size results, notice that for all the variants of the FDF test the
empirical rejection probabilities under the null are higher than the nominal size. In partic-
ular, FDF(￿ d∗
1(￿ dm)) presents a severe size distortion for this sample size. On the contrary,
all the non-FDF tests appear to be conservative. Hence, in Table 4 we also report the ﬁg-
ures based on empirical critical values (size-adjusted power) for all tests. The main ﬁndings
from these tables are the following. First, all the FDF tests appear to be more powerful
than the non-FDF tests. Second, compared to FDF(d), FDF(d∗) fares relatively well when
the alternatives are close to the null, as could be expected. Third, comparing the diﬀerent
implementations of the FDF test, it is very interesting to see that the unfeasible version of
the FDF test proposed by DGM, FDF(d), is dominated by all the other implementations
of the FDF tests in terms of power. In particular, when d =0 .8 or 0.9, power can increase
in relative terms between 20% and 30% by using FDF(￿ d∗
1(d)) instead of FDF(d). Fourth,
regarding the tests that employ all the values of the nuisance parameters, KS and CvM, the
results are very similar with a slight advantage of KS over CvM, as it is shown in Table 3.
In this respect, note that Table 4 oﬀers a contradictory message, reﬂecting the diﬃculties of
interpretation associated to the unrealistic "size-adjusted" ﬁgures.
These ﬁndings are based on a very simple DGP. Monte Carlo experiments using alternate
parent distributions can be additionally informative. However, two preliminary conclusions
arise from this ﬁnite sample evidence. First, the FDF(d∗) test may be a very sensible option
in practical applications since it performs fairly well in ﬁnite samples and has the advantage
of being very simple to implement. Second, if a consistent estimator for d is available, more
power in ﬁnite samples can be achieved by using alternative versions of the FDF test.
4 Conclusions
Similar to the Dickey-Fuller test, the FDF correlation test is likely to become very popular
among applied researchers. However, the implementation of the FDF test proposed by DGM
is not supported by any statistical principle or optimality criterion and, apart from not being
theoretically optimal, it leads to a loss of power in ﬁnite samples. DGM obtained the basic
asymptotic properties of their arbitrary and complicated implementations of the FDF test
statistics, but they did not provide any formal justiﬁcation of their test procedures. In
16particular, they did not address many interesting issues, such as the interpretation of the
nuisance parameter d1, the optimal implementation of the FDF test, the consistency of
the FDF test for local alternatives for any d1 ≥ 0.5, and the possible use of d1 based on
semiparametric estimators of d.
In this article we have analyzed the FDF test with a model where a nuisance or auxiliary
parameter, d1, is not identiﬁed under the null hypothesis. By using this framework, we have
been able to provide rationale to some implementations of the FDF tests. In particular,
we have shown that the input value d1 that needs to be used in the test should not be
interpreted as "the true value of d under the alternative hypothesis" as DGM do, but rather
as an auxiliary parameter that maximizes the power of the FDF test. Contrary to DGM who
arbitrarily selected d1, we have addressed the issue of optimally selecting the value of d1. In
a local alternative framework, we have proved that the FDF test is consistent against local
alternatives for any d1 ≥ 0.5, and most importantly, we have derived an optimal selection
for this auxiliary parameter. In addition, we have compared this optimal FDF test with
Robinson-Tanaka’s optimal test. In the pure fractional framework, we have shown that,
even in the composite alternative case, there is no need to estimate d, contrary to what
DGM state. Hence, in this context, the FDF test should not be considered as a Wald type
test on d, as DGM do. In the context of ﬁxed alternatives, we have deﬁned the true optimal
d1 using a criterion based on the population squared correlation between the dependent and
independent variables of regression (1). In this framework, we have derived optimal tests
that are consistent against alternatives that converge to the null at the parametric rate, and
where d1 can be based on semiparametric estimators of d.
We stress that we have just analyzed the case where the DGP is a pure fractionally
integrated process and where the employed test is the FDF test. Similarly to DGM, in
practical applications it is important to allow for more complicated DGP’s where the errors εt
may be weakly serially correlated. In this situation, we could follow DGM’s recommendation
and apply the augmented FDF test. Following the arguments in DGM and our Theorem 2,
it is straightforward to show that in the augmented FDF regression model, the asymptotic
null distribution of the t ratio statistic associated to the coeﬃcient of the regressor ∆d1yt−1
is still the standard normal, but the asymptotic covariance function of the t(d1) process is
more complicated, reﬂecting the short run properties of ∆d1yt−1. In particular, the covariance































i (d1 − 1)2 and the ﬁlter πA
i (d1 − 1) is deﬁned by the convolution of
the fractional ﬁlter πi(d1 − 1) and the ﬁlter ψi
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reﬂect the short run properties of ∆dyt, that is, ∆dyt =
￿∞
j=0ψjεt−j,
so that the pure fractional model is recovered when ψ0 =1and ψi =0for all i  =0 .I n a













i (d1 − 1)
i +1
.
The optimal d1 in this case is obtained by maximizing hA(d1) which depends on the whole
sequence ψi through πA
i . Hence, in this general case, the true optimal d1 is going to be
diﬀerent to the true optimal d1 for the pure fractional case. Though it would be possible
to estimate the true d1 by using parametric and semiparametric estimates for the true d
and the ψi, this procedure would be rather complicated in practice, so we believe that the
simplest and most natural testing procedures would be the KS or CvM tests with bootstrap
based critical values. However, a careful analysis of the general case is beyond the scope of
the current article.
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18d1 \ d 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 1 0 01 0 01 0 01 0 0 1 0 0 9 1 . 76 7 . 23 7 . 21 5 . 95 . 3 4
0.1 1 0 01 0 01 0 01 0 0 1 0 0 9 8 . 18 1 . 84 8 . 21 9 . 35 . 3 8
0.2 1 0 01 0 01 0 01 0 0 1 0 0 9 9 . 79 1 . 95 9 . 72 3 . 15 . 5 5
0.3 100 100 100 100 100 100 96.3 68.3 26.1 5.53
0.4 100 100 100 100 100 100 97.8 74.1 29.0 5.53
0.5 1 0 01 0 01 0 01 0 0 1 0 0 9 9 . 99 8 . 17 8 . 43 3 . 36 . 3 1
0.6 1 0 01 0 01 0 01 0 0 1 0 0 9 9 . 79 6 . 47 5 . 43 2 . 55 . 9 1
0.7 100 100 100 100 99.9 99.1 93.5 70.2 30.0 5.51
0.8 100 100 100 100 99.7 97.7 89.4 64.1 27.3 5.37
0.9 1 0 01 0 01 0 09 9 . 89 9 . 09 5 . 68 3 . 65 7 . 82 4 . 55 . 2 7
Table 1. Monte Carlo size (d =1 )and power (d<1) of the FDF t(d1) tests: Percentage of
rejections based on 5% asymptotic critical value. Series follow a FI(d) with Gaussian errors.
Sample size is 100. Number of replications is 30,000.
d1 \ d 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0 100 100 100 100 99.4 91.1 66.1 36.2 15.2
0.1 100 100 100 100 100 97.9 80.9 46.8 18.5
0.2 100 100 100 100 100 99.7 90.9 57.2 21.5
0.3 100 100 100 100 100 99.9 95.8 66.2 24.5
0.4 100 100 100 100 100 99.9 97.3 72.0 27.1
0.5 100 100 100 100 100 99.9 97.1 74.3 29.1
0.6 100 100 100 100 100 99.6 95.7 72.8 29.6
0.7 100 100 100 100 99.9 99.0 92.9 68.2 28.1
0.8 100 100 100 100 99.6 97.6 88.6 62.5 26.0
0.9 1 0 01 0 01 0 09 9 . 89 8 . 99 5 . 48 2 . 95 6 . 82 3 . 7
Table 2. Monte Carlo power of the FDF t(d1) tests: Percentage of rejections based on
5% empirical critical values. Series follow a FI(d) with Gaussian errors. Sample size is 100.
Number of replications is 30,000.
19d 0.5 0.6 0.7 0.8 0.9 1
FDF(d) 100 99.7 93.7 64.1 25.1 5.37
FDF(d∗) 99.9 99.3 94.0 71.1 30.6 5.59
FDF(￿ d∗
1(d)) 100 100 98.2 77.6 32.2 5.57
FDF(￿ d∗
1(￿ dn)) 100 99.5 94.8 71.8 30.6 5.65
FDF(￿ d∗
1(￿ dm)) 99.8 99.8 97.0 76.5 34.3 6.93
KS 100 99.0 90.7 58.6 19.3 4.70
CvM 99.8 98.5 89.4 58.3 19.3 4.42
LM 99.9 99.0 91.2 62.9 24.5 4.64
Table 3. Monte Carlo size (d =1 )and power (d<1) of the FDF tests with several selec-
tions for d1, the KS, the CvM and LM test: Percentage of rejections based on 5% asymptotic
critical values for LM and all FDF tests and bootstrap-based critical values for KS and CvM.
Series follow a FI(d) with Gaussian errors. Sample size is 100. The number of replications
is 10,000 for KS and CvM and 100,000 for all the other tests.
d 0.5 0.6 0.7 0.8 0.9
FDF(d) 100 99.7 93.4 63.5 24.4
FDF(d∗) 99.9 99.1 93.2 68.9 28.4
FDF(￿ d∗
1(d)) 100 100 97.8 75.5 30.0
FDF(￿ d∗
1(￿ dn)) 100 99.4 94.1 69.6 28.5
FDF(￿ d∗
1(￿ dm)) 99.8 99.6 95.2 70.4 28.1
KS 99.9 99.5 93.1 62.4 21.2
CvM 99.9 99.2 92.4 63.4 21.8
LM 99.9 99.1 91.9 64.5 25.7
Table 4. Monte Carlo power of the FDF tests with several selections for d1, the KS, the
CvM and LM test: Percentage of rejections based on 5% empirical critical values. Series
follow a FI(d) with Gaussian errors. Sample size is 100. The number of replications is 10,000.









Figure 1. Asymptotic eﬃciency of the FDF and LM tests: plots of h(d1),h (1) = 1 and
￿
π2/6. The point (1,1) corresponds to DGM proposal.









Figure 2. Asymptotic eﬃciency of the FDF and LM tests: plots of h(d1),h (1) = 1 and
￿
π2/6.










Figure 3. The weights ωRT
j (bold solid line) and ωj(d1) for d1 = d∗ (thin solid line),
d1 =0 .8 (dotted line) and d1 =0 .6 (circled dotted line).










Figure 4. Plots of the points (d,d∗
1(d)), and the lines d1 = ￿ d∗
1(d) and d1 = d∗ ≡ 0.69.
245A p p e n d i x
For simplicity, in this appendix we assume that the variance of εt is one.
Proof of Theorem 1. We begin by introducing some notation. Let
∆yt =∆




where θT := −δT−1/2, and π1(−θT)=θT, π2(−θT)=0 .5θT(1 + θT) ≈− 0.5δT−1/2,a n di n
general πj(−θT) ≈− j−1δT−1/2, where the symbol ≈ means that as the sample size tends to
inﬁnity the ratio of the LHS and the RHS tends to one. Also,
∆
d1yt−1 =∆




where ηT =1− d1 − δT−1/2,s ot h a tπ1(−ηT)=ηT ≈ 1 − d1, π2(−ηT)=0 .5ηT(1 + ηT) ≈
0.5(1 − d1)(2 − d1) and so on.



















































i is the ﬁrst derivative of πi and θ
∗ is some point between 0 and θT. Note that
|π 
i(−θ
∗)|≤Ci −1logi by Lemma 1 of Delgado and Velasco (2003). Since (10) is Op(1) as
it is showed next, it is straightforward to show that (11) is op(1).








































































































The last two terms, (14) and (15), in the previous expression are op(1) using similar












































































because 1 − d1 < 0.5. Hence, QT(d1) →d N(−δK(d1),
￿∞
i=0πi(d1 − 1)2).
Second, consider the denominator of t(d1) scaled by T−1/2. It is straightforward to show
that ￿ S2
T(d1) →p 1, and, given the above expression for ∆d1yt−1,b yal a wo fl a r g en u m b e r si t





































Proof of Theorem 2. First, we consider the numerator of t(d1) scaled by T−1/2.W ew a n t
to show that for d1 ∈ D1
QT(d1) ⇒ Q(d1) − δ/d1,














The ﬁnite dimensional distributions of each of the terms in which we decomposed QT,( 1 2 )
to (15), have been analyzed in Theorem 1. Thus, it only remains to check their tightness.
We start by analyzing in detail the second component of QT(d1). Using the Cramer-Wold
device, (13) converges in distribution for each ﬁnite set J of values of d1 to N(0,V(J)),
where Vab(J)=CQ(da
1,d b
1). Now, deﬁne Xt(d1)=εtεt−1 +
￿t−2
i=1πi(−ηT)εtεt−1−i. In order to






































































i=1(i +1 ) −1πi−1(−ηT)ε2
t−i−1. The ﬁrst term of QT(d1), (12),































|E [Zt(d1)] + K(d1)| = o(1).
The last two components of QT(d1), (14) and (15), are also op(1) uniformly in d1 ∈ D1,
using similar arguments and the proof of Theorem 4 in DGM.



























Finally, the theorem follows by the Continuous Mapping Theorem.
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