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本研究では条件付き確率場（CRF）による系列分類および系列ラベリングを扱う．系列
に状態を仮定することで，条件付き確率場を系列分類に適用する．本研究では系列の特性
を考慮し，エピソードと呼ばれるイベント列を素性に用いる．CRFの素性と順序マイニン
グを対応付けるために，エピソードで系列を書き換える手法を提案する．次に，CRFの学
習をサンプリングによって近似的に行う手法を提案する．CRFの学習では正規化項や周辺
確率の計算が必要になる．これらの計算は全てのラベル列についての足し合わせを行うた
め計算量が極めて大きい．動的計画法に基づく計算法が知られているが，ラベル列のマル
コフ性を仮定する必要がある．また，動的計画法を用いてもモデルの次数に対し指数関数
的に計算量が大きくなる．したがって教師データからサンプルを発生させ，正規化項や周
辺確率を近似的に求めることで，次数によらない計算量で学習を行う．
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1. 問題の背景
情報機器や通信サービスの発達により日々大量のデータが
収集，蓄積され活用が求められている．株価チャートやゲノ
ム情報，テキストなど多くのデータは系列とみなせる．本研
究では順序マイニングによる系列分類およびサンプリングを
用いた系列ラベリングを扱う．系列分類は遺伝情報の解析や
ネットワークの侵入検知など幅広い分野で応用を持つ．主に
系列間距離に基づく手法や素性ベクトルに基づく手法，モデ
ルに基づく手法などが用いられている．しかしこれらの手法
は系列のみからクラスを決定しているため各要素に対応する
状態を分類に用いることができない．本研究では系列の構成
にあたるものを要素に対応する状態の列と捉え，その情報を
分類に用いる．モデルが分類の手がかりとする素性には系列
の頻出部分列（エピソード）を用いる．これは，エピソード
には離れた要素の出現を捉えられる利点があることによる．
順序マイニングの手法（エピソードマイニング）により，エ
ピソードは高速に抽出できる．
一方，系列ラベリングでは系列全体ではなく各要素にラベ
ルを付与する．タンパク質のコーディング領域の決定，品詞
タグ付け，固有表現抽出などに活用されている．例えばテキ
スト分類の前処理として形態素解析を行い，分類に単語の品
詞情報を用いることができる．このように系列ラベリングに
より付与されたラベルはその後の利用に役立てることができ，
分類と並んで重要性が高い．代表的手法である CRFは学習
において全ラベル列候補についての足し合わせを必要とする．
この全ラベル列についての足し合わせを積分計算とみなし，
モンテカルロ法により近似を行う手法を提案する．提案手法
により，ラベル数の数百，数千乗通りのスコアの総和を，サ
ンプリングしたM 個の代表点のスコアから近似できる．
2. 扱う問題
(1) 順序マイニングを用いた系列分類
系列は順序を持った記号の並びW = 〈w1, w2, . . . , wT 〉と
する．各記号wtは対応する状態 stを持つとする．状態 stの
並び S = 〈s1, s2, . . . , sT 〉を状態列と呼ぶ．本研究ではクラ
ス毎に状態遷移モデルM = {mc1 ,mc2 , . . . ,mcn}を構築す
る．状態遷移を扱えるモデルとして，条件付き確率場（CRF）
を分類に用いる．
CRFなど最大エントロピーモデルの構築では，素性選択
が大きな影響を与える．人手による素性記述は分野に依存し
た経験を必要とし，アノテータの個人差が生じる．系列は順
序を持つため，順序の差異を反映できる素性が望ましい．し
たがってエピソードと呼ばれる頻出部分列に着目する．エピ
ソードは，系列中にある窓幅内で出現するイベントの部分系
列である．エピソードは Nグラムと異なり一定の幅（窓幅）
内であれば要素間にギャップを許す．このため離れた要素も
考慮でき，Nグラムより表現力が高い利点がある．順序マイ
ニングの手法（エピソードマイニング）により，エピソード
は高速に抽出できる．
(2) モンテカルロ法による条件付き確率場の効率的な
学習
条件付き確率場の学習および推論にあたっては，正規化項
や周辺確率の計算が必要になる．これらの計算は全てのラベ
ル列についての足し合わせを行うため計算量が極めて大きい．
動的計画法に基づく効率的な計算法が知られているが，ラベ
ル列のマルコフ性を仮定する必要がある．また，動的計画法
を用いてもマルコフ性の次数に対して指数関数的に計算量が
大きくなる問題がある．したがって本研究では教師データか
らサンプルを発生させ，正規化項や周辺確率を近似的に求め
ることで学習および推論を行う．
3. 結果
系列分類実験として，文書分類を素性セットが異なる LC-
CRFモデルで行い比較する．ベースライン手法はユニグラ
ム系列にバイグラム素性を適用する通常のバイグラムモデル
とする．提案手法は系列をエピソードで書き換え，ユニグラ
ム素性を適用するモデルとする．本実験ではニュースコーパ
スデータを用いて順序マイニングを行う．頻出エピソードで
学習用データおよびテストデータを書き換える．系列の各値
は単語とし，各値が持つ状態は固有表現タグとする．系列分
類結果の評価は再現率と精度の調和平均である F 値，およ
び正解率で行う．実験結果を (1)に示す．
表 1系列分類における再現率，精度，F値および正解率
提案手法 バイグラム バイグラム
(episode) (頻度 4以上) (頻度 6以上)
再現率 1.000 0.952 0.939
精度 0.867 0.667 0.660
F1 0.929 0.784 0.775
再現率 0.968 0.894 0.877
精度 0.973 0.923 0.915
F1 0.970 0.908 0.895
再現率 0.983 0.929 0.928
精度 0.958 0.902 0.892
F1 0.970 0.915 0.910
再現率 0.773 0.575 0.561
精度 0.984 0.899 0.900
F1 0.866 0.702 0.691
正解率 0.956 0.879 0.871
表 (1) で最も高い F 値を与えている CCAT クラスでは，
ベースライン手法（頻度 4以上）で F値 0.915に対し，提案
手法では 0.970と 5.5%上回っている．頻度 6以上のベース
ライン手法（F値 0.910）に対しては 6%の向上が見られる．
最も低い F値を与えている ECATクラスにおいても，ベー
スライン手法（頻度 4以上）で F値 0.702, ベースライン手
法（頻度 6以上）で F値 0.691に対し，提案手法では F値
0.866と 16%以上高い．ベースライン手法（頻度 6以上）の
各指標は頻度 4以上のものに比べ 0.1%から 2%ほど低く，準
じた結果となっている．正解率では，提案手法が 0.956，ベー
スライン手法（頻度 4以上）が 0.879と 7.7%の向上が見ら
れる．F値および正解率の向上から，提案手法は系列分類を
うまく行えている．
次に，サンプリングにより CRFの学習が行えることを示
すため，CoNLL2000 Shared Taskのチャンキング用コーパ
スを用いた系列ラベリングを行う．コーパス中の各事例は単
文であり，単語，品詞タグ，チャンクタグからなる．チャン
クタグは名詞句（NP），動詞句（VP）などからなり，先頭
とそれ以外を区別する接頭辞が付いている．この実験では
コーパス中の品詞タグは用いず，単語からチャンクタグを付
与する CRFモデルを学習する．ベースラインは正規化項お
よび素性の期待出現回数の計算に動的計画法を用いる通常の
CRFである．提案手法は後述する逆関数法によりサンプル
を発生させ，正規化項と素性の期待出現回数をサンプルの標
本平均から計算する．なお，両手法ともに同様の素性セット
および学習データを用いる．評価項目は各単語ごとのラベル
の正解率，および学習に要した時間とする．結果を表 (2)に
表 2 系列ラベリングの正解率および学習時間
正解率 実行時間 (秒)
ベースライン 0.6984 124
提案手法 0.7188 4205
示す．ベースラインの正解率が 0.6984, 提案手法の正解率が
0.7188と 2%程度提案手法が高い正解率を示している．学習
時間はベースラインで 124 秒，提案手法で 4205 秒となり，
提案手法はベースラインの約 34倍の時間を要している．提
案手法におけるサンプル発生時間は 10秒である．学習時間
が大きかった理由として，モデルの次数が小さかった点が挙
げられる．今回の実験では両モデルともに次数 1であり，直
前のラベルのみを参照している．両手法で共通する計算を除
くと，動的計画法では 1回のスコア計算に |Y|(n+1)回の足し
合わせを行っている．今回使用したコーパスは |Y| = 14で
あるので，|Y|(n+1) = 142 程度の計算回数となっている．提
案手法はラベル種類数 |Y|や次数 nに左右されないものの，
常にサンプル数M だけの計算が生じる．今回M = 1000件
のサンプルを使用したため，動的計画法に比べ計算量が大き
くなったと考えられる．
4. 結論
本研究では順序マイニングを系列分類に用いる手法，およ
びサンプリングによる条件付き確率場の学習法を提案した．
順序マイニングによって獲得した頻出エピソードを系列分類
に用いるために，確信度に基づく書き換えを行いエピソー
ド出現と素性出現を対応付けた．系列分類実験では正解率
95.6%と，同程度の素性数のバイグラム素性の場合 (87.9%,
87.1%)に比べて正解率が約 7%向上した．
次に，条件付き確率場の正規化項と素性の期待出現回数を
モンテカルロ法により近似し，学習が行えることを示した．
学習時間の比較から，次数 nが小さい場合は動的計画法に比
べ数十倍の時間を要することが明らかになった．チャンキン
グ用コーパスを用いた実験では通常の動的計画法より約 2%
高い正解率を示した．
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