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1. Einleitung
Die Diagnose ist jedem von uns aus dem medizinischen Bereich bekannt. Sie stützt sich
auf Symptome. Symptome sind sensitive Größen hinsichtlich bestimmter Defekte, Abwei-
chungen vom “Normalen”. Sie müssen demzufolge bestimmte Eigenschaften aufweisen,
und sie müssen Informationen zum Schaden liefern. Die medizinische Diagnose basiert
auf Beobachtungen und auf Labor-Werten. Die Labor-Werte führen im Vergleich mit An-
haltswerten zu bestimmten Feststellungen und zur Bewertung, was schließlich zu Hand-
lungen von Arzt und Patient führt. Hippokrates hat ungefähr 400 vor der Zeitrechnung
bereits ausgeführt, daß man alle Symptome aufmerksam beobachten und registrieren soll,
jedoch die Krankheit selbst ist unerreichbar [1]. Als System wollen wir allgemein ein
Objekt in seiner Umgebung verstehen. Ein Prozeß ist durch die Ein- und Ausgangsgrößen
definiert. Faßt man die Krankheit als Prozeß und damit als Teil eines Systems (hier des
Kranken in seiner Umgebung)auf, so kann man mit anderen Worten [3] sagen: Eine voll-
ständige Systembeschreibung (ausgedrückt durch eine Menge S) existiert nicht. Wenn
überhaupt, dann ist eine zweckgebundene Systembeschreibung, und damit eine einge-
schränkte Beschreibung sinnvoll (S|R Ì S, das ist die Menge bedingt durch den Zweck R ).
Abhängig vom Ziel innerhalb des zu lösenden Problems genügen wiederum eingeschränk-
te und u.U. vereinfachte und evtl.zusammengefaßte Informationen: dieses ist das Modell
(M ˝ F (S|R) mit F einem vorgegebenen Operator: homomorphe Abbildung). Da das
Modell wiederum aufgabenabhängig ist, womit bestimmte biologische oder physikalische
Attribute von M für die Aufgabenstellung (bezeichnet durch G) uninteressant sind, genü-
gen auch hier wieder Teilmengen (M |G Ì M) zur Lösung der Aufgabe.
Man versucht demzufolge bei der Diagnose aufgrund von Symptomen und Labor-
Werten, also von Teilinformationen über den (System-) Zustand auf das System selbst und/
oder auf Systemänderungen zu schließen: Mathematisch liegt ein inverses Problem vor.
Beispiele aus dem medizinischen Bereich sind in [2] zu finden. Das folgende Beispiel aus
der Dynamik soll weitere Schwierigkeiten andeuten.
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 Beispiel: Gegeben ist die Gleichung im Frequenzraum mit der dynamischen Steifigkeits-
matrix S(w), w der Frequenz, U(w) der Antwort des Systems auf die Kraft P(w),
S (w)U (w) = P (w)
wobei die Größen miteinander verknüpfbare Matrizen und Vektoren sind. Es sei T eine




TS(w) U(w) = TP(w) = P(w)
            
    
S ´(w)
Verschiedene Systeme, hier ausgedrückt durch die dynamischen Steifigkeiten S(w)und
 S´(w), liefern für eine vorgegebene Kraft gleiche Antworten.
Ausgehend von einer Operatorgleichung (A : X fi Y mit vorgegebenen Räumen X, Y)
Ax = y,  (1)
worunter im einfachsten Fall ein algebraisches lineares Gleichungssystem zu verstehen ist,
bezeichnen wir die Gl. (1) als [3]
direktes Problem gegeben A, x gesucht y,
inverses Problem 1.Art. :gegeben A, y gesucht x,          (2)
inverses Problem 2.Art. :gegeben Prozeßdaten {x}, {y} gesucht A.
Das inverse Problem 1. Art bedeutet bei einem algebraischen linearen Gleichungs-
system, die Lösung x zu finden. Aus der Erfahrung wissen wir um die Schwierigkeiten
hierbei. Das inverse Problem 2. Art zu lösen heißt, aus Prozeßdaten den Systemoperator zu
bestimmen, was schwieriger ist als das Problem 1. Art zu lösen.
Inverse Probleme nennt man nach Hadamard schlecht gestellt, wenn entweder
- keine Lösung existiert (die zugehörige Inverse ist unstetig),
- sie nicht eindeutig oder/und
- sie instabil ist.
Ortsdiskrete Systeme sind häufig schlecht konditioniert, da die Inverse A-1 zwar stetig
ist, aber die Konditionszahl
cond (A):=A-1 · A 4 1
ist.
Neben den Eigenschaften der Lösungen selbst unterscheiden wir noch gut und schlecht
gestellte Problemformulierungen. Ein Beispiel mag dieses verdeutlichen.
Beispiel: In einem statischen Versuch soll mittels einer diskreten Formulierung an einem
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In der Steifigkeitsformulierung erhält man die Steifigkeitsmatrix K aus der Gl.
KU = P zu K = PU-1,
vorausgesetzt, daß die Matrizen verknüpfbar sind. In der Nachgiebigkeitsformulierung
erhält man entsprechend:
GP =U,      G = UP-1.
Die Kräfte in der Matrix P können so gewählt werden, daß P gut konditioniert ist, und
die Inverse (theoretisch) relativ genau gebildet werden kann. In der Steifigkeitsformulierung
ist jedoch die Antwortmatrix U zu invertieren, die die kaum zu beeinflussenden System-
eigenschaften enthält und demzufolge durchaus fast singulär sein kann, d.h. schlecht kon-
ditioniert ist. Folglich ist die Ermittlung der Nachgiebigkeitsmatrix eine gut gestellte Problem-
formulierung im Gegensatz zu der Steifigkeitsformulierung.
Bei der Lösung inverser Probleme kommen noch die Probleme der Meßtechnik (Beob-
achtung) hinzu (systematische und irreguläre Fehler), Probleme der Auswerteverfahren
einschließlich Algorithmen (die Algorithmen sollen die Fehler nicht noch verstärken, sie
vermögen aber nicht das Problem zu verbessern) und die der Interpretation. Letzteres wird
hier nicht behandelt, womit auch der menschliche Faktor außer Betracht bleibt.
Zusammenfassend sind die Modellformulierungen mit den zugehörigen Lösungs-
eigenschaften zu beachten, hinzu kommen noch die Modellunsicherheiten, die selbst noch
zu modellieren sind, die Meßunsicherheiten, die ebenfalls einer Modellierung zu ihrer
Erfassung und Minimierung bedürfen. Schließlich ist die Unvollständigkeit der Messun-
gen zu berücksichtigen. Die Messungen enthalten oft nicht die erforderliche Information,
um das inverse Problem zu lösen. Abhilfe schafft hier nur, Zusatzinformationen für die
Lösung zu beschaffen und zu verwenden: Regularisierung, d.h. Änderung des mathemati-
schen Operators durch Zusatzinformation.
Die Diagnose technischer Systeme zielt auf eine Bestimmung von Systemmodifikationen
ab: Lösung eines inversen Problems 2. Art. Sie kann symptom- oder modellgestützt erfol-
gen. Ausgangspunkt ist in jedem Fall ein holistisches mathematisches Modell, das neben
der Kurzzeitdynamik auch die Systemevolution (Langzeitdynamik) enthält. Schäden wer-
den hier als Modifikationen der physikalischen Modellparameter definiert.
Die modellgestützte Diagnose wird anhand eines Beispiels (Norderelb-Brücke) einlei-
tend illustriert. Das Referenzmodell besteht aus einem angepaßten (an  den gewünschten
Zustand) Rechenmodell, das verifiziert, validiert und gebrauchsfähig sein muß. D.h. für
das Beispiel, daß ein Finites Element- (FE-) Modell mittels realer Messungen an den
Referenzzustand (hier Istzustand) angepaßt ist. Ein zweites Rechenmodell wird durch die
Anpassung des Referenzmodells an den geschädigten Zustand erhalten. Der geschädigte
Zustand wurde in dem Beispiel rechnerisch simuliert. Dieses den geschädigten Zustand
wiedergebende Rechenmodell dient im Vergleich mit dem Referenzmodell der
Schadensdetektion, -lokalisierung und -bewertung. Das Vorgehen wird dann allgemein
vorgestellt, das Werkszeug hierzu wird diskutiert, und es werden offene Probleme der
modellgestützten Diagnose angesprochen.
Die symptomgestützte Diagnose wird danach kurz erläutert. Sie gipfelt in einer symptom-
basierten Zuverlässigkeitsaussage über das System. Anschließend wird das Ergodentheorem
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für die Diagnose in den Fällen herangezogen, in denen wie bspw. im Bauwesen keine
Stichprobe von mehreren Systemen vorliegt.
2. Holistische Modelle
Holistische Modelle enthalten die Systemevolution. Sie mag in einer zeitabhängigen
Massenvergrößerung bspw. durch Ablagerungen oder in einer Steifigkeitsreduktion z.B.
durch Rißbildung bestehen. Demzufolge ist das zugehörige ortsdiskrete aber zeitkonti-
nuierliche Modell zeitvariant:
M(t)ü(t) + C(t)u. (t) + K(t)u(t) = p(t),                                  (3)
mit
t  der Zeitkoordinate,
M der quadratischen Trägheitsmatrix der Ordnung n,
C der quadratischen Dämpfungsmatrix der Ordnung n der als viskos angenommenen
Dämpfungskräfte,
K der quadratischen Steifigkeitsmatrix, ebenfalls der Ordnung n und
u(t) dem Verschiebungsvektor mit n Komponenten und mit
p(t)  dem Vektor der äußeren Kräfte mit n Komponenten.
Punkte über den Größen bedeuten Differentiation nach der Zeit. Die Systemevolution,
ausgedrückt durch die Zeitabhängigkeit der physikalischen Modellparameter, verläuft in-
nerhalb der Lebensdauer des Systems sehr langsam im Vergleich zur Momentandynamik:
die Skalen von Systemänderung und Systemdynamik sind verschieden. Es wird deshalb
eine langsame Zeitkoordinate q (Lebenszeitkoordinate, kurz Lebenszeit1) für die System-
Abb. 1: Holistische Systemdynamik
1 nicht zu verwechseln mit der Lebensdauer des Systems
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evolution und eine schnelle Zeitkoordinate t für die Systemdynamik eingeführt. Diese
Skalierung ist in Abbildung 1 dargestellt. Für eine vorgegebene Lebenszeit qu wird ein
Intervall um qu angenommen, in dem die physikalischen Modellparameter als konstant
angenommen werden können:
Mu: Muüu(t) + Cuu.u(t) + Kuuu(t) = p(t),                                (4)
Der Index u symbolisiert das Lebenszeitintervall um die vorgegebene Zeit qu < qb, für
das die Bewegungsgleichung zeitinvariant angenommen wird, qb kennzeichnet die Le-
bensdauer des Systems.
Die mathematischen Vorgehensweisen zur holistischen Modellformulierung sind [5]:
- Zeitskalierung wie oben beschrieben,
- Taylorentwicklung der Gesamtenergie und Zeitskalierung:
       ¶E            t     ¶2E            t2
E(qu,t) = E (qu) + ¾  |q=qu— + —– xq=qu  ¾   +... = E (qu) + Eu(t).       (5)
       
¶q           1!  ¶q2             2!
                                                          
Eu(t)
Die Gesamtenergie läßt sich in einen evolutionären Anteil und in den Anteil der momenta-
nen Systemdynamik zerlegen.
- Zustandsbeschreibung:
u.(t) = F(a,x,t) + f(t),                                                (6)
a.(t) = eG(a,x,t), e > 0, e/1.
Der Vektor a enthält hier die zeitveränderlichen Modellparameter.
- Hilberttransformation unter Anwendung des Theorems der Frequenztrennung. Die
Spektralinhalte der Systemevolution und der Momentandynamik sind verschieden, vor-
ausgesetzt werden sich nicht überschneidende Frequenzintervalle.
3. Modellgestützte Diagnose
Die modellgestützte Diagnose wird zunächst an einem Beispiel illustriert, das [6] ent-
nommen ist.
3.1 Die Norderelb-Brücke
Die Norderelb-Brücke ist eine Schrägseilbrücke mit fünf Feldern: 31, 64, 172, 64, 80 m,
insgesamt 411m Spannweite. Eine Übersicht zeigt Abbildung 2, den Querschnitt Abbil-
dung 3.
Die Eigenschwingungen der Brücke wurden einerseits mit Finiten Elementen berechnet
und andererseits mit Hilfe der experimentellen Modalanalyse identifiziert [7]. Hierzu wur-
de, da die Brücke für den Verkehr nicht gesperrt werden durfte, der fließende Verkehr als
Breitbanderregung genutzt, wohl wissend, daß speziell schwere Laster eine Wechselwir-
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kung zwischen Laster und Brücke hervorrufen. Dieser Einfluß wurde durch entsprechen-
de Mittelwertbildungen bei der Frequenzgangermittlung reduziert. Die Versuche zeigten
auch, daß die getroffene Annahme der Linearität (Eigenschwingungen des zugeordneten
ungedämpften Modells einer seilabgespannten Brücke) durch die große Vorspannung der
Seile bei den erregten kleinen Schwingwegen zutraf. Die Ergebnisse enthält Tabelle 1.
Abb.2: Übersicht
Abb. 3: Querschnitt
Tab.1: Vergleich der gerechneten mit den identifizierten Eigenschwingungsgrößen
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Die Bezeichnung der Eigenschwingungsformen als Biegung und Torsion gilt im Sinne
von überwiegend bei den vorhandenen Koppelschwingungen. Die gemessenen Eigen-
frequenzen sind Mittelwerte mit dazugehörigen mittleren Fehlern. Der größte prozentuale
Fehler der gerechneten Eigenfrequenzen ist in dem betrachtete Frequenzintervall 4,1%. Die
rechte Spalte enthält den Kosinus des Winkels zwischen gerechnetem und identifizierten
Eigenvektor. Fallen beide Vektoren zusammen, so ist dieser Wert gleich Eins (MAC steht
für Modal Assurance Criterion). Man erkennt, daß die gerechneten Eigenvektoren sehr gut
mit den identifizierten übereinstimmen. Für praktische Fälle kann  für MAC-Werte größer
als 0,8 von einer Übereinstimmung der Vektoren ausgegangen werden. Folglich war in
dem vorliegenden Fall eine Anpassung des Rechenmodells an die identifizierten Größen
unnötig. Die gemessenen Eigenschwingungsgrößen dienten als Referenzgrößen.
Da ein Schaden an der Brücke selbstverständlich nicht erzeugt werden konnte, wurde
ein Schaden im Endfeld durch Öffnen des Querschnittes im Rechenmodell erzeugt. Die
Eigenschwingungsgrößen des derart modifizierten Rechenmodells sind in Tabelle 2 den
entsprechenden Werten des Referenzmodells gegenübergestellt. Man sieht 1. eine 23 % -ige
Abminderung der Eigenfrequenz der 2. vertikalen Biegung und 2., daß die dritte und vierte
Torsion im geschädigten Zustand zusammenfallen. Die Eigenvektoren stimmen jetzt auch
nicht mehr so gut überein, wie die MAC-Werte zeigen. Die zu dem geschädigten System
gehörenden Eigenschwingungsformen sind in der Abbildung 4 wiedergegeben.  Der MAC-
Wert für die 2. Eigenschwingungsform sagt aus, daß diese Eigenschwingungsform für das
geschädigte Modell mit der des Referenzmodells praktisch übereinstimmt. Man erkennt
aus der Abbildung 4, daß die 2. Eigenschwingungsform mit der großen Abweichung in der
Eigenfrequenz gegenüber dem Referenzwert wesentliche Amplituden nur in dem Endfeld
aufweist. Also wird die Abweichung der beiden zugrundeliegenden Systeme nur im Endfeld
zu suchen sein, was mit dem simulierten Schadensort übereinstimmt: Die  Eigenschwingungs-
größen ermöglichen hier nicht nur, den Schaden zu entdecken sondern darüber hinaus auch
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seine Lokalisierung. Eigenfrequenzen zusammen mit den Eigenschwingungsformen haben
lokale Eigenschaften2.
In dem vorliegenden Fall (mit relativ großem Schaden), basierend auf den Eigen-
schwingungsgrößen eines FE-Modells und gemessenen Eigenschwingungsgrößen, die-
nen die Eigenschwingungsgrößen als Symptome. Mit anderen Worten, sie sind sensitiv in
Bezug auf den Schaden und ermöglichen (zusammen mit den Eigenschwingungsformen!)
eine Lokalisierung desselben.
3.2 Das allgemeine Vorgehen
Die Methodik der modellgestützten Diagnose ist in der Abbildung 5 wiedergegeben.
Sie wird in ihren wesentlichen Teilen kurz kommentiert. Die Systemanalyse liefert auf-
grund von a priori-Kenntnissen, das sind das mathematische Modell und die Schadensan-
nahmen, eine Schwachstellenanalyse, Sensitivitätsstudien, darauf aufbauend Symptome
für die Bauwerksüberwachung, eine Schadensklassifizierung mit zugehörigen Mustern [6]
und schließlich einen Schadenskatalog. Für das existierende System wird eine Schwach-
stelleninspektion periodisch oder auf Anforderung durchgeführt. Wird eine vorgegebene
Alarmschwelle (Anhaltswert) überschritten, setzt die meßtechnische Bauwerksüberwachung
ein, deren Ergebnis zusammen mit den Bauteiluntersuchungen etc. es erlaubt zu entschei-
den, ob eine signifikante Abweichung gegenüber den Referenzwerten vorliegt. Ist dieses
der Fall, müssen u.U. noch ergänzende Zustandsmessungen durchgeführt werden, um
dann das Referenzmodell (im allgemeinen ein Modell einer vorhergehenden Lebenszeit) an
den aktuellen Zustand anzupassen. Bestehen zwischen dem neu angepaßten und dem
Referenzmodell signifikante Unterschiede, sind diese zu analysieren. Die Analyse führt zu
einer Diagnose und Bewertung der aufgetretenen Abweichungen, die in eine Entscheidung
und ggfs. in eine Aktion mündet. Sind keine signifikanten Unterschiede zu erkennen,
gehen die Arbeitsschritte entsprechend den eingezeichneten Schleifen zurück zur Inspekti-
on/Systemüberwachung.
3.2.1 Modellanpassung an den aktuellen Systemzustand
Gesucht sind jetzt die an den gemessenen Systemzustand zum Zeitpunkt qu angepassten
Modelle Mu, s. Gl. (4), wobei im folgenden der Index v unterdrückt wird. Die Verfahren,
die die Anpassung leisten, sind die aus der Systemidentifikation bekannten Korrektur-
verfahren (model correction, updating methods) [7,9}.
Kurzer Überblick über die Anpassungsverfahren: Ist die Modellstruktur adäquat
der Systemstruktur (homomorphe Abbildung) und der Aufgabenstellung (Frequenzintervall,
Genauigkeit fi teleologisches gebrauchsfähiges Modell), dann ist die Anpassung auf eine
Korrektur der physikalischen Modellparameter reduziert. Die einzuführende Fehler-
modellierung des Rechenmodelles beschränkt sich somit auf eine Modellierung der
2 In den Eigenschwingungsformen mögen die lokalen Eigenschaften nicht direkt duch die
Schwingwege gegeben sein, sondern bspw. durch ihre Ableitungen [8].
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Parameterfehler. Vorteilhaft ist eine Subsystemzerlegung, wobei jedem Subsystem i und
damit jedem Submodell Summandenmatrizen zugeordnet sind:
 M = å  ni=1      Mi
                                                
      
  C = å  ni=1   C i                                                 (7)
                                                  K = å  ni=1   K i.
Die Parametrisierung für die Anpassung erfolgt global mit Faktoren für jede Summanden-
matrix:
           Mc = å  ni=1     aMi Mi
                                                
      
  Cc = å  ni=1      aCi  Ci                                         (8)
                                                  Kc = å  ni=1     aKi  Ki.
Wie man erkennt, können die Parametermatrizen auch elementweise angepaßt werden.
Werden systematische Fehler bei der Messung des Systemzustandes vermieden, oder er-
kannt und rechnerisch korrigiert, und werden irreguläre Meßfehler stochastisch model-
liert, dann liefern die Schätzwerte der Anpassungsparameter Schätzungen der Parameter-
matrizen. Anpassungsparameterwerte 1 lassen die betreffenden Submodelle unverändert,
während von 1 abweichende Werte die Modifikation von Submodellen anzeigen: Lokali-
sierung eines Schadens innerhalb der betroffenen Submodelle. Die Lokalisierung kann
durch eine weitere Zerlegung der betroffenen Submodelle verfeinert werden. Die weiteren
Vorteile der Subsystemzerlegung bestehen in einer Verminderung des Rechenaufwandes
und gleichzeitig in einer Regularisierung, denn die Meßinformation wird für eine reduzier-
te Anzahl von Parametern als bei der Schätzung aller Matrizenelemente verwendet [10].
Die Wahl der Subsysteme hängt von a priori-Kenntnissen über die zu erwartenden Schä-
den ab bzw. von aktuellen Beobachtungen. Die zugehörigen Summandenmatrizen müssen
(theoretisch) darüber hinaus bestimmten Bedingungen genügen [11].
Für die Parameterschätzung benötigen wir Defekte, Residuen, die die Abweichungen
zwischen den parameterabhängigen anzupassenden Größen des Rechenmodells und den
entsprechenden gemessenen Größen beschreiben. Teilweise besitzen sie lokale Eigen-
schaften. Diese Residuen können aus einem Gleichungsfehler oder aus partiellen Residuen
oder aus einer Mischung beider bestehen. Die partiellen Residuen bestehen oft aus den
Eigenwerten oder den Eigenwerten und Eigenvektoren. Interessanter für den Ingenieurbe-
reich sind jedoch Spannungen, akustische Pegel etc. Der Gleichungsfehler kann modal
oder nichtmodal sein, dieselbe Aussage besteht für die partiellen Residuen. Es kann das
gedämpfte Modell oder das zugeordnete ungedämpfte Modell herangezogen werden.
Empfohlen wird für eine Parameterschätzung die erweiterte gewichtete Fehlerquadrat-
methode
J(a) = v*(a)Gvv(a) + (a – e)TGe(a – e)                               (9)
mit
J dem Zielfunktional,  
a dem Vektor der zu schätzenden Anpassungsvektoren,
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v dem Residuenvektor,
e dem a entsprechenden Vektor der a priori-Kenntnisse, z. B. aus dem Rechenmodell,
G den positiv definiten Wichtungsmatrizen.
(.)* bezeichnet den konjugiert komplexen und transponierten Vektor, (.)T den transpo-
nierten Vektor von (.). Der erste Term des obigen Zielfunktionals entspricht der klassi-
schen gewichteten Fehlerquadratmethode, der zweite Term ist ein Strafterm, der als Zu-
satzinformation, z.B. aus der vorherigen Systemanalyse, die Lösung kontrolliert. Die er-
weiterte gewichtete Fehlerquadratmethode folgt aus der Bayesformulierung unter der An-
nahme, daß alle Zufallsvariablen (alle Unbestimmten sind Zufallsvariable, also auch die zu
schätzenden Parameter) normalverteilt sind. Durch den Zusatzterm ist diese Formulierung
als Regularisierung (s. Abschnitt 3.2.3) anzusehen.
Alternativ können natürlich auch andere Parameterschätzverfahren in verschiedenen
Räumen gewählt werden, wie z.B das Kalmanfilter [7, 12].
Erfahrungen mit Anpassungsverfahren: Wie bereits ausgeführt, sind die Anpassungs-
verfahren die aus der Systemidentifikation bekannten Korrekturverfahren. Für örtlich diskre-
te dynamische Rechenmodelle (FE-Modelle) mit Matrizenordnungen von 103 und mit <102
zu schätzenden Parameter sind unter bestimmten Bedingungen (Meßfehler, Ordnungs-
reduktion des Rechenmodells, Regularisierung etc.) brauchbare Lösungen erzielbar. We-
gen des vorliegenden inversen Problems zweiter Ordnung sind jedoch Regularisie-
rungsmethoden anzuwenden, und es ist von vornherein auf eine gut gestellte Problem-
formulierung zu achten. Die Modellstruktur muß adäquat zu der des Systems sein. In dem
vorherigen Brückenbeispiel sind die Modellstrukturen des Referenzmodells und des Mo-
dells für die geschädigte Brücke ungleich. Eine solche Tatsache muß erkannt und über eine
neue Modellbildung angepaßt werden (fi Strukturidentifikation).
Weiter ist zu berücksichtigen, daß die verwendeten dynamischen Modelle im Vergleich
zu statischen Modellen eine relativ geringe Anzahl von dynamischen Freiheitsgraden be-
sitzen und globale (energetische) Eigenschaften aufweisen, während die statischen Model-
le mit sehr vielen statischen Freiheitsgraden lokale Eigenschaften haben. Dynamische
Modelle sind demzufolge geeignet, um Schäden zu entdecken und durch die Verwendung
einer (sukzessiv vorzunehmenden) Subsystemdekomposition den Schaden zu lokalisie-
ren.  Soll der örtliche Schaden detaillierter untersucht und beschrieben werden, sind stati-
sche Submodelle mit vielen Freiheitsgraden zu verwenden. Zusätzlich können Schadens-
modelle, z. B. Rißmodelle eingeführt werden, um bspw. die Rißtiefe zu ermitteln3.
3.2.2 Diagnose
Mit dem an den interessierenden Systemzustand angepaßten Rechenmodell sollte ein
verifiziertes, validiertes und gebrauchsfähiges Rechenmodell vorliegen [3]. Ein Rechen-
modell ist verifiziert, wenn die zur Modellbildung verwendete Information (unter Beach-
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tung der benutzten Methoden, z.B. der Fehlerquadratmethode) rekonstruiert werden kann.
Ein Modell heißt validiert, wenn die Systembeschreibung und das Modell homomorph
sind [3], d.h. wenn sie dieselbe Struktur aufweisen, z.B. ausgedrückt durch das jeweilige
Eigensystem in dem interessierenden Frequenzbereich. Die Validierung geht also über die
Überprüfung von Ein- und Ausgangsgrößen (s. Verifizierung) hinaus und verlangt demzu-
folge weitere Informationen für die betrachtete Erregungsart (vergl. diesbezüglich [3],
Fußnote 8). Damit sind die Ungenauigkeiten des Rechenmodells bekannt. Da ein Rechen-
modell jedoch aufgabenorientiert ist, müssen die Fehler für die vorgesehene Aufgabe hin-
reichend klein sein: Gebrauchsfähigkeit des Modells.
Mit den gebrauchsfähigen Rechenmodellen ist die beste verfügbare Wissensbasis für
das zu verschiedenen Lebenszeitpunkten zu beurteilende System vorhanden, nämlich das
Wissen aus theoretischer und experimenteller Systemanalyse.
Bewertung und Entscheidungsfindung: Zur Bewertung wird einerseits das Rechen-
modell den Istzustand beschreibend mit seinen Parameterschätzwerten herangezogen und
andererseits das Referenzmodell. Die statistischen Fehler der Schätzwerte (einschließlich
Konfidenzintervalle) erlauben eine Aussage über die  Signifikanz der aufgetretenen Abweich-
ungen (infolge des Schadens entsprechend seiner  Definition).
Die Ursachenfindung und die Bewertung des Schadens erfolgt mit Hilfe der Analysis
und Analyse: Simulationen mit verschiedenen Lastannahmen und Vergleich der Ergebnisse
untereinander und mit zulässigen Werten oder/und Anhaltswerten (s. auch Abb. 5).
Damit sind Vorhersagen über das Systemverhalten und determinierte oder statistische
Trendaussagen möglich. Schließlich können auch Zuverlässigkeitsaussagen durchgeführt
werden.
Neuere Veröffentlichungen [13, 14] führen die Bewertung von vornherein probabilistisch
basiert durch.
3.2.3 Regularisierung der schlecht gestellten Probleme
Wie einleitend bereits erwähnt sind die ortsdiskreten Formulierungen, auf die wir uns
hier beschränken, im allgemeinen schlecht konditioniert. Numerische Algorithmen, ange-
wendet auf ein schlecht konditioniertes Problem, können die Kondition des Gleichungs-
systems nicht verbessern. Insbesondere numerische Fehler werden bei der Lösung der
inversen Probleme verstärkt. Eine Verbesserung der numerischen Probleme ermöglicht nur
eine entsprechende Änderung des mathematischen Operators durch bspw. Zusatz-
informationen [10, 16, 17]. Ein Beispiel soll die Sensitivität der Normalgleichungen auf
Fehler illustrieren.
Beispiel: Gegeben sei das algebraische lineare Gleichungssytem
3 3 – d – 1
  x = , |d| <1
4 4 + d 1
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mit der Lösung
Die Normalgleichungen lauten
Die Lösung der Normalgleichungen mit endlicher Arithmetik berechnet (d2 = 0) lautet
Diese Lösung ist unbrauchbar. Mit der QR-Methode und Q als Householder Transforma-
tion konstruiert,
mit der Lösung bei endlicher Arithmetik (d2 = 0)
xQR = xexakt.
Die endliche Arithmetik wirkt hier als Regularisierungsmethode, da sie den Operator
verändert.
Im Zusammenhang mit der Lösung inverser Probleme sei hier die Sensitivität bezüglich
der Meßfehler zur Regularisierung kurz diskutiert [18]. Dem inversen Problem möge die
lineare algebraische Gleichung
Aa = g
zugrundeliegen. Die Tikhonov-Phillips Regularisierung führt auf das Zielfunktional
J¡ (a) = |Aa – g|2G + ¡2|Ba|22                                  (10)
mit der regularisierten Lösung a¡ aus dem Gleichungssystem




1/d   .
5 5+d / 5 1 /5
xQR =0 –7 d / 5 –7 /5
25 25+d  1
 x+ =25+d 25+2d+2d2  1+2d .
49/d+2
x+fina = „ xexakt.
– 4 9 / d
1 3 4Q = fi Dreieckssystem,5 4 – 3
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Man wählt jetzt B*B = W-1 mit
     
 1
                                 W := 
N – 1 å
N
k=1
diag [âdk – â) (âdk – â)T]                          (12)
mit
âdk Parameterschätzwerte des mit zusätzlichem mittelwertfreiem gleichverteilten Rau
schen gestörten Meßdaten
â Lösung des schlecht konditionierten ursprünglichen Problems.
g ist der Regularisierungsparameter (mehr oder weniger frei wählbar oder mitgeschätzt).
Die Zusatzwichtung (12) betont Meßwerte mit kleinen Meßfehlern stärker als solche mit
großen Fehlern in einem Strafterm. Die Auswirkung dieser Regularisierung zeigt die Ab-
bildung 6 für ein Beispiel. Auf der Abszisse sind (diskret) die Elemente der physikalischen
Parametermatrizen aufgetragen, die Ordinate gibt einen normierten Fehlerindex wieder.
Die ausgezogenen Linien (anstelle von Balken oder vertikalen Linien) entsprechen der
exakten Lösung (Fehler der Parameterwerte), die punktierte Kurve folgt aus der Aus-
gleichsrechnung (Fehlerquadratmethode), die gestrichelte Linie ergibt sich aus der
regularisierten Lösung. Man sieht, daß die Fehlerquadratmethode eine unbrauchbare Lö-
sung liefert, die regularisierte Lösung die Fehler erkennt, aber ihre Größe nicht richtig
wiedergibt.
Abb. 6: Fehlerindex aus verschiedenen Ansätzen der Fehlerquadratmethode
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3.2.4 Zusammenfassung
Gemäß dem Thema wird eine Zusammenfassung der mit der modellgestützten Diagnose
auftretenden Probleme gegeben.
1. Für das a priori-Rechenmodell muß eine Fehlermodellierung durchgeführt werden.
Die Anpassung von Rechenmodellen an Meßwerte führt auf inverse Probleme, die
im allgemeinen schlecht gestellt sind. Schon bei der Problemformulierung sollte auf
ihre Gutgestelltheit geachtet werden. Empfohlen wird eine Subsystemmodellierung
und die Einführung von globalen Korrekturfaktoren für die zugehörigen physikali-
schen Parametermatrizen. Die Wahl der Subsysteme (fi Parameterwahl) erfolgt auf-
grund von Sensitivitäten und anhand von a priori-Kenntnissen über die Unsicherhei-
ten des Rechenmodells bzw. anhand von Schadenskenntnissen. Die Parametermatrizen
der Submodelle müssen jedoch bestimmten Bedingungen genügen. Diese Fehler-
modellierung setzt voraus, daß die Modellstruktur dem System und der Aufgabe
angepaßt ist. Notfalls muß b ei einem FE-Rechenmodell eine wiederholte Modell-
bildung erfolgen, um die ,, richtige’’ Modellstruktur zu erhalten.
2. Systematische Meßfehler müssen vermieden werden. Sind sie unvermeidlich, müs-
sen sie erkannt und korrigiert werden. Irreguläre Fehler sind zu modellieren und zu
minimieren. Im allgemeinen werden die irregulären Meßfehler stochastisch model-
liert und über Parameterschätzverfahren minimiert. Hinsichtlich der Messungen
sind weiter ihre Unvollständigkeit hinsichtlich Informationsgehalt und Anzahl der
Messungen (Meßpunkte, Meßdauer) zu beachten.
3. Identifikationsverfahren: Hierunter sei die Identifikationsformulierung (Wahl des
Rechenmodells, der Residuen), das Schätzverfahren mit  dem zugehörigen Algorith-
mus zur Lösung des resultierenden (linearen oder nichtlinearen algebraischen)
Gleichungssystems verstanden. Hinsichtlich Identifizierbarkeit etc. sei auf die Fach-
literatur [7, 19] verwiesen. Ganz wichtig ist die Regularisierung der inversen Pro-
bleme mittels Zusatzinformationen. Die numerischen  Algorithmen dürfen den Ein-
fluß der Fehler nicht verstärken.
4. Nichtlineare Gleichungen in den zu schätzenden Parametern besitzen im allgemei-
nen mehr als ein Minimum. Es interessiert jedoch nur das globale Minimum, das
häufig wegen des vorhandenen kleinen Konvergenzeinzugsgebietes schwierig zu
ermitteln ist. Abhilfe schafft hier bspw. die Verwendung der erweiterten Fehler-
quadratmethode, die bei geeigneter Wichtung das Problem in ein konvexes Problem
überführt. Die Intervallrechnung [20] und auch die Parameterstörungsmethode an-
gewendet auf die Formulierung in der erweiterten Fehlerquadratmethode, wobei
die systematische Änderung der Wichtung des Strafterms auf ein stets konvergentes
Verfahren führt [21], hilft ebenfalls, das globale Minimum zu berechnen.
5. Der schlimmste Fall tritt ein, wenn kein Referenzmodell existiert. In diesem Fall ist
es unmöglich, Parameteränderungen infolge Schäden und solche infolge Fehler (Mo-
dell, Messung) zu trennen [22]. Hier helfen nur Zusatzinformationen. Der Fall, daß
die Struktur des Referenzmodells nicht stimmt, wurde bereits erwähnt (s.o. Pkt. 1).
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6. Aus numerischen Gründen sollten die Matrizenordnungen des dynamischen Re-
chenmodells nicht zu groß gewählt werden. Hier muß u.U. eine Ordnungsreduktion
vorgenommen werden, auch wenn die sich ergebenden Schätzwerte biasbehaftet
sind [11, 23].
7. Schließlich sei erwähnt, daß der Rechenaufwand reduzierbar ist, wenn massive
Parallelrechner eingesetzt werden. Die Prozessoren können den Submodellen oder
den verwendeten verschiedenen Eregungsvektoren zugeordnet werden [20].
4. Symptomgestüzte Diagnose
Anstelle einer modellgestützten Diagnose, und in den Fällen, in denen ein verifiziertes,
validiertes und gebrauchsfähiges Rechenmodell nicht vorliegt, kann eine symptomgestützte
Diagnose durchgeführt werden. In Ergänzung zu der Abbildung 1 ist jetzt in Abbildung 7
zusätzlich die Symptomentwicklung abhängig von der Lebenszeit q des Systems im Prin-
zip dargestellt. qb ist wieder die Lebensdauer des Systems, und F ist der Symptomoperator
angewendet auf die dynamische Antwort y(t) des Systems.
Da die signal- bzw. signaturgestützte Überwachung und Diagnose Stand der Technik ist
[24-26], wird im folgenden lediglich auf einige neuere Forschungen eingegangen.
Abb. 7: Die drei Bereiche zur Systembeschreibung: dynamische Raktion, Entwicklung der
physikalischen Modellparameter und ausgewählter Symptome abhängig von der Lebenszeit
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048337
176 H. G. Natke
4.1 Schadens- und Symptomevolution
Bei der modellgestützten Diagnose wurde ein Schaden als System- und damit als Modell-
modifikation definiert. Jetzt wird der Schaden über ein Energiemodell eingeführt und die
Beziehung zu den physikalischen Modellparametern hergestellt.
Es wird postuliert: Schaden ist mit Energiedissipation Ed verbunden, wobei die betrach-
teten Systeme endliche Energiedissipationskapazitäten besitzen:
0 ˝ Ed (q, V, D ) ˛ Edb (D)                                         (13)
mit der Lebenszeit-Koordinate q, der (nach außen) exportierten dissipierten Leistung V,
dem Logistikvektor D, der die Geschichte des Systems beschreibt, und dem Endwert Edb
der Energiedissipation am Lebensende, der natürlich wieder von der Geschichte des Sy-
stems abhängt. Das Maß für die Schadensevolution ist dann definiert als
                                                                 Ed (q, D)D(q, D) :=  
 Edb (D)
                                                 (14)
mit
0 ˝ D ˝ 1.                                                      (15)
Beispiele für das oben definierte Schadensmaß sind die verschiedenen Verschleiß-
probleme einschließlich der klassischen Ermüdungsbeschreibung [6].
Lokale Schadensmaße werden entsprechend zu (14) eingeführt, eine Integration über
das entsprechende Gebiet liefert dann das globale Maß [6].
Es verbleibt, den Zusammenhang zwischen den physikalischen Parameteränderungen
und dem energetischen Maß D herzustellen. Hierzu dient der Ansatz, dargestellt für den
Steifigkeitskoeffizienten k:
k(D) = k0 (1£akD) ak,                                          (16)
wobei k0 der nichtmodifizierte Wert ist, ak  ˛  0  und 0  ˝  ak ˝  1 der Schadensintensitäts-
koeffizient ist4.
Die Schadensevolution, und damit die holistische Betrachtungsweise, ist durch die
Abhängigkeit von q ausgedrückt. Man kann sie detaillierter durch die intern und extern
dissipierten Leistungen beschreiben [5, 27].
4.2 Schadenskapazität und symptombasierte Zuverlässigkeit
Mit D als Schadensmaß kann
1 – D =: CD                                                  (17)
als Schadenskapazität bezeichnet werden.  Mit dem Wertebereich (15) gibt CD Auskunft
darüber, was das System noch an Schaden ertragen kann. Drückt man im Einzelfall das
4 Der Ansatz ist wegen einer besseren Anpassung an vorliegende Verhältnisse überbestimmt  gewählt.
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Schadensmaß abhängig von einem Symptom S aus, folgt mit dem zugehörigen Operator Y:
(18)
mit S0 dem Anfangswert des Symptoms. Die graphische Darstellungen von D(q), D(S/S0),
CD (S0 /S) (in doppelt-logarithmischer Darstellung) erlauben sehr einfach Aussagen über
die Zusammenhänge Symptom - Schaden - Schadenskapazität - Lebenszeit abhängig von
dem Logistikvektor [6].
Die konventionelle Zuverlässigkeit ist definiert als
Rq = P(qb < q) = P(qb – q > 0), 0 <  q.                              (19)
P ist die Wahrscheinlichkeit bezüglich des Eintretens der Zufallsvariablen qb. Die Trans-
formation mit dem Operator Y unter der Voraussetzung einer monoton wachsenden Funk-
tion S(q) = F(D), F dem Symptomoperator, liefert
Rq = P [ Y(Sb) > Y(S)] = P (Sb > S) =: Rs (S).                         (20)
Da der Symptomwert für die Lebensdauer qb unbekannt ist, man aber trotzdem eine
Aussage über den betriebsfähigen Zustand des Systems haben möchte, werden mit einer
vorgegebenen Schranke Sl  bedingte Wahrscheinlichkeiten eingeführt:
R(S) := P(Sb > S|S < Sl) ” PG (Sb > S),                             (21)
wobei PG die Wahrscheinlichkeit für den ,,guten’’ Zustand des Systems ausdrückt. Diese
mehr oder weniger heuristischen Einführungen kommen der Praxis entgegen, sofern Stich-
proben von ausreichendem Umfang vorliegen [28].
4.3 Diagnose basierend auf dem Ergodentheorem
Im Bauwesen sind im allgemeinen Unikate vorhanden, so daß nicht von einer Stichpro-
be ausgegangen werden kann. Es liegt somit nahe, das Ergodentheorem heranzuziehen:
Die statistischen Aussagen für eine Grundgesamtheit werden durch Grenzwerte der ent-
sprechenden zeitlichen Mittelwerte (Momente) mit der Wahrscheinlichkeit 1 ersetzt. Die
Abbildung 8 illustriert das Vorgehen.
Der linke Teil der Abbildung zeigt Symptome von N Systemen über der Lebenszeit q
und abhängig von den jeweiligen Logistikvektoren Di. Die Lebensdauern qbi sind ver-
schieden. Von dieser Stichprobe könnten entsprechende statistische Mittelwerte gebildet
werden. Ist statt dessen nur ein System vorhanden (i = I ), welches N Zyklen durchläuft,
das also in der Kalenderzeit t im ersten Zeitintervall eine Geschichte D1I erleidet, nach einer
Lebensdauer q1 überholt bzw. repariert wird, dann eine weitere Lebensdauer q2 mit einer
Geschichte D2I  betrieben wird etc., dann ergibt sich ein Symptomverlauf, wie er im rechten
Teil der Abbildung 8 dargestellt ist. Die Voraussetzungen für dieses Vorgehen sind (im
Prinzip) in [29] enthalten. Eine saubere mathematische Herleitung (Anwendung der Ergo-
dentransformation [30] steht noch aus.
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5. Schlußbetrachtungen
Der Aufsatz nennt wesentliche Probleme der Diagnose technischer Systeme. Die modell-
gestützte Diagnose verwendet ein verifiziertes, validiertes und gebrauchsfähiges Rechen-
modell für das System. Dieses Rechenmodell ist die beste verfügbare Wissensbasis über
das System. Sie zu erhalten, bedeutet professionell Messungen durchzuführen, und diese
Messungen für die Anpassung des Rechenmodells (an den jeweiligen Systemzustand)
unter Verwendung von a priori-Kenntnissen zu verwenden (Systemidentifikation). Damit
sind die auftretenden Probleme indirekt genannt. Besondere Schwierigkeiten treten auf,
wenn die Modellstruktur unbekannt ist und damit das Problem nicht auf eine Parameter-
schätzung reduziert werden kann, oder wenn ein Referenzmodell überhaupt fehlt.
Die symptombasierte Diagnose, wie sie heute bereits angewendet wird, geht von Teil-
mengen transformierter Prozeßgrößen aus. In dem vorliegenden Aufsatz wird auf symptom-
basierte energetische Schadensmaße in Abhängigkeit von der System-Lebenszeit einge-
gangen, eine zugehörige Schadenskapazität definiert und schließlich eine Möglichkeit auf-
gezeigt, diese Größen für eine Zuverlässigkeitsuntersuchung zu verwenden. Für die Fälle,
in denen keine Stichprobe vorliegt, wird die Ergodentransformation erwähnt.
Die Probleme sind überwiegend für Systeme diskutiert, die lineare Systemantworten
aufweisen und lebenszeitabhängig sich stationär verhalten. Zusätzliche Probleme ergeben
sich beim Vorliegen nichtlinearer Systeme und bei der Behandlung nichtstationärer Zeit-
reihen.
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