Dedicated to Professor E. Stein on the occasion of his 65th birthday. Abstract. In this paper an a posteriori error estimate for nonlinear coupled FEM-BEM equations is derived by using hierarchical basis techniques. Based on the properties of two-level additive Schwarz operators for (linearized) di erential equations and weakly singular integral equations easily computable local error indicators are obtained. An algorithm for adaptive error control which allows independent re nements of the nite elements and the boundary elements is formulated and numerical results for the linear and nonlinear case are included.
1. Introduction. In recent years the use of adaptive hierarchical basis methods in the nite element method (FEM) 1, 2, 7, 14] and in the boundary element method (BEM) 4, 8, 13] has become increasingly popular. In this work we combine the results from 1] and the theory of additive Schwarz operators to derive an adaptive scheme for nonlinear coupled FEM-BEM equations.
We consider an interface problem in two dimensions with a nonlinear inhomogeneous partial di erential equations in the interior domain and a linear homogeneous pde in the exterior domain. We apply a symmetric coupling method 6, 15] and a Galerkin scheme to obtain (nonlinear) systems of coupled FEM-BEM equations. A linearization of the problem leads to a sequence of linear systems with symmetric and inde nite coe cient matrices.
By using stable hierarchical basis decompositions for nite elements 17] and boundary elements 16] we derive two-level subspace decompositions for locally re ned meshes. The corresponding two-level additive Schwarz operators are shown to have bounded / almost bounded condition numbers. In 1] an abstract theory for adaptive multilevel methods for inde nite and nonlinear operators was derived. By combining these results with the above two-level results and by assuming a saturation condition we derive an a posteriori error estimate with easily computable local error indicators. Based on these indicators we formulate an adaptive algorithm.
For the theory as well as for the computations we allow the nite element mesh and the boundary element mesh to be independent of each other. This turns out to be essential if optimal mesh re nement is aspired.
The outline of the paper is as follows: In the following section we introduce the interface problem in its strong and weak forms and its discretization. In x2 we de ne the two-level subspace decompositions and quote some results on additive Schwarz / hierarchical basis operators from 16] and 17]. In x3 we derive the a posteriori error estimate. The adaptive algorithm is formulated in x4. In x5 we conclude with some numerical experiments for a linear and for a nonlinear model problem.
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2. The FEM-BEM Coupling. Let 1 IR 2 be a bounded simply connected domain with polygonal boundary ? and let 2 := IR 2 n 1 . We denote the analytic capacitance of ? by cap(?). Without loss of generality we assume that cap(?) < 1 which can always be obtained by scaling. We will need the inner products in L 2 ( 1 ) and L 2 (?) which are de ned as Let 2 C 1 (IR + ) satisfy the conditions 0 (t) 1 and 2 (t) + t 0 (t) 3 for some global constants 0 ; 1 ; 2 ; 3 > 0. We consider the following nonlinear interface problem (cf. 10]):
Given the functions f : 1 where hk+1 is obtained by bisecting certain elements in hk (0 k l ? 1). The following lemmas state that the operator P has bounded condition number and that the operator p has moderately growing condition number. Lemma 3.1. There are constants C 1 ; C 2 > 0 which depend only on the smallest angle of the triangles in ! H and on the diameter of 1 (3.14) and the symmetry of the bilinear form b( ; ) we obtain for all v 2 T H=2 :
Hence, (3.16) is equivalent to (k) i : hl+1 ! t (k) i are the Galerkin projections with respect to the bilinear form (3.9).
Let " > 0 be xed. Then it was shown in 16] that there are constants e c 1 ; e c 2 > 0 which are independent of l such that e c 1 h " l+1 V ( ; ) V (e p l+1 ; ) e c 2 V ( ; ) 8 .1)). Hence, we may decompose either with respect to (3.5)/(3.7) or with respect to (3.20) as
with h 2 h , j 2 j , h0 2 h0 and (k) i 2 t (k) i .
We assume without loss of generality that c 2 > 1 > c 1 and h l < 1. Then, by applying subsequently (3.22) to and h we obtain e c 1 e c 2 h " l k k 2 V e c 1 h " l k h0 k 2 16] we strongly believe that the two level result (3.19) holds also for " = 0, i.e. that the two level additive Schwarz operator p has bounded condition number. This is con rmed by the numerical results in x5.
The above results (3.16) and (3.19) naturally hold for subspaces of T H=2 and h=2 , respectively. This means that ! H=2 and h=2 do not necessarily have to be It is important to emphasize the hierarchical structure which is inherent to the re nements in Figure 3 .3: The set of new basis functions which corresponds to the local re nement is always a subset of the basis functions fb i g n i=1 in (3.2) which correspond to a global re nement of ! H . Hence, the test and trial space which corresponds to a local re nement is always a subset of T H=2 and the following generalization of Lemma 3.1 follows immediately: From the saturation condition and the triangle inequality we obtain the following result: where P (k) : T k+1 ! T k and P i : T k+1 ! spanfb i;k+1 g are the Galerkin projections with respect to the bilinear form b( ; ) and p (k) : k+1 ! k and p j : k+1 ! spanf j;k+1 g are the Galerkin projections with respect to the bilinear form V ( ; ).
With the notation of x2 it is P (k) = P H and p (k) = p h .
It is by de nition of P (k) and p (k) , by (4.7) and by (4.9):
k(P (k) e k+1 ; p (k) " k+1 )k 2 H = a(e k+1 ; " k+1 ; P (k) e k+1 ; p (k) " k+1 ) = 0 If we compare the representations (4.12) and (4.13) of the quantities i;k and # j;k , respectively, with the right hand side of the Newton equation (2.7) then we conclude that i;k and # j;k may be computed as follows: The computed Galerkin solution (u k ; k ) 2 T k k is used as an initial guess for one Newton iteration in the re ned space T k+1 k+1 . Instead of assembling the complete linear system Ax = r which corresponds to the Newton step, we only compute certain components of the right hand side vector r. To (1 j m) . A scaling of these components with the energy norm of the corresponding test function yields the quantities i;k and # j;k . Note that b i;k+1 and j;k+1 are those basis functions which belong to T k+1 k+1 but not to T k k .
Since the functions b i;k+1 and j;k+1 have local support the computation of i;k or # j;k can be viewed as a local postprocessing step. Hence, we call i;k and # j;k local error indicators. For the implementation of the local error indicators we may use the same routines as for the computation of the right hand side of the linear system (2.7).
The boundary integral operators and the scalar products h ; i which appear in (4.2) and (4.3) can be evaluated analytically or semi-analytically (see 12]) whereas the local error indicators which were derived in 5] required the application of a numerical quadrature rule for the evaluation of the integral operators and for the outer scalar product. Hence, we claim that our indicators are more easy to implement and less expensive in terms of cpu-time. Note that ! i;k contains three new nodes x j1 ; x j2 ; x j3 on the boundary of i . With each node x j we associate a new basis function b j;k which is one at x j and zero at all other nodes in ! i;k . As in Theorem 4. For each boundary element E j 2 k we introduce the Haar basis function j;k de ned on E j (cf. Figure 3. 2) and we de ne .4) i.e. we claim that the Galerkin solutions u 0 and 0 on the initial FEM/BEM mesh approximate u and equally well.
Since the triangles which satisfy (5.3) are re ned into four new triangles we obtain asymptotically that N k+1 N k (1 + 3 ) : Furthermore, the optimal rate of convergence which can be achieved (and (6.1b) where (r; ) 2 1 are the usual polar co-ordinates.
We consider a linear and a nonlinear problem, i.e. we choose = (1) or = (2) in (2.1a) where (1) (t) = 1 ; (6.2) (2) (t) = 1 6 1 + 5 1 + 5t : (6. 3)
The functions f; v 0 and 0 are then chosen to yield the exact solution (6.1) in both cases.
We consider the Galerkin scheme (2.6) and the Newton method (2.7). The Newton method stops if the coe cients of (d (n) H ; (n) h ) in Euklidean norm are less than 10 ?11 . The linear systems are solved (up to machine precision) by the Schur complement method where we compute the Cholesky decomposition of the single layer potential matrix V and solve the remaining system (which is spectrally equivalent to the nite element discretization of a Neumann problem) by the conjugate gradient method with hierarchical basis preconditioner (cf. 9, 17]). The condition number of the preconditioned system grows linearly with the number of levels 17]. We emphazise that although the two-level additive Schwarz operators from x2 have (almost) bounded condition numbers they are not suitable as a preconditioner for the linear system (2.7) since they require to invert the matrices on the coarse level L ? 1 which is asymptotically as expensive as a direct solver. We recall that these two-level results were specially designed to yield the a posteriori error estimate in Theorem 4.2.
In Algorithm 5.1 we chose = 0:3, according to (5.4) and su ciently small. The initial (uniform) mesh consists of 24 triangles and 16 boundary elements. estimates the saturation constant . Since L is bounded by a constant less than 1 the saturation condition A h in x3 is satis ed for the sequence of meshes which is generated by our adaptive algorithm. With the above value for we obtain from (5.5) that 1:9 ?0:5 0:725 which, in view of All computations were performed on a Sun SPARC workstation using FORTRAN. 
