In this paper, we shed new light on the authenticity of the Corpus Caesarianum, a group of five commentaries describing the campaigns of Julius Caesar (100-44 BC), the founder of the Roman empire. While Caesar himself has authored at least part of these commentaries, the authorship of the rest of the texts remains a puzzle that has persisted for nineteen centuries. In particular, the role of Caesar's general Aulus Hirtius, who has claimed a role in shaping the corpus, has remained in contention. Determining the authorship of documents is an increasingly important authentication problem in information and computer science, with valuable applications, ranging from the domain of art history to counter-terrorism research.
Introduction
Throughout the twentieth century, influential post-structuralist thinkers, such as Foucault or Barthes have fiercely argued against the importance of the notion of 'authorship' (Barthes, 1968; Foucault, 1969) . Across many fields in the Humanities for instance, this famously led to a temporary devaluation of the importance attached to the relationship between texts and their original producers (Love, 2002) . How- 5 ever, numerous examples demonstrate that the public interest in authorship currently shows few signs of abating. The highly mediatized discovery of an pseudonymously published novel by the appraised Harry Potter novelist J.K. Rowling is a good example in this respect (Juola, 2015 (Juola, , 2013 . In recent years, many other authorship-related research, such as the Shakespeare controversy (Burrows, 2012), has continued to make frequent headlines in the popular media. In academia too, the much debated application of bibliom- (100-44 BC), the founder of the Roman Empire. While Caesar must have authored a significant portion of these commentaries himself, the exact delineation of his contribution to this important corpus remains a controversial matter. Most notably, Aulus Hirtius -one of Caesar's most trusted generals -is sometimes believed to have contributed significantly to the corpus. Thus, the authenticity and authorship of 25 the Caesarian corpus is a philological puzzle that has persisted for nineteen centuries. In this paper, we use computational authorship verification to shed new light on the matter.
Below, we will first situate our work in the field of stylistic authentication studies, focusing on the style versus content debate, as well as the difference between open set and closed set attribution. We go on to discuss our implementation of two verification systems, a first-order and a second-order approach, 30 which represent the state of the art in the field, given the results of the latest relevant competitions on authorship verification. We first benchmark both systems on 6 present-day data sets, before testing them on an evaluation set of Latin documents from Antiquity. Finally, we analyse the Corpus Caesarianum, offering a detailed discussion of the historical implications of our results. ). This has not always been the case: historical practitioners in earlier centuries, commonly based attributions on a much looser defined set of linguistic criteria, including, for instance, 45 the use of conspicuous, rare words (Love, 2002; Kestemont, 2014) . Naturally, an expert reader's subjective intuitions (Gelehrtenintuition, connoisseurship) would play a much larger role in studies than would nowadays be acceptable. Especially, the focus on striking characteristics would turn out to be problematic. Importantly, low-frequency features are typically tied to fairly specific topics, and thus do not scale well to new texts. More importantly, these whimsical items also appeal to imitators and followers: in 50 the case of malignant forgeries or benigne epigones, the authentication of documents will fail, if it is restricted to easy-to-copy, low-frequency characteristics (Love, 2002).
Style vs Content
The pioneering work by Mosteller and Wallace on the pseudonymously published Federalist papers has marked a turning point in this respect (Mosteller & Wallace, 1964) . Mosteller and Wallace proposed to rigidly restrict analyses to high-frequency characteristics and only considered an author's use of function 55 words, or the small and closed set of grammatical items in a language which -as opposed to content words as nouns or verbs -do not carry a straightforward semantics when used in isolation (e.g. the article 'the' or the preposition 'of') (Aronoff & Fudeman, 2005) . For authorship studies, function words are extremely attractive: they are frequent and well-distributed variables across documents, and consequently, they are not specifically linked to a single topic or genre. Importantly, psycholinguistic research suggests that 60 grammatical morphemes are less consciously controlled in human language processing, since they do not actively attract cognitive attention (Stamatatos, 2009b; Binongo, 2003; Argamon & Levitan, 2005; Peng et al., 2003) . This suggests that function words are relatively resistant to stylistic imitation or forgery.
With respect to function words, a number of recent developments are relevant. Ever since the Federalist papers, research into English-language documents has dominated authorship studies. In English, 65 many functional morphemes are realised as individual words which can be easily identified in running text (Aronoff & Fudeman, 2005) . In recent decades, the attention for other, low-resource languages has increased, including languages that display a much higher level of word inflection (e.g. the Finno-Ugric family) (Rybicki & Eder, 2011). Until fairly recently, other types of style markers (e.g. syntactical), rarely outperformed simple, word-level style markers (Holmes, 1994 (Holmes, , 1998 Halteren et al., 2005) . Later, 70 character n-grams were introduced as a powerful alternative to function words (Kjell, 1994; Daelemans, 2013 ). This representation from Information Retrieval (originally used for automatic language identification) models texts at the sub-word level and segments them into a series of consecutive, partially overlapping groups of n characters; under a third-order trigram model (n = 3), for instance, the word 'trigrams' would yield the n-grams {'tri', 'rig', 'gra', 'ram', 'ams'}.
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Multiple studies have demonstrated the excellent performance of character n-grams for modelling authorship, especially when it comes to more highly inflected languages such as Latin (Sidorov et al., 2014; Efstathios, 2013) . This modelling strategy has the advantage that it can also capture morphemic information at the subword level, and is thus potentially sensitive to functional morphemes that are not This paper will not dwell on feature selection, although we recognise the substantial efforts and ad-90 vances which have been made on the topic of feature engineering in authorship studies. We limit the stylistic properties studied below to two commonly used feature types: word unigrams and character ngrams. These feature types have the advantage that they can be easily extracted from corpora, without requiring the application of preprocessing tools, such as part-of-speech taggers or parsers, which might not be available for all languages. Their relevance has moreover clearly motivated in the existing litera- 
Methods
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A number of different experimental procedures should be distinguished in present-day authorship studies (Stamatatos, 2009b) . A first important distinction is that between authorship attribution and authorship verification (also known as open-set attribution). In the simple attribution scenario, the task is to attribute an anonymous text to a known author, through selecting the correct author from a set of candidate authors. In this closed-set scenario, the algorithm can safely assume that the correct target 105 author is present in the set of available candidate authors, a scenario resembling a police line-up. It has been shown that the difficulty of this task increases as the number of candidate authors grows, and the length and or number of the available texts decreases (Daelemans & Van den Bosch, 2005). While the attribution setup is not incompletely unrealistic, it has been noted that in many real-world applications, it cannot be guaranteed that a text's true author is present among the candidates. This is why the verification 110 scenario was introduced, in which the task is to decide whether or not an anonymous text was written by a given candidate author (hence, verification). The verification setup is known to be a more generic, yet also more difficult setup. Recent research has explored interested ways of combining both attribution and verification in a single system (Puig et al., 2016), although both setups are usually treated separately.
The Caesarian corpus under scrutiny is a textbook example of a problem in authorship verification, since 115 we do not have any guarantees as to the identity of the authors involved. For this paper, we will therefore use generic implementations of two verification methods which represent the state of the art in the field, especially when looking at the results of the latest PAN competitions. Both systems have proven to be successful approaches to authorship verification, and many of the top-performing contestants in competitions have integrated variations of them. for which has to be determined whether or not it has been written by the author of the 'known' texts, through assigning a score between 0 (definitely not the same author) and 1 (definitely the same author), with a threshold at .5. Systems are allowed to leave a selection of difficult problems unanswered by assigning a score of exactly .5. The problems in each dataset fell apart in two non-overlapping sets: one development set of problems, on which systems could be calibrated, and a roughly equal-sized set of test 130 problems, on which the calibrated systems were evaluated. The performance of the submitted systems is evaluated on the basis of two metrics: the AUC score (area under the curve, a well-known scalar evaluation score for binary classifiers) and the more recently proposed c@1 score (Peñas & Rodrigo, 2011).
Unlike the AUC score, c@1 extends the traditional accuracy score (i.e. the ratio of correct answers), by rewarding careful systems that choose to leave those problems unanswered which it considers too diffi-135 cult. The final performance of systems is reported as the product of the AUC and c@1 metric. Following the conventions used at the PAN competition, we statistically compare the accuracy of classifiers using approximate randomisation: this non-parametric test is valuable it does not make assumptions about the (potentially highly complex) distributions of the compared system outputs. document vectors for that author (i.e. we average an author's score for a particular term across all training texts). Originally, O1 was introduced with a specific distance metric, called 'common n-grams' (cng).
Verification Systems
Let A and B be the respective vectors representing an author's centroid and the unknown document respectively; consisting of n character n-gram values in some fixed order. Let a i and b i represent the value of the i-th feature in both documents respectively:
Studies vary in their exact implementation of this method: the earliest papers would calculate this distance function only for character n-grams which were present in both the profile and the unknown document (hence 'common' n-grams), but subsequent research showed that it is beneficial to apply the distance function only to the items which are present in the unknown document (Stamatatos, 2007), so that we use this implementation. To verify whether the unknown document was written by the target 155 author in the problem, O1 uses thresholding: unknown documents resulting in a distance below this threshold are attributed to the target author, while all others are not. To normalize the resulting distance 6 score to probability scores in the 0-1 range, they are scaled using the set of all non-zero pairwise scores which can obtained between the known documents in a problem set, before their positive complement is taken (Potha & Stamatatos, 2014). While O1 has so far primarily been used with the cng metric, it can 160 also be used with the other distance metrics introduced below.
The second verification system (termed O2 here) is a generic implementation of the General Imposters (GI) framework (Koppel & Winter, 2014). The general intuition behind the GI, is not to assess whether two documents are simply similar in writing style, given a static feature vocabulary, but rather, it aims to assess whether two documents are significantly more similar to one another than other documents, 165 across a variety of stochastically impaired feature spaces (Stamatatos, 2006; Eder, 2012) , and compared to random selections of so-called distractor authors (Juola, 2015), also called 'imposters'. O1 relies on the calculation of a direct, first-order distance measure between two documents to assess whether they are similar enough to be attributed to the same individual. The GI, however, resorts to the calculation of a 'second-order' metric (see Alg. 1, SI). Let x be the vector representing an anonymous document which is 170 compared to T = {t 1 , . . . , t n }, a set of documents by the target author. The task is to determine whether the documents in T were or were not written by the same author as x. Additionally, the GI procedure has access to I = {i 1 , . . . , i n }, a set of distractor documents by so-called imposter authors. The GI then starts a bootstrapped procedure: during k iterations, it randomly samples a subset of the available features, as well as a random subset of imposters from I as I 0 . In each iteration, we determine whether 175
x is closer than any of the documents in T than in I 0 , given the impaired feature space and a distance function. Instead of returning a first-order distance, the GI returns a second-order metric, indicating the proportion of iterations in which x was closer to an item in T than in I 0 . As a proportion, the second-order score produced by O2 will automatically lie between 0 and 1 (higher scores indicate a higher attribution confidence). A similar thresholding procedure is therefore applied as with O1. O2 too can used with a 180 variety of distance metrics, including the cng metric used in O1.
Note that O2 is an example of an 'extrinsic' verification method (Juola & Stamatatos, 2013): as opposed to the 'intrinsic' setup of O1, O2 also uses known documents from other authors in a particular problem set. In this paper, we sample imposter authors from the known documents that are available for other authors in a particular problem set. To ensure the comparability of O1 and O2, we sample author 185 profiles (i.e. mean centroids), instead of individual documents from the imposter pool. Previous studies have automatically crawled the web for useful imposter documents, which yields results that might be difficult to reproduce exactly. Additionally, there is the inherent danger that one might obtain imposter documents that were indeed written by the target author, which would compromise the proper working of O2. Naturally, this problem is even more real in the case of the Latin data sets used below, because of the 190 7 relatively sparse online availability of Latin documents from Classical Antiquity.
Vector space models
In technical terms, a collection of texts in authorship studies is typically represented using a vector This model captures the inverse intuition of the tf idf model, since it will boost the performance of very 225 common items in a document collection, which will have a relatively low standard deviation in tf . This is highly uncommon in other applications in Information Sciences (e.g. document retrieval), although the model has been shown to work surprisingly well for authorship attribution in many studies (Stamatatos, 2009b). Cosine-based metrics are known to scale better to larger, sparse vectors, and they are therefore more common in Information Sciences (Manning et al., 2008). The cosine distance, for instance, is a pseudo-245 distance measure based on the complement (in positive space) of the angular cosine similarity between two document vectors.
Distance metrics
In this paper, we will also compare these more established metrics to the still fairly novel minmax measure (Koppel & Winter, 2014), originally introduced in geobotanics by M. Ružička (Ružička, 1958) .
While the metric has re-emerged a number of times in different disciplines (e.g. as the 'Jaccardized 250 Czekanowski index' (Schubert & Telcs, 2014)), the method is only a recent addition to authorship studies.
In mathematical notation, the minmax measure was originally formulated as the following similarity measure (Cha, 2007). Let a and b represent two document vectors, consisting of n features in some fixed order. Let a i and b i represent the value of the i-th feature in both documents respectively (e.g. the relative 9 frequencies of a particular word in both documents, in the case of the simple tf -model):
We turn this similarity metric into a true distance measure by taking its complement in positive space setups or in combination with different VSMs. In this paper, we will therefore elucidate the interplay of this distance metric and the VSMs described. In the context of the tf idf model, for instance, the minmax metric will naturally boost the importance of features with larger values (i.e. those that are highly document-specific), whereas the opposite will happen in the std-model. We will empirically investigate the effect of this additional feature weighing. data and rank the submitting teams according to their performance. We focus on the authorship verification track which has been organised since a number of years. The PAN 2014 verification datasets (see 275 SI) only concern present-day writing samples, and vary strongly in both nature, size and difficulty, so that they provide a solid point of reference. The availability of the results reported by competitors on a fixed test set, moreover makes it easy to compare our results to the best performing systems which were entered into the competition. We report our full results in the SI and limit the discussion in the main text to a sample of illustrative examples. First, we calibrate O1 and and O2 on the development problems 280 and then apply both systems to the test problems, reporting the AUC · c@1 for the test problems. In the SI, we report results for each combination of a VSM and distance metric, for the following feature 10 types: word unigrams, character trigrams, and character tetragrams. For each feature type, we used VSMs that represent full vocabularies. To assess whether O1 and O2 produce significantly different results, we have applied an approximate randomisation test to each pair of scores from O1 and O2. Table 1 gives a  Table 1 : A representative list of the main verification results on the PAN corpora in terms of AUC · c@1, namely the test results for using word unigrams in each corpus, for O1 and O2. For each problem set, we also list the performance of the best-performing individual system in that task, as well as the meta-classifier trained on all submitted systems (which often, but not always, yields the strongest overall result) ( overall difficulty which exist between the various data sets, ranging from the good scores which can be obtained for relative easy corpus of Dutch-language essays, to the more difficult corpus of English essays.
Overall, O2 typically yields a higher performance than O1, although O1 produce the single highest scores for the English novels, where the length of documents is considerably longer than elsewhere. In two problem sets, the Dutch essays and Spanish articles, O2 and O1 respectively yield surprisingly strong 295 results, even outperforming the meta-classifier and top-performing in the PAN competition. In the Dutch reviews and Greek articles, the performance of O2 can be characterised as very decent, with a performance between between the meta-classifier and that of the best performing individual system. Interestingly, both O1 and O2 perform relatively poorly for the following two data sets: the English essays and English novels (where text length clearly affects performance). With respect to the former corpus, we hypothesise 300 that this loss in performance for O2 is due to the fact that we did not crawl the web for suitable imposters (as other studies have done), but limited our distractor pool to the other known documents in the problem set (because of our focus on Latin documents below). In these particular corpora, the algorithm might suffer from sampling documents that are too similar in content to the unknown document to act as a useful comparand. As to the other feature types, the results show that manhattan only yields acceptable results 305 for the character trigram features, which is an expected outcome, because character trigrams lead to a much denser corpus representation. For sparser representations, the minmax and cosine distance offer a much better fit. Especially in the case of word unigrams -which produce the strongest results across corpora -the novel minmax metric offers surprisingly strong results in comparison to the established metrics (it is part of every winning combination under O2). Interestingly, the effect of VSMs is much less 310 pronounced than distance metrics: the minmax and cosine metric are generally least affected by a change in VSM.
Latin data
We now proceed to benchmarking our system on a corpus of historic Latin authors. For this study we have collected a representative reference corpus, containing works by some of the main Latin prose 
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To create a set of development and test problems, we proceed as follows. We split the available oeuvres at the author-level into two equal-sized sets. For each set we create a balanced set of same-author and different-author problems: for each true document-author pair, we also include a false document-author pair, whereby we randomly assign a different target author to the test document in question. This en-
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sures that there is no overlap between the development and test problems created: therefore we can now parametrize the system on the development set and evaluate it on the test set, in an entirely parallel fashion as with the PAN data. Figure 1 : Precision-recall curves for each metric-VSM combination on the Latin benchmark data (test problems), using the O1 'first-order' verification system. The c@1 score is listed in the legend. The cosine and minmax metric consistently yield higher results than cng and manhattan.
In Figs. 1 and 2 we graphically show the results for O1 and O2 on the Latin benchmark corpus, again using untruncated vocabularies: for each combination of a VSM a distance metric, we plot a precision- recall curve; the c@1 score is listed in the legend (see SI for detailed results). The following trends clearly emerge: O2 consistently (in most cases significantly) outperforms O1 on the Latin data. O1 shows wildly diverging results, especially across different distance metrics, whereas the effect of VSMs is much less pronounced. In O2, both the cosine distance and minmax distance yield results that are clearly superior to cng and cityblock. Overall, O2 yields much stabler results across most combinations and for most 335 combinations the curves can even not be visibly distinguished any longer. Unsurprisingly cityblock is the only metric which yields visibly inferior results for O2. In O2 too, the minmax and cosine distance overall yield the highest c@1, which is invariable in the upper nineties. Our evaluation shows that the recently introduced minmax metric yields a surprisingly good and consistent performance in comparison to more established metrics. While it is not consistently the best performing metric, it produced highly 340 stable results for the PAN data (and to a lesser extent for the Latin data). Overall, we hypothesize that the formulation of the minmax metric has a regularizing effect in the context of authorship studies. Due to its specific formulation, the minmax metric will automatically produce distances in the 0-1 range, in contrast to the more extreme distances which can be produced by e.g. Manhattan. Perhaps because of this, the minmax metric interacts well with both std and td idf , although these VSMs capture inverse 345 intuitions. Like cosine, which also naturally scales distances, minmax is relatively insensitive to the dimensionality of the VSM under which the metric is applied.
Caesar's writings
After benchmarking our verification systems, we now proceed to apply them to the Caesarian Corpus He also exercised a role in the formation of the whole corpus, though with much less firm editorial hand. To shed new light on the authenticity of the Caesarian corpus, we proceed as follows. To obtain documents of a similar size, we have divided all original commentaries in consecutive, non-overlapping slices of 1000 words and treat these slices as individual documents. We label these documents according to the 390 assumption that the Gallic and Civil Wars were written by CAESAR, with the exception of 8th book of the former commentary, which we ascribe to HIRTIUS. To label the disputed authors of the Alexandrian, African and Spanish War, we use the provisional labels X, Y and Z respectively. Fig. 3 offers an initial inspection of the stylistic structure in this corpus, in the spirit of the first-order distance-calculations of O1.
We generated a square distance table using the minmax distance metric to every document pair in the Cae-395 sarian collection and we scaled the distances to the 0-1 range. Next, we plotted a heat map of the distance matrix, and ran a conventional cluster analysis on top of the rows and columns. For the generating the hierarchical dendrograms next to the heatmap, we used the default agglomerative clustering routine in the to a Caesarian's authors profile, rather than an imposter. Following the outcome of the benchmark results, we perform this analysis for the five top-scoring metric-VSM combinations. Afterwards, we average the results over these five simulations and we graphically present the results in Fig. 4 (the full results are included in the SI). Note that in this setup we are especially interested in attribution leakage from one potential author to another: the fact that a text is attributed to the profile based on the other samples from 420 its own text is an expected result; the attribution to another Caesarian 'author', however, is not.
Our O2 analyses divide the Caesarian corpus into two branches at the top-level, which might be called 'Caesarian' and 'non-Caesarian'. As we would expect, the Caesarian branch includes both the Civil War and the Gallic War, books 1-7. However, it also includes the first three samples from the Alexandrian are not stylistically homogenous enough to allow us to positive single-authorship in a naive sense, they display no greater stylistic heterogeneity than is present in the Caesarian texts. On both branches, we find the stylistic range we ought to expect in the genre of war commentaries, where commanders drawing up the official account of their campaigns would draw upon the dispatches of their legates and subordinates, 440 sometimes integrating them into their own style, other times incorporating their texts with few changes.
Importantly, Fig. 4 has an additional feature: whereas other X samples could be found scattered across
Caesar's authentic writings in the non-bootstrapped verification, O2 adds a distinct clade for these and a small set of other samples. This is a strong indication that the bootstrapped O2 system is not only able to distinguish authentic Caesarian material from non-authentic writings, but that it can even differentiate 445 between a pure Caesarian style from the impure style resulting from collaborative authorship or the use of source texts. Hence, our analyses broadly supports the following conclusions:
1. Caesar himself wrote, in addition to Gallic Wars, books 1-7 and the Civil War, as well as the first 21 chapters of the Alexandrian War. These findings are entirely consistent with a natural interpretation of Hirtius's own words in his letter to Balbus, that he composed Gallic War, book 8 as a bridge between the preceding 7 books and the Civil War, that he completed the Alexandrian War, and added the two other commentaries to make the whole 460 group a continuous narrative of Caesar's campaigns. Chronologically the corpus thus ends in March, 45
BC with the Battle of Munda in Spain, but since we know that the end of the Spanish War is missing, there is no reason why we cannot assume that it originally continued with a brief epilogue bringing the narrative up to conclude with Caesar's assassination in 44 BC. were run with the 5 top-performing metric-VSM combination in the benchmark section. O2 seems not only able to distinguish authentic Caesarian material from non-authentic writings, but arguably also differentiates between a 'pure' Caesarian style and the mixed style resulting from e.g. the general's dependence on pre-existing briefs by legates.
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