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ABSTRACT
To achieve any motor behavior, the central nervous system (CNS) must coordinate the many
degrees of freedom in the musculoskeletal apparatus.  It has been suggested that the CNS
simplifies this formidable task of coordination by grouping multiple muscles together into
units of activation, or muscle synergies.  Previous studies have shown that electromyogram
(EMG) signals collected from many muscles during natural behaviors can be reconstructed
by linearly combining a few synergies, identified by the non-negative matrix factorization
algorithm.  But to what extent synergies are neural constraints, or merely structures reflecting
experimental constraints, has remained an open question.  I address this question with the
hypothesis that, muscle synergies are robust neural patterns constraining motor outputs.
The strategy adopted was that of analyzing EMGs collected before and after delivery of a
perturbation to the motor system.  In my first experiment, EMGs from bullfrog muscles
were recorded during locomotor behaviors before and after deafferentation.  Systematic
comparison of intact and deafferented synergies suggests that most of the synergies
remained unchanged after afferent removal.  In my second experiment, the frog hindlimb
was perturbed by either an inertial load or an elastic load.  Using a novel algorithm capable
of simultaneously extracting shared and specific synergies, I demonstrate that, most synergies
were shared between the different conditions, but their activation patterns were reversibly
altered by loading.  Overall, my results suggest that muscle synergies are robust, centrally
organized structures, and descending and afferent signals cooperate in modulating their
activations so that the resulting motor commands can be efficiently adapted to the external
environment.
Thesis Supervisor: Emilio Bizzi, M.D.
Title: Institute Professor, MIT
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Introduction
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n a recently published commentary, Marc Kirschner (2005) speaks eloquently of how
systems biology may be understood as “the study of the behavior of complex
biological organization and processes in terms of the molecular constituents” (p. 504).
Kirschner’s description nicely captures the recent enthusiasm among biologists in
establishing causal links between high level biological phenomena (such as the phenotypes of
a species) and some low level, but observable, entities (such as the genotypes of a set of
genes).  Similarly, systems neuroscience seeks to understand the relationship between an
organism’s behaviors and its neuronal circuitries.  We may thus reasonably adapt Kirschner’s
statement for neuroscience, characterizing systems neuroscience as the study of the
productions and organizations of behaviors in terms of the neuronal constituents.
This thesis concerns an important question in systems neuroscience, that of how the
nervous system produces diverse, purposeful motor behaviors by appropriately specifying
the neural commands for the activations of many muscles.  From the perspective of a
control engineer trying to build an intelligent robot capable of moving like a real animal, the
problem of movement production turns out to be exceedingly difficult, to the extent that it
is natural for the curious engineer to wonder how the central nervous system (CNS) achieves
motor control with such flexibility and ease.  A basic assumption of this thesis is that nature
circumvents the difficulties of motor control (as perceived by us students of nature and
engineering) by utilizing strategies that can simplify control.  In particular, this thesis focuses
on one such possible strategy – that of controlling multiple muscles together as a single unit
of activation, or a muscle synergy – and how activations of muscle synergies can generate
adaptive movements in a constantly changing external environment.  In this introductory
chapter, we shall first briefly describe some computational challenges associated with
movement execution, and how muscle synergies can potentially alleviate the control
difficulties posed by those challenges.  Then, we will review some experimental evidence
supporting the existence of muscle synergies, and some of the unresolved issues surrounding
the conclusions of those experiments.  Finally, we will present the goals of this thesis, and
outline experiments that might provide insights into the nature of muscle synergies.
I
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The computational challenges of motor execution
Many computational models of movement generation can be conveniently divided
into two stages, motor planning and motor execution, each of which involves a series of
coordinate transformations (Hogan, 1988).  In the motor planning stage, a behavioral goal is
first mapped to a trajectory of the limb endpoint capable of accomplishing that task goal.
This endpoint trajectory, which may be simply represented in Cartesian coordinates with
respect to some fixed reference point in the external space, needs to be further transformed
into a time series of joint angles for every joint of the moving limb.  This latter
transformation, sometimes known as the inverse kinematics problem (Brady et al., 1982), is
necessary, because without joint angle information it is impossible to derive appropriate
activation levels of the muscles, whose contractions are ultimately responsible for the joint
motions effecting the endpoint movement.
The inverse kinematics transformation is already a difficult problem, because there
are often many joint motion patterns consistent with any given endpoint trajectory, and it is
not clear how the nervous system chooses one among the many alternatives.  But suppose
for now that through some additional constraints a desired joint motion is specified for
every joint.  The goal of the motor execution stage, then, is to transform this time series of
joint angles to a set of neural commands for all muscles in the moving limb (and often, for
the non-moving limbs as well) so that movement results.
How does the CNS specify the motor command for every muscle in the limb?  To
answer this question, an engineer might naturally think that before commands can be
specified, the net torque needed to be exerted around each joint has to be computed first.
Such a transformation from the joint kinematic trajectory to the torque profile has been
called the inverse dynamics problem (whereas the prediction of kinematics from a given
torque profile, the forward dynamics problem).  Computing inverse dynamics essentially
amounts to applying Newton’s second law, F=ma, to a multi-articular system.  However,
solving the torque profile for each joint explicitly turns out to be a very computationally
intensive procedure, given the large number of kinematic degrees of freedom in each limb,
and also, the fact that in a system with multiple links, the motion of one link can produce
torques at other links due to mere mechanical linkages (Hollerbach, 1982; Hollerbach and
Flash, 1982).  These torques, called interaction torques, can significantly complicate any
analysis of limb dynamics, for the interaction forces around each joint can include a number
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of components, including the inertial component (forces proportional to the acceleration of
another joint), the Coriolis component (forces proportional to the product of the velocities
of different joints), and the centripetal component (forces proportional to square of the
velocity of another joint).  To appreciate the complexity of inverse dynamics, it is worth
restating here a set of equations given by Hollerbach and Flash (1982) relating the shoulder
and elbow angles (θ1 and θ2) to the net torques required for those two joints (τ1 and τ2) in a
much simplified model of the human arm with motions of only two joints confined to a
horizontal plane:
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where l1 and l2 are lengths of the arm and forearm, I1 and I2 are the rotational inertia of the
two limb segments, and m1 and m2 are the masses.  As can be seen above, the equations for
two degrees of kinematic freedom are already quite complicated.  In fact, as derived by
Jerard (1976), the dynamic equations for a more realistic model of the human arm with five
degrees of freedom occupy two pages of closely packed text.  Given such complexity of the
limb dynamics, it is unclear how the CNS manages to handle so many differentiations and
trigonometric operations simultaneously to arrive at an explicit solution of the required joint
torques for many joints.
Moreover, the torques calculated by the above equations refer to the net torques
required to move the joints along the desired trajectory.  Given the redundancy of the
muscular system, there are also many possible muscle activation patterns consistent with any
profile of net joint torques.  Again, it is unclear how the CNS chooses one particular pattern
among many alternatives.  An additional problem associated with solving inverse dynamics
explicitly for motor control is that, it implicitly assumes that muscles are “ideal” actuators
whose force outputs are independent of their lengths and velocities (Bizzi et al., 1992), but it
is well known that muscle force depends on its length, velocity, and activation level (e.g., see
Brooks, 1986).
The difficulty in specifying muscle activations for a given desired trajectory can be
understood in another way.  Bernstein (1967) was probably the first who realized that any
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movement resulting from the activation of any muscle or muscle groups depends critically
on the context in which the movement is being performed.  In Bernstein’s words,
“movements are not completely determined by effector processes,” and thus, “motor effect
of a central impulse cannot be decided [a priori] at the centre, but is decided entirely at the
periphery” (1967 ed., pp. 105-106).  One source of such indeterminacy between muscle
activations and movements can be attributed entirely to anatomical factors.  As a result of
the particular insertion positions of a muscle, the movement produced by contracting the
muscle is very often a function of the limb’s configuration.  For example, activating the
muscle pectoralis major abducts the arm when the arm is raised above the shoulder joint’s
horizontal axis, but adducts the arm otherwise (Turvey et al., 1982).  Additionally, the
movement effect resulting from contracting a muscle also depends on the state of the limb,
that is, its position and velocity.  An example of this source of indeterminacy is that
activating the brachialis muscle when the elbow is at rest and extended leads to elbow
flexion, but activating the same muscle, to the same degree, when the elbow is being
extended from a flexed position may halt elbow motion instead (Turvey et al., 1982).  The
above examples illustrate that the relationship between muscle activations and the resulting
movement can be ambiguous, and such context-dependent variability of movement
generation poses a significant challenge for the CNS to specify the activation level of each
muscle appropriately.
The movement resulting from activating just one muscle can already be quite
variable, as described above.  But to generate a gracious movement, the CNS has to specify
the activation of not just one, but many muscles the limb, and more importantly, to properly
coordinate their activations.  As recognized by Bernstein (1967), successful motor execution
depends critically on motor coordination, which is “an activity which guarantees that a
movement shall have (the) homogeneity, integration and structural unity … this activity is
principally based not on particular processes in individual neurons, but on the determinate
organization [sic] of their common activity” (1967 ed., p. 30).  Given the large number of
muscles present in the musculature representing a large number of degrees of freedom to be
specified, it is difficult for students of systems neuroscience to fathom how the CNS
achieves successful coordination.  For one thing, with so many degrees of freedom any
adjustment of motor commands for compensating systems noise or external perturbations
becomes extremely difficult, because to ensure proper coordination, correcting the
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command of any muscle might necessitate adjustments in the activations of all other
muscles.  Also, the number of available muscles far exceeds the minimal number necessary
for executing a given task; hence, it is likely that for any task there are many possible
combinations of muscle patterns capable of accomplishing the same trajectory.  The CNS
thus needs to cope with such redundancy by solving a problem with no unique solution.
Thus, successful motor coordination is in essence “the process of mastering redundant
degrees of freedom of the moving organ, in other words its conversion to a controllable
system” (Bernstein, 1967, p. 127).  
There remains a possibility that, all possible combinations of motor commands are
stored somewhere in the CNS, and motor execution amounts to finding the best
combination from a giant look-up table.  But this possibility seems extremely unlikely to be
biologically plausible, given the large number of muscles present in the musculature and the
almost infinite number of activation states that each muscle may assume.  This approach of
computation obviously suffers from the “curse of dimensionality,” a term coined by Bellman
(1961) to describe the exponential increase in data points as the data dimensionality
increases.
To summarize briefly, the complexity of solving the inverse dynamics problem
explicitly, the context-dependent nature of the relationship between muscle activations and
the resulting movement, and the large number of degrees of freedom in the muscular system
all contribute to the seeming difficulty for the CNS to appropriately specify the muscle
commands to achieve any motor behavior.
Organizing motor outputs through muscle synergies as a simplifying control strategy
Given the computational challenges of motor execution outlined above, it is
therefore reasonable to expect that, the CNS adopts some simplifying control strategies that
circumvent the complexity of explicitly solving the inverse dynamics problem, and also,
alleviate the burden of coordinating many degrees of freedom in the musculoskeletal system.
One such possible simplifying strategy is that, during motor execution, multiple muscles are
activated together as a fixed group, or a muscle synergy, and the final motor patterns emerge
from an organized combination of the activations of a small number of synergies, each
potentially comprising different muscles (Greene, 1972; Kugler et al., 1980; Lee, 1984;
Macpherson, 1991).  As a result of collapsing multiple degrees of freedom (i.e., multiple
INTRODUCTION 23
muscles) into a single unit of activation, the number of degrees of freedom needed to be
controlled is reduced.  The muscle synergies, then, represent a set of low-level, neurally-
encoded patterns that constrain the muscle patterns achievable (Lee, 1984).
Generating muscle patterns through a set of muscle synergies simplifies control, at
least theoretically, in several ways.  The most obvious advantage offered by synergies is that
they reduce redundancy by constraining the set of all conceivable muscle patterns (Bernstein,
1967; Full and Koditschek, 1999).  As pointed out earlier, in many animals redundancy exists
at both the kinematic level (i.e., for any task, multiple joint trajectories are possible) and the
actuator level (i.e., for any trajectory, multiple muscle patterns are possible).  While synergies
obviously reduce actuator redundancy, it is possible that they reduce kinematic redundancy
as well by disallowing the muscle patterns necessary for some of the possible trajectories.
Secondly, by constraining a group of muscles to act as a unit, a synergy may serve to
eliminate certain muscle patterns that lead to uncoordinated movements (Tuller et al., 1982).
This point is best illustrated with a hypothetical example given in Turvey et al. (1982).
Suppose that there exists a four-wheel car in which the direction of each wheel has to be
independently controlled, so that the driver has to attend to four steering wheels
simultaneously.  With such a car, the driver would have a difficult time controlling the car’s
direction and speed, because the directions of the four wheels have to match, and any slight
deviation of direction in one steering wheel would necessitate adjustments in those of all
other three wheels.  But if the directions of the two front wheels are coupled, and those of
the rear wheels, locked, so that the driver needs only to attend to one steering wheel,
controlling the car’s direction becomes much easier.  Similarly, if each muscle is controlled
independently, then any slight deviation in the activation of one muscle would demand fine-
tuning the activations of all other muscles to prevent the emergence of uncoordinated
movements.  But if certain muscles are grouped together in a way that their co-activations
would always compensate or assist each other to result in coordinated movement even if the
synergy’s activation is perturbed with noise, then the formidable task of coordinating the
activations of many muscles is much simplified.
Thirdly, if each muscle synergy is composed in such a way that co-activations of the
synergy’s constituents always result in the execution of certain simple biomechanical
functions, or movements with certain predictable features, then motor commands might be
generated easily through specifications of the synergies’ activation levels without the need to
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explicitly solve the inverse dynamics equations.  This idea is closely related to the proposal
that, each synergy should ideally be a “self-regulatory entity” (Tuller et al., 1982, p. 258)
whose composition implicitly contains knowledge of the limb’s dynamics.  For example, a
synergy may comprise both agonist muscles for producing certain movement around a joint,
and other muscles for simultaneously counteracting the resulting interaction torques around
other joints.  Presumably, the specific biomechanical or kinematic functions performed by
the synergies should be consistent with a minimal model of the behavior of the animal’s
body in pursuit of a goal (e.g., an inverted pendulum could serve as a minimal model of
human postural control).  Using the terminology of Full and Koditschek (1999), muscle
synergies should ideally be the “anchors,” or strategies of motor execution, that embed a
“template” of the body, or the simplest possible model that describes the body’s behavior
during a motor behavior.
As a result of being structured to perform some simple biomechanical or kinematic
functions, muscle synergies might also facilitate generalization of motor control (Poggio and
Bizzi, 2004), in the sense that altering the activations of the same set of synergies might
enable the animal to perform the same behavior in a very different dynamical environment
(Mussa-Ivaldi, 1997), or a different behavior in the same environment (d’Avella et al., 2003).
In abstract terms, synergies may be regarded as structures that has been “learned” during the
organism’s evolutionary course (not in the Lamarckian sense, but in the sense of being the
end result of natural selection), or, structures that permit generalization – that is to say, their
flexible use can produce diverse adaptive motor behaviors.
In essence, specifying muscle commands through muscle synergies simplifies control
because synergies can reduce the number of degrees of freedom, and can represent some
pre-programmed combinations that automatically take care of some aspects of the system’s
dynamics.  As a result, motor execution becomes much more robust and efficient, as the
central executive of the CNS is not burdened by the details of how the movement should be
implemented (Greene, 1972).
In the following section, we briefly review some experimental evidence supporting
that motor command generation through combination of a small number of muscle
synergies is a biologically plausible strategy of control simplification.
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Experimental evidence for muscle synergies
As reviewed thoroughly in Tresch et al. (2002), there have been many experimental
results, obtained from a variety of preparations using different techniques, suggesting that
high-dimensional muscle commands could be generated by combining several muscle
synergies.  Here, we shall summarize the results of the few studies that are the most relevant
to the goals of this thesis (to be described below).
One approach that has been pursued by a number of authors for demonstrating the
existence of synergies involves recording electromyogram (EMG) data from many different
muscles simultaneously during one or several behaviors.  In these studies, a definition of
muscle synergy is first given, and a model of how the synergies are combined, proposed;
then, the EMG data are computer analyzed for finding the muscular compositions of a set of
putative synergies according to the proposed model of synergy combination.  The existence
of synergies and the validity of the synergy model are then inferred from the result that only
a small number of putative synergies is needed to explain most amount of variance in the
EMG data.
In one of the first studies taking the approach described above, Tresch et al. (1999)
recorded EMG data from 9 hindlimb muscles of the spinalized bullfrog during reflexive
behaviors evoked by cutaneous stimulations.  The EMG data of each muscle obtained from
each reflex were then averaged to yield an EMG response vector across the 9 muscles for
each reflex.  In their synergy model, a muscle synergy is defined to be a non-negative (i.e.,
zero or positive) activation profile across all 9 muscles.  Each reflex response is hypothesized
to be generated by linearly combining several synergies, each of which is activated by a non-
negative coefficient.  Formally, the synergy model of Tresch et al. (1999) can be stated as
follows:
0,,
1
≥=∑
=
iij
N
i
iijj wcwcm
rrv
, (1.1)
where jm
r is the observed EMG response vector of the jth reflex, iw
r is the synergy vector of
the ith muscle synergy, N is the number of synergies, and ijc is the coefficient for the ith
synergy during the jth reflex.  Estimates of the synergy vectors and their corresponding
coefficients were obtained by applying a least-squares gradient descent algorithm onto the
set of all EMG responses.  Tresch et al. found that, under the model described by eqn. 1.1, 4
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synergies are sufficient for predicting the EMG responses with an r2 of ~90%.  These results
are consistent with the idea that the CNS reduces the number of degrees of freedom (in this
case, from 9 to 4) by coupling muscles together as synergies.  Variability of the EMG
responses is explained by the synergy coefficients, which vary across different reflexes.
In another study, Saltiel et al. (2001) recorded EMGs of 12 hindlimb muscles of the
spinalized frog during responses elicited by intraspinal N-methyl-D-aspartate (NMDA)
microstimulation.  This approach of eliciting responses by focal chemical stimulation offers
the potential advantage that, the synergies derived are more likely to represent some task-
independent modules used for constructing a wide range of movements, as the EMGs were
obtained by direct stimulation of spinal interneurons rather than during particular behaviors.
Using the same model of synergy combination (eqn. 1.1), Saltiel et al. (2001) found that, 7
muscle synergies, also extracted from the EMGs using non-negative gradient descent, are
sufficient to explain 91% of the EMG variance.  These results suggest that there might be a
small number of synergies, encoded within localizable regions of the spinal cord (see also
Saltiel et al., 2005), whose linear combination could be a mechanism for generating diverse
motor outputs from the spinal cord.
Both of the studies summarized above test the synergy hypothesis by recording and
analyzing EMGs of spinalized animals.  While the use of spinalized preparations ensures that
any synergy observed can be attributed to some low-level neural structures, whether the
synergies obtained are indeed used for constructing natural behaviors has remained an open
question.  D’Avella (2000) extended the conclusions of those studies by recording EMGs of
13 hindlimb muscles during intact, natural behaviors of the bullfrog, including jumping,
stepping, kicking, wiping, and swimming.  The EMGs from these natural motor behaviors
are much more variable than those from spinalized animals, and hence, d’Avella’s study is a
more stringent test of the generalizing power of muscle synergies across behaviors.  Owing
to the complexity of the EMGs collected, it is difficult to divide every EMG episode into
discrete phases for obtaining averaged EMG values during each phase.  Thus, in d’Avella
(2000), every EMG data point (after pre-processing) is regarded as a EMG response.
Specifically, the model of synergy combination can be stated as follows:
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where )(tmr represents the vector of EMG data at time t, and )(tci  is the time-varying scalar
activation coefficient for the ith synergy.  D’Avella showed that for each behavior, the EMG
data set comprising signals from 13 muscles can be reconstructed by linearly combining only
5-7 synergies with R2 values >90%.  More important, some of the synergies extracted from
the data sets of different behaviors are very similar to each other, suggesting that a subset of
synergies are modules shared between different behaviors (see also, d’Avella and Bizzi,
2005).  D’Avella’s study provides direct evidence supporting the proposal that, the CNS
organizes the motor outputs of diverse everyday motor behaviors by flexible combinations
of a small number of fixed muscle synergies.
Existence of muscle synergies has been inferred by similar approaches of EMG
analysis in many other preparations and behaviors, including brainstem behaviors of the
bullfrog (Hart and Giszter, 2004), postural responses of the cat (Ting and Macpherson, 2005;
Torres-Oviedo et al., 2006), feline locomotion (Krouchev et al., 2006), monkey grasping and
reaching (Overduin, 2006), human locomotion (Ivanenko et al., 2004; Cappellini et al., 2006),
human arm movements (Sabatini, 2002; d’Avella et al., 2006), human standing postural
responses (Krishnamoorthy et al., 2003), and human hand postural responses (Weiss and
Flanders, 2004).
Definitions of muscle synergy
Before stating the goals of the present thesis, it is worth distinguishing the several
different meanings that have been associated with the word ‘synergy’ in the motor control
literature.  In this thesis, the term synergy refers to the concept of muscle synergy, or a
grouping of muscle activities.  This usage differs from that used for describing some
invariant kinematic features (e.g., the “kinematic synergy” of Freitas et al., 2006).  However,
in the literature there are also several definitions or formulations of muscle synergy.  We list
several of them below, and discuss their respective strengths and limitations.
(1) In many textbooks (e.g., Kandel et al., 2000) and articles, two muscles with similar
functions are referred to as ‘synergist’ muscles, and those with opposing functions,
‘antagonist’ muscles.  For instance, in the human leg, soleus is a synergist of
gastrocnemius, while anterior tibialis, an ‘antagonist.’  While simple, this usage can
potentially lead to much confusion in studies involving many muscles, because often a
multiarticular muscle possesses several distinct functions.  For example, the frog
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semitendinosus is both a hip extensor and a knee flexor.  Also, two muscles with
different functions can conceivably be co-activated as a functional unit, and this
definition of a ‘synergy’ is clearly inadequate for our purposes.
(2) In a number of studies (e.g., Smith et al., 1985), muscles that appear to be co-activated
together during a behavior are grouped under the same muscle synergy.  Importantly,
under this definition, each muscle belongs only to one synergy.  Recently, such a
definition has been adopted by Krouchev et al. (2006) in an analysis of feline locomotor
patterns.  They define a synergy as “comprising a group of muscles that are temporally
co-activated and the period of activity of which begins and ends synchronously” (p.
1992).  To identify synergies objectively, Krouchev et al. then proceeded to develop a
new clustering algorithm which detects synergies based only on the onset and offset
times of the EMG bursts.  As acknowledged by the authors, this definition may result in
synergies whose activation patterns are more physiologically plausible.  However, since
only the onset and offset times of the EMG bursts are used to define a synergy,
information contained within the actual waveforms of the EMG bursts are not
incorporated into the structures of the extracted synergies.  Also, as compared with other
definitions [e.g., definition (3) below], this definition appears to require more number of
synergies to describe the EMG data (see Krouchev et al., 2006, their Figs. 5 & 8C).
(3) Some investigators have extracted synergies from multi-channel EMG data using either
principal component analysis (PCA) (Jolliffe, 2002; Krishnamoorthy et al., 2003; Weiss
and Flanders, 2004; Shemmell et al., 2005) or independent component analysis (ICA)
(Bell and Sejnowski, 1995; Hyvärinen and Oja, 2000; Kargo and Nitz, 2003; Hart and
Giszter, 2004).  These algorithms require a synergy to be defined as an activation balance
profile across all recorded muscles, and the muscle data are then explained as linear
combinations of several synergies.  Thus, under this definition, a muscle can belong to
more than one synergy.  This model of EMG generation is almost the same as that
specified by eqn. 1.2, except that neither the synergy components nor their activation
coefficients are constrained to be non-negative.  A real strength of this definition of
synergy is that, the positive and negative muscle components of a synergy could be
respectively interpreted as the excitatory and inhibitory synapses between the synergy-
coding interneurons and the motoneurons.  In addition, the assumption of the ICA
algorithm that the activation coefficients of the different synergies are statistically
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independent corresponds very nicely to the notion that an ideal module should be an
“autonomous” process (Schlosser, 2004).  However, in a study using simulated data sets
(Tresch et al., 2006), the performance of PCA has been shown to be generally poorer
than other algorithms; in data sets corrupted by signal-dependent noise, ICA’s
performance was also much impaired.  More important, because the signs of the synergy
components are unconstrained, the EMG data (especially those data points with near-
zero magnitude) can at times be explained as the positive components of one synergy
canceling out the negative components of another.  Consequently, the synergies
extracted by PCA or ICA tend to be holistic (i.e., non-zero activation components are
present in most of the recorded muscles), and thus, less physiologically interpretable.
(4) Latash and colleagues distinguish two different concepts related to multi-muscle units in
the context of the uncontrolled manifold (UCM) hypothesis, which posits that the CNS
selectively limits the variability of certain control variables whose fluctuations could lead
to instability in a performance variable (Scholz and Schöner, 1999).  According to
Krishnamoorthy et al. (2003), in UCM analyses, ‘synergies’ should specifically be “task-
specific groups of elements that stabilize particular performance variables” (p. 152).
Depending on the level of analysis, groupings of muscles, motor units, or even neurons
could potentially be called synergies so long as stabilization of a performance variable
could be achieved by their co-activations.  At the same time, the large number of
muscles in the muscular system implies that many muscles are likely to be controlled
together as a unit.  This necessitates the formulation of another concept, that of the
‘muscle modes,’ or ‘M-modes,’ which “represent [hypothetical] multimuscle units that
decrease the number of control variables manipulated by the controller, but they are not
specific to a particular performance variable” (p. 158).  These definitions have the merit
of being very precise.  But in experimental settings in which the nature of the most
behaviorally relevant performance variables is not clear in the first place, it could be
difficult to ascertain whether an observed muscle grouping is a synergy or an M-mode.
(5) All four definitions of synergy described above conceptualize a synergy as a
synchronous, time-invariant unit of activation.  But inspections of the EMGs of many
behaviors often reveal fixed relationships between the activation timings of several
muscles, and thus, a synergy may be defined not only in the spatial domain as an
activation profile across muscles, but also in the temporal domain as an invariant
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sequence of EMG bursts of different muscles.  This concept of ‘time-varying muscle
synergy’ (d’Avella and Tresch, 2002; d’Avella et al., 2003; d’Avella et al., 2006) can be
formally stated as follows:
∑
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where )(τiwr  denotes the ith synergy specifying an activation profile for all recorded
muscles for every time point, τ, that falls within a time window of duration T.  Each
time-varying synergy is activated by a scalar, ic , and time-shifted by another scalar, it .
As demonstrated by d’Avella et al. (2006, their Fig. 16), such a synergy model can
potentially represent high-dimensional EMG data with a smaller number of parameters
than any model of synchronous synergies.  The trade-off’s for this reduction of
parameters are that the EMGs tend to be described less well (i.e., with lower R2 values),
and that the computational resource required for extracting synergies tends to be larger.
(6) In this thesis, the definition of muscle synergy adopted is similar to that used in d’Avella
(2000), Saltiel et al. (2001), and Ting and Macpherson (2005).  Each muscle synergy is
represented as a synchronous, time-invariant activation balance profile across all
recorded muscles, so that each muscle can potentially belong to more than one synergy.
Furthermore, all components of every synergy are assumed to be non-negative.  Each
synergy is activated by a time-varying, non-negative activation coefficients, and the final
EMG output is generated by linearly combining several synergies, each of which is
weighted by their respective time-varying coefficients.  Eqn. 1.2 is a formal mathematical
statement of the synergy model used in this thesis.
This formulation of synergy combination is a reasonable choice of model for
analyzing EMGs of natural behaviors for the following reasons.  Firstly, the fact that every
muscle can potentially belong to multiple synergies corresponds well with the finding that
the motoneuronal pool of every muscle is activated by many interneuonal groups
(Jankowska, 1992; and in particular, see Sugiuchi et al., 2004), each of which could represent
a muscle synergy.  Secondly, the linearity assumption is justified by the conclusion of a
recent simulation study that, the musculo-tendon’s capacity to generate forces that scale
linearly with its activation could be a biomechanical result of the operating range of the
musculo-tendon’s length (Berniker, 2005).  Thirdly, non-negative synergies can be easily
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extracted from the EMG data using the non-negative matrix factorization (NMF) algorithm
(Lee and Seung, 1999, 2001).  As a result of the non-negativity constraints, the extracted
synergies tend to be sparse (i.e., only a few of all muscles have non-trivial activation
components in a synergy) rather than holistic, and therefore, more physiologically
interpretable.  Finally, as will be shown in chapters 3-4, the multiplicative update rules of the
NMF algorithm allows simultaneous extraction of synergies shared between multiple data
sets, as well as synergies specific to one or several data sets.  This unique property of the
NMF update rules facilitates comparison of synergies extracted from different conditions,
allowing any hypothesis of synergy sharing to be evaluated more easily.
Of course, this synergy model is not without limitations.  It does not capture any
potential inhibitory synapses between interneurons and the motoneuronal pools, and any
fixed temporal relationships between EMG bursts are not captured by the synergies.  A
thorough, rigorous comparison between the different definitions of muscle synergy outlined
above is beyond the scope of the present thesis.
Goals of the thesis, and an abstract of my argument
As briefly reviewed above, evidence for the existence of muscle synergies has been
provided by the frog experiments of Tresch et al. (1999), Saltiel et al. (2001), d’Avella (2000),
and also, other studies focusing on a variety of preparations.  However, a number of
unresolved issues pertaining to those studies have remained, some of which cast doubt on
whether the observed synergies represent constraints utilized by the CNS for simplifying
movement control.
Firstly, in the aforementioned studies, synergies were extracted from the EMG data
using a decomposition algorithm such as the NMF algorithm (e.g., d’Avella, 2000; Ting and
Macpherson, 2005).  Even though the EMG data are described well by the extracted
synergies (R2 ≈ 90%), it is conceivable that, the extracted synergies are merely artifactual
structures resulting from the constraints and assumptions imposed by the algorithm used.  In
other words, if we regard the algorithm as a model of EMG generation imposed onto the
data, it is uncertain whether the algorithm is a good enough ‘synergy-recognition model’
whose assumptions should ideally match those of the ‘generative model’ thought to underlie
the process of synergy combination (Dayan and Abbott, 2001, pp. 359-60).
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Secondly, it could be argued that the observed synergies in the aforementioned
studies only reflect experimental constrains instead of neural constraints for control
simplification – that is to say, under those experimental conditions, the EMGs could only be
configured in a limited way to achieve the observed behaviors, and thus, the observed
synergies could just be an epiphenomenon due to constraints like the biomechanical
requirements of the tasks, the specific dynamic environments, or the specific afferent inflow
pattern during the behaviors.  This concept of neural versus experimental constraints is best
illustrated using Venn diagrams.1  Shown in each panel of Fig. 1.1 are two axes denoting the
space of all conceivable muscle patterns.  The area delimited by circle B represents the set of
muscle patterns capable of executing a particular behavior, and that delimited by circle N,
the set of patterns that can be produced by the nervous system.  The experimentally
observed muscle patterns are then denoted by the intersection of circles B and N, colored
gray in the figure.  As shown in panels A1 and B1 in Fig. 1.1, in the synergy studies
mentioned above, the observed ‘synergies’ can either be due to stringent neural constraints
within a large set of possible muscle patterns consistent with the behaviors (panel A1), or,
stringent experimental constraints within a large N set resulting from each muscle being
controlled individually (panel B1).  Clearly, only the former of these two scenarios (panel A1)
are consistent with the notion that, muscle synergies function as neural constraints for
control simplification.
This thesis seeks to shed light on the open questions described above, with the
primary goal of testing the hypothesis that, the nervous system simplifies motor control by
generating muscle commands through combinations of a small set of muscle synergies,
conceptualized as robust neural patterns that constrain motor outputs (Fig. 1.1, panel A1)
(Lee, 1984).  I first addressed the question concerning the need to use an appropriate synergy
identification algorithm by analyzing the non-negative matrix factorization (NMF) algorithm,
first proposed by Lee and Seung (1999), and used in a number of studies to extract synergies
(e.g., d’Avella, 2000; Torres-Oviedo et al., 2006).  In chapter 2, I show that this algorithm,
originally formulated as a procedure of estimating synergy vectors through minimization of
the data reconstruction error (Lee and Seung, 2001), can be reinterpreted as a procedure of
searching for synergies that maximize the likelihood of observing the data set, assuming that
the data set is corrupted by a constant-variance Gaussian noise.  I further demonstrate that,
                                                          
1 I thank Yue Tan David TANG for this suggestion.
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the NMF can be rearranged to model other noise distributions, and in particular, the gamma
distribution.  Using both the Gaussian and gamma versions of the NMF, I then performed
simulation experiments whose results suggest that, when the data noise magnitude is low,
both versions of the NMF algorithm perform identically.  More importantly, when applied
to real EMG data sets obtained from frog natural behaviors, both versions of the NMF
yielded similar synergies.  These results suggest that the noise magnitude of the EMG data is
likely to be low, and thus, the NMF seems to be a reasonable synergy extraction algorithm,
at least for EMG data sets obtained from frog natural behaviors.
                        
FIGURE 1.1.  Venn diagrams illustrating the goals of the perturbation experiments described in this
thesis.  In each panel, the two axes denote the space of all conceivable muscle patterns (i.e., patterns
of EMG activity).  The circle N delimits the set of patterns that can be produced by the nervous
system, and the circle B, the set capable of executing a motor behavior under a particular
experimental condition.  The observed EMG patterns are then necessarily bounded by the
interaction of circles N and B, colored gray in the figure.  In previous studies, the experimentally
observed muscle synergies can either be attributed to stringent neural constraints (A1), or to tight
experimental constraints (B1).  To distinguish these two possibilities, the experimental conditions can
be perturbed (circle Bp).  Scenario A1 predicts that after perturbation, the synergies remain the same
(A2).  Scenario B1, on the other hand, predicts that synergies are changed after perturbation (B2).
Concerning the second question of whether synergies are indeed a set of neural
constraints, I sought to distinguish the two possibilities illustrated in panels A1 and B1 of
Fig. 1.1 by means of perturbation experiments.  More specifically, I recorded EMG patterns
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from the right hindlimb of the bullfrog (Rana catesbeiana) during natural motor behaviors,
before and after delivery of a perturbation to the frog’s motor system.  This perturbation is
expected to alter the original experimental constraints (Fig. 1.1, circles Bp in panels A2 &
B2), thus allowing the two possibilities (Fig. 1.1, panels A1 vs B1) to be distinguished.  If the
observed muscle synergies do represent neural constraints, then the synergies are expected to
remain unchanged after perturbation (Fig. 1.1, panel A2).  On the other hand, if the
synergies observed in earlier studies are merely reflections of experimental constraints, then
the original ‘synergies’ observed before perturbation are not expected to remain invariant
after perturbation delivery, as the new experimental constraints (Bp in panel B2) would
necessitate some new muscle activation patterns for production of the same behavior.
Two chapters in this thesis are devoted to such perturbation experiments.  In chapter
3, I describe a set of experiments designed to test whether muscle synergies underlying
locomotor behaviors rely on sensory signals for their organizations.  Muscle signals from 13
hindlimb muscles were recorded during jumping and swimming before and after ipsilateral
hindlimb deafferentation, the surgical procedure of removing sensory inflow into the CNS
by severing the dorsal nerve roots.  I then compared intact and deafferented synergies
systematically using a novel reformulation of the NMF capable of simultaneously extracting
synergies shared between the two data sets, as well as synergies specific to each data set.  My
analytical results demonstrate that most of the locomotor synergies remained invariant after
deafferentation, suggesting that the observed synergies are robust neural structures encoded
within spinal and/or supraspinal networks.
In chapter 4, I present results of a set of experiments in which the dynamics of the
frog hindlimb was perturbed by both inertial loading and elastic loading.  Muscle signals
were collected during jumping, swimming, kicking, and stepping before, during, and after
loading.  Then, the EMGs of the different unloaded and loaded conditions were
systematically analyzed using another novel algorithm capable of extracting synergies from
the pooled data set comprising EMGs of all conditions, and for each extracted synergy,
indicating in which condition(s) that particular synergy was activated.  Most of the extracted
synergies were activated in all unloaded and loaded conditions, suggesting that most muscle
synergies are robust structures independent of the particular sensory stimuli engendered
during a specific condition.  But the activation pattern of several invariant synergies was
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reversibly changed by loading, indicating that the motor system may adapt to a new dynamic
environment by modulating the activations of a fixed set of synergies.
Overall, the robustness of the synergies observed in my perturbation experiments
argues for the case that, the muscle synergies extracted from the EMG data reflect neural
structures that constrain motor outputs during natural motor behaviors.  At the same time,
both descending signals and sensory stimuli cooperate in modulating the activations of
synergies, so that the resulting motor commands can be efficiently adapted to the changing
external environment.
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Chapter 2
A statistical interpretation of the non-negative
matrix factorization algorithm§
                                                          
§ This thesis chapter is a revision of a previously published article:
Cheung VCK, Tresch MC (2005) Non-negative matrix factorization algorithms modeling noise
distributions within the exponential family. Proc. IEEE Eng. Med. Biol. 27th annl. conf. (Shanghai, China,
Sept 1-4, 2005), 4990-4993.  Copyright 2005 IEEE.
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INTRODUCTION
In many experimental contexts, investigators are faced with highly complex and high
dimensional data.  Often, this complexity is only apparent, and the data in fact exist in a
simpler, low dimensional subspace of the total possible dimensionality.  The problem for the
investigator is to identify a representation of the data which captures this low dimensional
subspace, thereby characterizing the critical features of the observed data.
Many methods have been proposed to perform this subspace identification, or
matrix factorization.  Here we describe a general framework for the factorization of data sets
consisting of non-negative data.  This work extends the framework developed by Lee and
Seung (1999, 2001), to non-negative data sets generated according to any of the probability
distributions belonging to the exponential family.  This approach allows us to develop
factorization algorithms which can be adapted to data sets with different expected statistical
properties.  We illustrate this approach using a factorization algorithm based on generalized
gamma distributions, for which the standard deviation of a data point is proportional to its
mean.  Such signal dependent noise is expected for many physiological data sets, such as
muscle activation patterns (Harris and Wolpert, 1998).
ALGORITHM DERIVATION
Let D be a non-negative M×T data matrix comprising T samples of a M-dimensional
data vector.  We model the data matrix as a linear combination of N basis vectors, N ≤ M,
such that
;0,,; ≥•≈ CWDCWD (2.1)
where each column of W (M×N) represents a basis vector, and each row of C (N×T)
represents the coefficients for a corresponding basis across all data samples.  We further
assume that the observed D is generated by corrupting W•C with noise that can be
characterized as a distribution in the exponential family.  Our problem is to estimate W and
C given D.
In the noise model pursued here, each observed data sample from each channel,
),...1,...1( TjMiDij == is a random variable whose distribution is described by one in the
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exponential family; the mean of the distribution for each data point is then equated to the
uncorrupted data point generated by linearly combining the basis vectors, i.e., ijWC][ .
Suppose that the distribution involves P parameters, Pθθ ,...,1 .  We first assume that one of
the parameters (say, 1θ , without loss of generality) can be related to the mean of the
distribution, denoted by µ , through a link function, g , such that
).,...,,,( 321 Pg θθθµθ = (2.2)
If we further assume that the data samples and the data dimensions are both independently
distributed, the likelihood function for D can be expressed as follows for any noise
distribution in the exponential family:
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where h, y ≥ 0, tq , zq , h, y are real-valued functions, and K an integer, which together
characterize a particular distribution in the exponential family; ijµ  is the distribution mean
for data sample ijD , and µr  is the set of all ijµ ’s.  To simplify equation (2.3), denote
Pθθ ,...,2  by θ , ( )PPijgy θθθθµ ,...,),,...,,( 22  by )|( θµijy , and
( )PPijq gz θθθθµ ,...,),,...,,( 22  by )|( θµijqz .  Then, setting the distribution mean to be W•C
yields the following expression relating the basis vectors and their coefficients to the
likelihood function:
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We estimate W and C through maximization of the log-likelihood function stated in
equation (2.4).  To accomplish this, we first differentiate log P(D|W,C) with respect to each
component of the basis vector matrix, NaMiW ai ...1,...1, == :
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Similarly, the partial derivative of the log-likelihood function with respect to each
component of the coefficient matrix, ,...1,...1, TjNaC ja == is as follows:
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After obtaining the partial derivatives, the log-likelihood function can then be maximized
through a 2-step iterative gradient ascent procedure.  In the first step, W is updated while
keeping C fixed; in the second step, C is updated while keeping W fixed.  Denoting the
learning rates of the first and second steps by ηW and ηC, respectively, we obtain the
following additive update rules (for the sake of clarity, the bars of every matrix subscript will
be dropped in all ensuing equations):
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Since W and C are assumed to be non-negative, both of the above learning rates can be
formulated component-wise as functions of W and C.  Let 
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aj WC ][ Ψ=η .  After some straight-forward rearranging using the expressions in equations
(2.5) and (2.7), the additive update rules in (2.8) can be reformulated as multiplicative update
rules:
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with the Φ and Ψ matrices as defined in (2.6).
In this paper, we focus on two non-negative algorithms, derived using (2.9) from the
Gaussian and the generalized gamma distributions, respectively.  In the Gaussian case, if we
set WC=µ , then Φ = D / σ2, and Ψ = [WC] / σ2.  Substituting these expressions for Φ and
Ψ into (2.9), we obtain the update rules for the Gaussian algorithm (GAU), which are the
same as the non-negative matrix factorization update rules proposed by Lee and Seung
(1999, 2001).
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To model signal-dependent noise, we use the generalized gamma distribution having
the following form:
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where α and κ are parameters for the distribution, and Γ(α) is the gamma function.  The
distribution mean for (2.10) equals κ,# and hence, to obtain the non-negative matrix
factorization update rules for this distribution, we can set κ = [WC]ij .  Let φ = 1/ α , we
obtain the following relationship between the mean and standard deviation of each data
point:
 ( ) .)(][)(;][)( 22 ijijijijij DEWCDVarWCDE •=== φα   (2.11)
Thus, the generalized gamma distribution defines a signal-dependent noise model in which
the standard deviation of the noise is proportional to the data amplitude.  Such signal-
dependent noise has been observed to underlie variation of control signals in the motor
system (Harris and Wolpert, 1998).  Update rules for the generalized gamma algorithm
(GGM) can be obtained by deriving expressions for Φ and Ψ:
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and the noise proportionality constant φ in (2.11) can be obtained by estimating α using
standard maximum likelihood methods.          
ASSESSING ALGORITHM PERFORMANCE
We assessed the ability of the GAU and GGM algorithms described above to
identify underlying basis vectors from simulated data sets generated by known bases.  Ten
different simulated data sets were initially generated.  Each contained 1000 data samples, and
was generated by linearly combining a set of 5 basis vectors.  The components of both the
basis vector matrix (W) and the coefficient matrix (C) used for data generation were
uniformly distributed in (0, 1).  Each of these 10 data sets was then corrupted by two
                                                          
# Note that the generalized gamma distribution stated in equation (2.10) can be viewed as a
reparametrization of the standard gamma distribution using the link function β = g(E(D),α) = κ/α.
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different types of noise – Gaussian noise, and signal-dependent noise with a generalized
gamma distribution.  In the case of Gaussian noise, the data set, D, was corrupted so that
),,(~);( 2σCWNDDgD •=
where g(x) = x if x ≥ 0, and g(x) = 0 if x < 0.  Such thresholding of the data was necessary to
ensure that the simulated data set stayed non-negative.  Each simulated data set was
corrupted by Gaussian noise of 8 different magnitudes, corresponding to the following
values of σ: (0.01, 0.02, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3).  In the case of signal-dependent noise,
each of the 10 data sets was corrupted so that
).,(~ αα CWGammaD •
As in the case of Gaussian noise, each of the 10 original simulated data set was corrupted by
noise of 8 different magnitudes using the following values of α: (20, 40, 60, 80, 100, 120,
150, 300).  Thus, there was a total of 10×2×8 = 160 data sets, 80 of which contained
Gaussian noise, and the other 80, signal-dependent noise.
For each type of noise, and for each noise level, we quantified noise magnitude by
calculating 1-R2, where R2 is the coefficient of determination representing the percentage of
variance in the noise-corrupted data set explicable by the original uncorrupted data set.
We then proceeded to extract 5 basis vectors from each of these 160 data sets using
both the GAU and GGM algorithms.  For each extraction, we also randomly and
independently shuffled each row of the data matrix, and extracted basis vectors from this
shuffled data set.  This allowed us to assess the baseline similarity between the extracted and
original basis vectors (see below).
Performance of the two algorithms was assessed by comparing the extracted bases
and the original bases generating the simulated data set.  Similarity was quantified by
calculating the sum of the cosine of the principal angles between the two sets of bases
(Golub and Van Loan, 1983).  Since 5 bases were identified in each extraction, the maximum
similarity value was 5.  To account for the possibility that a fraction of the calculated
similarity value is expected by chance, for each data set, each noise magnitude, and each
algorithm, the normalized similarity (snorm) was calculated as follows:
),5()( baselinebaselinenorm ssss −−=
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where s is the similarity value between the original bases and the bases extracted from
unshuffled data, and sbaseline is the similarity value between the original bases and those
extracted from shuffled data.
Figure 2.1 summarizes the performance of the two algorithms in the two types of
noise-corrupted data sets.  Results from both the GAU algorithm (solid line) and the GGM
algorithm (dotted line) are presented (mean ± SD, n =10).  It is apparent from Fig. 2.1A that
for data sets with Gaussian noise, when the noise magnitude was low, both algorithms
performed equally well (with snorm close to 1).  But for Gaussian noise magnitudes >20%, the
GAU algorithm performed substantially better than the GGM algorithm.  On the other
hand, as shown in Fig. 2.1B, for data sets containing signal-dependent noise, the GGM
algorithm performed better than the GAU algorithm for all noise magnitudes tested.  Thus,
the non-negative algorithm is better able to recover the original generative basis vectors if
the actual noise structure of the data set agrees with the noise structure assumed by the
algorithm.
FIGURE 2.1. Assessing performance of the GAU and GGM algorithms with simulated data sets.
Basis vectors extracted using the GAU algorithm (solid line) and GGM algorithm (dotted line) were
compared with the original basis vectors generating the data sets.  Data sets were corrupted by either
constant variance Gaussian noise (A) or signal-dependent noise (B).  Mean ± SD plotted (n=10).
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FIGURE 2.2.  Testing the performance of the Akaike Information Criterion.  The AIC values were
computed using results obtained from both the GAU (solid line) and GGM (dotted line) algorithms.
The simulated data sets were corrupted by either constant variance Gaussian noise (A) or signal-
dependent noise (B).  Note that for data sets with low noise magnitudes, we were unable to obtain
the AIC values for the signal-dependent noise model, because the gamma function in Matlab cannot
handle large input arguments. Mean ± SD plotted (n=10).
MODEL SELECTION CRITERION – THE AIC
As shown above, the closer the data noise structure is to the noise structure assumed
by the algorithm, the better the algorithm performs in retrieving the correct basis vectors.
However, the noise structure of any given physiological data set is often not known.
Whether results of any one algorithm are potentially “better” or “worse” than those of
another in capturing underlying data structures has to be determined by some model
selection criteria.  Here, we tested whether the well-known Akaike Information Criterion
(AIC) (Akaike, 1973) could reveal the underlying data noise structure in the simulated data
sets described above: the lower the AIC, the better the fit of the parameters to the observed
data.
For each of the 160 simulated data sets described in the previous section, the AIC
was computed for both the GAU and GGM algorithms using their respective extracted
bases and coefficients.  Figure 2.2 shows the AIC values obtained from the two algorithms
(GAU: solid line; GGM: dotted line; mean ± SD, n =10).  It is apparent that for data sets
corrupted with constant-variance Gaussian noise, the GAU algorithm consistently yielded
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results with lower AIC values, indicating that the Gaussian noise model of the GAU
algorithm was a better fit to the data than the signal-dependent noise model.  On the other
hand, for data sets corrupted with signal-dependent noise, the AIC values from the GGM
results were lower than those from the GAU results for all noise magnitudes tested.  Hence,
the underlying noise structure of the data set could be revealed by comparing the AIC values
obtained through different algorithms having different assumptions of noise structure.
APPLYING THE ALGORITHMS TO EMG DATA
We next proceeded to analyze electromyographical (EMG) data sets collected from
13 hindlimb muscles of the frog during jumping in order to identify the basis vectors, or
muscle synergies, underlying these high-dimensional data sets.  Previous studies (Tresch et
al., 1999; Cheung et al., 2005; d’Avella and Bizzi, 2005) have suggested that the frog motor
system might simplify control of the many degrees of freedom in the muscle space through
linear combination of a small number of muscle synergies.  However, none of the above-
mentioned studies compared performance of different algorithms assuming different noise
structures.  It is not known also whether frog EMGs collected during natural behaviors are
corrupted by signal-dependent noise similar to the kind suggested by Harris and Wolpert
(1998).  Here, we address this question by applying both the GAU and GGM algorithms to
frog EMG data sets, and by comparing AIC values from both algorithms to see which noise
model might be a better fit to these physiological data.
Methods for data collection have been described previously (d’Avella et al., 2003).
Data collected from 6 different intact frogs during jumping were analyzed.  For each frog,
the GAU and GGM algorithms were applied to the EMG data to extract 5 synergies.  Such a
model order was suggested by previous studies (d’Avella et al., 2003; Cheung et al., 2005).
Also, synergy extraction was repeated 5 times for each frog and each algorithm, each time
with different initializing W (the synergy matrix) and C (the coefficient matrix).  The AIC
value for each extraction was also computed.
Table 2.1 lists the AIC values for both the GAU and GGM models applied to each
of the 6 frogs.  For all frogs, the AIC of GGM was smaller than the AIC of GAU.  Such a
consistent result suggests that the noise underlying frog EMGs might be better described
using a signal-dependent noise model whose noise standard deviation is proportional to the
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mean EMG amplitude.  Another implication is that the muscle synergies extracted using
GGM might be closer to the actual physiological synergies underlying jumping than the
GAU synergies.
TABLE 2.1.  The Akaike Information Criterion (AIC) values for the GAU and GGM models applied
to frog jumping EMG data (13 muscles, 5 synergies; mean, n=5).  The MLE estimate for the φ
parameter in the GGM noise model (equation 2.11) is also listed (mean ± SD, n=5).
Animal GAU (x106) GGM (x106) MLE est. for φ (GGM)
Frog 1 -1.9236 -3.8506 0.5002±0.0117
Frog 2 -0.5617 -1.2010 0.4529±0.0284
Frog 3 -0.5095 -1.3870 0.5275±0.0242
Frog 4 -0.6505 -1.3020 0.4688±0.0112
Frog 5 -0.6310 -1.2783 0.4606±0.0115
Frog 6 -0.3357 -0.7764 0.5162±0.0051
FIGURE 2.3.  Muscle synergies (Syn) of frog 2 extracted using the GGM (A) and the GAU (B)
algorithms.  Results from the extraction repetition with the lowest AIC were shown.  The 13
recorded muscles were rectus internus major (RI), adductor magnus (AD), semimembranosus (SM),
semitendinosus (ST), ilio-psoas (IP), vastus internus (VI), rectus femoris anticus (RA), gastrocnemius
(GA), tibialis anticus (TA), peroneus (PE), biceps (or ilio-fibularis) (BI), sartorius (SA), and vastus
externus (VE).  Synergies from the two synergy sets were matched by calculating scalar products.
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Figure 2.3 shows the jumping muscle synergies extracted using GGM (A) and GAU
(B) for one frog.  In this figure, it can be seen that both algorithms yielded similar results for
synergies 3-5, all of which were activated during the flexion phase of the jump.  However,
for synergies 1-2, both of which were activated during jump extension, the GGM and GAU
synergies are quite different from each other.  A closer examination of these two synergies
reveals, for example, that both synergies 1 and 2 from GAU have a strong gastrocnemius
(GA) component; however, only synergy 1 from GGM contains GA activation.  An
interpretation of this observation is that because GA was activated strongly during
extension, its EMG was also more variable due to signal-dependent noise.  Such variability
forced the GAU algorithm to divide the GA extension bursts up between two different
synergies.  Whether the GAU or GGM synergies correspond better to other physiological
measures (such as kinematics) would require further studies and analyses.
DISCUSSION AND CONCLUSION
In this paper, we have derived a non-negative blind source separation algorithm
capable of modeling any noise distribution in the exponential family (equation 2.9).  It is
shown that our update rules can be reduced to the non-negative matrix factorization
algorithm proposed by Lee and Seung (1999, 2001) by assuming constant-variance Gaussian
noise.  Also, update rules for a signal-dependent noise model were derived (equation 2.10).
The ability of both the Gaussian (GAU) and generalized gamma (GGM) algorithms to
recover bases from data corrupted with noise was tested using simulated data sets, and it was
confirmed that the algorithm performs better if the data noise structure agrees with the noise
model of the algorithm (Fig. 2.1).  It was further shown that the AIC could be used as a
model selection criterion to decide which algorithm might be better fitted to the data (Fig.
2.2).  Both the GAU and GGM algorithms were then applied to EMG data collected from 6
frogs.  Calculation and comparison of AIC values suggested that frog EMG data might be
better described using a signal-dependent noise model.
One of the most important features of the algorithm presented here is that it is
generalized to any noise distribution in the exponential family, thus allowing modeling of
signal-dependent noise.  In this paper we have presented one possible formulation of signal-
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dependent noise using the generalized gamma distribution.  But other formulations, such as
Gamma(WC, 1) or N(WC, WC), are in principle possible, provided that the resulting
algorithms converge.  Such flexibility of our algorithm would be particularly useful in
analyses of data sets with unknown noise structures.  In such cases, basis vectors can be
extracted using multiple versions of our algorithm having different noise model assumptions,
and a model selection criterion such as AIC can then be applied to gain insight into the
underlying data noise structure.  For this reason, we think the algorithms presented here
might be useful in analyses of not only EMG signals, but also a wide variety of high-
dimensional physiological data (such as neuronal firing rates of multiple neurons).
Chapter 3
Muscle synergies as centrally organized
modules: evidence from deafferentation§
                                                          
§ This thesis chapter is a revision of a previously published article:
Cheung VCK, d’Avella A, Tresch MC, Bizzi E (2005) Central and sensory contributions to the activation
and organization of muscle synergies during natural motor behaviors.  J. Neurosci. 25(27): 6419-6434.
Copyright 2005 by the Society for Neuroscience.
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INTRODUCTION
Motor coordination can be understood as the mechanism by which the central
nervous system (CNS) controls the many degrees of freedom in the redundant
musculoskeletal system to achieve purposeful behaviors (Bernstein, 1967).  Earlier
experiments have suggested that the CNS may simplify control by activating a small number
of modules (Grillner, 1985; Bizzi et al., 1991; Stein and Smith, 1997; Tresch et al., 2002),
formulated as muscle synergies, or activation profiles across a set of muscles, the linear
combination of which can generate diverse motor patterns (Tresch et al., 2002; Hart and
Giszter, 2004; Ting and Macpherson, 2005).  Previous studies examining this hypothesis
have relied on animals with intact afferents (Saltiel et al., 2001), or have characterized
predominantly feed-forward, ballistic movements such as cutaneous reflexes (Tresch et al.,
1999) and kicking (d’Avella et al., 2003).  The role of sensory feedback in synergy
organization and activation has thus remained an open question.
 The simplest role of feedback in such a modular motor system would be to
modulate activation of centrally organized synergies (Fig. 3.1-A1).  Spinal and/or supraspinal
neuronal networks would specify the particular muscle activation balance of each synergy,
with sensory feedback playing no role in its specification.  It is well established that complex
electromyographical (EMG) patterns during many behaviors can be generated without
afferents (Grillner, 1975; Delcomyn, 1980).  Force field primitives of the spinalized frog
before and after deafferentation were also very similar (Leob et al., 1993), suggesting the
presence of modules directly activated by central commands.
In addition, there may be synergies organized within the CNS, but specifically
accessible only by feedback signals (Fig. 3.1-A2).  This possibility is suggested by the
corrective responses observed upon limb perturbations in the cat (Forssberg, 1979) and frog
(Kargo and Giszter, 2000a).  Alternatively, sensory inflow may modify activations of
individual muscles within a synergy (Fig. 3.1-A3), or contribute to specification of synergies
by reorganizing interneuronal networks (Pearson, 2004) (Fig. 3.1-A4).  Yet another
possibility is that synergies arise as emergent properties of the entire neural network
comprising both central circuits and feedback loops.  Whether differences between
afferented and deafferented EMGs (Grillner and Zangger, 1984; Kargo and Giszter, 2000b)
reflect afferent modulation of centrally organized synergies, recruitment of afferent-specific
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synergies, feedback reorganization of existing synergies, or emergent properties of the motor
circuitry has remained unclear.
FIGURE 3.1.  Hypotheses and concepts invoked in this study.  A, Different possible roles of sensory
feedback in a modular motor system.  Each black square represents a CNS neuronal network
specifying the muscle activation balance within a muscle synergy, and each circle represents the
motoneuron pool for a muscle.  A1, In this scheme, synergies are organized centrally, and activated
by spinal and/or supraspinal commands.  Sensory feedback can modulate their activation, but plays
no role in specifying the activation balances within the synergies.  A2, Centrally organized synergies
specifically accessible by sensory inflow.  These synergies may be responsible for the corrective
responses seen upon limb perturbations (Forssberg, 1979; Kargo and Giszter, 2000a).  A3, Centrally
organized synergies acting as templates for motor output generation.  Each muscle within each
synergy is independently regulated by afferent signals.  A4, Feedback reorganization of CNS
neuronal assemblies, resulting in altered synergy structures after deafferentation.  It is possible that
when feedback is available, some interneurons capable of generating motor patterns under the
deafferented condition are not activated, while some other interneurons requiring sensory signals for
activation are recruited instead.  This scheme is similar to the model put forth by Pearson (2004).  B,
The concept of synergy bases spanning a subspace.  Shown in the diagram is a hypothetical case with
EMG data collected from 3 muscles.  The EMG trajectory is described by two different sets of
synergy bases, shown in solid and dashed arrows, respectively.  Despite having different structures,
these two synergy sets span the same 2-d subspace within the 3-d EMG space, and can describe the
EMG data equally well.
In this study, we assess to what extent the CNS relies on centrally organized
synergies accessible by central commands (Fig. 3.1-A1) to generate motor outputs for
locomotor behaviors.  We collected hindlimb EMGs from intact frogs during swimming and
jumping, before and after ipsilateral deafferentation.  Then, we exploited a non-negative
factorization algorithm (Lee and Seung, 1999) to identify synergies shared by, and synergies
specific to, the intact and deafferented data sets.  Our analyses indicate that to a large degree,
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both data sets can be explained by a set of shared synergies.  We conclude that a small
number of centrally organized synergies, activated by central commands but modulated by
sensory feedback, plays a predominant role in generating complex motor patterns for
locomotor behaviors.
MATERIALS AND METHODS
Surgeries and experimental procedure.
Four adult bullfrogs (Rana catesbeiana, 270-590 g) were studied.  On each frog, three
surgeries were performed on separate days.  In all surgeries, the frog was anesthetized with
ice and tricaine (ethyl 3-aminobenzoate methanesulfonate; Sigma, St. Louis, MO; 0.1 mg/g)
injected into the left iliac lymph-sac.  In the first surgery, the dorsal nerve roots were
exposed by rongeuring vertebrae 5-6 and cauterizing the dura mater.  In the second surgery,
bipolar EMG electrodes were implanted into 13 muscles in the right hindlimb, including
(following nomenclature of Ecker, 1971): rectus internus major (RI), adductor magnus (AD),
semimembranosus (SM), semitendinosus (ST), ilio-psoas (IP), vastus internus (VI), rectus
femoris anticus (RA), gastrocnemius (GA), tibialis anticus (TA), peroneus (PE), biceps (or
ilio-fibularis) (BI), sartorius (SA), and vastus externus (VE).  All wires were passed
subcutaneously to a 37-pin d-sub connector, secured to the back skin with a custom-made
plastic platform and Nexaband glue (Veterinary Products Lab., Phoenix, AZ).  The crimp
contacts were insulated by epoxy.  The third surgery was a deafferentation procedure: dorsal
roots 7-9 on the right side were severed at the level of the sixth vertebra.  After some of the
surgeries, antibiotic (enrofloxacin; Bayer, Shawnee Mission, KS; 10-3 mg/g) was also
administered subcutaneously for prophylaxis.
Patterns of EMG during unrestrained swimming and jumping, performed in a
specially designed tank and cage, respectively, were collected after electrode implantation and
before deafferentation during 1-2 experimental sessions conducted over 1-3 days.  After
deafferentation, another 1-2 sessions of EMG data were collected over 1-3 days.  Between
surgeries and experimental sessions, the frog was allowed at least 18 hours for recovery.
Episodes of both in-phase and out-of-phase swimming (Nauwelaerts and Aerts, 2002) were
either spontaneous, or elicited by lightly touching the hindlimbs with a plastic rod.  During
all swimming trials, removable light-bodied Permlastic (Kerr USA, Romulus, MI) was also
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used to provide additional insulation of the EMG-electrode connector against water.  For
the jumping responses, a few of them were spontaneous, but most of them were elicited by
lightly scratching the skin of either hindlimb with a pair of sharp forceps.  All swimming and
jumping experimental trials were also videotaped, and the EMG and video recordings were
approximately synchronized by a digital counter.  Correct placement of electrodes was
confirmed in post-mortem examinations following all experimental procedures.  All
procedures were approved by the MIT Committee on Animal Care prior to experimentation.
Data collection and preprocessing.
Continuous EMG signals, both intact and deafferented, were amplified (gain =
10000), band-pass filtered (10-1000 Hz) through differential AC amplifiers, and digitized
(1000 Hz).  Using a custom software written in Matlab (Mathworks, Natick, MA), the EMG
traces were manually parsed into segments, each containing a single jump or consecutive
swimming cycles.  The parsed data were then high-pass filtered (window-based FIR; 50th-
order; cutoff = 50 Hz) to remove any motion artifacts.  Subsequently, the data were
rectified, low-pass filtered (FIR; 50th-order; 20 Hz) to remove noise, and integrated over 10-
ms intervals.  The EMGs were not normalized before further analyses.
Analysis stage I: Extracting muscle synergies separately.
We modeled EMGs of each behavior as the linear combination of a set of muscle
synergies, each represented as an activation profile across the 13 recorded muscles, and
activated by a time-varying activation coefficient.  We hypothesized that the synergies and
their activations are non-negative, and are identifiable by applying the non-negative matrix
factorization algorithm (NMF) (Lee and Seung, 1999) to the EMG data.  The NMF
algorithm is a reasonable method for extracting synergies because as a result of its non-
negativity constraint imposed on both the synergies and their activations, the synergies
extracted tend to be sparse rather than holistic, and thus, more physiologically interpretable
(Lee and Seung, 1999).  Also, unlike methods such as the independent component analysis
(Bell and Sejnowski, 1995; Hyvärinen and Oja, 2000), NMF does not rely on the assumption
that synergy activations are statistically independent; hence, NMF is more compatible with
the previous finding that activations of multiple synergies might be correlated (Saltiel et al.,
2001).
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Our synergy analyses were divided into two stages.  In stage I, our goals were to
estimate the number of intact and deafferented synergies, the number of synergies shared by
the two data sets, as well as the amount of variance representing systematic variation within
each data set.  We considered the intact and deafferented data sets separately, and extracted
synergies from each of them.  Stated formally, our model in stage I has the following
mathematical form:
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where, for the 13 recorded muscles, d(t) represents the EMG data at time t, aw  is a 13-
dimensional vector denoting the ath synergy, )(tca  is the time-varying scalar activation
coefficient for aw , and N is the total number of synergies extracted.  Note that equation
(3.1) can also be stated in matrix notation as D=WC, where D, W, and C are the data,
synergy, and coefficient matrices, respectively.  In stage I, the above model was applied
separately to each of the intact and deafferented data sets, for each of the swimming and
jumping behaviors.
 The intact and deafferented synergies and their activation coefficients were extracted
by implementing the NMF multiplicative update rules (Lee and Seung, 2001) in Matlab.
Under these update rules, at each iteration new estimates of W and C were calculated by
multiplying the current estimates by factors depending on D and current estimates of W and
C.  This iterative estimation procedure was stopped after convergence of the reconstruction
error ||D-WC||, defined here as having 20 consecutive iterations with a change of EMG
reconstruction R2 <0.01%.
The NMF algorithm requires the number of synergies extracted to be specified
before application of the algorithm.  Since such information was not known a priori, for each
behavior, we extracted 1 to 10 synergies from subsets of the intact and deafferented data
sets, respectively.   At each number of synergies, we performed cross-validation (Browne,
2000) as a step for estimating the correct number of synergies (see also next section).  In our
cross-validation procedure, the jumping or swimming EMG segments were first divided into
four equal partitions.  Three of the four partitions were pooled together, and synergies were
extracted from this pooled data set.  These synergies were then validated by fitting them to
the remaining unused partition (using NMF with W held fixed and C updated across
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iterations), and the quality of fit was quantified as an R2 value.  This cross-validation
procedure was repeated 20 times at each number of synergy, each time with different
random W and C (uniformly distributed between 0 and 1) initiating NMF, and with different
randomly selected data partitions for cross-validation.
For each number of synergies, a baseline cross-validation R2 was also computed by
repeating the extraction-validation procedure described above on the same training and
testing EMG segments, but with the samples of each muscle in each data set independently
and randomly shuffled.  An actual cross-validation R2 higher than this baseline cross-
validation R2 suggests that systematic variation in the data set is captured by the synergies.
Estimating the numbers of intact and deafferented synergies for stage I.
In cross-validation, when more synergies are extracted than necessary, some
synergies may capture random fluctuations rather than systematic variation within the
extraction data set.  In such a case, the quality of fit of the synergies to the validation data is
expected to be reduced.  Thus, the correct number of intact or deafferented synergies
(denoted by Nin* and Nde* for the intact and deafferented data sets, respectively) can be
estimated by plotting the cross-validation R2 against the number of synergies extracted.  A
point beyond which further increase in the number of synergies decreases the R2, or at which
the slope of the R2 curve changes sharply, indicates that any additional synergies beyond that
point capture only noise and/or a small additional fraction of data variation.  This point
should then, in principle, be the correct number of synergies.
However, our previous experience with cross-validation R2 curves from frog EMGs
during natural behaviors has shown that the slope of the curve usually decreases gradually as
the number of synergies extracted increases, making it difficult to determine the number of
synergies by visual inspection of the R2 curve.  To estimate Nin* and Nde* objectively, we fit
portions of the R2 curve to straight lines using standard least squares technique, first
including all data points on the curve in the fit, and then the 2nd to 10th points, and so on
until only the 9th and 10th points were included.  As the range of the fit moves towards the
right side of the curve, the mean squared error (MSE) of the fit is expected to decrease
because the R2 curve approaches a straight line as the number of synergies extracted
increases.  The correct number of synergies can then be estimated as the first point on the R2
curve at which the linear fit of all points from that point to the 10th point produces a small
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MSE.  In other words, this chosen point represents the point at which the R2 curve plateaus
to a straight line.  In our analyses, the first point on the R2 curve whose corresponding MSE
falls below 5×10-5 was selected as the correct number of synergies for stage I (see arrows in
Fig. 3.3A,B).  This criterion resulted in numbers of synergies corresponding to qualitative
inspection of the R2 curves, but performed this identification objectively.
Two approaches of assessing synergy similarity for stage I.
After estimating the correct numbers of synergies, we proceeded to assess similarity
between the intact and deafferented synergy sets.  The intact and deafferented synergy sets
each define a lower-dimensional subspace within the 13-dimensional EMG space.  The
intact and deafferented synergies can be similar in the weaker sense that their subspaces
overlap each other, or in the stronger sense that the actual synergy bases of the two synergy
sets are similar.  Thus, it is possible that the intact and deafferented synergy sets are similar
only in their subspaces, but not in their actual synergies.  For example, in Fig. 3.1B, the two
sets of synergies, represented by solid and dashed arrows, respectively, are different in their
structures (i.e., they point to different directions in the EMG space); but they nonetheless
span the same 2-dimensional subspace within the 3-dimensional EMG space.  Comparing
the intact and deafferented subspaces as well as the structures of the synergies underlying
them, we can then assess whether the NMF algorithm is capable of finding only the shared
subspace, or the actual synergy bases spanning the shared subspace as well.
For the first approach of similarity assessment, we evaluated the degree of overlap
between the two subspaces respectively spanned by the intact and deafferented synergies by
computing a set of principal angles using an algorithm described in Golub and Van Loan
(1983) (pp. 428-430).  If, for instance, the intact and deafferented subspaces share a 3-
dimensional common subspace, the cosines of the first three principal angles should be close
to one.  We refer to the number of principal angles whose cosines are ≥ 0.90 as the shared
subspace dimensionality (ssd) between two synergy sets.  If the intact and deafferented
subspaces completely overlap each other, then ssd = number of intact or deafferented
synergies, whichever number is smaller.
The second, more stringent, method of assessing similarity between the intact and
deafferented synergies evaluates the degree of similarity between the actual synergy vectors
using scalar products.  We first computed the best-matching scalar products between the
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intact and deafferented synergy sets.  The vector norm of each synergy was first normalized
to one.  Each synergy in the intact set was then matched to the synergy in the deafferented
set giving the maximum scalar product between them.  If two or more synergies from one
set were matched to the same synergy in the other set, we isolated all multiply-matched and
unmatched synergies, and the total scalar product of every possible matching combination
between those two sets of remaining synergies was calculated; the combination giving the
maximum total scalar product was then considered to be the best match.  We refer to the
number of best-matching scalar products ≥ 0.90 as the number of shared synergies (nss),
representing the number of synergies which are similar between the intact and deafferented
synergy sets.
Since extraction of synergies was repeated 20 times, there were 20×20 = 400 intact
and deafferented synergy sets for comparison, and thus, 400 ssd and 400 nss values.  The
average ssd and nss values were calculated for each animal and each behavior.
Baseline synergy similarity for stage I.
The procedures described above estimate the number of shared dimensions (ssd) and
the number of shared synergies (nss) between intact and deafferented data sets.  To assess the
significance of these values, we computed baseline ssd and nss values using a randomization
procedure.  For each of the 400 pairs of intact-deafferented synergy sets, two sets of random
synergies comprising Nin* and Nde* vectors were generated by random shuffling of the vector
components in the original intact and deafferented synergy sets, respectively.  The ssd and nss
values between these two sets of random synergies were then determined.  Calculation of
baseline ssd or nss, between every intact-deafferented pair of synergy sets, was repeated 20
times, each time with the vector components shuffled anew.  For each repetition, the
average baseline ssd and nss across the 400 pairs of synergy sets were also calculated.
Analysis stage II: Simultaneous extraction of shared and data set-specific synergies.
In the stage-I procedures described above, synergies were extracted separately from
the intact and deafferented data sets.  The subspaces spanned by these synergies were then
compared to one another, and the similarity between the synergies themselves, assessed.
However, there are a number of potential shortcomings with the stage-I analysis.
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First, while the stage-I intact and deafferented subspaces may share a common
subspace, the synergies extracted from either data set may not actually span this common
subspace, because this common subspace does not necessarily coincide with the subspace
defined by any subset of the extracted synergies.  To see this, consider a 3-dimensional space
defined by 3 synergies, represented as vectors along the x-, y-, and z-axes, respectively.
Suppose further that the common subspace is a 2-dimensional tilted plane within this 3-
dimensional space.  Obviously, this plane is not spanned by any 2 of the 3 synergies.  In such
a case, the compositions of the 2 synergies preserved after deafferentation remain unclear
from the stage-I extraction results.
Second, separate extraction of synergies performed in stage I might be expected to
underestimate the number of intact or deafferented synergies (Nin* or Nde*).  If the activation
of 2 synergies tended to co-vary within one of the two data sets, NMF would tend to
combine these synergies together into a single synergy.  If in the other data set these 2
synergies were activated independently, NMF would identify them correctly for this data set.
Thus, if, for instance, 2 of 5 intact synergies tended to co-vary in the deafferented data set,
the stage-I estimates of Nin* and Nde* would be 5 and 4, respectively, whereas the correct
estimates should be 5 and 5.  Therefore, the stage-I estimates of data set dimensionalities are
expected to underestimate the true number of intact and deafferented synergies.
Beyond this problem in identifying the correct numbers of synergies, such co-
variation of synergies might also result in an underestimation of the number of synergies
preserved after deafferentation.  Again, if, for instance, 2 synergies tended to co-vary in the
deafferented but not in the intact data set, the combined deafferented synergy uncovered by
NMF would be seen as dissimilar to its two corresponding intact synergies.  Thus, if there
were 5 synergies in fact shared between the two data sets, the nss value would indicate that
only 3 synergies were shared.
In order to account for such possibilities, we therefore performed a second stage of
analysis, using a novel reformulation of the NMF algorithm.  Information from both data
sets is utilized simultaneously in this reformulation, allowing both for synergies shared
between the data sets, and for synergies observed specifically within one data set or another.
We let the NMF algorithm search, by itself, for synergies common to both data sets while at
the same time allowing the algorithm to isolate synergies relevant only to each data set.  Our
model in stage II can be stated formally as follows:
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where the superscripts in and de respectively stand for intact and deafferented, and sh, insp,
and desp stand for synergies shared by the two data sets, synergies specific to the intact data
set, and synergies specific to the deafferented data set, respectively.  Note that the
coefficients, )(_ tc insha  and )(
_ tc desha , though activating the same synergy 
sh
aw , in fact
contribute to the intact and deafferented EMG data, respectively.  The number of intact or
deafferented synergies in the stage-II model is then the sum of the number of shared
synergies and the number of synergies specific to each data set (i.e., N for intact data set =
Nsh+Ninsp; and N for deafferented data set = Nsh+Ndesp).  Converting the equations in (3.2)
into their matrix forms, we have
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In the above equations, for the columns in Call corresponding to the range of the
deafferented data, the rows for the intact-specific synergies were set to zero, because by
definition they do not contribute to the generation of the deafferented data.  Similarly, in the
Call columns used for reconstructing the intact data, the rows for the deafferented-specific
synergies were set to zero.
We extracted shared and specific synergies simultaneously from equal numbers of
intact and deafferented EMG segments using the NMF algorithm.  As a result of its
multiplicative update rules, if the initial condition of any matrix component is zero, the
estimate of that matrix component after any number of iterations remains zero.  Thus, the
only manipulation necessary for stage II is to set the relevant matrix components of the
initial Call to zero (as indicated in equation (3.3)) while choosing random values (uniformly
distributed between 0 and 1) for all the nonzero entries.  These initial conditions ensure that
the specific synergies in Wall will explain only one of the two data sets.
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Estimating the numbers of intact and deafferented synergies for stage II.
As in stage I, the stage-II procedure we have described requires the number of
synergies to be specified before application of the algorithm.  To estimate the number of
shared synergies (Nsh*), stage-II synergies were extracted with Nsh progressively increasing
from 1 to the smaller of Nin or Nde.  As Nsh increases, the degree of overlap between the
subspaces defined by the intact-specific and deafferented-specific synergies is expected to
decrease, because every time Nsh is increased by one, another feature shared between the
intact and deafferented EMGs is taken up as a shared synergy.  Thus, Nsh* is indicated by the
Nsh at which there is minimal overlap between the subspaces spanned by the intact- and
deafferented-specific synergies.  The degree of this overlap between the specific synergies
was quantified as a dimensionality value by finding the number of principal angles with
cosines ≥ 0.90.  The smallest Nsh with a mean shared dimensionality between the specific
synergies (averaged across 20 extraction repetitions) below 0.25 was taken to be the correct
number of shared synergies.  This threshold of 0.25 ensures that at the chosen Nsh*, sharing
between the specific synergies is observed in less than 5 of the 20 extraction runs.
The above procedure estimates the correct number of shared synergies given
particular total numbers of intact and deafferented synergies, comprising shared synergies
and synergies specific to each data set.  To estimate the correct total numbers of synergies,
we utilized the results of the stage-I analysis, choosing the total numbers of intact and
deafferented synergies to be those numbers which gave an R2 in the stage-II analysis closest
to the R2 obtained in the stage-I analysis (see Fig. 3.5B).  This R2 criterion guarantees that the
stage-II solution explains the intact and deafferented data sets as well as the stage-I solution,
while directly identifying the synergies which are shared between intact and deafferented data
sets.
Clustering synergies of different frogs.
After selecting the stage-II numbers of synergies, for each frog and behavior, the
synergy solution for the extraction repetition giving the highest overall R2 was selected for
further analyses.  For each behavior, the shared and data set-specific synergies from the four
frogs were pooled together, and grouped into classes by cluster analysis.  The Matlab
statistics-toolbox functions pdist (Minkowski option; p=3), linkage (ward option), and
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cluster were applied sequentially to the pooled synergy matrix.  The number of clusters was
determined by selecting the minimum number of clusters partitioning the synergies such that
no two synergies from each cluster were from the same frog.
Analyzing the coefficients of the stage-II shared synergies.
For each frog, and each behavior, the activation coefficients of the stage-II shared
synergies before and after deafferentation were analyzed.  The coefficients of each shared
synergy were multiplied by the magnitude of that synergy vector, so that the coefficients
represent activation of unit vectors.  A Matlab graphical user interface was then built for
manual parsing of the coefficient time traces into extension and flexion phases, so that the
extension phase of each cycle would correspond to a burst of activation of the extension
synergies.  The peak coefficient amplitudes of each phase, and of each shared synergy,
before and after deafferentation were compared (t-test, α = 0.05).
Effects of deafferentation on the duration of synergy activation were characterized
by first fitting the coefficient time trace of each phase to a Gaussian function using standard
nonlinear least squares method (see pp. 32-42 of Bates and Watts, 1988).  The time points
corresponding to mean ± 2×(standard deviation) of the Gaussian function were defined to
be the offset and onset of the activation burst, respectively.  For the extension phases, if the
burst offset as defined above lay within the flexion phase following that extension phase, the
burst offset was redefined to be the last time point of that extension phase.  Likewise, for the
flexion phases, if the burst onset as defined above lay within the adjoining extension phase,
the onset was redefined to be the first time point of that flexion phase.  The coefficient burst
duration of each phase, and of each shared synergy, before and after deafferentation were
then compared (t-test, α = 0.05).  Only the phases where the Gaussian fit explained the
original coefficient time trace with R2 ≥ 60% were included in our statistics of burst duration.
Patterns of correlation between synergies.
To investigate whether the activation of two or more synergies are coordinated by
central mechanisms or sensory feedback, we computed the Pearson’s correlation coefficient
(r) between the peak coefficient amplitudes of every pair of shared synergies for each of the
two phases, for each of the intact and deafferented conditions, and for each behavior.
Statistical significance of the difference between the intact r and the deafferented r was
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determined by Fisher’s r-to-Z transformation method (α = 0.01; see pp. 647-651 of Hays,
1994).
RESULTS
From 4 frogs, we collected and analyzed EMG signals from 13 hindlimb muscles
during intact swimming (91, 315, 311, and 200 cycles from frogs 1-4, respectively),
deafferented swimming (56, 205, 169, and 140), intact jumping (97, 47, 76, and 50 jumps),
and deafferented jumping (172, 60, 22, and 56).
Synergies underlying intact and deafferented behaviors – visual inspection of EMG
data.
Figure 3.2 shows representative examples of EMG segments, all collected from frog
1, during intact and deafferented swimming and jumping.  In Fig. 3.2A, there are five
consecutive swimming cycles.  Notice that in this episode, the muscles SM, GA, and VE
tend to be co-activated as a group, and that their peak cycle amplitudes stay relatively
constant across these five cycles.  The muscles RI, AD, and IP tend to be coactive with the
SM-GA-VE group, but their peak cycle amplitudes from the first to last cycles decrease
gradually.  More importantly, the same two muscle groups seem to underlie the deafferented
swimming EMG patterns in Fig. 3.2B as well.  Both the SM-GA-VE and RI-AD-IP groups
are present in the two episodes of Fig. 3.2B, but the amplitude of the latter group appears to
be significantly smaller in the second episode than in the first episode.  Thus, visual
inspection of EMG data suggests that some of the swimming muscle synergies may be
preserved after deafferentation, and that their activation across time may be differentially
modulated.
Shown in Fig. 3.2C is an EMG segment collected during an intact jump.  It is divided
into three phases, labeled a, b, and c, for ease of visual inspection.  Phase a is characterized by
activation of all 13 muscles.  In phase b, we notice EMG bursts in SM, IP, BI and SA.  Phase
c, on the other hand, features a prominent ST with some activity in TA and PE.  A similar
tripartite structure is also seen in deafferented jumping EMGs, exemplified by Fig. 3.2D.
The three phases in Fig. 3.2D, labeled a’, b’, and c’, are analogous to phases a, b, and c of Fig.
3.2C, respectively.  Despite the fact that b’ has a longer duration than b, the SM-IP-BI-SA
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group active in phase b is also noticeable in the deafferented episode, but in both b’ and c’.
Note also that the TA and PE bursts in c’ have larger peak amplitudes and longer durations
than those in phase c.  It appears therefore that in jumping, at least some of the synergy
structures remain invariant across deafferentation, though the amplitudes and time courses
of their activation may be affected.
FIGURE 3.2.  Examples of EMG data collected from intact and deafferented locomotor behaviors.
Shown are EMG data collected from 13 hindlimb muscles of frog 1, high-pass filtered (50th-order
FIR, cutoff = 50 Hz) to remove motion artifacts, and subsequently rectified.  A, EMGs of 5
consecutive swimming cycles before dorsal root transection.  B, Two different swimming episodes
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after deafferentation, each of which comprises three consecutive cycles.  C, EMGs of a
representative jump before deafferentation.  D, EMGs of a deafferented jump.  C and D are divided
into three phases for ease of visual inspection.  Notice that the deafferented EMGs appear to involve
the same muscle groups embedded within the intact EMGs.  Comparison of the onset times of AD,
ST, IP, and PE in phase a of C with those in phase a’ of D suggests that there may be synergies
specific to the intact or deafferented state.  See Results for more detailed descriptions.
A more detailed comparison between phase a (Fig. 3.2C) and phase a’ (Fig. 3.2D)
shows that the relative onset times of some muscles were altered after dorsal root
transection.  In phase a, ST activity precedes that of all other muscles; in phase a’, however,
the onset times of ST, AD, IP, and PE seem to be the same.  Thus, it is possible that the
structures of some muscle synergies are changed after deafferentation.
The above observations motivated us to hypothesize that swimming and jumping
EMGs can be generated by linear combination of muscle synergies represented as time-
invariant activation profiles across the 13 muscles, and to expect that most of these synergies
are preserved after feedback deprivation.  We further hypothesized that the structures of the
muscle synergies, as well as their corresponding time-varying activation coefficients, can be
identified by applying the NMF algorithm (Lee and Seung, 1999; Tresch et al., 1999) to the
EMG data.  As explained in Materials and Methods, for each of the swimming and jumping
behaviors, we systematically assessed the number of synergies preserved after deafferentation
and identified the structures of the preserved synergies in two stages of analyses.  In stage I,
we extracted synergies from the intact and deafferented data sets separately, and assessed
similarity between the two synergy sets.  Our comparison in stage I led us to realize some
limitations of extracting synergies from individual data sets separately, prompting us to
analyze our data in a second analytical stage in which we extracted synergies from pooled
intact and deafferented data.  We will first illustrate our two-stage method using the
swimming EMGs as an example.  The swimming synergies will then be presented, followed
by the analytical results of the jumping EMGs.
Muscle synergies underlying swimming before and after deafferentation
Analysis stage I: intact and deafferented swimming EMGs have low and similar
dimensionalities.
We first estimated the number of synergies in the intact and deafferented data sets by
extracting 1 to 10 synergies from each of them.  Extraction results at each number of
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synergies were cross-validated (see Methods).  The quality of fit in the validation step was
quantified as an R2 value.
FIGURE 3.3.  Stage-I analysis of swimming EMGs before and after deafferentation.  A, B, In analysis
stage I, we extracted and cross-validated 1 to 10 synergies from the intact and deafferented data sets,
respectively, and the quality of fit of the synergies to the validation data was quantified as R2 values.
To assess the R2 expected by chance, we also repeated the extraction and validation procedures on
the same training and testing data sets, but with the samples of each muscle in both independently
and randomly shuffled.  We then estimated the correct number of intact and deafferented synergies
by fitting decreasing portions of the actual R2 curve to straight lines, and the first point on the curve
whose portion approximates a straight line (as indicated by a small mean squared error in the linear
fit) was selected as the correct number of synergies.  A, Cross-validation R2 curves for the intact
swimming data set of frog 3.  Solid curve, R2 curve from original data (mean ± s.d.; n=20).  Dotted
curve, R2 curve from shuffled data (mean ± s.d.; n=20).  Black arrow indicates the correct number of
intact synergies estimated by our procedure, and the dotted straight line is its corresponding linear fit.
B, Cross-validation R2 curves for the deafferented swimming data set of frog 3.  Same key as A.  C,
D, Assessing similarity between the intact and deafferented synergies using two approaches.  C, The
degree of overlap between the subspaces respectively spanned by the intact and deafferented synergy
sets is indicated by the average shared subspace dimensionality (ssd) values (■; n =20×20=400).  The
average ssd’s expected by chance were computed by calculating principal angles between shuffled
synergy sets (×; mean ± 5×s.d. after 20 trials of shuffling).  D, The number of stage-I intact synergies
whose actual structures were preserved after deafferentation was indicated by the average nss
(number of shared synergies) values (■; n =20×20=400). The average nss’s expected by chance were
computed by calculating scalar products between shuffled synergy sets (×; mean ± 5×s.d. after 20
trials of shuffling).
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Figures 3.3A and 3.3B show plots of R2 against the number of swimming synergies
extracted for both the intact and deafferented data sets of frog 3 (solid curve; mean ± s.d.;
n=20), along with the R2 levels expected if the data sets were not generated by muscle
synergies (shuffled data: dashed curve; mean ± s.d.; n=20).  It is clear that in both the intact
and deafferented conditions, about 90% of variance in the original swimming EMGs is
explained by 5-6 synergies (i.e., R2 ≈ 90%) whereas by chance, the same amount of variance
is explained only when 10 synergies are employed.  This result indicates that both the intact
and deafferented swimming data sets possess low and similar dimensionalities.  Similar
results were obtained from the other three frogs.
To systematically compare synergies of intact swimming with those of deafferented
swimming, the numbers of synergies present in the intact and deafferented data sets
(denoted by Nin* and Nde*, respectively) need to be determined.  Ideally, the point on the R2
curve at which the slope changes sharply indicates such a number.  As exemplified by the R2
curve of Fig. 3.3A, however, the slopes of most of our R2 curves decrease gradually as the
number of synergies extracted increases, making estimation of Nin* and Nde* by visual
inspection of the R2 curves difficult.
Nonetheless, all of our R2 curves do seem to approach a straight line as the number
of synergies extracted increases (Fig. 3.3A-B).  This observation prompted us to estimate the
correct number of synergies by fitting decreasing portions of each R2 curve to straight lines,
and choosing the first point at which a straight line fits the portion of the R2 curve well (see
Materials and Methods for more details).  In Fig. 3.3A-B, the point of the best estimate of
the number of synergies on the R2 curve is indicated by an arrow; its corresponding linear fit
is shown as a dotted straight line.  For frog 3 swimming (Fig. 3.3A-B), then, Nin* and Nde* are
5 and 6, respectively, confirming that the intact and deafferented dimensionalities are similar
for the swimming EMGs.
Table 3.1 summarizes our estimates of the numbers of synergies in frogs 1-4.  With
the exception of frog 1 (the frog with the least amount of swimming data collected), in all
frogs Nin* and Nde* are either the same or differ only by one, further suggesting that the
number of synergies underlying intact swimming is similar to that underlying deafferented
swimming.  Note also in Table 3.1 that in all frogs, a high percentage of data variance
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(~90%) is explained by the chosen numbers of synergies, indicating that our estimates of
Nin* and Nde* provide a good description of the observed data.
TABLE 3.1.  Estimating the number of synergies shared between the intact and
deafferented synergy sets in two stages of analyses.
In analysis stage I, we compared the intact and deafferented synergies using two approaches:
by assessing the degree of overlap between the subspaces respectively spanned by the intact
and deafferented synergies (shared subspace dimensionalities, or ssd), and by calculating
scalar products to estimate the number of shared synergies (nss) before and after
deafferentation.  In analysis stage II, the number of synergies preserved after deafferentation
is reflected by the Nsh* value at our estimates of the correct total numbers of intact and
deafferented synergies (Nin* and Nde*).  The R2 values listed refer to the percentage of data
variance explained by the listed numbers of synergies (averaged across 20 extraction
repetitions).  The abbreviation CV stands for cross-validation.
Stage I Stage II
CV R2 (%) R2 (%)
Frog/
Behavior Nin* Nde* ssd nss
int-
act
deaff
Nin* Nde* Nsh* Ninsp* Ndesp*
int-
act
deaff
frog 1-
swim
6 4 3.46 2.43 89.0 91.3 6 4 4 2 0 88.4 91.5
frog 2-
swim
6 6 4.13 3.44 91.2 89.7 6 6 6 0 0 91.1 90.2
frog 3-
swim
5 6 3.83 1.66 88.3 92.0 5 6 5 0 1 87.4 91.5
frog 4-
swim
4 4 2.43 1.56 86.3 91.7 5 4 4 1 0 87.0 92.4
frog 1-
jump
4 4 2.18 1.45 91.3 90.4 4 5 4 0 1 90.6 90.0
frog 2-
jump
4 4 2.10 1.01 90.3 90.6 4 5 4 0 1 89.6 89.9
frog 3-
jump
4 5 2.06 1.01 90.1 91.1 4 5 3 1 2 89.2 90.9
frog 4-
jump
5 4 2.00 0.95 90.9 89.7 6 4 4 2 0 91.1 88.8
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Analysis stage I: assessing similarity between the intact and deafferented swimming
synergies.
To assess whether the intact and deafferented swimming synergies are similar, we
first assessed the degree of overlap between the subspaces spanned by the sets of Nin* intact
synergies and the Nde* deafferented synergies (shared subspace dimensionality, or ssd),
respectively, by computing principal angles (Golub and Van Loan, 1983).
Figure 3.3C shows the mean ssd between the intact and deafferented swimming
synergies of each frog (■; n = 20×20 = 400), and the corresponding mean baseline ssd
between random synergies (×; mean ± 5×s.d. after 20 trials of shuffling).  It is clear that in all
four frogs, the actual ssd lies well above the baseline ssd (p < 0.01), suggesting that there is a
non-trivial degree of intersection between the intact and deafferented synergy subspaces.
Rounding the mean ssd values, we see that on average, 3 of 6, 4 of 6, 4 of 5, and 2 of 4
dimensions of the intact synergy subspaces of frogs 1 through 4, respectively, are shared
with their corresponding deafferented synergy subspaces.  Our analyses thus far indicate that
NMF succeeded in identifying swimming synergies before and after deafferentation sharing a
common subspace, even though the two subspaces do not completely overlap each other.
We then directly compared intact and deafferented synergies by calculating scalar
products between the intact and deafferented synergy sets, estimating the number of shared
synergies (nss) between the intact and deafferented synergy sets.
Figure 3.3D shows the mean nss values of frogs 1 through 4 (■; n = 20×20 = 400)
together with their baseline nss values computed by matching randomly shuffled synergies (×;
mean ± 5×s.d. after 20 trials of shuffling).  In all frogs, the nss value is clearly above its
baseline (p < 0.01), indicating that the sharing of synergies is well above that expected by
chance.  Rounding the mean nss of each frog, we see that on average, 2 of 6, 3 of 6, 2 of 5,
and 2 of 4 synergies extracted from the intact data sets of frogs 1 through 4, respectively, are
similar to those extracted from deafferented data sets.  Note that in all frogs except frog 4,
the mean nss is smaller than the mean ssd.  Therefore, extracting intact and deafferented
swimming synergies separately, NMF found synergies sharing a common subspace, but the
shared synergies themselves do not span the entire shared subspace, as illustrated in the
following example.
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FIGURE 3.4.  Examples of swimming synergies from analysis stage I.  A, B, A pair of intact and
deafferented swimming synergy sets of frog 2.  Each of the 6 intact synergies was matched to the
deafferented synergy giving the best-matching scalar product, its actual value shown between the two
panels.  C, The cosines of the 6 principal angles between the intact and deafferented subspaces
defined by the synergies shown in A and B.  Notice that while only 3 of 6 best-matching scalar
products are greater than 0.90 in A and B, the cosines of 4 of 6 principal angles are greater than 0.90.
This indicates that although only 3 synergies are apparently similar to one another, the two subspaces
actually share a 4-dimensional common subspace.  Therefore, the nss by itself potentially
underestimates the degree of similarity between the intact and deafferented synergies.  See Results for
further discussion.
The shared stage-I synergies do not span the entire shared subspace – illustrative
examples.
Shown in Fig. 3.4A-B is an example of intact and deafferented synergy sets identified
for frog 2 swimming.  The top-most synergy pair, In.1/De.1, is the pair with the highest
scalar product (value shown between panels), and the bottom-most pair, In.6/De.6, the pair
with the smallest.  As can be seen, synergies In.1 and In.2 are almost identical in structure to
De.1 and De.2, respectively.  Synergy In.6, with its prominent ST component, is not found in
the deafferented synergy set, even though both De.3 and De.5 have more ST activation than
In.3 and In.5, respectively.  Similarly, although synergy De.6 (SM and VE) is not found in the
intact synergy set, In.4 has more prominent SM and VE than its corresponding De.4.  These
observations already suggest that even though only 3 of the 6 scalar products are greater
than 0.90, the degree of similarity between the two sets of synergies shown in Fig. 3.4A-B
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may well be more than three.  Examination of the cosines of the six principal angles between
the two synergy sets of Fig. 3.4A-B is consistent with such a possibility.  As illustrated in Fig.
3.4C, the cosines of the first four angles are close to one, suggesting that the intact and
deafferented synergy subspaces defined by the synergies in Fig. 3.4A-B share a 4-dimensional
common subspace.  In other words, while In.1-In.3 (or De.1-De.3) are three of the synergies
spanning this common subspace, there is at least one more common synergy embedded
within the subspace defined by In.4-In.6, or that defined by De.4-De.6.
Taken together, the results in Fig. 3.3C-D and the examples in Fig. 3.4 suggest
strongly that (1) there are shared synergies underlying both the intact and deafferented
swimming data sets, and (2) at this analytical stage, NMF uncovers synergies sharing a
common subspace, but is unable to find an explicit set of non-negative synergies spanning
this shared space.  Moreover, as described in Materials and Methods, combinations of
synergies within one data set would be expected to result in stage I underestimating the
number of intact or deafferented synergies, as well as the number of synergies preserved
across deafferentation.  This underestimation is a consequence of the fact that stage I
identifies muscle synergies by extracting them separately for each data set.  In the stage II
analysis described below, we attempted to overcome these limitations to better assess the
number of shared synergies underlying both the intact and deafferented EMG data sets.
Analysis stage II: Extracting shared and data set-specific swimming synergies.
In the second stage of our analyses, we used a different synergy extraction method
to obtain an explicit set of synergies spanning the subspace shared by intact and deafferented
EMGs.  In stage II, we pooled these two data sets together, and exploited the NMF update
rules to search for synergies common to both data sets while simultaneously allowing the
algorithm to isolate any synergies specific to either data set.
In stage II, three parameters – the number of intact, deafferented, and shared
synergies – have to be specified before application of the NMF algorithm.  Figure 3.5A is an
example from frog 2 swimming illustrating our method of estimating the correct number of
shared synergies (Nsh*), given particular numbers of intact and deafferented synergies (both
of which were set to be 6 in this example).  As the number of shared synergies (Nsh) was
progressively increased, the dimensionality of the subspace shared between the specific
synergies also decreased as expected.  As can be seen, the shared dimensionality fell below
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our pre-defined threshold of 0.25 only when six shared synergies were extracted.  Thus, in
this example if there were 6 intact and 6 deafferented swimming synergies, all six intact
synergies were preserved after deafferentation.
  
FIGURE 3.5.  Determining the numbers of synergies in analysis stage II.  In our stage II model, three
numbers of synergies – Nin*, Nde*, and Nsh* – need to be specified.  Our strategy for estimating the
correct values of these three parameters was to extract synergies with Nin, Nde = 3…8 (i.e., 6×6=36
combinations of Nin and Nde), and at each of these combinations, estimate Nsh* for that particular
combination of Nin and Nde.  We then proceeded to estimate Nin* and Nde* by examining the
difference between the stage-II and stage-I R2 values.  A, Estimating the correct number of shared
synergies in frog 2 swimming given Nin, Nde = 6.  As Nsh was progressively increased, the
dimensionality of the subspace shared between the specific synergies decreased.  The correct number
of shared synergies can be estimated by noting the point at which the specific synergies do not share
a common subspace.  Shown in A is the mean shared dimensionality between the specific synergies
(mean ± s.d., n=20).  The shared dimensionality at the maximum Nsh was defined to be zero, for at
this point there are no specific synergies to be compared.  The smallest Nsh with a shared
dimensionality falling below 0.25 was selected to be Nsh*.  B, Estimating the correct total numbers of
intact and deafferented synergies (frog 2 swimming).  For each of the intact and deafferented data
sets, we computed an R2 value for the stage-II solution at each combination of Nin and Nde, and
calculated the absolute difference between the stage-I cross-validation R2 and the stage-II R2.  The
intact and deafferented differences were then summed together.  We reason that the correct stage-II
estimates of Nin* and Nde* is the combination whose R2 values come closest to the stage-I values.  In
B, this R2 difference across the 36 combinations of Nin and Nde is depicted as a grayscale map – the
darker the color, the more R2 difference at a combination.  The combination with the minimum R2
difference is marked with an asterisk (*).
 On the other hand, the correct total numbers of intact (Nin*) and deafferented (Nde*)
synergies for stage II, each of which comprises both shared and specific synergies, were
estimated by comparing the stage-II R2 values at different combinations of total numbers of
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intact and deafferented synergies with the R2 values obtained in stage I (see Materials and
Methods and legend to Fig. 3.5).  Figure 3.5B illustrates the difference between the stage-I
and stage-II R2 values as the total numbers of intact and deafferented synergies were
respectively varied from 3 to 8.  At each of these 36 (=6×6) combinations, the number of
shared synergies was estimated using the method illustrated in Fig. 3.5A.  For frog 2
swimming (Fig. 3.5B), the stage-II R2 values came closest to the stage-I R2 values when 6
intact synergies and 6 deafferented synergies were extracted.  Taken together, results of Fig.
3.5A and Fig. 3.5B thus suggest that for frog 2 swimming, the stage-II estimates of Nin*, Nde*
and Nsh* are 6, 6, and 6, respectively – that is, there are 6 synergies underlying both the intact
and deafferented swimming data sets, all 6 of which are preserved after feedback
deprivation.
We applied the above methods to all frogs to determine the number of total and
shared synergies, and our results are shown in the right column of Table 3.1.  In all frogs, the
degree of sharing between the intact and deafferented synergy sets suggested by stage II (as
indicated by Nsh*) is greater than that suggested by stage I (as indicated by ssd) by 1-2
synergies.  More importantly, if we compare the total numbers of intact and deafferented
synergies (Nin* and Nde*) determined in stage I to those estimated in stage II (Table 3.1), we
see that the stage-I numbers are the same as the stage-II numbers in all but one instance
(Nin* of frog 4 swimming).  Therefore, the increased sharing discovered in stage II is not a
consequence of explaining the data sets with more synergies.  This observation further
supports that the shared synergies identified in stage II represent underlying structures
shared by the intact and deafferented data sets, rather than being just the result of the
algorithm averaging out structures specific to each data set.
Most swimming synergies are preserved after deafferentation.
Figure 3.6 shows all the shared and data set-specific synergies from the extraction
repetition with the highest overall R2 in each frog.  As can be seen, for frogs 1 through 4,
respectively, 4 of 6, 6 of 6, 5 of 6, and 4 of 5 synergies appear as shared synergies, suggesting
that most synergies underlying intact swimming are preserved after deafferentation.
Therefore, the swimming EMGs are predominantly generated by centrally encoded synergies
accessible by spinal and/or supraspinal commands.
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FIGURE 3.6.  Swimming synergies of all frogs (analysis stage II).  Shown in this figure are the stage-
II synergies of the extraction repetition with the highest R2 of the four frogs.  The synergies shared
between the intact and deafferented data sets are labeled Sh; synergies specific to the intact data set,
Insp; and synergies specific to the deafferented data set, Desp.  Synergies active only during the
extension phase of the swimming cycle are marked with e on their right sides, and those active in
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both the extension and flexion phases, e+f.  All synergies shown in this figure were clustered into 6
classes (S1-S6), and the class of each synergy is marked on its left side.  The sign of the moment arms
(MA) around the hip, knee, and ankle joints of the 13 muscles included in this study are listed below
the synergies of frog 3 and frog 4 (e = extensor action; f = flexor action).  Moment arm signs are
based on results of Kargo and Rome (2002), and Cajigas-González (2003).
Inspection of synergies in Fig. 3.6 further suggests that many of the swimming
synergies are similar across frogs.  For instance, in both frog 1 and frog 2, a shared synergy
with TA and PE activation can be seen, and all frogs possess a shared synergy with a
prominent ST component.  Some synergies appear to be frog-specific, however.  For
instance, synergy Sh.4 of frog 4, with its prominent VE component, does not resemble any
synergy from the other three frogs.
In light of the similarity of the swimming synergies across frogs, we proceeded to
group them into classes by cluster analysis.  We progressively increased the number of
clusters until no two synergies in each cluster were from the same frog.  Six clusters of
shared swimming synergies (denoted by S1 to S6) were identified; four of them (S1 to S4)
were found in at least three of the four frogs.  The principal muscles involved in these 6
groups of synergies are summarized below.  Refer to Fig. 3.6 for a summary of the functions
of each muscle listed (as reflected by the signs of the moment arms).
Synergy S1 is an extension synergy comprising the ankle extensor GA (all frogs), and the hip
extensors RI and AD (frogs 3 and 4).
Synergy S2 is another extension synergy comprising SM, VE, and GA – extensors of the hip,
knee, and ankle, respectively (frogs 1, 3, and 4).
Synergy S3 includes the hip extensor/knee flexor, ST (all frogs) and the hip-knee flexor BI
(frogs 3 and 4).
Synergy S4 includes two knee extensors/ankle flexors – TA and PE (frogs 1, 2 and 4), as well
as the hip-knee flexor SA (frog 2).
Synergy S5 features the hip flexor IP and the hip-knee flexor BI (frogs 1 and 2).
Synergy S6 features two hip flexors/knee extensors – RA and VE (frogs 2 and 3).
Both S1 and S2 were active only during the extension phase of the swimming cycle.
All the rest of the synergies, except the S4 of frog 4, were active in both the extension and
flexion phases of the swimming cycle.
To summarize our analyses of the swimming EMGs, in our stage I analysis, we
established that both the intact and deafferented swimming data sets possess similar and low
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dimensionalities (Fig. 3.3A-B; Table 3.1).  The intact and deafferented synergy sets identified
in stage I share a common subspace (Fig. 3.3C; Fig. 3.4C), indicating that at least some
synergies are preserved after deafferentation.  In order to tackle some potential limitations of
stage I (see Materials and Methods), we proceeded to our stage II analysis (Fig. 3.5).  The
degree of sharing was found to be higher in stage II (Table 3.1), suggesting that our stage-II
analysis can better assess the degree of sharing through combining information from
different data sets.  Most of the stage-II synergies were identified as synergies shared
between the intact and deafferented data sets (Fig. 3.6), suggesting that most synergies
underlying the swimming behavior are centrally-encoded modules activated by spinal and/or
supraspinal commands.  Six classes of swimming synergies were identified (Fig. 3.6), two of
which (S1 and S2) were activated during the extension phase only.
Muscle synergies underlying jumping before and after deafferentation
We applied the same two-stage method illustrated above for swimming EMGs to the
data collected during jumping to assess whether the same conclusions hold for the jumping
behavior.
Stage-I analysis of jumping EMGs: the intact and deafferented data sets possess
similar low dimensionalities.
Our stage-I analyses of the jumping EMGs show that like the swimming data sets,
the intact and deafferented jumping data sets possess low and similar dimensionalities.
Shown in Fig. 3.7A-B are the stage-I cross-validation R2 curves for frog 4 jumping analogous
to those shown in Fig. 3.3A-B for frog 3 swimming.  We see that in both the intact and
deafferented data sets, 4 to 5 synergies are sufficient to explain ~90% of data variance.  The
R2 curves resulting from extracting synergies from the unshuffled data sets (solid curve;
mean ± s.d.; n=20) also lie well above those expected by chance (shuffled data: dashed curve;
mean ± s.d.; n=20), confirming that actual data structures within the data sets are captured
by our synergies.  By fitting the R2 curves to straight lines, Nin* and Nde* for frog 4 jumping
were determined to be 5 and 4, respectively (arrows in Fig. 3.7A-B).  Similar results were
obtained from the other three frogs (Table 3.1).
CHAPTER 376
FIGURE 3.7.  Stage-I analysis of jumping EMGs before and after deafferentation.  A, B, We applied
the same stage-I procedure as applied to the swimming EMGs (described in the legend for Figs.
3.3A-B) to our jumping EMGs.  A, Cross-validation R2 curves for the intact jumping data set of frog
4.  Solid curve, R2 curve from original data (mean ± s.d.; n=20).  Dotted curve, R2 curve from
shuffled data (mean ± s.d.; n=20).  Black arrow indicates the correct number of intact synergies
estimated by our procedure, and the dotted straight line is its corresponding linear fit.  B, Cross-
validation R2 curves for the deafferented jumping data set of frog 4.  Same key as A.  C, D, Assessing
similarity between the intact and deafferented synergies using two approaches.  C, The degree of
overlap between the subspaces respectively spanned by the intact and deafferented synergy sets is
indicated by the average shared subspace dimensionality (ssd) values (■; n =20×20=400).  The average
ssd’s expected by chance were computed by calculating principal angles between shuffled synergy sets
(×; mean ± 5×s.d. after 20 trials of shuffling).  In all frogs, the actual mean ssd is well above its
corresponding baseline value (p < 0.01).  D, The number of stage-I intact synergies whose actual
structures were preserved after deafferentation was indicated by the average nss (number of shared
synergies) values (■; n =20×20=400). The average nss’s expected by chance were computed by
calculating scalar products between shuffled synergy sets (×; mean ± 5×s.d. after 20 trials of
shuffling).  In all frogs, the actual mean nss is higher than its corresponding baseline value (p < 0.01).
We also compared the similarity between the subspaces defined by each synergy set
(ssd), and between the actual synergies in each set (nss).  While the nss values indicate that for
all four frogs, on average only 1 intact jumping synergy also appears as a deafferented
synergy (Fig. 3.7D), our subspace analysis suggests that the intact and deafferented synergy
subspaces share a 2-dimensional subspace (Fig. 3.7C).  As in swimming, the difference
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between the ssd and nss values implies that in stage I, NMF finds only a common subspace
shared between the intact and deafferented jumping synergies, but not all the synergies
spanning this shared subspace.
Stage-II analysis of jumping EMGs: most jumping synergies are preserved after
deafferentation.
We then proceeded to stage II, and determined Nin*, Nde*, and Nsh* for each frog by
pooling the intact and deafferented jumping data sets together.  As summarized in Table 3.1,
our stage-II analyses suggest that 4 of 4, 4 of 4, 3 of 4, and 4 of 6 intact jumping synergies
for frogs 1 through 4, respectively, are preserved after deafferentation, and reconstruction of
the original EMGs using these numbers of synergies yields R2 values of ~90%.  Therefore,
the hypothesis that most synergies underlying the intact EMGs are preserved after feedback
deprivation holds not only for swimming, but for jumping as well.  All the shared and data
set-specific jumping synergies of each frog from the extraction repetition with the highest
overall R2 are summarized in Fig. 3.8.
For frog 3, if we compare its intact-specific synergy (Insp.1) with one of its
deafferented-specific synergies (Desp.1), we see that both contain activation of similar
muscles (RI, SM, VI, RA, GA, and VE), but in different balances between these muscles.
The intact-specific synergy (Insp.1) has relatively more GA and VE than its deafferented
counterpart (Desp.1), but less RI and SM.  One interpretation of this observation is that
sensory feedback may fine-tune the activation of individual muscles within a synergy, thereby
altering the synergy’s muscle activation balance profile (Fig. 3.1-A3).  A similar interpretation
may account for the similarity and difference between frog 4’s Sh.1 and Insp.1 (Fig. 3.8).
As in our analysis of the swimming synergies, we grouped our jumping synergies into
classes by cluster analysis.  We found 6 classes of shared jumping synergies (denoted by J1 to
J6), 4 of which (J1 to J4) were found in at least three of the four frogs.  Their principal
muscles are summarized below.  Refer to Fig. 3.8 for a summary of the functions of each
muscle listed (as reflected by the signs of the moment arms).
Synergy J1 is an extension synergy found in all frogs comprising all major extensors of the
hindlimb – RI, AD, and SM (hip extensors); VI, RA, VE, TA and PE (knee extensors); as
well as GA (ankle extensor).
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Figure 3.8.  Jumping synergies of all frogs (analysis stage II).  Shown in this figure are the stage-II
synergies of the extraction repetition with the highest R2 of the four frogs.  The synergies shared
between the intact and deafferented data sets are labeled Sh; synergies specific to the intact data set,
Insp; and synergies specific to the deafferented data set, Desp.  Synergies active only during the
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extension phase of jumping are marked with e on their right sides; those active only during the
flexion phase, with f; and those active in both phases, e+f.  All synergies shown in this figure were
clustered into 6 classes (J1-J6), and the class of each synergy is marked on its left side.  The sign of
the moment arms (MA) around the hip, knee, and ankle joints of the 13 muscles included in this
study are listed below the synergies of frog 3 and frog 4 (e = extensor action; f = flexor action).
Moment arm signs are based on results of Kargo and Rome (2002), and Cajigas-González (2003).
Synergy J2 is an extension synergy found only in frogs 3 and 4.  It includes RI (frog 3), SM
(frog 4), and the extensors VI, RA, GA, and VE.
Synergy J3 includes the hip extensor/knee flexor ST (all frogs), the knee extensors/ankle
flexors TA and PE (frogs 1, 2, and 3) and the hip flexor/knee flexor SA (frogs 2 and 3).
Synergy J4 includes the hip flexor IP and the hip-knee flexor BI, with more BI than IP (frogs
1, 2, and 4); the hip extensor/knee flexor SM is found in frogs 1 and 4; and the hip-knee
flexor, SA, in frogs 1 and 2.
Synergy J5 features mostly the hip flexor IP (frogs 2, 3, and 4), and also RA (frogs 2 and 3),
SA (frogs 2 and 4), and ST (frog 4).
Synergy J6 contains activation in the two knee extensors/ankle flexors TA and PE, as well as
SA, BI, and VE (frogs 1 and 2).
In all frogs, synergies J1 and J2 were active only during the extension phase of
jumping.  Most of the rest of the synergies were active in both the extension and flexion
phases of jumping.
Even though a detailed analysis of the similarities and differences between the
swimming and jumping synergies is beyond the scope of this study (see instead, d’Avella and
Bizzi, 2005), it is evident from our results (Figs. 3.6 and 3.8) that some synergies are shared
between the two behaviors (e.g., compare frog 2’s S5 and J4; frog 3’s S1 and J1) while some
other synergies appear to be specific to swimming (e.g., S2) or jumping (e.g., frog 2’s J5).
Our results thus support the idea that there are pattern-generating circuitries shared between
behaviors so that control is simplified (Grillner, 1985; Soffe, 1993; Stein, 2005), as well as
behavior-specific modules adapted to the specific demands of each task (Pratt et al., 1996;
Jing et al., 2004).
To summarize our analyses of the jumping EMGs, in stage I we found that both the
intact and deafferented jumping data sets possess low and similar dimensionalities (Fig.
3.7A-B).  In stage II, most of the synergies were extracted as synergies shared between the
intact and deafferented data sets (Fig. 3.8), allowing us to conclude that most synergies
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underlying the jumping behavior are centrally organized modules activated by spinal and/or
supraspinal commands.  Six classes of jumping synergies were identified (Fig. 3.8), two of
which (J1 and J2) were activated during the extension phase only.  We note also that many
jumping synergies appear to be similar to our swimming synergies (Figs. 3.6 and 3.8).
FIGURE 3.9.  Reconstructing the original EMGs with synergies and their coefficients.  The intact and
deafferented EMG examples shown in Figs. 3.2C-D are reconstructed using the stage-II synergies
extracted from the jumping EMGs of frog 1 (Fig. 3.8).  The original EMG data, filtered and
integrated (see Materials and Methods for filtering and integration parameters), is shown in thick
black lines, and the time varying coefficients of the synergies are shown below the EMGs.  The
reconstruction of the motor pattern is superimposed onto the original EMGs.  The colors
composing the reconstruction match the colors of the coefficients such that the colors reflect the
respective contribution of each synergy to the reconstruction at each time point.  Note that synergy
Desp1 (yellow) is deafferented-specific; thus, by definition, it contributes to the reconstruction of
only the deafferented EMG episode.  See Results for more discussion.
Effects of deafferentation on the activation of synergies
Reconstructing EMG data with synergies and their coefficients.
The results of the previous two sections show that for both swimming and jumping,
there is a large degree of sharing between synergies before and after deafferentation.
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However, as can be seen in Fig. 3.2, there were also substantial changes in the EMGs
observed following deafferentation.  We therefore investigated how such EMG alterations
were produced by examining patterns of synergy activation coefficients used to reconstruct
the observed EMGs before and after deafferentation.  In Fig. 3.9, the jumping EMG
examples shown in Fig. 3.2 are reconstructed from the jumping synergies of frog 1 (Fig. 3.8).
We see that activation of SM, IP, BI and SA in phase c’, as noted earlier, is explained by
prolonged activation of synergy J4 (light blue) in the deafferented example.  The increased
amplitude and duration of TA and PE after deafferentation, on the other hand, are explained
by a prolonged and increased activation of synergy J6 (green) in phase c’ as compared with
phase c.  Also, the altered relative onset times of AD, ST, IP, and PE in phase a’ is accounted
for by the deafferented-specific synergy (yellow).  The examples in Fig. 3.9 therefore suggest
that the altered EMG patterns after deafferentation can be characterized by changes in the
amplitude and temporal patterns of the shared synergy coefficients, and to a lesser extent, by
the data set-specific synergies.
Deafferentation alters both the amplitude and temporal patterns of synergy
activation.
We proceeded to systematically analyze effects of deafferentation on both the
amplitude and temporal patterns of the synergy coefficients.
The percent changes of the extension and flexion peak amplitudes of the different
classes of synergies after deafferentation are summarized in the left half of Table 3.2.  For
the extension synergies (S1, S2, J1, and J2), deafferentation had a much more pronounced
effect on the jumping synergies (J1, J2) than on the swimming synergies (S1, S2).  As
summarized in Table 3.2, for three of the four frogs, there was a 25-44% decrease in the
extension peak amplitude of J1 after deafferentation.  By contrast, the extension peak
amplitude of S1 for frogs 1 and 2, as well as that of S2 for frogs 1, 3, and 4, were not altered
by deafferentation.  One explanation for this difference is that sensory feedback plays a
much more important role in reinforcing the activation of jumping extension synergies than
that of the swimming extension synergies.  While other interpretations (such as muscle
fatigue) are possible, we think that the above interpretation is likely because it makes
biomechanical sense (see Discussion).  We speculate that the exceptional increase in S1
extension amplitude for frog 4 (Table 3.2) might be due to a more-than-usual denervation
supersensitivity to inputs in the spinal interneurons or motoneurons induced by our surgical
procedure.
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TABLE 3.2.  Effects of deafferentation on the amplitude and temporal patterns of
synergy coefficients.  Changes in coefficient peak amplitude and coefficient burst duration
after deafferentation for both the extension and flexion phases were quantified as percent
changes.  Instances for which the null hypothesis that the intact and deafferented means are
the same cannot be rejected (t-test; p > 0.05) are marked with NC, standing for no change.
The abbreviation na, standing for not available, means that the synergy was not activated
during that particular phase.  Insp and Desp stand for intact- and deafferented-specific
synergies, respectively.  See Materials and Methods for how burst duration was determined.
Synergy Frog ext. peak amp.
(% change)
flex. peak
amp.
(% change)
ext. burst
duration (%
change)
flex. burst
duration (%
change)
S1 frog 1
frog 2
frog 3
frog 4
NC
NC
-42.4
+266.7
na
na
na
na
NC
-14.9
+38.3
NC
na
na
na
na
S2 frog 1
frog 3
frog 4
NC
NC
NC
na
na
na
+29.0
NC
-27.6
na
na
na
S3 frog 1
frog 2
frog 3
frog 4
Insp
-42.3
+79.4
+68.9
Insp
-65.2
NC
NC
Insp
NC
+15.8
-61.4
Insp
NC
-19.4
-50.1
S4 frog 1
frog 2
frog 4
NC
-28.6
Insp
+115.1
NC
na
NC
-17.7
Insp
NC
NC
na
S5 frog 1
frog 2
Insp
-24.1
Insp
-29.6
Insp
NC
Insp
NC
S6 frog 2
frog 3
-26.3
+90.6
-25.9
+128.0
-16.3
+65.2
+57.2
NC
J1 frog 1
frog 2
frog 3
frog 4
-25.1
-39.7
-43.7
Insp
na
na
na
na
-23.8
-19.1
+25.1
Insp
na
na
na
na
J2 frog 3
frog 4
Insp
+50.2
na
na
Insp
-20.2
na
na
J3 frog 1
frog 2
frog 3
frog 4
-33.6
-57.9
NC
Insp
-51.4
-59.4
NC
Insp
-14.5
-34.6
NC
Insp
+24.6
-60.4
NC
Insp
J4 frog 1
frog 2
frog 4
-33.8
na
+32.2
-26.3
-37.1
+44.0
NC
na
-25.8
+276.9
-50.3
NC
J5 frog 2
frog 3
frog 4
-37.4
na
NC
-58.5
+35.7
NC
-27.5
na
NC
-64.5
-57.9
NC
J6 frog 1
frog 2
-22.3
Desp
+22.2
Desp
NC
Desp
+69.6
Desp
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For the non-extension synergies (S3-S6, J3-J6), except S5 and J3, the effects of
deafferentation on the peak coefficient amplitude were much less consistent across animals.
For instance, while in frog 2 there was a 59% decrease in flexion peak amplitude of J5, in
frog 3 this synergy increased by 36%; and in frog 4, the difference between the intact and
deafferented means of the same synergy are not statistically significant (p > 0.05).
The right half of Table 3.2 summarizes the percent change of coefficient burst
duration for both the extension and flexion phases.  Again, results across animals tend not to
be very consistent.  For example, we have seen in Fig. 3.9 that in frog 1, activation of J4 (SM,
IP, BI, SA) during the flexion phase was prolonged after deafferentation.  Consistent with
this observation, our burst duration analysis indicates that on average, there was a 2.8-fold
increase in the flexion burst duration for synergy J4 in frog 1.  However, for frog 2 a 58%
decrease in flexion burst duration was noted for the same synergy, and for frog 4 no change
in flexion burst duration was indicated instead.  We thus conclude that deafferentation alters
the temporal patterns of the synergy coefficients, but for each synergy, individual frogs
might rely on sensory feedback differently to sculpt the temporal profile of synergy
activation.
Sensory feedback can uncouple or couple the activation of synergies.
To investigate the possible roles of feedback in correlating or de-correlating the
activations of two synergies, we calculated the Pearson’s correlation coefficient (r) between
the peak coefficient amplitudes of every pair of shared synergies, for each frog, each
behavior, each of the extension and flexion phases, and each of the intact and deafferented
data sets.  We then compared the intact and deafferented r’s to assess whether
deafferentation causes an increased or decreased correlation between the peak amplitudes of
the synergies.  An increase in correlation after deafferentation between two synergies would
indicate that while activation of each synergy may be modulated by sensory feedback,
activation of both may be correlated and coordinated by central mechanisms.  On the other
hand, a decrease in correlation after deafferentation would indicate that feedback signals play
a role in correlating their activation.
Among all pairs of swimming or jumping synergies, we identified 10 pairs whose
extension or flexion peak coefficient amplitudes are well correlated under either the intact or
deafferented condition (r ≥ 0.6 and p < 0.01), and whose intact r is smaller than the
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deafferented r (p < 0.01).  One such pair – J3 and J6 of frog 1 (flexion peak) – is shown in
Fig. 3.10A as an example.  We see that while the intact flexion peak coefficient amplitudes
(+) between the two synergies are not well correlated (r = 0.3156, p < 0.01), the deafferented
peak amplitudes (O) are strongly correlated (r = 0.6736, p < 0.01).  The difference between
the intact and deafferented r’s in this case is also statistically significant (p < 0.01).  Thus,
sensory feedback may function to uncouple two centrally coupled synergies by modulating
activation of each synergy independently (Fig. 3.10B).  Note that in Fig. 3.10A, there are 15
intact jumps (+) whose J3 and J6 activation patterns overlap with those of the deafferented
jumps, and appear to be correlated much like the deafferented samples.  It is possible that in
those jumps, feedback signals were gated (Burke, 1999) or were less effective, thereby
causing those jump flexion phases to be similar to the deafferented cases.
The other pairs of shared synergies showing a similar increase in correlation
coefficient after deafferentation are: S1/S4 (frog 1, extension); S2/S4 (frog 1, extension);
S1/Sh.4 (frog 1, extension); J1/J3 (frog 1, extension); J3/J4 (frog 1; flexion); S1/Sh.6 (frog 2,
extension); S1/S3 (frog 3, extension); S3/Sh.4 (frog 4, extension); and S2/S3 (frog 4,
extension).  It is noteworthy that among these 10 pairs of synergies showing an increase in
correlation after feedback deprivation, 6 of them involve J3 or S3, both of which possess a
prominent ST component (Figs. 3.6 and 3.8).  It therefore appears that the two ST synergies
are more likely to be uncoupled from other synergies by sensory inflow.
In addition, we found another 4 pairs of shared synergies whose extension peak
coefficient amplitudes are correlated under either the intact or deafferented condition (r ≥
0.6 and p < 0.01), and for which the intact r is greater than the deafferented r (p < 0.01).
Frog 3’s S1 and S2 (extension peak) belong to one of these pairs (Fig. 3.10C).  In this
example, the intact and deafferented r’s are 0.7065 (p < 0.01) and 0.5011 (p < 0.01),
respectively, and the null hypothesis that the two r’s are the same can be rejected (p < 0.01).
That the deafferented r is relatively small suggests that S1 and S2 are controlled as two
relatively independent modules by feed-forward commands (Fig. 3.10D), but the high
correlation observed under the intact state implies that sensory afferents might help to
couple the activation of these two synergies during swimming extension (Fig. 3.10D).
Hence, sensory feedback might function to couple two independently organized synergies.
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FIGURE 3.10.  Sensory feedback can uncouple or couple the activation of synergies.  We calculated
the Pearson’s correlation coefficient (r) peak coefficient amplitudes of every pair of shared synergies,
for each behavior, each of the extension and flexion phases, and each of the intact and deafferented
conditions.  A, The flexion-phase peak coefficient amplitudes of synergies J3 and J6 (frog 1).  The
intact samples are shown in crosses (+), and the deafferented samples, in circles (O).  This is an
example of a pair of synergies showing an increase in correlation after deafferentation (intact r =
0.3156; deafferented r = 0.6736).  The straight line represents the least-squares fit to the deafferented
samples.  B, Interpretation of the results shown in A.  Each black square represents a central
neuronal network coding for a muscle synergy, or a network coordinating the activation of multiple
synergies; each black circle represents the motoneuronal pool of a particular muscle.  The finding
that the deafferented samples are highly correlated suggest that J3 and J6 (frog 1) are coordinated by
central mechanisms upstream of the synergies.  On the other hand, the smaller correlation with
afferents intact suggests that one or both synergies might be modulated by sensory feedback.  See
Results for more discussion.  C, The extension-phase peak coefficient amplitudes of synergies S1 and
S2 (frog 3).  Again, the intact samples are shown in crosses (+), and the deafferented samples, in
circles (O).  This is an example of a pair of synergies showing a decrease in correlation after
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deafferentation (intact r = 0.7065; deafferented r = 0.5011).  The straight line represents the least-
squares fit to the intact samples.  D, Interpretation of the results shown in C.  That the deafferented r
is relatively small suggests that S1 and S2 are controlled as two relatively independent modules by
feed-forward commands, but the high correlation observed under the intact state implies that sensory
afferents might help to couple the activation of these two synergies during swimming extension.
The other three pairs of shared synergies showing a similar decrease in correlation
coefficient after deafferentation are: S1/S6 (frog 2, extension); J3/J5 (frog 2, extension); and
J2/J4 (frog 4, extension).
Finally, we did not observe consistent coupling and uncoupling actions of feedback
between the same pairs of synergies across frogs, once again suggesting that the roles of
sensory feedback in modifying synergy activation patterns show substantial interanimal
variability.
In summary, the results of this section suggest that the differences between the intact
and deafferented EMG patterns can be characterized as changes in the amplitude and
temporal patterns of the synergy coefficients (Fig. 3.9).  Our coefficient analyses further
suggest that sensory feedback plays an important role in reinforcing the jumping extension
synergy, but not the swimming extension synergies (Table 3.2).  For the amplitudes of the
non-extension synergies and for the burst duration of the coefficients, effects of
deafferentation were not consistent across animals, however (Table 3.2).  Finally, our
correlation analysis reveals that feedback can either uncouple or couple two centrally
organized modules (Fig. 3.10).
DISCUSSION
In this study, we assess to what extent locomotor EMGs are generated by centrally
organized muscle synergies.  For both swimming and jumping, we established that EMGs
before and after deafferentation possess similar low dimensionalities (stage I), and that most
synergies were preserved after feedback deprivation (stage II).  Deafferentation also altered
the amplitude and temporal patterns of activation of the shared synergies.
Muscle synergies as centrally organized modules.
The main finding of this study is that both intact and deafferented behaviors are
primarily generated by the same set of synergies.  Therefore, most, but not all, of the muscle
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synergies underlying frog locomotor behaviors are centrally organized modules activated by
spinal and/or supraspinal commands.  Such a result is similar to previous observations of
invariant structures after deafferentation in the newt (Székely et al., 1969), frog (Loeb et al.,
1993; Kargo and Giszter, 2000b), and cat (Grillner and Zangger, 1984; Giuliani and Smith,
1987; Koshland and Smith, 1989).
The present study extends these previous results.  By recording EMGs from intact,
freely moving animals, we have obtained results that might reflect strategies utilized by the
CNS to produce natural behaviors, not just features of the isolated spinal cord or of
constrained tasks.  By systematic and quantitative analyses of EMGs from a large number of
muscles, we have established the sufficiency of a small number of synergies to describe both
the intact and deafferented data sets well.  Thus, our results support the hypothesis that the
CNS simplifies the daunting task of deriving appropriate muscle patterns for many behaviors
by flexible combination of a small number of synergies (Tresch et al., 1999; Hart and Giszter,
2004; Ting and Macpherson, 2005).  Our findings also validate our means of identifying the
synergies: the NMF algorithm would have failed to uncover any shared synergies if there had
been a gross mismatch between the assumptions of the algorithm (such as linearity) and our
conceptual model of synergy combination.
The observation of invariant synergies also suggests that our synergies may reflect
what are commonly referred to as central pattern generators (CPGs), circuitries capable of
generating motor patterns without sensory input (Grillner, 1981; Rossignol, 1996; Marder
and Bucher, 2001).  The finding that combination of synergies can explain our data well and
the observation of synergies shared between behaviors (see Results) further suggest that our
synergies may correspond to building blocks of the CPGs, originally formulated as a mosaic
of “unit burst generators” (Grillner, 1985).  Our linear combination model of synergies
provides not only an explicit formulation of how these building blocks can be combined, but
also a means of identifying them.  Our model can then be seen as a more general
formulation of the unit burst generator hypothesis, in which each ‘unit’ can consist of
muscles acting across different joints, and the interconnected ‘units’ need not be activated in
strict alternation with one another.  Such a formulation can include experimentally observed
synergies such as the mixed knee extensor-ankle flexor synergy of cat paw-shaking (Smith et
al., 1985).
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We further speculate that each synergy subserves some basic biomechanical
functions (Raasch and Zajac, 1999; Ting et al., 1999; Ting and Macpherson, 2005), such as
powering jump extension (Olson and Marsh, 1998), or compensating for interaction torque
(Zernicke and Smith, 1996; Gribble and Ostry, 1999).  An understanding of the principles
guiding the composition of locomotor synergies will require further experimental and
modeling studies.
Afferent roles in synergy activation and organization.
Although we found that most synergies were preserved after deafferentation, the
EMGs themselves were changed (Fig. 3.2), similar to some previous findings that the intact
and deafferented muscle patterns could be quite different (Grillner and Zangger, 1984;
Hiebert and Pearson, 1999).  Our coefficient analyses indicate that such changes could be
characterized primarily as alterations in the amplitude and temporal patterns of activation of
shared synergies (Fig. 3.9; Table 3.2).  Therefore, one important role of feedback might be to
shape behaviors by modulating recruitment of centrally organized synergies (Fig. 3.1-A1),
consistent with the long-standing hypothesis that motor outputs depend on interactions
between the coordinative structures within CPGs, supraspinal commands, and sensory
inflow (Grillner, 1981; Clarac, 1991; Prochazka, 1996; Rossignol, 1996; McCrea, 2001).
More specifically, sensory inflow during a behavior might adapt recruitment of
synergies to the constraints imposed by the task.  For instance, we found that during
extension, feedback plays a prominent role in enhancing the activation amplitude of the
jumping, but not the swimming synergies (Table 3.2).  This difference in the importance of
feedback might be due to the different biomechanical demands of the two behaviors.
During jump extension, the frog needs to generates more power in order to accelerate the
body against gravity within the shortest possible time.  Power generation might be enhanced
by an increased activation of the Golgi tendon organs and Ib interneurons (due to increased
extensor tension caused by the frog’s weight being borne solely by the hindlimbs; see Fig. 3.5
of Roberts and Marsh, 2003), assisting in maximal activation of the extensor synergies
through a positive feedback loop after Ib input onto the extensor motoneurons is reversed
from inhibitory to excitatory (Pearson and Collins, 1993).  A similar reflex reversal
mechanism is believed to contribute to stance-phase reinforcement of the extensors in the
walking cat (Whelan, 1996).
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Our analysis of coefficient amplitudes also reveals that feedback uncouples multiple
synergies that are centrally organized (Fig. 3.10); therefore, afferents might allow for more
individuated control of each synergy.  The synergies uncoupled by feedback may have
distinct and/or opposing functions.  For example, in Fig. 3.10A, while J3 includes the knee
flexor ST, J6 comprises TA and PE, whose knee extensor action (Cajigas-González, 2003)
may oppose the knee flexor action of J3.  Conversely, the synergies coupled by feedback may
subserve similar biomechanical functions.  Both synergies in Fig. 3.10C, for instance, are
synergies of extensors.
Among the ten identified pairs of shared synergies that sensory inflow uncoupled
(listed in Results), six of them involve J3 or S3 – two synergies dominated by ST.  In the
frog, ST is both a knee flexor and a hip extensor (Mai and Lieber, 1990; Kargo and Rome,
2002).  That the ST synergies seem more likely to be uncoupled from other synergies by
feedback is consistent with the proposal that bifunctional muscles like ST are more
susceptible to feedback modulation (Perret and Cabelguen, 1980; Pratt et al., 1996; Ting et al.,
2000).
Synergies specific to intact or deafferented behaviors.
Besides shared synergies, our algorithm also identified synergies specific to the intact
or deafferented data sets.  The intact-specific synergies may represent CNS modules
accessible only by feedback (Fig. 3.1-A2), functioning to compensate for perturbations
(Forssberg, 1979; Kargo and Giszter, 2000a).  Alternatively, the data set-specific synergies
may indicate feedback reorganization of the CNS neuronal assemblies (Pearson, 2004): i.e.,
the specific synergies reflect the difference between the networks activated under the intact
and deafferented conditions (Fig. 3.1-A4).  For frogs 3 and 4, the observation that some of
the specific and shared synergies involve the same set of muscles, but in different balances
(see Fig. 3.8 and Results) suggests that some centrally activated synergies may serve only as
templates for motor output generation; activities of individual muscles within those synergies
might then be fine-tuned by feedback (Fig. 3.1-A3) (Pearson, 2000).  Finally, the possibility
of the non-shared synergies being consequences of neuronal plasticity (Goldberger, 1988)
cannot be excluded.
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Interanimal variability of feedback actions.
We have seen that the roles of sensory feedback in modulating the amplitude and
temporal patterns of each synergy may vary between animals (Table 3.2), suggesting that
how feedback sculpts the activation pattern of each synergy may depend on the prior
experiences of each animal.  Such a possibility is supported by the proposal that the reflex
gain of the rat withdrawal reflex system may be fine-tuned in an experience-dependent
manner (Schouenborg, 2002).  Also, the architectural heterogeneity of the musculature
across animals may necessitate individually tailored recruitment of certain muscles (Loeb,
1993).
A novel method of identifying common and specific structures.
Another contribution of this study is our method of exploiting the NMF algorithm
to search for shared and specific structures from multiple data sets, introduced in our stage-
II analysis.  While our stage-I method of applying the algorithm to each data set separately is
an obvious way to search for shared and specific synergies (d’Avella et al., 2003; Hart and
Giszter, 2004), it has several limitations (see Methods).  Our stage-II method overcomes
these limitations by taking information from all data sets into consideration.  We have
focused on using this method to find commonalities and differences between the intact and
deafferented data sets, but the same methodology can be extended to extract synergies
shared between behaviors (d'Avella and Bizzi, 2005), preparations, or animals.
Almost a century ago, Brown (1911) proposed that “intrinsic factors” within the
spinal cord are responsible for generating motor outputs for locomotion.  In light of
Bernstein’s (1967) problem, we propose that a small number of centrally organized muscle
synergies, activated by central commands but regulated by sensory inflow, plays a
predominant role in the generation of complex, high-dimensional motor patterns for natural
behaviors.
Chapter 4
Sensory modulation of muscle synergies for
motor adaptation
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INTRODUCTION
In the past several years, there has been a flood of interest within the movement
control community in the idea that, organizing the motor system into modules could be a
way for the CNS to circumvent the difficulty of controlling many degrees of freedom
(Bernstein, 1967).  As reviewed in Flash and Hochner (2005), a module, or motor primitive,
can be formulated at different levels of the motor system hierarchy, from the behavioral, the
kinematic, the muscle, to the neural levels.  Here, we focus on how modules at the muscle
level are represented, and how they are utilized by the CNS as functional units of activation
for motor execution.  Many recent studies have provided evidence suggesting that a module
at the muscle level can be represented as a muscle synergy, defined as a static activation
profile across many muscles, and activated by a time-varying activation coefficient (Tresch et
al., 1999; Saltiel et al., 2001; Hart and Giszter, 2004; d’Avella and Bizzi, 2005; Ting and
Macpherson, 2005; Tresch et al., 2006).  A number of authors have hypothesized that each
synergy can be regarded as a low-level feed-forward controller (d’Avella et al., 2006)
responsible for producing a torque pattern that can be related to global biomechanical
(Torres-Oviedo et al., 2006) or kinematic (d’Avella et al., 2003; Cajigas-González, 2003)
variables.  Other studies have also argued that a small number of synergies are responsible
for constructing the muscle patterns underlying natural motor behaviors (d’Avella, 2000;
Cheung et al., 2005; Cappellini et al., 2006).
Whether such a motor control scheme comprising a small number of synergies is
compatible with the bewildering capacity of the motor system to compensate for diverse
perturbations has remained an open question.  While the intrinsic viscoelastic properties of
the musculoskeletal apparatus could contribute to perturbation compensation (Bizzi et al.,
1992), neural compensation activated by altered sensory stimuli no doubt also plays a critical
role in generating compensatory responses (as reviewed in Rossignol et al., 2006).  Muscle
patterns associated with perturbation compensation can conceivably be generated by
modulating the activation pattern of the very same set of synergies used for constructing
normal, natural behaviors.  Alternatively, compensatory responses might result from  built-in
corrective patterns organized as centrally encoded synergies but accessible only by sensory
afferents, similar to the corrective force fields observed in the frog (Kargo and Giszter,
2000a) or the stumbling corrective reaction in the cat (Forssberg, 1979).  A third possibility
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is that adaptive muscle patterns are generated by tuning the activations of individual muscles
through monosynaptic and/or multisynaptic reflexes; in such a model, synergies are either
structures encoded by networks not accessible by sensory afferents, or just mathematical
representations of an epiphenomenon contingent upon the specific tasks performed under a
specific dynamic condition (Pearson, 2000).  It remains unclear which of the above three
possibilities underlies the generation of motor patterns for immediate adaptive responses
elicited upon limb perturbation.
Recently, Cheung et al. (2005) reported that most of the muscle synergies underlying
frog locomotor behaviors were observed even after deafferentation; yet, the time-varying
activation profile for some of those synergies were altered after removal of sensory feedback,
suggesting that many of the synergies underlying natural motor behaviors might be centrally
organized structures modulated by sensory afferent signals.  These results motivated us to
hypothesize that, compensatory muscle patterns observed upon limb perturbations can be
generated by modulating the activation pattern of the set of synergies normally used for
movement construction.  More specifically, this hypothesis predicts that, muscle synergies
are structures robust across different dynamic conditions, and that, EMG changes associated
with limb perturbations can be explained as alterations in the temporal activation profile of a
set of invariant synergies.
In this study, we test the above hypothesis by perturbing the hindlimb of the frog
during four natural behaviors, including jumping, stepping, kicking, and swimming.
Electromyogram (EMG) data from 13 hindlimb muscles were collected before, during, and
after two different types of perturbation involving an additional inertial load and an elastic
load to the limb, respectively.    We further developed a novel algorithm based on the non-
negative matrix factorization method (Lee and Seung, 1999) capable of simultaneously
extracting synergies shared by all unloaded and loaded conditions as well as synergies specific
to one or multiple conditions.  Our results are in general consistent with our hypothesis that
sensory modulation of centrally encoded synergies can be a mechanism underlying
immediate or short-term motor adaptation (Pearson, 2000), though in the Discussion section
we will also describe several interesting exceptions that can be explained only by a more
elaborate model of synergy control.
CHAPTER 494
MATERIALS AND METHODS
Surgical procedure
Three adult bullfrogs (Rana catesbeiana, ~240g) supplied by Connecticut Valley
Biological (Southampton, MA; frog 1) and Rana Ranch Bullfrog Farm (Twin Falls, ID; frogs
2-3) were studied.  Before all surgeries, the frog was anesthetized with ice, and tricaine (ethyl
3-aminobenzoate methanesulfonate, 0.1 mg/g; Sigma, St. Louis, MO) injected into the left
iliac sac.  Bipolar EMG electrodes made of teflon-coated stainless steel wires (A-M Systems,
Carlsborg, WA) and wax were implanted into the following muscles in the right hindlimb
(nomenclature: Ecker, 1971): rectus internus major (RI), adductor magnus (AD),
semimembranosus (SM), semitendinosus (ST), iliopsoas (IP), vastus internus (VI), rectus
femoris anticus (RA), gastrocnemius (GA), tibialis anticus (TA), peroneus (PE), biceps (or
iliofibularis) (BI), sartorius (SA), and vastus externus (VE).  The EMG wires were routed
subcutaneously to the frog’s back, and attached to a 37-pin d-sub connector through
crimped pins on the connector.  Insulation of each EMG wire was provided, first by sealing
each crimp contact with wax after the pin was locked into the connector, and then, by
applying a thin layer of epoxy (Devcon, Riviera Beach, FL) across all pins.  Subsequently, the
position of the connector was stabilized onto the frog’s back by suturing the skin incisions
around the connector tightly, and by gluing the connector to a custom-made plastic
platform, which in turn was attached to the back skin of the frog by Nexaband glue
(Veterinary Products Laboratories, Phoenix, AZ).  After the surgery, the frog was allowed at
least one day for recovery.
For frog 3, an additional surgery was performed to install an additional elastic load to
the frog’s hindlimb (see below).
Experimental procedure and delivery of perturbation
Patterns of EMG and kinematics during unrestrained terrestrial behaviors (jumping,
stepping, and kicking; frogs 1 and 3) performed in an arena, and aquatic behaviors (in-phase
and out-of-phase swimming; frog 2) performed in a tank, were acquired during within-day
experimental sessions spread over 7-8 days (frog 1, 4 sessions; frog 2, 5 sessions; frog 3, 6
sessions).  In each session, 3-8 trials of data collection, each lasting approximately 10
minutes, were performed.  Between trials, the frog was allowed at least 15 minutes of rest to
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prevent muscle fatigue.  During the arena trials, positions of the acetabulum, knee, and ankle
on the dorsal limb were marked by Wite-Out correction fluid (Milford, CT) to facilitate
kinematics extraction (see also, “Recording kinematics” below).  During all swimming trials,
additional insulation of the connector against water was provided by removable light-bodied
Permlastic (Kerr USA, Romulus, MI).  All movements were video-taped by a digital video
camera (Sony DCR-HC46, 29.97 frames/s).
Effects of increasing the limb inertial load on the EMGs were studied in frogs 1 and
2.  A weight made of malleable lead was attached to a strap by Elastikon tape (Johnson and
Johnson, New Brunswick, NJ).  The strap, made of double-layer vinyl electrical tape (7 mil;
United Tape, Cumming, GA), was in turn attached to two pieces of industrial strength
velcro.  In the loaded experimental trials, the weight was attached to the anterior half of the
right calf by wrapping the strap around the calf with the strap’s position secured by velcro.
The load was positioned carefully so that it did not physically obstruct the motion of any
joint.
In order to ensure that the EMG changes associated with loading were repeatable
and reversible, the load was applied, and then taken off, several times.  In frog 1, the same
weight (25.9 g, 55% of limb’s weight) was applied three times, in sessions 2, 3, and 4,
respectively, during terrestrial behaviors.  In frog 2, the weight (27.5 g, 85% of hindlimb’s
weight) was applied two times, in sessions 2 and 3, respectively, during aquatic behaviors.  In
each of these sessions, data were collected before, during, and after load application.
Effects of elastic loading on the EMGs were studied in frogs 2 and 3.  Inspired by a
procedure first described by Bouyer (Wolpaw et al., 2006), the elastic load was delivered
through a rubber band (Alliance Rubber Band Company, Hot Springs, AR) attached to a
strap made of double-layer vinyl tape.  In the loaded experimental trials, the rubber band was
attached proximally to one end of the EMG connector by a screw, and distally, to either of
two different positions of the frog’s limb: the posterior end of the calf near the ankle (frogs
2 and 3; Fig. 4.1B, right), or to the thigh near the knee (frog 3; Fig. 4.1B, left).  The former
configuration affects the motion of both the hip and knee joints directly, and the latter,
motion of the hip joint only.  This distal attachment was accomplished by wrapping the strap
around the limb, with the wrapping secured either by velcro (frog 2; and frog 3, thigh
attachment), or by suturing the strap to the skin over a surgery (frog 3, ankle attachment).
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FIGURE 4.1.  Experimental procedure for inertial loading and elastic loading experiments.  A, Three
frogs were studied.  In frog 1, the same inertial load (IL) was wrapped around the frog’s right calf 3
times over 4 sessions during terrestrial behaviors.  In frog 2, an inertial load was first applied 2 times,
followed by an application of an elastic load (EL-hk).  Only aquatic behaviors were studied in this
frog.  In frog 3, 2 different elastic loads (EL-h and EL-hk) were used to perturb the hindlimb during
terrestrial behaviors.  B, Two different elastic loading types were studied.  In the first type (EL-h), the
rubber band was attached distally to the knee, thus affecting hip joint motion directly.  In the second
type (EL-hk), the rubber band was attached distally to the ankle, affecting both hip and knee joint
motion directly.  C, Definition of hip joint and knee joint angles in this thesis chapter.  The hip joint
angle is defined as the angle between the body axis and the thigh, and the knee angle, that between
the thigh and the calf.
In frog 2, the elastic load to the ankle (Fig. 4.1B, right) was applied in experimental
session 5 through a rubber band with spring constant = 52.92 N m-1.  Data during aquatic
behaviors were collected before, during, and after load application.  In frog 3, the elastic load
was first applied to the knee (Fig. 4.1B, left) (spring constant = 46.06 N m-1).  Load
application began in session 2, and continued over to the first half of session 3.  After
session 3, the elastic load was applied to the ankle through another rubber band (60.76 N
m-1), distally sutured to the skin near the ankle over a surgery.  Data of the loaded, terrestrial
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behaviors were collected over sessions 4, 5, and 6.  In one trial of session 5, an incline with a
slope of 14.50 was installed in the arena for studying uphill and downhill stepping under the
loaded condition.  In one trial of session 6, the rubber band was temporarily taken off for
recording washout data.  In all frogs, the load did not change the resting posture
significantly.
The experimental schedule of the three frogs is summarized in Fig. 4.1A.  All
procedures were approved by the Massachusetts Institute of Technology Committee on
Animal Care before experimentation.
Recording kinematics
 Video episodes of the different behaviors were captured and digitized as avi files
using the software Adobe Premiere (version 6.0).  Each frame in the video files was
deinterlaced into its upper and lower fields using a custom software written in Matlab (Math-
Works, Natick, MA), and the positions of the body axis, acetabulum, knee, and ankle were
marked manually on individual video fields using a Matlab graphical user interface.
Assuming a planar motion of the frog hindlimb, time sequences of hip and knee joint angles
(59.64 Hz) were computed from the marker positions extracted from the video fields.
EMG data preprocessing and normalization
Electromyographical (EMG) signals were amplified (gain of 10,000), band-passed
filtered (10-1000 Hz) through differential alternating current amplifiers, and digitized (1000
Hz).  Using a custom Matlab software, the EMG traces were then manually parsed into
segments, each containing the EMG of a single behavioral episode.  These episodes were
then categorized into different behaviors according to their corresponding video records.
The parsed data were then high-passed filtered [window-based finite impulse response (FIR)
filter; 50th order; cutoff of 50 Hz] to remove motion artifacts, rectified, low-passed filtered
(FIR; 50th order; 20 Hz) to remove noise, and integrated over 10 ms intervals to capture the
envelope of EMG activity.
After integration, the EMG of each muscle was normalized to the maximum EMG
value of each muscle recorded in each frog to account for electrode pickup differences
across muscles.  Then, for each behavior, the variance of each muscle in the data set was
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normalized to one, so that the results of the muscle synergy extraction algorithm used in
subsequent analyses will not be biased into describing only these muscles with high variance.
Frog motor behaviors examined and initial EMG characterization
For each perturbation type, we studied EMGs collected from jumping, stepping,
kicking, and swimming.  The kicking EMGs included caudal, lateral, and caudal-lateral kicks,
and the swimming EMGs included both in-phase and out-of-phase swimming cycles.  In all
subsequent analyses, EMGs from different behaviors were never pooled together as a joint
data set; thus, all muscle synergies extracted (extraction procedure to be described below)
were specific only to one behavior, but not necessarily to one condition, as will be described
below.
Before extracting muscle synergies, we also characterized how the muscle patterns
were altered by loading by comparing both the peak amplitude and duration of the EMG
bursts across conditions.  The onset and offset times of the activation bursts of the rectified
and integrated EMG were detected as follows.  First, for each experimental session, and for
each muscle, all EMG data points with amplitude exceeding 5% of the maximum EMG
amplitude obtained in that muscle during that session were isolated.  Any continuous
segment of isolated data points was considered to be an activation burst.  Calculating this 5%
threshold with respect to the session maximum was necessary to account for small
fluctuation of EMG amplitude across experimental sessions.  Then, for any two bursts
within the same EMG episode, if the time difference between the onset of the later burst
and the offset of the earlier burst was smaller than 20ms for jump and kick, or 50ms for step
and swim, the two bursts were combined into one.  Finally, any burst with duration smaller
than 40ms for jump and kick, or 100ms for step and swim, were excluded from further
analysis.
The muscle synergy model and two stages of analyses
A major goal of this study is to characterize the changes in EMG pattern associated
with an additional inertial or elastic load to the limb.  To this end, for each behavior of each
frog, we partitioned the whole data set into data subsets, each comprising data episodes
collected under the same condition.  For frog 1, there were 7 such conditions: control,
inertial load 1 (IL1), wash1, IL2, wash2, IL3, and wash3 (IL1 refers to the first application of
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the weight, and IL2, the second application of the same weight, and so on).  For frog 2,
there were also 7 conditions: control, IL1, wash1, IL2, wash2, hip-knee elastic load (EL-hk)
(Fig. 4.1B, right), and wash3.  For frog 3, owing to the unequal amount of data collected
across sessions, we partitioned the data set into 5 conditions as follows: control, hip elastic-
load (EL-h) (Fig. 4.1B, left), wash (including wash1 and wash2), EL-hk from session 4, and
EL-hk from sessions 5 and 6.        
As in pervious studies (Tresch et al. 1999; Saltiel et al., 2001; Cheung et al., 2005), we
modeled EMGs collected under different conditions as the linear combination of a set of
muscle synergies, each represented as an activation balance profile across the 13 recorded
muscles, and activated by a time-varying activation coefficient.  In matrix notation, we
denote the synergy vectors by W, and the time-varying coefficients, by C, so that
D = WC , (4.1)
where D is the EMG data matrix.  We used the non-negative matrix factorization (NMF)
algorithm (Lee and Seung, 1999, 2001) to extract muscle synergies from each behavioral
condition, and then, assessed to what extent the load-associated EMG changes can be
described as changes in muscle synergies, or changes in the activation coefficients of
invariant synergies.  To accomplish this assessment systematically, we divided our analyses
into two stages, similar to the analytic paradigm presented in Cheung et al. (2005).  In analysis
stage I, we extracted synergies from each condition separately to determine the data
dimensionality of each condition (see next section); in stage II, we pooled data from all
conditions together, and applied a generalized version of the method first described in
Cheung et al. (2005) to search for synergies shared between multiple conditions, and
synergies specific to one or several conditions (see Methods, “Analysis stage II …”).
In stage I, after determining the number of synergies underlying the control EMGs,
we also fit the control synergies to data of each of the other conditions as a first-pass
assessment of the degree of synergy sharing across conditions.  This fitting was achieved
using NMF with the W matrix set to the control synergies and held fixed across all iterations
while the C matrix was being updated.  The quality of fit was quantified by R2 values, and
high degree of synergy sharing would be indicated by the different conditions having similar
and high R2 values.
CHAPTER 4100
Analysis stage I: estimating the number of synergies underlying each condition by
separate extractions of muscle synergies
The major purpose of analysis stage I was to estimate the number of synergies
underlying EMGs collected from each condition.  This step was necessary, because to
initiate the NMF algorithm, the number of synergies describing the data set needs to be
specified a priori.  In several previous studies (d’Avella et al., 2003; Cheung et al.; 2005; Tresch
et al., 2006), this number is chosen based on plotting the EMG reconstruction R2 or the log-
likelihood versus against the number of synergies extracted; the number of synergies
corresponding to the point on the curve with maximum curvature is presumed to be the
“correct” number of synergies.  While this ad hoc procedure has been shown to be very
robust in simulated data composed of synergies with equal amounts of variance contribution
(Tresch et al., 2006), its application in experimental data sets obtained from natural behaviors
has remained difficult, because the R2 curves obtained often do not show an unambiguous
point with abrupt slope change (e.g., see Cheung et al., 2005, their Figs. 3A and 7A).
Here, we attempt to implement a simpler method, based on estimating the R2-95%
confidence interval, to ensure both consistency in choosing the number of synergies across
conditions and adequate description of the data at the chosen number.  For each condition,
we first extracted 1 to 10 synergies using the NMF algorithm without pooling data from
different conditions.  At each number of synergies, extraction was repeated 20 times, each
time with different random matrices (uniformly distributed between 0 and 1) initiating the
algorithm.  Convergence was defined as having 20 consecutive iterations with a change of R2
<0.01%.  After convergence, the 95% confidence interval (C. I.) of the EMG reconstruction
R2 was estimated by bootstrapping.  The data set of each condition was resampled for 300
times with possible replacement of EMG episodes (i.e., the same EMG episode may appear
multiple times in the resampled data set), and after each resampling, the R2 was recalculated.
After sorting this set of 300 R2 values from the smallest to the largest, the lower and upper
bounds of the 95% C. I. were then estimated to be the 8th and 293rd R2 values, representing
the 2.5 and 97.5 percentiles of the R2 distribution, respectively.
Following synergy extraction and R2-C. I. estimation, we selected the numbers of
synergies for each condition by first finding an appropriate number for the control EMGs,
and then, using the control R2-C. I. at its chosen number of synergies as a reference R2
interval against which the numbers for the other conditions were chosen.  The number of
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synergies underlying the control condition was estimated to be the minimum number of
synergies at which the extraction repetition yielding the highest R2 has a corresponding C. I.-
upper bound >90%.  Such a criterion seems to us reasonable, given that in previous studies
(d’Avella, 2000; Cheung et al., 2005), most of the R2 curves obtained using NMF plateau to a
straight line at ~90%.  For the other behavioral conditions, the number of synergies was
chosen to be the minimum number of synergies at which at least one of the extraction
repetitions yields an R2 whose 95% C. I. overlaps with at least half of the R2-C. I. of the
control condition.  This criterion guarantees that the EMG data from all conditions are
described equally well at their chosen numbers of synergies.
Analysis stage II: an algorithm for finding shared and specific synergies from an
arbitrary number of data sets
In analysis stage I outlined above, we extracted muscle synergies from each condition
separately, allowing us to estimate the data dimensionalities of the different conditions using
a procedure based on the R2-C. I.  We also fit the control synergies to the data of the other
conditions as a first-pass examination of synergy sharing across conditions.
However, interpreting of the stage-I results is difficult.  In the fitting procedure, it is
expected that the R2 values quantifying the fit between the control synergies and EMGs of
the other conditions be smaller than the original control R2, and it is not clear what amount
of R2 decrease would indicate significant differences in muscle synergies between conditions.
Besides, the synergies separately extracted from each condition might be biased towards
peculiarities specific to the data structure of that condition, so that differences between the
synergies for different conditions could just be a consequence of the limited data variability
available within each condition rather than an indication of changes in synergy composition
associated with load application.
Other potential shortcomings of extracting muscle synergies separately from each
condition are described in detail in Cheung et al. (2005, p. 6422; this thesis, chapter 3).
An obvious alternative to separate extraction is to extract synergies from the data set
pooling EMGs of all conditions together.  However, in such an approach, no prior
information on potential differences in data dimensionalities between conditions is provided
to the algorithm, and consequently, the extracted synergies and their corresponding
coefficients might describe some conditions better than the other.  For instance, suppose
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that conditions A and B share 5 synergies, and that in condition B, an additional, new
synergy not present in A is activated.  Suppose further that 6 synergies were extracted from
the data set pooling A and B together.  The resulting set of synergies is expected to describe
A better, for the additional synergy belonging originally only to B is available to A during
extraction for explaining noise; consequently, the synergy composition of this B-specific
synergy might also be biased or distorted by any noise structure present in A.  Interpreting
these extraction results then becomes difficult.
In order to account for these problems, we sought to develop an algorithm that
utilizes all available data to maximize the data variability considered during extraction, but at
the same time, allows the possibility for any condition-specific synergies to be extracted.
Such a possibility has been illustrated in chapter 3 of this thesis (Cheung et al., 2005), and
also demonstrated in Ajiboye and Weir (2006).  However, the formulation in Cheung et al.
(2005) was designed for comparing only two data sets whereas here, the focus is to compare
synergies across 5-7 different conditions.  To achieve such a comparison, we generalize the
original formulation of Cheung et al. (2005) so that synergies shared by all conditions as well
as synergies specific to one or several conditions can be extracted from an arbitrary number
of data sets or conditions simultaneously.
The problem to be solved by the generalized algorithm can be understood as
follows.  Suppose there are N data sets, each representing EMG data collected under a
specific condition, and further suppose that there exist a pool of M synergies,
}.,...,,{ 21 MwwwW
rrr=   Each data set is generated by linearly combining an arbitrary subset
of synergies selected from the pool, so that each synergy may be activated in one, several, or
all of the N data sets.  The problem is to find (i) M, (ii) the structure of each synergy in the
synergy pool, and (iii) the actual synergy selection of each data set, by applying an algorithm
to the N data sets.  Stating the problem formally, we associate each data set with an index
set, Id, comprising Md unique integers:
,,...,1  },,...,,{ )()2()1( NdIIII dMdddd ==
such that
                      }.,...,2,1{ MId ⊆
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Denote )(qdI by I(d, q), q = 1, …, Md.  Each data set is then generated by linearly combining a
set of Md synergies, such that
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where )(tDd
r
 represents the EMG signal of the dth data set for all recorded muscles at time
t, ),( qdIw
r  is the I(d,q)th synergy vector in the synergy set W, and )(),( tcd qdI  represents the
time-varying activation coefficient at time t associated with the synergy vector.  The problem
is to estimate M, the set of synergies },,...,,{ 21 Mwww
rrr  and also, Id, d = 1, … , N,  by applying
the NMF algorithm to the N EMG data sets.
Practically, solving the above problem amounts to finding a synergy pool with the
smallest possible number of synergies, and finding, for each synergy in the pool, a selection
of data sets in which the synergy is activated, such that all N data sets can be described by
their corresponding selections of synergies equally well.  Equivalently, the algorithm needs to
find, for each synergy in W, an index set, Jq, q = 1, … , M, such that
                                ,},,...,,{
)()2()1( NNJJJJ q
N
qqqq
q ≤=
and
                                                      },,...,2,1{ NJq ⊆
where Jq specifies a selection of data sets over which the qth synergy in the synergy pool is
activated.
As pointed out in Cheung et al. (2005), the NMF algorithm can extract synergies with
any possible combination of data set selections.  As a result of its multiplicative update rules,
if the initial estimate of any matrix component is zero, the estimate of that component
remains zeros for the rest of the iterations.  Thus, to extract a synergy with a specific data set
selection, the only necessary manipulation is to set the coefficient components
corresponding to those non-selected data sets to zero, enforcing that the synergy is not
activated in those data sets.  This data set selection, however, needs to be specified
independently before the NMF can be initiated.
The algorithm proposed here finds this data set selection for each synergy extracted
by choosing the selection that results in the extracted synergies describing all data sets
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equally well.  It requires two parameters to be specified a priori: the number of synergies
underlying each data set, which was determined in analysis stage I, and a reference R2 interval
for evaluating the goodness-of-fit of the synergies to the data sets at each iteration.  Here,
this reference R2 interval was set to the 95% C. I. of the control R2 obtained in analysis stage
I.  This algorithm is an iterative procedure.  At each iteration, the data set selection of one
synergy is found, and carried over to the next iteration for finding the data set selection of
another synergy.  It goes through the following steps to identify each synergy and its
corresponding data set selection:
Step 1: A list of all possible data set selections, excluding those selections containing only one
data set, is constructed.  Let S(N,k,a) be the ath k-subset of {1,2,…,N}.  This list, arranged
in decreasing degree of sharing across data sets, is stated formally as follows:
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Step 2: The algorithm starts its first iteration by extracting one synergy shared by multiple
data sets together with synergies specific to each data set, such that the numbers of synergies
reconstructing the data sets (including both shared and specific synergies) match the
numbers chosen in analysis stage I.  The data set selection for this one shared synergy is
chosen from the list in equation (4.3).  The first selection in the list is tried first, and after
convergence, the 95% C. I. of the R2 value of each data set is calculated.  If the C. I.-upper
bound of any data set drops below the C. I.-lower bound of the reference R2 interval,
indicating unequal description of data sets, then synergies are re-extracted with the second
data set selection in equation (4.3) assigned to that one shared synergy.  Synergy extraction is
repeated, each time choosing the next data set selection in (4.3), until a selection is found to
result in equal descriptions of all data sets (as indicated by the R2-C. I. of all data sets
overlapping the reference R2-C. I.).
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Step 3: After the first data set selection for the first shared synergy is found, the reference R2-
C. I. is updated to be the R2-C. I. of the control data set computed in the last extraction.
This is necessary to account for the fact that as the total number of synergies extracted
decreases, the R2 of each data set is also expected to decrease, and thus, the reference
enforcing equal descriptions across data sets also needs to be updated to account for the
expected R2 decrease.  We will describe below another necessary step to prevent drastic
decrease of this reference R2 interval over iterations.
Step 4: In the second iteration of the algorithm, two shared synergies are extracted.  Again,
synergies specific to each data set are extracted at the same time so that the numbers of
synergies for the data sets match those estimated in stage I.  The data set selection for the
first shared synergy has already been found in the previous iteration, and the appropriate
selection for the second shared synergy is found using the procedure described in step 2.
Thus, in the second iteration and all subsequent iterations, the data set selections found in
previous iterations are used in the extraction, and for the new shared synergy, the selections
listed in equation (4.3) are tried, one by one, until a selection is found to result in equal
descriptions of all data sets (as in step 2).  From iteration 2 onwards, we also enforced that
the data set selection found must give a control R2-C. I. (to be used as a reference R2 interval
in the next iteration) which overlaps with the original reference R2-C. I. used in the first
iteration.  This last criterion is necessary to prevent data set descriptions from becoming
successively worse across iterations.
Steps 3 and 4 are repeated until no more shared synergies can further be extracted
under the numbers of synergies of the different data sets prescribed in analysis stage I.
Figure 4.2 illustrates this algorithm with a concrete, hypothetical example.  See the
figure’s legend for descriptions and explanations of this example.
In all stage-II extractions, the number of EMG episodes used in each condition was
chosen so that all conditions were respectively represented by approximately equal numbers
of data points.  Each extraction was repeated 20 times, and the repetition with the highest
overall R2 was used for R2-C. I. comparison.  Convergence criterion was the same as that in
analysis stage I.
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FIGURE 4.2.  An example illustrating the algorithm used in analysis stage II for finding shared and
specific synergies simultaneously from an arbitrary number of data sets.  In this example, there are 4
data sets, represented in the figure by a row of 4 square boxes.  A black box means that its
corresponding data set is not included in a particular data set selection, and a green box if otherwise.
In step 1 of the algorithm, a list of all possible data set selections (excluding those containing only one
data set) is constructed.  This list, denoted symbolically by equation (4.3) in the text, is graphically
represented by rows of boxes on the right side of the figure.  The topmost selection ({1,2,3,4}),
including all 4 data sets, is the one with the most degree of sharing while the bottom 6 selections
({1,2}, {1,3}, … etc.) are the ones with the least degree of sharing.  The left side of the figure shows
the data set selection of each synergy extracted in each iteration.  Each block of boxes represents an
extraction event, with each row denoting the selection of a synergy, and each column, which
synergies are relevant to a data set.     The total number of synergies for each data set (determined in
analysis stage I) is set in this example to be 4, and thus, for each block of boxes, the total number of
green boxes along each column is always 4.  In the first iteration of the algorithm (step 2), extraction
starts out by extracting just one shared synergy whose data set selection is chosen to be the first in
the list (i.e., {1,2,3,4}).  For each data set, an appropriate number of synergies specific just to that
data set is included so that the total number for that data set matches the number determined in stage
I – in this case, 4.  If this set of data set selections results in unequal descriptions of the data sets (as
indicated by non-overlapping R2-C. I.’s), then, for the shared synergy, the next data set selection in
the list (in this example, {1,2,3}) is tried.  Synergies are re-extracted until a data set selection for the
shared synergy is found to yield equal descriptions of the 4 data sets (as indicated by overlapping R2-
C. I.’s).  Suppose that {1,2,3} is such a selection.  This data set selection, for the first shared synergy,
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is then carried over to all extraction events in the second iteration (step 4) during which the same
procedure of trying each data set selection in the list on the right for the second shared synergy is
carried out.  Again, the first selection, {1,2,3,4}, is tried first, and if this does not yield overlapping
C.I.’s, then the next is tried.  In this example, {1,3} is found to be the right selection for the second
shared synergy.  As in iteration 1, in iteration 2 (and all subsequent iterations) the total number of
synergies for each data set is fixed to be 4.  The above-described procedure is then repeated
iteratively until no more shared synergies can be extracted.
Analyzing the activation coefficients of the synergies
For muscle synergies found to be shared by multiple conditions, we analyzed
whether loading changed their patterns of activation by comparing the coefficient time traces
[the C matrix in equation (4.1)] across conditions.  Specifically, we compared the peak
amplitude and duration of the activation coefficient bursts of each shared synergy across
conditions.  The onset and offset times of the coefficient bursts were detected by the same
procedure used for detecting EMG bursts (see Methods, “Frog motor behaviors …”).
For kicks and jumps, we further divided each episode into two segments,
corresponding roughly to the extension and flexion phases, respectively, and isolated bursts
within each segment.  This parsing was accomplished by a custom graphical user interface
written in Matlab.  For steps, the extension phase of each cycle was conveniently demarcated
by the onset and offset times of each activation burst of muscle AD.
After burst isolation, we compared both the duration and peak amplitude of the
bursts of each shared synergy across conditions.  For the frogs and behaviors involving
inertial loading, in order to account for small day-to-day variations of EMG magnitude, we
performed burst comparison after normalizing the burst peak amplitude of each episode
with respect to the maximum coefficient amplitude obtained in the session containing that
episode.  Tests of statistical significance between multiple means were performed using the
multiple comparison test function in the statistics toolbox of Matlab (α = 0.05; HSD option).
Clustering muscle synergies of different behaviors
In order to compare synergies of different behaviors, and to see whether the
activations of similar synergies were modulated in a similar way by the same load type, we
proceeded to group all extracted synergies into clusters.  For each of the two load types,
shared and specific synergies of all behaviors were pooled together and grouped into
categories by hierarchical cluster analysis (see Johnson and Wichern, 2002, pp. 679-693, for
details).  In this clustering procedure, we first calculated the Euclidean distance between
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every synergy pair in the pooled synergy matrix.  Then, using the Matlab function linkage
(ward option), a binary hierarchical cluster tree was constructed by linking together synergy
pairs that are in close proximity, as indicated by the Euclidean distances calculated.  Finally,
the cluster tree was divided into clusters using the Matlab function, cluster, which
computes, for every link in the cluster tree, an inconsistency coefficient, and then sets those
links with inconsistency coefficients greater than a preset threshold as boundaries for cluster
division.  Here, we used a threshold value of 0.999 for both load types to ensure consistency
in determining the number of clusters.
RESULTS
Perturbing the limb with an inertial load
In this chapter, we first study how increasing the limb inertia affects motor
coordination by recording EMGs of 13 muscles from the right hindlimb before and after
loading the limb with a weight wrapped around the frog’s calf.  In frog 1, the same load was
applied three times (IL1, IL2, and IL3; see Fig. 4.1A) during terrestrial behaviors.
Electromyogram data (EMG) from 124 jumps (unloaded, 94; loaded, 30), 148 step episodes
(94; 54), and 433 defensive kicks (263; 170) were collected over 4 experimental sessions.  In
IL3 and wash3 of frog 1, only the kick behavior yielded sufficient data for analysis.  In frog
2, the load was applied two times during aquatic behaviors; EMGs from 198 swim episodes
(141; 57) were collected over 4 experimental sessions (Fig. 4.1A).
Inertial loading does not significantly change the distributions of jump lengths and
kick directions
We first examined how the frog responded to the added inertial load at the
behavioral level.  Since the frog was not trained to perform each behavior with a specific
trajectory prior to perturbation delivery, it is possible, that after loading, the frog adapts by
performing each behavior with a different distribution of its varieties (e.g., jumps with
shorter distances traversed) in order to attain the same behavioral goal (e.g., escaping from
imminent danger).  Alternatively, the frog motor system may compensate for the load,
through the system’s intrinsic mechanical properties and/or altered neural commands, so
that in each behavior the distribution of its varieties remains similar after loading.  Here, we
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investigate which of these two possibilities apply to the frog by comparing the varieties of
jump and kick, two non-cyclic motor behaviors, before and after loading.
Figure 4.3. Variability of jump length and kick direction before and after inertial loading.  A, The
jump length of every jump observed in frog 1 (measured as fraction of the frog’s body length) is
plotted against jump episode number (#1 means the first jump observed, and #2, the second, and so
on).  Unloaded jumps, □, and loaded jumps, ●.  B, Distribution of kick directions before and after
inertial loading (frog 1).  The kick direction of each kick is defined as the displacement vector from
the initial limb position to the maximally extended position during the kick.  Under our definitions of
hip and knee angles (Fig. 4.1C), the larger the displacement angles, the more extended the limb.  The
unloaded and loaded kicks are divided into three categories – caudal (knee displacement < 20o),
lateral (hip displacement < 20o), and caudal-lateral (all other kicks) – to ease subsequent analyses.
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FIGURE 4.4.  Examples of EMG data and kinematics collected before and after inertial loading.  A,
Three kicking episodes with similar kick directions collected from wash2, IL3, and wash3,
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respectively.  B, Three jumping episodes with similar jump lengths collected from control, IL1, and
wash1, respectively.  All EMGs displayed here were rectified and high-pass filtered (FIR, 50th order,
cutoff = 50Hz) to remove motion artifacts.  See Results, “Changes in muscle activation pattern …,”
for more detailed descriptions of these episodes.
Varieties of jump in each condition was characterized by the distribution of jump
lengths, defined, for each jump, as the distance between the initial and final positions of the
frog’s snout.  As shown in Fig. 4.3A, it is evident that inertial loading did not change the
distribution of jump lengths despite that there was a noticeable, but small, trend of
decreasing jump length over time.  This suggests that the frog motor system is capable of
adapting to the added weight to achieve the same distribution of jump lengths in the
perturbed conditions.
We then proceeded to characterize kick varieties of the loaded and unloaded
conditions by plotting their distributions of kick directions.  The kick direction of each kick
is defined as the displacement vector from the initial limb position to the maximally
extended position during the kick.  As shown in Fig. 4.3B, the kick direction distribution of
the unloaded conditions (control, wash1, wash2, and wash3) is very similar to that of the
loaded conditions (IL1, IL2, and IL3).  Thus, like jumping, in kicking the frog is able to
compensate for the load to achieve the same distribution of kick varieties.
The results shown in Fig. 4.3 support that any load-associated changes in muscle
activation pattern are likely to reflect adaptive responses for load compensation rather than
shifts in the repertoire of each behavior induced by the perturbation.  In the next section, we
shall systematically compare, for each behavior, the EMGs across the different conditions to
reveal any reversible and repeatable changes in muscle pattern associated with the added
inertial load.
Changes in muscle activation pattern associated with inertial loading: visual
inspection of EMG data
Shown in Fig. 4.4A are EMGs of three kicks with similar kick directions taken from
wash2, IL3, and wash3, respectively.  For ease of visual inspection and subsequent analyses,
each kick is divided into two phases, labeled  a and b, roughly corresponding to the extension
and flexion phases of each kick, respectively.  We notice that while phase a of the loaded
kick (IL3) is reasonably similar to those of the unloaded kicks (wash2 and wash3), the loaded
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phase b is noticeably different from those of the unloaded kicks.  In particular, in the loaded
kick the duration of the ST, IP, RA, TA and SA bursts in phase b are much longer than
those in phase b of the unloaded examples (Fig. 4.4A).  However, in all three kicks, the order
of burst appearance in phase b seems to remain invariant: activations of ST, IP, RA, BI, and
SA are followed by a prominent burst of TA.  In phase b of all three examples, the IP burst
also tends to be coactive with the RA burst, and the TA burst, with the ST burst.  Together,
these observations point to the possibility that the differences between the loaded and
unloaded EMGs can be described as altered activations of invariant muscle groupings, or
muscle synergies.  Also, the fact that the wash2 and wash3 examples are similar suggest that
the EMG changes seen in the loaded example are reversible after load removal, further
supporting that those EMG changes are related to load compensation.
The EMGs of three different jumps with similar jump lengths, taken from control,
IL1, and wash1, respectively, are shown in Fig. 4.4B.  Specifically, the IL1 jumping example
shown was the first loaded jump observed in the animal (frog 1).  As in the kicking
examples, each jump is divided into two phases, a and b, for ease of inspection and
subsequent analyses.  Again, the most dramatic difference between the loaded and unloaded
EMG patterns occurs in phase b: the duration of the IP, RA, and SA bursts in the IL1
example are much longer than their corresponding bursts in the control and wash1
examples.  At the same time, despite these differences, in phase b there still seem to be
muscle co-activation patterns preserved across the three examples: for instance, IP is co-
active with RA and BI; TA, with ST; and RA, with SA.  Thus, as in the kicking examples
(Fig. 4.4A), such EMG differences might possibly be described as altered, but reversible,
activations of synergies shared across conditions.  Notice also that muscles AD and RI, while
active in phase b of the loaded jump, were not activated in phase b of the two unloaded
jumps, raising the possibility that there might be muscle groupings specific to the loaded
conditions.  We note also that the EMG changes seen in the loaded example were
accompanied by slower hip flexion [consistent with observations of decreased limb velocity
upon inertial loading reported in, e.g., Happee (1993) and Gottlieb (1996)] as well as
exaggerated knee extension.
In Fig. 4.4B, since the loaded EMG presented was recorded during the first jump the
animal performed after loading, the EMG alterations seen in the loaded jump represent
immediate responses of the motor system to the increased limb inertia, triggered by altered
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sensory stimuli, rather than new motor patterns that emerge gradually.  This is further
illustrated by the EMGs of a swimming episode collected from frog 2 after loading (Fig. 4.5).
In this example, there are 5 consecutive swimming cycles, demarcated in the figure by dotted
vertical lines.  As cycle 4 began, the weight attached to the calf accidentally (or fortuitously)
fell off the limb (arrow in figure).  Comparing the EMG patterns in cycles 3 and 4, we see
that upon load detachment, the prominent bursts of RI, AD, and SM activated towards to
the end of cycles 2 and 3 disappeared almost totally in cycle 4; also, muscles IP, RA, and SA
had bursts of shorter duration in cycle 4 as compared with those in the preceding cycles.
These observations, together with those presented in Fig. 4.4B, indicate that the frog motor
system is capable of immediately adjusting motor outputs for load compensation.
FIGURE 4.5.  An example of swimming EMGs (rectified and high-pass filtered) collected after
inertial loading.  Shown here are 5 consecutive swimming cycles.  Each cycle is demarcated by
vertical dotted lines.  The weight providing the additional inertial load was accidentally detached in
cycle 4 (arrow).  Notice that the duration of the IP, RA, and SA bursts shortened immediately after
load detachment.
CHAPTER 4114
Up to this point, we have examined EMG changes associated with loading by
comparing specific EMG examples collected before and after weight attachment.  It is
possible, however, that some of the changes described above are muscle patterns peculiar to
the examples presented, and hence, are not representative across the entire sample of loaded
EMGs.  We sought to confirm that at least some of the EMG changes we have noted are
representative by performing multiple comparison statistics on both the EMG burst
duration and burst peak amplitude of all EMG episodes across all conditions, loaded and
unloaded.  The EMG bursts in all muscles were detected automatically by a burst detection
procedure (see Methods, “Frog motor behaviors …”).  For jumping and kicking, bursts
activated in phase a and those in phase b (see Fig. 4.4) were compared separately.  For
kicking, we further examined whether loading differentially affects the EMGs of different
kick types by dividing all kicks into three groups, and compared EMG bursts of each group
separately.  Kicks with knee displacement angles smaller than 20o are classified as caudal
kicks; those with hip displacement angles smaller than 20o, lateral kicks; and the rest, caudal-
lateral kicks (see Fig. 4.3B).
Figure 4.6 shows the mean EMG burst duration of three muscles – IP, RA, and SA –
across the loaded and unloaded conditions.  Data points whose differences are statistically
significant (multiple comparison test; p<0.05) are connected by solid lines.  We see that for
both IP and SA, loading caused an increase in burst duration in stepping (Fig. 4.6B),
swimming (Fig. 4.6B), lateral kicking and caudal-lateral kicking (Fig. 4.6A), but not in caudal
kicking (Fig. 4.6A) and jumping (Fig. 4.6B).  Muscle RA, however, showed a reversible
increase in burst duration in all behaviors examined except caudal kicking.  The statistical
results shown here are consistent with some of our observations in the specific EMG
examples described earlier, confirming that the increased burst duration seen in Figs. 4.4-4.5
are representative.  Furthermore, the EMG changes shown in Fig. 4.6, except for the
increase in IP duration in kicks, were repeatable across the 2 (jump, step, swim) or 3 (kick)
loaded conditions, and reversible after load removal, suggesting strongly that they represent
changes in motor outputs in response to the increased limb inertia rather than, for instance,
consequences of muscle fatigue.  More interesting is that some of the EMG changes
associated with loading were manifested in multiple behaviors (e.g., duration of IP, RA, and
SA increased after loading in stepping, swimming, lateral kicking, and caudal-lateral kicking),
hinting at the possibility that there exist muscle synergies which not only remain invariant
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across conditions, but are also used and modulated similarly in multiple behaviors in
response to perturbation.
FIGURE 4.6.  Statistics of EMG burst duration for muscles IP, RA, and SA, across control (con),
wash1 (W1), wash2 (W2), wash3 (W3), and all loaded conditions (IL1, IL2, and IL3).  A, Burst
duration of each condition (mean ± SE) during phase b of kick (roughly corresponding to the flexion
phase of the kick; see Fig. 4.5A).  Caudal kicks, blue O; lateral kicks, green  ; caudal-lateral kicks,
magenta ∆.  B, Burst duration of each condition (mean ± SE) during phase b of jump (blue, •),
stepping cycles (green, ■), and swimming cycles (magenta, ▲).  For each muscle and each behavior,
burst duration values were compared across different conditions using multiple comparison statistics.
Means showing statistically significant differences (p < 0.05) are connected by solid lines.
These observations of EMG changes motivated us to systematically test the
hypothesis, that the altered muscle pattern observed after loading can be generated by
modulating the activation pattern of a small set of invariant muscle synergies, identifiable by
applying the non-negative matrix factorization (NMF) algorithm (Lee and Seung, 1999) to
the EMG data.  Following the analytical paradigm outlined previously in Cheung et al. (2005)
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(this thesis, ch. 3), we divided our analyses into two stages.  In stage I, we selected the
number of synergies underlying each condition by extracting synergies from each condition
separately; in stage II, we pooled all EMGs of each behavior together, and used a
reformulated version of the NMF algorithm to identify synergies shared by all conditions,
and also, synergies specific to one or multiple conditions.  We then examined how the
activation coefficients of the shared synergies were modulated across conditions, and
compared results obtained from multiple behaviors.
Analysis stage I: the loaded and unloaded data sets possess similar and low
dimensionalities
The NMF algorithm requires the number of synergies extracted from the EMG data
set to be specified a priori.  A major goal of analysis stage I, then, is to select the number of
synergies underlying the EMGs of each condition.  As explained in Methods (“Analysis stage
I …”), realizing the difficulty of selecting this number based on plotting the R2 against the
number of synergies extracted, as pursued in previous studies (d’Avella et al., 2003; Tresch et
al., 2006), we estimated the numbers of synergies by first calculating, for each extraction, the
95% confidence interval (C. I.) of the EMG reconstruction R2, and then, selecting the
numbers such that the R2 of every condition is approximately 90% (as indicated by the R2-C.
I.’s of the different conditions overlapping each other).  This way, we ensure that data of all
conditions are described equally well at the chosen numbers of synergies.
The numbers of synergies selected by the above procedure for each behavior and
condition are listed in Table 4.1 (left column).  For most conditions, linearly combining 7
synergies are sufficient to describe the EMG data set comprising data from 13 muscles with
an R2 of ~90%.  Also, for all behaviors examined, the numbers of synergies across
conditions differ at most only by one.  These results suggest that both the loaded and
unloaded data sets possess similar and low dimensionalities.
When compared with the numbers of synergies published in previous studies of frog
natural behaviors involving EMGs of the same 13 muscles, the numbers of synergies found
here, ranging from 5 to 8 (Table 4.1, left column), are greater than the previously reported
numbers by 1 to 2 [d’Avella and Bizzi (2005), 5 synergies with R2 ≈ 90%; Cheung et al.
(2005), 4-6 with ~90%; d’Avella (2000), 5-8 synergies but with R2 ≈ 95%].  This is probably
because in this study we normalized the EMG variance of each muscle before synergy
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extraction, a step not performed in the above-cited studies.  Variance normalization seems to
us reasonable, because it ensures that the muscles composing the resulting synergies are not
biased towards high-variance muscles.  The numbers of synergies selected here, nevertheless,
are still compatible with the ones found in the EMGs of spinalized frogs, elicited by NMDA
iontophoresis (Saltiel et al., 2001, in which 7 synergies are used to reconstruct EMGs of 12
muscles with R2 ≈ 91%).
TABLE 4.1.  Analysis stage I for data from the inertial loading experiment.
number of synergies (stage I) Stage-I R2 of fits (%)beha-
vior con IL1 W1 IL2 W2 IL3 W3 con IL1 W1 IL2 W2 IL3 W3
frog 1:
jump
5 6 6 6 6 - - 91.8 85.3 88.7 82.9 89.4 - -
frog 1:
step
7 8 7 7 7 - - 90.1 83.7 85.9 81.7 87.4 - -
frog 1:
kick
7 7 7 6 7 7 7 90.9 84.9 87.2 81.4 81.9 77.9 82.5
frog 2:
swim
7 7 8 7 7 - - 92.2 89.8 89.9 90.9 89.4 - -
As a first-pass assessment of the extent to which synergies are shared across the
unloaded and loaded conditions, we next proceeded to fit the synergies extracted from the
control data set, at its chosen number of synergies, to the EMG data of the other conditions.
The R2 values of this fit for the different conditions are listed in Table 4.1 (right column).  In
all behaviors, the control synergies can account for >80% of the variance in the EMG data
of most of the other loaded (IL1, IL2, and IL3) and unloaded (wash1, wash2, and wash3)
conditions, suggesting that many muscle synergies are probably shared between the unloaded
and loaded data sets.  However, in all behaviors except swimming, fitting the control
synergies to the loaded data sets also yielded lower R2 values as compared with fitting the
same synergies to the unloaded data sets (e.g., R2 ≈ 83-85% for fits to loaded jumps vs.
~89% to unloaded jumps).  This indicates that there may be data structures peculiar to the
loaded conditions; alternatively, the synergies extracted from the control data set may
possess limited generalizing power owing to the limited data variability present in the control
data set.  Clearly, a more rigorous procedure is needed to evaluate the degree of synergy
sharing across the different conditions.
CHAPTER 4118
Analysis stage II: a novel algorithm for extracting shared and specific synergies, and
an example illustrating how it works
As adumbrated in the stage-I analysis above and explained in Methods (“Analysis
stage II …”), it is difficult to assess the degree of synergy sharing across the unloaded and
loaded conditions using only results obtained from our stage-I extractions, because any
difference observed between the synergies extracted separately from different conditions
could potentially be due to the limited data variability within each condition rather than
changes in synergy composition across conditions.  Thus, to account for this and other
possibilities (see Methods, “Analysis stage II …”), we reformulated the NMF algorithm so
that synergies shared by all conditions, as well as synergies specific to one or several
conditions, can be extracted simultaneously from the pooled data set comprising data of all
conditions.
The algorithm used here is essentially a generalization of a method we previously
proposed: while the method described in Cheung et al. (2005; this thesis, ch. 3) was designed
for comparing synergies of only two data sets, the algorithm used here extracts shared and
specific synergies from an arbitrary number of data sets (or, in the context of this study, data
from an arbitrary number of conditions).  For each synergy extracted, the algorithm also
returns a data set selection, representing the collection of conditions in which the extracted
synergy is activated.  Thus, for instance, if the data set selection for a synergy comprises all
conditions, then the synergy is shared by all unloaded and loaded conditions; if, on the other
hand, the selection comprises only IL1 and IL2, then the synergy extracted is specific only to
the loaded conditions.
As described in detail in Methods (“Analysis stage II …”), at each iteration the
algorithm finds one synergy and its corresponding data set selection by going through a list
of all possible data set selections while keeping the number of synergies (or dimensionality)
of each condition (determined in stage I) constant (Fig. 4.2).  The data set selection that
results in the extracted synergies describing all conditions equally well (as indicated by
overlapping R2-C. I.’s) is retained, and carried over to the next iteration.  Since the numbers
of synergies, determined in stage I (Table 4.1), are held fixed throughout, the total number of
synergies, shared and specific, used to describe all conditions decreases with each iteration as
more data set selections are found.  This iterative algorithm thus amounts to finding the
minimum total number of synergies, with their corresponding data set selections, that
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describe the data of all conditions equally well, utilizing in the process the data variability
offered by data of all conditions.
FIGURE 4.7.  An illustration of how the stage-II algorithm works.  Here, the stage-II algorithm
described in Methods (“Analysis stage II …”) is applied to the jumping data set of frog 1 comprising
data from 5 conditions: control, IL1, wash1, IL2, and wash2.  For this set of extractions, 6 iterations
were performed, each finding the data set selection of one shared synergy.  As shown in panel A, in
each of these 6 iterations, the R2 95% confidence intervals (C. I.’s) for all conditions overlap with the
control-C. I. of the previous iteration (blue O/●) as required by step 3 of the algorithm.  Panel B
shows how the total number of synergies (shared and specific) used to describe the data set decreases
as more shared synergies, and their corresponding data set selections, are found across iterations.
Figure 4.7 illustrates how this algorithm works by showing both the R2-95% C. I. of
each condition (Fig. 4.7A) and the total number of synergies used in reconstructing the
EMGs of all conditions (Fig. 4.7B) after every iteration in the extraction run for the jumping
data of frog 1.  In Fig. 4.7A, the interval plotted at iteration 0 denotes the confidence interval
obtained from the control data set in stage I, used in the algorithm as a reference C. I. for all
subsequent iterations (see Methods, “Analysis stage II …”); in Fig. 4.7B, the number at
iteration 0 represents the total number of stage-I synergies across all conditions selected for
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the jumping data of frog 1 (5+6+6+6+6=29; see Table 4.1).   Thus, while the R2 of every
condition was maintained at ~91% at all iterations (Fig. 4.7A), the total number of synergies
used decreased from 29 to 8 as more and more data set selections were found across
iterations (Fig. 4.7B).  It is remarkable, that even though the algorithm only requires, at each
iteration, the R2-C. I.’s of all conditions to overlap with the control R2-C. I. of the previous
iteration (see step 3 of the algorithm described in Methods, “Analysis stage II …”), the
resulting R2-C. I.’s of all iterations overlap with the original reference C. I. (Fig. 4.7A, dotted
lines) very well.  This further confirms that the overall quality of data description was not
sacrificed as more shared synergies were extracted.
Analysis stage II: most muscle synergies are shared by all loaded and unloaded
conditions
We applied the synergy extraction algorithm described above to the jumping,
stepping, kicking, and swimming EMG data sets, each comprising data collected during all
unloaded and loaded conditions.  In the extraction run for each behavior, a set of time-
invariant muscle synergies and their corresponding data set selections (denoting in which
conditions each synergy is activated) were returned by the algorithm.  In Fig. 4.8, each
muscle synergy is depicted as a bar graph showing the balance of activation across all 13
recorded muscles; to the right of each synergy is a row of colored boxes: those
corresponding to the conditions in which the synergy is activated are colored light green, and
black otherwise.  It is evident, that most of the synergies shown in Fig. 4.8 (23 out of 32) are
activated across all conditions.  This suggests that in all behaviors, many of the synergies are
shared between the EMGs of the unloaded and loaded conditions, consistent with our
observations of the raw EMG data (Fig. 4.4-4.5) described above (see Results, “Changes in
muscle activation pattern …”).
In Fig. 4.8, there are also pairs of similar synergies whose data set selections are
complementary – that is to say, their selections together comprise all conditions, even
though in none of the condition are both synergies activated.  Jumping synergies J6 and J7
(Fig.  4.8A) and kicking synergies K7 and K8 (Fig. 4.8C) are two such complementary pairs.
While the similarity between the synergies in each pair suggest that the two synergies might
represent the same synergy, it is also possible, that they reflect how the composition of a
synergy is slightly altered across conditions.  In subsequent analysis of synergy activation
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coefficients (see below), each of these pairs will be analyzed together as a single unit of
activation.
FIGURE 4.8.  Muscle synergies and their corresponding data set selections extracted from the EMGs
of the inertial loading experiments using our stage-II algorithm.  The data set selection of each
synergy is represented by a row of colored boxes analogous to those shown in Fig. 4.2.  A green box
CHAPTER 4122
means that its corresponding data set is included in the selection, and a black box if otherwise.  A,
Jumping synergies (J1-J8).  B, Stepping synergies (Sp1-Sp8).  C, Kicking synergies (K1-K8).  D,
swimming synergies (Sw1-Sw8).  The two pairs of synergies grouped by brackets (J6/J7, and K7/K8)
show complementary data set selections.
FIGURE 4.9.  Reconstructing unloaded and loaded EMGs using the extracted synergies and their
corresponding activation coefficients.  The jumping episodes depicted in Fig. 4.4B are reconstructed
in this figure using synergies J1-J8 (Fig. 4.8A).  In the top panels, the actual EMG data (rectified,
filtered, and integrated) are depicted in thick black lines.  The reconstructed EMGs are shown in
colors matching those shown in the coefficient time traces (bottom panels) in such a way that, at any
time point, the colors reflect the respective contribution of each synergy to the reconstruction.  As
described in Results (“EMG changes observed …”), the prolonged RA burst in phase b observed
after loading is described by prolonged activations of both synergy J4 (blue) and synergy J6 (gray).
This figure demonstrates clearly that, the altered EMG pattern seen after inertial perturbation can be
explained as altered activations of invariant synergies.
Excluding the complementary synergy pairs, there are two synergies in Fig. 4.8
activated only in loaded conditions – the jumping synergy J8 (active only in IL2), and the
stepping synergy Sp8 (active only in IL1).  These two synergies might represent modules
activated specifically for load compensation (Kargo and Giszter, 2000a).  However, since
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neither of them is activated in both IL1 and IL2, the possibility that they arise due to
incorrect dimensionality estimation in analysis stage I cannot be entirely excluded.  The
kicking synergy K6, on the other hand, is active in all conditions but IL2 (Fig. 4.8C); this
finding is consistent with the observation that the amplitude of activation of this synergy
decreased in caudal-lateral kicks in both IL1 and IL3 (see Table 4.2, cluster 7).  Hence,
activation of this synergy is inhibited by loading.
The data set selections of synergies J5 (Fig. 4.8A) and Sw8 (Fig. 4.8D) are more
difficult to interpret.  The former is activated in IL1, wash1, and wash2, and the latter, only
in wash1.  In fact, the amounts of EMG data variance explained by these synergies are
relatively small (J5: 4.37%, 4.31%, and 6% in IL1, wash1, and wash2, respectively; Sw8:
3.56% in wash1).  Thus, again, it is possible, that they arise due to inconsistent
dimensionality estimation in analysis stage I.
EMG changes observed after inertial loading explained as altered activations of
shared synergies
The finding of the previous section, that most synergies extracted are invariant
across conditions, and the fact that linear combination of those synergies can describe the
data of all conditions well (with R2≈90%, as constrained by the algorithm; Fig. 4.7) anticipate
that the EMG changes described previously (Figs. 4.4-4.6) can be attributed largely to
changes in the activation pattern of invariant synergies.  We demonstrate this by first
reconstructing the EMGs using the extracted synergies and their corresponding activation
coefficients.  Figure 4.9 shows reconstruction of the jumping EMG episodes shown in Fig.
4.4B, along with the coefficient time traces of all jumping synergies (J1-J8) for these
episodes.  We see that the prolonged RA burst in phase b after loading is described by
prolonged activations of both synergy J4 (blue) and synergy J6 (gray).  The latter synergy also
explains the increased SA burst duration in phase b.  The prolonged phase-b IP burst in the
IL1 episode, on the other hand, is described by a long coefficient burst of J5 (brown), a
synergy activated in IL1 and wash1 but not in control.  The RI and AD bursts recorded in
phase b after loading are described by activations of J2 (green) and J3 (magenta), respectively,
both of which have a data set selection comprising all conditions.  Thus, except for the
change seen in IP, all other EMG changes in phase b – observed in muscles RA, SA, RI, and
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AD – can be attributed to altered activations of invariant synergies, confirming our earlier
anticipation.
FIGURE 4.10.  Clusters of muscle synergies used for different behaviors, and how the burst duration
of their activation coefficients changed across conditions.  Synergies extracted from the jumping,
stepping, kicking, and swimming EMGs were categorized into groups using hierarchical cluster
analysis (see Methods, “Clustering muscle synergies …”).  For the inertial loading experiment, eight
clusters were found (see Table 4.2).  Two of the clusters are shown in this figure.  A, Four of the
synergies grouped under cluster 5, used for jumping (J4), kicking (K3), swimming (Sw7), and
stepping (Sp8), respectively.  The synergy labels here match those shown in Fig. 4.8.  All of them
comprise activation components in IP, VI, RA, BI, and SA.  B, The burst duration of the time-
varying activation coefficients for the synergies shown in A across different unloaded and loaded
conditions (mean ± SE).  The different means were compared using multiple comparison statistics,
and those with statistically significant differences (p < 0.05) are connected by solid lines.  For results
of synergy K3, duration statistics was performed for lateral kicks ( , green) and caudal-lateral kicks
(∆, magenta) separately.  Duration statistics for synergy Sp8 is not shown since it was found by the
stage-II algorithm to be specific only to the IL1 condition.  C, Three of the synergies in cluster 8,
featuring activation components in muscles IP, RA, and SA.  Synergies J6/J7, used for jumping,
constitute a synergy pair with complementary data set selections (see also Fig. 4.8A).  Synergy K2 is
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used for kicking.  D, The burst duration of the time-varying activation coefficients for the synergies
shown in C (mean ± SE; multiple comparison, p < 0.05).  For results of synergy K2, duration
statistics of caudal kicks (O, blue), lateral kicks ( , green), and caudal-lateral kicks (∆, magenta)  are
shown separately.  Abbreviations: con, control; W1, wash1; W2, wash2; W3, wash3.
We proceeded to analyze how loading changed the amplitude and temporal patterns
of synergy activation by performing multiple comparison statistics on the duration and peak
amplitude of the coefficient bursts isolated from all episodes.  The onset and offset times of
the coefficient bursts were detected by the same burst detection procedure used for EMG
analysis.  In general, results of this population analysis agree well with the conclusions drawn
from comparison of individual EMG episodes.  For instance, as plotted in Fig. 4.10D,
synergies J6/J7 showed reversible and repeatable increase in burst duration after weight
attachment (IL1>con, and IL2>wash1, p<0.05), as demonstrated also in the individual
examples of Fig. 4.9.   The  phase-b  duration  of  J4, increased after loading in the examples
of Fig. 4.9, also showed some load-related increase in duration at the population level (Fig.
4.10B; IL1>wash1, p<0.05), albeit less obviously than that of J6/J7 (Fig. 4.10D).  These
statistical results confirm that the activation patterns of synergies shared between unloaded
and loaded conditions are altered by the added inertial load.
Table 4.2 summarizes how the duration and peak amplitude of the activation
coefficient bursts of each muscle synergy were altered by an added inertial load (↑, increase;
↓, decrease).  We see that the activation pattern of a synergy might be altered only during a
specific phase of the movement (e.g., J2, of cluster 3, showed an increase in burst duration
only in phase b), or only in a subset of a behavior (e.g., K5, of cluster 1, showed an increase
in duration only in caudal-lateral kicks, but not in caudal or lateral kicks).  For synergy K6
(cluster 7), the decrease in the duration and peak amplitude of its coefficient bursts over IL1
and IL3 is consistent with the finding that its data set selection does not include IL2 (Fig.
4.8C).  Overall, the results listed in Table 4.2 support the conclusion that the additional
inertial load of the limb modulates the activation pattern of invariant muscle synergies for
adaptation during natural motor behaviors.
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TABLE 4.2.  Characterizing changes in burst duration and amplitude of shared
synergies associated with inertial loading.
cluster major muscles behavior duration peak amplitude remarks
J1
Sp7
K5 caud-lat phase b: ↑
Sw5
cluster 1 RI, ST, (GA)
Sw8 active
W1 only
J3 phase a: ↓
Sp4
K4 caud phase a: ↓
lat phase b: ↑
cluster 2 IP, (VI), TA, PE,
(SA)
Sw3
J2 phase b: ↑
Sp2
K1
cluster 3 RI, SM, VI, GA,
PE, BI, VE
Sw4 ↑
J8 active IL2
only
Sp5 ↑
cluster 4 RI, AD, VI, GA,
(TA), PE, SA
K7 +
K8
lat phase b: ↑ lat phase b: ↑
J4 phase b: ↑ phase b: ↓
Sp6
Sp8 active IL1
only
K3 caud-lat phase a: ↑
caud-lat phase b: ↑
lat phase b: ↑
caud-lat phase a: ↑
caud-lat phase b: ↑
Sw1
cluster 5 (IP), VI, RA,
(GA), (TA), BI,
VE
Sw7 ↑
J5 active
IL1, W1,
W2 only
cluster 6 IP, BI, SA
Sw6 ↑
Sp1 ↑cluster 7 SM, IP, BI¸VE
K6 caud-lat phase b: ↓ caud-lat phase b: ↓ not active
IL2
J6 +
J7
phase a: ↑
phase b: ↑
Sp3
K2 caud phase b: ↑
lat phase b: ↑
caud-lat phase b: ↑
cluster 8 (RI), IP, (VI),
RA, SA
Sw2
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Synergies, similar across behaviors, modulated similarly after loading
We next proceeded to compare synergies, and their load-related changes in activation
pattern, across different behaviors.  All synergies extracted from the EMG data of all four
behaviors studied (jumping, stepping, kicking, and swimming) were pooled together and
clustered into groups.  The number of clusters was determined objectively by finding the
natural divisions in the synergy pool, quantified by the inconsistency coefficients of the links
in the cluster tree (see Methods, “Clustering muscle synergies …”).
The clustering algorithm we used grouped the 32 synergies of all behaviors (Fig. 4.8)
into 8 clusters (Table 4.2).  It is remarkable, that 5 of the 8 clusters comprise synergies of all
four behaviors (clusters 1, 2, 3, 5, and 8 in Table 4.2).  One cluster include synergies of 3
behaviors (cluster 4), and two clusters contain synergies of 2 behaviors (clusters 6 and 7).
This result suggests that some of the muscle synergies are shared between behaviors, for the
synergies within a cluster are, by definition, similar to each other.
As shown clearly in Table 4.2, some of the synergy clusters include synergies of
different behaviors showing similar patterns of change in their activation coefficients after
loading.  For instance, the jumping synergy J3 and the kicking synergy K4, both of which
include muscles TA and PE in their compositions, were classified into the same cluster, and
both synergies were activated with decreased coefficient burst amplitudes in phase a after
loading.  Two other examples are illustrated in Fig. 4.10.  As shown in Fig. 4.10A-B, 3
synergies from cluster 5 – J4 (jumping), K3 (kicking), and Sw7 (swimming) – all showed an
increase in coefficient burst duration in one or both of the loaded conditions; another
synergy in the same cluster, Sp8 (stepping), was even found to be active only in IL1 (Fig.
4.8B), consistent with the increase in burst duration seen in other synergies of the same
cluster.  Similarly, cluster 8, comprising synergies with components in muscles IP, RA, and
SA, includes two synergies, used for jumping (J6/J7) and kicking (K2), respectively, whose
coefficient bursts showed an increased duration in phase b after loading.  These results,
shown in Table 4.2 and Fig. 4.10, together suggest that there exist muscle synergies that are
shared between different motor behaviors, and are modulated similarly when the limb is
perturbed by an increased inertial load.
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Summary: main results of the inertial loading experiments
In two frogs, we collected EMG data from four natural behaviors before and after
the limb was perturbed by an additional inertial load.  In analysis stage I, we applied the
NMF algorithm to extract synergies for each behavior from data of each condition
separately.  Our procedure based on calculating the 95% confidence interval of the R2 value
found that, for all behaviors, the data of the different conditions possess similar and low
dimensionalities (number of synergies ≈ 7, Table 4.1).  Fitting the control synergies to the
data of the other conditions also yielded high R2 values (Table 4.1).  In analysis stage II, we
developed a reformulation of the NMF algorithm to extract synergies and their
corresponding data set selections from the pooled unloaded and loaded data sets.  Most
synergies extracted were found to be activated in all conditions (Fig. 4.8), indicating that
there is a high degree of synergy sharing between the unloaded and loaded conditions.  Our
statistical comparison of the coefficient burst duration and peak amplitude across conditions
further suggest that loading altered the activation pattern of many synergies (Table 4.2, Figs.
4.9-4.10).  Results from our clustering analysis also reveal that there are similar synergies
used for different behaviors whose activations were modulated similarly by loading (Table
4.2, Fig. 4.10).
Perturbing the limb with an elastic load
The second type of perturbation we have tried involves putting an elastic load on the
limb provided by a rubber band, proximally attached to a fixed position on the frog’s back,
and distally, to either the knee (EL-h; Fig. 4.1B, left) or the ankle (EL-hk; Fig. 4.1B, right).
The former attachment position (EL-h) directly affects motion of the hip joint, and the latter
(EL-hk), motions of both the hip and knee joints.  Both EL-h and EL-hk were applied to
frog 3 during terrestrial behaviors (Fig. 4.1A), including jumps (unloaded, 149 episodes; EL-
h, 43; EL-hk, 76), stepping episodes (98; 52; 117), and kicks (70; 25; 80).  In frog 2, however,
only EL-hk was applied during aquatic behaviors after the animal was previously exposed to
an added inertial load (Fig. 4.1A).  A total of 72 swimming episodes performed with elastic
load perturbation were collected from frog 2.
Our analyses of these sets of EMG data involving elastic loading shall follow the
strategies outlined in the previous section for analyzing data involving inertial loading.  We
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shall begin with inspection of the EMG data, followed by separate extractions of muscle
synergies to determine the dimensionality of each condition (stage I), and then, simultaneous
extractions of shared and specific synergies from the pooled EMG data sets (stage II).
Finally, we analyze how the synergy activation coefficients were changed by loading, and
compare synergies as well as any load-related changes of synergy activations across different
behaviors.
Jumping with an elastic load: an inserted phase with additional bursts of muscle
activations
Three examples of jumping EMGs and kinematics from frog 3 are depicted in Fig.
4.11A.  As before, every jump was divided into two phases – a and b – for ease of inspection.
In the example recorded under the control condition (Fig. 4.11A, left), jump extension was
achieved in phase a through intense activations of many muscles, including RI, AD, SM, VI,
GA, PE, and VE.  The ensuing jump flexion in phase b was achieved first by activating 5
flexor muscles together, including SM, IP, RA, BI, and SA, and then, by activating another 2
muscles, ST, and TA.  This jumping muscle pattern from frog 3 is similar to the jumping
EMG record published previously (Cheung et al., 2005, their Fig. 2), and to the pattern from
frog 1 described earlier (Fig. 4.4B).
Elastic loading to the hip joint (EL-h) produced noticeable changes in both the
EMGs and kinematics of jumping.  Shown in the middle panel of Fig. 4.11A is the EMG
record of the second jump observed after installation of the EL-h load.  In phase a, jump
extension after loading was achieved through activations of the same set of muscles seen in
phase a of the control example.  However, immediately after this initial phase, we see a new,
additional phase over which there was limited motion in both the hip and knee joints, and in
which long bursts of activation were observed in many muscles, including RI, AD, ST, VI,
GA, PE, BI, SA, and VE.  During the jump flexion that follows, we see again activations of
the SM-IP-RA-BI-SA group (indicated by the 2nd vertical line in the panel) followed by the
ST-TA group, the same pattern observed in phase b of the control episode.  Thus, in
jumping, elastic loading seems to result in a new phase of muscle activations inserted
between the usual extension and flexion EMG phases.  This inserted pattern could well
represent a load-specific muscle synergy not normally utilized in the construction of the
jumping behavior.
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FIGURE 4.11.  Examples of jumping EMG and kinematics data collected before (control) and after
(EL-h; EL-hk) elastic loading.  Each jumping episode here is divided into 2 phases, a, and b, roughly
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corresponding to jump extension and flexion, respectively, for ease of visual inspection.  The EMGs
displayed here are rectified and high-pass filtered (FIR, 50th order, cutoff of 50 Hz).  See Results,
“Jumping with an elastic load, …”, for detailed descriptions of these EMG episodes.  Also, see Fig.
4.1C for definitions of hip and joint angles.
Not every jump observed under EL-h exhibited the EMG pattern exemplified in the
middle panel of Fig. 4.11A, however.  Among the 43 jumps from frog 3 observed under the
EL-h condition, 18 jumps showed EMG patterns without the new inserted phase, similar to
the pattern of the control jumps.  One such example is shown in the right panel of Fig.
4.11A, in which the inserted phase seen in the middle panel is clearly absent.  But at the same
time, the extent of limb extension in this loaded jump (Fig. 4.11A, right) is also smaller than
that recorded in the other two jumping examples in the figure.  It is possible, that the
inserted phase shown in the middle panel can only be elicited by a sufficiently large
retraction force resulting from the rubber band having been sufficiently stretched by a much
extended hip.  A rigorous demonstration of this hypothesis, however, requires a more
detailed study of the relationship between the EMGs and kinematics which is beyond the
scope of the present analysis.
Elastic loading to both the hip and knee joints (EL-hk) resulted in EMG changes
similar to those observed under EL-h.  For instance, in the left panel of Fig. 4.11B, showing
the first jump observed under EL-hk, there is also an inserted phase, analogous to that
shown in the middle panel of Fig. 4.11A, in which we find activations of AD, VI, PE, and
VE.  As in EL-h, in EL-hk some of the jumps (48 out of 76 jumps) exhibited EMG patterns
without the inserted phase (Fig. 4.11B, right), similar to the unloaded EMG pattern.  Overall,
the similarity in muscle groupings between the control, EL-h, and EL-hk jumps suggests that
there are synergies shared between the unloaded and loaded conditions, but the synergies
underlying the EMGs of the inserted phase could be shared synergies, and/or new synergies
specific to the loaded conditions.
To confirm that the inserted EMG phases described above are not peculiar just to
the individual jumping examples shown in Fig. 4.11, we calculated the total EMG activity of
each muscle in phase b of each jump (after rectification, filtering, and integration of the raw
EMG data, as described in Methods, “EMG data preprocessing …”).  Figure 4.12 plots the
total EMG activity of two muscles, AD and PE, during phase b of jumping across all the
unloaded and loaded conditions.  Clearly, in both muscles, the distributions of total activities
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for both loaded conditions (EL-h and EL-hk) lie above those for the unloaded conditions
(control, wash1 and wash2) (p<0.05), consistent with the earlier observation that many
loaded jumping episodes contain an inserted phase in phase b with additional activations of
AD and PE (Fig. 4.11).  At the same time, the loaded distributions also overlap substantially
with the unloaded distributions, again consistent with the observation that many loaded
jumps have EMG patterns similar to the normal, unloaded muscle pattern.
Other muscles showing a statistically significant increase (p<0.05) in phase-b total
EMG activity during jumping in EL-h include RI, VI, GA, BI, SA, and VE.
                           
FIGURE 4.12.  Total EMG activities of muscles AD and PE during phase b of jumping across the
different unloaded and loaded conditions.  Here, total EMG activity refers to the sum of all EMG
data points in phase b after rectification, filtering, and integration of the EMG data.  Notice that for
both muscles, the distributions of total activities for both loaded conditions (EL-h, red ■; and EL-hk,
green ▲) lie above those for the unloaded conditions (blue O), consistent with the observation in
Fig. 4.11 that many loaded jumping episodes contain an inserted EMG phase within phase b.
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Stepping with an elastic load: altered amplitude relationship between the flexors and
extensors
We next proceeded to examine how elastic loading influenced the EMG pattern of
stepping cycles.  Since limb extension was resisted by the rubber band’s elasticity, and limb
flexion, assisted by its recoil, we expected the muscle patterns of both the extension and
flexion phases of the cycle to be affected by loading.
Shown in Fig. 4.13 are four episodes of stepping, each containing multiple
consecutive walking cycles.  Cycle boundaries within each episode are demarcated by vertical
straight lines.  In the control episode (Fig. 4.13A), step extension was executed by activations
of RI, AD, SM (hip extensors), VI, PE, VE (knee extensors), GA (ankle extensor), and BI
(hip-knee flexor); step flexion was initiated by bursts in IP, RA (hip flexors), BI, and SA
(hip-knee flexors), and then, followed by bursts in ST (knee flexor), TA, and PE (ankle
flexors).  Remarkably, these muscle groupings underlying step extension and flexion
remained unchanged after the hip-joint elastic load (EL-h) was installed.  As exemplified by
Fig. 4.13B, extension and flexion were carried out by the same sets of muscles, but after
loading the amplitude of RA during flexion was much attenuated.  These observations
indicate that elastic loading probably does not change the compositions of the stepping
synergies, but the recoiling force exerted by the rubber band may decrease the activation
amplitude of the synergies underlying limb flexion.
Such reductions of flexor activations during flexion were more obvious when the
elastic load directly affected both the hip and knee joints (EL-hk).  In Fig. 4.13C, we notice
that while step extension is accompanied by bursts in AD, VI, TA, PE, BI, and VE,
throughout the episode there is hardly any activation in IP, RA, and SA, the flexors activated
during step flexion of the control episode.  The amplitude of ST, a knee flexor, is also much
reduced in Fig. 4.13C as compared with those in Fig. 4.13A-B.  Moreover, under EL-hk the
ranges of motion in both joints were much reduced as well.  In particular, there was very
little cyclic knee motion as it was constantly flexed by the rubber band throughout the
episode.
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FIGURE 4.13.  Examples of stepping EMG and kinematics data collected before (control, A) and
after (EL-h, B; EL-hk, C) elastic loading, as well as after load removal (wash2, D).  Each stepping
episode here contains multiple consecutive stepping cycles, each of which is demarcated in the figure
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by vertical lines.  See Results, “Stepping with an elastic load, …”, for detailed descriptions of these
EMG episodes.  Also, see Fig. 4.1C for definitions of hip and joint angles.
The changes highlighted in Fig. 4.13B-C were reversible after load removal, as the
washout EMG pattern (Fig. 4.13D) is similar to the control EMG pattern (Fig. 4.13A).  This
confirms that the decrease in flexor burst amplitude is unlikely to be a result of degraded
recording quality or deceased muscle fibers.
In order to further examine whether loading affects the relationship between the
extensor and flexor amplitudes, and to better understand the source of variability of the
flexor amplitude during stepping, we proceeded to divide each step cycle into two phases,
corresponding to step extension and flexion, respectively.  Burst amplitudes in each phase
can then be related to those of the other phase.  The boundary between the two phases is
defined to be the offset time of the AD burst in each cycle.  Fig. 4.14A plots, for the control
episodes, the relationship between the cycle peak amplitude of RA (hip flexor) during the
flexion phase, and that of AD (hip extensor) during the extension phase.  We see that the
amplitudes of these two muscles are directly proportional to each other.  This observation
suggests that in the unloaded condition, the variability of the amplitude of RA (a flexor)
during the flexion phase can be attributed in part to the variability of the amplitude of AD
(an extensor) in the preceding extension phase.
We next sought to examine whether elastic loading affected the relationship depicted
in Fig. 4.14A by computing, for every loaded and unloaded step cycle, the ratio between the
amplitude of a flexor during flexion, and that of an extensor during extension.  We then
averaged this flexor-to-extensor amplitude ratio across all cycles within every stepping
episode, and plotted it against time.  As shown in Fig. 4.14B, the RA(flex)-to-AD(ext) ratio
decreased substantially during both EL-h (■) and EL-hk (♦), consistent with our earlier
observation that the flexor amplitude decreased after loading (Fig. 4.13B-C).  Interestingly,
when the frog stepped up an incline with the elastic load on (▲) so that it needed to work
against both an increased gravitational load and the added elastic load, this RA-to-AD ratio
increased back up to the control level.  Also, such changes in the amplitude ratio were
reversible after load removal, as attested by the return of this ratio back to the control level
during both washout periods (O).  Together, these observations suggest that the relationship
between the amplitudes of both the extensors and flexors during stepping is constantly
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subject to modulation by sensory stimuli to accommodate changes in the external dynamic
environment.
FIGURE 4.14.  Relationship between the extensor and flexor EMG amplitudes in stepping before
and after elastic loading.  To obtain the relationship between the EMG amplitude of the extensor
during step extension, and that of the flexor during step flexion, each step cycle was divided into the
extension and flexion phases.  The boundary of the two phases within each cycle was defined to be
the offset time of the AD EMG burst.  For each stepping episode, the average extensor or flexor
peak amplitude was then calculated across all cycles within that episode.  A, Even before loading, the
amplitude of AD (hip extensor) during extension was observed to be directly proportional to that of
RA (hip flexor) during flexion.  B, The observation in panel A prompted us to characterize the
amplitude variability of the extensors and flexors by calculating, for each stepping episode, the ratio
between the flexor amplitude during flexion and the extensor amplitude during extension, averaged
across all cycles within an episode.  In this panel, we see that, elastic loading (EL-h, red ■; EL-hk,
green ♦) caused a decrease in this ratio as compared with the unloaded conditions (blue O).  C, The
burst duration of muscle AD across different unloaded and loaded conditions.  The distributions of
burst duration for both EL-h (red ■) and EL-hk (green ♦) tend to lie above those for the unloaded
conditions (blue O).  Also, uphill stepping along with the added elastic load (magenta ▲), but not
downhill stepping (blue ▼), increased AD duration further above the EL-hk level.  These suggest
that the duration of the extensor is continuously being adjusted by sensory afferents to accommodate
different external dynamic requirements.
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Elastic loading also increased the duration of the AD bursts during step extension.
As shown in Fig. 4.14C, the distributions of burst duration for both EL-h (■) and EL-hk (♦)
tend to lie above those for the unloaded conditions (O).  Also, uphill stepping along with the
added elastic load (▲) increased AD duration further above the EL-hk level.    Multiple
comparison statistical tests (α=0.05) confirmed that such increases in duration are
statistically significant  (EL-h>control and wash2; EL-hk-session 4>control, wash1 and
wash2; EL-hk-session 5>control and wash2; EL-hk-uphill>all other groups).  These results
hint at the possibility that elastic loading may also change the burst duration of the synergy
activation coefficients, as observed after inertial loading.
To summarize before the next section: inspection of the stepping EMG data
collected before and after elastic loading suggests that the synergies underlying unloaded
stepping are likely to remain unchanged after loading (Fig. 4.13).  But the amplitude
relationship between the extension and flexion synergies is expected to be modulated by the
elastic load (Fig. 4.13B-C, Fig. 4.14A-B).  Finally, loading may also change the activation
duration of certain synergies (Fig. 4.14C).  In the next section, we follow the two-stage
analytic paradigm outlined above in our analyses of data involving inertial loading to extract
muscle synergies systematically, and to test rigorously whether these intuitive conclusions
based on visual inspection of EMG data are valid.
Analysis stage I: robustness of the low-dimensionality conclusion across the elastic
loading conditions
As described before, in stage I we extracted muscle synergies from each condition
separately, and then, selected the number of synergies underlying each condition so that the
R2 describing the quality of EMG reconstruction using the selected number of synergies is
approximately 90% for every condition.  Listed in Table 4.3 (left column) are the numbers of
synergies for each behavior estimated using our procedure.  The estimated number ranges
from 4 to 8 with most of them being equal to 5, 6, or 7.  Also, for jump, step, and kick, the
numbers of synergies across conditions differ only by 1, and for swim, by 2.  Thus, the
earlier conclusion that EMG data of the different natural behaviors possess low
dimensionalities is also robust across both types of elastic loading conditions (EL-h and EL-
hk).
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TABLE 4.3.  Analysis stage I for data from the elastic loading experiment.
number of synergies (stage I) Stage-I R2 of fits (%)beh-
avior con EL-
h
EL-
hk
(s4)
EL-hk
(s5-6)
W1
+
W2
W4 EL-
hk
W5 con EL-h W1 EL-
hk
(s4)
EL-
hk
(s5-
6)
W2 EL-
hk
(s6)
frog3
jump
4 5 4 5 4 - - - 90.3 80.9 87.9 83.2 85.7 83.0 68.4
frog3
step
7 7 6 6 7 - - - 91.5 85.7 90.6 87.1 83.7 89.2 84.3
frog3
kick
6 5 5 5 5 - - - 91.2 88.5 88.3 87.3 85.3 85.3 84.2
frog2
swim
7 - - - - 7 8 6 92.2 - 89.0 89.3 - 87.9 -
It is noteworthy, that for jump (frog 3), the numbers of synergies selected for EL-h
and EL-hk (sessions 5-6) are greater than those selected for control and wash by 1; similarly,
for swim (frog 2), the number of synergies underlying EL-hk is also greater than those
underlying control and wash4 by 1.  These results are consistent with the earlier illustration
that there may be an additional, load-specific muscle synergy activated under the EL-h and
EL-hk conditions (Fig. 4.11; Fig. 4.12).  On the other hand, for step (frog 3), our analysis
shows that the EL-hk condition may possess 1 less synergy than the unloaded conditions,
indicating that the much attenuated flexor amplitudes during step flexion after loading (Fig.
4.13C; Fig. 4.14B) may correspond to a load-specific deletion of a synergy normally activated
during step flexion.
As before, we performed a first-pass assessment of the degree of synergy sharing
across conditions by fitting the control synergies (at the number of synergies selected in
stage I for the control condition) to the EMG data of the other conditions.  All R2 values
describing the quality of these fits, save one, are above 80% (Table 4.3, right column),
suggesting that many muscle synergies are shared across conditions.  The exceptionally low
R2 for EL-hk-session 6 in jump (frog 3) might be related to the fact that only a small amount
of jumping data was collected under this condition.
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Analysis stage II: shared, additional, and deleted muscle synergies
After stage I, we proceeded to extract shared and specific synergies for each behavior
using our stage-II reformulated NMF algorithm to rigorously assess the extent of synergy
sharing across the unloaded and loaded conditions, and to isolate synergies that were
expressed only in one or several of the conditions.  To reiterate, in stage II, the algorithm
searches for synergies from the pooled data set comprising EMG data of all conditions while
the number of synergies of each condition is fixed at the number determined in stage I.  It
returns, for each synergy found, a data set selection specifying the subset of conditions in
which the corresponding synergy is activated.
The stage-II muscle synergies extracted from the pooled unloaded and loaded data
sets are shown in Fig. 4.15.  In each of the four behaviors, there are several synergies whose
data set selections span all conditions: 3 synergies for jump (J1-J3), 3 for step (Sp1-Sp3), 4
for kick (K1-K4), and 3 for swim (Sw1-Sw3).  This confirms our earlier intuition from visual
examination of the EMG data that there are invariant synergies activated in both the
unloaded and loaded conditions.  At the same time, there are also groups of synergies having
similar structures, and also, complementary data set selections that together comprise all
conditions.  In Fig. 4.15, these complementary synergies are grouped together by brackets.
For instance, for jump (Fig. 4.15A), synergies J4 and J5 are complementary; for step (Fig.
4.15B), there are 3 complementary synergy groups: Sp4 + Sp5, Sp6 + Sp7, and Sp8 + Sp9 +
Sp10.  Since synergies within each complementary group have very similar structures, they
may together represent a single, invariant synergy activated across all conditions.  Counting
both the complementary synergy groups, as well as the synergies with data set selections
spanning all conditions, as representations of invariant synergies, we see, in Fig. 4.15, that for
all behaviors, most of the synergies extracted are indeed shared across all unloaded and
loaded conditions.  For jump, 5 of 7 synergies are shared across all conditions; for step, 10 of
13; for kick, 6 of 7; and for swim, 11 of 12.  These results support that the muscle synergies
extracted are robust across the elastic loading conditions.
It is noteworthy that some of the synergies in Fig. 4.15 are specific to the loaded
conditions, thus representing modules activated only when the limb was perturbed by the
elastic load.  For example, for jump (Fig. 4.15A), synergy J6 was found to be specific to EL-
h.  It accounts for 19.9% of the jumping EMG data variance in EL-h, and such a high
percentage indicates that this load-specific synergy is highly significant.  Similarly, synergy J7,
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accounting for 15.4% of jumping EMG data variance, was found by the algorithm to be
specific to EL-hk (sessions 5-6).  These extraction results are consistent with our earlier
speculation, based on visual examination of the jumping EMGs (Fig. 4.11), that a new
synergy not normally utilized in the unloaded condition underlies the inserted EMG phase
seen after elastic loading.  Another load-specific synergy is seen in the set of swimming
synergies (Fig. 4.15D): Sw12, specific to EL-hk.  Remarkably, the major muscles composing
this synergy – AD, VI, and PE – are also active in the jumping load-specific synergies, J6 and
J7.  Thus, for the jumping and swimming EMGs, some of the EMG changes associated with
elastic loading might be attributed to additional muscle synergies whose expressions are
elicited specifically by the elastic perturbation.
Also interesting are three of the stepping synergies – Sp11, Sp12, and Sp13, all
involving activations of RI and ST, two muscles with knee flexor and hip extensor functions.
While the similarity of these three synergies suggests that they might represent a single
synergy, their data set selections together comprise only three of the five conditions –
control, EL-h, and wash.  Normally activated during step flexion (see Fig. 4.13A), this RI-ST
synergy was hence not expressed in the EL-hk conditions, consistent with our observation in
Fig. 4.13C that ST activity was much attenuated when the elastic load affected both the hip
and knee joints.  Thus, for the stepping EMGs, some of the EMG changes associated with
elastic loading might be due to deletion of a flexor synergy.
In Fig. 4.15 there are two synergies whose data set selections are more difficult to
interpret.  The kicking synergy K7 was found to be active only in control.  This synergy is
likely to be not significant, however, as it only explains 5.6% of the control data variance.
The swimming synergy Sw4 was determined to be active in control, wash2, and EL-hk, but
not in wash3, explaining 7.5%, 7.5% and 10.6% of the data variances of the above-listed
conditions, respectively.  We speculate that its absence in wash3 might be attributed to
behavioral variability across conditions, or incorrect dimensionality estimation in our stage-I
analysis.
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FIGURE 4.15. Muscle synergies and their corresponding data set selections extracted from the EMGs
of the elastic loading experiments using our stage-II algorithm.  The data set selection of each
synergy is represented by a row of colored boxes analogous to those shown in Figs. 4.2 & 4.8.  A
green box means that its corresponding data set is included in the selection, and a black box if
otherwise.  A, Jumping synergies (J1-J7).  B, Stepping synergies (Sp1-Sp13).  C, Kicking synergies
(K1-K7).  D, swimming synergies (Sw1-Sw12).  Groups of synergies marked by brackets (e.g., J4/J5;
or Sw9/Sw10/Sw11) show complementary data set selections.
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Describing EMG changes observed after loading using the extracted synergies and
their coefficients
We next proceeded to examine how the EMGs collected before and after elastic
loading can be reconstructed using the extracted synergies and their coefficients so as to
visualize how the load-related EMG alterations are described by the synergy coefficients.
Reconstructions of two of the jumping episodes described earlier (Fig. 4.11A, left and
middle), collected from control and EL-h, respectively, are shown in Fig. 4.16.  We see
clearly that the muscle pattern within the inserted phase of phase b in Fig. 4.16B – the most
noticeable difference between the control and the loaded examples – is mostly contributed
by activation of synergy J6 (gray), and less importantly, by activations of synergies J1-J4.  As
shown earlier, synergy J6 was extracted by our stage-II algorithm as a synergy specific only to
the EL-h condition (Fig. 4.15B).  These observations thus confirm that in jumping, a synergy
activated after loading, and not utilized in the construction of the unloaded muscle pattern,
plays a prominent role in describing the EMG changes observed after perturbation delivery.
FIGURE 4.16. Reconstructing unloaded (control) and loaded (EL-h) EMGs using the extracted
synergies and their corresponding activation coefficients.  The jumping episodes depicted in Fig.
4.11A are reconstructed in this figure using synergies J1-J7 (Fig. 4.15A).  In the top panels of both A
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and B, the actual EMG data (rectified, filtered, and integrated) are depicted in thick black lines.  The
reconstructed EMGs are shown in colors matching those shown in the coefficient time traces
(bottom panels) in such a way that, at any time point, the colors reflect the respective contribution of
each synergy to the reconstruction.  Notice that in B, the additional EMG phase in phase b is largely
explained by the activation of synergy J6 (gray), a synergy specific to EL-h (Fig. 4.15A).
As in our previous analysis of data involving inertial loading, we also examined how
the peak burst amplitude and burst duration of the coefficients for the shared synergies
varied across conditions (Table 4.4).  The coefficients of those synergies with
complementary data set selections (marked by brackets in Fig. 4.15) were compared together
as a single unit of activation.  Some of the shared synergies showed a reversible increase in
their activation burst peak amplitude after loading – for instance, the swimming synergy
Sw7/Sw8, whose composition comprises TA and PE, two muscles with ankle flexor and
knee extensor functions (Fig. 4.17B, bottom).  For the terrestrial behaviors with data
collected under both elastic loading conditions (EL-h and EL-hk), some synergies showed
changes only in one of the two elastic loading conditions – for instance, the stepping synergy
Sp8/Sp9/Sp10, showing a reversible increase in burst amplitude only in EL-h but not in EL-
hk.  One stepping synergy, however, exhibited increases in burst duration in both EL-h and
EL-hk – synergy Sp4/Sp5, comprising muscles AD, VI, GA, BI, SA, and VE, and activated
mostly during step extension.  As shown in Fig. 4.18B, not only did the burst duration of
these complementary synergies increase reversibly after EL-h and EL-hk (p<0.05), but
stepping uphill under EL-hk also further increased the burst duration (p<0.05).  These
statistical results support strongly that the duration of activation of this stepping extension
module is regulated constantly by changing sensory stimuli so that stepping can be
accomplished even with an altered dynamic environment.  Also, these changes in duration
shown in Fig. 4.18B, and the fact that these complementary synergies include a prominent
AD component in their compositions (Fig. 4.18A), are consistent with our earlier
observation that the duration of the AD muscle was prolonged by both EL-h and EL-hk
during stepping (Fig. 4.14C).  Therefore, EMG changes associated with loading can also be
described as altered activations of muscle synergies shared across the unloaded and loaded
conditions.
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FIGURE 4.17.  Clustering synergies of different behaviors obtained from the elastic loading
experiment.  A, Muscle synergies from cluster 4, featuring activation components in muscles ST, TA,
PE, and SA (see also Table 4.4).  Synergy labels here match those shown in Fig. 4.15.  B, Statistics of
burst peak amplitude and duration of the time-varying coefficients for the synergies shown in A
(mean ± SE).  Means were compared using multiple comparison statistics, and statistically significant
differences (p < 0.05) are marked in the figure by *.  C, D, The flexion-to-extension peak amplitude
ratio for the coefficient bursts of two synergy pairs.  The decrease in amplitude ratio under the
loaded conditions corresponds well to the decrease in EMG amplitude ratio observed in Fig. 4.14B.
See Results, “Describing EMG changes observed …” for more detailed descriptions.
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The changes in flexor-to-extensor amplitude ratio we noticed earlier (Fig. 4.14B) also
prompted us to calculate, for every step cycle, the ratio between the peak coefficient
amplitude of a synergy during step flexion, and that of another synergy during step
extension.  Our observations in Fig. 4.14B predict that elastic loading decreases the flexion-
to-extension amplitude ratio of certain synergy pairs.  Indeed, we identified two pairs
exhibiting such decreases in amplitude ratio: Sp1-flexion and Sp4/Sp5-extension, and Sp1-
flexion and Sp6/Sp7-extension.  As shown in Fig. 4.17C-D, for both pairs, the ratio between
the coefficient peak amplitude of the flexion synergy during flexion, and that of the
extension synergy during extension, decreased after both EL-h and EL-hk (p<0.05).
Importantly, the flexion synergy of both pairs (Sp1) includes RA activation, and the
extension synergies of both pairs (Sp4/Sp5 and Sp6/Sp7) include AD activation.  Thus,
these results concerning amplitude ratio of synergies (Fig. 4.17C-D) are consistent with the
results described earlier concerning EMGs (Fig. 4.14B), further suggesting that some of the
EMG changes associated with elastic loading can be attributed to alterations in the activation
coefficients of invariant synergies.
Table 4.4 lists how the duration, peak amplitude, and the flexion-to-extension
amplitude ratio of the coefficient bursts of each synergy were altered by either type of elastic
loading.  To summarize, our synergy and coefficient analyses together suggest that the EMG
alterations observed after elastic loading can be described by (i) activation of an additional,
load-specific module (Fig. 4.16); (ii) deletion of module, in the case of stepping (Fig. 4.15B);
(iii) alterations in either the amplitude and/or duration of the coefficient bursts of invariant
synergies (Table 4.4); and (iv) decreases in the flexion-to-extension amplitude ratio of
synergy pairs (Fig. 4.17C-D).
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TABLE 4.4.  Characterizing changes in burst duration and amplitude of shared
synergies associated with elastic loading.
cluster major
muscles
behav. duration peak amplitude remarks
J1
Sp7 EL-hk: ↑ EL-hk: ↑ paired w/ Sp6
cluster 1 RI, AD, SM,
ST, GA, PE,
BI, (VE) K1
Sp6 EL-hk: ↑ EL-hk: ↑ paired w/ Sp7cluster 2 RI, AD, SM,
VI, RA, GA,
PE, BI, VE
Sw1 EL-hk: ↑
Sp11 +
Sp12 +
Sp13
not active in
EL-hk
cluster 3 RI, ST, (GA)
Sw5 +
Sw6
J2 EL-hk: phase
b: ↑
Sp3 EL-hk: ↑
K3
cluster 4 (ST), TA, PE,
SA
Sw7 +
Sw8
EL-hk: ↑
J3 EL-hk: flex-to-
J1(ext) ratio ↓
Sp1 EL-h: flex-to-
Sp4/5(ext) ratio ↓
EL-hk: flex-to-
Sp6/7(ext) ratio ↓
K5 +
K6
cluster 5 SM, IP, RA,
BI, SA, VE
Sw3
Sp2 EL-hk: ↑ EL-hk:
flex-to-Sp6/7 (ext)
ratio ↓
K7 in control only
cluster 6 (ST), IP, BI,
SA
Sw2 EL-hk: ↑
K4cluster 7 RI, AD, ST, BI,
SA Sw4
cluster 8 AD, SM, VI,
RA, GA, PE,
SA, VE
J4 +
J5
J7 active in
EL-hk only
cluster 9 AD, VI, GA,
PE, BI, VE
Sw12 active in
EL-hk only
cluster 10 AD, VI, GA,
PE, VE
Sp8 +
Sp10
EL-h: ↑ paired w/ Sp9
Sp9 EL-h: ↑ paired Sp8/10cluster 11 AD, VI, GA,
PE, VE Sw9 +
Sw10 +
Sw11
EL-hk: ↑
J6 active in
EL-h only
Sp4 +
Sp5
EL-h: ↑
EL-hk: ↑
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Clustering muscle synergies from different behaviors
As before, in order to see whether similar synergies from different behaviors were
also modulated similarly after loading, we grouped all synergies from the four behaviors into
clusters, and compared the synergies, and their coefficient changes, within each cluster.
Our clustering algorithm classified all synergies shown in Fig. 4.15 into 12 clusters,
summarized in Table 4.4.  Three of the clusters contain synergies of different behaviors
showing similar changes in the pattern of their activation coefficients after loading: cluster 2
(↑ in peak amplitude under EL-hk, in step and swim), cluster 4 (↑ in burst duration under
EL-hk, in jump and step; Fig. 4.17A-B), and cluster 5 (↓ in flexion-to-extension amplitude
ratio in EL-hk, in jump and step).  These results indicate that the elastic load perturbation
may elicit similar adaptive motor responses in different behaviors by modulating the same
muscle synergy in a similar way.
It is also noteworthy, that one of the clusters (cluster 9) comprises two synergies, for
jumping and swimming, respectively, both of which were extracted by our stage-II algorithm
as synergies specific only to the EL-hk condition.  That two similar load-specific synergies
from two different behaviors and two different frogs were grouped under the same cluster
further confirms that the finding of load-specific synergies is unlikely to be just a result of
random chance.
More remarkably, another load-specific jumping synergy, J6, activated only in EL-h,
was classified by the clustering algorithm as belonging to a cluster (cluster 12) comprising
other synergies, for other behaviors, that are shared between the unloaded and loaded
conditions.  Shown in Fig. 4.18A are three synergies from this cluster, including the EL-h-
specific jumping synergy J6, and the shared stepping synergies Sp4/Sp5.  Synergies Sp4 and
Sp5 constitute a complementary synergy pair whose data set selections together comprise all
unloaded and loaded conditions.  As described above, they were activated during step
extension, and the burst duration of their coefficients was prolonged by both types of elastic
loading (Fig. 4.18B).  The similarity between the load-specific J6 and the shared Sp4/Sp5, as
is evident in Fig. 4.18A, raises the possibility that the motor system may achieve motor
adaptation in one behavior by activating another synergy normally utilized in another
behavior.  The fact that the burst duration of this stepping synergy was increased by loading
during stepping (Fig. 4.18B) suggests that possibly, activating this set of muscles produces
forces that can compensate for the elastic load well, so well that its activation during loaded
CHAPTER 4148
jumping might also compensate for the load despite that it is not normally used for
constructing the jumping muscle pattern.
                           
FIGURE 4.18.  Similarity between a load-specific jumping synergy and a stepping extension synergy.
A, Shown in the panel are three of the synergies grouped under cluster 12 by our hierarchical
clustering analysis.  All of them comprise activation components in muscles AD, VI, GA, PE, BI,
SA, and VE.  As depicted in Fig. 4.15, synergy J6 was found by our stage-II algorithm to be specific
to the EL-h condition (Fig. 4.15A) while synergies Sp4/Sp5 constitute a synergy pair with
complementary data set selections (Fig. 4.15B) activated in all unloaded and loaded conditions.
Stepping EMG reconstruction (not shown) has shown that Sp4/Sp5 are responsible for explaining
the EMGs of stepping extension.  Their similarity to synergy J6 suggests that it might be possible for
the motor system to compensate for perturbation in one behavior by activating another synergy
normally used for another behavior.  B, Statistics of burst duration of the activation coefficients for
synergies Sp4/Sp5 (mean ± SE).  Means were compared using multiple comparison statistics, and
statistically significant differences (p < 0.05) are marked in the figure by *.  The increase in
coefficient burst duration after loading corresponds well to the observation of AD duration increase
shown in Fig. 4.14C.
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Summary: main results of the elastic loading experiments
Hindlimb movements of two frogs were perturbed by an elastic load provided by a
rubber band attached distally to either the knee (EL-h) or the ankle (EL-hk) (Fig. 4.1B).  As
in our analyses of EMG data from the inertial loading experiments, we divided our analyses
here into two stages.  In analysis stage I, we show that the low-dimensionality conclusion is
robust across the different elastic loading conditions (Table 4.3).  Fitting the control
synergies to the data of the loaded and washout conditions also yielded high R2 values (Table
4.3).  In analysis stage II, our reformulated NMF algorithm found many synergies with data
set selections comprising all conditions as well as synergy groups with complementary data
set selections (Fig. 4.15), suggesting that the muscle synergies extracted are robust across the
different loading conditions.  Reconstructions of EMGs using the extracted synergies and
their coefficients reveal that the inserted EMG phase observed in some of the loaded
jumping episodes (Fig. 4.11) can be explained largely by the activation of a load-specific
synergy not normally utilized in the construction of the unloaded jumps (Fig. 4.16).
Furthermore, elastic loading altered the temporal activation pattern of many shared synergies
(Table 4.4, Fig. 4.17B, Fig. 4.18B), and decreased the flexion-to-extension amplitude ratio
between some of the synergy pairs during stepping (Fig. 4.17C-D).  Finally, cluster analysis
reveals that a jumping load-specific synergy is very similar to a stepping synergy normally
activated in step extension (Fig. 4.18A), raising the intriguing possibility that during one
behavior, load compensation may sometimes be achieved by activating a synergy used
normally for another behavior.
DISCUSSION
Muscle synergies are robust across different dynamic conditions
One major result of the loading experiments reported in this study is that most of
the muscle synergies underlying the natural motor behaviors examined (jumping, stepping,
kicking, and swimming) remained invariant across the different loading and washout
conditions.  This conclusion is supported in analysis stage I by the finding that fitting the
control synergies to the data sets of the other loaded and washout conditions resulted in high
R2 values (Tables 4.1 & 4.3), and more strongly, in analysis stage II in which our
reformulated NMF selected data set selections including all conditions for many of the
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extracted synergies (Figs. 4.8 & 4.15).  This finding of muscle grouping invariance is
surprising, given that the perturbations delivered in this study altered the systems dynamics
in many different ways.  In our inertial loading experiment, the additional weight not only
increased the rotational moment of inertia, but also increased the calf’s gravitational load; as
a result of these increases, the interaction torques exerted onto the different joints during
movements were likely changed as well (Sainburg et al., 1999).  In our elastic loading
experiment, limb extension was resisted by the stiffness of the rubber band whereas limb
flexion was assisted by the rubber band’s elastic recoil; thus, the pattern of sensory inflow
during movements was almost certainly altered by the load.  The observation that many of
the extracted muscle synergies remained invariant across these varying dynamic conditions
suggests strongly that, the extracted synergies are likely to reflect some fundamental
structures utilized by the CNS for movement construction rather than just features
contingent upon specific patterns of sensory inflow during a particular behavior performed
under a particular dynamic environment.  This is consistent with the conclusions of a
number of recent studies (Saltiel et al., 2005; d’Avella et al., 2006; Torres-Oviedo et al., 2006;
Tresch et al., 2006).
From the perspective of the CNS, generating muscle activation patterns by
combining synergies might simplify motor coordination in several ways.  First, the number
of synergies used is smaller than the number of recorded muscles, as observed in this study
(Tables 4.1 & 4.3) and many others (e.g., d’Avella and Bizzi, 1998; Tresch et al., 1999; Saltiel
et al., 2001).  Using a small number of synergies with activation balance profiles spanning
many muscles to organize muscle patterns could be a way for the CNS to circumvent the
difficulty of controlling a large number of degrees of freedom (Bernstein, 1967) without
losing too much flexibility.  Second, activation of a synergy produces a particular joint torque
pattern and/or a net endpoint force towards a specific direction.  If such forces are related
to some behaviorally relevant kinematic or biomechanical variables [such as the kick
direction in the frog (d’Avella et al., 2003), or forces for maintaining postural balance in the
cat (Ting and Macpherson, 2005)], then using synergies to generate the appropriate joint
torques for a given behavioral goal obviates the need to explicitly solve the inverse dynamics
problem, which could be computationally complex (Mussa-Ivaldi and Bizzi, 2000).
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Sensory modulation of muscle synergies for motor adaptation
Although it is clear from our results that many muscle synergies underlying the
EMGs remained invariant across different dynamic conditions, both inertial and elastic
loading elicited changes in the EMG pattern.  For instance, inertial loading caused reversible
and repeatable increases in the duration of RA in lateral kicks, caudal-lateral kicks, steps,
swimming cycles, and jumps (Figs. 4.4 & 4.5); elastic loading, on the other hand, decreased
the flexor-to-extensor amplitude ratio in steps (Figs. 4.13 & 4.14).  Such alterations in both
burst duration and amplitude are consistent with the results of many previous studies
documenting modulations of EMG burst width and burst height associated with tonic limb
perturbations (Happee, 1993; Hoffman and Strick, 1993; Schotland and Rymer, 1993;
Gottlieb, 1996; Mackey et al., 2002; Saltiel and Rossignol, 2004).  Thus, muscle patterns
elicited by altered sensory stimuli do play a prominent role in compensating for different
external loads.
Many EMG changes reported in this thesis chapter were observed upon loading
(Figs. 4.4B & 4.11), and some changes were reversed upon load removal (Fig. 4.5).  These
suggest that the EMG changes we noted were effected by some built-in, “ready-to-go”
circuitries functioning as immediate compensatory mechanisms for adapting the behavior to
the altered dynamic condition.  It is possible that some EMG changes were the results of
motor learning (in the sense that a new motor pattern emerges gradually over time), and that
load removal did elicit an “aftereffect” similar to those reported in many studies of
adaptation in reaching movements (Shadmehr and Mussa-Ivaldi, 1994; Shadmehr and Wise,
2005).  However, since the frogs in our study were not trained or obliged to perform each
behavior with fixed trajectories, there was substantial behavioral and EMG variability even in
the control condition.  Such data variability is desirable for studies like this one focusing on
invariant EMG structures, but it is at the same time difficult to separate the variability
attributable to possible motor learning or aftereffects from the natural behavioral variability
without a precise model that can predict the trajectory from any EMG pattern.  The EMG
changes reported here, however, do seem to represent at least immediate neural responses
for load compensation.  This is supported by the observation that distributions of jumping
and kicking varieties did not significantly change after inertial loading (Fig. 4.3), and that
many EMG alterations seen in individual examples were validated at the population level
(Figs. 4.6, 4.12 & 4.14).
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The finding in stage II that many synergies remained invariant across all loaded and
unloaded conditions (Figs. 4.8 & 4.15) and the fact that the EMG data of all conditions are
described equally well by the extracted synergies, as enforced by the algorithm (Fig. 4.2),
anticipate that many EMG changes we have noted can be described as changes in the
coefficients of the shared synergies.  Indeed, reconstructions of the EMGs using the
synergies and their coefficients support this view (Figs. 4.9 & 4.16).  Systematic comparison
of the coefficient burst duration and amplitude across conditions shows that both the height
and width of the activation bursts of a number of shared synergies were reversibly changed
by loading (Tables 4.2 & 4.4; Figs. 4.10, 4.17 & 4.18).  Together, these results argue for the
hypothesis that, the temporal activation pattern of a group of robust, invariant synergies is
constantly modulated by sensory afferents so that the amounts of joint torques produced by
their respective activations can be adapted immediately to accommodate the changing
dynamic requirements of the task.  The type of adaptation achieved by such modulation of
synergies is similar to what Pearson (2000) refers to as “short-term adaptation,” or
alterations in motor pattern that persist over a short to medium span of time, elicited for
executing a behavior in a changed external environment (such as stepping uphill or
swimming in a viscous medium).
  Such a view of muscle synergies is not incompatible with the proposal that each
synergy might be a low level controller of a behaviorally relevant kinematic (Cajigas-
González, 2003) or biomechanical variable (Torres-Oviedo et al., 2006).  As a specific
example, consider the stepping synergy Sp4/Sp5 (Fig. 4.18A), activated consistently during
the extension phase (or the stance phase) of a step cycle.  The behavioral goals of the stance
phase include both supporting the body’s gravitational load, and propelling the animal
forward against the ground’s friction (Duysens et al., 2000).  Suppose that co-activating the
muscles composing this synergy – AD, VI, GA, PE, BI, SA, and VE – does produce a joint
torque pattern suitable for carrying out these behavioral goals.  If these two goals were made
more difficult to accomplish as signaled by altered sensory stimuli from the stretched
extensors, then increasing either the duration and/or amplitude of the synergy’s activation
would be of adaptive value.  Indeed, as shown in Fig. 4.18B, when the limb was perturbed by
an elastic load so that the hindlimb had to overcome an additional resistive force from the
rubber band to propel the body forward to the same degree, the activation duration of this
synergy was prolonged.  When the frog stepped up an incline along with the elastic load so
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that even more force was needed to support the body’s gravitational load, its duration of
activation increased further (Fig. 4.18B).  These results demonstrate clearly how sensory
modulation of the activation of a synergy controlling a global biomechanical variable could
be adaptive to the animal.  It is well possible that, the muscular compositions of the
synergies represent an optimum between implementing a set biomechanical functions critical
for the animal’s survival, maximizing the adaptive values of the movements resulting from
sensory modulation of the synergies during different behaviors, and accomplishing motor
execution using the smallest possible number of parameters.
A control scheme consistent with the ideas presented above is depicted in Fig. 4.19.
In this model, muscle synergies (S1, S2, and S3) are represented as centrally organized
modules (Cheung et al., 2005; Saltiel et al., 2005) directly activated by feed-forward
commands [c1(t), c2(t), and c3(t)].  Each synergy is hypothesized to implicitly represent an
aspect of the musculoskeletal dynamics relevant to a motor behavior.  Motor execution is
achieved by first mapping a desired behavioral goal to a small number of neural commands
for activating the muscle synergies to produce the appropriate joint torque pattern.  This
map, denoted by I in the diagram, is analogous, but not equivalent, to an inverse dynamics
computation, because the outputs of the map are not the actual joint torques required for
executing the desired movement.  An efference copy of the synergy activation commands
(eff.) is sent to another network (F) capable of predicting the sensory consequences of the
movement resulting from those neural commands.  This map is thus analogous to a forward
model of the musculoskeletal system.  As the movement is being accomplished by activating
the muscles (M1-M5) through the synergies, the actual sensory stimuli are transmitted back
to the CNS from the periphery by group Ia, Ib, II as well as cutaneous afferent fibers.  The
actual sensory inflow [s(t)] is then compared against the predicted sensory inflow.  Another
network, E, then maps any deviation of the sensory signals from their predictions to
modulatory neural signals (mod.) that alter the original activation pattern of the synergies so
that adaptive responses could be elicited.  Since s(t) is itself a high-dimensional vector
containing proprioceptive information from many muscles as well as cutaneous stimuli from
many skin regions, the network E is a many-to-many map that potentially, but not
necessarily, requires complex computations.  A more sophisticated understanding of how the
synergy modulatory signals can be computed easily from errors in the sensory signals would
require further studies.
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FIGURE 4.19.  A control scheme consistent with the modulation of muscle synergies observed in the
perturbation experiments described in this thesis chapter.  In this model, muscle synergies (S1, S2,
S3) activating different muscles (M1-M5) are represented as centrally organized modules directly
activated by feed-forward, time-varying commands [c1(t), c2(t), c3(t)], consistent with the conclusions
presented in thesis chapter 3.  Motor execution is achieved by first mapping a desired behavioral goal
to a small number of synergy commands through a map, I, analogous (but not equivalent) to an
inverse dynamics computation.  An efference copy of the synergy commands (eff.) is sent to another
network, F, capable of predicting the sensory consequences of the movement resulting from the sent
commands.  This prediction is then compared against the actual sensory signals, s(t), conveyed
through cutaneous inputs and groups Ia, Ib, and II fibers.  Another network, E, then maps any error
of sensory inputs to a set of modulatory signals (mod.) fine-tuning the activations of the muscle
synergies.  This E network is presumed to be state-dependent – i.e., the map between sensory error
and mod. is expected to be a function of the behavior being executed.  Also, the observation of a
stepping synergy activated in jumping after elastic loading (Fig. 4.18) suggests that the inverse map, I,
might be modified by large error signals (dotted line).
Similar synergies for different behaviors modulated similarly by loading
We observed that there exist similar synergies, used for different behaviors, whose
coefficient burst duration and/or amplitude were modulated similarly after loading (Figs.
4.10 & 4.17; Tables 4.2 & 4.4).  This finding is not only consistent with previous reports of
behavior-independent motor control modules (Jing et al., 2004; d’Avella and Bizzi, 2005), but
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also points to the possibility that, each shared synergy implements a biomechanical or
kinematic function that is critical in the construction of several behaviors.  Presumably, in
those behaviors sharing the synergy, loading affects the function implemented by the shared
synergy in similar ways, and thus, modulating its activation pattern similarly across those
behaviors would result in adaptive responses (see also the previous section, “Sensory
modulation of muscle synergies …”).  An alternative interpretation is that the behaviors
sharing the synergy in fact involve very different biomechanical functions, and the synergy
used is just an optimum between increasing the capability of carrying out the behaviors
successfully under the different biomechanical constraints, and maximizing the possible
range of adaptive movements resulting from sensory modulation of its activation.
Distinguishing these possibilities would again require many more studies of the
biomechanics of the different frog behaviors (see, for instance, Kargo et al., 2002).
Synergy deletion after loading
Our analyses of the data sets obtained from the elastic loading experiment reveal that
under EL-hk, one synergy normally used for constructing the stepping EMGs
(Sp11/Sp12/Sp13 in Fig. 4.15B)  was deleted from the set of synergies underlying the
stepping muscle pattern, analogous to earlier reports of module deletions (Stein and Daniels-
McQueen, 2002, 2004).  The deletion in our study is supported both by visual inspection of
the stepping EMGs before and after loading (Fig. 4.13), and by the result that the data set
selection assigned to this synergy by our stage-II algorithm includes control, EL-h, and wash,
but not EL-hk-session-4 and EL-hk-sessions-5&6 (Fig. 4.15B).  Thus, the normal, expected
pattern of sensory inflow during some behaviors might be critical in activating a few
synergies, suggesting that there might be control modules accessible only by sensory
feedback signals, at least during those behaviors (Kargo and Giszter, 2000a).  Such an
interpretation is consistent with the notion that sensory feedback not only modulates the
central pattern generators, but also plays a role in establishing features of the motor pattern
(Pearson, 2004); our interpretation, however, provides an explicit mechanism specifying how
the features established by feedback can be combined with the centrally organized patterns
to produce the final motor program.
The specific synergy observed to be deleted in this study (Sp11/Sp12/Sp13 in Fig.
4.15B), however, does not appear to be accessible only by feedback, as this very same
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synergy appeared as a swimming synergy activated in all conditions (Sw5/Sw6 in Fig. 4.15D).
In fact, a similar synergy even seems to underlie the EMGs obtained from deafferented frogs
(Cheung et al., 2005, their Fig. 6).  Hence, the magnitude of sensory influence on a synergy is
itself dependent on the behavior being performed – that is, the gain of the feedback loop is
itself a state-dependent parameter, likely to be modulated by descending signals (Pearson and
Collins, 1993; Gottlieb, 1996; Burke, 1999; Rossignol et al., 2006).  In the model of synergy
activation described above (Fig. 4.19), the network E, which maps the error in sensory
signals to the synergy modulatory signals, is thus likely influenced by central descending
commands specifying how this map should be related to the state of the system.
Synergy addition after loading
Aside from synergy deletion after loading, we also observed, in some of the loaded
jumps (EL-h and EL-hk), expression of an additional synergy not normally utilized in the
construction of the unloaded jumping EMG pattern (Fig. 4.16).  This additional synergy
might correspond to a built-in muscle pattern encoded in spinal and/or supraspinal
structures that can be elicited by sensory stimuli for rapid corrective movements (Forssberg,
1979; Schotland and Rymer, 1993; Kargo and Giszter, 2000a).
What is more remarkable is that the additional synergy was activated within a new
EMG phase inserted between the activations of two other synergies shared across the
unloaded and loaded conditions (J4 & J3 in Fig. 4.16).  Equally remarkable is that this
additional synergy is very similar to the stepping synergy normally activated during step
extension (Fig. 4.18).  To explain these results, the model consisting only of synergies
activated directly by central commands and modulated by sensory afferents (Fig. 4.19) is
inadequate, for inserting a synergy of another behavior into a position within an established
sequence of synergy activations involves reprogramming the map between the desired
behavioral goal and the appropriate sequence of commands for synergy activations.  We
speculate that such immediate reprogramming might be accomplished by the sensory error
signals influencing the network responsible for generating the synergy commands (Fig. 4.19,
dotted line).  To be more specific, in the examples shown in Fig. 4.16, it is conceivable that a
connection between network E and network I (Fig. 4.19) is activated momentarily by a very
large sensory error signal, causing the activation of the additional synergy J6, as well as the
temporary suspension of the activations of synergies J3 and J2 while J6 is being activated.
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This model of reprogramming synergy activations driven by sensory error is very speculative,
but conceptually it is very similar to many models of motor learning involving an internal
model with parameters gradually updated by motor command error (Wolpert et al., 1998;
Shadmehr and Wise, 2005).
A novel method for extracting shared and specific synergies
Our synergy analyses in this chapter are divided into two stages.  In stage I, muscle
synergies were extracted from each condition separately for determining the numbers of
synergies sufficient to describe the EMG data well.  Robustness of the synergies was
assessed by fitting the control synergies to the data of the other loaded and washout
conditions.  Such a test of the generalizing potential of the synergies is the most obvious
procedure to try (d’Avella et al., 2006; Torres-Oviedo et al., 2006), but it is also unclear as to
what amount of R2 decrease would indicate significant differences in the synergies underlying
the different conditions.  To account for this and other possibilities (see Methods, “Analysis
stage II …”), we therefore developed an algorithm based on the NMF capable of extracting
synergies, along with their corresponding data set selections, from the pooled data set
comprising the EMGs of all conditions.  The stage-II algorithm here is essentially an attempt
to generalize the method, first proposed in Cheung et al. (2005) for comparing synergies of
two conditions, to one suitable for comparing synergies of an arbitrary number of
conditions.  While the procedure in Cheung et al. (2005) assesses the degree of synergy
sharing by comparing subspaces (see this thesis, ch. 3), the algorithm here searches for the
data set selections that provide equally well descriptions of the EMGs of all conditions.
Such a shift of strategy is necessary because it is unclear how one could accurately assess the
dimensionality of a subspace (or more correctly, a sub-subspace) shared between more than
three subspaces.  We believe that our stage-II algorithm is a useful procedure that can be
applied in other contexts for a rigorous and systematic assessment of the degree of feature
sharing between many different data sets.
In this thesis chapter, we have presented experimental observations and analytic
results arguing that sensory modulation of muscle synergies can be a mechanism of
immediate or short-term adaptation during natural motor behaviors.  It remains to be seen
how motor learning or long-term adaptation can be achieved in a discrete motor system
organized by a small number of muscle synergies.
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Epilogue
n their recent book, The Plausibility of Life, Kirschner and Gerhart (2005) try to
reconcile the seeming contradiction between the bewildering diversity of life forms on
planet Earth, and the recent finding in comparative genomics that many genes appear
to have been conserved across the genomes of many species with different lineages.  In their
account, they coin the term, ‘conserved core processes,’ to describe some robust cellular
mechanisms, each of which involving an ensemble of conserved proteins, that seem to have
been integrated into the behaviors of diverse cell types ranging from bacteria to human
neurons.  They argue that defining these conserved core processes and understanding their
interactions hold the key to resolving the paradox described above.  It appears that during
evolution, these conserved processes have been reused in different combinations, regulated
by different external or internal signals, and expressed during different times in development,
thereby giving rise to diverse phenotypes adapted to many environmental niches.  These
processes also appear to have been constructed in special ways, allowing them to provide
critical cellular functions in wildly different contexts, and also, to be linked together easily
into new combinations of processes.
Kirschner and Gerhart then proceed to argue that, evolutionary changes in
phenotypes are facilitated by these stable, robust core processes.  When an environmental
change demands a new adaptive phenotype, nature does not construct another species anew
from scratch.  Novel morphological forms can arise from using the existing conserved core
processes in different combinations, and regulating them with a different set of control
signals.  More importantly, phenotypic variations generated this way are likely to be less
lethal than those resulting from random nucleotide mutations, which can easily disrupt some
very critical cellular functions.  Also, as a result of the robustness of the conserved core
processes, integration of the functions subserved by the core processes within the new
combination is expected to be easier.  Therefore, even though the core processes can be
viewed as constraints limiting the set of plausible life forms, they also “deconstrain”
evolutionary changes (pp. 258-259), in the sense that their capacity to be reused differently
increases the likelihood for any novel morphology to emerge.
I
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This concept of conserved core processes in evolutionary changes bears striking
resemblance to the concept of muscle synergy developed in this thesis.  As described
repeatedly in earlier chapters, flexible combination of a small set of muscle synergies may
generate diverse motor patterns, just as different combinations of core processes may
generate diverse phenotypes.  As argued in chapter 1, muscle synergies may serve to simplify
control by eliminating motor patterns that can lead to uncoordinated movements, and this
role of synergies is analogous to the proposal that generating new phenotypes by
recombining existing core processes may reduce lethality.  As demonstrated in chapters 3
and 4, muscle synergies appear to be robust neural constraints insensitive to different
perturbations, but the conserved core processes also appear to be robust modules (see also
Schlosser, 2004) expressed in diverse species coming from different lineages.  Finally, as
shown in chapter 4, motor adaptation during one behavior may sometimes be achieved by
activating a synergy normally used for another behavior, and this possibility also corresponds
nicely to the hypothesis that many adaptive evolutionary changes in phenotypes are achieved
by recombining a set of existing conserved cellular processes.
Thus, the construction of natural motor behaviors by combinations of muscle
synergies can be viewed as a special manifestation of a much more general mechanism
utilized by nature for generating diverse patterns from a small number of building blocks.  In
this mechanism, the robustness of the building blocks and their readiness to be linked
together in new combinations greatly facilitate the emergence of novel patterns, thereby
allowing rapid adaptation of a biological system – be it a species, or the motor system of a
species – to occur in an environment that changes constantly, and often, unpredictably.  This
relationship between the muscle synergy hypothesis and a possibly very fundamental
principle underlying all biological phenomena is precisely what makes the quest for muscle
synergies such an intellectually satisfying journey.
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