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STRONG CONVERGENCE RATE IN AVERAGING PRINCIPLE
FOR THE HEAT EQUATION DRIVEN BY A GENERAL
STOCHASTIC MEASURE
VADYM RADCHENKO*
Abstract. We consider the stochastic heat equation on [0; T ]  R in the
mild form driven by a general stochastic measure , for  we assume only
-additivity in probability. The time-averaging of the equation is studied, we
estimate the rate of uniform a. s. convergence to the solution of the averaged
equation.
1. Introduction
In this paper we shall establish the averaging principle for one-dimensional
stochastic heat equation of the form8<: du"(t; x) =
1
4
@2u"(t;x)
@x2 dt+ f(t="; x; u"(t; x)) dt+ (t="; x) d(x);
(t; x) 2 (0; T ] R;
u"(0; x) = u0(x) :
(1.1)
Here " > 0 is a small parameter, and  is a stochastic measure dened on Borel
-algebra on R. For  we assume -additivity in probability only, assumptions for
f;  and u0 are given in Section 3.
We will study the rate of convergence
sup
t;x
ju"(t; x)  u(t; x)j ! 0; "! 0;
where u is the solution of the averaged equation(
du(t; x) = 14
@2u(t;x)
@x2 dt+
f(x; u(t; x)) dt+ (x) d(x) ; (t; x) 2 (0; T ] R;
u(0; x) = u0(x) :
(1.2)
We consider solutions to the formal equations (1.1) and (1.2) in the mild form
(see (3.1) and (3.4) below), f and  are dened in (3.3).
A similar problem was recently studied in [19], but in that paper function f
in (1.1) did not depend on the time variable, and averaging was considered for
a stochastic term only. Note that the convergence rate obtained in [19] is higher
that rate in the given paper (see Remark 3.2 below).
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The averaging principle for stochastic systems was studied by many authors.
Equations driven by Wiener process were investigated, for example, in [6] and [21].
Averaging of stochastic partial dierential equations mainly was studied for slow-
fast systems, solutions were considered in the mild sense. Heat equation driven
by Brownian motion was considered in [3], [4], and [7], by Wiener and Poisson
processes { in [11] and [23]. Averaging principle for evolution equations with
fractional Brownian motion was obtained in [14] and [24], with -stable noise {
in [1]. The wave equation driven by Wiener process was considered in [8] and [9],
Burgers equation { in [5], Korteweg-de Vries equation { in [10].
Stochastic integrator in (1.1) is more general, but we study the model with
one equation and additive noise. Averaging principle for one class of equations
with multiplicative noise driven by stochastic measure with continuous paths was
investigated in [20].
The rest of the paper is organized as follows. Section 2 contains the basic facts
concerning stochastic measures. In Section 3 we give the exact formulation of the
problem, our assumptions and formulate the main result (Theorem 3.1). Some
auxiliary statements are proved in Section 4. Proof of the main result is given in
Section 5.
2. Preliminaries
Let L0 = L0(
;F ;P) be the set of all real-valued random variables dened on the
complete probability space (
;F ;P). Convergence in L0 means the convergence
in probability. Let B be a Borel -algebra on R.
Denition 2.1. A -additive mapping  : B ! L0 is called stochastic measure
(SM).
In other words,  is a vector measure with values in L0. We do not assume any
martingale properties or moment existence for SM.
For a deterministic measurable function g : R! R, A 2 B and SM , an integral
of the form
R
A
g d is dened and studied in [13, Chapter 7]. In particular, every
bounded measurable g is integrable with respect to (w. r. t.) any . Note that this
integral was constructed and studied in [13] for  dened on arbitrary -algebra,
but in our paper, we consider SM on Borel subsets of R.
We can give the following examples of SMs. For square integrable martingal
Mt, (A) =
R T
0
1A(t) dMt is an SM. If W
H
t is a fractional Brownian motion with
Hurst index H > 1=2 and f : [0; T ] ! R is a bounded measurable function
then (A) =
R T
0
f(t)1A(t) dW
H
t is an SM, as follows from [15, Theorem 1.1]. An
-stable random measure dened on B is an SM too for  2 (0; 1)[ (1; 2], see [22,
Chapter 3]. Some other examples are given in [20].
In the sequel,  denotes a SM, C and C(!) denote positive constants and posi-
tive random constants respectively whose exact values are not important (C <1,
C(!) <1 a. s.).
We will use the following lemma.
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Lemma 2.2. (Lemma 3.1 in [17]) Let l : R! R; l  1 be measurable functions
such that ~(x) =
P1
l=1 jl(x)j is integrable w.r.t.  on R. Then
1X
l=1
Z
R
l d
2
<1 a. s.
We consider the Besov spaces B22([c; d]). Recall that the norm in this classical
space for 0 <  < 1 may be introduced by
kgkB22([c;d]) = kgkL2([c;d]) +
Z d c
0
(w2(g; r))
2r 2 1 dr
1=2
; (2.1)
where
w2(g; r) = sup
0hr
Z d h
c
jg(y + h)  g(y)j2 dy
1=2
:
For any j 2 Z and all n  0, put
d
(j)
kn = j + k2
 n; 0  k  2n; (j)kn = (d(j)(k 1)n; d(j)kn ]; 1  k  2n :
The following lemma is a key tool for estimates of the stochastic integral.
Lemma 2.3. (Lemma 3 in [18]) Let Z be an arbitrary set, and function q(z; s) :
Z  [j; j+1]! R is such that all paths q(z; ) are continuous on [j; j+1]. Denote
qn(z; s) =
X
1k2n
q
 
z; d
(j)
(k 1)n

1

(j)
kn
(s):
Then the random function
(z) =
Z
(j;j+1]
q(z; s) d(s); z 2 Z;
has a version
e(z) = Z
(j;j+1]
q0(z; s) d(s)
+
X
n1
Z
(j;j+1]
qn(z; s) d(s) 
Z
(j;j+1]
qn 1(z; s) d(s)

(2.2)
such that for all  > 0, ! 2 
, z 2 Z
je(z)j  jq(z; j)((j; j + 1])j
+
nX
n1
2n
X
1k2n
jq(z; d(j)kn)  q(z; d(j)(k 1)n)j2
o1=2

nX
n1
2 n
X
1k2n
j((j)kn)j2
o1=2
: (2.3)
Theorem 1.1 [12] implies that for  = ( + 1)=2,nX
n1
2n
X
1k2n
jq z; dkn  q z; d(k 1)nj2o1=2  Ckq(z; )kB22([j;j+1]): (2.4)
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From Lemma 2.2 it follows that for each  > 0, j 2 ZX
n1
2 n
X
1k2n
j((j)kn)j2 < +1 a: s:
3. Problem and Formulation of the Main Result
Consider the heat equations (1.1) in the following mild sense
u"(t; x) =
Z
R
p(t; x  y)u0(y) dy
+
Z t
0
ds
Z
R
p(t  s; x  y)f(s="; y; u"(s; y)) dy
+
Z
R
d(y)
Z t
0
p(t  s; x  y)(s="; y) ds : (3.1)
Here p(t; x) = (
p
t) 1 e x
2=t is the Gaussian heat kernel,
u(t; x) = u(t; x; !) : [0; T ] R 
! R
is an unknown measurable random function,  is a stochastic measure dened on
Borel  algebra of R. The integrals of random functions w.r.t. ds and dy are
taken for each xed ! 2 
. For each pair (t; x) equality (3.1) holds a. s.
Recall that
R
R p(t; x) dx = 1, and for some C; 0 <  < 1 hold@p(t; x)
@x
  Ct 1e x2=t; @p(t; x)
@t
  Ct 3=2e x2=t: (3.2)
We will refer to the following assumptions throughout the paper.
Assumption A1. u0(y) = u0(y; !) : R 
! R is measurable and
ju0(y)j  C(!); ju0(y1)  u0(y2)j  Lu0(!)jy1   y2j(u0); (u0)  1=2:
Assumption A2. f(s; y; v) : R+  R R! R is measurable, bounded, and
jf(s; y1; v1)  f(s; y2; v2)j  Lf (jy1   y2j+ jv1   v2j) :
Assumption A3. (s; y) : R+  R! R is measurable, bounded, and
j(s; y1)  (s; y2)j  Ljy1   y2j(); 1=2 < () < 1:
Assumption A4. jyj is integrable w.r.t.  on R for some  > 1=2.
Assumption A5. There exist the following limits
f(y; v) = lim
t!1
1
t
Z t
0
f(s; y; v) ds; (y) = lim
t!1
1
t
Z t
0
(s; y) ds: (3.3)
It is easy to see that fullment of A2 and A3 for f(s; y; v) and (s; y) imply
their fullment for f(y; v) and (y).
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We will study convergence u"(t; x) ! u(t; x); " ! 0, were u is the solution of
the averaged equation (1.2)
u(t; x) =
Z
R
p(t; x  y)u0(y) dy +
Z t
0
ds
Z
R
p(t  s; x  y) f(y; u(s; y)) dy
+
Z
R
d(y)
Z t
0
p(t  s; x  y)(y) ds : (3.4)
Theorem of [2] and A1{A3 give that solutions of (3.1) and (3.4) exist and are
unique, and have a Holder continuous version on [; T ] [ K;K] for each ;K > 0
(a similar result is given by Theorem [17]). Therefore, u" and u have a continuous
versions on (0; T ] R.
In the main theorem we will use the following assumptions.
Assumption A6. Functions
Hf (r; y; v) = f(r; y; v)  f(y; v);
Gf (r; y; v) =
Z r
0
(f(s; y; v)  f(y; v)) ds; r 2 R+; y; v 2 R
are bounded.
Assumption A7. Functions
H(r; y) = (r; y)  (y);
G(r; y) =
Z r
0
((s; y)  (y)) ds; r 2 R+; y 2 R
are bounded.
Assertions A6 and A7 hold, for example, if f(s; y; v) and (s; y) are bounded,
periodic in s for each y, v, and set of values of minimal period is bounded.
The main result of the paper is the following.
Theorem 3.1. Assume that Assumptions A1{A7 hold. Then for continuous ver-
sions of u" and u, and for any
0 < 1 < min
n1
5
;
1
2

1  1
2()
o
; (3.5)
we have
sup
">0;t2[0;T ];x2R
" 1 ju"(t; x)  u(t; x)j < +1 a: s: (3.6)
Proof of the theorem will be given in Section 5.
Remark 3.2. It was assumed that () > 12 , therefore interval in (3.5) is not empty.
For smooth  we can take any 0 < 1 <
1
5 . Also we can compare our estimate
in (3.5) with results of other papers. In [19], for for equations (3.1) and (3.4), for
f independent of t, it was proved that we can take any 0 < 1 <
1
2

1   12()

,
and for smooth  we obtain 0 < 1 <
1
4 .
The order of strong convergence equal to 14 was obtained in [16] for the system
driven by Brownian motion and Poisson random measure. For systems driven by
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Brownian motions only, in [3], were achieved strong convergence rate 12  and weak
convergence rate 1 .
4. Auxiliary Lemmata
At rst, we will study the Holder regularity of the stochastic integrals in our
equations. The following statement is very similar to Lemma 2 [2]. But here we
obtain that coecient C(!) in (4.1) does not depend on x.
Lemma 4.1. Let A3 and A4 hold. Then for version (2.2) of
#(x; t) =
Z
R
d(y)
Z t
0
p(t  s; x  y)(s; y) ds; t 2 [0; T ];
for any  < 1=4 there exist a random constant C(!) < 1 a. s. (that depends on
, is independent of x) such that
j#(x; t1)  #(x; t2)j  C(!)jt1   t2j (4.1)
for all t1; t2 2 [0; T ], x 2 R.
Proof. Let x 2 R; 0  t1 < t2  T are xed. Set
q(z; y) =
Z t2
0
p(t2 s; x y)(s; y) ds 
Z t1
0
p(t1 s; x y)(s; y) ds; z = (t1; t2; x):
For version (2.2) of the integral
(z) =
Z
(j;j+1]
q(z; y) d(y)
holds (2.3). To estimate Besov space norm of q(z; ), we consider
q(z; y + h)  q(z; y)
=
Z t1
0
(p(t2   s; x  y   h)  p(t1   s; x  y   h))((s; y + h)  (s; y))ds
+
Z t1
0
(p(t2   s; x  y   h)  p(t2   s; x  y))(s; y)ds
 
Z t1
0
(p(t1   s; x  y   h)  p(t1   s; x  y))(s; y)ds
+
Z t2
t1
p(t2   s; x  y   h)((s; y + h)  (s; y))ds
+
Z t2
t1
(p(t2   s; x  y   h)  p(t2   s; x  y))(s; y)ds
:= I11 + I12   I13 + I21 + I22 := I1 + I2:
By A3,
jI21j  Lh()
Z t2
t1
(t2   s) 1=2e 
(x y h)2
t2 s ds
 Lh()
Z t2
t1
(t2   s) 1=2ds = Ch()(t2   t1)1=2: (4.2)
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Using boundedness of , obtain
jI22j  C
Z t2
t1
(t2   s) 1=2e 
(x y h)2
t2 s ds  C(t2   t1)1=2: (4.3)
We will use below the following simple estimate.Z t
0
1
r
e 
b
r dr
b=r=z
=
Z 1
b=t
1
z
e zdz  1ft>bg
Z 1
b=t
1
z
dz +
Z 1
1
e zdz
 1ft>bg ln t
b
+ 1: (4.4)
We get
jI22j =
Z t2
t1
(p(t2   s; x  y   h)  p(t2   s; x  y))(s; y)ds

A3 C
Z t2
t1
ds
Z y+h
y
@p(t2   s; x  v)
@v
dv
(3.2)
 C
Z t2
t1
ds
Z y+h
y
(t2   s) 1e 
(v x)2
t2 s dv
r=t2 s= C
Z t2 t1
0
dr
Z y+h
y
r 1e 
(v x)2
r dv
= C
Z y+h
y
dv
Z t2 t1
0
r 1e 
(v x)2
r 1fjv xj>1g dr
+ C
Z y+h
y
dv
Z t2 t1
0
r 1e 
(v x)2
r 1fjv xj1g dr
(4.4)
 C
Z y+h
y
dv
Z t2 t1
0
r 1e 

r dr
+ C
Z y+h
y

1ft2 t1>jv xj2g ln
t2   t1
jv   xj2 + 1

1fjv xj1g dv
r 1e 

r C()
 Ch(t2   t1) + Ch+ C
Z y+h
y
1fT>jv xj2g ln
T
jv   xj21fjv xj1g dv
 Ch(t2   t1) + Ch+ C
Z y+h
y
j ln jv   xjj1fjv xj1g dv
 Ch(t2   t1) + Ch+ C
Z h=2
0
j ln rj dr  Ch ln jhj  Ch0 ; (4.5)
where 0 < 0 < 1 is arbitrary and C depends on 0. (We have used that maximal
value of
R y+h
y
j ln jrjj1fjrj1g dv is achieved for y =  h=2).
Multiplying (4.3) and (4.5) at power 0 and 1 0 respectively, 0 2 (0; 1), using
(4.2), we get
jI2j  jI21j+ jI22j  Ch()(t2   t1)1=2 + Ch(1 0)0(t2   t1)0=2
 C(t2   t1)0=2(h() + h(1 0)0): (4.6)
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For 0 ! 1 , and 1  0 ! 1=2+ we get (1  0)0 > 1=2 and 0 ! 1=2 .
By A3, we get
jI11j  Lh()
Z t1
0
jp(t2   s; x  y   h)  p(t1   s; x  y   h)jds
 Lh()
Z t1
0
ds
Z t2
t1
@p(   s; x  y   h)
@
d
(3.2)
 Ch()
Z t1
0
ds
Z t2
t1
(   s) 3=2e (x y h)
2
 s d
 Ch()
Z t1
0
ds
Z t2
t1
(   s) 3=2d  Ch()(t2   t1)1=2: (4.7)
Further, as in (4.7), we obtain
jI12   I13j =
Z t1
0
(p(t2   s; x  y   h)  p(t1   s; x  y   h))(s; y)ds
 
Z t1
0
(p(t2   s; x  y)  p(t1   s; x  y))(s; y)ds

A3 C
Z t1
0
jp(t2   s; x  y   h)  p(t1   s; x  y   h)jds
+ C
Z t1
0
jp(t2   s; x  y)  p(t1   s; x  y)jds
 C
Z t1
0
ds
Z t2
t1
@p(   s; x  y   h)
@
d  C(t2   t1)1=2: (4.8)
Analogously to (4.5), for any 0 < 0 < 1 we get
jI12   I13j  jI12j+ jI13j  Ch0 : (4.9)
Multiplying (4.8) and (4.9) to the power 0 and 1  0 respectively, using (4.7),
we get
jI1j  jI11j+ jI12   I13j  Ch()(t2   t1)1=2 + Ch(1 0)0(t2   t1)0=2
 C(t2   t1)0=2(h() + h(1 0)0):
Thus,
jq(z; y + h)  q(z; y)j  C(t2   t1)0=2(h() + h(1 0)0):
Therefore,Z 1
0
(w2(g; r))
2r 2 1 dr
1=2
 C(t2   t1)0=2
Z 1
0
r2() 2 1dr +
Z 1
0
r2(1 0)0 2 1dr
1=2
 C(t2   t1)0=2
for respective 1=2 <  < minf(1  0)0; ()g. As we have mentioned after (4.6),
we can take any 0 < 1=2.
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Also for y 2 R by (4.7) and (4.2)
jq(z; y)j =
Z t1
0
(p(t2   s; x  y)  p(t1   s; x  y))(s; y) ds
+
Z t2
t1
p(t2   s; x  y)(s; y) ds
  C(t2   t1)1=2;
therefore
kq(z; )kL2([j;j+1])  C(t2   t1)1=2; jq(z; j)j  C(t2   t1)1=2: (4.10)
From (2.1) it follows that
kq(z; )kB22([c;d])  C(t2   t1)0=2 (4.11)
for any 0 < 1=2. We set  = 0=2 < 1=4, take  > 1=2 from Assumption A4, and
have
j#(t1)  #(t2)j =
Z
R
q(z; y) d(y)
 X
j2Z
Z
(j;j+1]
q(z; y) d(y)

(2.3);(2.4)

X
j2Z
jq(z; j)((j; j + 1])j
+ C
X
j2Z
kq(z; )kB22([j;j+1])
nX
n1
2n(1 2)
X
1k2n
j((j)kn)j2
o1=2
(4.10);(4.11)
 C(t2   t1)
hX
j2Z
j((j; j + 1])j
+
X
j2Z
nX
n1
2n(1 2)
X
1k2n
j((j)kn)j2
o1=2i
 C(t2   t1)
hX
j2Z
(jjj+ 1)2(((j; j + 1]))2
1=2X
j2Z
(jjj+ 1) 2
1=2
+
X
n1
2n(1 2)
X
j2Z
(jjj+ 1)2
X
1k2n
j((j)kn)j2
1=2X
j2Z
(jjj+ 1) 2
1=2i
;
(4.12)
where the sums with SMs have a kind
P1
l=1
R
R l d
2
,
fl(y); l  1g = f(jjj+ 1) 1(j;j+1](y); j 2 Zg;
fl(y); l  1g = f(jjj+ 1)2n(1 2)=21(j)kn (y); j 2 Z; n  1; 1  k  2
ng:
From the inequalities
1X
l=1
jl(y)j  C(1 + jyj);
X
j2Z
(jjj+ 1) 2 <1;
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and Lemma 2.2 it follows that
1X
l=1
Z
R
l d
2
< +1 a. s.
Thus, (4.12) implies (4.1). 
For solutions of (3.1) and (3.4), Theorem of [2] states the Holder regularity for
t 2 [; T ] for any  > 0 (a similar result is given by Theorem [17]). But we need an
estimate of increments of the solutions for t 2 (0; T ], and will prove the following
statement.
Lemma 4.2. Let Assumptions A1{A4 hold, and u is a solution of equation
u(t; x) =
Z
R
p(t; x  y)u0(y) dy
+
Z t
0
ds
Z
R
p(t  s; x  y)f(s; y; u(s; y)) dy
+
Z
R
d(y)
Z t
0
p(t  s; x  y)(s; y) ds :
Then for continuous version of u, each 0 <  < 1=4, some C(!), and all
0 < t1 < t2  T , x 2 R holds
ju(t1; x)  u(t2; x)j  C(!)(ln t2   ln t1
+ t2 ln t2   t1 ln t1   (t2   t1) ln(t2   t1) + (t2   t1)): (4.13)
Proof. Theorem [2] states that u(t; x) has a Holder continuous version on
[; T ] [ K;K] for each ;K > 0. Therefore, u(t; x) has a continuous version
on (0; T ] R. Also, we will take version (2.2) of #(x; t) from Lemma 4.1.
Let 0 < t1 < t2  T . We have
ju(t1; x)  u(t2; x)j
(4.1)

Z
R
jp(t1; x  y)  p(t2; x  y)j ju0(y)j dy
+
Z t1
0
ds
Z
R
p(t1   s; x  y)f(s; y; u(s; y)) dy
 
Z t2
0
ds
Z
R
p(t2   s; x  y)f(s; y; u(s; y)) dy
+ C(!)(t2   t1)
=: J1 + J2 + C(!)(t2   t1) :
From denition of solution, it follows that the inequality holds a. s. for each pair
(t; x). We can say that it holds a. s. for all (t; x) 2 (Q \ (0; T ])  Q, and, by
continuity, obtain the estimate for (t; x) 2 (0; T ] R.
We get
J1
A1 C(!)
Z
R
dy
Z t2
t1
@p(; x  y)
@
d (3.2) C(!)Z
R
dy
Z t2
t1
 
3
2 e 
(x y)2
 d
= C(!)
Z t2
t1
 1d
Z
R
 
1
2 e 
(x y)2
 dy = C(!)(ln t2   ln t1):
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For J2 we obtain
J2 
Z t1
0
ds
Z
R
jp(t1   s; x  y)  p(t2   s; x  y)j jf(s; y; u(s; y))j dy
+
Z t2
t1
ds
Z
R
p(t2   s; x  y) jf(s; y; u(s; y))j dy
A2 C
Z t1
0
ds
Z
R
jp(t1   s; x  y)  p(t2   s; x  y)j dy
+ C(t2   t1) =: J21 + C(t2   t1):
We get
J21  C
Z t1
0
ds
Z
R
dy
Z t2
t1
@p(   s; x  y)
@
d
(3.2)
 C
Z t1
0
ds
Z
R
dy
Z t2
t1
(   s)  32 e (x y)
2
 s d
= C
Z t1
0
ds
Z t2
t1
(   s) 1d
Z
R
(   s)  12 e (x y)
2
 s dy
= C
Z t1
0
(ln(t2   s)  ln(t1   s))ds
= C(t2 ln t2   t1 ln t1   (t2   t1) ln(t2   t1)):
From our estimates of J1 and J2 we arrive at (4.13). 
To estimate the dierence of terms of (3.1) and (3.4), we will need the following
result.
Lemma 4.3. Let h(r; y; z) : R+  R  Z ! R and h(y; z) : R  Z ! R be
measurable for each xed z, and functions
H(r; y; z) = h(r; y; z)  h(y; z); G(r; y; z) =
Z r
0
(h(v; y; z)  h(y; z)) dv
are bounded on R+  R Z. Then
sup
x2R;z2Z;">0;t2(0;T ]
1
j" ln "j
Z
R
dy
Z t
0
e 
(x y)2
t sp
t  s (h(s="; y; z) 
h(y; z)) ds
 < +1:
(4.14)
Proof. Let jH(r; y; z)j  CH , jG(r; y; z)j  CG. At rst, consider the case t  ",
and use the decomposition
R t
0
=
R t "
0
+
R t
t ". For the second term, we haveZ
R
dy
Z t
t "
e 
(x y)2
t sp
t  s (h(s="; y; z) 
h(y; z)) ds

 CH
Z t
t "
ds
Z
R
e 
(x y)2
t sp
t  s dy = C": (4.15)
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For
R t "
0
, we obtain
Z
R
dy
Z t "
0
e 
(x y)2
t sp
t  s (h(s="; y; z) 
h(y; z)) ds

=
Z
R
dy
Z t "
0
e 
(x y)2
t sp
t  s " dG(s="; y; z)

= "
Z
R
dy
e  (x y)2t sp
t  s G(s="; y; z)
t "
0

 
Z
R
dy
Z t "
0
G(s="; y; z)
 e  (x y)2t s
2
p
(t  s)3  
(x  y)2e  (x y)
2
t sp
(t  s)5

ds

G(0;y;z)=0
 "CG
Z
R
e 
(x y)2
"p
"
dy
+ "CG
Z
R
dy
Z t "
0
 e  (x y)2t s
2
p
(t  s)3 +
(x  y)2e  (x y)
2
t sp
(t  s)5

ds
v=(x y)=pt s
 "C + "CG
Z t "
0
ds
Z
R
 e v2
2
p
(t  s)3 +
v2e v
2p
(t  s)3
p
t  s dv
= "C + "C
Z t "
0
ds
t  s = "C + "C(ln t  ln "):
While " < t  T , we arrive at (4.14) in this case.
If 0 < t  ", we repeat the estimates from (4.15) for R t
0
, and obtain the upper
bound Ct  C". 
5. Proof of the Main Result
Now we prove Theorem 3.1. We take the versions of stochastic integrals dened
by Lemma 2.3. Consider
" =
Z
R
d(y)
Z t
0
p(t  s; x  y)(s="; y)ds
 
Z
R
d(y)
Z t
0
p(t  s; x  y)(y)ds:
In [19] it was proved that for given version of " and any 0 < 1 <
1
2

1  12()

j"j  C(!)"1 a. s.; (5.1)
where C(!) depends on 1, is independent of t; x (see Step 1 of proof of Theo-
rem 1 [19]).
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We have
ju"(t; x)  u(t; x)j

Z t
0
ds
Z
R
p(t  s; x  y)(f(s="; y; u"(s; y))  f(s="; y; u(s; y)) dy

+
Z t
0
ds
Z
R
p(t  s; x  y)(f(s="; y; u(s; y))  f(y; u(s; y))) dy
+ C(!)"1
=: I^1 + I^2 + C(!)"
1 ; (5.2)
and for the rst term obtain
I^1
A2 Lf
Z t
0
ds
Z
R
p(t  s; x  y)ju"(s; y)  u(s; y)j dy
 Lf
Z t
0
sup
y2R
ju"(s; y)  u(s; y)jds
Z
R
p(t  s; x  y) dy
= Lf
Z t
0
sup
y2R
ju"(s; y)  u(s; y)j ds (5.3)
(from boundedness of f and f it follows that supy2R ju"(s; y)  u(s; y)j <1 a. s.).
Consider I^2. Divide [0; T ] into n segments of length  = T=n. We get that
I^2 
n 1X
k=0
Z
(k^t;(k+1)^t]
ds
Z
R
p(t  s; x  y)(f(s="; y; u(s; y))
  f(y; u(s; y))) dy


n 1X
k=0
Z
(k^t;(k+1)^t]
ds
Z
R
p(t  s; x  y)(f(s="; y; u(s; y))
  f(s="; y; u(k; y))) dy

+
Z
(k^t;(k+1)^t]
ds
Z
R
p(t  s; x  y)(f(s="; y; u(k; y))
  f(y; u(k; y))) dy

+
Z
(k^t;(k+1)^t]
ds
Z
R
p(t  s; x  y)( f(y; u(k; y))
  f(y; u(s; y))) dy

=:
n 1X
k=0
(I^
(k)
21 + I^
(k)
22 + I^
(k)
23 ):
From Lemma 4.3 it follows that for each 1  k  n
I^
(k)
22 Cj" ln "j: (5.4)
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Consider
Pn 1
k=0 I^
(k)
21 , where I^
(0)
21 will be estimated separately.
n 1X
k=0
I^
(k)
21 =
n 1X
k=0
Z
(k^t;(k+1)^t]
ds
Z
R
p(t  s; x  y)(f(s="; y; u(s; y))
  f(s="; y; u(k; y))) dy

 Lf
n 1X
k=0
Z
(k^t;(k+1)^t]
ds
Z
R
p(t  s; x  y)ju(s; y)  u(k; y)j dy
(4.13)
 LfC(!)
n 1X
k=1
Z
R
dy
Z
(k^t;(k+1)^t]
p(t  s; x  y)(ln s  ln k
+ s ln s  kln k  (s  k) ln(s  k) + (s  k))ds
+ Lf
Z
(0;^t]
ds
Z
R
p(t  s; x  y)ju(s; y)  u(0; y)j dy: (5.5)
It is easy to check that the function
fk(s) = ln s  ln k+ s ln s  kln k  (s  k) ln(s  k) + (s  k)
is increasing. Therefore, fk(s)  fk((k + 1)) in (5.5), and we have
n 1X
k=1
Z
R
dy
Z
(k^t;(k+1)^t]
p(t  s; x  y)fk(s) ds

n 1X
k=1
fk((k + 1))
Z
(k^t;(k+1)^t]
ds
Z
R
p(t  s; x  y) dy

n 1X
k=1
fk((k + 1))
= 
n 1X
k=1

(ln(k + 1)  ln k)
+ ((k + 1) ln (k + 1)  kln k) ln +

= 

lnn  ln + nlnn ln  (n  1) ln + (n  1)

n=T
= T (T + 1)
lnn
n
+
n  1
n
T
T
n

 Cn  :
In I^
(0)
21 we need to estimate
ju(t; x)  u(0; x)j = ju(t; x)  u0(x)j

Z
R
p(t; x  y)u0(y) dy   u0(x)
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+
Z t
0
ds
Z
R
p(t  s; x  y) f(y; u(s; y)) dy

+
Z
R
d(y)
Z t
0
p(t  s; x  y)(y) ds
 =: I^(0)211 + I^(0)212 + I^(0)213;
I^
(0)
211 =
Z
R
p(t; x  y)u0(y) dy   u0(x)
Z
R
p(t; x  y) dy

A1 C(!)
Z
R
p(t; x  y)jy   xj(u0) dy = C(!)t 1=2
Z
R
e 
(x y)2
t jy   xj(u0) dy
z=(x y)=pt
= C(!)t 1=2
Z
R
e z
2
z(u0)t(u0)+1=2dz = C(!)t(u0);
I^
(0)
212  C
Z t
0
ds
Z
R
p(t  s; x  y) dy = Ct;
I^
(0)
213
(4.1)
 C(!)t :
Using these estimates for t   = T=n, taking into account inequality
 < 1=4 < (u0), obtain
n 1X
k=0
I^
(k)
21  C(!)n  :
Obviously, we can repeat our considerations and obtain the same estimates forPn 1
k=0 I^
(k)
23 .
Using also (5.4), we get for each positive integer n
I^2  C(!)(nj" ln "j+ n ):
Function g(x) = xj" ln "j+ x  , x > 0 has minimum value
g(x) = j" ln "j=(+1)( + 1) =(+1); x = (=j" ln "j)1=(+1):
We have g(x+1)g(x)  C, x  x therefore there exists positive integer n 2 [x; x+1)
such that
g(n)  Cj" ln "j=(+1):
Recall that  < 1=4 is arbitrary and 1 < 1=5. We can take =( + 1) > 1 and
obtain
I^2  C(!)"1 : (5.6)
Therefore, using (5.1), (5.2), (5.3), and (5.6), we have
ju"(t; x)  u(t; x)j  Lf
Z t
0
sup
y2R
ju"(s; y)  u(s; y)j ds+ C(!)"1 :
Taking a supremum, we conclude that
sup
x2R
ju"(t; x)  u(t; x)j  Lf
Z t
0
sup
y2R
ju"(s; y)  u(s; y)j ds+ C(!)"1 :
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From the Gronwall inequality obtain
sup
x2R
ju"(t; x)  u(t; x)j  C(!)"1 ;
where C(!) is independent of t and ". Thus, we obtain (3.6).
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