Abstract. Let V be a finite relational vocabulary in which no symbol has arity greater than 2. Let M be countable V -structure which is homogeneous, simple and 1-based. The first main result says that if M is, in addition, primitive, then it is strongly interpretable in a random structure. The second main result, which generalizes the first, implies (without the assumption on primitivity) that if M is "coordinatized" by a set with SU-rank 1 and there is no definable (without parameters) nontrivial equivalence relation on M with only finite classes, then M is strongly interpretable in a random structure.
Introduction
A first-order structure M will be called homogeneous if it has a finite relational vocabulary and every isomorphism between finite substructures of M can be extended to an automorphism of M. For surveys of homogeneous structures and their connections to other areas see [3, 5, 16, 26, 27] . Although there are 2 ω countable nonisomorphic homogeneous structures for a vocabulary with only one binary relation symbol [17] , it has been shown that in several cases, such as partial orders, undirected graphs, directed graphs and stable relational structures (with finite relational vocabulary), the countable homogeneous structures among them can be classified in a rather concrete way [5, 13, 14, 19, 21, 22, 23, 24, 28, 29] . The work on stable homogeneous structures together with results in "geometric stability theory" have led further to a classification of ω-categorical ω-stable structures [7] and later of smoothly approximable structures [6, 20] .
Stability theory was from the mid 90ies generalized to simplicity theory, where the class of simple theories is the largest class of complete theories T such that in every M |= T there is a symmetric "independence relation" on subsets of M . The random graph (or Rado graph) is a standard example of a homogeneous simple structure (i.e. one which has simple theory) which is not stable, and the same is true of the "random structure" with respect to any finite relational vocabulary. Since all stable homogeneous structures are classified [22] , one may ask if it is possible to reach, if not a classification, at least some systematic understanding of simple homogeneous structures. Besides the present work, [1] and the dissertation of Aranda Lópes [2] the author is not aware of any results in this direction. The class of all simple structures seems too wide to start with, so we focus on a subclass of it which seems easier to deal with. We consider homogeneous, simple and 1-based structures, where the property 1-based implies (for structures in general) that the independence relation behaves "nicely" (like in a vector space or random structure, for example). In fact, it follows from work of Macpherson [25] and De Piro and Kim [9] that every homogeneous, simple and 1-based structure has trivial dependence (see Definition 2.9 and Fact 2.10 below).
Moreover, we focus on binary homogeneous structures, where a structure is called binary if its vocabulary is finite, relational and has no symbol with arity greater than 2. The working hypothesis is that countable, binary, homogeneous, simple and 1-based structures are sufficiently uncomplicated that it should be possible to work out some sort of rather explicit understanding of them. Moreover, the author does not know of any example of a binary, homogeneous and simple structure which is not 1-based. (Such an example would probably shed light on the understanding of simple homogeneous structures. A proof that it does not exist would also be striking. ) We say that a structure is primitive if there is no nontrivial equivalence relation on its universe which is definable without parameters. (Nontrivial means that there are at least two classes and at least one has more than one element.) The first main result of this article is the following, where the involved notions are defined in Section 2: Theorem 1.1. Suppose that M is a structure which is countable, binary, homogeneous, primitive, simple and 1-based. Then M is strongly interpretable in a binary random structure.
The notion strongly interpretable (Definition 2.17) implies the notion interpretable in its usual senses (e.g. [18, 25] ). If M is countable, binary, homogeneous, primitive, simple and 1-based, then it has height 1 (Definition 2.11), which means that there is a set G ⊆ M eq such that G is definable without parameters, M ⊆ acl M eq (G) and SU(a) = 1 for every a ∈ G (where 'SU' is the SU-rank). This is proved in Section 3. The above theorem is actually a relatively straightforward consequence of our second main result, where the notation 'M/≈' is explained in Definition 2.7: Theorem 1.2. Suppose that M is a structure which is countable, binary, homogeneous, simple and 1-based with height 1. Let ≈ denote the equivalence relation 'acl M (x) = acl M (y)', where 'acl M ' denotes algebraic closure in M. (i) Then there is a binary random structure R such that M/≈ is definable in R eq .
(ii) If, in addition, the equivalence relation '≈' is trivial, then M is strongly interpretable in a binary random structure.
To prove the above theorems we use the "coordinatization results" from [10] . Their proofs also need information about what a canonically embedded structure G in M eq may look like if its universe is a definable set with SU-rank 1. It turns out that if M is countable, binary, homogeneous and simple with trivial dependence then G is a reduct (Definition 2.15) of a binary random structure. This is proved in [1] and the result is refered to as Theorem 2.16 below. Section 5 shows how to construct structures which satisfy the assumptions of the main results. We see, in Proposition 5.2, that every such structure which in addition has no ∅-definable equivalence relation with only finite classes is a reduct of a structure constructed in this way.
This article is organised as follows. Section 2 recalls the necessary background about homogeneous structures and ω-categorical simple structures. In Section 3 we first use the concepts and results of [10] to "coordinatize" the structures that we are concerned with here. This together with Theorem 2.16 from [1] is then used to prove the main results. In Section 4 we prove a technical lemma from Section 3. The last section tells how to construct structures that satisfy the assumptions of the main results. It ends with a problem concerning primitive structures.
Preliminaries
The prerequisites of this article are more or less the same as those of [1] . Therefore we list, in this section, a number of definitions and facts, concerning homogeneous structures, ω-categorical simple structures and imaginary elements, in order to make this article relatively self contained, but refer to [1] for further explanations.
2.1. General notation and terminology. We call a vocabulary (also called signature) relational if it only contains relation symbols. Given a finite relational vocabulary the maximal arity of it is the largest integer k such that some relation symbol of it has arity k. If V is a finite vocabulary and the maximal arity is 2 then we call V binary (although it may contain unary relation symbols), and in this case a V -structure may be called a binary structure. We denote (first-order) structures by A, B, . . . , M, N , . . . and their respective universes by A, B, . . . , M, N, . . .. Finite sequences (tuples) of elements of some structure (or set in general) will be denotedā,b, . . ., while a, b, . . . ususally denote elements from the universe of some structure. The notationā ∈ A means that every element in the sequenceā belongs to A. Sometimes we writeā ∈ A n to show that the length ofā, denoted |ā|, is n. The range ofā, denoted rng(ā), is the set of elements that occur inā.
Let M be a structure, A ⊆ M andā ∈ M . Then acl M (A), dcl M (A) and tp M (ā/A) denote the algebraic closure of A with respect to M, the definable closure of A with respect to M and the complete type ofā over A with respect to M, respectively. For definitions, see for instance [18] . S M n (A) denotes the set of all complete n-types over A with respect to M. The notation tp M (ā) means the same as tp M (ā/∅), and the notation acl M (ā) means the same as acl M (rng(ā)), and similarly for 'dcl'.
A structure M is called ω-categorical, respectively simple, if T h(M) has that property, where T h(M) is the complete theory of M. (See [18] and [4, 31] for definitions.) For A ⊆ M and R ⊆ M k we say that R is A-definable (with respect to M) if there is a formula ϕ(x,ȳ) without parameters andā ∈ A such that R = {b ∈ M k : M |= ϕ(b,ā)}. In this case we also denote R by ϕ(M,ā). For a type p(x) (possibly with parameters) we let p(M) be the set of all tuples of elements in M that realize p, and M |= p(ā) means thatā realizes p in M.
2.2.
Homogeneous structures, ω-categoricity, amalgamation classes and Fraïssé limits. Definition 2.1. (i) Let V be a finite relational vocabulary and M a V -structure. We call M homogeneous if for all finite substructures A and B of M, every isomorphism from A to B can be extended to an automorphism of M.
(ii) We say that a structure M, with any vocabulary, is ω-homogeneous if whenever 0 < n < ω, a 1 , . . . , a n , a n+1 , b 1 , . . . , b n ∈ M and tp M (a 1 , . . . , a n ) = tp
The notion of homogeneity is related to "amalgamation classes" of finite structures. 
is the class of all V -structures that are isomorphic with some finite substructure of M.
The following result of Fraïssé ([12] , [18] (i) Suppose that K is a class of finite V -structures which is closed under isomorphism and has HP and AP. Then there is a unique, up to isomorphism, countable V -structure M such that M is homogeneous and Age(M) = K.
(ii) If M is a homogeneous V -structure, then Age(M) has HP and AP. Definition 2.4. Let V be a finite relational vocabulary and suppose that K is a class of finite V -structures which is closed under isomorphism and has HP and AP. The unique (up to isomorphism) countable structure M such that Age(M) = K is called the Fraïssé limit of K.
We mainly use the following implications of homogeneity (which follow from Corollary 7.4.2 in [18] and from the well known characterization of ω-categorical theories by Engeler, Ryll-Nardzewski and Svenonius):
(ii) Suppose that M is countable and ω-homogeneous. Then for all 0 < n < ω and all a 1 , . . . , a n ,
(iii) Suppose that M is a V -structure where V is a finite relational vocabulary. Then M is homogeneous if and only if M is ω-categorical and has elimination of quantifiers.
2.3.
Simple ω-categorical structures, imaginary elements, 1-basedness and triviality of dependence. We assume familiarity with imaginary elements and M eq , defined in [18, 30] for example, and with basic simplicity theory, as found in [4, 31] for example. Since the distinction between sorts (of imaginary elements) will be relevant here, and since some notions and results are simplified when considering ω-categorical simple theories, compared with simple theories in general, we will nevertheless rehearse some notions and results that will be used.
Let V be a vocabulary and M a V -structure. For every 0 < n < ω and ∅-definable equivalence relation E on M n , V eq (the vocabulary of M eq ) contains a unary relation symbol P E (which does not belong to V ) and P E is interpreted in M eq as the set of E-equivalence classes. A sort of M eq is, by definition, a set of the form S E = {a ∈ M eq : M eq |= P E (a)} for some E as above. If A ⊆ M eq and there are only finitely many E such that A ∩ S E = ∅, then we say that only finitely many sorts are represented in A. The identity relation, '=', is clearly a ∅-definable equivalence relation on M and every =-class is a singleton. Therefore M can (and will) be identified with the sort S = , which we call the real sort, so M ⊆ M eq . Below follow some facts and definitions. See for example [1] for explanations or proofs of these facts. Fact 2.6. Suppose that M is ω-categorical, let A ⊆ M eq and suppose that only finitely many sorts are represented in A.
(iii) For every n < ω and finite B ⊆ M eq , only finitely many types from S M eq n (acl M eq (B)) are realized by n-tuples in A n . (iv) For every n < ω and finite
) is realized in some elementary extension of M eq by an n-tuple of imaginary elements (i.e. elements satisfying P E (x) for some, not necessarily the same, E), then p is realized in M eq . Definition 2.7. (i) We say that a structure N is canonically embedded in M eq if N is a ∅-definable subset of M eq and for every 0 < n < ω and every relation R ⊆ N n which is ∅-definable in M eq there is a relation symbol in the vocabulary of N which is interpreted as R and the vocabulary of N contains no other relation symbols (and no constant or function symbols).
(ii) In particular, if R is an equivalence relation on M which is ∅-definable in M, then M/R denotes the canonically embedded structure with universe M/R, where M/R is the set of all equivalence classes of R (which is a ∅-definable subset of M eq ).
We immediately get the following:
Suppose that T is a complete simple theory. For every type p (possibly over a set of parameters) with respect to T , there is a notion of SU-rank of p, denoted SU(p) (which is either an ordinal or undefined); see [4, 31] for instance. We abbreviate SU(tp M (ā/A)) with SU(ā/A) and SU(ā/∅) with SU(ā). If SU(ā) is finite for every M |= T and everȳ a ∈ M , then we say that T (and any M |= T ) has finite SU-rank. The SU-rank of T is the supremum of SU(a) as a ranges over elements of M and M ranges over models of T . By rank we always mean SU-rank. Definition 2.9. Let T be a complete simple theory.
(ii) T (as well as every model of it) is 1-based if for every M |= T and all A, B ⊆ M eq , A is independent from B over acl M eq (A) ∩ acl M eq (B).
Fact 2.10. Suppose that M is homogeneous and its complete theory T h(M) is simple and 1-based. Then T h(M) has trivial dependence and finite SU-rank (so in particular it is supersimple).
Proof. Let M satisfy the premisses of the lemma, so it follows that M is ω-categorical. By Theorem 1.1 in [25] , it is not possible to interpret an infinite group in M, which, with the terminology of [25] , means that it is not possible to define, with finitely many parameters, an an infinite group in M eq . Corollary 3.23 in [9] implies that if T h(M) does not have trivial dependence, then an infinite group is definable, with finitely many parameters, in M eq . It follows that M must have trivial dependence. And finally, Corollary 4.7 in [15] says that every simple, 1-based and ω-categorical theory is supersimple with finite SU-rank. Definition 2.11. Let M be a simple structure. We say that M has height 1 if there is a ∅-definable D ⊆ M eq in which only finitely sorts are represented and M ⊆ acl M eq (D) and
2.4. Random structures. If k < ω then by a k-(sub)structure we mean a (sub)structure such that its universe has cardinality k. Let V be a finite relational vocabulary with maximal arity at most 2. Definition 2.12. A class K of finite V -structures is called 1-adequate if it has HP and the following "joint embedding property" with respect to 1-structures:
If A, B ∈ K are 1-structures, then there is C ∈ K such that A ⊆ C and B ⊆ C.
Construction of a binary random structure: Let P 2 be a 1-adequate class of Vstructures such that P 2 contains a 2-structure. We can think of P 2 as containing the isomorphism types of "permitted" 1-(sub)structures and 2-(sub)structures. Let RP 2 be the class of all finite V -structures A such that for k = 1, 2 every k-substructure of A is isomorphic to some member of P 2 . Clearly, RP 2 has HP, because the 1-adequateness of P 2 implies that P 2 has HP. By the 1-adequateness of P 2 , any two 1-structures of RP 2 can be embedded into a 2-structure of P 2 . It easily follows that RP 2 has AP. (In fact it has the disjoint amalgamation property [26] ). Let F be the Fraïssé limit of RP 2 . We call F a binary random structure. For a motivation of this terminology, see Remark 2.9 in [1] .
Example 2.13. (The random graph) Let V = {R}, where R is a binary relation symbol, let P 2 be the following class (in fact a set) of V -structures:
and let RP 2 be as in the construction above. Then RP 2 is the class of all finite undirected graphs. It has HP and AP, and the Fraïssé limit of it is called the random graph or Rado graph.
Fact 2.14. Let M be a binary random structure. Then T h(M) is simple, has SU-rank 1 and is 1-based with trivial dependence.
Proof sketch. Let M be a binary random structure, so it is homogeneous. That T h(M) is simple, has SU-rank 1 and trivial dependence is proved in essentially the same way as the (folkore) result that the random graph has these properties. It now follows from Corollary 4.7 in [15] (where the terminology 'modular' is used in stead of '1-based') that
The proofs of the main results, Theorems 1.1 and 1.2, use the notion of reduct and Theorem 2.16, below, from [1] .
Definition 2.15. Let M and N be structures which need not have the same vocabulary. We say that M is a reduct of N if they have the same universe (M = N ) and for every
Theorem 2.16.
[1] Let M be countable, binary, homogeneous and simple with trivial dependence. Suppose that G ⊆ M eq is ∅-definable, only finitely many sorts are represented in G, and SU(a) = 1 and acl M eq (a) ∩ G = {a} for every a ∈ G. Let G denote the canonically embedded structure in M eq with universe G. Then G is a reduct of a binary random structure. • for every 0 < k < ω and formula ϕ(x 1 , . . . , x k ) without parameters in the language of N , a formula ψ ϕ (ȳ 1 , . . . ,ȳ k ) without parameters in the language of M, such that, for allā 1 , . . . ,ā k ∈ χ(M),
(ii) We say that N is definable in M if N is strongly interpretable in M and it is possible to choose n = 1 in the definition of 'strongly interpretable'.
It is immediate that if N is strongly interpretable in M, then N is interpretable in M in the sense of Chapter 5.3 in [18] , and N is interpretable in M in the sense of [25] , and it is definable in M eq in the sense of [9] . The following will be convenient to use.
Lemma 2.18. Suppose that there are positive integers l, n 1 , . . . , n l , formulas χ i (x 1 , . . . , x n i ) for i = 1, . . . , l, a bijective function f :
→ N and, for every 0 < k < ω, 1 ≤ i ≤ l and formula ϕ(x 1 , . . . , x k ) without parameters in the language of N , a formula ψ ϕ,i (ȳ 1 , . . . ,ȳ k ) without parameters in the language of M, such that, for all
Then N is strongly interpretable in M.
Proof sketch. Let n be the maximum of n 1 , . . . , n l . Now the idea is that for every i = 1, . . . , l andā = (a 1 , . . . , a i ) ∈ χ i (M),ā can be "translated" into an n-tupleā = (a 1 , . . . , a n ) where a j = a j for j = 1, . . . , n i and a j = a n i , for j = n i , . . . , n. In this way the set {ā :ā ∈ χ i (M)} is ∅-definable in M, and it follows that the union of these sets, for i = 1, . . . , l, is also ∅-definable in M. The rest is straightforward, via obvious modifications of f and ψ ϕ,i for each ϕ.
Binary homogeneous 1-based structures
In this section we prove the main results, Theorems 1.1 and 1.2. Throughout this section we make the following assumption, which is shared by both theorems:
M is countable, binary, homogeneous, simple and 1-based. Now Fact 2.10 implies that T h(M) has trivial dependence and is supersimple with finite rank. Throughout this section and Section 4 we use the following notational convention: Notation 3.1. The notations acl( ), dcl( ) and tp( ) are abbreviations of acl M eq ( ), dcl M eq ( ) and tp M eq ( ), respectively. However, when speaking of algebraic closure, definable closure or types in some other structure (M for example), then we will show this explicitly with a subscript.
The first step is is to use results from [10] to show that every a ∈ M has finitely many "coordinates" of rank 1 in M eq which to a large extent determine the properties of a. By the results in Section 3 of [10] , there is a self-coordinatized set C ⊆ M eq , in the sense of Definition 3.3 in [10] , such that M ⊆ C, C is ∅-definable; (3.1) there are 0 < r < ω and ∅-definable sets C 0 ⊆ C 1 ⊆ . . . ⊆ C r ⊆ C such that C 0 = ∅, and for every n < r and every a ∈ C n+1 , SU(a/C n ) = 1; for all n ≤ r, if a ∈ C n , b ∈ M eq and tp(a) = tp(b), then b ∈ C n ; only finitely many sorts are represented in C; and
We assume that C is chosen so that r is minimal such that (3.1) holds. As explained in Remark 3.9 of [10] , the number r is an invariant of T h(M). The next lemma shows that the terminology "the height is 1" in the sense of [10] is equivalent with saying that "the height is 1" in the sense of Definition 2.11. (1) r = 1. Proof. The implication from (1) to (2) is immediate, because if (1) holds, then M ⊆ acl(C 1 ) where SU(c) = 1 for every c ∈ C 1 by (3.1).
For the other direction, suppose that (2) holds and suppose for a contradiction that r > 1. Then the definition of being self-coordinatized (Definition 3.3 in [10] ) together with the conclusion that T h(M) has trivial dependence implies, by a straightforward argument, that C 2 ⊆ acl(C 1 ), which contradicts the minimality of r. We leave the details to the reader.
Proof. Suppose that M is primitive. Towards a contradiction, suppose that r > 1. Consider the following equivalence relation on M :
By Fact 2.6, this relation is ∅-definable in M. By the assumption that r > 1 and that r is minimal such that (3.1) holds, there is a ∈ M such that a / ∈ acl(C r−1 ). Hence a / ∈ acl(acl(a) ∩ C r−1 ). Then (by Fact 2.6) there is a ∈ M such that a = a and
It follows that acl(a ) ∩ C r−1 = acl(a) ∩ C r−1 , so a ∼ a . By the assumption that M is primitive, we must have b ∼ a for all b ∈ M . In other words,
Let A = acl(a) ∩ C r−1 , so A is finite; letā enumerate A. Since, by (3.1) (and properties of dividing), SU(b) ≥ 1 for every b ∈ A, there isb ∈ C r−1 such that rng(b) = A and tp(b) = tp(ā). Hence there is a ∈ M such that
which contradicts (3.2). Hence r = 1 and now (3.1) immediately gives that M ⊆ acl(C 1 ).
Our aim is to prove Theorems 1.1 and 1.2 where it is assumed that M is primitive or has weight 1. It follows from the definition of having height 1 (Definition 2.11) and Lemmas 3.2 and 3.3 that in either case we have r = 1. Therefore we assume for the rest of this section that r = 1, so M ⊆ acl(C 1 ). By (3.1), for every c ∈ C 1 , SU(c) = 1. As dependence is trivial it follows that if c ∈ C 1 , A ⊆ C 1 and c ∈ acl(A), then c ∈ acl(a) for some a ∈ A. Now consider the equivalence relation 'acl(x) ∩ C 1 = acl(y) ∩ C 1 ' on C 1 . By Fact 2.6 this relation is ∅-definable and there is t < ω such that every equivalence class has at most t elements. Since M eq has elimination of imaginaries (see [18, 30] ) it follows that each equivalence class corresponds to an element in M eq in the following sense: There is a ∅-definable set C 1 ⊆ M eq in which only finitely many sorts are represented and a ∅-definable surjective function f : C 1 → C 1 (meaning that the graph of f is a ∅-definable relation) such that if c, c ∈ C 1 then f (c) = f (c ) if and only if acl(c) ∩ C 1 = acl(c ) ∩ C 1 . It follows that for every c ∈ C 1 , f (c) ∈ dcl(c) and c ∈ acl(f (c)). This implies that M ⊆ acl(C 1 ) and if c ∈ C 1 , then SU(c) = 1 and acl(c) ∩ C 1 = {c}. Since dependence is trivial, it follows that acl(A) ∩ C 1 = A for every A ⊆ C 1 . In order not to switch from the notation 'C 1 ' to the notation 'C 1 ', we may (by the above argument), without loss of generality, assume that From the definition we obviously have crd(a) ⊆ acl(a) for every a ∈ M .
Lemma 3.5. (i) For every a ∈ M , a ∈ acl(crd(a)) and hence acl(a) = acl(crd(a)).
(ii) For all a, a ∈ M , acl M (a) = acl M (a ) if and only if crd(a) = crd(a ).
(iii) If the equivalence relation acl M (x) = acl M (y) has only singleton classes, then a ∈ dcl(crd(a)) for every a ∈ M .
Proof. By Lemma 5.1 in [10] , we have the following (since 'C' in [10] includes M , and in the present context M ⊆ acl(C 1 )):
For every a ∈ M, a ∈ acl(acl(a) ∩ C 1 ).
Now (i) follows from the definition of crd. Part (ii) follows immediately from part (i) and the definition of crd. Hence it remains to prove (iii).
Suppose that there are distinct a, a ∈ M such that a ∈ acl(crd(a)). Then crd(a ) ⊆ crd(a). If crd(a ) = crd(a) then (by (i)) acl(a) = acl(a ) and hence acl M (a) = acl M (a ), so the equivalence relation acl M (x) = acl M (y) has a class with at least two elements. Now suppose that crd(a ) is a proper subset of crd(a). Then (using (ii) and (3.3) ) a / ∈ acl(crd(a )) while a ∈ acl(crd(a )). It follows that tp(a ) = tp(a). Since all types over ∅ of elements of M eq are isolated part (iii) follows. Proof. Suppose that a, b ∈ M and tp(a) = tp(b). If there would not be any orderingsā andb of crd(a) and crd(b), respectively, such that tp(ā) = tp(b), then (by Fact 2.6) this could be expressed with a V eq -formula without parameters, so we would have tp(a) = tp(b), contradicting the assumption.
By considering a ∅-definable subset of C 1 if necessary, we may, in addition to previous assumptions, assume that (3.4) for every c ∈ C 1 , there is a ∈ M such that c ∈ crd(a).
Let C 1 be the canonically embedded structure in M eq with universe C 1 . By Theorem 2.16, C 1 is a reduct of a binary random structure R, so in particular R = C 1 , where R is the universe of R. Hence crd(a) ⊆ R for every a ∈ M .
Proposition 3.8. Let '≈' be the ∅-definable equivalence relation on M defined by x ≈ y if and only if acl M (x) = acl M (y). Then M/≈ is definable in R eq and we can use a formula χ(x) and bijection f : χ(R eq ) → M/≈ as in Definition 2.17 with the properties that (1) for all c ∈ χ(R eq ), acl R eq (c) ∩ R = crd(f (c)) and acl R eq (c) = acl R eq (crd(f (c))), (2) for all c, c ∈ χ(R eq ), c = c if and only if crd(f (c)) = crd(f (c )), and (3) c ∈ dcl R eq (acl R eq (c) ∩ R) for all c ∈ χ(R eq ).
Proof. In order to simplify notation and make the argument more clear we prove the proposition under the extra assumption that ≈ is trivial, in other words, that it has only singleton classes. The general case is a straightforward modification of this special case, where we use Remark 3.6 instead of Lemma 3.5. The assumption that ≈ is trivial implies that M/≈ is definable in M via the map taking every a ∈ M to [a] ≈ , where [a] ≈ is the (singleton) ≈-class to which a belongs. Hence it suffices to show that M is definable in R eq . Observe that since C 1 is a reduct of R we can (and will) view (C 1 ) eq as a reduct of R eq . Also, since C 1 is canonically embedded in M eq we can (and will) assume that (C 1 ) eq ⊆ (M eq ) eq . Moreover, as C 1 is canonically embedded in M eq , for allc,c ∈ (C 1 ) eq , tp (C 1 ) eq (c) = tp (C 1 ) eq (c ) if and only if tp (M eq ) eq (c) = tp (M eq ) eq (c ).
Let p 1 , . . . , p s enumerate (without repetition) S M 1 (∅). For each p i choose a realization a i ∈ M of p i and enumerate (without repetition) crd(a i ) asb i . Then let q i = tp(b i ). Since M is ω-categorical and since C 1 is canonically embedded in M eq and C 1 is a reduct of R it follows that (for each i) the set q i (M eq ) is ∅-definable in M eq , C 1 and in R.
For each i, define an equivalence relation on q i (M eq ) as follows:x ∼ iȳ if and only if rng(x) = rng(ȳ). (The relation ∼ i can be extended to all |b i |-tuples of elements from M eq , R or C 1 , by saying that all |b i |-tuples outside of q i (M eq ) belong to the same class.) Note that ∼ i is a ∅-definable relation in R as well as in C 1 and in M eq . Hence, for every i, the set of ∼ i -classes of tuples in q i (M eq ) is a ∅-definable subset of R eq , of (C 1 ) eq and of (M eq ) eq .
For every i andb realizing q i let [b] i be its ∼ i -class. Then let
so X is a subset of R eq , (C 1 ) eq and of (M eq ) eq . Moreover, X is ∅-definable in R eq by some formula χ(x). Now we define a bijection g : M → X such that if f = g −1 then f has the required properties. For every a ∈ M define g(a) as follows: let i be such that M |= p i (a) and (using Lemma 3.7) letb enumerate crd(a) in such a way thatb realizes q i and let g(a) = [b] i . The surjectivity of g follows from the ω-homogeneity of M eq and the definition of X. Observe that if a ∈ M realizes p i andb enumerates crd(a) in such a way that it realizes q i then (by Lemma 3.5) acl(b) = acl(a) and
Since each ∼ i -class is finite we get acl (M eq ) eq ([b] i ) = acl (M eq ) eq (a). As we assume that the equivalence relation acl M (x) = acl M (y) has only singleton classes (and hence the same holds for acl (M eq ) eq (x) = acl (M eq ) eq (y) restricted to M ) it follows that g : M → X is bijective and a ∈ dcl (M eq ) eq (g(a)) for all a ∈ M . (In the general case, note that the equivalence relation acl M/≈ (x) = acl M/≈ (y) is trivial, by the definition of ≈.)
Let 0 < n < ω and a 1 , . . . , a n , a 1 , . . . , a n ∈ M . By the observations already made (following from the fact that C 1 is a reduct of R and C 1 is canonically embedded in M eq ) and in particular since a i ∈ dcl (M eq ) eq (g(a i )) for all i and similarly for a i we get: tp R eq (g(a 1 ), . . . , g(a n )) = tp R eq (g(a 1 ), . . . , g(a n )) =⇒ tp (C 1 ) eq (g(a 1 ), . . . , g(a n )) = tp (C 1 ) eq (g(a 1 ), . . . , g(a n )) =⇒ tp (M eq ) eq (g(a 1 ), . . . , g(a n )) = tp (M eq ) eq (g(a 1 ), . . . , g(a n )) =⇒ tp (M eq ) eq (a 1 , . . . , a n ) = tp (M eq ) eq (a 1 , . . . , a n ) =⇒ tp M (a 1 , . . . , a n ) = tp M (a 1 , . . . , a n ).
As R is homogeneous, every type over ∅ with respect to R eq which is realized by elements from X is isolated. Moreover, for each 0 < n < ω, only finitely many types from S R eq n (∅) are realized by n-tuples from X n . It follows that for every 0 < n < ω and p ∈ S M n (∅) there is a formula ϕ p (x 1 , . . . , x n ) without parameters in the language of R eq such that for all a 1 , . . . , a n ∈ M , M |= p(a 1 , . . . , a n ) ⇐⇒ R eq |= ϕ p (g(a 1 ), . . . , g(a n )).
This implies that M is definable in R eq via the map f = g −1 as in Definition 2.17. It remains to verify that f has the other properties stated in the proposition. Let c ∈ χ(R eq ), so c = [b] i for some i and someb ∈ q i (M eq ). From the definition of f it follows that rng(b) = crd(f (c)), so acl R eq (b) = acl R eq (crd(f (c))). As c = [b] i is a finite equivalence class we get acl R eq (c) = acl R eq (b) = acl R eq (crd(f (c))). In particular, acl R eq (c) ∩ R = acl R eq (b) ∩ R, and sinceb ∈ R where R is a binary random structure we get acl R eq (b)∩R = rng(b) = crd(f (c)). Hence acl R eq (c)∩R = crd(f (c)). This proves (1). Since f is bijective and the relation acl M (x) = acl M (y) has only singleton classes (by assumption) it follows (using Lemma 3.5 (ii)) that for all c, c ∈ χ(R eq ), c = c if and only if crd(f (c)) = crd(f (c )), so (2) is proved. For (3), suppose that c, c ∈ χ(R eq ) are distinct and that c ∈ acl R eq (acl R eq (c) ∩ R) = acl R eq (crd(f (c)) = acl R eq (c). Then crd(f (c )) = acl R eq (c ) ∩ R ⊆ acl R eq (c) ∩ R = crd(f (c)), so by (2), |acl R eq (c ) ∩ R| < |acl R eq (c) ∩ R|. This implies that tp R eq (c ) = tp R eq (c) whenever c, c ∈ χ(R eq ) are distinct and c ∈ acl R eq (acl R eq (c) ∩ R). It follows that c ∈ dcl R eq (acl R eq (c) ∩ R).
Observe that Proposition 3.8 proves part (i) of Theorem 1.2. We continue by proving part (ii) of Theorem 1.2. Therefore, we assume for the rest of the section that the equivalence relation acl M (x) = acl M (y) is trivial. Then there is an obvious bijection h : M/≈ → M such that for allā,b ∈ M/≈, tp(ā) = tp(b) if and only if tp(h(ā)) = tp(h(b)). Therefore Proposition 3.8 allows us to identify M with χ(R eq ) via the bijection h • f where χ and f are as that proposition. It follows that for every 0 < n < ω and
for the rest of this section we assume that M is a reduct of the canonically embedded structure of R eq with universe M = χ(R eq ). Note that the indentification h(f (c)) = c for all c ∈ χ(R eq ) together with (1) of Proposition 3.8 implies that for all a ∈ M , crd(a) = acl R eq (a) ∩ R.
Part (3) of Proposition 3.8 and the new assumptions imply that (3.5) for every a ∈ M , a ∈ dcl R eq (crd(a)).
Lemma 3.9. Let a ∈ M and crd(a) = {b 1 , . . . , b m }, where the elements are enumerated without repetition. Then for every nontrivial permutation π of {1, . . . , m},
The proof of Lemma 3.9 is given in Section 4, but now we derive a corollary of it.
Corollary 3.10. For every a ∈ M , crd(a) ⊆ dcl R eq (a).
Proof. Let a ∈ M and crd(a) = {b 1 , . . . , b m }. If b i / ∈ dcl M eq (a) for some i, then tp R eq (a, b i ) = tp R eq (a, b j ) for some j = i, from which it follows (using that R eq is ω-homogeneous) that there is a nontrivial permutation π of {1, . . . , m} such that (1) , . . . , b π(m) ) which contradicts Lemma 3.9. Now we are ready to prove the remaining parts of the main results (and when stating them we repeat the assumptions made in the beginning of this section). Theorem 1.2 Suppose that M is a structure which is countable, binary, homogeneous, simple and 1-based with height 1. Let ≈ denote the equivalence relation 'acl M (x) = acl M (y)'. (i) Then there is a binary random structure R such that M/≈ is definable in R eq .
Proof. As mentioned above, part (i) follows from Proposition 3.8. So it remains to prove (ii) and for this we adopt the assumption that the equivalence relation ≈ is trivial, as well as all other assumptions that have been made earlier in this section. The proof is similar to the proof of Proposition 3.8. The essential difference is that the assumption that ≈ is trivial together with Lemma 3.9 allows us to reach a stronger conclusion than in Proposition 3.8.
Let p 1 , . . . , p s enumerate S M 1 (∅). For each 1 ≤ i ≤ s choose a realization a i ∈ M of p i and then choose an orderingb i of crd(a i ). For each i, let θ i isolate tp R eq (a i ,b i ) and let
By (3.5), for everyb ∈ X there is a unique a ∈ M such that R eq |= θ i (a,b) for some i. For everyb ∈ X we let f (b) = a for the unique a ∈ M such that R eq |= θ i (a,b) for some i. Since crd(a) exists as a subset of C 1 = R for every a ∈ M it follows that f : X → M is surjective. Now we claim that f is injective. For ifb,b ∈ X and
and tp R eq (a,b ) = tp R eq (a j ,b j ) from which it follows that tp R eq (a i ) = tp R eq (a j ) and rng(b) = crd(a) = rng(b ). From the construction it now follows that i = j and hence tp R eq (a,b) = tp R eq (a,b ). By Corollary 3.10, rng(b) ⊆ dcl R eq (a) and rng(b ) ⊆ dcl R eq (a) so we must haveb =b .
Let
. From the definition of f , its graph is a ∅-definable relation, which implies (since f is bijective between two ∅-definable subsets of R eq ) that rng(b i ) ⊆ dcl R eq (f (b i )) and f (b i ) ∈ dcl R eq (b i ) for each i, and similarly for eachb i . This implies that
Since R and M are homogeneous and hence ω-categorical, there is for every 0 < n < ω and formula ξ(x 1 , . . . , x n ) in the language of M a formula ξ (x 1 , . . . ,x n ) in the language of R such that for allb 1 , . . . ,b n ∈ ϕ i (R), M |= ξ(f (b 1 ), . . . , f (b n )) if and only if R |= ξ (b 1 , . . . ,b n ). By Lemma 2.18, M is strongly interpretable in R. Theorem 1.1 Suppose that M is a structure which is countable, binary, homogeneous, primitive, simple and 1-based. Then M is strongly interpretable in a binary random structure.
Proof. Suppose that M satisfies the assumptions of the Theorem 1.1. The primitivity of M implies that the equivalence relation acl M (x) = acl M (y) is trivial, because it is ∅-definable in M. Therefore Theorem 1.1 is a direct consequence of Lemma 3.3 and Theorem 1.2. 
Proof of Lemma 3.9
In this section we prove Lemma 3.9, so all assumptions in Section 3 up to the Lemma 3.9 apply in this section, including the conventions of Notation 3.1. In particular we recall that R is a binary random structure and C 1 is the canonically embedded structure of M eq with universe C 1 . Proof. As usual we use the facts from Section 2 without further reference. The lemma is trivial if m = 1, so we assume that m ≥ 2. Let a ∈ M and let crd(a 1 ) = {b 1 , . . . , b m }.
Towards a contradiction, suppose that there is a nontrivial permutation π of {1, . . . , m} such that
To simplify notation and witout loss of generality, (4.2) we assume that π(1) = 2.
(Otherwise just reorder {b 1 , . . . , b m } and modify π accordingly.) From (4.1) and (4.2) we get
As R is a binary random structure there is b 2 ∈ R such that
If m > 2, then, by using that R is a random structure again, we find distinct elements Since C 1 is a reduct of R we can replace 'tp R ' with 'tp C 1 ' everywhere in (4.4), (4.5) and (4.6). Moreover, as C 1 is a canonically embedded structure of M eq , we can replace 'tp C 1 ' with 'tp' (which abbreviates 'tp M eq '), so altogether we get As the equivalence relation acl M (x) = acl M (y) is assumed to be trivial it follows from Lemma 3.5 that a 0 = a, a 0 = a and a 0 = a . Therefore (4.8) implies that tp(a, a ) = tp(a, a * ) and tp(a , a ) = tp(a , a * ), and hence
As M is a homogeneous and binary we get
and hence tp(a, a , a ) = tp(a, a , a * ). Since (by definition) crd(a) = acl(a) ∩ C 1 and similarly for a , a and a * , there are permutations σ 1 , σ 2 , σ 3 of {1, . . . , m} such that
We have
by the choice of these elements. This contradicts (4.9).
Examples: line structures
In this section we show how to construct countable, binary, homogeneous, simple, 1-based structures with height 1 and the property that there is no ∅-definable equivalence relation with only finite classes. It follows from previous results in this article that by possibly taking a reduct at the end of the construction we can get all such structures in this way, as stated by Proposition 5.2. The section ends with a problem. We call a structure rigid if it has only one nontrivial automorphism.
Construction of a line structure: The construction starts from the following input:
(1) A binary vocabulary V 0 .
(2) A finite number of rigid mutually nonisomorphic V 0 -structures L 1 , . . . , L k (with nonempty universes). Any structure isomorphic to some L i will be called a line.
We call this ordering the canonical ordering of L i . (4) A 1-adequate class P 2 of V 0 -structures which contains some 2-structure and such that, for every i = 1, . . . , k, every 2-substructure of L i belongs to P 2 . (If every L i has cardinality 1, then the latter condition is satisfied for trivial reasons.) Suppose that L is a line. By the rigidity of lines, there is a unique i and a unique isomorphism π : L i → L. The ordering (π(l i,1 ) , . . . , π(l i,m i )) of the universe of L is called the canonical ordering of L. Let RP 2 be the class of all finite V 0 -structures A such that for i = 1, 2 every i-substructure of A is isomorphic to some member of P 2 . Observe that L i ∈ RP 2 for every i = 1, . . . , k. As we have already seen in Section 2.4, RP 2 has HP and AP, so we let R be the Fraïssé limit of RP 2 .
Let m = max{m 1 , . . . , m k } (where m i = |L i |). For any i, j ∈ {1, . . . , m}, we call a type p(x 1 , . . . , x i , y 1 , . . . , y j ) ∈ S R i+j (∅) a line relation if there are lines L, L ⊆ R such that if their universes are canonically ordered asl,l , respectively, then R |= p(l,l ). Similarly, if i ∈ {1, . . . , m}, we call a type p(x 1 , . . . , x i ) ∈ S R i (∅) a line relation if there is a line L ⊆ R such that if its universe is canonically ordered asl, then R |= p(l). By the homogeneity of R, S R i+j (∅) is finite for all 0 ≤ i, j ≤ m, so there are only finitely many line relations. Let the line vocabulary be V = Q p : 0 ≤ i, j ≤ m and p ∈ S R i+j (∅) is a line relation , where each Q p is a unary or binary relation symbol. The line structure for the given input is the V -structure M defined as follows:
• The universe of M is M = {L : L ⊆ R and L is a line} • For every Q p ∈ V and all L, L ∈ M , M |= Q p (L, L ) if and only if R |= p(l,l ) wherel andl are the canonical orderings of L and L , respectively. Using the facts that lines are rigid and that R is a binary random structure, it is straightforward to show that M is a homogeneous structure. By Lemma 2.14, R is simple, has SU-rank 1, trivial dependence and is 1-based. Since M is clearly strongly interpretable in R, it follows that M is simple, 1-based, with trivial dependence. Moreover, M ⊆ acl R eq (R) so M has height 1, and clearly all classes of the equivalence relation acl M (x) = acl M (y) are singletons.
Remark 5.1. (i) If all lines have cardinality 1, then the line structure M is a binary random structure, because we can then identify lines with elements in R.
(ii) If at least one L i has cardinality greater than 1, then (by the Lascar inequalities [31] , Theorem 5.1.6) M has SU-rank greater than 1 and is thus not a binary random structure. (iii) If there are at least two sorts of lines or if |L i | > 1 for some i, then M is not primitive. This is obvious if there are at least two sorts of lines, since then M has at least two different complete 1-types over ∅. Now suppose that |L| > 1 for some line L and letl = (l 1 , . . . , l m ) be the canonical ordering of L. By the rigidity of lines, l i ∈ dcl R (l) for each i = 1, . . . , m. Therefore a nontrivial equivalence relation on lines of the same type as L can be defined (without parameters) in M: let two such lines be related if they intersect in precisely the first element in their respective canonical orderings. (iv) The terminology 'line structure' is chosen because of the similarity to line graphs [8] .
Proposition 5.2. (i) Suppose that M is countable, binary, homogeneous, simple and 1-based with height 1 and that the equivalence relation acl M (x) = acl M (y) is trivial. Then M is a reduct of a line structure.
(ii) If M is countable, binary, homogeneous, primitive, simple and 1-based, then M is a reduct of a line structure.
Proof. Part (ii) follows from Lemma 3.3 and part (i), so it remains to prove part (i). Suppose that M is countable, binary, homogeneous, simple and 1-based with height 1 and that the equivalence relation acl M (x) = acl M (y) is trivial. By Theorem 1.2 (ii), there is a binary random structure R such that M is strongly interpretable in R. It follows (we omit the details) that every a ∈ M can be identified with a tuple of distinct elements from R. Since R is homogeneous it has elimination of quantifiers, so Lemma 3.9 implies that if a ∈ M andb ∈ R is the tuple of distinct elements with which a is identified, then the substructure of R with universe rng(b) is rigid. So every a ∈ M can be identified with a finite rigid substructure L a ⊆ R in such a way that for all a, b, a , b ∈ M , if tp R (l a ,l b ) = tp R (l a ,l b ), wherel a is the canonical ordering of L a and similarly for b, a and b , then tp M (a, b) = tp M (a , b ). Let p 1 , . . . , p k enumerate S M 1 (∅) and let a 1 , . . . , a k ∈ M realize p 1 , . . . , p k , respectively. If, for each i, L i is the line that is identified with a i and N is the line structure obtained from from the lines L 1 , . . . , L k , then M is a reduct of N . Problem 5.3. Does there exist a countable, binary, homogeneous, primitive, simple and 1-based structure which is not a binary random structure? If such a structure exists, then, by Remark 5.1 and Proposition 5.2, it cannot be a line structure, but it must be a reduct of a line structure.
