In this paper, we present the following results: (1) We propose a new dynamic compressed index of O(w) space, that supports searching for a pattern P in the current text in O(|P | log w +log w log |P | log N (log * M ) 2 + occ log N ) time and insertion/deletion of a substring of length y in O((y + log N log * M ) log w log N log * M ) time, where N is the length of the current text, M is the maximum length of the dynamic text, z is the size of the Lempel-Ziv77 (LZ77) factorization of the current text, and w = O(z log N log * M ). (2) We propose a new space-efficient LZ77 factorization algorithm for a given text of length N , which runs
Introduction

Dynamic compressed index
In this paper, we consider the dynamic compressed text indexing problem of maintaining a compressed index for a text string that can be modified. Although there exits several dynamic non-compressed text indexes (see e.g. [17, 2] for recent work), there has been little work for the compressed variants. Hon et al. [7] proposed the first dynamic compressed index of O( 1 ǫ (N H 0 + N )) bits of space which supports searching of P in O(|P | log 2 N (log ǫ N + log |Σ|) + occ log 1+ǫ N ) time and insertion/deletion of a substring of length y in O((y + √ N ) log 2+ǫ N ) amortized time, where 0 < ǫ ≤ 1 and H 0 ≤ log |Σ| denotes the zeroth order empirical entropy of the text of length N [7] . Salson et al. [19] also proposed a dynamic compressed index, called dynamic FM-Index. Although their approach works well in practice, updates require O(N log N ) time in the worst case. To our knowledge, these are the only existing dynamic compressed indexes to date.
In this paper, we propose a new dynamic compressed index, as follows: Since z ≥ log N , log w = max{log z, log(log * M )}. Hence, our index is able to find pattern occurrences faster than the index of Hon et al. when the |P | term is dominating in the pattern search times. Also, our index allows faster substring insertion/deletion on the text when the √ N term is dominating.
Related work. Our data structures are based on the data structure presented by Alstrup et al. [1] , which was originally designed for pattern matching on a dynamic sequence of strings. The data structure of Alstrup et al. [1] requires at least Ω(N ′ log N ′ ) bits of space, where N ′ is the total length of the strings in the current sequence, and hence it is not compressed. Our dynamic compressed index improves the space bound, while using more pattern search time.
Technically speaking, our index has close relationship to the ESP-index [20] . There are two major differences between ours and theirs: The first difference is that our index is dynamic but the ESP-index is static. The second difference is that the pattern search time of the ESP-index is proportional to the number occ c of occurrences of the so-called "core" of a query pattern P , which corresponds to a maximal subtree of the ESP derivation tree of a query pattern P . If occ is the number of occurrences of P in the text, then it always holds that occ c ≥ occ, and occ c cannot be upper bounded by occ. In contrast, as can be seen in Theorem 1, the pattern search time of our index is proportional to the number occ of occurrences of a query pattern P . This became possible due to our discovery of a new property of the signature encoding [1] (stated in Lemma 7) . In relation to our problem, there exists the library management problem of maintaining a text collection (a set of text strings) allowing for insertion/deletion of texts (see [15] for recent work). While in our problem a single text is edited by insertion/deletion of substrings, in the library management problem a text can be inserted to or deleted from the collection. Hence, algorithms for the library management problem cannot be directly applied to our problem.
Applications and extensions
LZ77 factorization in small space. As an application to our dynamic compressed index, we present a new LZ77 factorization algorithm for a string T of length N , running in O(N log w + z log w log 3 N (log * N ) 2 ) time and O(w) working space. Goto et al. [6] showed how, given the grammar-like representation for string T generated by the LCA algorithm [18] , to compute the LZ77 factorization of T in O(z log 2 m log 3 N + m log m log 3 N ) time and O(m log 2 m) space, where m is the size of the given representation. Sakamoto et al. [18] claimed that m = O(z log N log * N ), however, it seems that in this bound they do not consider the production rules to represent maximal runs of non-terminals in the derivation tree. The bound we were able to obtain with the best of our knowledge and understanding is m = O(z log 2 N log * N ), and hence our algorithm seems to use less space than the algorithm of Goto et al. [6] . Recently, Gagie [5] presented an algorithm to compute an approximation of the LZ77 factorization in O(N 1+ǫ ) time and O(z/ǫ) space, where 0 < ǫ ≤ 1. The output of his algorithm consists of O(z/ǫ) factors. Longest common extensions. Furthermore, we consider the longest common extension (LCE) problems on: an uncompressed string T of length N ; a grammarcompressed string T represented by an straight-line program (SLP) of size n, or an LZ77-compressed string T with z factors. Bille et al. [3] showed a Monte Carlo randomized data structure built on a given SLP of size n which supports LCE queries in O(log N log ℓ) time, where ℓ is the output of the LCE query and N is the length of the uncompressed text. Their data structure requires only O(n) space, but requires O(N ) time to construct. We present a new LCE data structure using compressed space, namely O(w) space, supporting LCE queries in O(log N log * N ) time. We show how to construct this data structure in O(N log w) time given an uncompressed string of length N , O(n log log n log N log * N ) time given an SLP of size n, and O(z log w log N log * N ) time given the LZ77 factorization of size z. We remark that all of our solutions are deterministic, and permits us faster LCE queries than the data structure of Bille et al. [3] when log * N = o(log ℓ) which in many cases is true.
All proofs omitted due to lack of space can be found in the appendices.
Preliminaries
Let Σ be an ordered alphabet and $ be the lexicographically largest character in Σ. An element of Σ * is called a string. For string w = xyz, x is called a prefix, y is called a substring, and z is called a suffix of w, respectively. The length of string w is denoted by |w|. The empty string ε is a string of length 0, that is, 
where each X i is a distinct variable and each expr i is either expr i = X ℓ X r (1 ≤ ℓ, r < i), or expr i = a for some a ∈ Σ. Note that X n derives only a single string w and, therefore, we view the SLP as a compressed representation of the string w that is derived from the variable X n . The length N of the string w can be as large as 2 n−1 . However, it is always the case that n ≥ log N . For any variable X i , let val (X i ) denote the string that is derived from variable X i . Therefore, val (X n ) = w.
In this paper, we deal with a dynamic text, namely, we allow for insertion/deletion of a substring to/from an arbitrary position of the text. Let M be the maximum value of the sum of the lengths of strings to maintain. Our model of computation is the unit-cost word RAM with machine word size of log 2 M bits, and space complexities will be evaluated by the number of machine words. Bit-oriented evaluation of space complexities can be obtained with a log 2 M multiplicative factor. Definition 1 (Lempel-Ziv77 Factorization [21] ). The Lempel-Ziv77 (LZ77) factorization of a string s without self-references is a sequence f 1 , . . . , f k of nonempty substrings of s such that s = f 1 · · · f k , f 1 = s [1] , and for
Lemma 1 ( [13, 1] ). Let W denote a non-negative integer and let p = p 1 · · · p n denote an integer sequence, called a W -colored sequence, where p i = p i+1 for any 1 ≤ i < n and 0 ≤ p j ≤ W for any 1 ≤ j ≤ n. For every W there exists a function f :
where ∆ L = log * W + 6, ∆ R = 4, andp j = p j for all 1 ≤ j ≤ n,p j = −1 otherwise. Furthermore, d can be computed in O(n) time and o(log W ) space.
Let Eblock d (p) be the function that decomposes p into a sequence q 1 , . . . , q j of substrings of p, such that p = q 1 · · · q j and q i is in the decomposition iff d[|q 1 · · · q i−1 | + 1] = 1 for any 1 ≤ i ≤ j. We omit d and write Encblock (p) when it is clear from the context. Let |Eblock (p)| = j and let Eblock (s)[i] = q i . See also Example 2 in Appendix E.
For a string s, let Epow (s) be the function which groups each maximal run a same character a as a r , where r is the length of the run. Epow (s) can be computed in O(|s|) time. Let |Epow (s)| denote the number of maximal runs of same characters in s and let Epow (s)[i] denote i-th maximal run in s.
Alstrup et al.'s data structure
In this section, we recall the data structure of Alstrup et al. [1] on which our data structures are based. Their data structure was originally designed for pattern matching on a dynamic sequence of strings. Their dynamic index uses Ω(|T |) space, however, by removing the support of their pattern matching query, we get their data structure which represents a dynamic text T and supports text edit operations in compressed space.
Signature encoding
of assignments such that each e i is a distinct positive integer called a signature and xexpr i is in one of the following forms:
(a ∈ Σ), e l e r (l, r < i, e l , e r ∈ E D and e l = e r ), e k j (j < i, e j ∈ E D and k > 1), where E D denotes the set of signatures in D. Let Assgn D be a function such that
We define the function Sig D :
as follows: If there exists an assignment e → x in D, then Sig D (x) = e. If x = e 1 · · · e k with e 1 , . . . , e k ∈ E D , 3 ≤ k ≤ 4, and e i = e i+1 for 1 ≤ i ≤ k − 1, then Sig D (x) = Sig D (Sig D (e 1 e 2 )e 3 · · · e k ). If k > 4, then Sig D (x) is not defined. Otherwise, Sig D (x) = x. When clear from the context, we write Sig D and Assgn D as Sig and Assgn, respectively.
We define the function val :
, then we say that p represents string s.
Alstrup et al. showed how to represent a sequence s 1 $, . . . , s k $ of strings using a signature dictionary D, where each string in F terminates with a special end-marker $ which appears nowhere else in the string. In so doing, we restrict the signature dictionary D so that each signature e i ∈ E D satisfies one of the two following conditions: (1) there exists an assignment e j → xexpr j in D such that j > i and the right-hand side xexpr j contains e i , or (2) there exists an assignment e i → e l e r ∈ D such that e l ∈ E D and e r → $ ∈ Σ. We say that the signature dictionary D represents the sequence s 1 $, . . . , s k $ of strings if for any s$ in the sequence there exists a unique signature e ∈ E D such that val (e) = s$. We then write F D = s 1 $, . . . , s k $ . For each string s$ in F D , the signature id (s$) representing s$ is determined by a process called signature encoding which constructs a hierarchy of sequences of signatures in E D + inductively, as follows:
where h is the minimum integer satisfying |Pow s h | = 1. We remark that Shrink s
Since we handle strings of length at most M , the values of signatures in E D can be bounded by 2M − 1. We also remark that the inputs of the Encblock function above are sequences of signatures. Hence, ∆ L of Lemma 1 is bounded by log * 2M + 6 = O(log * M ).
By the definition of the signature encoding, for each string s in F D , we can induce a tree for s from D and id (s), like the derivation tree of a context-free grammar which generates only s. We call this tree the signature tree of s. See Fig. 4 which illustrates a signature tree. For e i , e j ∈ E D , let vOcc(e i , e j ) be the set of positions of the leftmost leaves of the subtrees rooted at the nodes labeled with e i in the leaves of the signature tree of val (e j ). Namely,
otherwise.
Let |vOcc D (e)| = k j=1 |vOcc(e, id (s j $))|, where F D = s 1 $, . . . , s k $ . We consider the following update operations on F D , which actually invoke updates of D. The operation REMOVE was not explicitly mentioned in [1] , but were implicitly supported by the non-persistent version of their data structure. See also Example 1 in Appendix E for an example of the above operations.
During updates, a new assignment e → xexpr is appended to D whenever it is needed, where e is the smallest positive integer that has not been used as a signature. Also, a signature is deleted as soon as it disappears from the signature trees of any strings in F D . We remark that we do not consider reusing these deleted integers. Note also that a new string is not appended to F D if it already exists in F D . In the next subsection, we describe how to implement D.
Lemma 2 ([1]
). Let D be a signature dictionary based on signature encoding, and let D ′ be the result of applying the CONCAT or SPLIT operation to D.
Lemma 3 ([16]
). Let T denote a string of length N and let D denote a signature dictionary based on signature encoding for
Lemma 4 ( [16] ). Let s be any string in F D , and let id (s) = e. Let p be any nonempty substring of s. Then, for any 1 ≤ i ≤ |val (e)| with val (e)[i..i + |p| − 1] = p, there exists a common sequence v = e 1 , . . . , e d of signatures in the signature tree of s such that:
The sequence v of signatures in Lemma 4 is called a common sequence of p = val (e)[i.
Data structure for D
To process operations for a signature dictionary D with signature encoding efficiently, we introduce a data structure H for D. H consists of two data structures. Let w = |E D |. The first data structure is a balanced binary search tree for D, which is used to compute Sig(x) for a given x ∈ Σ ∪ E D + ∪ (E D × N ), and/or to remove an assignment from D in O(log w) time. The second data structure is a DAG of total size O(w) that is a compact representation of the set of signature trees of signatures in E D . Each node represents a signature in E D and out-going edges represent the assignments in D. For example, if there exists an assignment e i → e l e r , the edge from e r to e i is associated with it. For each node of signature e, we also associate |val (e)|. Once the node corresponding to a signature is identified, the DAG can be used to traverse any path in the signature tree in time linear in the length of the path. Each node will also hold information of incoming edges in order to compute vOcc(e i , e j ) and to dynamically maintain D. See also Fig. 5 in Appendix E which illustrates an example of the above DAG.
If a data structure H to maintain D requires O(a) time to compute Sig(x) for any x ∈ Σ ∪ E D + ∪ (E D × N ) or to update the data structure with any operation on F D , and occupies O(b) space, then we say that it is an H(a, b) signature dictionary. It follows from the arguments in the previous paragraph that there exists a deterministic H(log w, w) signature dictionary 3 .
Compressed dynamic index
In this section, we present how to build a dynamic compressed index based on the signature encoding of Section 3.
First, we show our results on construction of an H(log w, w) signature dictionary for F D . It can be constructed from various types of inputs, such as (1) a plain (uncompressed) string T , (2) the LZ77 factorization of T , and (3) an SLP which represents T , as summarized by the following theorem. 
In the static case, the M term of Theorem 2 can be replaced with the total length N of static strings.
Static index
In this subsection, we show how to build a static index using the signature encoding, on which our dynamic index will be based. We describe an H(log w, w) index for F D = T $ which computes Occ(P, T ) for a given pattern P . We will use operation STRING to temporarily add a query pattern P to our data structure. The query pattern P will be deleted by operation DELETE immediately after the search for P has been finished. To describe the search algorithm, we define the following functions. Definition 2. Let E xy denote the set of signatures {e | e ∈ E D , e → a ∈ Σ}. For a signature e ∈ E xy , let e.left and e.right denote val (e l ) and val (e r ) respectively if e → e l e r . If e → q r , then e.left = val (q) and e.right = val (q r−1 ).
Definition 3. For a string P with |P | > 1, integers i, k ∈ N , a signature e ∈ E xy and a set P = {1, · · · , |P | − 1} of integers, let
Note that for a signature e → q r and a string P , if there exists an integer
The following observation is clear from the above definitions.
When |P | > 1, we can compute PrimOcc D (P, i) efficiently by a 2D range reporting query as in the primary search algorithm for SLPs proposed by Claude and Navarro [4] . Lemma 6. Let P be a pattern with |P | > 1. There exists a data structure for D based on H(log w, w), which finds PrimOcc D (P, i) from a given id (P ) and an integer i in O(log w log |P | log N (log * M ) 2 + occ(log w/ log log w)) time, occupying O(w) space. We can update this data structure in O(log w log N log * M ) amortized time when a signature is inserted into or deleted from E D .
Speeding up pattern matching
We could compute Occ(P, T ) by using the data structure of Lemma 6 for each 1 ≤ i < |P | as in previous approaches [4] . Here we present two new ideas: (1) Efficient computation of 2D range reporting queries in Lemma 6 using LCE queries (Lemma 10) in compressed space. 
We can compute P ′ by the following lemma.
Therefore we can get the following lemma by Lemmas 6, 7, 8 and a short proof. 
Dynamic Index
We can dynamize our static index of the previous subsections as follows : Let 
Applications
In this section, we present a number of applications of the data structures of Sections 3 and 4.
The first is an application of signature dictionaries to the longest common extension queries, which is summarized in the next lemma. Theorems 5-9 are applications to compressed string processing (CSP), where the task is to process a given compressed representation of string(s) without explicit decompression.
Theorem 5. Given an SLP S of size n representing a string of length N , we can construct, in O(n log log n log N log * N ) time, a data structure which occupies O(n log N log * N ) space and supports LCP(X i , X j ) and LCS(X i , X j ) queries for variables X i , X j in O(log N ) time. The LCP(X i , X j ) and LCS(X i , X j ) query times can be improved to O(1) using O(n log n log N log * N ) preprocessing time. Theorem 6. Given an SLP S of size n representing a string T of length N , there is a data structure which occupies O(z log N log * N + n) space and supports queries LCE(
The data structure can be constructed in O(n log log n log N log * N ) preprocessing time and O(n log N log * N ) working space, where z ≤ n is the size of the LZ77 factorization of T .
Let h be the height of the derivation tree of a given SLP S. Note that h ≥ log N . Matsubara et al. [12] showed an O(nh(n+ h log N ))-time O(n(n+ log N ))space algorithm to compute an O(n log N )-size representation of all palindromes in the string. Their algorithm uses a data structure which supports in O(h 2 ) time, LCE queries of a special form LCE(X i , X j , 1, p j ) [14] . This data structure takes O(n 2 ) space and can be constructed in O(n 2 h) time [11] . Using Theorem 6, we obtain a faster algorithm, as follows: A non-empty string s is called a Lyndon word if s is the lexicographically smallest suffix of s. The Lyndon factorization of a non-empty string w is a sequence of pairs (|f i |, p i ) where each f i is a Lyndon word and p i is a positive integer such that w = f p1 1 · · · f pm m and f i−1 is lexicographically smaller than f i for all 1 ≤ i < m. I et al. [8] proposed a Lyndon factorization algorithm running in O(nh(n + log n log N )) time and O(n 2 ) space. Their algorithm use the LCE data structure on SLPs [9] which requires O(n 2 h) preprocessing time, O(n 2 ) working space, and O(h log N ) time for LCE queries. We can obtain a faster algorithm using Theorem 6.
Theorem 8. Given an SLP of size n representing a string of length N , we can compute the Lyndon factorization of the string in O(n(n + log n log N log * N )) time and O(n(n + log N log * N )) space.
We can also solve the grammar compressed dictionary matching problem [10] with our data structures. We preprocess an input dictionary SLP (DSLP) G, m with n productions that represent m patterns. Given an uncompressed text T , the task is to output all occurrences of the patterns in T . Theorem 9. Given a DSLP G, m of size n that represents a dictionary Π G,m for m patterns of total length N , we can preprocess the DSLP in O((n log log n + m log m) log N log * N ) time and O(n log N log * N ) space so that, given any text T in a streaming fashion, we can detect all occ occurrences of the patterns in T in O(|T | log m log N log * N + occ) time.
It was shown in [10] that we can construct in O(n 4 log n) time a data structure of size O(n 2 log N ) which finds all occurrences of the patterns in T in O(|T |(h + m)) time, where h is the height of the derivation tree of DSLP G, m . Note that our data structure of Theorem 9 is always smaller, and runs faster when h = ω(log m log N log * N ).
A Appendix : Dynamic Index
A.1 Proof of Lemma 6
To prove Lemma 6, we use the following known results.
Definition 4 (Dynamic Two-Dimensional Orthogonal Range Reporting Problem). This problem is to maintain a data structure for a dynamic set S of points in 2D which supports the following range reporting query : given a query rectangle (x 1 ,
In addition, insertion and deletion of points on S must be supported efficiently.
Lemma 11 ([24]
). There exists the data structure for the two-dimensional orthogonal range reporting problem which supports range reporting queries in O(log n + occ(log n/ log log n)) time, and insertion/deletion of a point in amortized O(log n) time, where occ is the number of the elements to output and n = |S|. This structure uses O(n) space.
Definition 5 (Order Maintenance Problem). This problem is to maintain a data structure for a dynamic list V which supports the following operations and queries. For any string w, let w R denote the reversed string of w, that is, w R = w[|w|] · · · w[2]w [1] .
If a string w is lexicographically smaller than another non-empty string u, then we write w ≺ u or u ≻ w. We write w ≺ R u iff w R ≺ u R , and ≺ R is called the reversed lexicographical order of strings.
We are ready to show Lemma 6.
Proof. Now, we describe the data structure of Lemma 6. This data structure maintains a 5-tuple (E x , E y , V x , V y , A), where: E x = e 1 , · · · , e d is the permutation of E xy with d = |E xy |, such that e i .left R e j .left for 1 ≤ i < j ≤ d. We maintain E x by a balanced binary search tree. Similarly, E y is also the permutation of E xy such that e i .right e j .right for 1 ≤ i < j ≤ d. V x and V y are the order maintenance data structures of E x and E y of Lemma 12, respectively. We store each signature in E xy in a 2D plane based on E x and E y , and let S be the set of these points. A is the data structure of Lemma 11 for the set S of points. Note that the total space is O(w). We remark that E x and E y will be used to compute the query rectangle from a given pattern, and V x and V y will be used to compare any two elements in constant time for A.
Next we describe the search algorithm which finds PrimOcc D (P, i) from given an integer i and signature id (P ). We compute the minimum and maximum integers x, x ′ such that P [..i] R e x .left R e x ′ .left R $P [..i] on E x , by a binary search combined with LCE queries of Lemma 10. Similarly, we compute the minimum and maximum integers y, y ′ such that P [i+1..] e y .right e y ′ .right P [i + 1..]$ on E y . We use a range report query with a rectangle (e x , e x ′ , e y , e y ′ ) and let G denote the answers. Then, PrimOcc D (P, i) = {(e, i) | e ∈ G}. Therefore, the total running time is O(log w log |P | log N (log * M ) 2 + occ(log w/ log log w)) time.
Next we consider the update time of the data structure. The bottle neck is the update time of E x and E y , which takes O(log w log N log * M ) time per signature using a binary search combined with LCE queries of Lemma 10.
Therefore Lemma 6 holds. ⊓ ⊔
A.2 Proof of Lemma 4
Although Lemma 4 was established in [16] , here we provide a proof of the lemma for completeness. Some of the lemmas to be established in this appendix will also be used to show other properties later.
In this subsection, we show that there exists a common sequence of P for any string P . The idea is that we introduce a new signature encoding for any string P by XShrink and XPow Proof. Let u be a character sequence, a block sequence, or a run sequence. Let Sig + (u) = Sig(u [1] ), · · · , Sig(u[|u|]). Let∆ L = ∆ L and∆ R = 1 + ∆ R . Let g(p) denote a function defined by the function f in Lemma 1 which, given M -colored sequence p, returns the bit sequence d. The following observation holds from Lemma 1. Lemma 13. Let s 1 denote an integer sequence such that |s 1 | >∆ L +∆ R +3 and ∆ 1 L ,∆ 1 R denoteL,R in CEncb(s 1 ), respectively. (1) For any integer sequence
Proof. This is true by Observation 2. ⊓ ⊔ Definition 6. For a string P , let
for t >ĥ P ,
where ω
denoteL,R in CEncb(XPow P t )), respectively. Proof. Follows immediately from Lemma 13 and the definition of the signature encoding. See also Fig. 1 . Note that for any integer i such that Shrink s
⊓ ⊔ Fig. 1 . The relation between XShrink P t and XPow P t−1 .
] is encoded as a block of LShrink 
Note that val (Uniq(P )) = P and |Epow (Uniq(P ))| = O(log |P | log * M ). We handle Uniq(P ) as a common sequence of P because this signature sequence satisfies all conditions of Lemma 4 by Lemma 14. See also Fig. 2 for an example of U niq(P ). ⊓ ⊔
A.3 Proof of Lemma 7
Proof. Consider the common sequence of P of Lemma 4 and see also Fig. 2 . Assume that there exists an integer i and a signature e ∈ E xy such that (e, i) ∈ PrimOcc D (P ) and i ∈ P ′ . We consider two cases on i: Case (1) 
Therefore, Lemma 7 holds. Occ(P, T ) = {j + k − 1 | e ∈ E P , j ∈ PowOcc D (e, 1, P ), k ∈ vOcc(e, id (T ))}, Fig. 2 . The abstract image of signature tree of s$ and the common sequence of P . The endmarker $ is omitted for simplicity. The gray intervals show XShirnk P t and XPow P t . h and h P are the minimum integers such that |Pow s h | = 1 and |Epow (XShrink h P P )| ≤ ∆L +∆R + 3, respectively. s = sLP sR, where |sL| = i − 1. Let u = Uniq(P ) denote the common sequence of P , then Epow (u) = v1, · · · , v16. Note that val(v1, · · · , v16) = P . Let e → e l er, where val (e) = s, e l = s[..i + p − 1] and p = |val (v1, · · · v6)|, then (e, p) ∈ PrimOccD(P ), where FD = s$ . Note that j ∈ P ′ = {|val (v1)|, · · · , |val (v1, · · · , v15)|} for any j such that (ex, j) ∈ PrimOccD(P ) and ex ∈ Exy, because v1, · · · , v15 occur in the signature tree of s$.
where E P = {e | e ∈ E D , e → q c , c ≥ r}. We can compute E P in O(|E P | + log N ) time from given id (P ). To do so, for each q ∈ E D , we consider the set {e | e ∈ E D , e → q c , c > 0} of signatures, and maintain a balanced binary search tree for this set, where the comparisons are based on the values of c. Therefore Lemma 9 holds. ⊓ ⊔
B Appendix: LZ77 Factorization
B.1 Proof of Theorem 3
For integers j, k with 1 ≤ j ≤ j + k − 1 ≤ N , let Fst(j, k) be the function which returns the minimum integer i such that i < j and T [i..i + k − 1] = T [j..j + k − 1], if it exists. Then, we get the following observation.
Observation 3 Let f 1 · · · f z be the LZ77-Factorization of a string T . Given f 1 · · · f i−1 , we can compute f i with O(log |f i |) calls of Fst(j, k) (by doubling the value of k, followed by a binary search), where j = |f 1 · · · f i−1 | + 1.
Therefore we can get Theorem 3 from the following lemma. Proof. We define e.min = min vOcc(e, id (T )) + |e.left| for signature e ∈ E xy and FstOcc(P, i) for a string P and an integer i as follows:
Then we represent Fst (j, k) by FstOcc(P, i) as follows.
where P is the set of integers of Lemma 7 with |P| = O(log |T [j..j+k−1]| log * N ). Now we describe a data structure which returns FstOcc(P, x) from a given P and x. Recall E xy represented on a plane and the range reporting described in Lemma 6. We define the weight of signature e to be e.min. Then Fst(j, k) equals the minimum weight of the points in the given rectangle of Lemma 6. To retrieve only such a point, we can use the following result: We remark that we can similarly compute the Lempel-Ziv77 Factorization with self-reference of a text (defined below) in the same time and same working space.
Definition 9 (Lempel-Ziv77 Factorization with self-reference [21] ). The Lempel-Ziv77 (LZ77) factorization of a string s with self-references is a sequence f 1 , . . . , f k of non-empty substrings of s such that s = f 1 · · · f k , f 1 = s [1] , and for
Proof. Firstly, we prove that an H(log w, w) signature dictionary for F D = T $ can be constructed in O(|T |) time and space. To show this, we use the two following lemmas.
is the maximum integer in Pow T t−1 and a is the minimum integer in Pow T t−1 .
Proof. We assign signatures to the strings in F D incrementally, in the order they appear in the sequence F D . Hence, for each element of
Sig is an injection and since we process the levels in increasing order, for any two different levels 0 ≤ t ′ < t ≤ h, no elements of Shrink Proof. Recall that we can compute STRING(s) in O(|s| log w) time and O(|s|) working space by Lemma 5. Let B a positive integer, which will be specified later. We conduct the following sequence of operations: STRING(s 1 ), STRING(s 2 ), We begin with the following preliminary result: Lemma 20. Given an SLP S of size n representing a string of length N , we can construct an H(log w, 1, w) signature dictionary for
Proof. We process each X i in increasing order of i. If X i → c ∈ Σ, then we conduct CHAR(c). If X i → X ℓ X r , then we conduct CONCAT (id (X ℓ ), id (X r )). Therefore, Lemma 20 holds by Lemma 2 and 5.
⊓ ⊔
As above, we can construct H(log w, w) from SLP S in O(n log w log N log * M ) time. Lemma 20 is, however, slower than Theorem 2 (3). We roughly describe our ideas for speed-up. The first idea is that we use the property of SLP. 
Observation 5 For any X i ∈ S and 0 < t ≤ĥ Xi , then
For any X i → X ℓ X r , let h is a minimal integer |Pow Xi t | = 1. Then for 0 ≤ t ≤ h,
Proof. These are true by the definitions. See also Fig. 3 . ⊓ ⊔ ] is encoded as a block of CShrink Proof. Note that the number of created or removed signatures in E D is bounded O(log N log * M + d) by Lemma 2. For each of the removed signatures, we remove the corresponding production from S. For each of created signatures, we create the corresponding production and add it to S as in the proof of (1). Therefore Theorem 4 holds. ⊓ ⊔
D.3 Proof of Theorem 5
We use the following known result. We are ready to prove Theorem 5.
Proof. The first result immediately follows from Lemma 27 and Theorem 2. To speed-up query times for LCP and LCS, We sort variables in lexicographical order in O(n log n log N ) time by LCP query and a standard comparison-based sorting. Constant-time LCP queries are then possible by using a constant-time RMQ data structure [23] on the sequence of the lcp values. LCS queries can be supported similarly. ⊓ ⊔ LCP of Theorem 5 in O(m log m log N ) time. We let each node have its string depth, and the pointer to its deepest ancestor node that represents a pattern if such exists. Further, we augment PTree with a data structure for level ancestor queries so that we can locate any prefix of any pattern, designated by a pattern and length, in PTree in O(log m) time by locating the string depth by binary search on the path from the root to the node representing the pattern. Supposing that we know the longest prefix of T [i..|T |] that is also a prefix of one of the patterns, which we call the max-prefix for i, PTree allows us to output occ i patterns occurring at position i in O(log m + occ i ) time. Hence, the pattern matching problem reduces to computing the max-prefix for every position.
In the pattern matching phase, our algorithm processes T in a streaming fashion, i.e., each character is processed in increasing order and discarded before taking the next character. Just before processing T [j + 1], the algorithm maintains a pair of signature p and integer l such that val (p) [1. .l] is the longest suffix of T [1..j] that is also a prefix of one of the patterns. When T [j + 1] comes, we search for the smallest position i ∈ {j − l + 1, . . . , j + 1} such that there is a pattern whose prefix is T [i..j + 1]. For each i ∈ {j − l + 1, . . . , j + 1} in increasing order, we check if there exists a pattern whose prefix is T [i..j + 1] by binary search on a sorted list of m patterns. Since T [i..j] = val (p)[i − j + l..l], LCE with p can be used for comparing a pattern prefix and T [i..j + 1] (except for the last character T [j + 1]), and hence, the binary search is conducted in O(log m log N log * M ) time. For each i, if there is no pattern whose prefix is T [i..j + 1], we actually have computed the max-prefix for i, and then we output the occurrences of patterns at i. The time complexity is dominated by the binary search, which takes place O(|T |) times in total. Therefore, the algorithm runs in O(|T | log m log N log * N + occ) time.
By the way, one might want to know occurrences of patterns as soon as they appear as Aho-Corasick automata do it by reporting the occurrences of the patterns by their ending positions. Our algorithm described above can be modified to support it without changing the time and space complexities. In the preprocessing phase, we additionally compute RPTree (reversed pattern tree), which is analogue to PTree but defined on the reversed strings of the patterns, i.e., RPTree is the compacted trie of size O(m) that represents the reversed strings of the m patterns. Let T [i..j] be the longest suffix of T [1..j] that is also a prefix of one of the patterns. A suffix T [i ′ ..j] of T [i..j] is called the max-suffix for j iff it is the longest suffix of T [i..j] that is also a suffix of one of the patterns. Supposing that we know the max-suffix for j, RPTree allows us to output eocc j patterns occurring with ending position j in O(log m + eocc j ) time. Given a pair of signature p and integer l such that T [i..j] = val (p) [1. .l], the max-suffix for j can be computed in O(log m log N log * N ) time by binary search on a list of m patterns sorted by their "reversed" strings since each comparison can be done by "leftward" LCE with p. Except that we compute the max-suffix for every position and output the patterns ending at each position, everything else is the same as the previous algorithm, and hence, the time and space complexities are not changed. 
