Introduction
In the following article we study generalized symmetric spaces of orthogonal groups over fields characteristic 2. Symmetric spaces were first studied by Gantmacher in [11] in order to classify simple real Lie groups. In [5] Berger provides a complete classification of symmetric spaces for simple real Lie algebras. The primary motivation is to extend Helminck's [13] study of kinvolutions and symmetric k-varieties to include fields of characterstic 2. This has been studied for groups of type G 2 and A n in [19, 21] and over fields of characteristic not 2 in [6, 3, 2, 4, 16, 17, 18] . We also extend the results of Aschbacher and Seitz [1] who studied similar structures for finite fields of characteristic 2.
There have been many studies of orthogonal groups over fields of characteristic 2. In [12] Cheng Hao discusses automorphisms of the orthogonal group over perfect fields of characteristic 2 when the quadratic form is nondefective. Pollak discusses orthogonal groups over global fields of characteristic 2 in the case the quadratic form is nondefective in [20] and Connors writes about automorphism groups of orthogonal groups over fields of characteristic 2 in [7, 8, 9, 10] for a nondegenerate the quadratic form.
Over fields of charactersitic not 2 Helminck and Wang show that the Aut(G)-conjugacy classes of an involution on G are in bijective correspondence to isomorphism classes of the fixed point groups of such involutions [14] . This is not the case when the characteristic is 2. Examples can be found in [19] where two involutions do not lie in the same Aut(C)-conjugacy class but have the same fixed point group.
The study of such structures give us a way to describe generalized symmetric spaces or symmetric k-varieties of the form G(k)/H(k) where G(k) is an algebraic group over k and H(k) is the fixed point group of some automorphism of order 2 on G(k). The notation for the theory of algebraic groups is standard and introduced as needed. We use [15] almost exclusively for notation concerning quadratic forms over fields of characteristic 2.
We also extend the results of Wiitala from [23] . The definition of null involutions used here can also be found in this paper, which refers to hyberbolic planes as Artinian planes. In [23] the following result appears as Theorem A.
Theorem. Let q be a quadratic form on a vector space V over a field k of characteristic 2 k such that the rad(V ) is empty with respect to q. Let τ ∈ O(q, k), then τ is an involution if and only if τ = τ u l · · · τ u 2 τ u 1 and 1. τ u i is a transvection with respect to u i for all i, or 2. each τ u i is an involution with respect to a hyperbolic space
The author goes on to note that all such involutions of the same type and length are GL(V )-conjugate. The minimum number of basic involutions of a given type that an involution can be factored into will be called the length of an involution. We extend these results to a vector space with nontrivial rad(V ) and study conjugacy classes under O(q, k).
Our main results appear in section 3 and concern the characterization of conjugacy classes of transvection involutions, radical involutions and their fixed point groups. We go on to discuss the general case and some special cases within. We prove a characterizations of O(q, k)-conjugacy for three types of involutions. First in Theorem 3.12 we show that two transvection involutions τ u l · · · τ u 2 τ u 1 and τ x l · · · τ x 2 τ x 1 are O(q, k)-conjugate if and only if q(u 1 ), q(u 2 ), . . . , q(u l ) B ∼ = q(x 1 ), q(x 2 ), . . . , q(x l ) B .
Regarding null involutions it is a little more straight forward as seen in Proposition 3.16, which tells us that two null involutions are O(q, k)-conjugate if and only if they have the same number of reduced factors. Finally for radical involutions we have Corollary 3.21 stating that all radical involutions of length m with isometric quadratic signature, q(g 1 ), q(g 2 ), . . . , q(g m ) ,
are conjugate. The paper concludes with a discussion of the fixed point groups of the involutions of O(q, k). Over fields of characteristic not 2 the G-conjugacy classes of automorphisms of order 2 are in bijection with G-conjugacy classes of fixed point groups of involutions on G as seen in [14] . Over fields of characteristic 2 this is not true. Proposition 1.1. Let G(k) be the group of k-rational points of G and
Proof. Assume κ ∈ Aut(G(k)) and κ
However, in characteristic 2 there are examples of involutions that are not G(k)-conjugate with isomorphic fixed point groups, see [19] .
Preliminaries
The following definitions can be found in [15] . Let k be a field of characteristic 2 and V a vector space defined over k. If q : V → k satisfies q(av) = a 2 q(v) for all a ∈ k, v ∈ V , there exists a symmetric bilinear form B : V × V → k such q(w + w ′ ) = q(w) + q(w ′ ) + B(w, w ′ ) for all w, w ′ ∈ V . Over fields of characteristic 2 nonsingular symmetric bilinear forms are also symplectic.
The pair (V, q) is called a quadratic space. Given a quadratic form, there exists a basis of V , e i , f i , g j , where i ∈ {1, 2, . . . , r} and j ∈ {1, 2, . . . , s} and field elements a i , b i , c j ∈ k such that
where rad(V ) = span{g 1 , g 2 , . . . , g s } is the radical of V . We say that such a quadratic form is of type (r, s). A nonzero vector v ∈ V is an isotropic vector if q(v) = 0, V is an isotropic vector space if it contains isotropic elements and anisotropic otherwise. V is called nonsingular if s = 0, and is called nondefective if s = 0 or rad(V ) is anisotropic. A hyperbolic plane is of the form [0, 0] and will be denoted by H. We will call q ′ a subform of q if there exists a form p such that q ∼ = q ′ ⊥ p. We use the notation D(q) for the set of elements in k represented nontrivially by q.
Sometimes we will need to refer to a diagonal bilinear form
which we denote a 1 , a 2 , · · · , a l B following [15] . The following is Proposition 2.4 from [15] .
Proposition 2.1. Let q be a quadratic form over k. Then
with q r nonsingular, q s totally singular and q r ⊥ q s anisotropic. The form q r ⊥ q s is uniquely determined up to isometry. In particular i and j are uniquely determined.
We call i the Witt index and j the defect of q. If
with respect to the basis
we will call def(V ) = span{g 1 , . . . , g j },
this is often denoted H(k) or H k in the literature when there is no ambiguity with respect to θ. Notice that since θ is of order 2, θ −1 = θ and we can also think of this group as the centralizer of θ in G(k).
We often consider groups that leave a bilinear form or a quadratic form invariant. If B is a bilinear form on a nonsingluar vector space V we will denote the symplectic group of (B, V ) by
The classification of involutions for Sp(B, k) for a field k such that char(k) = 2 has been studied in [3] . For any quadratic space V we will denote the orthogonal group of (V, q) by
where dim k (V B ) = 2r and V = V B ⊥ rad(V ).
Standard Changes of Basis
The following Lemma outlines some standard isometries for quadratic forms over a field of characteristic 2. These and more like them appear in [15] .
Nonsingular Involutions
Now we study the isomorphism classes of involutions of O(q, k) when (V, q) is nonsingular.
Symplectic involutions
Recall that in general Sp(B, k) ⊃ O(q, k) when B is induced by q. A symplectic transvection with respect to u ∈ V and a ∈ k is a map of the form
for an orthogonal transvection we need q(u) = 0 to induce a transvection and a = q(u) −1 . The symplectic group is generated by symplectic transvections and the orthogonal group is generated by orthogonal transvections. A symplectic involution is a map of order 2 in Sp(B, k). All symplectic involutions can be written as a product of transvections induced by orthogonal vectors. Notice that a is allowed to be zero, but τ u,0 = id.
Consider the symplectic involution of the form
Since U = {u 1 , u 2 , . . . , u l } are mutually orthogonal vectors in V the span of U is a singular subspace of V of dimension l. A factorization of a transvection involution is called reduced if it is written using the least number of factors. We want to know when two symplectic involutions of the same length are equal as maps, to that end we define the following relationship. Consider a pairing of a list of l orthogonal and linearly independent vectors contained in a nonsingular vector space over a field of charactersitic 2 with a vector in (k * ) ×l . This vector is our ordered list of a i 's and we take the components in k * in order to have a reduced symplectic involution of length l. Let U be as above and let
. . , b l ) then the pairing (U, a) and (X , b) are called involution compatible if U and X span the same l dimension singular subspace of V such that u i = α ji x j and the following hold
Notice that this is equivalent to
which in turn is equivalent to
an equivalence of bilinear forms. Proof. Let τ U ,a = τ X ,b then for w ∈ V ,
For each u i there exists a v i such that the set of v i provide a nonsingular completion of dimension 2l. Choosing w = v i we see that
So at the very least U and X span the same nonsingular space. We choose coefficients for u i in terms of X
Now plugging our new expression in to Equation 2 and replacing w with y j such that B(x k , y k ) = 1 and B(x j , y k ) = 0 we have
(3) Now simplifying the bilinear forms we arrive at Equation 1.
If we assume that (U, a) and (X , b) are involution compatible we can reconstruct Equation 2 from basis vectors and we have τ U ,a = τ X ,b . 
Transvection involutions
Let τ u,a be a symplectic involution and notice that τ u,a ∈ O(q, k) only if q (τ u,a (w)) = q(w + aB(w, u)u) = q(w) + q (aB(w, u)u) + B (w, aB(w, u)u)
so B(w, u) 2 a(a q(u) + 1) = 0. So either B(w, u) = 0 for all w, a = 0 or q(u) = 1/a. So we can refer to τ u,
Proposition 3.5. Two orthogonal tranvections τ u and τ x are equal if and only x = αu for some α ∈ k.
Proof. First assuming u = αx
a product of transvections
Proof. First notice that
Now we only need to notice that
Consider the transvection involution
where u 1 , u 2 , . . . , u l are mutually orthogonal vectors. Define the subspace
Proof. Let
, . . . , 1 q(x l ) B then there exists some A such that
.
Notice that
and letting
In general the converse of Corollary 3.8 is not true. In particular consider two transvection involutions of length 2
Let q(u 1 ) = 1, q(u 2 ) = t 2 . In this case q(u 1 ) and q(u 2 ) form a basis for a k 2 -vector space of dimension 2 and consequently so do q(x 1 ) and q(x 2 ). Therefore our congruency matrix must have α 11 = α 12 = α 22 = 1 and α 21 = t 1 and so 1 1
The elements of the congruency matrix are fixed by the norms and the entries off the diagonal are not zero so we have a counterexample.
Lemma 3.9. Two orthogonal involutions given by reduced products of orthogonal transvections are equal,
Proof. Let {u 1 , u 2 , . . . , u l } and {x 1 , x 2 , . . . , x l } be sets of linearly independent mutually orthongonal vectors, none of which are in rad(V ) and all of which have nonzero norm. Now assume
then for each set of linearly independent vectors there exists a completion of the symplectic basis. In particular there exists {v 1 , v 2 , . . . , v l } linearly independent vectors in V such that B(u i , v j ) = 1 when i = j and zero otherwise. Notice that we can define τ u i by
and this transvection acts as the identity on every other basis vector. Setting
we arrive at the equation
which tells us in particular that we can write each u i as a linear combination of {x 1 , x 2 , . . . , x l } and the two sets must span the same space. Notice that since we can write each x j as a linear combination of {u 1 , u 2 , . . . , u l } that the constants B(x j , v i ) = α ij are just the i-th component of x j written in the u-basis. In other words we can write
Now let us assume that we can write each u i in the x-basis and set
Solving for β ij in terms of α's if A = [α ij ] 1≤i,j≤l we arrive at the condition
Then by Proposition 3.7 we have the result.
We will use the following result, which is Lemma 2.6 from [15] .
Lemma 3.10. Let q and q ′ be nondefective quadratic forms of the same dimension. If
Lemma 3.11 (Gram-Schmidt in characteristic 2). Let V be a symplectic space of dimension 2r. Given {e 1 , e 2 , ..., e r } ⊂ V , a linearly independent set of vectors such that e i ⊥ e j , there exists {e
, and induction establishes the result.
In the following Theorem we refer to
Proof. First notice that the above condition is stronger than the two spaces having isometric norms. Recall
If we assume that the two involutions are O(q, k)-conjugate we have
and so
. . , q(x l ) and there exists a map φ ∈ O(q, k) such that φ(U) = X . We already know the equivalent bilinear form condition is met so by Lemma 3.9 we have that
and so the two involutions are conjugate.
Null Involutions
In this section we continue to discuss involutions of the second type in Theorem 1 from Wiitala [23] . This definition can also be found in [22] . Definition 3.14. A plane P = e, f is hyperbolic (or Artinian) if
If e, f span a hyperbolic plane, we can rescale to assume B(e, f ) = 1. Proposition 188.2 of [22] guarantees that every nonsingular nonzero isotropic vector is contained in a hyperbolic plane. A 2n-dimensional hyperbolic space is the orthogonal sum of n hyperbolic planes. Definition 3.15. Let η be an involution of O(q, k) where (V, q) is a quadratic space, and let H be a hyperbolic space. then η is called a basic null involution in H if 1. η leaves H invariant 2. η fixes a 2-dimensional subspace of H where every vector has norm zero
η is a basic null involution in H if and only if there exists a basis with respect to which the matrix of η is a pair of 2×2 Jordan blocks, all eigenvalues are 1 and acts as the identity elsewhere. This happens precisely when there is a basis {e 1 , f 2 , e 2 , f 1 } for A such that B(e i , f i ) = 1, η(e i ) = e i , η(f 1 ) = e 2 +f 1 , η(f 2 ) = e 1 + f 2 . 
If two null involutions do not have the same length they are not GL(V )-conjugate.
We recall from [23] that if a map is a product of an othogonal transvection and a basic null involution, then it is also the product of three orthogonal transvections. Furthermore, since all basis vectors for a hyperbolic plane have norm zero, hyperbolic planes can be mapped isometrically to one another. Therefore all basic null involutions are conjugate in O(q, k).
Radical Involutions
First let us consider the following result. Let θ ∈ O(q, V ) such that dim(rad(V )) > 1, then to preserve the bilinear form we must have θ(rad(V )) = rad(V ). It turns out that the nonsingular subspaces of V of maximal dimension do not have a unique basis up to isometry with respect to q. The dimension of the maximal nonsingular part of V is fixed.
We define a radical involution to be an element ρ ∈ O(q, k) that acts trivially outside of the rad(V ), is of order 2 and there exists some basis of rad(V ) such that ρ switches exactly two basis vectors and acts as the identity on the remaining basis vectors. Each nontrivial orthogonal transformation on rad(V ) detects a defective vector in Proof. Let ρ be a radical involution on V . There is a vector g 1 ∈ rad(V ) such that ρ acts nontrivially on g 1 . Then there must be a vector g
∈ rad(V ) such that g 2 ∈ R 1 and ρ(g 2 ) = g ′ 2 defines a nontrivial action. Otherwise g 2 ∈ R 1 and ρ is already defined on R 1 . So g 2 , g ′ 2 are linearly independent from one another and from R 1 . We define R 2 to be the span of {g 1 , g
. If ρ acts trivially outside R 2 we are done and ρ = ρ 2 ρ 1 . For any R i either ρ acts trivially outside of R i and ρ = ρ i · · · ρ 2 ρ 1 or there exists a vector that is linearly independent g i+1 , and by induction we have that there exists a basis
It also true that R l is spanned by
reveals an isometry that we have stated above
We can identify each basic radical involution with the quadratic form
where c = q(g 1 ) = q(g 
if and only if δ −1 (g 2 ) = g 1 .
Each radical involution maps an element
. We chose a basis of rad(V ) with respect to ρ of length m to be
. . , h s }, where ρ acts nontrivially on the g i + g ′ i and h j . We define the quadratic signature of the radical involution to be q(g 1 ), q(g 2 ), . . . , q(g m ) .
Corollary 3.21. All radical involutions of length m with same quadratic signature q(g 1 ), q(g 2 ), . . . , q(g m ) ,
are conjugate.
Involutions of a general vector space
Elements in O(q, k) where (V, q) is a quadratic space and dim k (rad(V )) ≥ 0, can be thought of in terms of block matrices. Consider a matrix of the form
where τ ∈ Sp(B, V B ) where B is a basis of some maximal nonsingular space in V with dim(V B ) = 2r, dim(rad(V )) = s and dim(V ) = 2r + s. Now we know that rad(V ) must be left invariant by such a map so ρ ∈ O(q | rad(V ) , k) and (τ, Y ) ∈ M(q, V B ), where
where dim(V B ) = 2r and dim(V ) − dim(V B ) = s.
Involutions on V
Let q be a quadratic form of type (r, s) on a vector space V over a field k of characterstice 2 with dim k (V ) = 2r + s. Let us define
to be some basis of a maximal nonsingular subspace of V of dimension 2r.
where V B is span k B. For the most part we are interested in the case when dim k (rad(V )) = s > 1 as all elements of O(q, k) leave rad(V ) invariant. Recall that the group BL(V ) ∼ = Sp(V ) when V is nonsingular. However when dim k (rad(V )) = s ≥ 1 we have
Let us consider (τ, Y, ρ), where τ : V Bτ → V Bτ , Y : V Bτ → rad(V ), ρ : rad(V ) → rad(V ). Now τ ∈ Sp(V Bτ ) and ρ ∈ O(q | rad(V ) , k) with B τ is a basis of a maximal nonsingular subspace of V that include the inducing vectors for τ . We can define a group
and notice that
when V B is nonsingular. We also define a projection map π : V B → rad(V ). There are two main types of maps of order 2 of this form to consider. First we notice that if the above map is order 2 it is a necessary condition for Y τ = ρY .
If we consider only the part of the map acting on V B we can consider the
where
We can see that a map of the form in Equation 8 is order 2 or 4 when Equation 7 is of order 2, since
This gives us our two cases either Y τ = Y or not. First let us assume that Y τ = Y for all w ∈ V B . Recall that in order for such a map to be an involution in general we need Y τ = ρY . In this case we also have ρY = Y . Since we can think of τ as acting as 2 × 2 blocks we see that in these blocks
gives us the equations
This tells us that all of the u i such that 1 ≤ i ≤ l are fixed by Y and we can choose a new basis where
and our map would take the form 
where Y ′ can add any defective vector to any vectors fixed by τ and are not in the span of the inducing vectors for τ and rad(V ).
So we need to consider maps of order 2 from Sp(B V B , k) and O(q rad(V ) , k).
such that τ is a transvection involution and ρ is a radical involution, then there exists a map Y :
Proof. Let V be a vector space over a field of characteristic 2 with a quadratic form q of type (r, s),
and define Moreover, the above (τ, Y, ρ) is such that u i → u i + (h i + ρ(h i )) and so B τ is shifted by h i + ρ(h i ) and τ u i → τ u i +(h i +ρ(h i )) .
Proposition 4.4. A map of the form
is an element of O(q, k) if and only if φ ∈ Sp(B| V B , k), δ ∈ O(q | rad(V ) , k) and q( X(w)) = q(φ(w)).
Proof. Let w ∈ V B and g ∈ rad(V ) and assume φ ∈ O(q | V B , k) q(w + g) = q((φ, X, δ)(w + g)) = q(φ(w) + Xw + δ(g)) = q(φ(w)) + q(Xw) + q(δ(g)) q(w) + q(g) = q(φ(w)) + q(Xw) + q(g), and we know this since δ ∈ O(q | rad(V ) , k) since φ must leave rad(V ) invariant. So we have q(w) + q(Xw) = q(φ(w)) ⇒ q( X(w)) = q(φ(w)). Now assuming that φ ∈ Sp(B| V B , k), δ ∈ O(q | rad(V ) , k) and q( X(w)) = q(φ(w)) we can reverse the argument.
Notice that this property is preserved under composition since if we take the product
and if we compute
which is equivalent.
Proposition 4.5. Every involution of the form (τ U ,a , Y, ρ) can be written as
where each of the three maps in the decomposition is in O(q, k).
Proof. First we assume that a i = 0 for all i otherwise the corresponding factor would be trivial. We can choose a basis such that q(Y w) = 0 for all w ∈ V Bτ U ′ by replacing u i with
Now we can prove the following theorem. 
Proof. By 4.5 we can assume q(Y w) = 0 and we can decompose our involution into three maps
all of which are in O(q, k). Conjugating by a general map (ϕ, X, δ) ∈ O(q, k) it is a straight forward computation.
Notice that the existence of a triple (ϕ, X, δ) depends greatly on q and k. As an example we can consider the special case when ρ = id. Now this is necessarily true in the case when q | rad(V ) is anisotropic or when q | rad(V ) ∼ = 0, c 2 , · · · , c s , where 0 and the c i are unique representatives of square classes in G + (k).
We can write our involution of the form (τ U , Y, id) where q(Y w) = 0. Now in the case q | rad(V ) is anisotropic this implies that Y w = 0 for all w ∈ V B , otherwise there is at least one vector in def(V ). In the case where Y = 0 we see that δY ϕ −1 = 0 and so every map in the O(q, k)-conjugacy class will have the corresponding block as zero. This means that there is some nonsingular subspace containing both sets of inducing vectors for the conjugate transvection involutions.
Fixed Point Groups
Here we discuss the isomorphism classes of the fixed point groups of our involutions of O(q, k) when char(k) = 2.
Fixed point group nonsingular (V, q) First we will look at fixed point groups of transvection involutions.
Proof. Let ϕ ∈ O(q, k) Iτ notice that τ ϕτ −1 = ϕ if and only if ϕτ ϕ −1 = τ and so
By Lemma 3.9 ϕ(U) = U.
We will denote by ϕ U as the restriction of ϕ to the subspace U.
which is a totally singular subspace of V . Let us recall Proposition 2.4 in [15] (also appears as Proposition 2.1 in this paper), which tells us
This corresponds to a basis of U = span k {u 
where B(u ′ i , v i ) = 1 and zero when subscripts do not match and V = span{v 1 , . . . , v l } is totally singular. Notice that for 1 ≤ i ≤ j we can choose v
So there is a basis of this nonsingular space V of the form
with the corresponding quadratic form
where q(v
Considering the bilinear form we have
So we have shown the following Proposition 5.2. The map ϕ V is completely determined by ϕ U .
We will now refer to ϕ V = ϕ * U and using a matrix representation of ϕ U we can think of ϕ * U = (ϕ
We define the additive group
Notice that A(q, k) embeds into O(q, k) Iτ as an additive group since
Proof.
Proof. The map Φ ϕ U (A) is a homomorphism with respect to addition in A(q, k) and
by Lemma 5.3 and the fact that ϕ U ∈ O(q | U , k), we have the result.
Proof. This can be shown with the following straightforward computation. Let us compute
Lemma 5.6. If τ is a transvection involution on V of length l and dim k (V ) = l then ϕ ∈ O(q, k)
Iτ can be written as (ϕ U , A) where ϕ U ∈ O(q | U , k) and A ∈ A(q, k).
Proof. The product has the form
We note here that it is not necessarily the case that for every ϕ U ∈ O(q | U , k) that there exists an element of the form (ϕ U , 0) ∈ O(q, k)
Iτ . It is true however that for every ϕ U ∈ O(q | U , k) there exists a A ϕ : V → U such that (ϕ U , A ϕ ) ∈ O(q, k) and also in O(q, k)
Iτ , which we state below.
Proof. By Proposition 5.1 we know that ϕ must leave U invariant. By Proposition 5.2 we know that the action of ϕ fixing V is completely determined by ϕ U . Lemma 5.6 tells us we can think of ϕ as two components where the second component comes from the additive group A(q, k) which is a normal subgroup of O(q, k) Iτ .
Now we look at the fixed point group of a transvection involution on a nonsingular vector space V with dim(V ) = 2s with 2l < 2s. Representing our fixed point elements as block matrices of the form 
Notice that the blocks are zero under the first column since the subspace U is left invariant by any element in O(q, k)
Iτ where
Proposition 5.9. The map ϕ X : X → X leaves the bilinear form invariant.
In the third column the second block is zero since the image of any element from X having a component in V under ϕ would not leave the bilinear form invariant. Now as above B(ϕ U (u), ϕ * U (v)) = B(u, v), and we will see that C and D have a similar relationship.
Proposition 5.10. B(v, Cx) = B(Dv, x).
Since D is completely determined by C we will denote D by C * . Now
The image of x ∈ X under ϕ ∈ O(q, k)
Iτ gives us the following relations
So further we see that
Proof. Let v ∈ V and x ∈ X the we have the following computation
Taking the product ϕθ for ϕ, θ ∈ O(q, k)
A couple of things to notice
We want to establish that the above relations hold for the product. Further notice that
and
Lemma 5.12. If ϕ, θ ∈ O(q, k) as above then
Proof. Let us begin with
and then look at
and notice we have the same expression equal to both norms.
Iτ if and only if ϕ is of the following form
and the following are true
Proof. First we address the zero blocks in the general form. The blocks under ϕ U are zero since ϕ(U) = U. The block above ϕ X represents a map from X into V. Let us call this map J :
But B(u i , x) = 0 for all 1 ≤ i ≤ l and all x ∈ X , so J = 0, since any nontrivial v j would not be orthogonal to some u i . Next let us assume ϕ ∈ O(q, k) Iτ , then by Propositions 5.9, 5.10 and 5.11 and Lemma 5.12 1-4 are true. Now assume that 1-4 are true for ϕ and it is straight forward to show
Fixed point groups for totally singular (V, q)
Let us consider a vector space V such that V = rad(V ). Recall that in such a vector space any quadratic form will be of the form q = q(g 1 ), q(g 2 ), . . . , q(g s ) ,
and by Proposition 2.1, without loss of generality assuming that we have chosen a basis with mutually unique norms in a k 2 -vector space to be last, we have an isometry q ∼ = 0, . . . , 0, q(g 1 ), q(g 2 ), . . . , q(g s−j ) , where j is the defect of q.
By Proposition 3.18 we have O(q | rad(V ) , k) ∼ = GL j (k) ⋉ Mat j,s−j (k). For an element δ ∈ O(q, k) to be fixed by conjugation with ρ we need ρδρ = δ. Proof. Now δ ∈ O(q, k) so q(δ(g i )) = q(g i ). We claim that δ(g i ) = g i + f i such that q(f i ) = 0. Assume that δ(g i ) = h i then q(g i ) = q(h i ) and δ(g i ) = g i + (g i + h i ) and q(g i + h i ) = 0. The same is true for g 
Fixed point group for general (V, q)
We now remove the restriction that V is nonsingular. Let V B denote a nonsingular subspace of V of maximal dimension, then V = V B ⊕ rad(V ). Given (τ, ρY, ρ) ∈ O(q, k) where τ is a product of transvection involutions, q(Y w) = 0 and ρ is a product of basic radical involutions.
Let w ∈ V B , then applying (ϕ, δX, δ) to w we have q(w) = q(ϕ(w)) + q(δ(Xw)) = q(ϕ(w)) + q(Xw) (10) Observe that, in analogy to the nonsingular case, Equation 10 is equivalent to q(w + ϕ τ (w) + Xw) = B(w, ϕ τ (w) + Xw) = B(w, ϕ τ (w)) Let (ϕ, δX, δ), (ϕ ′ , δ ′ X ′ , δ ′ ) ∈ O(q, k) I (τ,ρY,ρ) , then the product is given by
A straightforward calculation verifies that the product satisfies the relation in Equation 10 .
Now ϕ τ has determinant 1, and furthermore it must be an element of Sp(B| V B , k) since it must preserve the bilinear form on V B . Furthermore, q(w) + q(ϕ τ (w) = q(Xw) implies that q(w) + q(ϕ τ (w)) must be an element of then ϕτ ϕ −1 = τ , δρδ −1 = ρ and ρY = Y ϕ. Also notice that q(w + Xw) = q(ϕ(w)) is necessary for (ϕ, δX, δ) ∈ O(q, k). Starting with properties 1-3 in the statement you can reverse the argument.
Notice the first condition is equivalent to q(ϕ(u 1 )), q(ϕ(u 2 )), . . . , q(ϕ(u l )) B ∼ = q(u 1 ), q(u 2 ), . . . , q(u l ) B , where ϕ is not necessarily in O(q, k).
