Choudhury and Lucantoni recently developed an algorithm for calculating moments of a probability distribution by numerically inverting its moment generating function. They also showed that high-order moments can be used to calculate asymptotic parameters of the complementary cumulative distribution function when an asymptotic form is assumed, such as The new refined estimators converge much faster (as a function of moment order) than the previous estimators, which means that fewer moments are needed, thereby speeding up the algorithm. We also show how to compute all the parameters in a multi-term asymptote of the
Introduction
In many applied probability settings we are interested in small tail probabilities. For example, in the performance analysis of computer and telecommunication systems we might be interested in computing the 99.9 th percentile of a critical delay or we might want to design a buffer that has a loss probability of 10 − 9 . Quite often it turns out that the small tail probabilities are adequately approximated by the asymptote of the complementary cumulative distribution function. For example, Whitt (1994a, 1995a) show that the waiting time, sojourn time, and the workload in infinite-capacity queueing models with the first-come first-served discipline are often well approximated by an exponential asymptote for 80 th percentiles or above. Indeed, there have been quite a few recent papers suggesting the use of asymptotes for computing small tail probabilities in the context of statistical multiplexers in communication networks; e.g., see Botvich and Duffield (1994) , Choudhury, Lucantoni and Whitt (1995) , Duffield and O'Connell (1993) , Whitt (1993) and references therein. The asymptotics are useful when exact computation is difficult (e.g., as in the case of models of statistical multiplexers with many sources) and even when exact computation is not difficult (e.g., when it is straightforward to perform numerical transform inversion, as in Abate and Whitt (1992) ), because the simple formulas help convey understanding. In fact, the asymptotic analysis complements the direct numerical inversion, because the direct numerical inversion tends to have numerical difficulties far out in the tail, where the asymptotic analysis performs well. The two approaches also serve as checks on each other.
In this paper we present simple methods for computationally determining the asymptotic behavior of probability distributions based on moments. Lucantoni (1993, 1995) have shown that it is possible to compute moments (of high as well as low order) by numerically inverting the moment generating function, which requires the computation of the LaplaceStieltjes transform or z-transform of the probability distribution at several complex values of the argument, but does not require knowledge of any of the properties of the transform (e.g., the location and type of its singularities). Our methods may be used with this algorithm or any other algorithm for computing moments.
Of course, asymptotic parameters can often be obtained directly by performing appropriate asymptotic analysis with the transforms, perhaps using symbolic mathematics programs such as MAPLE and MATHEMATICA, e.g., as described in Chapter 5 and the Appendix of Wilf (1994) .
The moment-based algorithm is an attractive alternative when either the transform is not available explicitly or when someone is not familiar with asymptotic analysis. Examples in which transforms are not available explicitly, and for which we have applied the moment-based estimators of asymptotic parameters here, occur in the polling models in and the transient behavior of the BMAP/G/1 queue (with batch Markovian arrival process)
in Lucantoni, Choudhury and Whitt (1994) . Then the transforms are characterized implicitly via functional equations.
In addition to developing an algorithm to compute higher-order moments, Lucantoni (1993, 1995) developed estimators for the asymptotic parameters. Our primary purpose here is to prove that these estimators do indeed converge under suitable conditions to the asymptotic parameters as the moment index increases, and to obtain even better estimators in certain circumstances. We start with a cumulative distribution function ( where m 0 = 1. The algorithm in Lucantoni (1993, 1995) computes the moments m n by numerically inverting the mgf M(z) in (1.3).
The principal form of the asymptotics considered here is
In (1.4), η is the asymptotic decay rate, β is the asymptotic power and α is the asymptotic constant. The parameters α and η are assumed to be strictly positive, while β can be positive, negative or zero. We discuss the case in which η is zero in Section 3.
In many contexts, we obtain the special case of (1.4) with β = 0. This corresponds to the Laplace transform fˆ(s) in (1.2) having a dominant singularity that is a simple pole; see Section 5.2 of Wilf (1994) . For example, this form often occurs with the steady-state waitingtime distribution in queueing models with the first-come first-served (FCFS) discipline; see Whitt (1994a, 1995a) . On the other hand, non-zero β often arises as well.
Non-zero β occurs when the dominant singularity of fˆ(s) is a multiple pole (positive integer β) or an algebraic singularity or branch point (non-integer β); see Section 5.3 of Wilf (1994) . Indeed non-zero β tends to be the rule rather than the exception for queueing models with non-FCFS service disciplines; e.g., see Abate, Choudhury and Whitt (1995b) for last-come first-served (LCFS) and for polling models. This is primarily because the busy-period distribution has asymptotics with non-zero β; see p. 156 of Cox and Smith (1960) , p. 167 of Abate and Whitt (1988) and Abate, Choudhury and Whitt (1995b) . Hence, non-zero β is also very much of interest and that will be our main concern.
When β ≠ 0, we often have a stronger asymptotic form than (1.4), in particular,
for m ≥ 1. (For m = 1, (1.5) reduces to (1.4) with α 1 = α.) Asymptotic expansions of the form (1.5) are associated with Heavyside's theorem; see p. 254 of Doetsch (1974) and p. 139 of Van der Pol and Bremmer (1955) . The successive terms in (1.5) have powers decreasing by 1.
Variations of our methods apply to the case in which the powers decrease in a more general pattern, as on p. 254 of Doetsch (1974) , but (1.5) seems to be the form most commonly arising in applications. A familiar example is the M/M/1 busy-period distribution, for which β = − 3/2; see p. 167 of Abate and Whitt (1988) . Lucantoni (1993, 1995) showed that their moment-based estimates of β converge to − 3/2 for this M/M/1 example. Cox and Smith (1960) , p. 156, showed that the M/G/1 busy-period distribution has the same asymptotic form (with β = − 3/2). We should point out that numerical experience and the form of the asymptotics with a slower rate of convergence indicate that the quality of the approximation when β ≠ 0 is not as spectacular as in the case β = 0. Nevertheless, from a practical standpoint, the asymptote is usually quite accurate for tail probabilities smaller than 10 − 3 , so that it is important to be able to identify β and the other asymptotic parameters.
Even though the asymptotic parameters of primary interest already appear in (1.4), we show that the stronger multi-term asymptotic expansion in (1.5) is important for obtaining good moment-based estimates of the basic asymptotic parameters when β ≠ 0. (Our ''estimates''
should not be confused with statistical estimates; we do not work with statistical data.) Here are candidate moment-based estimates of the asymptotic parameters in (1.4):
(1.8)
The idea is to first estimate η using (1.6), then estimate β using (1.7) and the ''known'' η, and finally estimate α 1 ≡ α using (1.8) and the ''known'' values of η and β. We will show that η n and α 1 ,n converge under assumption (1.4), but β n does not. Instead, β n converges under assumption (1.5).
The estimates in (1.6)-(1.8) are chosen for simplicity rather than numerical accuracy. They are convenient for deriving the asymptotic parameters analytically (by hand) when explicit expressions for the moments are available. To illustrate, we give an example from Abate and Whitt (1996) . From Proposition 3.2 there, we know that there is an infinitely divisible probability 
The CEP distribution is well known via (1.9), but evidently no closed-form expression is known.
However, we can apply (1.10) to deduce that the estimates in (1.6)-(1.8) converge to proper limits as n → ∞. Hence, the asymptotic parameters in (1.4) are η = e − 1 , β = − 3/2 and α = √  e 5 /2π , (1.11)
assuming that the asymptotic relations in (1.4) and (1.5) are valid.
However, for computational purposes (on the computer), the estimates in (1.6)-(1.8) tend not to be satisfactory. First, when β ≠ 0, the estimate for η in (1.6) tends to converge quite slowly, having an error of O(n − 1 ). Indeed, under (1.5) it follows from Theorem 5.3 below that
where c 1 = − β. (The situation is usually much better when β = 0, see Theorem 4.3 below.)
Hence, when β ≠ 0 and we want an accurate estimate of η based on relatively few moments (e.g., n ≤ 20), it is often possible and necessary to do much better than (1.6). Fortunately, dramatic improvements can be obtained by exploiting extrapolation based on the asymptotic expansion in (1.12).
Given (1.12), we use a variant of Richardson extrapolation, sometimes referred to as the
where
(1.14)
e.g., see pp. 35-38, 67-75 of Wimp (1981) , pp. 375-378 of Bender and Orszag (1978) and p. 231
of Smith and Ford (1979) . For ease of use, it is significant that the weights in (1.14) do not depend on the sequence of estimates {η n }. Hence, we can use the extrapolation (1.13) with any sequence having the form (1.12). Given (1.12), the estimates η n (k) in (1.13) have error of order
In some cases, it is sufficient to use the second-order approximation η n ( 2 ) or a related estimate based on the reciprocal; i.e., let ξ n = η n − 1 , let ξ n (k) be the extrapolation (1.13) applied to ξ n and let
for r n ≡ m n / m n − 1 . To obtain several digits accuracy based on not too many moments, we have found that η 20 ( 5 ) often works well, but in some cases it may be better to use lower-order estimates with more moments. Indeed, it is a good idea to print out and examine η n (k) for all k and n with k ≤ 5 and n ≤ 100, say. (See the example in Section 7.)
Clearly, we need a good estimate of η to estimate β. For example, we cannot estimate η and β with (1.6) and (1.7) for the same value of n; if we use η n for η in (1.7), then we get β n = 0.
Here is an estimate of β that does not directly involve η:
for r n ≡ m n / m n − 1 as above. The estimate (1.16) corresponds to the estimate (1.7) with η n * ( 2 ) in (1.15) used in place of η. In Theorem 5.3 below we show that (1.16) has O(n − 1 ) error under appropriate conditions. By the same reasoning leading to (1.12), we find that β n in (1.7) and β n * in (1.16) also have expansions of the form (1.12). Hence, better estimates for β can be obtained by extrapolating with (1.13), starting with (1.7) with the exact η or with (1.16).
Turning to the asymptotic constant α in (1.4), we remark that in the denominator of (1.8), n!n β is an approximation for nΓ(n + β), where Γ(x) is the gamma function; i.e., a more direct estimate of α is
When β is not integer, clearly (1.8) is preferable for analysis by hand, but the computer has no difficulty with the gamma function in (1.17). Both α 1 ,n in (1.8) and α 1 ,n * in (1.17) have expansions of the form (1.12), so that extrapolation also can be used to estimate α.
Given the asymptotic expansion (1.5), we may also be interested in more terms than the first.
We can estimate the higher-order asymptotic constants α k in (1.5) in the same way. By essentially the same reasoning,
and
is an estimate of α k that has the asymptotic expansion in (1.12). Note that to use α k,n to estimate α k , we require that η,β,α 1 , . . . , α k − 1 be known. When these parameters are not known accurately, the estimate α k,n in (1.18) can experience numerical problems. If we use multiple terms in (1.5), then we lose much of the simplicity of (1.4), but gain numerical accuracy.
Numerical accuracy may also be achieved by direct numerical transform inversion, but multi-term asymptotic formulas are useful because they give easily computable formulas for all large x, whereas direct numerical transform inversion gets less accurate as x increases. Multi-term formulas also reveal the accuracy of fewer terms.
Here is how the rest of this paper is organized. In Section 2 we show that it is necessary to assume (1.4); convergence of the estimates (1.6)-(1.8) does not by itself imply (1.4). In Section 3
we show how to treat cases in which not all moments exist, or η = 0 in (1.4), by first doing exponential damping. After making this transformation, all moments exist, and it is easy to extract the desired asymptotic parameters.
In Section 4 we treat the relatively elementary problems involving the estimates of the asymptotic decay rate η and the asymptotic constant α in (1.6), (1.8) and (1.17) based on only (1.4). Then in Section 5 we discuss the implications that can be obtained from stronger asymptotics such as in (1.5). Our proofs of the asymptotic relations in Sections 4 and 5 exploit elementary direct probabilistic arguments. An alternative approach is via classical asymptotic analysis, after recognizing that m n / n can be regarded as a Mellin transform of F c (x); i.e., from
( 1.21) e.g., see p. 77 and Chapter 4 of Bleistein and Handelsman (1986) . Using techniques from the asymptotic analysis of integrals depending upon a parameter, it is possible to obtain the asymptotic expansion
where the constants a k depend on the asymptotic expansion of e x x − β F c (x) and its successive derivatives; see p. 290 of Berg (1968) . Hence, it is the application of the theorems rather than their statement and proof that constitutes the main contribution of our paper.
In Section 6 we discuss asymptotics of the form
for δ not necessarily equal to 1. In Section 7 we give an illustrative numerical example involving the time-dependent mean of reflected Brownian motion (RBM), for which β = − 3/2, see Abate and Whitt (1987) . We pick a relatively easy example with convenient explicit transform, so that we can verify our results. Harder examples for which there are no readily available alternative methods are the polling models in . In Section 8 we consider longtail examples with η = 0 in (1.4), drawing on Abate, Choudhury and Whitt (1994b) . Finally, in Section 9 we state our conclusions.
We close this introduction by mentioning other related work. We have already mentioned the alternative asymptotic approach via Mellin transforms in (1.22). Another body of related literature studies the asymptotic analysis of an unknown function via the coefficients of its Taylor series. There is an extensive literature on this problem in mathematical physics, as can be seen from Hunter and Guerrieri (1980) and Guttman (1989) . What we are doing here is closely related to the ratio method and its variants. With that theory, the asymptotic behavior of the moments, as coefficients of the moment generating function, can be used to obtain the asymptotic form of the Laplace transform. We would then use the asymptotic behavior of the Laplace transform to deduce the asymptotic form of the complementary cdf, as in Heavyside's theorem discussed above. However, it remains to identify and justify appropriate technical regularity conditions. Nevertheless, this is another potential route to our results.
A Counterexample to the Converse
For practical purposes, we consider the asymptotics in (1.4) justified, as well as the parameters identified, when we establish η n → η, β n → β and α 1 ,n → α as n → ∞ via (1.6)-(1.8) or via an extrapolation. However, we actually need to assume the form (1.4). To make this clear, we now show that it is possible to have η n → η, β n → β and α 1 ,n → α as n → ∞ without having (1.4).
For this purpose, we use a probability density function (pdf) with β = 0 and a sinusoidal component. In particular, let the pdf be
with associated cdf
and Laplace transform
see 29.3.27 on p. 1023 of Abramowitz and Stegun (1972) . From (7.16) on p. 55 of Oberhettinger and Badii (1973) ,
so that the n th moment of F is
From (2.5), it is elementary that η n → η = 1, β n → β = 0 and α 1 ,n → α = 2 as n → ∞.
However, we do not have (1.4) with these parameters, i.e., we do not have
x → ∞ because of the sinusoidal terms. From the perspective of the Laplace transform (2.3), the asymptotics is understandable, because the transform has three singularities for s such that Re (s) = − 1, namely, − 1 and − 1 ± i. For a related example involving a Tauberian theorem, see
Example 1 on p. 107 of Abate, Choudhury and Whitt (1994a) .
When Not All Moments Are Finite
To calculate the moments from the mgf, we need the mgf to be analytic at z = 0, which in turn requires that all moments be finite. However, we may not know if this condition is satisfied, or we may even know that the condition is not satisfied. For example, we may want to identify α and β under the condition (1.4) with η = 0, i.e., for a long-tail distribution, e.g., as in the queueing examples in Abate, Choudhury and Whitt (1994b) .
All these cases can be treated by first modifying the distribution so that it necessarily has all the desired properties. As in (5.2) of Abate, Choudhury and Whitt (1994b) , starting with a probability density f (x), we can construct a new probability density f u by exponentially damping f, i.e., by letting
Note that f u has Laplace transform
where fˆ(s) is the Laplace transform of f (x). If fˆhas rightmost singularity at 0, then fˆu has rightmost singularity at − u. Moreover, if
Given (3.4), the associated complementary cdf satisfies
Hence, given the Laplace transform fˆ(s), we can easily construct the new Laplace transform fˆu (s) using (3.2), calculate its moments from M u (z) ≡ fˆu ( − z), obtain its asymptotic parameters from (1.6)-(1.8) or via extrapolation and then obtain α,β and η from (3.5). If f satisfies (3.3) with β < − 1 and η = 0, then the complementary cdf satisfies
Hence, we must multiply the asymptotic constant obtained for F u c (x) by ufˆ(u)/(β + 1 ) to obtain the desired asymptotic constant for F c (x).
We close this section by pointing out that, once the asymptotic decay rate η is known, exponential damping can be used in reverse to move the dominant singularity to the origin and produce asymptotics of the form (3.3) with η = 0. Instead of moments, we can then use Tauberian theorems as in Feller (1971) to derive the remaining asymptotic parameters α and β.
The Asymptotic Decay Rate and Constant
It is elementary to get the asymptotic decay rate η from (1.6), and, given both the asymptotic decay rate and the asymptotic power, the asymptotic constant α from (1.8) given only (1.4).
Throughout the paper we will use basic properties of the gamma function Γ(x) and the gamma distribution. The following is 6.1.46 of Abramowitz and Stegun (1972) .
Lemma 4.1. For any real number β, Γ(n + β + 1 ) ∼ n!n β as n → ∞ through the integers.
Let X(η,ν) be a random variable with a gamma density
with scale parameter η and shape parameter ν, which has mean ν/η and variance ν/η 2 . We will use a bound on the gamma tail probabilities; we omit the proof. 
so that η n → η, α 1 ,n → α and α 1 ,n * → α for η n in (1.6), α 1 ,n in (1.8) and α 1 ,n * in (1.17).
Proof. Relation (1.4) is equivalent to there being, for each ε > 0, an x 0 such that
Then, using elementary properties of the gamma distribution, we obtain
Since x 0 n is negligible compared to nΓ(n + β) η − (n + β) and P(X(η,n + β) > x 0 ) → 1 as n → ∞ by Lemma 4.2, (4.4) and (4.5) imply that m n ∼ αnΓ(n + β)/η n + β as n → ∞ , (4.6) which is (4.3). The second asymptotic relation in (4.3) follows from Lemma 4.1. The limits for η n and α 1 ,n and α 1 ,n * are elementary consequences.
In order to get α, we need to know η and β. Even in the case β = 0, we cannot just use any sequence of estimates of η in our estimate of α. The following elementary result supports this claim. It shows that it suffices to have η
in order to have α 1 ,n converge to α with estimates η _ n and β _ n instead of η and β.
To treat β _ n , note that n
We have seen in (1.12) that it is indeed natural to have η n = η + O(n − 1 ) for η n in (1.6), but if we use η n (k) in (1.13) for k > 1, then the error is O(n − k ) and so o(n − 1 ). Hence, with suitable estimates of η and β, the estimator for α in (1.8) will converge.
It is easy to see that there is no difficulty in the case of a simple pole, where there is an exponential rate of convergence (see Section 5.2 of Wilf (1994) , provided the decay rate is not too small. The estimates η n in (1.6) and η n ( 2 ) in (1.15) are essentially equivalent in this case. We state the elementary result without proof. 
for η n in (1.6) and
n m n / n! → α and η n * ( 2 ) n m n / n! → α as n → ∞ .
The Asymptotic Power and Multi-Term Expansions
Assuming only (1.4), it is relatively difficult to get a good estimator of the asymptotic power β. The following establishes an estimator that converges as n → ∞ with an error that is O( 1/log n), which is not good for numerical accuracy.
Theorem 5.1. If (1.4) holds, so that (4.3) holds, then
Proof. Use (4.3) and Lemma 4.1.
It is important to note that an estimate of β cannot be extracted directly from 1/η n in (1.6), assuming only (1.4), because β appears in the O(n − 1 ) term of
i.e., we cannot distinguish n + β from n on the right in (5.2) because of the asymptotic relation.
For example, we evidently would have difficulty with (5.2) if we had
However, we often have a better rate of convergence than (5.3). Indeed, we often have (1.5) when β ≠ 0. If we assume a stronger form of asymptotics corresponding to (1.5), then we can obtain a better estimate of the asymptotic power β than (5.1). We can also justify convergence of η n * ( 2 ) in (1.15). We start with a generalization of (1.5). For example, Condition (5.4) below can arise in a mixture of two distributions satisfying (1.5) with the same asymptotic decay rate but different asymptotic power parameters. Condition (1.5) is the special case of (5.4) in which φ = 1. for strictly positive finite constants α,η and φ and for finite constants β,γ and δ, then
for ψ = min { 1 + φ, 2φ}. Hence, for φ > 1/2, β n → β for β n in (1.7) and η n * ( 2 ) → η for
Proof. First assume that γ and δ are nonnegative. The condition implies that for each ε > 0 there exists x 0 such that for all x ≥ x 0 . As in the proof of Theorem 4.1, we use properties of the gamma distribution. As before, let X(η,ν) be a gamma random variable with scale parameter η and shape parameter ν with density in (4.1). We now establish an upper bound for m n . Note that
where the gamma distribution over the entire positive half line is used in the last step. Note that x 0 n is negligible compared to Γ(n + β)/η n + β as n grows. Since
Similarly, as a lower bound we obtain
Hence, we can combine (5.9) and Lemma 4.2 to obtain
Combining (5.8) and (5.10), we obtain (5.5). From (5.5), we obtain
for ψ = min { 2φ, 1 + φ}, which is (5.6).
At the outset we assumed that γ and δ are nonnegative. It is easy to modify the proof to cover the other cases. If γ < 0, then we can replace γ by 0 in the upper bound and we can replace P(X(η,n + β − φ) > x 0 ) by 1 in the lower bound. If δ < 0, then we change the role of ( 1 + ε) and ( 1 − ε) in the δ terms. Finally, the limits for β n in (1.7) and η n * ( 2 ) in (1.15) follow easily from (5.6). 
Consequently, the expansion (1.12) holds for η n in (1.6),
Proof. We will use the expansion (5.16) where
Combining (5.15) and (5.16) yields (5.11) with (5.12). Similarly,
where C 1 = c 1 , C 2 = c 1 + c 2 and C 3 = c 1 + 2c 2 + c 3 . Then, by 3.6.22 of Abramowitz and Stegun (1972) , 19) where D 1 = 0, D 2 = α 2 η/α 1 and
Hence, by 3.6.21 of Abramowitz and Stegun (1972) , we obtain (5.13) with (5.14) from
The expansions for η n , β n , α 1 ,n , β n * and α 1 ,n * follow by similar arguments. To relate α 1 ,n in (1.8) and α 1 ,n * in (1.17), use the asymptotic expansion of the gamma function; see 6.1.37 and 6.1.47 of Abramowitz and Stegun (1972) .
Weibull-Like Tails
Suppose that, instead of (1.4), the complementary cdf has the tail behavior in (1.23), where δ is a positive constant. When β = 0, F has the tail behavior of a Weibull distribution; see
Chapter 20 of Johnson and Kotz (1970) . The case (1.23) can be treated by reducing it to (1.4). In particular, if X has cdf F satisfying (1.23), then X δ has complementary cdf of the form (1.4) i.e.,
Hence, we can apply previous results with the moments of X δ ; e.g., Theorem 4.1 implies that
where r is a positive real number.
However, the numerical inversion algorithm only computes the integer moments m n . If δ is an integer (e.g., δ = 2 for normal tails), then this approach can be applied directly. For example, instead of (1.6)-(1.8), we have (6.5) assuming that (1.5) is valid. Moreover, the estimates (6.3)-(6.5) have the asymptotic form (1.12), so that we can extrapolate to greatly speed up the convergence.
More generally, we can estimate δ as well as η,β and α by exploiting (6.2). The following result can be proved in the same way as previous results.
Theorem 6.1. If X δ satisfies (1.5) with β/δ in place of β, then the estimators
where r n = m n / m n − 1 , converge to the appropriate limits as n → ∞ and have the asymptotic form in (1.12) . Consequently, we can extrapolate with (6.6)-(6.9) using (1.13).
An RBM Example
In this section we give a numerical example illustrating how the moment-based estimates of the asymptotic parameters perform. We use an elementary example here, for which we can calculate the moments and asymptotic parameters directly, so that it is easy to verify our results.
We apply our methods to a more difficult example, polling models, in .
In particular, here we consider the time-dependent mean of canonical reflected Brownian motion (RBM) starting off empty, which was considered in Whitt (1987, 1995) . By canonical RBM, we mean that the drift is − 1 and the diffusion coefficient is 1. If we divide the mean by the steady-state mean 1/2, then we obtain a bonafide cdf (cumulative distribution function) with mean 1/2, denoted by H 1 (x). We will further scale the distribution so that it has mean 1. Thus, we consider the cdf
where Φ is the standard (mean 0, variance 1) normal cdf and φ is its density function. It is known that H 1 c (x) ≡ 1 − H 1 (x) has asymptotic form (1.4) with η = 1/4, β = − 3/2 and α = 8/√  π ;
see Corollary 1.3.5 of Abate and Whitt (1987) and make the adjustment for the mean being increased from 1/2 to 1. The associated Laplace-Stieltjes transform of H 1 is
and the moments are
see (10.12) and (10.15) of Abate and Whitt (1995) .
Using the explicit expression for the moments in (7.3) and the asymptotic expansion for m n in (5.11), we can also identify the asymptotic constants for all terms in (1.5). In particular,
Hence, in this case we know all the asymptotic constants appearing in (1.5) in advance.
Moreover, from (7.4), we see that for any fixed x, the asymptotic series on the right in (1.5) is actually divergent. This is a familiar phenomenon with asymptotic expansions. It implies, for each x, that additional terms in (1.5) will only help up to a point. (We illustrate this below.)
For this example, we can directly compute the estimators for η,β and α. First, for η n in (1.6),
Next, for β n in (1.7),
Then, for α 1 ,n * in (1.17), using 6.1.12 in Abramowitz and Stegun (1972) for Γ(n + 1/2 ), we obtain α 1 ,n * = Γ(n + β + 1 )
Now we want to see how the moment-based estimates of the asymptotic parameters perform, where we use only computed values (instead of the exact values) at each step. All computations were done with double precision. First, we calculated and stored the first 40 moments by numerically inverting the moment generating function ĥ ( − z) for ĥ (s) in (7.2), using the algorithm described in Lucantoni (1993, 1995) . In this case, computing the first 40 or first 200 moments is not difficult, but it is the biggest part of the computation. (For the polling problem in , computing the first hundred moments is much more difficult, taking a few minutes on a SUN SPARC2 workstation, because the transform is not available explicitly.) Our computation of the H 1 moments consistently yielded good accuracy, with at least 9 significant digits for each of the first 40 moments. (In general, the accuracy can be checked by doing the inversion for two different values of the roundoff-error control variable l.)
This 9-digit accuracy is more than we usually care about for the moments themselves, but we will exploit it for estimating the asymptotic parameters.
Next we calculated the k th -order estimates of η for all n, 1 ≤ n ≤ 40, and all k, 1 ≤ k ≤ 5.
(Here η n ( 1 ) is η n in (1.6).) We display the first-order and fifth-order estimates for several values of n in Table 1 . As can be seen from Table 1 , the first-order estimate still has about 4% error at n = 40, whereas the fifth-order estimate already has 4 significant digits by n = 6. Since the fifth-order estimate η n ( 5 ) uses the last 6 moments prior to n, we must have n ≥ 6 to use the fifth-order estimate. We find that the fifth-order estimate η n ( 5 ) monotonically decreases in n from n = 6 until n = 17, with η 17 ( 5 ) = 0. 250000022, and thereafter η n ( 5 ) oscillates and even -25 -degrades slightly as n increases to 40. Evidently numerical errors cause some loss of accuracy as n gets larger. Hence, we look for the value of n where η n ( 5 ) stops being monotone and use that for our best numerical estimator of η. In this case, we use η 17 ( 5 ) in all estimates of all remaining asymptotic parameters in which η appears. Note that η 17 ( 5 ) has 7 significant digits, so we have 2 fewer significant digits than in our estimate of the moments themselves.
We also did a sensitivity analysis on the estimates of η. We first truncated all moments to 6 places and then all to 3 places. With these modifications, it is more difficult to pick out a good estimator of η. For example, the fifth-order estimate can perform poorly. However, it is easy to see that a reasonable estimator based on the first five orders has only 3 and 1 significant digits, respectively, when the moments have 6 and 3 significant digits.
In general, we have found, as one would expect, that the higher-order estimates converge more rapidly. For example, the best fifth-order estimate of η occurs for n = 17, whereas the best j th -order estimate occurs for n > 40 for j ≤ 4. However, we have also found that the accuracy of the best j th -order estimate can decline in j. Hence, for any given n, it is good to examine several orders of the estimates, say from 1 through 5, in order to locate the best estimate. For this H 1 , example, the best estimate η n (k) for n ≤ 40 and k ≤ 5 is η 17 ( 5 ).
Using η 17 ( 5 ), we next estimate β using β n (k) based on β n ( 1 ) ≡ β n in (1.7) and β n * (k) based on β n * ( 1 ) ≡ β n * in (1.16), where the k th order estimate is obtained by extrapolation using (1.13). The estimators β n * (k) are interesting because they do not directly involve η. We remark that the estimates of β would be very bad if we used the first-order estimate η n ( 1 ) even for n = 40 or n = 100.
We display the first-order estimates β n ( 1 ) and β n * ( 1 ) and the fifth-order estimates β n ( 5 ) and β n * ( 5 ) for several values of n in Table 1 . Again, the fifth-order estimates are much more accurate.
Again, the fifth-order estimates monotonically improve until some point, which turns out to be n = 16 for β n ( 5 ) and n = 15 for β n * ( 5 ), and then oscillate and degrade as n approaches 40.
These best estimates have 6 and 5 significant digits, respectively. Hence, we have 1 less digit accuracy for β than for η. These results indicate that it is somewhat better to estimate β using a good estimate of η than to try to estimate β without using η.
We also did a sensitivity analysis on estimating β based on η when there is an error in η. We found that a 10% or 1% error in η causes quite a serious problem in estimating β. For example, a 1% error in η might lead to a 20% error in β. However, numerical evidence indicates that the overall tail probability match tends to be not quite so bad, because the error in β tends to compensate somewhat for the error in η (since the moments are given).
Next, we estimated the first four asymptotic constants α 1 ,α 2 ,α 3 and α 4 . In each case we used the previous best estimates of η and β, η 17 ( 5 ) and β 16 ( 5 ) = − 1. 4999924. For α 2 , we also use the best estimate for α 1 , and so forth. We display the first-order estimates α j,n ( 1 ) and the fifth-order estimates α j,n ( 5 ) for j = 1 , 2 , 3 , 4 and several values of n in Table 1 . Our best estimators of α j,n ( 5 ) were α 1 , 21 ( 5 ) = 4. 51333, α 2 , 16 ( 5 ) = − 27. 0747, α 3 , 16 ( 5 ) = 270. 514 and α 4 , 15 ( 5 ) = − 3777. 1. The number of significant digits in these best estimates is 4 for j = 1, 3 for j = 2, 3 for j = 3 and 2 for j = 4.
We also computed the exact values of the tail probabilities H c (x) for this example by numerically inverting [ 1 − ĥ 1 (s) ]/ s for ĥ 1 (s) in (7.2) using the algorithm EULER from Abate and Whitt (1992) . We compare the asymptotic approximations to these exact values in Table 2 and Figure 1 . In the asymptotic approximations we use the exact values of all the asymptotic parameters, but that makes negligible difference.
In Table 2 we show the multi-term asymptotic expansions in (1.5) with two, four and ten terms as well as the one-term asymptote in (1.4) for 10 values of x. Over these values of x, the tail probabilities range from about 0.01 to 10 − 11 . First, the convergence as x increases is slow. mean 1 and squared coefficient of variation c 2 = 5/4. We also consider the distribution of the steady-state waiting time W in the M/G/1 queue with arrival rate ρ and this PME distribution as a service-time distribution, which has transform
The asymptotic behavior of the tail probabilities P(W > x) is described in Section 3 of Abate, Choudhury and Whitt (1994b) . The first term is
We first calculated fˆu (s) in (3.2) for u = 1 associated with fˆ(s) = ĝ 4 (s) in (8.1). We directly obtain 0.9992, − 4. 999998 and 59.575 for the asymptotic decay rate, power and constant for F u c (x), based on the first 40 moments using extrapolation. Since ĝ 4 ( 1 ) = 0. 509861, we obtain − 0. 0008, − 3. 999998 and for 7.59375 for the asymptotic parameters of G 4 c (x), agreeing exceptionally well with (8.3).
We next calculated fˆu (s) in (3.2) for u = 1 associated with fˆ(s) = ŵ (s) in (8.3) in the case ρ = 0. 2, which is the case considered in Table 4 of Abate, Choudhury and Whitt (1994b) . The waiting-time distribution proved to be substantially more difficult, but we obtained reasonably good estimates based on 150 moments. The second-order estimate yielded asymptotic decay rate of 0.999. Assuming η = 1, the second-order estimate yielded asymptotic power of − 3. 99 and asymptotic constant 2.14. Here fˆu ( 1 ) = 0. 88694522, so that our final estimate of the asymptotic power and constant are − 2. 99 and 0.6327, which agree with (8.6) to 3 digits. Taking the atom at somewhat but not greatly.
Conclusions
In this paper we presented both simple and refined estimates of asymptotic parameters of a complementary distribution function based on its moments when the asymptotic form is as in (1.4), (1.5) or (1.23), focusing especially on the case with an asymptotic power (β ≠ 0 )). We have shown that these estimates converge to the true asymptotic parameters under suitable conditions and we have determined the rate of convergence. Unfortunately, the conditions will often not be directly verifiable in many applications. Nevertheless, the theorems here provide useful background. For practical purposes, convergence of the estimates as the moment index increases will confirm that the conditions are satisfied (even though Section 2 shows that this is not strictly valid). In many cases it will also be possible to confirm the asymptotics by directly computing some of the tail probabilities, as in Table 2 and Figure 1 here. For example, this is done for the polling models in . Computational efficiency is obtained by exploiting extrapolation as in (1.13). Extrapolation often makes it possible to obtain very good estimates of asymptotic parameters with remarkably few moments. Even in difficult cases, such as the waiting-time example in Section 8, the accuracy seems to be sufficient for most engineering applications. Table 3 .
Estimates for the asymptotic parameters of the M/M/1 busy-period complementary cdf with service rate 1 and traffic intensity ρ = 0. 8.
Figure 1.
A comparison of the asymptotic approximations with exact values of the complementary cdf in log scale for the RBM example in Section 7.
