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Abstract
This article presents our steps to integrate complex and partly unstructured
medical data into a clinical research database with subsequent decision sup-
port. Our main application is an integrated faceted search tool, accompanied
by the visualisation of results of automatic information extraction from textual
documents. We describe the details of our technical architecture (open-source
tools), to be replicated at other universities, research institutes, or hospitals.
Our exemplary use cases are nephrology and mammography. The software was
first developed in the nephrology domain and then adapted to the mammogra-
phy use case. We report on these case studies, illustrating how the application
can be used by a clinician and which questions can be answered. We show
that our architecture and the employed software modules are suitable for both
areas of application with a limited amount of adaptations. For example, in
nephrology we try to answer questions about the temporal characteristics of
event sequences to gain significant insight from the data for cohort selection.
We present a versatile time-line tool that enables the user to explore relations
between a multitude of diagnosis and laboratory values.
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1. Introduction
As medical records may cover a very long history of diseases (in this work,
we have access to individual patient data up to 30 years) and include a vast
number of diagnoses, symptoms, results, medications, and laboratory values,
we could highly benefit from advanced search capabilities in clinical informa-
tion systems to allow for the retrieval of relevant data. A three stage process
has been proposed in [1]: (1) off-line textual information extraction from med-
ical records in transplant medicine; (2) the application of interesting faceted
search capabilities to the results of the previous stage; (3) the combination of
the information extraction results with structured database facts. In the cur-
rent contribution, we present a system architecture which combines (1) textual
information extraction, (2) faceted search over information extraction results
and structured medical data, and (3) information visualisation. We focus on
the question whether this architecture is suitable for two distinct domains. In
addition to the exploration of a collection of diagnoses, symptoms, results, medi-
cations, and laboratory values by applying multiple filters, we aim at supporting
the doctors’ cognitive chain of decision-making by visualising key patient data.
In particular, automatic information extraction from text, followed by faceted
search applications, followed by the visualisation of a combination of the infor-
mation extraction results with structured laboratory values allow physicians to
identify groups of patients with similar and different attributes that are highly
relevant for further treatment decisions [2].
We describe two applications of our system, their common architecture and
the adaptations in functionalities and usage that had to be made to adopt the
systems to the different domains and scenarios.
2. Terminology and Related Work
While previous research has focused on searching and browsing, and a spe-
cial form of faceted search, overview tasks that are based on automatically ex-
tracted information from text in combination with laboratory values are often
overlooked.
2.1. Information Extraction
Information extraction is the process of automatically deriving high-quality
structured information from text. A range of applications has been described
in the medical application area, for example for extracting adverse drug events
from text [3] or for symptom extraction from texts on rare diseases [4]. However,
clinical information extraction from patient records is still under-represented
and underdeveloped. Earlier work includes evaluating context features for med-
ical relation mining on scientific abstracts [5]. The identification of semantic
relations, such as substance A treats disease B, remains a non-trivial task [5].
Recent work and comparative baseline experiments include temporal informa-
tion extraction [6]. A special trend becomes apparent, the need for ontology
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modelling of medical terminology and corresponding information extraction re-
sults [7]. Large-scale academia/industry projects show this demand (THESEUS
MEDICO from BMWi): The objective is to enable a seamless integration of
medical images and different user applications by providing direct access to im-
age semantics. Semantic image retrieval should provide the basis for the help
in clinical decision support and computer aided diagnosis. Because of enor-
mous annotation costs, mainly unsupervised methods are being used [8]. In
industry and in the context of reliable clinical relevance, however, very de-
tailed (and labor-intensive) manual hard-coded rule-based approaches represent
the state-of-the-art. In the nephrology use case, we use our research project
partner’s solution (Averbis), which is based on shallow text parsing, see aver-
bis.com/en/research. In the mammography use case, we base our system on [9]
for the Breast imaging-reporting and data system (BIRADS) and medications,
with additional highly specific rule engines for relation extraction [10].
2.2. Faceted Search
Faceted search allows the user to explore a data collection by applying fil-
ters in an arbitrary order. The information elements are organised by a faceted
classification system among multiple dimensions, called facets. In a faceted
search interface, labels are assigned to hierarchical items from the collection.
This representation known as hierarchical faceted search is gaining great attrac-
tion within several information retrieval communities [11, 12]. Some previous
approaches focus on automating the creation of such hierarchical faceted meta-
data structures [13]. We however implement a special multi-facet functionality
for our medical data where we already know the hierarchy of the terms according
to clinical ontologies. Design recommendations for hierarchical faceted search
interfaces [14] include the support for flexible navigation, seamless integration
with keyword search on the full text, fluid alternation between refining and ex-
panding, avoidance of empty result sets, and at all times retaining a feeling of
control and understanding (of the patient data).
Our approach shows the following main advantages over previous approaches
in the medical domain:
• In our faceted search application, the user may remove any restriction he
or she may have made in previous steps, for example by choosing concrete
facet values or narrowing value ranges. This allows for a much better
navigation through the search space while related systems only support
subsequent thinning [15, 16].
• We base automatically generated facets (e.g., disease/symptom relation-
ships and negations) on multi-term extraction and relation extraction, by
employing state-of-the-art, high-precision textual information extraction
modules.
2.3. Information Visualisation
Information visualisation is the study of interactive visual representations of
abstract data to reinforce human cognition. The abstract data, here the facets,
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include both numerical and non-numerical text data. We base our implemen-
tation on the visualisation proposed by [17], focussing on answering questions
regarding the number of records that include a specific event sequence, for exam-
ple a question like “has the patient already rejected a procedure or medication?”
In [18], the authors identified five main usability points in the medical domain
which we have implemented accordingly: (1) visualise and review the data from
individual records and their event sequences; (2) search for temporal patterns
of interest, using a powerful graphical interface; (3) summarise all the event
sequences, their timing and prevalence, and find anomalies; (4) perform data
transformations to reveal useful patterns that answer questions you have; (5)
select cohorts of interest for further studies.
In addition, [19] provides a graphical approach to specify intervals and ab-
sences in temporal queries. Interval-based events represent a fundamental in-
crease in complexity at every level of the application. In [20, 21], the authors
introduce a faceted search application by a special visualisation and manipu-
lation interface. We adapted some key ideas e.g. concerning adjustments of
events from this approach to our domain.
3. Project Phases And Use Cases
In this contribution we present a software system which was developed over
the work on two medical use cases:
• Use Case 1: nephrology patients, whose medical information is repre-
sented in the TBase R© database of Charite´ Berlin, and
• Use Case 2: patients of UKE, the Universita¨tsklinik Erlangen with medical
data concerning examinations and their results with a focus on mammog-
raphy.
The system was built from scratch for the first use case and later adapted to
the second. The architectures of both systems are mostly the same, adaptations
had to be made mainly in the indexing process and partly for the web interfaces
for the clinician. Some functionalities are very dependent on the respective data
situation and apply to one of the cases only.
3.1. Use case 1: Nephrology
The web-based electronic patient record TBase R© was implemented in a Ger-
man kidney transplantation programme as a cooperation between the Nephrol-
ogy of Charite´ Universita¨tsmedizin Berlin and the AI Lab of the Institute of
Computer Sciences of the Humboldt University of Berlin [22, 23]. Currently,
TBase R© automatically integrates essential laboratory data (9.9 million val-
ues), clinical pharmacology (237.000 prescribed medications), diagnostic find-
ings from radiology, pathology and virology (146.000 findings), and administra-
tive data from the SAP-system of the Charite´ (70.000 diagnoses, 25.000 hospi-
talisations).
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Our very first text data set originated from the TBase R© database contain-
ing medical information about nephrology patients. It consisted of about 5000
unstructured, free texts of four types: “Befunde” (findings), “Untersuchun-
gen” (visits), “Entlassungsbriefe” (clinical reports), and “Verla¨ufe” (progress
reports)1. A much larger system with many additional features was built on
further data from Charite´ about these patients: We worked on an extract of
the original TBase R© database containing 185 (anonymised) patients, including
among others, their meta data, over 6300 diagnoses, 830,000 laboratory values,
25,000 medications, 12,000 examinations. The before mentioned medical texts
of these patients were stored mostly in the data base, the clinical reports were
stored externally as Word documents.
The main objective of this project phase was to realize a software system
to support a physician in the search for patient cohorts. A focus was on the
question how to present various types of patient attributes and medical facts in
a coherent and intuitive way and how additional medical information hidden in
unstructured data can be made accessible.
3.2. Use case 2: Mammography
In this subsequent use case the data was extracted from a proprietary radiol-
ogy information system (RIS), a software system for managing medical imagery
and associated data. We got large CSV files with examinations (“Untersuchun-
gen”) findings (“Befunde” and “Beurteilungen”). Each of these files contains
about 100,000 lines of patient records, each line built of both meta data about
the patient and the examination and unstructured texts about the findings and
evaluations. No further medical data about the patients was available.
Beside the possibility to have a sophisticated search over the data, the main
focus was the question whether the realized solution of use case one would
basically also fit to this differing data situation and how much effort it would
take to adapt the modules.
4. System Architecture
The main system (see figure 1) consists of two major components: (1) a
backend with the medical data source and modules that support the search
and information extraction on the medical data (lower part of figure 1) and
(2) the web front end that enables the user to access all system functionalities
in a single graphical user interface called “Workbench”. The web interface
combines three main modules: a) the faceted search on structured data as well
as on automatically extracted data from documents, b) an interface to send
text snippets (taken from the database or external sources) to the information
extraction module and display results together with annotated text snippets,
and c) an interactive visualisation tool to explore temporal relations between
1In this contribution we do not describe the first system version that handled only this
part of the data as this can be regarded as an early proof-of-concept.
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laboratory values and diagnoses. According to the specifics of the different use
cases, variations of combinations of these modules were applied.
A typical medical database contains both structured data on patients in form
of structured medical records (patient master data and facts about diagnoses,
procedures, laboratory values, medication, etc.) as well as unstructured natural
language texts in the form of clinical reports or findings.
The faceted search is built upon the Solr search platform2, an open source
enterprise search platform used in many large websites and applications. It is
one of the most popular enterprise search engines.3 Solr runs as a standalone
full-text search server and uses the Lucene Java search library at its core for
full-text indexing and faceted search. We chose the Solr system mainly be-
cause of some interesting features to faceted search, namely a proprietary query
language that supports structured and textual search (cf. the aforementioned
recommendations for faceted search interfaces [14] to include the support for a
seamless integration with keyword search on the full text), its scalability and ex-
tensibility through plug-ins, and its various APIs for input (text, XML, JSON,
Word, etc.) and output (JSON, XML, PHP, Python). A detailed description
of our implementation can be found in section 5.1.
The information extraction is performed by using UIMA [24], a framework
of software systems that analyses large volumes of unstructured information in
order to discover and annotate relevant knowledge. A UIMA pipeline is used to
extract medical data about diagnoses, symptoms, medications, and laboratory
values from the documents. The central data structure is a so-called CAS object
(common analysis structure), which is guided through an analysis pipeline. The
modules of this pipeline, called analysis engines (AE), enrich the CAS with
additional annotations (lower part of the figure).
The results of the information extraction steps can be written back to the
medical database as structured data, or they can be made available to the search
module via the UIMA-Solr-API45. Moreover, the annotations can be evaluated
using a separate presentation and validation interface. This architecture enables
the user to search and access both the information newly extracted from un-
structured text documents and the structured data of the medical database in
a homogeneous way. The source of the facts is accessible as additional attribute
provenance information. Section 5.1 describes our implementation in detail.
The web user interface was built using AngularJS 1.36, a JavaScript-based
open-source web application framework mainly maintained by Google to ad-
dress challenges encountered in developing single-page applications. It aims
to simplify the development of such applications by providing a framework for
client-side model-view-controller (MVC) and model-view-viewmodel (MVVM)
architectures.
2lucene.apache.org/solr/
3db-engines.com/en/ranking/search+engine
4wiki.apache.org/solr/SolrUIMA
5This very much depends on the respective data situation and access privileges.
6www.angularjs.org
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Figure 1: Basic System Architecture of the Integrated Information Extraction, Faceted Search
and Visualisation
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5. System Modules And Interfaces
In the following secton, we describe the processing steps and system mod-
ules developed for the first use case we worked on, the TBase R© database of
Charite´ Berlin. Differing aspects of the second use case, data from UK Erlan-
gen, and additional deployment details are mentioned especially when necessary
but described in detail in section 6. We will also expound how the user interface
enables the interaction with the system modules.
5.1. Textual Information Extraction
The first step in our processing chain is information extraction. One source
of text data originates from the TBase R© database holding medical information
about nephrology patients. It also contains about 5000 unstructured German
texts. In a first preprocessing step, these texts are processed by the project
partner Averbis, who anonymises them and adds annotations to lexical items
based on several medical reference systems and dictionaries (described in detail
in section 6.1).
The text snippets that are sent to the information extraction module may be
taken from the medical database or entered manually and in real-time, for exam-
ple when a patient is referred from the family physician. Information from free
text entries (i.e., text snippets that are typed in as opposed to pre-formulated
labels chosen from menus) is especially interesting as it may contain negative
facts (for example negative findings or rejected procedures or medications). In
contrast to this, medical databases often contain only positive facts. A sub-
stantial fraction of the observations made by clinicians and entered into patient
records are expressed by means of negation or by using terms which contain neg-
ative qualifiers (as in “absence of pulse or surgical procedure not performed).
This seems at first sight to present problems for ontologies, terminologies and
data repositories that adhere to a realist view and thus reject any reference to
putative non-existing entities.
The process of information extraction integrates existing external (Averbis)
as well as internal local annotation modules to ensure state-of-the-art anno-
tation results [9, 10]. Our pipeline starts with shallow linguistic processing
combined with text mining modules to recognise diagnoses, medication, labora-
tory values, and other basic medical concepts [5, 10]. Subsequently, additional
analysis processes such as ontology-based semantic annotation and deep lin-
guistic processing steps follow to recognise negations and their correct scope,
i.e., dependency parsing [25]. At the end of the pipeline we have an enriched
CAS object that can be made available to the faceted search component via a
custom interface (UIMA-Solr). Other CAS-consumer modules could be added
that write the extracted facts into the medical database as structured data or
serialise them in different output formats (e.g., XMI or JSON). This annota-
tion module which serves the user interface is implemented as a Java servlet
that takes text strings, sends them to the information extraction pipeline in the
backend, and returns the annotations in the desired format.
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5.2. Presentation and Validation Interface
The user frontend for an explicit annotation of a single document (in contrast
to batch-processing large amounts of documents) includes a presentation and
validation interface (see figure 2) that consists of two main parts: the upper part
can be used to enter text and shows, after the annotation process has finished,
the original text with highlighted annotations. The lower part contains tabs
that list relevant annotations 7. The goal is to create a convenient interface,
which fulfils the clinician’s needs. Accordingly, this graphical user interface as
Web page (this interface is part of the workbench shown in figure 13) serves
three different purposes: (1) the display of unstructured source text documents,
(2) the presentation of the original text snippets (source text part) found by
the information extraction together with the extracted information, and (3) the
validation of the annotations.
The presentation and validation interface has been developed after discussing
with the clinicians the goals, behaviour patterns, and paper-based model sce-
narios of their interactions with results of an automatic information extraction
process. Several guidelines for the relevant operating systems, which we want
to adjust our interface to, are covered by the HTML5-based rendering engine of
Solr. Firstly, the interface has to be functional. Secondly, it has to be convenient
to the extent that it does not irritate the user in frequent work. For adaptabil-
ity of the information extraction process in connection to validation procedures,
we implemented the following functionality and frequent interaction patterns
accordingly (they apply to different use cases according to the respective data
situation):
• If a relevant fact was not recognised because an item in one of the un-
derlying dictionaries (diagnoses, disorders, examinations, procedures, or
drugs) was missing, the user can add this item to the dictionary by using
the input fields above the listed annotations (upper highlighting frame in
figure 2). The item will be added to a separate part of the dictionary and
the UIMA pipeline will be restarted with the extended analysis engine.
This allows both a direct extension of the extraction process by the user
and the protection of the original dictionary8.
• If an annotation is found to be incorrect, the clinician can click the red
arrow in the second last column titled ‘correct?’ (lower framed region).
This triggers a message to the backend where these messages can be col-
lected in order to check and adjust the annotation process via interactive
machine learning9
7They are obtained from the backend in XMI format (XML Metadata Interchange) and
can be visualised in a pop-up by clicking on a highlighted word.
8This was implemented in the second use case only because here we could control the whole
annotation process including the underlying dictionaries.
9Here we implemented just the user interface to indicate an additional but not yet realised
feature.
9
Figure 2: Presentation and validation interface with annotated text segments (upper part)
and extracted results for disorders, diagnoses, examinations, procedures, medications, and
drugs (lower part).
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• If the text snippet is directly associated to a patient and the medical health
record of the patient is available to the system (see also descriptions of
figure 13 in section 6.1), this interface can also be used to add extracted
facts to the record. The rightmost column titled ‘NEW’ contains a link
(the plus-sign) if the annotated term is not yet contained in the health
record of the database (see lower framed region in figure 13)10.
5.3. Faceted Search
The faceted search uses Solr to (1) index available structured data and (2)
enable the direct free text search on specific text fields. The patients’ meta-
data (structured medical data from databases or other sources) are modelled
and indexed as main ”patient objects” in Solr with sub-objects for diagnoses,
medications, examinations, etc. This object-oriented programming approach
enables us to construct much more complex search queries11. We can distin-
guish between predefined facets built upon more simple attributes (e.g., gender,
age, blood group, existence of findings) and complex dynamic facets (especially
temporal relationships between events) which are assembled by the user while
executing the faceted search.
The faceted search works by providing information about existing values
and the expected number of results in real-time. This works even before an
attribute (e.g., ‘examination of an organ’) is restricted to a value (e.g., ‘thorax’).
This feature is of great importance for one of the main applications, namely
the identification of patient cohorts for medical studies. Additionally, users
may un-click any restriction made within this subsequent search process at any
time, thereby giving them great flexibility in narrowing down and extending the
search.
The left part of the user interface in figure 3 groups facets thematically
in blocks like ‘Stammdaten’ (patient master data), ‘Diagnosen und Therapien’
(diagnoses and therapies), or ‘Anamnese und Risiken’ (anamnesis and risks)
that can be opened or closed12. Each block may contain several facets and each
facet (see also figure 4) shows (a) current restrictions (bold face with delete-
button), (b) the most frequent values with their cardinality, and (c) highlights
the values that are common to all remaining patients as well (marked with a
green “OK”-sign). This results in a maximum of information about a facet and
the distribution of its values.
Additionally, there are lists with all remaining values (see green pop-up in
figure 4) to allow the user to access all – and especially – less common values.
10This is only applicable when additional medical data about a patient is available, i.e. in
the first use case based on data from TBaseR© )˙
11In fact queries with more than one restriction on a facet, e.g. ‘patients with laboratory test
1) for creatinin and 2) results over value x’ would not be possible without this hierarchical
model. An example for a complex query can be found in section 6.3.
12In this example, the facets in block ‘Stammdaten’ are ‘Geschlecht’ (gender), ‘verstor-
ben’ (deceased), ‘akt. Alter’ (current age), ‘Blutgruppe’ (blood group), ‘Ko¨rpergro¨ße’ (body
height), and ‘letzter Kontakt’ (last contact).
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Figure 3: Web interface of Faceted Search with blocks of facets (left) and short presentation
of 185 patients as result set (right).
Figure 4: Presentation structure of textual facets
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This list may be filtered directly by a completion mechanism: entering text in
the field above the list (string ‘ana¨’ in the example) restricts the list to entries
containing this text snippet. This is very helpful when dealing with different
notations resulting from free text input for values (the list shows three variants
for the diagnosis ‘renal anaemia’: “Ana¨mie, renal”, “Renale Ana¨mnie”, and
“renale Ana¨mnie”). Additionally, using this input field the user can perform a
free text search (including wild-cards) over the textual values of the facet (in the
illustrated case in figure 4, the ‘term’ attribute of diagnoses, called ‘Bezeichnung‘
in German).
Additional features include interval boundaries for numerical values that
can be changed directly in the web interface (with immediate feedback, i.e.,
the presented intervals and their hit counts will change on the fly) or facets
to indicate the last known correspondence with a patient (see for example the
facets “akt. Alter” (current age) and “letzter Kontakt” (last contact) at the
top of figure 3). These data are requested and retrieved from the backend (the
Solr core), processed and transformed by the web client to build the lists, and
displayed in menus of facet values as described above. This extensive yet easily
understandable organisation and presentation of facets and their values results
in a maximum of control over the search process and a very flexible navigation
within the facets (cf. the recommendations in [14] concerning facet navigation
and exposure, graphic design, and keyword search).
The right part of figure 3 consists of three elements (from top to bottom): (a)
the possibility to save the result set (button ‘speichern’ - save), (b) an input field
to perform a direct search over some text fields (more details in section 5.3.2),
and (c) a listing of matching patients as short profiles containing some meta
data, basic diseases (‘Grunderkrankung’), date of first dialysis (‘1. Dialyse’),
and some facts about transplantations and failures (‘Transplanatationen’).
5.3.1. Dynamic Faceted Search Example
In the following, we describe the specification of dynamic facets by the ex-
ample of laboratory values. Figure 5 illustrates various aspects of this user
interface. These facets consist of a term, the timestamp and the tested value, a
textual or numerical result, an optional classification of the result and, as in our
case, the provenance of the data (namely the structured database or the infor-
mation extraction pipeline). Simple restrictions on these facts can be specified
in the usual way in the left side of the corresponding block. But often these
laboratory values are only interesting in combination with special events such
as transplantations, failures, or rejections. To address this, the system allows
for the temporal restriction of laboratory tests13 in relation to some predefined
events and by that, to answer questions like “all patients with a value for ‘CR-
PHP (mg/l)’ over 6mg/l, at most thirty days before a failure occurred” (see
right side of figure 5).
13As mentioned above, this kind of restrictions is only made possible by the complex hier-
archical modeling of objects in Solr.
13
Figure 5: Definition of facets with textual values and classifications of laboratory results (left)
and the specification of multiple restrictions on laboratory values (right)
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In a similar way, the clinician may also search for temporal restrictions be-
tween multiple endpoints such as basic disease, first dialysis, transplantations,
rejections, failures, or death. For example, a query could ask for the result
set of “all patients where the first rejection was within three days after the first
transplantation.”
As we have to deal with lots of facets and values and, more general, with
great amounts of data, the user interface allows for opening and closing of
facet blocks and by that for concentrating on facets in focus while hiding the
rest. This also supports the performance of the web interface as only data of
opened blocks is requested from the backend and included in the web page.
With this functionality, the user is able to get an overview of the distribution of
attribute values and may recognise correlations between chosen restrictions and
other attribute values (e.g. most common medications within a given group of
patients).
5.3.2. Free Text Search
In addition to searching over structured data via facets, the user may want
to perform a search for a specific attribute of patients that is neither covered
by structured data nor annotations on texts. To address this request, the web
interface allows to search for arbitrary terms in texts directly (see text input field
in right upper part of figure 3). Which text is searched depends on the individual
application—in TBase R© external Microsoft Word documents are indexed, in
UKE different parts of the examination data (“Befunde”, “Beurteilungen”).
Solr’s text search also allows the user to use boolean operators and wild-cards
which is very useful when dealing with free text searches entered by physicians
and medical staff.
5.4. Information Visualisation
In contrast to other applications, in our visualisation application (broad
structured data with timestamps from TBase R©) the events (diagnoses and lab-
oratory tests) are not predefined but can be determined directly from the at-
tributes of the faceted search application, thereby providing a dynamic inter-
active tool. A special aspect of our domain is that each patient may have
hundreds of laboratory tests with thousands of values. Therefore we focus on
means to support the user in finding (potentially) relevant events and relations
between them—for a single patient. Figures 6 (chart with some patient data)
and 7 (corresponding configuration) display the two parts of the visualisation
interface.
The chart14 splits the data by transplantations, i.e., each transplantation
and its associated data are displayed in a separated horizontal layer of the
chart, starting with the first at the bottom and the following stacked over it.
It’s essential that these stacked layers are always aligned to the date of an
14drawn with highcharts (www.highcharts.com)
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Figure 6: Visualization of temporal relationships between diagnoses and laboratory values
(event sequences)
event, the current focus point(s)15: At the beginning, the alignment is done
to the day(s) of the transplantation(s), but the user interface allows to change
the alignment to any displayed event (including diagnoses and even each single
laboratory value) just by clicking on it. The X-axis shows the distance of all
events as number of days before or after the focus point (the actual time points
given in date specifications would be of no use, especially as we want to stack
the transplantations to be able to compare their chronological progressions). By
marking an area with the mouse the user can zoom in and enlarge a time span
to inspect it in more detail. The chart part also shows some annotated values
and (at the bottom) a list of the displayed data (hover with mouse highlights
the corresponding items in the chart). The chart in figure 6 is the result of the
example configuration given at the end of this section.
The configuration part (figure 7) contains information transferred from the
search, namely selected patients and search restrictions over diagnoses and lab-
oratory values in the upper region (area A). As the vast number of events (every
single laboratory test value is a single event) could not be displayed reasonably
in a chart, we implemented different kinds of filters over types of diagnoses and
laboratory tests that support the user in restricting (1) the events to a manage-
15There can be multiple focus points at one time if the chart is aligned to the date of
transplantations or failures.
16
Figure 7: Configuration of chart contents with various filters
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Figure 8: “Transplantation Episode Filter” (Filter F1 in 7): transplantation episodes with
range r
able amount and/or (b) to some interesting and relevant period of time. Area B
in figure 7 shows the interaction options with the different filters, their adjust-
ment elements and the resulting amount of hits (in the first column). The lower
part (area C) contains a list of those types that have passed all applied filters
with some additional information, and options to include them in the chart or
to search for a specific description term (Term Filter).
5.5. Filters for Diagnoses and Laboratory Tests
In this section we describe the different filters over diagnoses and laboratory
tests. In Figure 7 area B points to the filter configurations, figures 8 to 10
illustrate the individual filters:
• F1: “Transplantation Episode Filter” (figure 8);
• F2: “Focus Range Filter” (figure 9);
• F3: “Significance Filter” (figure 10).
The first filter is independent from the other two, and each filter can be
activated individually by the check boxes (column “use” of the configuration).
Filter F1 is derived from the fact that not all events in the potentially long
patient record (which may span entries over decades) are of interest. Data
of relevance is normally located near (or between) some specific events. In the
nephrology domain, these events are transplantations and failures. We associate
the data to so-called transplantation episodes which start at some given time
span before the transplantation date and last until this span after a failure or
the death of the patient (as figure 8 illustrates), or the transplantation itself, if
neither of them happened. The time span (named range r) of filter F1 can be
adjusted in the web interface as “episode size”. This filter narrows all data and
events down to those “near the transplantation of a kidney and the potential
loss of the same”.
Filters F2 and F3 take into account that the chart is always aligned to some
event, the focus point. It is likely that the user is interested in other events that
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Figure 9: “Focus Range Filter” (Filter F2): ranges around focus points
happened in a time region around this time point which we will call the “focus
range”.
Filter F2, the Focus Range Filter, allows us to restrict events by their dis-
tance to the focus point (see figure 9). As the user does not know in which time
window or distance the next events are located, the system takes over the search
for them (within the available patient data) and suggests both a distance before
and after the focus point, realised as dynamic buttons (red buttons in figure
7 that fill their values (labels) into the input fields above them when clicked).
These nearest distance values are dynamically recomputed each time the range
changes allowing the user to enlarge the range step by step, starting from the
focus point itself. Every time the focus range is changed, the list of event types
shown at the bottom is automatically updated.
Even with the two filters described above, it is sometimes hard to find sig-
nificant events such as a sharp increase in a laboratory value. Drawing multiple
laboratory lines in a chart at the same time makes it rather confusing very
quickly. It would be more helpful if the system searched for major changes in
the course of a line and presented clues about the nearest of these changes. We
integrated such a search for major changes as a third filter F3 which only applies
for laboratory tests, not diagnoses (see figure 10). F3, the Significance Filter,
computes baselines (or the ‘moving average’) of laboratory values (the average
value over a certain period of time) and compares each single value to it. The
user can specify the size of the baseline “window” (days) and the percentage
of change he or she is interested in. Similar to F2, buttons show the hints and
their labels are recomputed after every change. The baseline can be integrated
in the chart as a dotted line coupled with the laboratory line (configured in the
right part of area B in figure 6).
A possible use of these tools and functionalities is shown in the following
scenario (figure 6 shows the resulting chart): consider the user is interested
in whether or not there are significant changes in some laboratory values of a
patient shortly before a rejection occurred. To find out about this, she can do
the following:
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Figure 10: “Significance Filter” (Filter F3): visual clues to significant value changes
• select diagnosis type “Rejection” (by selecting the “Diagnoses” Tab, using
only the episode filter and the term filter);
• redraw the chart and align it to a rejection event (this event is now the
focus point);
In the “LabValues” tag, F1 now shows a list of all laboratory tests that
have values for the date of the focus event. These may be a list of hundreds of
tests. The hint-buttons of F3 show where a laboratory value can be found that
satisfies the given significance thresholds. Then she may
• click on the left red button to expand the focus range and get a list of
laboratory test types together with their highest deviation values and
when they were taken;
• choose some types of tests and trigger the redrawing of the chart.
The chart now shows a picture similar to that in figure 11, where the tested
value of “ASTHP U/I” showed a significant rise of 243% to 48U/I just three
days before the rejection was diagnosed (a tool-tip is shown with a green border
on the left side horizontally levelled with the value).
6. Case Studies and Deployment Details
Two use case studies in nephrology and mammography are presented to illus-
trate the usefulness of the faceted search and visualisation as an integrated deci-
sion support application. In these case studies we explore how our architecture
of open-source tools combining textual information extraction, faceted search,
and information visualisation supports the task of exploratory data analysis
and the understanding of faceted search results for cohort selection. Through
interviews with domain experts, we iteratively designed and implemented both
the interactive faceted search and visualisation. We investigate the strengths
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Figure 11: Chart showing a significant value change in some laboratory lines just three days
before a rejection was diagnosed
and limitations of our application as a cohort selection tool. We worked with
medical researchers. In the informal clinical evaluation, we observed two senior
experts of nephrology of the clinical department and radiologists with experience
in breast imaging in the mammography scenario with real patients, respectively.
Additionally 6 medical experts tested the faceted search applications apart from
the daily routine. These experts also controlled the evaluation of the task-based
questions. After several interviews to understand the clinician’s goals and ques-
tions for both use cases, we observed them as they conducted the search on
traditional SQL driven database tools. Specifically, the medical researchers’
questions were:
• Questions concerning data quality, correctness and completeness
– Are there correlations between attribute values? (to be answered by
faceted search and/or visualisation)
– Are there similarities in specific aspects of medical records? (visual-
isation)
– Are there contradictions in structural data and texts (information
extraction, followed by a comparison with structured data)
– Is there additional information in unstructured texts (e.g., from trans-
ferring physician)
• Questions concerning planned medical measures like examinations, medi-
cation
– Has the patient already rejected some procedures or medications?
(only documented in textual descriptions)
– Have previous interventions been successful? (only documented in
textual descriptions)
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– Which similar patients have been treated with success (faceted search)
The case studies are based on qualitative assessments of our system against
recent guidelines for systematic exploration of event sequence (see figure 6)
comparisons [20, 21], i.e., (a) reduce wait times during computation; (b) convey
hypotheses succinctly; (c) visualise statistical results and differences; (d) allow
flexible methods for organising results; (e) provide flexible interactions for pars-
ing results. These guidelines were provided to the clinicians and function as a
basis to a systematic evaluation. Overall, the initial feedback was positive and
the clinicians of both use cases valued the possibility to narrow down the search
space by clicking on easily-to-comprehend dynamic facets that we provide. We
also determined whether the results were consistent with their expectations.
First results suggest a reduction of search time by 80-90% on structured val-
ues for cohort selection. First results of displaying results for “has the patient
already rejected some procedures or medications” suggest a 95% reduction in
the time needed to find the corresponding textual description in the documents.
More details are provided in the next two subsections.
6.1. Use Case 1: Nephrology at Charite´
Our faceted search application for this use case is based on the nephrology
EHR database TBase R©. The web-based electronic patient record TBase R© was
implemented in a German kidney transplantation programme as a cooperation
between the Nephrology of Charite´ Universita¨tsmedizin Berlin and the AI Lab
of the Institute of Computer Sciences of the Humboldt University of Berlin.
Our first text data set originates from the TBase R© database of Charite´ con-
taining medical information about nephrology patients. It consists of about
5000 unstructured, free texts (findings, visits, clinical reports, and progress re-
ports. The free texts have been preprocessed by the project partner Averbis,
who anonymises the texts and adds annotations based on several medical refer-
ence systems and dictionaries such as LOINC16, ICD1017, ABDAMED18). The
output of the information extraction process was serialized in XMI format and
indexed with the so called XPathEntityProcessor19 of Solr. As these texts did
not contain any metadata about the patients, searches could only be made over
the annotations.
A much larger system with many additional features was built on further
data from Charite´: We worked on an extract of the original TBase R© database
containing data about 185 (anonymised) patients. Most of the examples and
figures above used to illustrate the user interface and system functionalities are
taken from this system version. The number of feature blocks thereby increased
heavily (e.g., interval ranges for numerical values, dynamic facets like complex
16loinc.org
17www.icd-code.de
18abdata.de/datenangebot/abdamed/
19lucene.apache.org/solr/guide/6 6/uploading-structured-data-store-data-with-the-data-
import-handler.html#the-xpathentityprocessor
22
searches over laboratory values and endpoints, and a great number of utility
functions to fine-tune the data processing for correct representation of data and
information).
In addition, the performance of the user interface moved into focus, as the
amount of data to load, store, and render increased heavily. One of the key issues
in this respect arises from the fact that almost all input from medical staff is
made via text fields, which results in various different textual formulations of
the same medical concept.
Two requirements had to be taken into account: (1) the web page must
respond to user interactions quickly enough, and (2) the user should be given
the best possible overview over existing textual formulations and variations to
form exact filters. We came up with the following solution which satisfies both
requirements: Besides the four (this is the default) most frequent values of the
hierarchical items from the current selection, the presentation of a textual facet
should include a menu with an alphabetical list of these values (see figure 12). It
turned out that building this menus takes most of the time for the web page to
respond after opening a block. The menu list can be restricted in two ways: (1)
a minimal number of hits for a value or (2) by a substring that can be entered
just above the menu. By means of this input field the user can inspect the
variations of a facet by entering different search strings (e.g., the string “ana¨m”
in figure 12 which restricts the alphabetical list to 4 out of 214 terms). As a
result of this sort of filtering (instead of clicking on a link) the user triggers a
search over all diagnoses that are matched by this string.
Figure 12 also shows how the system visualises correlations between facets
(or facet values): (1) the term “Chronische Glomerulonephritis” was previously
clicked by the user (provided with a red button for deletion), (2) the term
“Arterielle Hypertonie” was marked by the system with a green OK-sign to
indicate that all remaining patients also received this diagnosis and (3) the
list of the four most common remaining values together with their cardinality
indicate decreasing correlations to further diagnoses.
A further issue of the TBase R© data source was the fact, that the text doc-
uments that should be indexed are not stored in the research database itself.
Instead, they are stored in the file system as Word documents and the database
only contains a link. In order to include the texts in Solr, we made use of a
special indexing feature, the TikaEntityProcessor20. This framework allows us
to integrate external document types, including Word, PDF, and RTF. Accord-
ingly, the text documents have been loaded into a separate Solr core “Letters”.
When indexed patients from TBase R© are reqeusted, the text contents from the
letters are retrieved from this letters core via a SolrEntityProcessor which we
implemented.
Typical requests and questions that can be posed and answered by the re-
sulting faceted search include:
20lucene.apache.org/solr/guide/6 6/uploading-data-with-solr-cell-using-apache-tika.html
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Figure 12: Restriction by using substrings of diagnosis terms: the menu is restricted to items
containing the entered substring “ana¨m”. Clicking on button “Go” will include all shown
variants.
• Make a list of female patients between 50 and 60 years, with diagnosis
“Renale Ana¨mie”. Which other diagnoses occur most often? Save the list
of patients.
• Make a list of patients with (1) a second transplantation at most 5 years
after the first transplantation, (2) age at second transplantation at most
30 years. Which medication was administered most commonly?
• Make a list of short-term and long-term surviving patients with a labo-
ratory value for “KreatininHP” exceeding 5mg/dl max 10 days before a
transplantation failure. Are there any commonalities in other lab values
for these patients?
• Make a list of patients with a suspicion on inflammation within the first
three days after a transplantation. When did a failure occur with these
patients? Show the medical timelines.
Figure 13 shows a screenshot of the whole workbench. The workbench is
a web page integrating a direct access to clinical database contents like texts,
diagnoses and medication (left side) plus the interface for the information ex-
traction (IE) process (right side) and links to other modules like faceted search
and timeline (not visible in this truncated picture). By this a direct comparison
of structured data and data contained in unstructured texts is made possible
(e.g., previously unknown diagnoses are marked with a “+” in the last column
named “NEW”) and demonstrates the immediate benefits the user gets by using
the workbench based on the IE pipeline:
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Figure 13: The physician workbench
• IE may detect negated facts, which are not stored in the database21;
• unstructured texts (especially clinical reports) often contain additional
information about the medical treatment not covered by the structured
data (medical reference systems and dictionaries), for example procedures
and medications proposed by a clinician but rejected by the patient. This
information is made explicit in the annotated text from the IE process;
• the direct comparison of structured data in the electronic record and data
found in textual documents may show confirming overlapping information,
contradictions between them as well as provide complementary informa-
tion.
6.1.1. Performance tests
We made several performance tests with the Chrome browser, version 62.0.3202
for Linux, macOS and Windows and present average performance times:
• loading of start page, no open blocks: 550KB: 1500ms ; the block “Diag-
noses” contains four main facets: diagnosis terms (2233 items), ICD10-
codes (979 items), therapy terms (74 items), and therapy codes (51 items).
• opening Block “Diagnosis”: response from Solr: 200KB after 250-300ms
(TTFB),
• scripting and showing all menu items: 3000ms
21The results of the IE shows the single negating terms in a separate column.
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• showing only items with hit count > 5 (2 menus with approx. 160 items):
800ms
In order to implement these real-time functionalities and to decrease response
times after facet changes (i.e., to minimise the number of backend queries), we
always request the complete list of values for text facets when a block is opened.
The items that are actually shown in the menu are however restricted by the
‘mincount’ (default 5) at the start and additionally by the substring the user has
entered. This filtering can only be done on the web client without requesting the
backend (thereby implementing the client-side model-view-controller (MVC)).
It should be emphasised that the amount of different diagnosis terms is not
proportional to the total number of patients (heavy tail distribution on new
terms), and only these different terms are of concern for the search (exponential
growth), not the number of patients which is linear in Solr’s indexing mechanism.
In the version installed at Charite´ with over 4000 patients and corresponding
numbers of terms (around 3500), we set the default value for the minimum hits
to 10 to achieve a rel-time response time of 1500ms.
6.2. Use Case 2: Mammography at UK Erlangen
In the use case “UK Erlangen” we had a very different data situation: the
data was extracted from a proprietary radiology information system (RIS). We
got large CSV files with the examinations (“Untersuchungen”) and findings
(“Befunde” and “Beurteilungen”) on a timely basis. These files each contain
about 100,000 lines of patient records, each line built of both metadata about
the patient and the examination and unstructured texts about the findings and
evaluations. Two main adaptations had to be made to cope with the different
source, structure, and content of the data. In our first use case (Charite´ Berlin),
the most interesting texts (in terms of extractable medical information) had been
so called “Entlassungsbriefe”, letters from the hospital to the family physicians
describing the anamnesis, laboratory tests at the beginning and the end of the
hospital stay and the course of treatment. The information process was tuned
to give best results for this kind of texts. For the current use case we had to
add new information extraction analysis engines to cover different information
in the texts, for example the recognition of BIRADS terms.
This has been accomplished by integrating RUTA (‘Rule-based Text Anno-
tation’ [9]) as an additional text analysis engine and defining appropriate rules.
The integration of the RUTA engine into the existing Java project of the in-
formation extraction pipeline turned out to be a complex integration step. We
used the UIMA Ruta Maven Plugin described in the RUTA Book [26] and rec-
ommend the example project 22 mentioned there. Figure 14 shows a simple rule
to detect different forms of BIRADS classifications. Additionally, we added new
annotation types like examination methods (e.g., sonography, mammorgaphy,
MRT, or CT). These methods are explained in detail in [10].
22svn.apache.org/repos/asf/uima/ruta/trunk/example-projects/ruta-maven-example
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Figure 14: Simple RUTA rule (regular expression) to detect references to BIRADS classifica-
tions in findings.
Another adjustment was made necessary by Solr’s indexing mechanism. The
modelling of a patient and all his properties results in a hierarchy of depth three:
level one, a patient has some metadata (e.g., name, address, date of birth), and
level two, examinations which also have some metadata (e.g., date, physician,
kind of examination, finding text and evaluation). The third and lowest level
comprises of annotations within the texts (e.g., diagnoses, procedures, disorders,
medications). A Solr core can only handle one single database object, which
in our case are patients. Sub-objects are only supported in a rather restricted
manner. The problem was that an object must always be indexed together with
all sub-objects. This is incompatible to the fact that (as described above) a
patient may be examined more than once at different dates, and the documen-
tation of the examinations is scattered over the source files (the lines of the files
are ordered by examination times, not patients).
If we updated the data of a patient with a second finding, we would overwrite
the data of the first finding. We came up with a technical solution similar to the
“letter”-case in the TBase R© domain; this solution can also be used in replicated
architectures at other universities, research institutes, or hospitals: we use a
second Solr core to only store the facts of findings, i.e., in this core the findings
are the main objects. Further implementation details should be mentioned: the
UIMA annotation pipeline generates two kinds of output for every finding: an
XMI file, containing the data of a finding together with all annotations, and a
text file containing the metadata of the patient. Solr first indexes the findings,
storing them in the first core. After that, the main core is indexed, reading the
patient files and requesting the first core to get all findings of a patient. The
user interface only interacts with the main core whose main objects are patients.
This procedure also allows later updates when new findings are present: after
adding them to the secondary findings core the patient is re-indexed with all
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available findings.
A second challenge in this use case became apparent when the search results
were inspected by the team of radiologists: the user searches mainly over the
facts of findings, but the resulting documents are patients. If we presented only
the metadata of patients as results, the user had no options to check any details
of the results of his search. Therefore the part of the user interface that presents
information about a hit was extended as can be seen in figure 15: Each patient
is presented with some metadata (here anonymised) and a menu with all texts
of his or her examinations. When the user uses a free text search (in this case
looking for “Ro¨ntgenbilder”, x-ray images), the menu marks the texts where
the string was found (“– containing match –”) and highlights the corresponding
passages in selected text (marked in yellow).
The information extraction engines built on top of the UIMA pipeline [10]
usually work on dictionaries of diagnoses, symptoms, medications etc. The dif-
ferent wordings used in the texts cannot be completely covered by general dictio-
naries, which means that the facts contained therein are not always recognised.
In addition, clinicians and other health care professionals often use specialist
jargon, and it would be desirable to enable a user to expand the underlying
dictionary. Therefore we included an appropriate end-user functionality23: the
presentation of annotated texts and extracted annotation types contains an in-
put area, where the user can add an entry by choosing the type of dictionary
and providing a term, (optionally) a code, and a definition. This data is sent to
the servlet that interfaces with the information extraction of UIMA, which adds
the item to a separate part of this dictionary, recompiles the appropriate anal-
ysis engine and restarts the pipeline. The next time the information extraction
is triggered, the new entry will be considered. By keeping new entries given by
the user separate from the system dictionaries we facilitate an editorial revision
mechanism for user entries.
6.2.1. Performance tests
We made some performance tests (Chrome browser), version 62.0.3202 for
Linux, macOS, and Windows and present average performance times:
• loading of start page, no open blocks: 1.1MB, 1000ms; the block “Diag-
noses” then contains three main facets: diagnosis definition (1507 items),
terms (1804 items), ICD10-codes (1405 items).
• opening Block “Diagnosis”: response from Solr: 380KB after 250-300ms
(TTFB)
• scripting and showing all menu items: 3800-4200ms
• showing only items with hit count > 10 (3 menus with approx. 550-650
items): 1.8-2.2s
23This was implemented by us only in this use case because in the nephrology use case this
part of the annotation process was realized by an external project partner.
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Figure 15: Presentation of patients together with texts of examinations
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6.3. Time and Effort
Table 1 shows an estimation of personnel costs for a senior software engineer
to build the main parts of the presented software, with no experience in the
deployed tools as Solr, UIMA, Angular, HighCharts, and with no local experts
available. This is a crucial point as the documentation especially for Solr mostly
only covers simple examples—details about building queries concerning sub-
objects are very sparse. To get an idea about the complexity of the resulting
queries, we give an example for the Solr request to get the values for diagnoses
terms (shortened, the actual block contains four more facets) after a temporal
restriction of a laboratory value:
http://localhost:8080/solr/nephroTBase/select?wt=json
&q=*:*
&start=0
&rows=5
&facet.mincount=1
&fq={!tag=DT}doctype:patient
&fq={!parent which=’doctype:patient’ tag=FQ}
_query_: {!parent which=doctype:labor}
lab_description\_canon: kreatininhp_mgdl AND
labnumval: [* TO 10] AND
_query_: {!frange u=500} sub(lab_days, epi_start_days)
&json.facet={ dia_description: {
type: terms,
field: dia_description,
limit: -1,
domain:{ blockChildren: doctype:patient},
facet: { patients: unique(patient_id) }
}
}
As can be seen in table 1, the two use cases had some common aspects
in terms of architecture, module implementation, and interfaces and therefore
greater parts of the implementation just had to be adapted. Above that the
second use case had a simpler structure and we could control all processing
steps.
The following implementations posed the largest efforts in the first use case:
• the concept of Solr sub-objects and appropriate requests, e.g., to query
the cardinality of resulting facets;
• the implementation of complex facets like temporal relations between lab-
oratory values and other events or relations between endpoints;
• the handling of the poor data quality of the TBase R© which resulted from
free text input and mixed data types (done mostly within the indexing
procedures);
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personnel costs (days)
nephrology mammography
Solr
familiarisation with (aspects of) the topic 15 2
configuration of indexing procedures 15 8
specification of schemata 8 2
implementation of Solr requests/queries 15 1
realization of complex facets 15 -
inclusion of external sources (word documents) 3 -
UIMA
familiarisation with (aspects of) the topic 10 5
implementation of environment (servlet, interfaces) 5 1
dictionaries, pre-compilation - 8
AEs for readers, word splitting, stemming, etc. - 10
integration of RUTA Engine, definition of rules - 10
visualisation of annotation data 10 2
Angular
familiarisation with the topic 10 -
implementation of main concepts of
facet presentation and interaction 15 5
Visualisation (HighCharts)
familiarisation with the topic 5 -
adaptions, configurations 15 -
Table 1: Table of tasks with time and effort
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• the construction of models and the processing of data requested from Solr
to build various user interface constructs.
In the second use case the most time-consuming tasks were:
• implementation of a local UIMA pipeline from scratch, without external
analysis engines (including rebuilding the syntactic analysis);
• implementation of further engines to extract additional types of annota-
tions (new dictionaries);
• adaptation of result presentation (patients with multiple finding docu-
ments).
Expected adaptation costs for further use cases mainly depend on whether
there are new types of annotations, new types of analysis engines (pattern-based,
rule-based, machine-learning-based etc.), and other complex facet creation or
visualisation requirements.
7. Conclusion and Future Work
We proposed a new integrated decision support system based on textual in-
formation extraction, faceted search, and information visualisation. We tested
the system on our two use cases of transplant medicine in nephrology and pa-
tient data of mammography findings. Based on freely-available open-source
software tools and exchangeable information extraction modules, (two versions
of) a suitable decision-support tool for the doctor has been created: this type of
a knowledge based system provides physicians with a practicable tool for faceted
search and hence for the analysis of medical data and decision support for co-
hort selection. We developed a user interface for faceted search which is based
on the Solr Engine and UIMA. We provided extensive information about the
crucial aspect of implementing the architecture and visualising search results
in this interactive application: the use case of nephrology showed a web-based
interaction-based decision support by integrating existing structural informa-
tion about patients and treatments which include numerical values, in relation
to laboratory values and medications. The use case of mammography featured
an adapted faceted search application on results of an adapted information ex-
traction pipeline.
We conclude that the modular structure of used open-source tools software
modules fits very well different domain requirements, with reasonable amount
of adaptations for new use cases:
• medical IE modules are rather domain specific, new modules are necessary
for other text types (but UIMA is very flexible, AEs easy to exchange or
add).
• Solr is flexible and provides index procedures that can be adapted to
different sources, based on a proper declaration of appropriate data base
fields (schemata).
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• Faceted Search: adaption to fields is possible as facets are relatively easy
to configure, but the presentation of search results must be adapted, too,
and this poses a considerable overhead.
In general, it can be said that the proposed combination of modules can help
physicians in various aspects of decision support by advancing information re-
trieval with information extraction and intuitive user interface capabilities.
Additional case studies will be necessary to characterise the effectiveness in
clinical use. We recognise that there are limitations to our approach, e.g., the
need for more user control of the information extraction process and the quality
checks of the results when many patient files are processed at the same time
(100,000 in the mammography use case). On the other hand, the new possibili-
ties to include real-time information extraction results and faceted search opens
many doors for future research. We are planning a targeted ANOVA based and
controlled study. We are also starting to work on additional case studies in a
third use case: digital mammography [27, 28] with medical pictures, sketches,
image labels, controlled text entries, and free text entries, all based on further
preprocessing steps such as hand-writing recognition. The mechanism of dealing
with user feedback on the results of the information extraction process is to be
extended towards interactive machine learning in the medical domain in future
versions.
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