The Duhem-Quine problem-the impossibility of testing a hypothesis without auxiliary assumptions-is an essential consideration in connecting theory and experiment, particularly in cases where the post-selection of events is model dependent. We illustrate this using the example of Bertrand's paradox which predicts three answers-1/4, 1/3 or 1/2-for the probability to find a random chord inside a unit-radius circle with length greater than √ 3, depending on how we choose to interpret the words at random. In 1973, E. T. Jaynes suggested that the correct answer-based on invariance to other assumptions-is 1/2. We report on an experimental test of Jaynes' hypothesis, and show how experimental practicalities force assumptions that lead to any answer between 0 and 0.5. We conclude that, the Duhem-Quine thesis is often a more important consideration than opinions about prior probability distributions. 
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PACS numbers: 01.70.+w 02.50.-r 06.20.Dk, Hypothesis testing based on the comparison between observational data and a model is the basis of the scientific method. In Bayesian confirmation theory [1] , knowledge evolves as the accumulation of data reduces the probability that a hypothesis may be wrong [2] -probability enters, not only as a property of measurement [3] , but also in the evolution of knowledge. This evolution is never complete because nothing can be proven with absolute certainty. A second important consideration is that experimental evidence rarely relates to a single isolated hypothesis, but rather to a hypothesis plus a set or 'bundle' of auxiliary assumptions [4] . In practice, our confidence in a theory is also constrained by the circumstances in which it can be tested. The idea that experiment cannot test a single hypothesis but only a conjunction of hypotheses is known as the Duhem-Quine thesis [5] . The bundle of assumptions required to test a theory is often overlooked, leading to an unfortunate decoupling between theory and experiment. In addition, the bundle may be influenced by a perceived culture of science [6] . One example-often used in both quantum physics and precision measurements [7] -is the assumption that we can systematically eliminate or randomize variables that may influence an outcome.
In this letter, in order to illustrate the Duhem-Quine thesis we perform an experimental test of Bertrand's paradox. We show how the practicalities of the experiment forces us to address the additional assumptions in a way that may not arise in theory or simulation. The case of Bertrand's paradox is historically significant. In 1889 Bertrand [8] asked the purely mathematical question: If one draws a chord inside a circle at random, then what is the probability for its length to be longer than the side of the inscribed equilateral triangle? He gave three answers, 1/4, 1/3 and 1/2, depending on how we choose to interpret the words at random as illustrated in Fig. 1 .
In 1973 Jaynes [9] proposed a solution to Bertrand's paradox based on invariance to other assumptions-sometimes called 'the principle of maximum ignorance'. Jaynes' argued that the absence of additional information leads us to Laplace's principle of indifference-often considered a cor- In case (i), the distribution of the chord end points is randomized giving a probability that a chord is longer than √ 3 equal to 1/3. In case (ii), the radial position of the chord mid-point is randomized giving the answer 1/2. In case (iii), both cartesian coordinates of the chord midpoint are randomized giving 1/4. (b) and (c) show the corresponding chord and mid-points distributions, respectively, for each randomization procedure.
nerstones of probability theory, with wide-ranging significance across the physical sciences from statistical and quantum physics [10] to econophysics [11] . However, in fact, there is no reason to prefer an indifference probability distribution over any other [12] . In addition, Jaynes' asked a different question to Bertrand: A long straw is tossed at random onto a circle; given that it falls so that it intersects the circle, what is the probability that the chord thus defined is longer than a side of the inscribed equilateral triangle? This experimental question is distinct from Bertrand's purely mathematical question [13] , and requires additional assumptions, such as, how 'long' does the straw need to be relative to other length scales, and can we realize an 'at random' experimentally? Consequently, Bertrand's paradox is a useful test case to illustrate the difference between an idealized theoretical question and an experimental test, and highlight the importance of the Duhem-Quine problem.
The advantage of the experimental form of Bertrand's question is that does lend itself to an empirical test. This is significant because the reality of experiment forces us to address any additional assumptions head on. Although Jaynes mentioned an experiment he concludes that experimental results will no doubt be more convincing if reported by others. Two decades later, Marinoff also mentioned a crude test [14] , and showed that Jaynes' solution is, in fact, limited to the idealized case of infinite straw length. Although, the case of finite straw length has been analyzed theoretically by Porto et al. [15] , and there are related studies on random coin tossing [16] , no detailed experimental analysis of Bertrand's paradox or Jaynes' experimental question has been performed. Consequently, a thorough experimental investigation is long overdue, not least because as Asher Peres said, unperformed experiments have no outcomes [17] .
In this letter, we perform an experimental test of Bertrand's paradox, and immediately encounter a conflict between maximal ignorance [9] and the Duhem-Quine thesis [5] . In practice, we cannot obtain a result without making additional assumptions about the straw length, and how to include events where the straw misses the circle. In the experiment, we find that the answer to Bertrand's experimental question is a continuous function of the ratio of the circle diameter to straw length [14, 15] , i.e., The solution to Duhem-Quine problem is that unless we specify the diameter to straw ratio we cannot provide a definite answer to the question. Only in the hypothetical limit of infinite straw length are we able to recover Jaynes' result. Clearly, for an infinite straw, there are no end points and no midpoint so only solution (ii) in Fig. 1 is allowed.
The principle of the experiment is illustrated in Fig. 2 . We throw spinning straws of length L onto a large sheet of card where a circle of radius R is drawn. A key parameter in the experiment is the circle diameter to length ratio,d = 2R/L Immediately obvious from Fig. 2(b) is that there are two distinct random aspects of straw throwing. First, the angle of the straw is randomized (isotropy or rotational randomness), and second the point where the straw lands (which we can take as its mid-point) is also random (spatial homogeneity or translational randomness). In an idealized scenario, we could imagine the experiment as an analogue simulator of translational and rotational randomness-randomly choosing a point where one end of the straw touches the floor, and second randomly choosing a direction in which the straw topples. In this respect there is a close analogy with Buffon's needle where a similar interplay between translational and rotational randomness is found [15] .
To answer Bertrand's question, a circle of diameter, 2R, is drawn onto the images using software as shown in Fig. 3(b and the length of a chord made by the fallen straw is measured. The experiment is repeated 3600 times and the resulting images form the complete dataset for analysis. The 3600 lines obtained from fitting the images are shown in Fig. 3(c) . For any particular circle, we make a histogram of the distribution of chord lengths and calculate the probability that the chord length is longer than the side length of an inscribed equilateral triangle. We might expect that the experiment would produce one of the three standard answers to Bertrand's question shown in Fig. 1 , and that the experiment will tell us which parameters are randomized in a random straw toss. However, the answer is more complex and depends on how we choose to analyse the images. As both the circle size, 2R, and position, can be varied in post processing this allows us to generate an infinite data set from the original finite set of images We shall find that the final answer depends on the circle diameter to length,d = 2R/L, see also [14, 15] .
Not all trials produce a straw that completely overlaps with the circle as illustrated in Fig. 3(b) , and it is necessary to post select events where a chord is defined. This post selection involves degrees of freedom about how we chose to analyze the data. In practice, we need to impose additional assumptions in order to obtain a result, and then we find that the result obtained depends on these assumptions. In selecting successful trials, there are three possible choices depending on whether we require zero, one or two intersections between the circle and the straw. We refer to these cases as the line, ray and segment viewpoints, respectively. The line viewpoint assumes that wherever the straw falls we can extend its length and if it crosses the circle, it is a valid trial. The ray viewpoint assumes that a straw that crosses the circle once can be extended to cross a second time. The segment viewpoint assumes that the trial is only valid if the straws makes two intersections with the circle. The line, ray and segment viewpoints become equivalent in the mathematically ideal infinite-strawlength limitd = 2R/L → 0. For the data presented here, we use the segment viewpoint, however, it is possible to show the main qualitative conclusions are not dependent on this choice. As in the experiment the length of straws is fixed, we modify the R/L-ratio (the dimensionless parameterd) by changing the radius of the circles in the analysis. In practice, for each value of R, we draw 3000 randomly positioned circles with adjacent circles separated by a minimum of 20 pixels. For an individual run, we measure the chord length, , and bin the dimensionless length x = /(2R) in bins with width 0.02. The resulting normalized histograms for two value of the parameterd are shown in in Fig. 4 .
The probability distributions shown in Fig. 4 follow from a simple geometrical argument. Using rotational symmetry we can always rotate the chord axis to be vertical as in Fig. 5 . We consider all possible positions of first touch that give a valid trial in the segment viewpoint. Using axial symmetry, we only need consider the left part of the first touch area. Let p(x)dx be the probability to measure a chord with length between 2Rx and 2R(x + dx), where x is chord-to-diameter ratio, see Fig. 5(b) . First we derive a probability cumulative function, F(x) = x 0 p(x)dx, by considering the area A where all straws that first touch in A generate a chord length shorter than 2Rx. Using geometry, we obtain the following function for A:
The cumulative probability F(x) = A/(A 1 + A 2 ):
The probability density function p(x) is given by the derivative of F(x):
This formula is used to plot the line in Fig. 4 and gives very good agreement with the data. In the limit,d → 0, one obtains Jaynes' distribution [9] :
Eq. (4) is the limiting case of segment viewpoint but it is possible to show that the same distribution is obtained using the line or ray viewpoints. The only difference is in how we determine the area of first touch. Instead in Fig. 5 , for the ray viewpoint, the first-touch area is enclosed by upper half of the solid circle, the upper half of dotted circle and the two dotted lines. Repeating the analysis proves the equivalence between the ray and line viewpoints, and the limiting case of segment viewpoint in the limitd → 0.
Comparing the experimental data of Fig. 4 to the predictions of Eq. (3), we obtain a mean-square weighted deviation (χ 2 µ ) [3] of 8.8 and 1.8 for short and long straws, respectively. The experiment becomes a more accurate tworandomizer 'machine' in the assumed limit of infinite straw length. The nature of the breakdown in the limit of large postselection requires further investigation. A formula for the average ratio of chord length to circle diameter, dashed lines in Fig. 4 , using the segment viewpoint, can also be derived by integrating xp(x) using (3) from 0 to 1:
Note that in the limitd → 0, the average chord length becomes x → π/4 . From the distribution show in Fig. 4 , we can calculate the probability, P, that the chord length is longer that √ 3R (x > √ 3/2 = 0.866). As apparent by comparing Fig. 4 (a) and (b), P depends on the circle diameter to straw length ratiod = 2R/L. The measured probabilities for 18 different value ofd are plotted in Fig. 6 . Again we can obtain an analytical result using geometry. If we want the chord to be longer than √ 3R, then the position of first touch must be within the area A 2 , and the probability of a chord length greater than √ 3R is given by the ratio A 2 /(A 1 + A 2 ), see Fig. 5 (a). Using geometry
and the probability A 2 /(A 1 + A 2 ) is
We plot this analytic expression together with the measurements in Fig. 6 , and find reasonable agreement with the experimental data. However, there is a clear systematic discrepancy between theory and experiment in the limitd → 1, where the amount of post-selection is maximal. The reason for this discrepancy is unknown and will require further investigation. In the limit of infinitely long straws,d → 0, we obtain P(d) → 0.5 corresponding to Jaynes' result [9] as expected. The main conclusion of Fig. 6 is that rather than one of these three standard answers to Bertrand's question (illustrated in Fig. 1 ), we find that the answer is a continuous function of the R/L ratio as predicted theoretically in Refs. [14, 15] . Experimentally, as the R/L ratio increases, so does the amount of post-selection which reduces the probability of finding a chord longer than √ 3R. In the opposite limit of infinite straw length (d = 2R/L → 0) the answer tends towards 0.5. In this limit the line, ray and segment viewpoints merge. [18] The reasonable agreement between experiment and theory suggests that the experiment is a relatively faithful implementation of a two randomizer event (translation and rotation). Each trial is effectively an analogue machine for randomizing the associated "geometric entities" [14] , except that we observe a systematic discrepancy in the limit where a large number of events are rejected. The experiment demonstrates the impracticality of testing Jaynes' maximal ignorance proposition. Jaynes' defined three invariants with the aim of providing a definition of randomness without any additional conditions, such that the hypothesis 'at random' may be isolated from practicalities. However, in practice the experiment demands auxiliary conditions, i.e., a corresponding interpretative model, that are not independent from other assumptions about the relative straw length and post-selection.
In summary, we have performed an analysis of an experimental test of Bertrand's paradox that illustrates the fundamental nature of assumptions implicit in the scientific method, i.e., experimentation requires auxiliary conditions. These conditions correspond to a particular model that in general relate to a particular probability distribution. An experiment is in effect only a test of an assumed distribution, particularly in the case of post-selection. For example, Jaynes' test of Bertrand's paradox selects the assumed distribution, just like quantum experiments post-select quantumness, and BlackScholes hedging selects gaussian fluctuations [19] . The outcome of a measurement is in general model dependent, and the model depends on a bundle of assumptions about the parameters and boundaries (physical or otherwise, e.g. quantum versus classical) of the system.
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