A numerical procedure for t h e computation of emergent terrestrial flux has been developed after the model described by Elsasser a n d Culbertson. By application of this procedure, a set of cmergent fluxes has been computed for each of 63 soundings drawn from t h c model atmosphercs devclopcd by Wark et al. The latter authors have also made available for this study th? results of thcir radiative model for outgoing intensities. Both radiative models included contributions from atmosphcric water vapor, carbon dioxidc, and ozone, as well as transmitted interfact, (cloud or ground) cffects. Both sets of fluxes computcd for thc 63 model atmosphcrcs wcrc subjccted t o a stepwiscscreening multiple lincar rcgrcssion analysis, using cmpirically tested paramcters grossly representativc of the radiosondes. I n terms of thesc paramctcrs as independent variables, thc fluxes computcd by t h e radiative model of Wark ct al. mcre spccificd in accordance with a multiple corrclation cocfficicnt of 0.98, whilc the fluxes computcd herc gavc rise t o a multiple correlation of 0.625. The chief reason advanccd for thc smaller statistical specification by thc present model, as contrasted with t h a t of Wark et al. is considered t o be duc t o the differing number of sounding levels used in carrying out t h c two sets of computation.
INTRODUCTION
I n this paper, two objectives are undertaken. The first is that, of devising a computational technique for the total outgoing terrestrial flux closely modeled after that set forth by Elsasser and Culbertson [2] . This objective was considered particularly opportune, since Elsasser and Culbertson had already set forth in tabular form the radiative transfer functions which were to be integated in their model. I n finalizing the computational aspects, there remained only the necessity of introducing a limited number of iterative operations in adapting any sounding to the functions listed by Elsasser and Culbertson (hereafter denoted by EC). Procedural consistency with the EC model has been considered to be of prime importance in the process of adaptation of the model to computer solutions involving soundings.
The second objective is that of applying the adapted EC! model to the computation of outgoing terrestrial flux F across the level p=O.l mb. for each of 63 model atmospheres. These model atmospheres were a subset, of 106 such atmospheres contained in Appendix A of Wark, Yamamoto, and Lienesch [13] . References to works of these authors will frequently be indicated by the abbreviation WYL. From the WYL intensity computations I(0) a t the top of the same set of 63 atmospheres, I L comparison flux FwLy has bcen derived for each niodel tLtmosphcre using E'lv,.,=~ jir(e) tl (sin? e).
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Some statistical inferences concerning the relative accuracy of flux computations by the two models are drawn in sections 5 and 6.
I n deriving their emergent intensities ](e), WYL [13, 141 outline first a method for determining band intensity contributions over small wave number intervals (of either 25 CRI.-~, or of intervals nearly equal to this range), and for 0=0", 20°, 45", 78.5": Equation ( The WYL computation of the atmospheric transrnissivity from the ith layer below the top is in general based 11pon "universal" transmission functions, af ter Cowling [I], with dppropriate vdiies of ( 2 4 2 ) and of tlie effective dimensionless pressure parameter P , defined
L1S
Here ( 1 , is the opticd path of tht! particular radiativc constituent from level 1 to level i. The ptwameter Pe(uN) of (2) is used in connection with oiir statistical tests of section 5. The curves of figures 1, 3, and 5 of WYL [13] show graphically the nature of the transmission curves used in the various wave band intervals, excluding the water vapor windorl-contribution (for the latter, see figire 4 of WYL [13] ). In ,addition to the tr:biisiriissivit'y, the other major parameter for determining the band transmittance from the ith layer is the black body (Planckian) intensity function The use of the E C model suggested itself to the authors in view of the relative simplicity of application of its radiative tables to the operational radiosounding. Any sounding subjected to this model should, however, be extended to the 0.1-mb. level by use of an appropriate Supplementary Standard Atmosphere [ll]. Another simplifying difference, which suggested an experimental use of the E C model, lies in the system of pressure scaling used in accounting for the Lorentz line width broadening. The E C model incorporates a linear pressure-scaling factor, layer by layer, into an effective path u: at the j t h level, G=1, . . ., N ) , involving only j-summations over the reduced optical mass to the j t h level of the sounding. With the WYL model, a twofold summation process is required: one involving optical mass and the other involving the effective pressure, P, (uj) . In this latter model, the number of summation iterations required to specify the transmissivities along the sounding path is essentially doubled.
Besides the major computational differences just cited, a number of minor differences in the models exist. The values of the generalized absorption coefficients differ slightly from one model to the other. Also, the WYL model spans the terrestrial spectrum by 77 spectral intervals, whereas the E C model uses 60 divisions each of 40 cm.-' in accomplishing this purpose.
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Obviously the restriction in vertical resolution in adapting the E C model directly to the radiosoundings of the WYL model atmospheres ( [13] , Appendix A), as well as the comparative simplicity in expressing line width broadening effects may both adversely affect the comparison of the computed fluxes. On the other hand, a consistent and predictable difference flux residual, FwyL-F, could result from the study. This would be a useful byproduct of the study.
I. THE DATA REDUCTION
All 63 radiosoundings tested by the E C method of flux computation had a format similar in general to that of table 1 (drawn directly from case 3 in Appendix A of [ 13] ), which depicts a clear-sky radiosounding for Oakland, Calif., taken a t 1200 GMT, Sept. 29, 1958. All 51 cases in the numbered sequence 50 to 100 of the Appendix A [13] are used in simiIar format. Of these soundings, 49 have black body cloud-top interfaces a t levels designated in Appendix A. Apart from these overcast situations, 14 clear-sky soundings have been selected randomly from the same source. In processing each sounding for adaptation to the E C model, the level p=O.1 mb. in the last line of table 1 is taken as level 1, while the interface level listed first is taken as level N (see fig. I ) , regardless of the nature of the interface, cloud-top or earth-surface.
The number N varied generally in the range 20 to 30.
The specific set of soundings actually used are identified in table 2, column one, each sounding having the listed number given it in Appendix A of WYL [13] .
The E C computational scheme depends upon the precalculated emission tables R(u*, 7') listed in chapter VI of Elsasser and Culbertson [2] (pp. 3 6 4 5 ) . For entry into these tables, one needs the reduced optical paths for each of the three constituents, water vapor, carbon dioxide, and ozone a t the (j+l)th level, Le., j levels below p l = O . 1 mb. These three optical paths will be denoted, Level   28  27  26  25  24  23  22  21  20  19  18  17  16  15  14  13  12  11  10  9  8  7  6  5  4  3  2  1 remp. ( The three different forms of the letter u, are to be observed carefully for reference to the radiating agent under discussion. While the three forms are distinctively different, they still suggest their use in connection with the R-function tables of Elsasser and Culbertson [2] (especially t,he E C tables 18, 11, 13, respectively, and our adaptation of these tables to shorter optical paths).
The Elsasser-Culbertson method for describing the averaged pressure broadening along a ray path involves the parameter (for water vapor), which is defined first in terms of the element of optical path In (4), p is the mixing ratio of water vapor (listed for ench case in the second last column of the table 1 format), g=980 cm. sec.-2, p is the pressure, and p0=1013.25 mb. When (5) is integrated in the sense of increasing p using t,he trapezoidal approximation for finite layers, one obtains the result j i=l ai+ 1 = 2.5 177 X IO-' (6) with the result in gm. cm.-2 of water vapor.
In formulating the analog for u,*,l, it is necessary t o recall that path is to be pressure weighted as in the integral form (5), but du. must be replaced by the S.T.P. depth of thickness dz. Thus the reduced S.T.P. path element of carbon dioxide becomes where 3.14X10-4 is the proportion by volume of this particular gas. Integration of U* over j successive layers of a sounding leads (see Martin and Palmer [SI) to the result in S.T.P. cm.
In (7), all pressures are in mb.; then with the standard values gp0=1.20131 gm. cm.-2 sec.-2 and p0=1013.25 mb., one obtains
The final column of table 1 indicates that the ozone mixing ratio is already in S.T.P. cm.(mb.)-', so that the column depths of ozone have only to be pressure corrected in a manner similar to (5) where this is empirically applicable. Elsasser and Culbertson [2] interpret Walshaw's [12] measurements to indicate that a linearly scaled pressure factor of the type used in (5) is applicable for p/po I 0.1316. For higher pressures, the pressure-broadening effect is taken as limited by this constant pressure ratio.
The integration for U* proceeds in a manner analogous to (1) and (5) In numerical computation of the radiative transfer by the EC model, the sounding is transformed to a set of values (u;, UT, Uj*, Ti) now known at each level j by equations (6) , (8) Numerical values of R(u*, T ) are listed for water vapor, ozone, and carbon dioxide, respectively, in EC tables 18, 13, and 11 in terms of ft-linear scale of temperature and of a logarithmic scale of reduced optical path. These numerical R(u*, 7') tables are listed as a part of our ,main computational program, together with a linear interpolation subroutine upon the' two coordinate axes so that a value of R(u7, T,) can be determined for each constituent and any sounding level (see fig. 2 ).
The particular tables just referred to have lower limits u*, of reduced optical paths of lov5 gm. cm. , pp. 6-7), the former equation for water vapor and ozone, the latter for the more regular carbon dioxide band. These transmissivity functions, after EC, may be taken as:
Here v indicates an average over a limited interval Av centered a t v ; I,, L,, $: are the generalized absorption coefiients for the indicated constituent water vapor, ozone, and carbon dioxide, respectively, and are listed by wave interval span in E C tables 10, 9, and 8. Even for the largest 1,) L,, $: values listed in these tables, the function l -r F v of the right side of (11) was already closely approximated by the square root of u*. Thus for any temperature T, the extension of the E C tables 18, 13, and 11 has been programmed as an adjunct to these tables in the manner displayed above for u*<uF. It is convenient, in passing, to discuss the transmissivity functions a little further. The first two of (12) are based upon the Goody [3] statistical band model, while the third formula in (12) is based upon the fact that carbon dioxide band has a regular, periodic line structure appropriate to Elsasser band transmission [2] . In all three forms of (12), line width is assumed small relative to line spacing.
All generalized absorption coefficients I,, although reduced to standard laboratory conditions (p=po, T= 293"K.), are considered by E C to be' independent of t e m p e r a t~r e .~ In addition, beam transmissivities are considered converted to flux transmissivities by use of the multiplicative factor 5/3 associated with each u* in (12). Finally in any spectral region Av where two constituents absorb and emit jointly, the resultant transmissivity is assumed to be given by the produce-transmissivity approximation rg= TAT;" (13) using water vapor and carbon dioxide as examples.
THE RADIATIVE MODEL
This section will be divided into three parts. In the first subsection, each of the three constituents will be considered within its appropriate spectral limits, as if there were no regions of overlap with other constituents. In the second subsection, atmospheric overlap effects are considered. In the third subsection, interface emission and subsequent transmission by the atmosphere are introduced.
ATMOSPHERIC COMPUTATIONS ASSUMING NO OVERLAP
Here the discussion of any one constituent will be representative also of the other two constituents provided the proper R(u*, T ) table is employed. I n terms of the R-function (11)) the single constituent flux through the level 1 ( fig. 1 ) may be written in the form
F= fT;R[u*(T), T]dT+ S-: 3 R[u$,T]dT (14)
4 which is t i direct application of the flux equation (83) of EC. Numerical integration of (14) is conveniently carried out using the trapezoidal approximation, and leads to result It is convenient to simplify the notation wheii dealing with the flux integral in the form (14) . The two integrals of (14) may be forinally combined its (16) with the understanding that the integration intist,, in fact,, 
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OVERLAP CORRECTIONS IN ATMOSPHERIC FLUX COMPUTATIONS
, l'he radiative transfer effected by atmospheric carbon dioxide iind ozone lire now corrected for overlap with water vapor in the spectral regions (b) and (c) listed st the end of the preceding subsection. I n the region (c), the primary absorber is ozone, and here water vapor has only a weak continuous absorption spectrum. Ozone also has an absorption band near 14 microns, but with generalized absorption coefficients generally between 2-3 orders of magnitude smaller than those of water vtipor in the region 540-820 cm.-' As ti result, ozone overlap has been neglected in region (b).
When the combined outgoing flux due to wiiter vapor and carbon dioxide is formulated in the overlap region (b), with TK of (13) inserted into (11) and (15), an enhancecl menn slab iLbsorptivity for the overlapped bilnd interviil results. ' h e resultant two-constituent fliix, here denoted fi',c, mny be written in the coml)iict, i n t e g d form of equation (IG), its 
where ?rF( ti*) is the slab triinsmissivity for a wiiter vnpor On the other hand, the net carbon dioxide flux F: transmitted from the atmosphere is the residual of tlhe last two terms of (20).
I n order to simplify the computation of DFC02, it is desirable to retain in computer memory each term in the summation (15) which led to F,. One then simply niultiplies the ith term in the first summation of (15) by 
R,(u*, T)U.
(24)
The computation of (24) is facilitated by the procedure described in the paragraph immediately below (21).
The residual or nonoverlapped. flux in this interval, denoted Fi, is then simply Fi= F,-DF03.
For the three-constituent atmosphere, with overlap regions (b) and (c) as described below equation (16), we obtain the total emergent atmospheric flux as 
INTERFACE CONTRIBUTIONS T O T H E EMERGENT FLUX
The interface in all of the model atmospheres studied here is considered :t black hody either a t the earth's surface or a t the top of t i dense undercast with terriperature TN. In either case there is t~ variable number N of solinding levels above the interface, and an atmosphere containing total reduced optical depths u::, u,*, U,* of the three radiating constituents between the interftice and the top of t8he atmosphere (at pl=O.l mb.), where uT=U:= U*=0.
The flux originating a t the interface is the familiar integral of the Planck function (equation (3))
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vapor, carbon dioxide, and ozone are listed individually in the E C tables 7 , 3, and 5 respectively. We label the full atmospheric depth transmissivities for the three constituents simply by ~~( u : ) for water vapor, T~( U : ) The resulting fractions are displayed for both carbon dioxide and ozone in table 4 .
Within the two selected band intervals specified in ~~( u ; ) is the "all wave" transmissivity of water vapor (see [ 2 ] , table 7). Subtraction of the second and third terms on the right side of (28) has the effect of excluding the energy transmission by water vapor alone, from the two selected band intervals.
To the interface transmission by water vapor acting without overlap must be added the transmission in the carbon dioxide and ozone band intervals. The additional interface transmission in these two intervals is Values of TF(net), given by the expression within the braces of (30), and of (aT,$)TF(net) have been compiled for each sounding in columns 8 and 9 , respectively, of table 2 .
The total emergent flux F, considering both air and interface, is listed in the final column of table 2 as the sum of the right sides of (25) and ( 3 1 ) , and represents the desired computation by our adaptation of the E C model.
For each sounding investigated here, we have also The use of the trapezoidal rule in this way was made subject to an assumption regarding the evaluation of which was used in (32), (33). The polynomial I(e), valid in the ra.nge 45' I e I7S.5", was reasonably realistic in the range 8>7s.5", as evidenced by a more rapid rate in the limb-darkening effect, which increased proportionately to e 2 for e27s.5". The contribution of 6F computed by (32) and (34) was, furthermore, acceptably below the 4 percent upper limit to the total flux attributable to the conical volume lying beneath the zenith angle 78.5" (WYL [13] ).
The use of the trapezoidal rule in a finite difference sense appeared to give rise, :Lt worst, to very small truncation error because of the smooth decrease of I (0) 
STATISTICAL SPECIFICATION OF THE COMPUTED FLUXES AND OF THE FLUX RESIDUAL
In sectioii 3, we generated fiiixes li' (colurnn 10, other two variables, X, and X,, normally are satellitesensed gross radiative parnmeters. In the computational test conducted in this study, however, X, and X , were computed, and bear close to a linear relationship to In addition, to insure that the final regression be significanl, a t tlie 95 percent confidence level, Miller requires tliat, each g k exceed tlie critical 3; defined for the kth step ils == I, N-k-1 1.
( 3 3 )
From the simple correlation R(x',, X3)=0.997 of table 6, it is evident that only negligible added explained variance can be derived from the incliisiori of both A' l and X3 in the same stepwise regression. Hence the inmi- technique also revealed a bias in FwYL--F such that the difference tends to be positive for a warm, deep atmosphere, with II reverse tendency for cold, shallow atmospheres. The existence of such a bias has been found by other investigators, but its degree of specification in this study was somewhat limited by the limited vertical resolution in the soundings used. I t is recommended that in future operational use of the E C model, the atmosphere be divided into layers of 50 nib. or smaller below 400 mb., and of 25 'mb. or smaller above 400 inb.
For the cwe of uniform interface temperatures considered here, the filtered fluxes $&;, +ki in channels 2 and 4, were very nearly related statistically, by i~ linear relationship with FwyL. It would be an interesting experiment to determine the relative specifications of the two computational systems applied to scattered-to-broken middle clouds, using mean cloud element depth to width ratio as an additional air-mass parameter.
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