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ABSTRACT
A proper calibration of trust in automation is imperative to achieve optimal overall performance
in human-machine systems. Previous research has suggested that human operator trust could be
influenced by various situational and dispositional factors, as well as operator self-confidence. It
is critical to examine what traits and factors will influence how likely a person is to trust
autonomous vehicles as they become more prevalent on today’s roadways. The goal of this study
was to further examine the relationship between individuals’ level of self-confidence in their
own driving abilities and their reported trust in automation when driving semi-autonomous cars.
It was hypothesized that self-confidence and level of automation would be significant predictors
of participants’ trust. A total of 314 participants read through a series of vignettes describing
several driving scenarios and completed an online assessment that measured both their trust and
self-confidence in relation to autonomous driving functions. A series of multiple regression
analyses showed that driving self-confidence was a significant predictor of operator trust when
using level 1 automation, while gender was a significant predictor across all levels of
automation. This suggests that self-confidence could be good a predictor of how individuals will
respond to an automated system, which could potentially be generalized for implementation in
training and selection environments. A series of repeated measures ANOVAs indicated the level
of automation has a significant effect on trust responses, as trust levels significantly decreased
when the automation level increased. Theoretical and practical implications are discussed. These
results can inform future research that aims to determine what makes an individual more likely to
accept new technologies and help those creating autonomous vehicles design features and
functionality that is more likely to be trusted and effectively utilized in on-road environments.
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CHAPTER 1: INTRODUCTION
The use of automation has become more widespread, not only in the workforce realm, but
in daily life as well. From automatic machines within factories to self-driving cars, this
expansion of technology has allowed for an efficient transition among human work
requirements. Specifically, among human attention, as task monitoring has been given more
flexibility (Hoff, & Bashir, 2014). However, despite this flexibility, system monitoring is still
imperative and has been shown to be dependent upon the levels of trust placed in the automation.
The term trust, when used in in these circumstances, can be defined as the extent to which the
operator believes and acts as the automation will perform its duties in a reliable manner
(Wickens, 1995). While automation has been defined as “technology that actively selects data,
transforms information, makes decisions, or controls processes” (Lee & See, 2004). Trust among
human-machine interactions allows for operations to run safely and effectively due to the nature
of these systems being quite complex, and potentially dangerous (Muir, 1994).
To assess operator’s trust levels, scales have been developed to accurately rate these
perceptions. Previously developed trust in automation scales date back twenty to thirty years ago
and are constantly evolving with our technological advances. In addition to these changes, there
is a wide variety of significant factors that could sway an individual’s trust. Based on past scale
development, such as the Human-Computer Refined Trust scale, some examples of these factors
include: perceived risk, benevolence, competence, and reciprocity (Gulati et al., 2019). However,
some limitations have been found such as, the inability to generalize results, differing experience
levels with the technology in question, and the need for empirically validated results. Another
factor that has been researched in regards to trust and operator decisions, is self-confidence. This
1

factor falls into the category of “internal variability” meaning it can vary due to the situation or
circumstances the operator is under. (Hoff, & Bashir, 2014). When observing this relationship,
the factor of self-confidence has been viewed under a correlational lens to understand the
relationship between that and trust itself.
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CHAPTER 2: RELEVANT RESEARCH
Automation
Automation has become such a prominent aspect of life, especially today, as we are in an
era of constant changes and advancements. These technological advances allow for a release of
stress on the user’s behalf by making tasks much easier and more organized. The practicality of
these advances ranges from daily use to workplace environments, to even unprecedented event
situations.
Today, many everyday tasks have become more accessible, and the amount of effort
needed daily has lessened tremendously. Pockets devices, like smartphones, are one of the most
common uses of automation. This type of technology allows users to perform a variety of tasks
such as: email, call, text, check the weather, use GPS, use Bluetooth, watch TV, and search the
internet. These common tasks have made our environment safer and more functional in a variety
of ways. For example, GPS systems allow for individuals to have any destination at their
fingertips, rather than using map and compass to find your destination. These services have
improved over the years and are more accurate now than ever before. The accuracy of these
systems alleviates both stress and workload. In addition to this, Bluetooth devices embedded in
cars have made texting and phone calls while driving much safer. Both hand-held and hands-free
phone calls still increase the risk of car accidents, however hands-free users show slightly more
vehicle control and better performance than hand-held users (Mccartt et al., 2006).
Autonomous driving is also becoming the way of the future, as they are becoming more
widely available on the market. Autonomous driving cars provide operators with many different
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levels of automation. The National highway Trafﬁc Safety Administration categorizes these
autonomy levels as ,“No-Automation (Level 0), Function-Speciﬁc Automation (Level 1),
Combined Function Automation (Level 2), Limited Self-Driving Automation (Level 3), and Full
Self-Driving Automation (Level 4)” (National Highway Traffic Safety Administration, 2013).
Full self-driving automation provides many benefits for people and the environment.
Autonomous vehicles reduce emission, eliminates the need for gas, a non-renewable resource,
and even reduces the car accidents, especially drunk driving accidents.
Occupational environment with an increase of technology has allowed for a numerous
number of benefits, dependent upon the environment and task it has been designated. In the past,
jobs required much physical and manual labor to be completed, which yielded human errors,
increased expenses, and decreased productivity (Devarajan, 2018). While manual labor is still
required in some circumstances and fields, other fields have transferred labor requirements over
to automation. Some of these fields include, but are not limited to: banking, surgical procedures,
agriculture, space developments and factories. Agriculture alone has experienced a major shift
over to automation, as 41% of the US workforce was employed in agriculture in 1900 and by
2000, the percentage has dropped to 2% (Autor, 2015). Government facilities such as NASA
require the use of automation, as space exploration would be impossible without it (Cohen &
Erickson, 1985). Automation within the military has made jobs safer and more efficient,
specifically with the use of unmanned aerial vehicles (UAV) for search and rescue, surveillance,
and homeland security. “In 1997 alone, over $2.3 billion was spent in the UAV market” and this
price will continue to increase as UAV use is expected to keep increasing (Mouloua et al., 2003).
These replacements utilized robotic and artificial intelligence machines, which benefits the
4

occupational facilities by increasing accuracy, consistency, reliability, scalability, productivity,
and decreased costs (Devarajan, 2018).
The use of automation has also been shown to be helpful and utilized in times of stress or
emergency situations. Common tools such as the internet, media and computers provide an
additional outlet for information. The 2020 Coronavirus pandemic has been just one situation
where technology and automation has been proven to be essential not only for communication
purposes, but for medical growth. Pertaining to communication purposes, many workplaces and
schools were required to transfer all in person duties to an online platform in a short time frame.
This was done quickly by email and video conferencing to minimize unnecessary human
interaction. The media has also played an important role within this outbreak, by keeping
everyone around the world up to date with the ongoing crisis. More importantly, medical
decisions have been reliant on the projected models which are produced through automation
which collects and analyzes the data. While for extra safety measures in Taiwan, “QR code
scanning and online reporting of travel history and health symptoms to classify travelers’
infectious risks based on flight origin and travel history in the past 14 days” has been
implemented (Wang et al., 2020).
Trust in Automation
As previously stated, the concept of trust in automation can be defined as the extent to
which the operator believes and acts as the automation will perform its duties in a reliable
manner (Wickens, 1995). This concept is based upon hypothetical standards, cannot be
physically observed, and therefore can be challenging to measure. Trust being a hypothetical
construct, has been measured differently among many researchers and the context it is used. This
5

poses some problems as some believe trust is a behavioral state, while others believe it should be
considered an attitude or belief. However, regardless of the defining discrepancy, trust levels in
automation must be reevaluated whenever using a new machine, as all systems are not equally
competent to perform the given tasks and can vary in quality (Muir, 1994). Automation is
beneficial, but poses its own variety of risks, including human factors design issues, such as
“displayed information, situation awareness, level of training and experience, control design,
support from backup personnel or systems, data-link delays, and cognitive load limitations”
(Garcia et al., 2015). These risk are why trust in automation and a well-established relationship
between the operator and automation, is imperative for optimal performance.
Interpersonal trust and trust in automation are different concepts, however there are
overlapping areas that make each dependent upon one another to some degree. Early research of
trust in automation, based findings, and ideas on interpersonal trust, as research with automation
was limited. Interpersonal trust is defined as an individual’s willingness to be vulnerable to
actions of another based-on expectation (Hoffman et al., 2013). This concept is specific to
human-human trust, whereas trust in automation deals with human-machine trust. However, “the
time frame over which people can gain or lose trust in automation might be similar to that of
interpersonal trust” expectations (Hoffman et al., 2013). However, trust in automation can be
more challenging to gain back once automation begins to indicate failures, than lost interpersonal
trust. Both forms of trust display “situation-specific attitudes that are relevant only when
something is exchanged in a cooperative relationship characterized by uncertainty” (Hoff &
Bashir, 2014). Some studies have shown similarities in the neurological functions used to create
one’s perception of trust in something. Although, with more widespread research conducted
6

today, the concepts have now been shown to be constructed upon very different factors and
attributes.
Factors that Influence Trust in Automation
There is an abundance of factors that influence an individual’s trust in automation, which
vary dependent upon the situation and the context the idea is being applied to. Older models that
tended to focus on trust from an interpersonal perspective, labeled trust as being influenced by
predictability, dependability, and faith (Rempel et al., 1985). However, Meta-analyses and
research studies have found a wide range of factors influencing trust in automation. These factors
have been classified into several different groups by different researchers; however, the
underlying factors seem to always overlap. The increased research has shifted the concept to
human-machine trust rather than interpersonal. With this, the known factors have expanded to
become more specific and tailored to the new components.
Human-Related Factors
Dispositional trust refers to how likely an individual is to trust independent of the system
being used (Hoff & Bashir, 2014). This section addresses both characteristic and ability related
factors (Hancock et al., 2011). Ability factors include: attentional capacity, expertise,
competency, workload, prior experiences, and situational awareness. While characteristic factors
evaluate demographics, personality traits, self-confidence, and propensity to trust.
Evaluation among the relationship between age and trust in automation has yielded
varying results, hinting at the fact that this characteristic may alter dependent upon the situation
and context. One study illustrated that older adults trust and rely on decision aids more than
younger adults (Ho et al., 2005) while another showed that older individuals can “calibrate” their
7

trust more efficiently with altering reliability levels (Sanchez et al., 2004). Ambiguous results
have also been accumulated on gender. Some instances report significant effects, while other
studies have not. Although, several studies have indicated that women may have the tendency to
trust more. A study conducted in 2015 by Haselhuhn et al., found that women were more likely
to restore trust after the trust relationship has been broken repeatedly. In a study assessing gender
and propensity to trust a robot, found that women had higher levels of trust and perceived trust
than men (Gallimore et al., 2019). Trust calibration seems to also be dependent upon the level of
workload the operator is dealing with. In high workload situations with time constraints, the use
and reliance on automation, appears to increase (Lee & See, 2004).
The concept of learned trust, or an individuals perceived trust based upon past experience
or knowledge (Hoff & Bashir, 2014), is also dependent upon the human. These expectations,
attitudes, reputations, experience and understanding of a system all work together to comprise
the operators idea of trust. Hoff and Bashir (2014) explained that both preexisting knowledge
and past experience with the same or similar automated systems demonstrate a relationship.
Specifically, with the “initial trust” they experience with the automated system. This initial trust
is most influenced by preexisting information and experiences, because once the operator
becomes more familiar with the system in use, they become more understanding of how it
operates, and its fluctuating reliability levels.
Automation-Related Factors
In the meta-analysis conducted by Hancock et al., “robot-related factors” were divided
into two subsections: performance and attribute-based factors (2011). The performance factors
referred to dependability, predictability, reliability, false alarms, failure rate, and level of
8

automation. These results found that performance elements had the greatest influence among
human-robot interaction. The attribute-based elements focused on proximity, robot type, robot
personality, adaptability, and anthropomorphism.
Automation reliability levels have been identified as a significant factor and many
research studies address the outcomes it produces. Deviating reliability levels, whether high or
low, affect the amount of trust allocated in the system. Operators tend to “slacken their trust
levels to accommodate different levels of automation reliability” (Singh et al., 2009). High trust
levels are typically found if the reliability of the system is thought to be high, and especially
during multitasking and demanding circumstances (Lee & See, 2004). Although, performance
levels are affected by reliabilities levels, as this is how trust is allocated (Lee & Moray, 1992).
In addition to reliability level, the level of automation has been identified as an
automation-related factor that can significantly influence trust levels (Hancock et al., 2011). This
factor is thought to have such a heavy influence because it directly impacts the amount of control
the operator has with the system. Previous research states that individuals seem trust lower levels
of automation than higher (Hoff & Bashir, 2014). Higher levels of automation typically result in
less feedback and control given to the operator. This lack of control often makes operators feel
an automation as untrustworthy as little or no information is disclosed to them during use
(Verberne et al., 2012).
Environment-Related Factors
A substantial influence for trust was found in the environment-related section, which
included two subsections of team collaboration and task. Team collaboration included factors of:
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in-group membership, culture, communication, and shared mental models. Whereas task
included: task type and complexity, multitasking requirement, and physical environment.
Although, there is classification for these factors, both human and automation factors can
vary dependent upon the environment. For these factors, they can also be classified under the
term situational trust. Defined as an individual’s trust levels dependent on the environment and it
differs in different contexts (Hoff & Bashir, 2014). This concept experiences some overlap as it
is contingent on both internal and external variability of the environment.
Internal variability can be indicative of self-confidence, mood, expertise, and attentional
capacity. Internal variability pulls some human related aspects, as internal states will typically
vary dependent upon the environment. While the idea of external variability is out of one’s
control. Defined as how an individual’s internal state varies dependent upon the given external
environment, situation, or time. External variability includes items such as: the type of system,
workload, task difficulty, system complexity, organizational setting, framing, and perceived
risks, or benefits. Both internal and external variables influence, however, can deviate depending
on the criticality of the environment where the automation is being used.
Self-Confidence and Trust
Self-confidence has been categorized as an operator factor that significantly influences trust
and performance. Trust and self-confidence have previously illustrated an inverse relationship
with the frequency of utilizing automated devices. (Hoff & Bashir, 2014). Self-confidence is
defined as a feeling of trust in one’s abilities. When there are discrepancies between selfconfidence levels and actual abilities, the operator “may allocate the automation inappropriately”
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(Lee & Moray, 1994). With this, previous research typically supports the idea that people tend
to be overconfident in both their skills and knowledge. Though this trait is usually
overcompensated, self-confidence is an internal operator variable and can vary dependent upon
the situation or assigned ask.
Overconfidence is defined as, “a tendency to be more conﬁdent in the correctness of one’s
own decisions than is actually warranted” (Wiczorek & Meyer, 2019). This overestimation of
ones abilities can have injurious effects on human performance, including those mentioned in the
previous section. These effects are not limited to just automation use, overconfidence can be fatal
in association with all decision making, including in business or economic instances. However,
when referring to automation, trust levels have been found to fluctuate inversely when in
comparison to self-confidence. For example, high trust levels are associated with high use of
automation, and low self-confidence levels (Lee & Moray, 1994). When operators experienced
low self-confidence, they failed to monitor the automation properly. This could result in
complacency, as they do not have faith in themselves to perform the task because they pay
almost no attention to the manual controls (Prinzel et al., 2002). While, low trust levels are
associated with low use of automation, and high self-confidence levels (Lee & Moray, 1994).
When confidence is high, the operator “inappropriately allocates” their attention to just the
manual control. They feel that their abilities succeed that of the automation, and therefore, do not
place high levels of trust in the system, as it is out of their control.
Trust and Human Performance
The role of trust greatly impacts how the user interacts with automation, and ultimately
their performance using the given system. To achieve optimal human performance in association
11

with automation, the levels of trust need not to be too high or too low. These deviating levels of
trust have the tendency to yield monitoring issues. Over trusting the automation creates the
tendency to experience complacency, compliance, and reliance problems, while under trusting
the automation tends to account for many human made errors. Therefore, extremes of trust, can
cause unfavorable outcomes.
Complacency, a system monitoring habit, is defined as "a psychological state
characterized by a low index of suspicion” (Wiener, 1981). Complacency occurs when an
operator is working with in a highly automated environment and feels as though the integrity of
the system is very reliable (Prinzel et al., 2002). If trust levels are too high, the user has the
potential to become complacent, failing to notice faults or alterations within the automation
(Muir, 1994). A study conducted by Prinzel et al. in 2002, validated the idea set by Parasuraman
(1993), that constant reliability within an automation impairs an operator’s capabilities of
“monitoring infrequent failures”, as they are likely to have high levels of reliance and not notice
failures. Whereas, if the system shows lesser level of integrity with some failure, the operator
will become more skeptical of the automation. Over-reliance and high levels of trust can become
very dangerous dependent upon the situation and the type of automation in use. Many incident
reports from the Aviation Safety Reporting System (ASRS) due to complacency, occurred within
an automated aircraft. However, it has also been shown that pilots, due to their high workload
conditions, may fall into complacent behavior, regardless of their trust levels (Singh et al., 1993).
Operators with low trust levels experience the desire to utilize the manual controls over the
automated ones, causing human error (Muir, 1994). These errors can be attributed to the heavy
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workload the operator deals with from manually operating the equipment, that was intended to
be automatic.
Other responsive issues, such as compliance and reliance, can occur when an automation
fails. Compliance is how the operator reacts to an automated decision aid, which can include
system false alarms. Meaning, when a false alarm is set off, the operator will comply to the
automation alerts. Resulting in an action that may be unnecessary. Reliance is how the operator
responds to no alerts, such as a miss in the system. In this instance, no alert may be shown,
however, the operator could rely too much on the system and fail to double check the monitoring
system. A lack of system reliance can also cause human performance errors from using manual
controls. Both are categorized as “different states of operator dependence that are modulated by
the threshold setting of the automated device” (Dixon et al., 2006). Falling into any of these
states, accounts for operator errors, creating an automation bias of its trust (Sauer et al., 2015).
A study conducted in 1992 by Lee and Moray attempted to assess the allocation of trust
in automation. The researchers wanted to determine if manual or automatic controls affect an
individual’s trust levels and performance. This study found that there was a main effect, “ both
trust and performance show prominent learning curves, and failures have a marked impact” (Lee
& Moray, 1992). It was discovered that a combination of both manual and automatic controls,
once the system is learned, produces the most favorable outcomes. This combination allows for
the automation to perform its duties, the operator to not have an overwhelming workload. It was
also shown that once accompanied with the system, performance was able to quickly recover
after an automation failure, by using manual controls, however trust was a slower recovery
process (Lee & Moray, 1992).
13

Measuring Trust in Automation
Trust is a hypothetical concept, meaning it cannot be physically observed or measured.
Due to this limitation, trust levels must be measured through self-reported subjective scales.
These self-reported subjective scales have been implemented in numerous circumstances and
have been developed for a broad spectrum of situations. Typically, scales are presented at the
end of a study after the subject has been acquainted with the automation in question. This
familiarity can be obtained by completing trials or being given a scenario the system is utilized.
Familiarizing the participant with the automation is imperative, so that responses can be
reflective of a real situation. Individuals will not typically operate an automation without having
at least a broad understanding of how it functions.
These scales consist of questions asking the individual how they feel about the
automation and its’ performance. These questions tend to reflect a construct that influences trust,
as the concept of trust is multifaceted. For example, on the Human-Computer Trust (Madsen &
Gregor, 2000), the item “I know what will happen the next time I use the system because I
understand how it behaves” falls under the factor of “perceived understandability”. These items
range dependent upon the scale and the factors or constructs in question. Scales typically used to
assess a variety of constructs that overall comprise the type of trust stance under observation.
The goal, however, is the same as each scale attempts to understand the individual’s level of trust
placed in automation.
Measuring trust in automation can be very beneficial, as it gives a preface as to how the
operator interacts with the given system, and how they will likely function together in the future.
Depending on their identified trust levels, it allows them to be cautious of certain errors they are
14

more susceptible to. Performance and trust are dependent upon one another, so knowing one
variable could likely predict the other. Knowing how the operator interacts with the automation,
can be helpful when creating training procedures, and when selecting operators for these
systems. Nonetheless, there are still some limitations that could pose influence on the found
results. To begin with, all self-reported measures fall to the susceptibility of fabricated responses.
These fabrications could call into question the integrity of the recorded responses, and how
reliable they are to base decisions on when using these complex systems. Secondly, the
development and validation of these scales has been conducted in a multitude of ways, which can
influence the integrity of the scale. The first several scales developed, did not have examples to
work off of, so scales such as the CTPA (Jian et al., 1998) were created through an experimental
design. However, factor analyses has also been utilized for further scale development (Chien et
al., 2014). These variations in scale development can cause discrepancies in the amount or type
of automation used, assuming they can be generalized to other studies. Another limitation is that
many scales meet all criteria for development but are not further validated in other studies.
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CHAPTER 3: RESEARCH HYPOTHESES
Current Study
The purpose of this current study was to explore the interaction of trust and selfconfidence levels among several levels of automation. Research on human trust in automation,
has increased greatly over the years, however there is a still a need for more research and newly
developed scales, as automation use rises.
This study has attempted to fill the gap in the research field of automation by providing
modernized information on self-confidence and trust that can be utilized to further understand
automation interaction and the implications that come with it. This research could ultimately
provide researchers with more information that leads to the production of a new trust scale that
incorporates self-confidence. As our world evolves and becomes more technologically advanced,
our attitudes, towards the use of automation will evolve with this change. The hypothetical
concept of trust can only be measured through a self-reported means; therefore, the accuracy of
the scales greatly affects how operators function and how research is conducted. Many of these
trust in automation scales were developed in a time when technology was not as commonly used.
Today, automation is not only utilized in the operational setting but has also transitioned over to
everyday use. This transition has the potential to create discrepancies between previous trust
scales, as they are not adapted to these new attitudes experienced by the operators. These
alterations make it imperative that these changing perceptions are reflected and emphasized in
newly developed trust scales.
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The main goal of this study was to gather data that could potentially identify a significant
relationship between self-confidence and trust. This data could then be utilized to provide further
information on human-machine interaction safety. However, this study also explored secondary
factors in relation to trust levels. These secondary factors included: age, gender, and experience
level. These factors have been shown to be significant “human-related” factors by the Hancock
et al study (2014) when measuring human-robot trust. Further research on these factors will
allow for a deeper understanding of how the interaction of human and machines can deviate and
be easily altered. These further findings could hopefully display significant relationships, that
can be assessed in the future to aid in predict human-automation interactions and trust
relationships. This may be relevant when choosing who will operate an automated system either
in the operational setting or daily setting.
Research Hypotheses
The vignettes will be utilized to assess an individual’s confidence in both the system and
their abilities. These findings will be used to determine the relationship between self-confidence
levels and trust in automation. According to past research, self-confidence has been an internal
human variable known to have a significant influence on allocated trust and decision making
(Hoff & Bashir, 2014; Lee & Moray, 1994).
H1: Self-confidence and reported trust in automation levels will have a significant
association or relationship.
Vignette usage will also aid in assessing an individual’s trust in automation by presenting
different circumstances and autonomous features utilized in a driving scenario. The vignettes

17

will manipulate the levels of automation in accordance with the SAE International Levels of
Automation. These factors have been found to have a strong influence on trust levels (Hoff &
Bashir, 2014; Sanchez et al., 2004; Singh et al., 2009). Therefore, we predict that:
H2: The level of automation the system utilizes, will have an influence on the calibrated
levels of trust in the automation.
Previous meta-analyses on factors that influence trust portray that there are many items
that can sway an individual’s trust levels, which can fall into three categories of variables: the
operator, the system, and the environment (Hancock et al, 2011; Hoff & Bashir, 2014). For the
purposes of this study, we will be observing operator variables as moderators, and the effects
they take on automation trust. The specific variables being observed, will include experience,
age, and gender of the individual responding to trust in automation scales. Based upon previous
research studies and analyses of the correlation between these factors and trust, we hypothesize
that:
H3: Experience levels with automation or videogames, will influence participants trust
with the automated system.
H4: Age will illustrate a significant relationship with the level of trust the individual
places in the automation.
H5: There will be a significant relationship found between gender and automation trust
levels.
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CHAPTER 4: METHODOLOGY
Design
The present study used within-subjects design assessing trust and self confidence levels.
These variables were evaluated across three levels of autonomous driving, corresponding to low,
medium, and high levels of automation. The predictors of trust in automation were introduced as
self-confidence, gender, age, and experience level.
A power analysis using the G-Power 3.1 statistical power (Faul et al., 2007) was
performed to determine the desired effect size and participant number for this study. The power
analysis determined that with a power of .95, the sample size must include a minimum of 89
participants.
Participants
A sample of (N=314), including 132 male and 179 female participants took part in this
study. All Participants were recruited from either the University of Central Florida, through the
Psychology Department’s online recruitment system, SONA https://ucf.sona-systems.com/ or
through social media platforms, such as Instagram. Participants ages ranged between 18 to 39
years old. All standard requirements set by SONA must be met and all APA ethical guidelines
for the treatment of human participants will be followed. Participants, upon completion, were be
awarded 1 SONA credit towards a course requirement, if necessary.
Materials
Trust in Specific Technology Scale
(TIST; Mcknight et al., 2011)
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This scale is a self-reported measure that is divided into seven factors and contains
overall 26-items. The constructs include: reliability, functionality, helpfulness, situational
normality, structural assurance, faith in general technology, and trusting stance. These measure
both specific and general technology. The intent of this scale is to evaluate an individual’s trust
in technology ranging from specific to general automation. An example of an item found on this
scale is “(---) is extremely dependable”. This scale was scored on a 5-point scale, ranging from 1
(strongly disagree) to 5 (strongly agree). The blank was filled in accordingly to represent the type
of automation depicted in the vignette. An estimate of Cronbach’s alpha for trust in technology is
.89. (see Appendix A).
Human-Computer Trust Scale
(HCT; Madsen & Gregor, 2000)
This scale measures how confident a user is upon interactions with an artificially
intelligent decision aid. This scale is comprised of five separate constructs illustrated in a 25item self-reported measure. These constructs are separated into two categories being cognitionbased trust and affect-based trust. The constructs of perceived understandability, perceived
technical competence, and perceived reliability fall into the category of cognition-based trust.
Affect-based trust includes personal attachment and faith. This scale was scored on a 5-point
scale, ranging from 1 (strongly disagree) to 5 (strongly agree). An example of an item on this
scale is “The system performs reliably”. The “system” will represent the type of automation
depicted in the vignette. Cronbach’s alpha estimates the reliability levels of this scale as .94. (see
Appendix B).
Human-Computer Refined Trust Scale
(Gulati et al., 2019)
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This self-reported measure attempts to take on a more modern approach to technology
and computers than most previously developed scales. This 12- item scale evaluates trust among
user and computer interactions. This scale measures four constructs of perceived risk,
benevolence, competence, and reciprocity. Responses were recorded on a 5-point scale, ranging
from 1 (strongly disagree) to 5 (strongly agree). An item on the scale is as follows, “I feel I must
be cautious when using (---)”. The blank was filled in accordingly to match the type of
automation depicted in the vignette. Cronbach’s alpha for trust in relation to this scale suggests
reliability is .84. (see Appendix C).
Complacency Potential Rating Scale
(CPRS; Singh et al., 1993)
A 12 item self-reported measure used to assess an individual’s potential to become
complacent when monitoring automation. This scale evaluates five constructs: general
automation, confidence-related complacency, reliance-related complacency, trust-related
complacency, and safety-related complacency. Responses were based on a 5-point scale,
ranging from 1 (strongly disagree) to 5 (strongly agree). An example of an item on the scale is
“Automated systems used in modern aircraft, such as the automatic landing system, have made
air journeys safer”. Cronbach’s alpha for the five factors within the scale ranged from .82 to .97,
while the overall scale reliability is identified as .90. (see Appendix D).
Propensity to Trust in Technology
(PTT; Schneider et al., 2017)
This scale is a self-reported measure comprised of 6 items used to determine the
likelihood to trust technology as a whole. This scale, rather than measuring specific constructs,
attempted to measure consistent individual characteristics, attitudes towards technology, and how
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likely people were to work with technology. The scale was rated on a 5-point scale, 1 (strongly
disagree) to 5 (strongly agree). An example of an item found on the scale is “ I think it’s a good
idea to rely on technology for help”. Cronbach’s alpha for the scale is reported to be .64. (see
Appendix E).
Checklist of Trust between People and Automation
(CTPA; Jian et al., 1998)
This scale is comprised of 12 items and is a self-reported measure of trust between
humans and machines. Three construct groups are evaluated, including: general trust, humanhuman trust, and human-machine trust. Each of these constructs have additional associated
factors. General trust had nine significant factors, human-human trust has six significant factors
and human-machine trust has eight additional significant factors. These constructs were
developed by using phrases that contained either positive or negative connotated words to depict
an individual’s outlook on automation. An example of a negative checklist item is “the system is
deceptive”, while a positive checklist item is “I am confident in the system”. The “system” in
these cases was represent the type of automation depicted by the given vignette. This scale was
rated on a 5-point scale, 1 (strongly disagree) to 5 (strongly agree). (see Appendix F).
Trait-Robustness of Self-Confidence Inventory
(TROSCI; Beattie et al., 2007)
This inventory is a self-reported measure that consists of 8-items that are used to evaluate
ones self-confidence levels and how those fluctuate on a daily basis or under certain
circumstances. The scale was rated on a 9-point scale, 1 (strongly disagree) to 9 (strongly agree).
An example of an item found on the scale is “A bad result in competition has a very negative
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effect on my self-confidence”. The measure of Cronbach’s alphas for the TROSCI is 0.88. (see
Appendix G).
Adelaide Driving Self-Efficacy Scale
(ADSES; George et al., 2007)
This scale is a self-reported measure of self-confidence among driving by asking a
variety of questions about different driving circumstances and tasks. It consists of 12-items and
was rated on a scale of 0 (not confident) to 10 (completely confident). An example of an item
found on the scale is “Driving in unfamiliar areas”. The measure of Cronbach’s alpha for the
ADSES is 0.98, indicating high internal consistency. (see Appendix H).
Gaming Proficiency Demographics Questionnaire
Participants were required to fill out a basic background survey to provide further
information. This survey included information such as age, gender, major, etc. In addition to
general information, this questionnaire assesses how often the participant utilized different forms
of technology, such as computers, smartphones, videogames of software. (see Appendix I).
Task
Vignettes
A series of vignettes were used to describe a scenario where automation is utilized while
driving. For this study, these scenarios manipulated the level of automation the system used.
Three different levels of automation, portraying low, moderate, and high automation were
assessed. These levels were in accordance with the SAE International levels of Automation.
Each level used a different autonomous driving feature, which included: cruise control (level 1),
traffic jam assist (level 3) and full self-driving (level 5). All scenarios were presented with the
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fact that the automation has a high reliability, however, must be monitored as all automation is
subject to failure. After each vignette, questions about the scenario and trust were presented.
Self-confidence levels were also be assessed through these questions. A 5-point scale, 1 (strongly
disagree) to 5 (strongly agree) was used to rate these questions. In addition to this, the
participants used these vignettes to complete the trust scales where specific situations were not
given. The vignettes and questions are found in Appendix J.
Procedure
This study was conducted online via Google Forms. Prior to starting, the participants
were presented with an overview of the study’s purpose and procedure. Once the experiment
began, the participant was first asked to fill out the pre-experiment materials including: the
demographics survey, the CPRS scale, the PTT scale, the TROSCI scale, and the ADSES scale.
Participants were then be presented with each vignette. After each vignette, the participant was
required to complete the Vignette Questions, the TIST scale, the HCT scale, the HCT-Refined
scale, and the CTPA scale in response to the given autonomous scenario. Each was presented
one at a time and was to be completed before moving onto the next. All trust scales were
modified for responses to be recorded on a 5-point Likert scale (Chien et al., 2014). This process
took approximately 90 minutes total. Once completed, the purpose of the experiment was
disclosed to participants through a presented debriefing statement at the end of the survey.
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CHAPTER 5: RESULTS
All data were entered into SPSS 27.0 (IBM Statistics) and statistically analyzed using a series of
bivariate correlations, multiple regressions, and repeated measure ANOVAs.
Bivariate correlations
Driving Self-Confidence and Trust
Bivariate correlations were calculated for ADSES and Trust (PTT, CPRS, Vignette
Questions, TIST, HCT, HCT-Refined, and CTPA) for each level of automation, including
baseline (see table 1). These correlations indicated significant relationships for cruise control
(level 1).
Bivariate correlations indicated significant positive relationships for level 1 automation
trust and driving self-confidence, among all five trust scales given (Vignette Questions: r(312) =
.23, p < .01; TIST: r(312) = .27, p < .01; HCT: r(312) = .12, p < .05; HCT-Refined: r(312) = .11,
p < .05; CTPA: r(312) = .21, p <.01).These results indicated that participants who had high
driving self-efficacy responses also had higher levels of trust placed in the cruise control
function.
General Self-Confidence and Trust
Bivariate correlations were calculated for TROSCI and Trust (PTT, CPRS, Vignette
Questions, TIST, HCT, HCT-Refined, and CTPA) for each level of automation, including
baseline (see table 1). These correlations indicated significant relationships for cruise control
(level 1), traffic jam (level 3), and full self-driving (level 5).
Bivariate correlations indicated significant positive relationships for level 1 automation
trust and overall self-confidence, among the Vignette Questions, TIST, and HCT-Refined scales
(Vignette Questions: r(312) = .19, p < .01; TIST: r(312) = .14, p < .05; HCT-Refined: r(312) =
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.14, p < .05). These results indicated that when participants’ overall self-confidence was higher,
their trust in the cruise control function was also higher.
Bivariate correlations indicated significant positive relationships for level 3 automation
trust and overall self-confidence, among the Vignette Questions (r(312) = .12, p < .05). These
results indicated that participants who had higher self-confidence levels also had higher levels of
trust placed in the traffic jam function. All other scales associated with level 3 automation
indicated no statistically significant results.
Bivariate correlations indicated significant positive relationships for level 5 automation
trust and overall self-confidence, among the Vignette Questions, TIST, HCT, HCT-Refined, and
CTPA scales (Vignette Questions: r(312) = .16, p < .01; TIST: r(312) = .13, p < .05; HCT:
r(312) = .13, p < .05; HCT-Refined: r(312) = .14, p <. 05; CTPA: r(312) = .13, p <. 05). These
results indicated that participants with higher overall self-confidence levels, also reported higher
levels of trust in the full self-driving feature.
Table 1: Correlation Table for Driving and General Self-Confidence with Trust in Automation
Level 1
ADSES
TROSCI
Level 3
ADSES
TROSCI
Level 5
ADSES
TROSCI

Vignette Questions

TIST

HCT

HCT-Refined

CTPA

.23**
.19**

.27**
.14*

.12*
.10

.11*
.14*

.21**
ns

.10
.12*

.08
.10

.05
.05

.08
.10

.08
.06

.02
.16**

.08
.13*

.06
.13*

.07
.14*

.09
.13*

** Correlation is significant at the 0.01 level (2-tailed)
* Correlation is significant at the 0.05 level (2-tailed)
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Trust and Age
Bivariate correlations and descriptive statistics were calculated for Age and Trust (PTT,
CPRS, Vignette Questions, TIST, HCT, HCT-Refined, and CTPA) for each level of automation,
including baseline. The sample of participants had an average age of 19.35 (SD = 2.82). There
were no statistically significant correlations found among age and the level of trust placed in
each function of automation. However, the results indicated a negative relationship, meaning that
older participants tended to report lower levels of trust, while younger participants placed more
trust in the automated systems.
Trust and Experience Level
Bivariate correlations were calculated for experience level and trust (PTT, CPRS,
Vignette Questions, TIST, HCT, HCT-Refined, and CTPA) for each level of automation
including baseline. These correlations indicated significant, positive relationships for baseline
trust, cruise control (level 1), traffic jam (level 3), and full self-driving (level 5). (See table 2).
Bivariate correlations indicated significant positive relationships for the baseline trust in
automation scale PTT (r(312) = .20, p < .01). This signified that participants with more
experience with everyday automation, reported higher levels of trust in automation in general.
However, the CPRS scale did not yield any statistically significant results.
Bivariate correlations indicated significant positive relationships for level 1 automation
trust and experience level among the TIST, HCT, HCT-Refined, and CTPA scales (TIST: r(312)
= .23, p < .01; HCT: r(312) =.20, p < .01; HCT-Refined: r(312) = .12, p < .05; CTPA: r(312) =
.14, p < .05). These results illustrated that participants who had more experience also reported
higher levels of trust for the cruise control function of automation.

27

Bivariate correlations indicated significant positive relationships for level 3 automation
trust and experience level among all scales, except the HCT-Refined scale (Vignette Questions:
r(312) = .12, p < .05; TIST: r(312) = .16, p < .01; HCT: r(312) = .12, p <. 05; CTPA: r(312) =
.12, p < .05). These results indicated that participants who had more experience, reported higher
levels of trust in the traffic jam function of automation.
Bivariate correlations indicated significant positive relationships for level 5 automation
trust and experience level among the TIST, HCT, and HCT-Refined scales (TIST: r(312) = .14, p
< .05; HCT: r(312) = .13, p < .05; HCT-Refined: r(312) = .12, p < .05). These results indicated
that participants with higher experience levels, reported higher levels of trust in the full selfdriving function of automation.
Table 2:Pearson Correlation Table for Experience Level Average and Trust in Automation
Averages
Level 1
Experience Level
Level 3
Experience Level
Level 5
Experience Level

Vignette Questions

TIST

HCT

HCT-Refined

CTPA

.10

.23**

.20**

.12*

.14*

.12*

.16**

.12*

.08

.12*

.03

.14*

.13*

.12*

.04

** Correlation is significant at the 0.01 level (2-tailed)
* Correlation is significant at the 0.05 level (2-tailed)

Repeated Measures ANOVA
Trust and Automation Level
A series of within-subjects ANOVA were conducted to assess the relationship between
participants trust levels across all three levels of automation (see table 3 and 4).
Results indicated that trust levels for the Vignette Questions Scale were significantly
different during at least one of the automation levels, F(2,626) = 83.08, p < .001, partial η2 = .21.
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The post-hoc test revealed that the participants trust levels significantly changed from the Level
1 Vignette Scale (M = 3.38) compared to the Level 3 Vignette Scale (M = 3.02). Trust levels also
significantly changed from the Level 1 Vignette Scale compared to the Level 5 Vignette Scale
(M = 2.84). Trust levels also significantly changed from the Level 3 Vignette Scale to Level 5.
Repeated measures ANOVA results found that trust levels for the TIST Scale were
significantly different during at least one of the automation levels, F(2,626) = 33.64, p < .001,
partial η2 = .10. The post-hoc test revealed that the participants trust levels significantly changed
from the Level 1 TIST Scale (M = 3.61) compared to the Level 3 TIST Scale (M = 3.35). Trust
levels also significantly changed from the Level 1 TIST Scale compared to the Level 5 TIST
Scale (M = 3.30).
Results of the ANOVA also indicated that trust levels for the CTPA Scale were
significantly different during at least one of the automation levels, F(2,626) = 50.23, p < .001,
partial η2 = .14. The post-hoc test revealed that the participants trust levels significantly changed
from the Level 1 CTPA Scale (M = 3.52) compared to the Level 3 CTPA Scale (M = 3.24). Trust
levels also significantly changed from the Level 1 CTPA Scale compared to the Level 5 CTPA
Scale (M = 3.12). Trust levels also significantly changed from the Level 3 CTPA Scale to Level
5.
No significant changes were indicated by the repeated measures ANOVA for the HCT
Scale, F(2,626) = 1.38, p > .05, partial η2 = .00. The ANOVA also indicated no significant
changes for the HCT-Refined Scale, F(2,626) = .37, p > .05, partial η2 = .00.
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Table 3: Summary for Repeated Measures ANOVA
Source

df

MS

F- Value

Sig

Partial η2

Vignette Questions

2

23.71

83.08*

.00

.21

TIST
HCT

2
2

8.71
.43

33.64*
1.38

.00
.25

.10
.00

HCT-Refined

2

.13

.37

.68

.00

.00

.14

CTPA
*

2

13.59

50.23

*

significant at the .05 level

Table 4: Descriptive Statistics for Trust Scales across all Levels of Automation
Mean
Standard Deviation
Vignette Questions
Level 1
3.38
.70
Level 3
3.02
.63
Level 5
2.84
.79
TIST
Level 1
3.61
.65
Level 3
3.35
.71
Level 5
3.30
.82
HCT
Level 1
3.03
.74
Level 3
2.97
.76
Level 5
2.96
.92
HCT-Refined
Level 1
2.91
.69
Level 3
2.95
.73
Level 5
2.93
.87
CTPA
Level 1
3.52
.73
Level 3
3.24
.77
Level 5
3.12
.78
Multiple regressions
A series of multiple linear regressions were conducted and utilized self-confidence, age,
gender, and experience levels as predictors of trust in automation. As our criterion variables, we
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used each trust scale that had previously shown significant changes between at least two levels of
automation (Vignette Scale, TIST, and CTPA) from the repeated measures ANOVAs.
Vignette Questions Scale: Automation Level 1
The regression model, using self-confidence, age, gender, and experience as predictors of
trust in automation at level one measured using the vignette-specific questions scale was
significant, F(5,308) = 8.67, p < .001, R= .351, R2 = .123. The resulting model accounted for
12.3% of the variance in participants’ trust in automation responses for level 1. Only gender (β =
-.23) and ADSES responses (β = .15) were significant predictors; age (β = -.04), experience level
(β = .02) and TROSCI responses (β = .10) did not significantly contribute to the model (see table
5). Results indicated that males (M = 3.63, SD = .63), on average, tended to trust the automation
more than females (M = 3.20, SD = .69 ).
Vignette Questions Scale: Automation Level 3
The regression model, using self-confidence, age, gender, and experience as predictors of
trust in automation at level three measured using the vignette-specific questions scale was
significant, F(5,308) = 4.256, p < .05, R =.254, R2 = .065. The resulting model accounted for
6.5% of the variance in participants’ trust in automation responses for level 3. Although, gender
(β = -.17) was the only significant predictor; age (β = -.09), experience level (β = .06), TROSCI
responses (β = .08), and ADSES responses (β = .03) did not significantly contribute to the model
(see table 5). Results indicated that males (M = 3.19, SD = .63), on average, tended to trust the
automation more than females (M = 2.89, SD =.61 ).
Vignette Questions Scale: Automation Level 5
The regression model, using self-confidence, age, gender, and experience as predictors of
trust in automation at level five measured using the vignette-specific questions scale was also
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found to be significant, F(5,308) = 5.148, p < .001, R =.278, R2 = .077. The resulting model
accounted for 7.7% of the variance in participants’ trust in automation responses for level 5.The
significant predictors found were gender (β = -.20) and TROSCI responses (β = .14); age (β = .09), experience level (β = .02), and ADSES responses (β = -.06) did not significantly contribute
to the model (see table 5). Results indicated that males (M = 3.07, SD = .79), on average, tended
to trust the automation more than females (M = 2.68, SD =.76).
Table 5: Multiple Linear Regression Summary for Vignette Scale
Predictor
ADSES

B
.15*

Level 1
t
2.59

p
.01

B
.03

Level 3
t
0.52

p
.60

B
-.06

Level 5
t
-0.98

p
.33

TROSCI

.10

1.81

.07

.08

1.36

.18

.14*

2.35

.02

Gender

-.23*

-4.03

.00

-.17*

-2.93

.00

-.20*

-3.47

.00

Age

-.04

-0.75

.46

-.09

-1.59

.11

-.09

-1.66

.10

Experience Level

.02

0.35

.72

.06

1.04

.30

.02

0.34

.73

*significant

Trust in Specific Technology Scale: Level 1
The regression model, using self-confidence, age, gender, and experience as predictors of
trust in automation at level one measured using the Trust in Specific Technology scale was
significant, F(5,308) = 10.141, p < .001, R= .376, R2 = .141. The resulting model accounted for
14.1% of the variance in participants’ trust in automation responses for level 1. Gender (β = -.13)
, experience level (β = .17), and ADSES responses (β = .22) were found to be significant
predictors, while age (β = -.10) and TROSCI responses (β = .05) did not significantly contribute
to the model (see table 6). Results indicated that males (M = 3.78, SD = .60), on average, tended
to trust the automation more than females (M = 3.49, SD =.66).
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Trust in Specific Technology Scale: Level 3
The predictive model, using self-confidence, age, gender, and experience as predictors of
trust in automation at level three measured using the Trust in Specific Technology scale was
significant, F(5,308) = 3.932, p < .05, R= .245, R2 = .060. The resulting model accounted for
6.0% of the variance in participants’ trust in automation responses for level 3. The only
significant predictor found from this model was gender (β = -.13). Age (β = -.10), experience
level (β =.11 ), TROSCI responses (β = .07) and ADSES responses (β = .03) did not significantly
contribute to the model (see table 6). Results indicated that males (M = 3.50, SD = .69), on
average, tended to trust the automation more than females (M = 3.23, SD =.72).
Trust in Specific Technology Scale: Level 5
The predictive model, using self-confidence, age, gender, and experience as predictors of
trust in automation at level five measured using the Trust in Specific Technology scale was also
significant, F(5,308) = 5.844, p < .05, R= .294, R2 = .087. The resulting model accounted for
8.7% of the variance in participants’ trust in automation responses for level 5. Gender (β = -.21)
was found to be the only significant predictor; age (β = -.09), experience level (β = .07), TROSCI
responses (β = .09) and ADSES responses (β = .00) did not significantly contribute to the model
(see table 6). Results indicated that males (M = 3.56, SD = .78), on average, tended to trust the
automation more than females (M = 3.11, SD =.80).
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Table 6: Multiple Linear Regression Summary for TIST Scale
Predictor
ADSES

Level 1
B
t
*
.22
3.85

B
.03

Level 3
t
0.51

p
.00

TROSCI

.05

0.92

Gender

-.13*

Age
Experience Level

B
.00

Level 5
t
0.04

p
.61

p
.97

.36

.07

1.13

.26

.09

1.61

.11

-2.29

.02

-.13*

-2.16

.03

-.21*

-3.67

.00

-.10

-1.78

.08

-.10

-1.78

.08

-.09

-1.64

.10

.17*

3.01

.00

.11

1.94

.05

.07

1.29

.20

*significant

Checklist of Trust between People and Automation Scale: Level 1
The regression model, using self-confidence, age, gender, and experience as predictors of
trust in automation at level one measured using the Checklist of Trust between People and
Automation scale was significant, F(5,308) = 7.941, p < .001, R= .338, R2 = .114. The resulting
model accounted for 11.4% of the variance in participants’ trust in automation responses for
level 1. However, only gender (β = -.24) and ADSES responses ( β = .15) were significant
predictors; age (β = -.03), experience level (β = .07) and TROSCI responses (β = .01) did not
significantly contribute to the model (see table 7). Results indicated that males (M = 3.77, SD =
.63), on average, tended to trust the automation more than females (M = 3.34, SD =.73).
Checklist of Trust between People and Automation Scale: Level 3
The regression model, using self-confidence, age, gender, and experience as predictors of
trust in automation at level three measured using the Checklist of Trust between People and
Automation scale was also significant, F(5,308) = 3.519, p < .05, R= .232, R2 = .054. The
resulting model accounted for 5.4% of the variance in participants’ trust in automation responses
for level 3. Although, gender (β = -.18) was the only significant predictor; age (β = -.08),
experience level (β = .06), TROSCI responses (β = .02), and ADSES responses (β = .04) did not
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significantly contribute to the model (see table 7). Results indicated that males (M = 3.45, SD =
.73), on average, tended to trust the automation more than females (M = 3.09, SD =.78).
Checklist of Trust between People and Automation Scale: Level 5
The regression model, using self-confidence, age, gender, and experience as predictors of
trust in automation at level five measured using the Checklist of Trust between People and
Automation scale was significant, F(5,308) = 6.070, p < .001, R= .300, R2 = .090. The resulting
model accounted for 9.0% of the variance in participants’ trust in automation responses for level
5. The only significant predictor found was gender (β = -.27). While age (β = -.02), experience
level (β = .03), TROSCI responses (β = .07) and ADSES responses (β = .00) did not significantly
contribute to the model (see table 7). Results indicated that males (M = 3.40, SD = .77), on
average, tended to trust the automation more than females (M = 2.90, SD =.72).
Table 7: Multiple Linear Regression Summary for CTPA Scale

*

Predictor
ADSES

Level 1
B
t
.15*
2.71

B
.04

Level 3
t
0.60

p
.01

TROSCI

.01

0.24

Gender

-.24*

Age
Experience Level

B
.01

Level 5
t
0.13

p
.55

p
.90

.81

.02

0.27

.79

.07

1.12

.26

-4.11

.00

-.18*

-2.94

.00

-.27*

-4.58

.00

-.03

-0.57

.57

-.08

-1.38

.17

-.02

-0.41

.69

.07

1.21

.23

.06

1.12

.26

.03

0.44

.66

significant
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CHAPTER 6 : DISCUSSION
The goal of the present study was to empirically examine the role of self-confidence,
level of automation, and individual differences on trust in autonomous driving features. Our
findings indicated that self-confidence, level of automation and gender differences have
significant relationships with trust levels in response to different autonomous driving
components.
According to the bivariate correlations conducted, self-confidence and trust appear to
have a significant relationship, supporting our first hypothesis. However, the relationship
illustrated a positive one, indicating that operators with higher self-confidence level also reported
higher trust level within the autonomous components. This positive relationship is inconsistent
with past research. Past studies (Lee & Moray, 1994; Hoff & Bashir, 2014) observing the
relationship between trust and operator self-confidence appeared to show a significant negative
relationship. The deviation in findings could affect the way human-computer interaction is
studied, as factors may not be as generalizable as researchers thought. In addition to this, the data
could also be utilized to determine how individuals categorize autonomous driving components
in terms of trust. This deviation could potentially be a result of the task given. Previous research
(Lee & Moray, 1994) illustrated the negative relationship between self-confidence and trust.
However, the automation used in this study was a simulated control plant. Tasks pertaining to
control plants are almost universally unfamiliar, while driving is a task that is almost universally
familiar with any individual above 18 years old. Task familiarity could influence how
trustworthy or how reliant an individual is on the automation at hand. A potential explanation for
this positive relationship could be that when individuals were more confident in their driving
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abilities, they tended to rely on the automation more, as if failure were to occur they are
confident in their abilities to notice and correct it. While self-confidence and trust did illustrate a
significant relation, the repeated measures ANOVA found that the ADSES and TROSCI Scales
were not significant predictors of trust across all levels and scales for autonomous driving
components. Rather, The ADSES Scales provided to be a significant predictor across level 1 for
all scales found to show significant deviations (Vignette Questions, TIST & CTPA). The
TROSCI was only found to be a significant predictor at level 5 automation for the Vignette
Questions Scale. Due to the lack of consistency across all levels and scales, self-confidence may
not be the most reliable predictor of trust in automation and may vary by circumstance.
Findings from the analyses support the second hypothesis. Automation levels presented a
significant relationship with perceived trust levels. The bivariate correlations found a significant
negative relationship, which illustrated that operators trust in automation decrease as levels of
autonomy increases. The Repeated Measure ANOVA revealed that the mean trust levels
significantly decreased during at least one of the three levels of automation for the Vignette
Questions Scale, the TIST Scale, and the CTPA Scale. The HCT Scale and the HCT-refined
Scales did not indicate significant deviations among the automation levels. However the trust
level means did illustrate a pattern that they did decrease, although sometimes slightly, as the
level of automation increased. That is with the exception of the HCT-Refined Scale, as it
experienced a slight increase from level 1 to level 3. These results were consistent with past
research (Verberne et al., 2012; Hoff & Bashir, 2014), as experiments observing perceived trust
among several different levels of automation have illustrated the same inverse relationship found
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in this study. That being when automation increases, trust levels decrease. This relationship has
been hypothesized to occur due to the lack of control operators then experience.
Individual differences which are grouped as human-related factors (Hancock et al., 2011)
were also assessed. These factors were hypothesized to have significant relationships and be
good predictors of individuals trust in automation. The first human-related factor was their
experience level with automation. In this regard, automation primarily referred to smartphone,
computer or videogame use and how often. Experience level was found to not be a significant
predictor of trust in automation according to the multiple regression analyses, and therefore
rejected the third hypothesis.
The second individual factor assessed was age. The target population was primarily
undergraduate students, so the average age of participants was 19.35. However, the population
sample did range from ages 18 to 39. Results illustrated that the older participants tended to trust
the automation less, while younger participants placed more trust in the autonomous
components. However, this correlation was not found to be statistically significant and therefore
does not support the fourth hypothesis. Previous studies focusing on age in relation to
automation trust interaction has presented researchers with ambiguous results. A few studies
claimed that trust levels for automation were reportedly higher for older individuals (Ho et al.,
2005; Gold et al., 2015). This research was not consistent with the findings of this current study.
However, a study conducted in 2018, found that older individuals perceived autonomous
vehicles negatively compared to younger individuals (Hulse et al.). The inverse relationship
found from this study, could potentially be justified by autonomous machines and complex
systems being more prevalent. Younger generations have been more acclimated with these types
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of functions and may rely on them more than older generations who are not familiar with the
wide range of automation we have today. The multiple regression analyses showed that although
age did experience this pattern, it was not found to be a significant predictor of trust in
autonomous driving components.
The last individual difference factor was gender. Gender had a prominent and significant
relationship with trust in automation, confirming the fifth hypothesis. The multiple regression
analyses highlighted gender as a significant predictor of trust in automation across all levels and
across significant scales (Vignette Questions, TIST & CTPA). This is consistent with the claim
that gender is a human-related factor that can significantly influence trust levels (Hancock et al.,
2011). The interaction between gender and trust from the current study illustrated that males
tended to place more trust in autonomous components than females, regardless of the automation
level. Previous studies that assessed the interaction between gender and trust in automation failed
to find consistent results regarding the pattern of interaction, however it has been shown that
gender “can play a guiding role” (Hoff & Bashir, 2014).
The results of this study present various implications regarding human-automation
interaction in general and specifically with automated driving features. This study adds to the
literature by further examining self-confidence as a predictor of trust, specifically in association
with a common task. The role operator self-confidence has on their perceived level of trust in the
automaton at hand can influence how the operator will interact with that complex system. This
interaction as implications for the safety of the operator and use of the automation, as over
confidence or less confidence can affect how much of the automation the operator choses to use
(Lee & Moray, 1994; Prinzel et al., 2002). However, the trait of self-confidence has presented
39

ambiguous results, so more research may be necessary on this human-related factor in order to
determine its full effect. With more research having the potential to yield consistent results, the
findings could be implemented in pre-assessment tasks to predict how operators will interact
with the system. These type of assessments aid in predicting who would be the best fit for a
certain job, specifically military jobs. This implementation of a self-confidence assessment
would be similar to the administering of personality inventories to predict performance to
minimize risk (Singh et al., 1993; Zweig & Webster, 2004).
The results found regarding level of automation illustrate the concept that the level of
automation can have detrimental effects on human-computer trust and performance. When
automation increases and feedback to the operator decreases, the level of trust also decreases due
to a lack of control. This relationship has been validated by the present study and many previous
research attempts (Verberne et al., 2012; Hoff & Bashir, 2014). Due to the seeming solidification
of this relationship, future autonomous system designs could attempt to create a system that
keeps the level of automation high but provides the operator with more information about what is
taking place. Theoretically, increasing the level of feedback to the operator, regardless of
changing the task, should increase the level trust the operator places in the automation. This
could aid in the prevention of human errors and create an overall safer environment.
Factors that influence trust was the primary concern of this thesis, which presents
practical implications for future use of assessing trust among human-automation interaction.
Trust is influenced by a multitude of factors and refining those factors by collecting new and
modernized information in regards to common autonomous components can aid in the expansion
of human-machine interaction knowledge. The significant data found – self-confidence, level of
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automation, and gender differences, could be utilized to support the creation of a new trust scale.
As automation evolves, so will human perception of that automation. The use of a modern trust
scale could be beneficial if implemented in selection and training procedures for qualifiers of
highly automated system usage. Since these highly automated systems, often pose a lot of risk,
the up-to-date trust models can be good predictors of performance. By using these found
predictors of trust in automation to pinpoint who would be the best operator for specific systems,
it would allow for a decrease in human and performance errors. Operators could be chosen
specifically based off their evaluated skills that also are significant trust in automation predictors.
Operators could also be trained in a way to combat the human errors they are more susceptible to
base on evaluations and significant factors that influence trust in automation. This can include
highly autonomous technology such as unmanned aerial vehicles used in the military or
autonomous aircraft.
Limitations
Several limitations have been recognized for this study. The main limitation has been
identified as the survey design. Conducting a study purely based on self-reported measures, can
make it difficult to ensure the validity of results and draw casual claims. Not only were the
concepts of self-confidence and trust measured via self-reported means, but the scenarios of all
autonomous features had to be conducted via the use of vignettes rather than a simulation. These
limitation were taken into account during the original construction of the study, however due to
the SARS-CoV-2 (novel corona virus of the year 2019), all studies needed to be conducted
remotely to comply with social distancing and other safety laws. By creating a study with the use
of vignettes, the interpretation of how the participants would respond was up to the imagination.
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If participants have never physically been in one of these scenarios, they could have over or
under-estimated their own abilities and confidence, or the performance of the automation.
The second limitation identified for this study was the difficulty assigning autonomous
features that best represented each level of automation. Many features appeared to have some
type of overlap. This overlap ties into the third limitation identified. This study used only three
levels of automation in accordance with SAE levels of automation, rather than the use of all five.
We found that it was difficult to attempt and match some features of autonomous components
with the intermediate stages of automation. Therefore, we went with the use of levels 1, 3 and 5
to represent low, moderate, and high automation features. However, leaving out levels 2 and 4,
leaves room for further research to fully understand the scope of autonomous levels and trust.
The last identified limitation was the generalizability of results, due to the homogenous
age range of the population. As this study was conducted primarily via the UCF SONA system,
majority of the participants age range fell between 18 and 25, with a mean of 19 years old.
Results indicated that younger individuals place more trust in automation. This large population
of younger individuals could account for the large volume of high trust levels placed in the
autonomous features, regardless of the levels. If this study was conducted among larger range,
with more older individuals, the trust levels may differ that those found during this study.
Direction for Future Research
Conducting further research on the topic of self-confidence and trust in automation could
provide more information regarding interaction with autonomous components. This future
research should focus on refining the limitations found while conducting this study. The primary
change that should occur, would be to conduct future research in person, through a driving
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simulator. By putting more emphasis on the reality of the scenarios, the participants may respond
more accurately regarding their trust and self-confidence levels. This will also eliminate some
self-reported measures and strengthen the validity of the results found.
In addition to this, we intend on minimizing any discrepancy between the autonomous
features and the levels of automation they portray. These discrepancies should be minimized by
conducting a survey prior to the development of the autonomous tasks to understand how
individuals subjectively classify different autonomous driving features. Future research could
include all five levels of automation, as the features will refined to fit individuals perception of
automation. We also intend on maximizing the target population to have a larger age range. This
may illustrate a pattern we were not able to detect with the current study. This may show some
important information regarding self-confidence and trust while utilizing automation.
It may be beneficial for future research to focus on the relationship between selfconfidence and trust with differing reliability levels. This research could be implemented by
creating a between subjects design. Some participants may receive the driving simulator with
high reliability, while other could receive the same tasks with low reliability. Their responses to
the automation could then be recorded in the same manner and assessed for significant
differences or patterns.
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APPENDIX A:
TRUST IN SPECIFIC TECHNOLOGY SCALE
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Trust in Specific Technology Scale (Mcknight et al., 2011)
Trusting Belief-Specific Technology—Reliability
1. (---) is a very reliable piece of software.
2. (---) does not fail me
3. (---) is extremely dependable.
4. (---) does not malfunction for me
Trusting Belief-Specific Technology—Functionality
1. (---) has the functionality I need.
2. (---) has the features required for my tasks.
3. (---) has the ability to do what I want it to do.
Trusting Belief-Specific Technology—Helpfulness
1. (---) supplies my need for help through a help function.
2. (---) provides competent guidance (as needed) through a help function.
3. (---) provides whatever help I need.
4. (---) provides very sensible and effective advice, if needed.
Situational Normality—Technology
1. I am totally comfortable working with (---).
2. I feel very good about how things go when I use (---).
3. I always feel confident that the right things will happen when I use (---).
4.It appears that things will be fine when I utilize (---).
Structural Assurance—Technology
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1. I feel okay using (---) because they are backed by vendor protections.
2. Product guarantees make it feel all right to use (---).
3. Favorable-to-consumer legal structures help me feel safe working with (---).
4. Having the backing of legal statutes and processes makes me feel secure in using (---).
Faith in General Technology
1. I believe that most technologies are effective at what they are designed to do.
2. A large majority of technologies are excellent.
3. Most technologies have the features needed for their domain.
4. I think most technologies enable me to do what I need to do.
Trusting Stance—General Technology
1. My typical approach is to trust new technologies until they prove to me that I shouldn’t trust
them.
2. I usually trust a technology until it gives me a reason not to trust it.
3. I generally give a technology the benefit of the doubt when I first use it.
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APPENDIX B:
HUMAN-COMPUTER TRUST SCALE
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Human- Computer Trust Scale (Madsen & Gregor, 2000)
1. Perceived Reliability
R1 - The system always provides the advice I require to make my decision.
R2 - The system performs reliably.
R3 - The system responds the same way under the same conditions at different times.
R4 - I can rely on the system to function properly.
R5 - The system analyzes problems consistently.
2. Perceived Technical Competence
T1 - The system uses appropriate methods to reach decisions.
T2 - The system has sound knowledge about this type of problem built into it.
T3 - The advice the system produces is as good as that which a highly competent person could
produce.
T4 - The system correctly uses the information I enter.
T5 - The system makes use of all the knowledge and information available to it to produce its
solution to the problem.
3. Perceived Understandability
U1 - I know what will happen the next time I use the system because I understand how it
behaves.
U2 - I understand how the system will assist me with decisions I have to make.
U3 - Although I may not know exactly how the system works, I know how to use it to make
decisions about the problem.
U4 - It is easy to follow what the system does.
U5 - I recognize what I should do to get the advice I need from the system the next time I use it.
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4. Faith
F1 - I believe advice from the system even when I don’t know for certain that it is correct.
F2 - When I am uncertain about a decision I believe the system rather than myself.
F3 - If I am not sure about a decision, I have faith that the system will provide the best solution.
F4 - When the system gives unusual advice I am confident that the advice is correct.
F5 - Even if I have no reason to expect the system will be able to solve a difficult problem, I still
feel certain that it will.
5. Personal Attachment
P1 - I would feel a sense of loss if the system was unavailable and I could no longer use it.
P2 - I feel a sense of attachment to using the system.
P3 - I find the system suitable to my style of decision making.
P4 - I like using the system for decision making.
P5 - I have a personal preference for making decisions with the system
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APPENDIX C:
HUMAN-COMPUTER REFINED TRUST SCALE
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Human- Computer Refined Trust Scale (Gulati et al., 2019)
1. I believe that there could be negative consequences when using (---)
2. I feel I must be cautious when using (---)
3. It is risky to interact with (---)
4. I believe that (---) will act in my best interest
5. I believe that (---) will do its best to help me if I need help
6. I believe that (---) is interested in understanding my needs and preferences
7. I think that (---) is competent and effective in (---)
8. I think that (---) performs its role as (---) very well
9. I believe that (---) has all the functionalities I would expect from (---)
10. If I use (---), I think I would be able to depend on it completely
11. I can always rely on (---) for (---)
12. I can trust the information presented to me by (---)
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APPENDIX D:
COMPLACENCY POTENTIAL RATING SCALE
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Complacency Potential Rating Scale (Singh et al., 1993)

1. I think that automated devices used in medicine, such as CT scans and ultrasound,
provide very reliable medical diagnosis.

2. Automated devices in medicine save time and money in the diagnosis and treatment of
disease.

3. If I need to have a tumor in my body removed, I would choose to undergo computeraided surgery using laser technology because it is more reliable and safer than manual
surgery.

4. Automated systems used in modern aircraft, such as the automatic landing system, have
made air journeys safer.

5. ATMs provide a safeguard against the inappropriate use of an individual's bank account
by dishonest people.

6. Automated devices used in aviation and banking have made work easier for both
employees and customers.

7. Even though the automatic cruise control is my car is set at a speed below the speed limit,
I worry when I pass a police radar speed trap in case the automatic control is not working
properly.

8. Manually sorting through card catalogues is more reliable than computer-aided searches
for finding items in a library.
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9. I would rather purchase an item using a computer than have to deal with a sales
representative on the phone because my order is more likely to be correct using the
computer.

10. Bank transactions have become safer with the introduction of computer technology for
the transfer of funds.

11. I feel safer depositing my money at an ATM than with a human teller.

12. I have to tape an important TV program for a class assignment. To ensure that the correct
program is recorded, I would use the automatic programming facility (e.g., on my VCR,
DVR) rather than manual taping.
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APPENDIX E:
PROPENSITY TO TRUST TECHNOLOGY SCALE
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Propensity to Trust Technology Scale (Schneider et al., 2017)

1. Generally, I trust technology.
2. Technology helps me solve many problems.
3. I think it’s a good idea to rely on technology for help.
4. I don’t trust the information I get from technology. (R)
5. Technology is reliable.
6. I rely on technology.
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APPENDIX F:
CHECKLIST FOR TRUST BETWEEN PEOPLE AND AUTOMATION
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Checklist for Trust between People and Automation (Jian et al., 1998)
1. The system is deceptive.
2. The system behaves in an underhanded manner.
3. I am suspicious of the system’s intent, actions, or outputs.
4. I am wary of the system.
5. The system’s actions will have a harmful or injurious outcome.
6. I am confident in the system.
7. The system provides security.
8. The system has integrity.
9. The system is dependable.
10. The system is reliable.
11. I can trust the system.
12. I am familiar with the system.
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APPENDIX G:
TRAIT-ROBUSTNESS OF SELF CONFIDENCE INVENTORY
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Trait Robustness of Self-Confidence Inventory (Beattie et al., 2007)
Think about your confidence and how your performance may affect your confidence generally.
The statements below describe how you may feel generally about your confidence, answer each
statement by circling the number that corresponds to how strongly you agree or disagree
generally. Please try and respond to each item separately.
The terms competition refers to matches, tournaments or other competitive events.
Please answer the items as honestly and accurately as possible there are no right or wrong
answers. Your response will be kept confidential

1. A bad result in competition has a very negative effect on my self-confidence.
2. My self-confidence goes up and down a lot.
3. Negative feedback from others does not affect my level of self-confidence.
4. If I perform poorly, my confidence is not badly affected.
5. My self-confidence is stable; it does not vary very much at all.
6. My self-confidence is not greatly affected by the outcome of competition.
7. If I make a mistake it has quite a large detrimental effect on my self-confidence.
8. My self-confidence remains stable regardless of fluctuations in fitness level.
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APPENDIX H:
ADELAIDE DRIVING SELF-EFFICACY SCALE
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Adelaide Driving Self-Efficacy Scale (George et al., 2007)
How confident do you feel doing the following activities?
1) Driving in your local area
2) Driving in heavy traffic
3) Driving in unfamiliar areas
4) Driving at night
5) Driving with people in the car
6) Responding to road signs/traffic signals
7) Driving around a roundabout
8) Attempting to merge with traffic
9) Turning right across oncoming traffic
10) Planning travel to a new destination
11) Driving in high speed areas
12) Parallel parking
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APPENDIX I:
GAMING PROFICIENCY DEMOGRAPHIC QUESTIONNAIRE
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Participant # _______ Age ______ Major _______________ Gender ___
1. What is the highest level of education you have had?
Less than 4 yrs. of college ____, Completed 4 yrs. of college ____, Other ____

2. When did you use computers in your education? (Circle all that apply)
Grade School, Jr. High, High School, Technical School, College, Did Not Use

3. Where do you currently use a computer? (Circle all that apply)
Home, Work, Library, Other________, Do Not Use

4. For each of the following questions, circle the response that best describes you.
How often do you:
Use a mouse? Daily, Weekly, Monthly, Once every few months, Rarely, Never
Use a joystick? Daily, Weekly, Monthly, Once every few months, Rarely, Never
Use a touch screen? Daily, Weekly, Monthly, Once every few months, Rarely, Never
Use icon-based programs/software? Daily, Weekly, Monthly, Once every few months, Rarely,
Never
Use programs/software with pull-down menus? Daily, Weekly, Monthly, Once every few
months, Rarely, Never
Use graphics/drawing features in software packages? Daily, Weekly, Monthly, Once every few
months, Rarely, Never
Use E-mail? Daily, Weekly, Monthly, Once every few months, Rarely, Never
Operate a radio-controlled vehicle (car, boat, or plane)? Daily, Weekly, Monthly, Once every
few months, Rarely, Never
Play computer/video games? Daily, Weekly, Monthly, Once every few months, Rarely, Never

5. Which type(s) of computer/video games do you most often play if you play at least once every
few months?
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6. Which of the following best describes your expertise with computers? (check √ one)
_____ Novice
_____ Good with one type of software package (such as word processing or slides)
_____ Good with several software packages
_____ Can program in one language and use several software packages
_____ Can program in several languages and use several software packages

7. Are you in your usual state of health physically? YES NO
If NO, please briefly explain:

8. How many hours of sleep did you get last night? ______ hours

9. Do you have normal color vision? YES, NO

10. Do you have prior military service? YES, NO If Yes, how long __________

11. Are you currently serving in the military? YES, NO
If yes, are you off duty at the time you are participating in this study? YES, NO
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APPENDIX J:
VIGNETTES AND QUESTIONS
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Vignette Level 1
You just bought a new car which features some autonomous components. These features are
desirable, as they aid in driving by lessening driver workload to some degree. The autonomous
component you are excited about in this vehicle, is known as cruise control (speed control).
Cruise control works by allowing the driver to set a desired speed they want to maintain. Once
this speed is achieved and set, the driver does not need to control the vehicle using the gas. The
car will continue to move at the desired speed, until the driver stops the automation by stepping
on the break. This feature is considered to be highly reliable, although all automation is subject
to some failure and must be monitored. In accordance to the levels of automation, your car is
categorized as level 1, or driver assistance. Meaning that the automation has control to some
extent, yet the driver is responsible for monitoring the road, maintain steer control, and breaking.
1. I can expect that the cruise control feature will perform as it is supposed to.
2. I feel I will have to make adjustments to the systems performance.
3. I feel can rely on the cruise control feature to carry out its said function.
4. Using cruise control can be dangerous.
5. Using cruise control can have serious consequences.
6. I am confident in my ability to monitor the system.
7. I am confident in the automations ability to perform as expected.
8. I would prefer to not use the cruise control function.
9. I am more confident in my abilities rather than the automation
10. I trust the cruise control feature.
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Vignette Level 3
You just bought a new car which features some autonomous components. These features are
desirable, as they aid in driving by lessening driver workload to some degree. The autonomous
component you are excited about in this vehicle is traffic jam assist. Traffic jam assist is an
autonomous component of your car that allows the car to drive in a partly automated mode when
traffic is detected. This makes stopping and going in traffic easier on the driver. They are not
required to control accelerating, decelerating, and steering, rather the car controls these features
in speeds up to 38 mph. This feature is considered to be highly reliable, although all automation
is subject to some failure and must be monitored. In accordance to the levels of automation, your
car is categorized as level 3, or conditional automation. Conditional automation alleviates driver
workload specifically by having an automated driving system that can fully operate the car.
Meaning that the driver is necessary, but not required for control. It is stated that, although not
required for control, the driver should always be prepared to take back this control at any given
time. The automation will typically alert the driver when an action is needed, so the driver should
just monitor the systems performance and alarms.
1. I can expect that the traffic jam assist feature will perform as it is supposed to.
2. I feel I will have to make adjustments to the systems performance.
3. I feel can rely on the traffic jam assist feature to carry out its said function.
4. Using traffic jam assist can be dangerous.
5. Using traffic jam assist can have serious consequences.
6. I am confident in my ability to monitor the system.
7. I am confident in the automations ability to perform as expected.
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8. I would prefer to not use the traffic jam assist function.
9. I am more confident in my abilities rather than the automation
10. I trust the traffic jam assist feature.
Vignette Level 5
You just bought a new car which features some autonomous components. These features are
desirable, as they aid in driving by lessening driver workload by performing tasks the operator
would normally be responsible for. Your new car is capable of operating without you even in the
vehicle. In accordance to the levels of automation, your car is categorized as level 5, or full
automation. This fully automated self-driving car is considered to be highly reliable, although all
automation is subject to some failure and should still be subject to human monitoring if
applicable. Full automation is able to operate all tasks under all kinds of weather and traffic
conditions. Automation level guidelines state that the driver technically is not even required to be
present in the vehicle while its operating. This means you could remote start your car, and have it
drive to you or pick you up without anyone present.
1. I can expect that the full self-driving feature will perform as it is supposed to.
2. I feel I will have to make adjustments to the systems performance.
3. I feel can rely on the full self-driving feature to carry out its said function.
4. Using full self-driving can be dangerous.
5. Using full self-driving can have serious consequences.
6. I am confident in my ability to monitor the system.
7. I am confident in the automations ability to perform as expected.
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8. I would prefer to not use the full self-driving function.
9. I am more confident in my abilities rather than the automation
10. I trust the full self-driving feature.

70

REFERENCES
Autor, D. H. (2015). Why Are There Still So Many Jobs? The History and Future of Workplace
Automation. Journal of Economic Perspectives, 29(3), 3–30. doi: 10.1257/jep.29.3.3
Beattie, S., Hardy, L., Woodman, T., & Callow, N. (2007). Development and validation of the
Trait Robustness of Self-Confidence Inventory (TROSCI). PsycEXTRA Dataset. doi:
10.1037/e548052012-425
Chien, S., Semnani-Azad, Z., Lewis, M., & Sycara, K. (2014). Towards the Development of an
Inter-cultural Scale to Measure Trust in Automation. Cross-Cultural Design Lecture
Notes in Computer Science, 35-46. doi:10.1007/978-3-319-07308-8_4
Cohen, A., & Erickson, J. (1985). Future uses of machine intelligence and robotics for the space
station and implications for the U.S. economy. IEEE Journal on Robotics and
Automation, 1(3), 117–123. doi: 10.1109/jra.1985.1087019
Devarajan, Y. (2018). A Study of Robotic Process Automation Use Cases Today for
Tomorrow's Business. International Journal of Computer Techniques, 5(6)
Dixon, S. R., Wickens, C. D., & Mccarley, J. S. (2006). How Do Automation False Alarms and
Misses Affect Operator Compliance and Reliance? Proceedings of the Human Factors
and Ergonomics Society Annual Meeting, 50(1), 25–29. doi:
10.1177/154193120605000106

71

Faul, F., Erdfelder, E., Lang, A.-G., & Buchner, A. (2007). G*Power 3: A flexible statistical
power analysis program for the social, behavioral, and biomedical sciences. Behavior
Research Methods, 39, 175-191.
Garcia, D., Kreutzer, C., Badillo-Urquiola, K., & Mouloua, M. (2015). Measuring Trust of
Autonomous Vehicles: A Development and Validation Study. Communications in
Computer and Information Science HCI International 2015 - Posters’ Extended
Abstracts, 610–615. doi: 10.1007/978-3-319-21383-5_102
Gallimore, D., Lyons, J. B., Vo, T., Mahoney, S., & Wynne, K. T. (2019). Trusting Robocop:
Gender-Based Effects on Trust of an Autonomous Robot. Frontiers in Psychology, 10.
doi:10.3389/fpsyg.2019.00482
George, S., Clark, M., & Crotty, M. (2007). Adelaide Driving Self-Efficacy Scale. PsycTESTS
Dataset. doi:10.1037/t51267-000
Gold, C., Körber, M., Hohenberger, C., Lechner, D., & Bengler, K. (2015). Trust in automation –
before and after the experience of take-over scenarios in a highly automated vehicle.
Procedia Manufacturing, 3, 3025-3032. doi:10.1016/j.promfg.2015.07.847
Gulati, S., Sousa, S., & Lamas, D. (2019). Design, development and evaluation of a humancomputer trust scale. Behaviour & Information Technology, 38(10), 1004–1015. doi:
10.1080/0144929x.2019.1656779
Hancock, P. A., Billings, D. R., Schaefer, K. E., Chen, J. Y. C., Visser, E. J. D., & Parasuraman,
R. (2011). A Meta-Analysis of Factors Affecting Trust in Human-Robot Interaction.

72

Human Factors: The Journal of the Human Factors and Ergonomics Society, 53(5), 517–
527. doi: 10.1177/0018720811417254
Haselhuhn, M. P., Kennedy, J. A., Kray, L. J., Van Zant, A. B., and Schweitzer, M. E. (2015).
Gender differences in trust dynamics: women trust more than men following a trust
violation. J. Exp. Soc. Psychol. 56, 104–109. doi: 10.1016/j.jesp.2014.09.007
Ho, G., Wheatley, D., & Scialfa, C. T. (2005). Age differences in trust and reliance of a
medication management system. Interacting With Computers, 17, 690–710
Hoff, K. A., & Bashir, M. (2014). Trust in Automation. Human Factors: The Journal of the
Human Factors and Ergonomics Society, 57(3), 407–434. doi:
10.1177/0018720814547570
Hoffman, R. R., Johnson, M., Bradshaw, J. M., & Underbrink, A. (2013). Trust in Automation.
IEEE Intelligent Systems, 28(1), 84-88. doi: 10.1109/MIS.2013.24.
Hulse, L. M., Xie, H., & Galea, E. R. (2018). Perceptions of autonomous vehicles: Relationships
with road users, risk, gender and age. Safety Science, 102, 1-13.
doi:10.1016/j.ssci.2017.10.001
Jian, J.-Y., Bisantz, A. M., Drury, C. G., & Llinas, J. (1998). Foundations for an Empirically
Determined Scale of Trust in Automated Systems. doi: 10.21236/ada388787
Lee, J., & Moray, N. (1992). Trust, control strategies and allocation of function in humanmachine systems. Ergonomics, 35(10), 1243–1270. doi: 10.1080/00140139208967392

73

Lee, J. D., & Moray, N. (1994). Trust, self-confidence, and operators adaptation to automation.
International Journal of Human-Computer Studies, 40(1), 153–184. doi:
10.1006/ijhc.1994.1007
Lee, J. D., & See, K. A. (2004). Trust in automation: Designing for appropriate reliance. Human
Factors, 46, 50–80.
Madsen, Maria & Gregor, Shirley. (2000). Measuring human-computer trust.
Mccartt, A. T., Hellinga, L. A., & Bratiman, K. A. (2006). Cell Phones and Driving: Review of
Research. Traffic Injury Prevention, 7(2), 89-106. doi:10.1080/15389580600651103
Mcknight, D. H., Carter, M., Thatcher, J. B., & Clay, P. F. (2011). Trust in a specific technology.
ACM Transactions on Management Information Systems, 2(2), 1–25. doi:
10.1145/1985347.1985353
Mouloua, M., Gilson, R., & Hancock, P. (2003). Human-Centered Design of Unmanned Aerial
Vehicles. Ergonomics in Design: The Quarterly of Human Factors Applications, 11(1),
6–11. doi: 10.1177/106480460301100103
Muir, B. M. (1994). Trust in automation: Part I. Theoretical issues in the study of trust and
human intervention in automated systems. Ergonomics, 37(11), 1905–1922. doi:
10.1080/00140139408964957
National Highway Trafﬁc Safety Administration. (2013). Preliminary statement of policy
concerning automated vehicles. Washington, DC

74

Prinzel, L., DeVries, H., Freeman, F., & Mikulka, P. (2002). Examination of AutomationInduced Complacency and Individual Difference Variates.
Rempel, J. K., Holmes, J. G. and Zanna, M. P. 1985, Trust in close relationships, Journal of
Personalitv and Social Psychology, 49, 95- 1 12.
Sanchez, J., Fisk, A. D., & Rogers, W. A. (2004). Reliability and age-related effects on trust and
reliance of a decision support aid. In Proceedings of the Human Factors and Ergonomics
Society 48th Annual Meeting (pp. 586–589). Santa Monica, CA: Human Factors and
Ergonomics Society.
Sauer, J., Chavaillaz, A., & Wastell, D. (2015). Experience of automation failures in training:
effects on trust, automation bias, complacency and performance. Ergonomics, 59(6),
767–780. doi: 10.1080/00140139.2015.1094577
Schneider, T. R., Jessup, S. A., Stokes, C., Rivers, S., Lohani, M., McCoy, M. (2017). The
influence of trust propensity on behavioral trust. Poster session presented at the meeting
of Association for Psychological Society.
Schwarzer, R., & Jerusalem, M. (1995). Generalized Self-Efficacy scale. In J. Weinman, S.
Wright, & M. Johnston, Measures in health psychology: A user’s portfolio. Causal and
control beliefs (pp. 35-37). Windsor, UK: NFER-NELSON
Singh, I. L., Molloy, R., & Parasuraman, R. (1993). Automation- Induced "Complacency":
Development of the Complacency-Potential Rating Scale. The International Journal of
Aviation Psychology, 3(2), 111–122. doi: 10.1207/s15327108ijap0302_2

75

Singh, I. L., Molloy, R., & Parasuraman, R. (1993). Individual differences in monitoring failures
of automation. The Journal of General Psychology, 120(3), 357-373.
doi:10.1080/00221309.1993.9711153
Singh, A. L., Tiwari, T., & Singh, I. L. (2009). Effects of Automation Reliability and Training on
Automation Induced Complacency and Perceived Mental Workload. Journal of the
Indian Academy of Applied Psychology, 35, 9-22.
Verberne, F. M., Ham, J., & Midden, C. J. (2012). Trust in smart systems sharing driving goals
and giving information to increase trustworthiness and acceptability of smart systems in
cars. Human Factors, 54, 799–810.
Wang, C. J., Ng, C. Y., & Brook, R. H. (2020). Response to COVID-19 in Taiwan. Jama,
323(14), 1341. doi: 10.1001/jama.2020.315
Wickens, C. (1995). Designing For Situation Awareness And Trust In Automation. Integrated
Systems Engineering, 365–370. doi: 10.1016/b978-0-08-042361-6.50063-5
Wiczorek, R., & Meyer, J. (2019). Effects of Trust, Self-Confidence, and Feedback on the Use of
Decision Automation. Frontiers in Psychology, 10. doi: 10.3389/fpsyg.2019.005
Wiener, E.L., 1981, Complacency: is the term useful for air safety? In Proceedings of the 26th
Corporate Aviation Safety Seminar, pp. 116–25 (CO: Denver)
Zweig, D., & Webster, J. (2004). What are we Measuring? An examination of the relationships
between the big-five personality Traits, goal orientation, and Performance intentions.

76

Personality and Individual Differences, 36(7), 1693-1708.
doi:10.1016/j.paid.2003.07.010

77

