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Abstract
The calculation of time-dependent charge and energy currents in nanoscale sys-
tems is a challenging task. Nevertheless it is crucial for gaining a deep under-
standing of the relevant processes at the nanoscale. We extend the auxiliary-
mode approach for time-dependent charge transport to allow for the calculation
of energy currents for arbitrary time dependencies. We apply the approach to
two illustrative examples, a single-level system and a benzene ring, demonstrat-
ing its usefulness for a wide range of problems beyond simple toy models, such
as molecular devices.
Keywords: energy current, charge current, time-dependent, non-adiabatic
1. Introduction
The transport and conversion of energy are of central importance for many
biological systems and technological applications. Nanotechnology offers a route
to make use of the efficiency and robustness found in nature for energy harvest-
ing and energy transduction in nano-scale devices. To take full advantage of the
possibilities provided by molecular junctions [1, 2] or quantum dot arrays [3, 4],
a deep understanding of the involved dynamical processes is necessary. Here,
the theoretical description of time-dependent transport of charge and energy
can contribute valuable insights and help to find new applications [5, 6].
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In this context, there has been considerable interest in time-resolved energy
transport and entropy production in nano-scale devices [7–11]. The main goal
of those studies is the formulation of thermodynamical laws for artificial nano
systems, which will help to mimic nature and to realize nanomachines. A central
difference to charge transport is the ability of the contact region between device
and reservoirs to contribute to the energy balance [10, 11]. Typically the analysis
is restricted to simplified single-level systems, for which analytical results can
be obtained.
In general, the numerical description of dynamical processes in realistic nano-
scale devices remains very challenging. There exist several approaches [12–18]
which are mostly based on the (time-dependent) nonequilibrium Greens func-
tion (TDNEGF) formalism [19–21]. Among those, the auxiliary-mode approach
has proven to be versatile and efficient [22, 23], and it has successfully been
applied to several transport scenarios [24–32]. The relevance of time-dependent
processes also reaches into the realm of biological systems. As it has been
discussed in many studies [26, 33–36], structural fluctuations are able to gate
electron transport in biomolecular systems, thus requiring a description going
beyond purely static transport.
In this contribution, we extend the auxiliary-mode formalism to allow for
the calculation of energy currents carried by the transferred electrons. We show
that those currents can be obtained without additional effort from known quan-
tities within the wide-band limit (WBL). To demonstrate the new method, we
consider two different scenarios. Firstly, we study the response of a single-level
device to a nearly rectangular voltage-pulse. We verify that the total charge
and energy currents fulfill the expected conservation laws and attain the correct
steady-state values for long pulses. Further, we find that both currents show
a similar transient behavior. Secondly, we show that the method can also be
applied to a more realistic system, thus opening the possibility of combining it
with an atomistic description of nanoscale systems. To this purpose, we consider
a benzene molecule symmetrically (para positions) and asymmetrically (meta
positions) contacted by one-dimensional electrodes. Asymmetric contact con-
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figurations or, alternatively, intrinsic structural asymmetries in molecular-scale
junctions, are known to display quantum interference effects in many interest-
ing situations [37–43]. It is therefore of great interest to elucidate the possible
interplay between quantum interference and time-dependent effects. We have
recently shown, within a Tien-Gordon approach, that sinus-like AC-fields can be
used in planar atomic-scale T-shaped circuits to counteract destructive quan-
tum interference, thus leading to a current increase at low bias [5]. In this
contribution, we use the benzene ring to study the influence of interference on
time-dependent charge and energy currents. Overall, the extended method is
well suited to investigate energy transport in a variety of nano-scale systems.
The article is organized as follows. In section 2 we present the general
model of a driven device coupled to two electronic reservoirs. Subsequently,
we summarize the auxiliary-mode approach and then derive general expressions
for the energy currents in terms of auxiliary current-matrices. In section 3
we apply the method to the two previously mentioned illustrative examples: a
single-level system and a benzene molecule. Finally, section 4 gives a summary
and an outlook.
2. Method
2.1. Model
We consider the usual threefold setup consisting of a device which is coupled
to two electron reservoirs. The coupling is due to a tunneling between states in
the device and the reservoirs. The total Hamiltonian is
H = Hdev.(t) +Hres. +Hcoup. . (1)
The device is described in terms of two sets of tight-binding parameters: discrete
on-site energies εn(t) and hopping parameters Vnm(t),
Hdev. =
∑
n
εn(t)c
†
ncn +
∑
n 6=m
Vnm(t)c
†
ncm . (2)
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The operators {c†n} and {cn} denote the creation and annihilation of an electron
in state n. The explicit time-dependence of the device Hamiltonian can be due
to changes of the on-site energies or of the hopping parameters. The reservoirs
are described by non-interacting electrons and the respective Hamiltonian reads
Hres. =
∑
α∈L,R
Hα =
∑
α∈L,R
∑
k
εαkb
†
αkbαk . (3)
Initially, before the coupling to the device is switched on, the reservoirs are in
thermal equilibrium characterized by a well-defined temperature T and chemical
potential µα. Finally, the coupling Hamiltonian is
Hcoup. =
∑
αk
Hcα =
∑
αk
∑
n
Tαkn(t) b
†
αkcn + h.c. , (4)
with {Tαkn} denoting the tunnel couplings between device and reservoir α = L,R.
The operators {b†αk} and {bαk} are electron creation and annihilation operators
for reservoir states, respectively.
2.2. Auxiliary-mode approach
In the following, matrix representations of system operators will be denoted
by bold-face symbols. Throughout the paper we adopt units with ~ = 1.
The single-electron density matrix σmn =
〈
c†ncm
〉
of the device connected to
electronic reservoirs obeys the following equation of motion[44]
i
∂
∂t
σ(t) = [H(t),σ(t)]− + i
∑
α∈leads
(
Πα(t) + Π
†
α(t)
)
, (5)
where we have defined so-called current matrices Πα. Those can be expressed
in terms of Green functions and self-energies,
Πα(t) =
t∫
t0
dt2
(
G>(t, t2)Σ
<
α (t2, t)−G<(t, t2)Σ>α (t2, t)
)
, (6)
where G≷ and Σ≷ are the usual lesser/greater Green functions and self-energies
[21], respectively.
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In the general case, the calculation of the current matrices is very demand-
ing. In the WBL and for the case where the level-width function Γα(ε) is ap-
proximated by a sum of Lorentzians, an effective propagation scheme has been
proposed [22]. The key ingredient is the decomposition of the Fermi function
f(ε), which enters the self-energies Σ≷, into a sum of simple poles
f(ε) =
1
1 + exp(ε)
≈ 1
2
−
NF∑
p=1
(
Rp
ε− z+p
+
Rp
ε− z−p
)
, (7)
where Rp is the pth residue and z
(±)
p is the pth pole in the upper (+) and
lower (−) complex plane. The best known decomposition of this type is the
Matsubara decomposition for which Rp = 1 and z
+
p = pi(2p − 1). A very
efficient decomposition is the Pade´ decomposition [45], for which the residues
and the poles can be efficiently calculated by solving an eigenvalue problem [46].
For the sake of clarity, we restrict the following discussion to the WBL and refer
to [22] for the more general case of a Lorentzian expansion of the level-width
functions, leading to a more complex expression for the current matrices.
In the WBL it was found that the current matrices can be expressed by [22]
Πα(t) =
1
4
(1− 2σ) Γα +
∑
p
Παp(t) , (8)
and the auxiliary current-matrices Παp obey
i
∂
∂t
Παp =
Rp
β
Γα +
[
H(t)− i
2
Γ− χ+αp1
]
Παp . (9)
Here, Γ =
∑
α Γα and χ
+
αp = µα + izp/β. The inverse temperature β is given
by β = (kBT )
−1. Using Eq. (8) in Eq. (5) one finally gets
i
∂
∂t
σ(t) = [H(t),σ(t)]− − i [Γ/2,σ(t)]+
+ i
∑
α∈leads
(
1
4
Γα +
∑
p
Παp(t) + h.c.
)
. (10)
Equations (9) and (10) form a closed set of first-order differential equations
which can be solved for given initial conditions. In practice, the calculations are
typically started with σ(t0) = 0 and Παp = 0 and the system is equilibrated
before any driving is switched on.
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2.3. Time-dependent charge and energy currents
As shown previously[22], the charge current flowing from reservoir α into
the device is given by
JCα (t) =
2e
~
Re Tr Πα(t) =
2e
~
Re Tr
{
1
4
(1− 2σ) Γα +
∑
p
Παp(t)
}
. (11)
Noting that the number of electrons in the device is given by Ndev. = Trσ, one
readily finds the continuity equation for the charge current from Eq. (10),
N˙dev. = Tr σ˙ = Tr
∑
α
2Re Πα =
∑
α
JCα /e . (12)
Note that the currents flowing out of the reservoirs are defined to be positive
and thus increase the number of electrons in the device.
Now, the electronic energy-current is given by an expression similar to Eq.
(11), namely
JEα (t) = 2Re Tr Π
E
α (t) , (13)
where new energy-current matrices are defined as
ΠEα (t) =
t∫
t0
dt2
(
G>(t, t2)Σ˜
<
α (t2, t)−G<(t, t2)Σ˜
>
α (t2, t)
)
. (14)
The difference to the current matrices Πα is the definition of the self-energies
[7, 8]
Σ˜
>
α (t2, t) = − i
∫
d
2pi~
(1− fα())Γα()e−i(t2−t)/~ = −i∂tΣ>α (t2, t) , (15)
Σ˜
<
α (t2, t) = i
∫
d
2pi~
fα()Γα()e
−i(t2−t)/~ = −i∂tΣ<α (t2, t) , (16)
which accounts for the energy transfer process. Since the energy is transported
by the electrons leaving and entering the device, the energy-current matrices
can be related to the charge-current matrices. As shown in Appendix Appendix
A, the final expression for the energy current is
JEα (t) = 2Re Tr
{[
−σ(t)H(t) +H/2 + i
∑
α′∈leads
∑
p
Πα′p(t)
]
Γα/2
+
∑
p
χ+αpΠαp(t)
}
. (17)
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Consequently, the energy current can be calculated once the auxiliary current
matrices are known. Therefore, no additional quantities have to be computed.
Similar to the charge-current continuity in Eq. (12), the energy currents can
be interpreted by considering the variation of energy in the device, which leads
to a corresponding continuity equation. The device energy is given by Edev. =
Tr {H(t)σ} and thus one finds
∂
∂t
Edev. =
∂
∂t
Tr {H(t)σ(t)}
= Tr {H˙(t)σ(t)} − Tr {H(t) [Γ/2,σ(t)]+}
+ Tr
{
H(t)
∑
α∈leads
(
1
4
Γα +
∑
p
Παp(t) + h.c.
)}
= Tr {H˙(t)σ(t)}
+
∑
α∈leads
2Re Tr
{
−1
2
σ(t)H(t)Γα +
1
4
H(t)Γα +H(t)
∑
p
Παp(t)
}
= Tr {H˙(t)σ(t)}+
∑
α∈leads
[
JEα (t) + J
E
cα(t)
]
. (18)
The last term gives an explicit expression for the energy variation of the contact
(coupling) between reservoirs and device,
JEcα(t) =
∑
p
2Re Tr
{(
H(t)− χ+αp1
)
Παp(t)− i
2
∑
α′∈leads
Πα′p(t)Γα
}
. (19)
As shown in Refs. [10, 11] the contribution of the contacts to the energy balance
is important to obtain a consistent thermodynamic description.
Before coming to the results in the next section, it should be pointed out
that in the WBL the energy current of each individual reservoir is infinite. This
is due to the unboundedness of the electronic bands in the WBL. To obtain
finite results one has to introduce a cutoff for the energy integrations. In the
auxiliary-mode approach this cutoff is provided by the finite number of poles.
To get meaningful values for the energy current, we subtract the values obtained
in the (initial) stationary state. In this way, the individual net energy-currents,
JEα (t)− JEα (t0), yield finite values.
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3. Results
We give two examples for the application of this approach: a single-level toy
model and a benzene ring inspired by single-molecular junctions. In both cases,
the system is connected to two reservoirs in thermal equilibrium. The coupling
to the reservoirs is described by the level-width functions ΓL = 1, ΓR = 0.5,
where we consider wide-band electrodes. All energies in this text are given
in units of ΓL and all time values in units of ~/ΓL. The respective chemi-
cal potentials were set to µL = 2, µR = 1 with an inverse temperature of
β = (kBT )
−1 = 20. For the calculation we used NF = 40 poles in the Fermi de-
composition and a time-step of dt = 0.05 with a 7th order Runge-Kutta solver.
We compare the time-resolved currents with the corresponding stationary solu-
tions, to which we refer to as instantaneous solutions. Naturally, both are equal
for the steady state and adiabatically slow time-dependencies.
3.1. One-level model
First, we consider a one-level device connected to source and drain electrodes.
At time t = 2 the on-site energy of the level is shifted from 0 = 3.5 to 0 = 1.5,
i.e., into the center of the transport window [µL, µR]. This is reversed at time
t = 7. The time-dependence of the on-site energy is thus chosen to follow a
double tanh(t), see Fig. 1, describing a nearly rectangular pulse:
0 = 3.5 + tanh
[
−2 · t− t0
tw
]
− tanh
[
−2 · t− (t0 + tL)
tw
]
. (20)
As it can be seen in Fig. 1, the population and de-population of the energy
level is retarded, compared to the instantaneous solution. This is also reflected
in the charge and energy currents, see Fig. 2, with overshoots appearing at the
beginning and after the pulse, which eventually vanish. As expected, the time
response of both currents is similar, since they are both driven by electrons.
The insets in Fig. 2 demonstrate that the time-dependent solutions for the
currents satisfy the corresponding conservation laws given by Eqs. (12) and
(18), respectively. In the case of charge currents, the total current, JCL + J
C
R ,
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Ndev.Ninstant.
t [~/ΓL]
N
Figure 1: Time evolution of on-site energy 0(t) and occupation Ndev.(t) of the one-level
model system. The chemical potentials µL, µR refer to the transport energy window. The
instantaneous occupation Ninstant. is obtained from the stationary solution of Eq. (10) for
each o(t).
corresponds to the change in occupation, edNdev./dt. For the energy current,
the sum JE + JEc of the total energy current, J
E = JEL + J
E
R , and the interface
current JEcL + J
E
cR, is equal to the change of energy in the system, given by
dEdev./dt−〈dH/dt〉. The agreement with the conservation laws and the steady-
state solutions validate our numerical approach.
By changing the pulse, for example by considering different widths of the
tanh(t) shape, one can demonstrate the transition from non-adiabatic to quasi-
adiabatic behaviour. By smoothing out the step-edge in the time-domain, the
transient solution converges to the instantaneous solution. In Fig. 3 we plot the
difference of both solutions, i.e. transient solution minus instantaneous solution,
J
C/E
net − JC/Einstant., over varying pulse lengths tL and pulse widths tW. One can
clearly identify the non-adiabatic contributions for short and sharp pulses, in
contrast to the vanishing difference, thus quasi-adiabatic behaviour, for long
and smooth pulses.
3.2. Benzene
To demonstrate that the presented approach is applicable to any multi-
level system, we extend the one-level problem to a molecular junction, i.e.,
a benzene molecule contacted to two reservoirs. We chose a relatively small
9
JCtot
=
edNdev./dt
0 2 4 6 8 10 12
−2
−1
0
1
JCL
JCR JCnet
JCinstant.
t [~/ΓL]
J
C
(t
)
[e
Γ
L
/h
]
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−2
−1
0
1
JEL
JER J
E
net
JEinstant.
t [~/ΓL]
J
E
(t
)
[e
2
Γ
2 L
/
h
]
JEtot + J
E
C
=
dEdev./dt− 〈dH/dt〉
Figure 2: (Top) Time-dependent net charge current (JCL − JCR )/2 and (bottom) net energy
current (JEL − JER)/2 through the one-level system, as well as their individual components
J
C/E
α . The fullfillment of the corresponding conservation laws given by Eqs. (12) and (18),
respectively, is shown in the insets.
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JCnet − JCinstant.
see Fig. 2
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see Fig. 2
JEnet − JEinstant.
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t [~/ΓL]
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0
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∆
J
C
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1
Figure 3: (Left) Time-dependent charge current JCnet and (right) energy current J
E
net in the
one-level system for different pulse widths tW and lengths tL, displayed as the difference
between transient and instantaneous solution ∆JC/E = J
C/E
net − JC/Einstant.. This highlights the
deviations from the adiabatic solution. The parameter range of Fig. 2 is marked in the plot,
additionally to the profile of the nearly adiabatic solution shown on top, which converges to the
instantaneous solution J
C/E
instant.. The color bar indicates the difference in current renormalized
respectively to a maximum absolute value of one.
system for demonstration purpose, but this approach is notably not limited to
small site numbers. The benzene molecule is modeled by a 6 × 6 Hamiltonian
in the standard Hu¨ckel approach by considering only pz orbitals. For simplicity,
the hopping elements are set to V = −1. In analogy to the one-level test
system, all six on-site energies n were shifted simultaneously from n = 3.5 to
n = 1.5, following a tanh(t) dependence. Since the resulting transient is more
complex than in the previous case, we do not consider the reverse shift out of
the transport window, i.e., we only use the first half of the pulse from Eq. (20).
One example for the use of time-resolved transport calculation is the dy-
namics of quantum interference. For illustration, we apply this approach on
two different electrode configurations for that molecular junction: a symmetric
and asymmetric setup, which we denote by para-Benzene and meta-Benzene
respectively, see Fig. 4. The electrons propagating through the ring utilize all
possible paths between the electrodes. For meta-Benzene, the most direct paths
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ΣL ΣR (para)
ΣR (meta)
ΓL ΓR
ΓR
Figure 4: Schematic system setup of the molecular junction with different lead conficurations,
called meta-Benzene and para-Benzene.
−2 0 20
0.2
0.4
0.6
0.8
1
para
meta
 [ΓL]
T
ra
n
sm
is
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on
Figure 5: Transmission functions for meta-Benzene and para-Benzene over energy , calculated
by means of the standard (equilbrium) Green function formalism [47].
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]
Figure 6: (Left) Time-dependent net charge current JCnet and (right) net energy current J
E
net for
meta-Benzene and para-Benzene in response of a tanh(t)-pulse with a width of tW = 1 ~/ΓL.
The energy currents are shifted by their stationary values for t = −∞.
interfere destructively with a phase difference of pi, which lowers the transmission
function through the molecule, see Fig. 5. The resulting current is thus lower
than for the symmetric para-Benzene setup and vanishes for t =∞, where the
transport window captures the center of the transmission function. In Fig. 6 we
also see a significant difference in the transient, for charge and energy currents
alike, before converging to the respective steady-state solutions. Most notably,
we see a two-peak structure in the response of the para-Benzene, especially
for the energy current, which is a signature of the first two levels entering the
transport window. For meta-Benzene, the transmission for the inner two levels
is suppressed by destructive interference, hence the single peak in the transient.
The transient time is arguably the same for both cases. Figure 7 shows the same
trend, i.e., by increasing the width of the pulse a transition into quasi-adiabatic
behaviour occurs.
4. Conclusion
In summary, we derived an extension of the auxiliary-mode approach for the
description of the dynamics of nano-scale devices which allows the calculation
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Figure 7: (Left) Time-dependent net charge current JCnet and (right) net energy current J
E
net
stacked for di↵erent pulse widths tW for (top) para-Benzene and (bottom) meta-Benzene.
The instantaneous solution is shown for comparison for the largest pulse-width (dashed line).
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Figure 7: (Left) i e-dependent net charge current JCnet and (right) net energy current J
E
net
stacked for different pulse idths t for (top) para- enzene and (botto ) eta- enzene.
he instantaneous solution is sho n for co parison for the largest pulse- idth (dashed line).
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of time-dependent energy currents. The latter can be calculated without intro-
ducing additional quantities. Although we focused specifically on the wide-band
approximation, the idea presented in this article can also be applied to the more
general case. From the energy-balance equation we identified an explicit expres-
sion for the contribution to the current due to the contacts, which is important
for a thermodynamic description.
We applied the new scheme to two illustrative examples and demonstrated its
validity by using the corresponding conservation laws and comparing to steady-
state solutions. In both cases we find that charge and energy currents display a
very similar transient behavior after switching, whereas the transient response
of both currents is stronger for the meta-configuration compared to the para-
configuration. This effect might offer a path to tune charge and energy currents
in systems showing quantum interference by optimizing pulse shapes.
Overall, our extension broadens the range of applications of the auxiliary-
mode approach and offers a new tool to study the viability of molecular nanoma-
chines.
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Appendix A. Derivation of energy current matrix
The equations of motion for the greater and lesser Green functions G≷ in
WBL are given by
i∂tG
≷(t, t′) = (H − iΓ/2)G≷(t, t′) +
∫
dt1Σ
≷(t, t1)G
a(t1, t
′) . (A.1)
Further, we have G<(t, t) = iσ and G>(t, t) = −i(1− σ).
Using the definiton of the energy-current matrix, Eq. (14), and the expres-
sions for the self-energies, Eqs. (15) and (16), one finds for ΠEα
ΠEα (t) =
1
i
∂tΠα − 1
i
t∫
t0
dt2
[
∂tG
>(t, t2)Σ
<
α (t2, t)− ∂tG<(t, t2)Σ>α (t2, t)
]
+ i
[
G>(t, t)Σ<α (t, t)−G<(t, t)Σ>α (t, t)
]
. (A.2)
Here, we used the product rule to move the derivate from the self-energy to the
Green functions. Next we use the equations of motion (A.1), (10) and (9) to
further simplify the expression. One finds
ΠEα (t) = − i∂t
1
4
(1− 2σ) Γα − i∂t
∑
p
Παp(t) + (H − iΓ/2)Πα
+ i
(
G>(t, t)Σ<α (t, t)−G<(t, t)Σ>α (t, t)
)
+
t∫
t0
dt2
∫
dt1
(
Σ>(t, t1)G
a(t1, t2)Σ
<
α (t2, t)−Σ>(t, t1)Ga(t1, t2)Σ>α (t2, t)
)
=
{
−σ(H + iΓ/2) + (H + iΓ/2)/2 + i
∑
α′∈leads
(∑
p
Πα′p(t) + Π
†
α′p(t)
)}
Γα/2
+
∑
p
{
χ+αpΠαp
}
+ i (1/2− σ(t)) Γαδ(0)
+
t∫
t0
dt2
∫
dt1
(
Σ>(t, t1)G
a(t1, t2)Σ
<
α (t2, t)−Σ<(t, t1)Ga(t1, t2)Σ>α (t2, t)
)
.
(A.3)
23
It now remains to simplify the expression in the last line. Using
Σ≷α (t1, t) = ∓ i
1
2
Γαδ(t− t1) +
∑
p
Σαp(t1, t) , (A.4)
Σαp(t1, t) =
Rp
β
Γαe
i
∫ t
t1
dt2χ
+
αp(t2) , (A.5)
one finds
t∫
t0
dt2
∫
dt1
(
Σ>(t, t1)G
a(t1, t2)Σ
<
α (t2, t)−Σ<(t, t1)Ga(t1, t2)Σ>α (t2, t)
)
=
t∫
t0
dt2
∫
dt1
(
Σ>(t, t1)G
a(t1, t2)i
1
2
Γαδ(t− t2) + Σ<(t, t1)Ga(t1, t2)i1
2
Γαδ(t− t1)
)
+
∑
p
t∫
t0
dt2
∫
dt1
(
Σ>(t, t1)G
a(t1, t2)Σαp(t2, t)−Σ<(t, t1)Ga(t1, t2)Σαp(t2, t)
)
= i
1
4
∫
dt1
(
Σ>(t, t1) + Σ
<(t, t1)
)
Ga(t1, t)Γα
+
∑
p
t∫
t0
dt2
∫
dt1
(
Σ>(t, t1)−Σ<(t, t1)
)
Ga(t1, t2)Σαp(t2, t)
= i
1
2
∑
α′,p
∫
dt1Σα′p(t, t1)G
a(t1, t)Γα
− i
∑
p
t∫
t0
dt2
∫
dt1Γδ(t− t1)Ga(t1, t2)Σαp(t2, t)
= − i 1
2
∑
α′,p
Π†α′pΓα . (A.6)
In the last step the second term vanishes since t2 ≤ t and t1 ≤ t2.
Finally, one obtains the expression for the energy-current from Eq. (13)
JEα (t) = 2Re Tr
{[
−σH +H/2 + i
∑
α′∈leads
∑
p
Πα′p(t)
]
Γα/2 +
∑
p
χ+αpΠαp
}
.
Some of the terms vanished due to the hermiticity of the matrices and the
properties of the trace. Equation (A.7) is the final result, given as Eq. (17) in
the main text.
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