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ON THE EQUIVALENCE BETWEEN LOW RANK MATRIX
COMPLETION AND TENSOR RANK
HARM DERKSEN
Abstract. The Rank Minimization Problem asks to find a matrix of lowest rank inside a
linear variety of the space of n×m matrices. The Low Rank Matrix Completion problem
asks to complete a partially filled matrix such that the resulting matrix has smallest possible
rank. The Tensor Rank Problem asks to determine the rank of a tensor. We show that these
three problems are equivalent: each one of the problems can be reduced to the other two.
1. Introduction
Suppose that F is a field. We will consider the following computational problems:
Rank Minimization (RM). Given matrices A,B1, . . . , Bs ∈ Matn,m(F), find x1, . . . , xs ∈
F for which rank(A+ x1B1 + · · ·+ xsBs) is minimal.
Special Rank Minimization (1–RM). This problem is the same as the Rank Minimiza-
tion Problem, but we assume that the matrices B1, . . . , Bs have rank 1.
Low Rank Matrix Completion (LRMC). Given an n×m matrix A which is partially
filled with entries of F, fill in the remaining entries such that the resulting matrix has minimal
rank.
Tensor Rank (TR). Given a tensor T ∈ Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd Find pure tensors vj =
v
(1)
j ⊗· · ·⊗v
(d)
j for j = 1, 2, . . . , r such that T = v1+ · · ·+vr and r is minimal. (This minimal
r is called the tensor rank of T , see [17]. )
Order 3 Tensor Rank (3–TR). This is the Tensor Rank problem where the order d is
equal to 3.
The LRMC problem has many applications. One such application is collaborative filtering.
A typical example is the Netflix problem. Suppose that the rows of a matrix correspond to
users, and the columns correspond to movies. Each user has only rated some of the movies.
This leads to a partially filled matrix. To predict whether users would like a certain movie
that they have not seen yet, one would like to complete the matrix. Because preferences
only depend on a few parameters, it is reasonable to assume that the rank of the completed
matrix should be small. The LRMC problem is known to be NP complete (see [26, Theorem
3.1]). For the field F = R, some algorithms have been proposed for the LRMC problem using
convex relaxation, for example [10, 6, 4, 6].
If the matrices B1, . . . , Bs in the Rank Minimization problems are matrices that have only
one nonzero entry, then the RM problem becomes an LRMC problem. So the RM problem is
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more general. Over finite fields, RM has applications to coding theory ([1, 28]). For the real
numbers, applications are in control ([11, 12, 13]), systems identification ([24]) and Euclidean
embedding problems ([23, 18]). Some algorithms have appeared in [11, 27, 24, 4, 25].
The TR problem is NP-complete if the field F is finite ([15, 16]) and NP-hard if the field isQ
([15, 16]), or if it contains Q ([19]). Approximation of a tensor by another tensors of low rank
is known as the PARAFAC ([14]) or CANDECOMP ([5]) model. There are various hearistic
approaches for finding low-rank approximations. See [22, 29] for a discussion. The problems
of finding the rank of a tensor, and to approximate tensors with tensors of low rank has many
applications, such as the complexity of matrix multiplication, fluorescence spectroscopy,
statistics, psychometrics, geophysics and magnetic resonance imaging. In general, the rank
of higher tensors more ill-behaved than the rank of a matrix (see [9]).
We will show that these 5 problems are equivalent to each other by giving explicit reduc-
tions. Some reductions are obvious: 1–RM is a special case of RM, 3–TR is a special case of
TR and LRMC is a special case of 1–RM. The reduction from LRMC to 3–TR was done in
[8]. Other reductions are explicitly described in this paper and these reductions are denoted
by double arrows. By composition of reduction steps, we can reduce each of the 5 problems to
any other problem. In [2] the authors give an algorithm for tensor decompositions and more
generally, multi-homogeneous tensors (see also [3] for symmetric tensor decompositions). A
crucial step (Algorithm 3.1, step (1)) in their algorithm asks for a low rank completion of
a Hankel matrix (Theorem 3.3.), so their algorithm can also be viewed as a reduction from
TR to RM.
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2. Reduction from RM to 1–RM
We first reduce the Rank Minimization Problem with s = 1 to the Special Rank Minimiza-
tion Problem. Suppose that A,B ∈ Matn,m(F) and we would like to minimize rank(A+xB)
for x ∈ F. Let r = rankB. We can write
B =
r∑
i=1
viw
t
i
where v1, . . . , vr ∈ F
n and w1, . . . , wr ∈ F
m. We introduce new variables:
xi, 1 ≤ i ≤ r
yi,j, 1 ≤ i, j ≤ r and i 6= j
zi,j, 1 ≤ i < j ≤ r.
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If i > j, then we define zi,j = zj,i. We will not have such a convention for the y’s, so yi,j and
yj,i are distinct variables. Define
x = (x1, . . . , xr)
y = (yi,j | i 6= j, 1 ≤ i, j ≤ r)
z = (zi,j | 1 ≤ i < j ≤ r).
For 1 ≤ i < j ≤ r define the n× 2 matrices
Ci,j(x,y) :=
(
(yi,j − xi)vi (yj,i − xj)vj
)
and the 1× 2 matrices
Di,j(y, z) :=
(
yi,j − zi,j yj,i − zj,i
)
.
Also, define an n×m matrix
E(x) := A+
r∑
i=1
xiviw
t
i .
Let J be the matrix
J(x,y, z) :=


E(x) C1,2(x,y) C1,3(x,y) · · · Cr−1,r(x,y)
0 D1,2(y, z) 0 · · · 0
0 0 D1,3(y, z) 0
...
...
. . .
...
0 0 0 · · · Dr−1,r(y, z)


The size of J is (n+ 1
2
r(r − 1))× (m+ r(r − 1)).
We will use the convention Ci,j := Cj,i and Di,j := Dj,i if i > j.
Theorem 1. For every x = (x1, . . . , xr) ∈ F
r, y ∈ Fr(r−1), z ∈ Fr(r−1)/2 one can choose
x ∈ {x1, . . . , xr} such that
rank J(x,y, z) ≥ rank(A+ xB).
In particular,
min
x,y,z
rank J(x,y, z) = min
x
rank(A+ xB).
Proof. Let
Z := {i | yi,j 6= zi,j or xi 6= yi,j for some j}.
Choose a j ∈ {1, . . . , r} such that either j 6∈ Z or Z = {1, . . . , r}. Define x := xj . Suppose
that xi 6= x. If Z = {1, . . . , r} then we have i ∈ Z. Otherwise, j 6∈ Z and xi 6= xj = yj,i =
zj,i = zi,j . So xi 6= yi,j or yi,j 6= zi,j and it follows that i ∈ Z. We conclude that xi 6= x
implies i ∈ Z.
If yi,j 6= xi, then Ci,j contains column that is nonzero multiple vi. If yi,j 6= zi,j then we
wipe Ci,j with Di,j using elementary row operations to obtain a matrix C
′
i,j which has a
column that is a nonzero multiple of vi. So after some elementary row operations, we obtain
a matrix
J ′ =


E C ′1,2 C
′
1,3 · · · C
′
r−1,r
0 D1,2 0 · · · 0
0 0 D1,3 0
...
...
. . .
...
0 0 0 · · · Dr−1,r

 =
(
E C ′
0 D
)
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such that for every i ∈ Z, C ′ has a column that is a nonzero multiple of the column vector
vi.
Using elementary column operations, we can replace the submatrix
E(x) = E(x1, . . . , xr) = A+
r∑
i=1
xiviw
t
i
of J ′ by
E(x, x, . . . , x) = A+ x
r∑
i=1
viw
t
i = A + xB = E(x) +
∑
i∈Z
(x− xi)viw
t
i.
So after elementary row and column operations, A+ xB becomes a submatrix of J(x,y, z).
This proves that
rank J(x,y, z) ≥ rank(A+ xB).
If we set xi = yi,j = zi,j = x for all i, j, then we get
J =
(
A+ xB 0
0 0
)
.
This proves that
min
x,y,z
rank J(x,y, z) = min
x
rank(A+ xB).

We can write J in the form
J(x,y, z) =
(
A 0
0 0
)
+
r∑
i=1
xiFi +
∑
i 6=j
yi,jGi,j +
∑
i<j
zi,jHi,j.
The crucial point here is that Fi, Gi,j, Hi,j all have rank 1. In fact, Gi,j has only one nonzero
column, and Hi,j has only one nonzero row.
Example 2. Suppose that
A =
(
0 1
−1 0
)
, B =
(
1 0
0 1
)
.
Let
v1 = w1 =
(
1
0
)
, v2 = w2 =
(
0
1
)
so that
B = v1w
t
1 + v2w
t
2 =
(
1
0
)(
1 0
)
+
(
0
1
)(
0 1
)
.
Define
J :=
(
E C1,2
0 D1,2
)
where
E := A+ x1v1w
t
1 + x2v2w
t
2 =
(
x1 1
−1 x2
)
,
C1,2 :=
(
(y1,2 − x1)v1 (y2,1 − x2)v2
)
=
(
y1,2 − x1 0
0 y2,1 − x2
)
4
and
D1,2 :=
(
y1,2 − z1,2 y2,1 − z1,2
)
So we have
J =

 x1 1 y1,2 − x1 0−1 x2 0 y2,1 − x2
0 0 y1,2 − z1,2 y2,1 − z1,2

 .
We can write
J =

 0 1 0 0−1 0 0 0
0 0 0 0

 + x1

1 0 −1 00 0 0 0
0 0 0 0

+ x2

0 0 0 00 1 0 −1
0 0 0 0

 + y1,2

0 0 1 00 0 0 0
0 0 1 0

+
+ y2,1

0 0 0 00 0 0 1
0 0 0 1

 + z1,2

0 0 0 00 0 0 0
0 0 −1 −1

 .
Example 3. Suppose that
A =

0 3 40 0 5
0 0 0

 , B =

1 0 02 1 0
3 2 1


We can write
B =

12
3

(1 0 0)+

01
2

(0 1 0)+

00
1

(0 0 1)
We have
E =

 x1 3 42x1 x2 5
3x1 2x2 x3

 ,
C =
(
C1,2 C1,3 C2,3
)
=
=

 y1,2 − x1 0 y1,3 − x1 0 0 02y1,2 − 2x1 y2,1 − x2 2y1,3 − 2x1 0 y2,3 − x2 0
3y1,2 − 3x1 2y2,1 − 2x2 3y1,3 − 3x1 y3,1 − x3 2y2,3 − 2x2 y3,2 − x3


and
D =

D1,2 0 00 D1,3 0
0 0 D2,3

 =
=

y1,2 − z1,2 y2,1 − z1,2 0 0 0 00 0 y1,3 − z1,3 y3,1 − z1,3 0 0
0 0 0 0 y2,3 − z2,3 y3,2 − z2,3


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So we have
J =


x1 3 4 y1,2 − x1 0 y1,3 − x1 0 0 0
2x1 x2 5 2y1,2 − 2x1 y2,1 − x2 2y1,3 − 2x1 0 y2,3 − x2 0
3x1 2x2 x3 3y1,2 − 3x1 2y2,1 − 2x2 3y1,3 − 3x1 y3,1 − x3 2y2,3 − 2x2 y3,2 − x3
0 0 0 y1,2 − z1,2 y2,1 − z1,2 0 0 0 0
0 0 0 0 0 y1,3 − z1,3 y3,1 − z1,3 0 0
0 0 0 0 0 0 0 y2,3 − z2,3 y3,2 − z2,3


We will formulate the general rank minimization problem with upper indices, so that we
can reserve lower indices for other uses. Suppose A,B(1), . . . , B(s) ∈ Matm,n(F) and we want
to minimize
rank(A+ x(1)B(1) + · · ·+ x(s)B(s)).
over all x(1), . . . , x(s) ∈ F. Inductively we construct a matrices by
J0(A) = A.
and
Ji(A,B
(1), . . . , B(i),x(1), . . . ,x(i),y(1), . . . ,y(i), z(1), . . . , z(i)) :=
J(Ji−1(A,B
(1), . . . , B(i−1),x(1), . . . ,x(i−1),y(1), . . . ,y(i−1), z(1), . . . , z(i−1)), B(i),x(i),y(i), z(i)).
for i = 1, 2, . . . , s. Inductively, we can find x(s), x(s−1), . . . , x(1) (in that order) such that
rank Ji(A+x
(i+1)B(i+1)+· · ·+x(s)B(s), B(1), . . . , B(i),x(1), . . . ,x(i),y(1), . . . ,y(i), z(1), . . . , z(i)) ≥
≥ rank Ji−1(A+ x
(i)B(i) + · · ·+ x(s)B(s),x(1), . . . ,x(i−1),y(1), . . . ,y(i−1), z(1), . . . , z(i−1)).
for all i. Combining all the inequalities together gives
rank Js(A,B
(1), . . . , B(s),x(1), . . . ,x(s),y(1), . . . ,y(s), z(1), . . . , z(s)) ≥
rank J0(A+ x
(1)B(1) + · · ·+ x(s)B(s)) = rank(A+ x(1)B(1) + · · ·+ x(s)B(s)).
If we set all the entries of x(i),y(i), z(i) equal to x(i) for all i, then we have equality.
Example 4. Suppose that
A =

−1 0 00 −1 0
0 0 −1

 , B(1) =

 0 1 0−1 0 0
0 0 0

 , B(2) =

 0 0 10 0 0
−1 0 0

 , B(3) =

0 0 00 0 1
0 −1 0

 .
so that
A+ x(1)B(1) + x(2)B(2) + x(3)B(3) =

 −1 x
(1) x(2)
−x(1) −1 x(3)
−x(2) −x(3) −1.

 .
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We write
B(1) =

10
0

(0 1 0)+

01
0

(−1 0 0) ,
B(2) =

10
0

(0 0 1)+

00
1

(−1 0 0) ,
B(3) =

01
0

(0 0 1)+

00
1

(0 −1 0) .
We get
J3 =


−1 x
(1)
1 x
(2)
1 y
(1)
1,2 − x
(1)
1 0 y
(2)
1,2 − x
(2)
1 0 0 0
−x
(1)
2 −1 x
(3)
1 0 y
(1)
2,1 − x
(1)
2 0 0 y
(3)
1,2 − x
(3)
1 0
−x
(2)
2 −x
(3)
2 −1 0 0 0 y
(2)
2,1 − x
(2)
2 0 y
(3)
2,1 − x
(3)
2
0 0 0 y
(1)
1,2 − z
(1)
1,2 y
(1)
2,1 − z
(1)
1,2 0 0 0 0
0 0 0 0 0 y
(2)
1,2 − z
(2)
1,2 y
(2)
2,1 − z
(2)
1,2 0 0
0 0 0 0 0 0 0 y
(3)
1,2 − z
(3)
1,2 y
(3)
2,1 − z
(3)
1,2


.
3. Reduction from 1–RM to LRMC
We first deal with the Special Rank Minimization Problem with s = 1. Suppose that A,B
are n×m matrices, and that B has rank 1. We can write B = vwt with v ∈ Fn and w ∈ Fm.
From (
A + xvwt 0
wt −1
)
=
(
I xv
0 1
)(
A xv
wt −1
)
follows that
rank(A+ xB) + 1 = rank(A+ xvwt) + 1 = rank
(
A+ xvwt 0
wt −1
)
=
= rank
(
A xv
wt −1
)
= rank(A′ + xB′),
where
A′ =
(
A 0
wt −1
)
, B′ =
(
0 v
0 0
)
.
Note that B′ has at most 1 nonzero column. If B has at most 1 nonzero row, then v will
have only one nonzero entry and B′ will only have one nonzero entry. In that case we have
reduced to the case where B has only one nonzero entry. So we have reduced a special rank
minimization problem to a matrix completion problem in this case.
Example 5. Suppose that
A =
(
1 0
0 1
)
, B =
(
0 0
2 3
)
.
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We have
A′ =

1 0 00 1 0
2 3 −1

 , B′ =

0 0 00 0 1
0 0 0


So we have reduced the problem of minimizing the rank of
A+ xB =
(
1 0
2x 1 + 3x
)
to the matrix completion problem 
1 0 00 1 ?
2 3 −1

 .
The minimal rank of A + xB is 1, namely for x = −1
3
. The smallest rank for the matrix
completion problem is 2. This is the case when the missing entry is −1
3
.
Suppose again that A,B ∈ Matn,m(F) and B = vw
t has rank 1. By symmetry, we also
have
rank(A+ xB) + 1 = rank(A+ xvwt) + 1 = rank
(
A+ xvwt v
0 −1
)
=
= rank
(
A v
xwt −1
)
= rank(A′′ + xB′′),
where
A′′ =
(
A v
0 −1
)
, B′ =
(
0 0
wt 0
)
.
Note that B′ has at most 1 nonzero row. If B has at most 1 nonzero column, then wt will
have only one nonzero entry and B′′ will only have one nonzero entry. In that case we have
reduced the special matrix minimization problem to a matrix completion problem.
In the general case, where B = vwt has more than 1 nonzero row and more than 1 nonzero
column, we can use the first construction to obtain matrices A′, B′ such that
rank(A+ xB) + 1 = rank(A′ + xB′)
and B′ has at most one nonzero column. Then we can use the second contruction to obtain
matrices A′′, B′′ such that
rank(A′ + xB′) + 1 = rank(A′′ + xB′′)
such that B′′ has only one nonzero entry. Note that
rank(A+ xB) + 2 = rank(A′′ + xB′′).
So we have reduced the problem of minimizing the rank of A+xB to the matrix completion
problem.
Example 6. Suppose that
A =
(
1 0
0 1
)
, B =
(
1 2
3 6
)
=
(
1
3
)(
1 2
)
.
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If we define
A′ =

1 0 00 1 0
1 2 −1

 , B′ =

0 0 10 0 3
0 0 0

 =

13
0

(0 0 1)
then
rank(A + xB) + 1 = rank(A′ + xB′).
Now, define
A′′ =


1 0 0 1
0 1 0 3
1 2 −1 0
0 0 0 −1

 , B′′ =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0

 .
Then we have
rank(A+ xB) + 2 = rank(A′′ + xB′′).
So we have reduced the problem of minimizing the rank of A + xB to the low rank matrix
completion problem 

1 0 0 1
0 1 0 3
1 2 −1 0
0 0 ? −1

 .
The smallest possible rank of this matrix is 3, when the missing entry is −1
7
.
Suppose that A ∈ Matn,m(F) and that B1, . . . , Bs ∈ Matn,m(F) have rank 1. By repeated
use of the construction above, we can reduce the problem of minimizing
rank(A+ x1B1 + · · ·+ xsBs)
to the Low Rank Matrix Completion Problem.
Example 7. Consider again Example 2. We defined
A =
(
0 1
−1 0
)
, B =
(
1 0
0 1
)
and we reduced the problem of minimizing
rank(A + xB)
to the problem of minimizing the rank of
J =

 0 1 0 0−1 0 0 0
0 0 0 0

 + x1

1 0 −1 00 0 0 0
0 0 0 0

+ x2

0 0 0 00 1 0 −1
0 0 0 0

 + y1,2

0 0 1 00 0 0 0
0 0 1 0

+
+ y2,1

0 0 0 00 0 0 1
0 0 0 1

 + z1,2

0 0 0 00 0 0 0
0 0 −1 −1

 .
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This can be reduced to the Low Rank Matrix Completion Problem:

0 1 0 0 ? 0 1 0 0
−1 0 0 0 0 ? 0 1 0
0 0 0 0 0 0 1 1 ?
1 0 −1 0 −1 0 0 0 0
0 1 0 −1 0 −1 0 0 0
0 0 ? 0 0 0 −1 0 0
0 0 0 ? 0 0 0 −1 0
0 0 −1 −1 0 0 0 0 −1


.
Over the field R, the smallest possible rank of this matrix is 2+ 5 = 7, for example when all
the missing entries are 0. But over C, the minimal rank of this matrix is 1 + 5 = 6. This is
the case when all the missing entries are equal to the imaginary number i.
4. Reduction from 1–RM to 3-TR
Suppose that A = (ai,j) ∈ Matn,m(F) and that B1, . . . , Bs ∈ Matn,m(F) have rank 1 and
are linearly independent. We can write Bi = viw
t
i where vi ∈ F
n and wi ∈ F
m for all i. We
will identify Matn,m(F) with F
n ⊗ Fm. Then Bi will be identified with vi ⊗ wi ∈ F
n ⊗ Fm.
We define a third order tensor T ∈ Fn ⊗ Fm ⊗ Fs+1 by
(1) T = A⊗ es+1 +
s∑
k=1
Bk ⊗ ek =
n∑
i=1
m∑
j=1
ai,j(ei ⊗ ej ⊗ es+1) +
s∑
k=1
vk ⊗ wk ⊗ ek.
Let l = rankT . We can write
T =
l∑
j=1
aj ⊗ bj ⊗ cj .
Lemma 8. The vectors c1, . . . , cl, es+1 span F
s+1.
Proof. For every i, choose a linear function hi : F
n ⊗ Fm → F such that hi(Bi) = 1 and
hi(Bj) = 0 if j 6= i. Applying hi ⊗ id : F
n ⊗ Fm ⊗ Fs+1 → Fs+1 to the tensor T gives
l∑
j=1
hi(aj ⊗ bj)cj = (hi ⊗ id)(T ) = ei + hi(A)es+1.
This shows that ei lies in the span of c1, . . . , cl, es+1 for all i. So c1, . . . , cl, es+1 span the
vector space Fs+1. 
After rearranging c1, . . . , cl, we may assume that c1, c2, . . . , cs, es+1 is a basis of F
s+1. There
exists a linear function f : Fs+1 → F such that f(c1) = · · · = f(cs) = 0 and f(es+1) = 1. We
apply id⊗ id⊗f : Fn ⊗ Fm ⊗ Fs+1 → Fn ⊗ Fm to T :
A+
s∑
k=1
f(ek)Bk = (id⊗ id⊗f)(T ) =
l∑
j=1
f(cj)aj ⊗ bj =
l∑
j=s+1
f(cj)aj ⊗ bj .
The resulting matrix clearly has rank at most l − s.
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Theorem 9. The smallest possible rank of
A + x1B1 + · · ·+ xsBs
over all (x1, . . . , xs) ∈ F
s is l − s. This minimum is attained when xi = f(ei) for i =
1, 2, . . . , s.
Proof. Suppose that x1, . . . , xs ∈ F and rank(A+ x1B1 + · · ·+ xsBs) = r. We have to show
that r ≥ l − s. We can write
A + x1B1 + · · ·+ xsBs = C1 + · · ·+ Cr,
where C1, . . . , Cr are matrices of rank 1. We have
T = A⊗ es+1 +
s∑
k=1
Bk ⊗ ek = (A +
s∑
k=1
xkBk)⊗ es+1 −
s∑
k=1
xkBk ⊗ es+1 +
s∑
k=1
Bk ⊗ ek =
=
r∑
j=1
Cj ⊗ es+1 +
s∑
k=1
Bk ⊗ (ek − xkes+1)
We have written T as a sum of r + s pure tensors. So l = rankT ≤ r + s.

Remark 10. The reduction in this section also easily generalizes to the higher order analog
of matrix completion: tensor completion. Let V = Fn1 ⊗ · · · ⊗ Fnd and suppose that A ∈ V ,
and B1, . . . , Bs are pure tensors that are linearly dependent. Define
T = A⊗ es+1 +
s∑
k=1
Bk ⊗ ek ∈ V ⊗ F
s+1 = Fn1 ⊗ · · · ⊗ Fnd ⊗ Fs+1.
Suppose that T has rank l. Then we can write
T =
l∑
j=1
Dj ⊗ cj
where D1, . . . , Dl ∈ V are pure tensors. The vectors c1, . . . , cl, es+1 span F
s+1. After rear-
ranging, we may assume that c1, . . . , cs, es+1 is a basis. Define a linear map f : F
s+1 → F by
f(c1) = · · · = f(cs) = 0 and f(es+1) = 1. Now the smallest possible rank of the tensor
A+
s∑
i=1
xiBi
over all x1, . . . , xs ∈ F is l−s. Equality is attained when we take xi = f(ei) for i = 1, 2, . . . , s,
and we have a decomposition
A+
s∑
i=1
f(ei)Bi =
l∑
j=s+1
f(cj)Dj .
Example 11. Consider the matrix completion problem over C for the matrix(
1 ε
? 1
)
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where ε ∈ C is some constant. If ε 6= 0, then the matrix can be completed to a rank 1
matrix: (
1 ε
ε−1 1
)
.
But if ε = 0, then the rank of any completion will be 2. We can view this as a rank
minimization problem where
A =
(
1 ε
0 1
)
= e1 ⊗ (e1 + εe2) + e2 ⊗ e2 ∈ C
2 ⊗ C2
and
B =
(
0 0
1 0
)
= e2 ⊗ e1 ∈ C
2 ⊗ C2,
and we want to minimize the rank of A + xB. Let
T = e1 ⊗ (e1 + εe2)⊗ e2 + e2 ⊗ e2 ⊗ e2 + e2 ⊗ e1 ⊗ e1.
For ε 6= 0, this tensor has rank 2:
T = (e1 + ε
−1e2)⊗ (e1 + εe2)⊗ e2 + e2 ⊗ e1 ⊗ (e1 − ε
−1e2).
But for ε = 0 the tensor has rank 3. This is the border rank phenomenon: a rank 3 tensor
can be the limit of rank 2 tensors. Of course, for matrices (order 2 tensors), this is not
possible.
5. Reduction from 3–TR to RM
Suppose that T ∈ Fp ⊗ Fq ⊗ Fr. We would like to find pure tensors v1, . . . , vk such
that T = v1 + · · · + vk and k is minimal. In this section we reduce this problem to rank
minimization. First we need some theoretical results.
Lemma 12. We can write T =
∑r
i=1 Si ⊗ ei where S1, . . . , Sr ∈ F
p ⊗ Fq ∼= Matp,q(F). If
rankT = l then there exist rank 1 matrices U1, . . . , Ul ∈ Matp,q(F) such that S1, . . . , Sr lie in
the span of U1, . . . , Ul.
Proof. We can write T =
∑l
i=1 Ui ⊗ fi. Let pii : F
r → F be the projection on the i-th
coordinate, and consider the projection
id⊗ id⊗pii : F
p ⊗ Fq ⊗ Fr → Fp ⊗ Fq.
We have (id⊗ id⊗pii)(T ) = Si =
∑l
j=1 pii(fj)Uj . 
Lemma 13. Suppose that a1, . . . , ak ∈ F
p, b1, . . . , bk ∈ F
q and λ1, . . . , λk ∈ F and let
A =
(
a1 · · · ak
)
, B =
(
b1 · · · bk
)
, Λ =

λ1 . . .
λk

 , C =

 S A 00 Ik −Λ
Bt 0 Ik

 .
Then we have
rankC = 2k + rank
(
S −
∑k
j=1 λjajb
t
j
)
.
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Proof. We perform elementary row operations on the matrix C:
Ip 0 00 Ik Λ
0 0 Ik

C =

Ip 0 00 Ik Λ
0 0 Ik



 S A 00 Ik −Λ
Bt 0 Ik

 =

 S A 0ΛBt Ik 0
Bt 0 Ik



Ip −A 00 Ik 0
0 0 Ik



 S A 0ΛBt Ik 0
Bt 0 Ik

 =

S − AΛB
t 0 0
ΛBt Ik 0
Bt 0 Ik


So we have
rankC = rank

S − AΛB
t 0 0
ΛBt Ik 0
Bt 0 Ik

 = 2k+rank(S−AΛBt) = 2k+rank(S−∑kj=1 λjajbtj
)
.

From now on, assume that k ≥ rankT . Let A ∈ Matp,k(F) and B ∈ Matq,k(F) be matrices
with indeterminate entries. For every i with 1 ≤ i ≤ r define
Λi =

λi,1 . . .
λi,k

 ,
where λi,1, . . . , λi,k are indeterminates. Let a be a list of the entries of A, b a list of the
entries of B and λ a list of all λi,j. Define
Ci(a,b, λ) =

Si A 00 Ik −Λi
Bt 0 Ik


and
Ui(a,b, λ) = Si −
k∑
j=1
λi,jajb
t
j
where a1, . . . , ak are the columns of A and b1, . . . , bk are the columns of B. We have
rankCi(a,b, λ) = 2k + rankUi(a,b, λ).
We can write
T =
r∑
i=1
Si ⊗ ei =
r∑
i=1
Ui(a,b, λ)⊗ ei +
r∑
i=1
k∑
j=1
λi,jajb
t
j ⊗ ci =
=
r∑
i=1
Ui(a,b, λ)⊗ ei +
k∑
j=1
ajb
t
j ⊗ (
r∑
i=1
λi,jci).
It follows that
(2) rankT ≤
r∑
i=1
rankUi(a,b, λ) +
k∑
j=1
rank(ajb
t
j).
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Define
Dj(a,b) =
(
aj
bj
)
.
Then we have
rankDj(a,b) ≥ rank(ajb
t
j)
with equality if ai and bj are both zero or both nonzero. Define
E(a,b, λ) =


C1(a,b, λ)
. . .
Cr(a,b, λ)
D1(a,b)
. . .
Dk(a,b)


.
Theorem 14. We have
min
a,b,λ
rankE(a,b, λ) = 2kr + rankT.
Proof. From (2) follows that
rankE(a,b, λ) =
r∑
i=1
rank(Ci(a,b, λ) +
k∑
j=1
rankDj(a,b) ≥
≥ 2kr +
r∑
i=1
rankUi(a,b, λ) +
k∑
j=1
rank(ajb
t
j) ≥ 2kr + rankT.
We have to show now that we can have equality for some choice of a,b, λ. Suppose that
rankT = l. Then we can write T =
∑l
j=1 aj ⊗ bj ⊗ cj with l ≤ k. Define aj = 0 and bj = 0
for j = l + 1, . . . , k. If we apply the map
id⊗ id⊗pii : F
p ⊗ Fq ⊗ Fr → Fp ⊗ Fq.
to T , we get
Si = id⊗ id⊗pii(T ) =
l∑
j=1
pii(cj)ajb
t
j
Define λi,j = pii(cj). Then we have Ui(a,b, λ) = 0 for i = 1, 2, . . . , r. It follows that
rankE(a,b, λ) =
r∑
i=1
rankCi(a,b, λ) +
k∑
j=1
rankDk(a,b) =
=
( r∑
i=1
2k
)
+ l = rk + l = 2rk + rankT.

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Suppose that rankE(a,b, λ) is minimal over all choices for a,b, λ. We can write
T =
r∑
i=1
Si ⊗ ei =
r∑
i=1
Ui(a,b, λ)⊗ ei +
r∑
i=1
(
k∑
j=1
λi,jajb
t
j)⊗ ei =
=
r∑
i=1
Ui(a,b, λ)⊗ ei +
k∑
j=1
ajb
t
j ⊗
(∑k
i=1 λi,jei
)
.
If di = rankUi(a,b, λ) then we can write Ui(a,b, λ) as sum of di rank 1 matrices. Since
r∑
i=1
rankUi(a,b, λ) +
k∑
i=1
rank(ajb
t
j) ≤
r∑
i=1
rankCi(a,b, λ) +
k∑
j=1
rankDj(a,b)− 2kr = l,
we have written T as a sum of l = rankT pure tensors.
The matrix E(a,b, λ) has (p + 2k)r + (p + q)k rows, and (q + 2k)r + k columns. There
are (p+ q + k)r variables. We can write
E(a,b, λ) = A+
∑
i,j
ai,jFi,j +
∑
i,j
bi,jGi,j +
∑
i,j
λi,jHi,j
Here Fi,j and Gi,j have rank ≤ r + 1 because the variables ai,j and bi,j appear r + 1 times.
The matrices Hi,j have rank 1 because they only have 1 nonzero entry.
Example 15. Suppose that T =
∑
i,j,k ai,j,kei⊗ej⊗ek is a tensor in F
2⊗F2⊗F2. Identifying
F2 ⊗ F2 ⊗ F2 with Mat2,2(F)⊗ F
2 gives us
T =
(
t1,1,1 t1,2,1
t2,1,1 t2,2,1
)
⊗ e1 +
(
t1,1,2 t1,2,2
t2,1,2 t2,2,2
)
⊗ e2 = S1 ⊗ e1 + S2 ⊗ e2.
The largest possible rank of a tensor T in F2 ⊗ F2 ⊗ F2 is 3. So let us take k = 3. Define
A =
(
a1,1 a1,2 a1,3
a2,1 a2,2 a2,3
)
, B =
(
b1,1 b1,2 b1,3
b1,2 b2,2 b2,3
)
.
For i = 1, 2, define
Λi =

λi,1 0 00 λi,2 0
0 0 λi,3

 ,
Ci =

Si A 00 I3 Λi
Bt 0 I3

 =


t1,1,i t1,2,i a1,1 a1,2 a1,3 0 0 0
t2,1,i t2,2,i a2,1 a2,2 a2,3 0 0 0
0 0 1 0 0 λi,1 0 0
0 0 0 1 0 0 λi,2 0
0 0 0 0 1 0 0 λi,3
b1,1 b2,1 0 0 0 1 0 0
b1,2 b2,2 0 0 0 0 1 0
b1,3 b2,3 0 0 0 0 0 1


Dj =


a1,j
a2,j
b1,j
b2,j


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So finally, we have
E(a,b, λ) =


C1 0 0 0 0
0 C2 0 0 0
0 0 D1 0 0
0 0 0 D2 0
0 0 0 0 D3

 =


t1,1,1 t1,2,1 a1,1 a1,2 a1,3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
t2,1,1 t2,2,1 a2,1 a2,2 a2,3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 λ1,1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 λ1,2 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 λ1,3 0 0 0 0 0 0 0 0 0 0 0
b1,1 b2,1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
b1,2 b2,2 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
b1,3 b2,3 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 t1,1,2 t1,2,2 a1,1 a1,2 a1,3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 t2,1,2 t2,2,2 a2,1 a2,2 a2,3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 λ2,1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 λ2,2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 λ2,3 0 0 0
0 0 0 0 0 0 0 0 b1,1 b2,1 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 b1,2 b2,2 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 b1,3 b2,3 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a1,1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a2,1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 b1,1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 b2,1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a1,2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a2,2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 b1,2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 b2,2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a1,3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a2,3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 b1,3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 b2,3


.
We have
min
a,b,λ
E(a,b, λ) = 12 + rankT.
6. Reduction from TR to RM
For a matrix A ∈ Matm,n(F), we define its padding as the partially filled matrix
pad(A) =
(
A ?
? 1
)
Lemma 16. We have mrank pad(A) = max{1, rankA}.
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Proof. It is clear that rank pad(A) ≥ max{1, rankA}, and we have equality if A = 0. Suppose
that A is nonzero and let v be a nonzero column v of A. Choose a vector w so that (wt 1)
is a multiple of a row of the matrix (A v). We have
rank
(
A v
wt 1
)
= rank
(
A v
)
= rank(A) = max{1, rank(A)}.

Suppose that T ∈ Fn1⊗· · ·⊗Fnd . Inductively, we will define partially filled matrices A(T )
and B(T ). If d = 2 then T can be viewed as a n1× n2 matrix and we define A(T ) = pad(T )
and B(T ) = T .
We can write
T =
nd∑
i=1
Si ⊗ ei.
where Si ∈ F
n1 ⊗ · · · ⊗ Fnd−1. We choose a linear isomorphism
φ : Fn1 ⊗ · · · ⊗ Fnd−1 → Fn1n2···nd−1.
where φ(S) will be viewed as a column vector. Define
N(T ) =
(
φ(S1) · · · φ(Snd)
)
and
A(T ) =


pad(N(T ))
A(S1)
. . .
A(Snd)


Lemma 17. We have the inequality
mrankA(T ) ≥ max{1, rankT}+K(n1, . . . , nd),
where
K(n1, . . . , nd) = n3n4 · · ·nd + n4n5 · · ·nd + · · ·+ nd.
If T has rank 0 or 1 then we have equality.
Proof. We prove the inequality by induction on d. If d = 2 then A(T ) = pad(T ) and
K(n1, n2) = 0. So we have
mrankA(T ) = mrank pad(T ) = max{rankT, 1} = max{rankT, 1}+K(n1, n2).
Suppose that d ≥ 3. We prove the inequality by induction on nd. If nd = 1 then we have
T = S1 ⊗ e1, rank pad(N(T )) = 1, and
K(n1, . . . , nd) = K(n1, . . . , nd−1, 1) = K(n1, . . . , nd−1) + 1.
It follows that
mrankA(T ) = mrank pad(N(T )) + mrankA(S1) ≥
≥ 1 + max{1, rankS1}+K(n1, . . . , nd−1) = max{1, rankT}+K(n1, . . . , nd).
If T has rank ≤ 1, then rankS1 ≤ 1 and we have equality.
Suppose that nd > 1. Let T
′ =
∑nd−1
i=1 Si ⊗ ei.
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First, assume that S1, . . . , Snd are linearly independent. Then T and T
′ are nonzero. We
have
mrankA(T ) = mrank pad(N(T )) +
nd∑
i=1
mrankA(Si) = rankN(T ) +
nd∑
i=1
mrankA(Si) =
= rankN(T ′) + 1 +
nd∑
i=1
mrankA(Si) = mrankA(T
′) + 1 + mrankA(Snd) ≥
≥ rankT ′ +K(n1, . . . , nd−1, nd − 1) + 1 + rankSnd +K(n1, . . . , nd−1) =
= rankT ′ + rankSnd +K(n1, . . . , nd) ≥ rankT +K(n1, . . . , nd).
If S1, . . . , Snd are linearly dependent, we may assume without loss of generality that Snd
lies in the span of S1, . . . , Snd−1. Then we have rankT = rankT
′, and
mrank pad(N(T )) = mrank pad(N(T ′)).
It follows that
mrankA(T ) = mrank pad(N(T )) +
nd∑
i=1
mrankA(Si) =
= mrank pad(N(T ′)) +
nd∑
i=1
mrankA(Si) = mrankA(T
′) + mrankA(Snd) ≥
≥ max{1, rankT ′}+K(n1, . . . , nd−1, nd − 1) + max{1, rankSnd}+K(n1, . . . , nd−1) ≥
≥ max{1, rankT}+K(n1, . . . , nd−1, nd − 1) +K(n1, . . . , nd−1) + 1 =
= max{1, rankT}+K(n1, . . . , nd).
If rankT ≤ 1 then rankSi ≤ 1 for all i, and we have
mrankA(T ) = mrank pad(N(T )) +
nd∑
i=1
rankA(Si) =
= 1 + nd(1 +K(n1, . . . , nd−1)) = 1 +K(n1, . . . , nd) = max{rankT, 1}+K(n1, . . . , nd).

Let us define
B(T ) =


N(T )
A(S1)
. . .
A(Snd)

 .
Lemma 18. We have
mrankB(T ) ≥ rankT +K(n1, . . . , nd)
with equality if rank(T ) ≤ 1.
Proof. If T is nonzero, then we have rankN(T ) = mrank pad(N(T )), so
mrankB(T ) = mrankA(T ) ≥ rankT +K(n1, . . . , nd).
with equality if rankT = 1.
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If T = 0, then rankN(T ) = 0 and rank pad(N(T )) = 1. It follows that
mrankB(T ) = mrankA(T )− 1 ≥ K(n1, . . . , nd) = rankT +K(n1, . . . , nd).

For tensors U1, . . . , Uk we define
C(U1, . . . , Uk) =


B(U1 − U2)
. . .
B(Uk−2 − Uk−1)
B(Uk−1 − Uk).


Lemma 19. If rankT ≤ k, then we have
rankT + kK(n1, . . . , nd) = min
U1,...,Uk−1
mrankC(T, U1, . . . , Uk−1).
Proof. For all U1, . . . , Uk−1 we have
rankC(T, U1, . . . , Uk−1) = rankB(T − U1) +
k∑
i=2
rankB(Ui − Ui−1) ≥
≥ rank(T − U1) +
k∑
i=1
rank(Ui − Ui−1) + kK(n1, . . . , nd) ≥ rankT + kK(n1, . . . , nd).
We can choose U1, . . . , Uk−1 such that T − U1, U1 − U2, . . . , Uk−1 − Uk are pure tensors. In
that case we have equality. 
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