The pantograph-catenary subsystem is a fundamental component of a railway train since it provides the traction electrical power. A bad operating condition or, even worse, a failure can disrupt the railway traffic creating economic damages and, in some cases, serious accidents. Therefore, the correct operation of such subsystems should be ensured in order to have an economically efficient, reliable and safe transportation system. In this study, a new arc detection method was proposed and is based on features from the current and voltage signals collected by the pantograph. A tool named mathematical morphology is applied to voltage and current signals to emphasize the effect of the arc, before applying the fast Fourier transform to obtain the power spectrum. Afterwards, three support vector machine-based classifiers are trained separately to detect the arcs, and a fuzzy integral technique is used to synthesize the results obtained by the individual classifiers, therefore implementing a classifier fusion technique. The experimental results show that the proposed approach is effective for the detection of arcs, and the fusion of classifier has a higher detection accuracy than any individual classifier.
Introduction
Reliability and safety of railway systems have always been an important issue, and the research dedicated to their improvement is constantly increasing also due to the worldwide development of high speed trains. Electric trains obviously require a great amount of power which is often provided by the pantographcatenary subsystem. Since power collection (through voltage and current) is ensured by a sliding device a continuous contact between the pantograph and the overhead contact wire must been maintained. When the contact is not perfect (due to defects on the overhead line or on the contact strip) or completely absent an electric arc is generated which can further degrade the components (depending on its duration and magnitude).
1,2 A common procedure is to periodically replace the contact strip as a rudimental form of preventive maintenance, but the replacement is often operated before its useful life was completed. Another procedure often adopted is to periodically inspect the overhead line by using a vehicle; however, this method implies a reduction of the traffic load since a path is kept busy by the vehicle itself.
To this aim different signal and image processing based methods were utilized for contactless monitoring of the pantograph-catenary subsystem. In image processing based research efforts, most utilized technique employs the edge detection and Hough transform (applied to thermal images) to locate the position of the pantograph. The position of the contact wire is investigated by using thermal images. 3 Despite its advantages (thermal imaging is not affected by environmental conditions such as trees, illumination, and resolution) this technique can be both expensive and difficult to implement in real-time because of the amount of data do be processed.
Many other researchers have focused their attention in developing efficient algorithms for the detection of faults in the pantograph-catenary subsystem by using different image processing techniques (see for instance Zhang et al., 4 Hamey et al., 5 Xiao-heng et al., 6 Stella et al., 7 Kim et al., 8 Boguslavskii and Sokolov, 9 Aydin et al., 10, 11 and Cho and Ko 12 ): the results are in general promising but limited by the need of a recording camera set on top of the train and a big amount of data to be processed.
Other method to detect anomalies are based on vibration measurements 13 : signal processing of data coming from vibration sensors mounted on the railway infrastructure can detect macroscopic defects.
A less expensive device, if compared to thermal cameras, is a photosensitive device (photo diode), giving as output a continuous signal which is related to the presence of an electric arc (when the signal is higher than a predefined threshold): Bruno et al. 14, 15 show its application with the aim of detecting defects in the catenary.
Since the main goal would be to detect anomalies and contact strip wear with no additional equipment mounted on the train, Bruno et al. 14, 15 and Barmada et al. 16 are dedicated to the analysis of current characteristics (of DC trains) with the aim of detecting the presence of arcs using the phototube signal only as a validation data set. While the technique proposed in Barmada et al. 16 works well for DC currents, good results could not be obtained in case of AC trains (most modern high speed trains). For this reason, in Barmada et al. 17 a procedure based on support vector machines (SVMs) shows promising result identifying a high percentage of electric arcs from voltage and current measurements (when phototube signals are only used as validation).
In this study the authors propose a new approach which is capable of detecting electric arcs in high speed train with a higher accuracy if compared to Barmada et al. 17 The proposed method uses the Fourier transform (FT) and mathematical morphology for extraction of features from current and voltage signals. In particular, mathematical morphology is applied to each signal (voltage and current) and the spectrum of new signal is constructed by applying FT. The features extracted from Fourier spectrum of new signal are characterized by a higher information content (from the arc detection point of view) than those extracted from original signal. The obtained features for each signal are given to individual classifier and the results of the classifiers are combined by using the fuzzy integral method. There are two main contributions in this paper: the first one is a new feature extraction method while the second is the fusion of the classifiers by using fuzzy integral.
The rest of the paper is organized as follows: ''Description of the data recorded on test runs'' section gives a description of the data available from direct measurements; ''Feature extraction using mathematical morphology'' section introduces the data pre-processing and feature extraction by the use of the so-called mathematical morphology technique; the detailed explanation of the SVM classifier is given in ''Support vector machine'' section. In ''A fusion of classifiers by using fuzzy integral for arc detection'' section, the theoretical background of fuzzy integral is given, and the results are shown in ''Experimental results'' section. Conclusions are given in ''Conclusions'' section.
Description of the data recorded on test runs
The data available for the analysis are relative to six test runs of an a.c. high speed train, operated on regular passengers railway tracks. The train is equipped with voltage and current recording instruments (usually always present on high speed trains); in addition, two phototube sensors are located at the front and the back of the pantograph and are used to validate the occurrence of an arc (the data used in this contribution are the same ones used for paper Barmada et al. 18 ). The quantities are sampled at 20 kHz and for each test run the data available are: voltage, current, train velocity, phototube output.
In each test run the above described quantities were recorded for approximately 25 min, during a regular train ride. Figure 1 shows the typical velocity profile of a test run and the envelope of the current collected by the pantograph: it is evident that the train is accelerated at the beginning of the run and decelerated at the end of the run while the velocity is kept approximately constant for about 15 min. During this time different values of the current are used to simulate different operating conditions.
It is important to underline that, due to the sampling rate, the amount of data is in the order of 35 Â 10 6 samples, i.e. a considerably high number considering that the main goal is to find useful information at reasonably small computation times. This work mainly addresses the problem of arc detection. The problem of correlating the detected arcs to defects in the catenary or in the pantograph comes in second place, and it can be addressed by analyzing the signal of the detected arcs events. For example, if repeated arcs at specific positions are detected then the line is probably defective at that point, while a global degradation could be ascribed to a pantograph deterioration. Figure 2 shows a portion of the phototube signal in presence of arcs, and the corresponding recorded current: a simple visual analysis of the current in Figure 2 would not lead to any conclusion.
Feature extraction using mathematical morphology

Mathematical morphology
Mathematical morphology is a technique which was originally applied to binary images and then extended to grayscale images. This method is an essential tool for applications such as identifying and removing the skeletal and limit structure in an image, noise reduction, and segmentation. 19 Two morphological operators lie at the basis of this method: erosion and dilation, which are equivalent to the Minkowski set subtraction and addition, respectively. Roughly speaking, thinking about operating dilation to a binary image, the holes tend to be filled and the corners smoothed. On the contrary an image which has undergone an erosion procedure is characterized by wider holes and thinner objects. 20 Mathematical morphology can be also applied to signals as nonlinear digital signal processing procedures: the information of a known signal is modified through the interaction with another function called structuring element.
The dilation of f(n) by E(n) is defined as
where f(n) and E(n) are, respectively, a discrete signal of length N and a symmetric function of length M representing the structuring element of size
The erosion operator corresponds to the dual form of the dilation operator. It is represented as
In this work, we use a flat structuring element of the form: Figure 3 represents an illustration of the two mathematical morphology operators, by using a structuring element of size ¼ 3, on a synthetic 10 Hz sinusoidal signal with a superimposed white Gaussian noise. If the position of the structuring element is located at sample i, a window of size
the dilated signal at sample i then assumes the above mentioned maximum. The window is then shifted one step (sample i þ 1) and the same process is iterated in order to calculate the dilated signal at sample i þ 1. The erosion operator works in a dual way as described in equation (2) . In this way, dilation and erosion operators are used to eliminate or to emphasize some specific components in the signal. In particular, both dilation and erosion operate a low-pass nonlinear transformation of the signal, with a global amplification (dilation) or attenuation (erosion) effect on the low frequencies. Determining their exact effect in the frequency domain is not trivial, as they are nonlinear operators, but one can easily observe a low-pass effect from Figure 3 . In recent years, the mathematical morphology was applied to many areas such as power quality monitoring, 21 fault diagnosis on power transformers, 22 and broken rotor bar detection in induction motors. 
Data pre-processing based on FT
Based on the experience of previous works by the authors, in which voltage and currents data are analyzed by a clustering procedure, 18 FT 24 is an efficient pre-processing technique to extract the desired feature (presence or absence of electric arc) from a raw signal.
In Barmada et al., 18 FT is used both to extract features and also to reduce the dimension of the problem, since time domain signals resulting from real time data acquisition are of high dimension, and an efficient use of the frequency spectrum (in this case only low frequencies are taken into account) can reduce complexity. However, the use of FT alone is not straightforward, and additional techniques (such as clustering in Barmada et al. 18 ) need to be used. In this paper FT is applied after the original signal (voltage or current) is modified by the dilation operation. The so obtained spectrum is the input to the SVM and subsequent fusion technique. Figure 4 represents the power spectrums of four different signals related to time windows with a duration of 80 ms: a raw time window with no electric arc, a raw time window with electric arc, and the above two signals modified by the dilation operator.
As shown in Figure 4 , it is in general not easy to distinguish between the arc and no-arc condition even though differences can be noticed. However, the differences between the two conditions are enhanced in the frequency domain if the dilation operator is applied.
Based on this observation the pre-processing of the raw signal is composed by dilation and FT.
Support vector machine
The SVM was proposed as a binary classification technique that uses the structural risk minimization 25 : it finds the best hyperplane which separates data in classes, maximizing the distance between them. For a generic multiclass problem in N dimensions, a data set is represented as
the inputs of the classifier are given by the column vectors x i 2 R N , and the targets y i 2 R represent the class label associated to the N dimensional input. Figure 5 shows an example of a binary support vector classifier for linearly separable data in twodimensional space.
The aim of the SVM is to find the maximum margin hyperplane, where the margin is defined as the distance between the separation hyperplane and the nearest training samples, which are called support vectors as shown in Figure 5 . We describe the hyperplane as w Á x ¼ b, where w 2 R N is the normal vector, and b 2 R is the bias term. It can be shown that the margin is given by 2= w k k. The SVM theory solves the problem of maximizing the margin by minimizing w k k. This leads to a quadratic optimization problem based on inequality constraints, given by equation (3) .
The function ð x i Þ maps the input vectors to a higher dimensional space, with the aim to make the data set linearly separable. In equation (3), the so called slack variables " i 50 represent the misclassification error, and they are introduced to obtain a solution if the mapped data set is not linearly separable. The user can define the parameter C, which controls the tradeoff between margin maximization and slack variable minimization. The problem in equation (3) can be solved by using a Lagrange representation, 26 which is given by
In equation (4), i represents a positive Lagrange multiplier and it cannot be larger than C. Kð x i , x j Þ is the kernel function and it represents the dot product in the higher dimensional space. The selection of the kernel function is very important for the accuracy of classification, and some common kernels include linear, Gaussian, and hyperbolic tangent. The Gaussian kernel is perhaps the most used for the classification of nonlinear data sets, and it is defined as
After solving the quadratic optimization problem (4), and obtaining the Lagrange multipliers i , the following decision boundary is applied to a new sample x and its class is determined accordingly:
A fusion of classifiers by using fuzzy integral for arc detection
The fuzzy integral is a nonlinear function that combines the results of multiple sources of information; it was first introduced by Sugeno 27-29 and the main characteristics are summarized in this paragraph. Let X be a finite set of elements, and 2 X indicates the family of all subsets of X.
A fuzzy measure is defined as a set function g : 2 X ! 0, 1 ½ with the following properties
A
where h is the level set of h
As a matter of fact the fuzzy integral (a nonlinear functional defined with respect to a fuzzy measure) is defined over the support X of the function h with respect to a fuzzy measure g. Additional properties of the fuzzy integral can be found in Cho and Kim 27, 28 and Temkoa et al. 29 Trying to give an insight on the practical application of the fuzzy integral, we can say the following: h(x) measures the degree to which h is satisfied by x, and min x2E hðxÞ is referred to the satisfaction relative to all the elements of E; on the other hand, the value of g(E) is a measure of the degree of satisfaction of the objects of E with respect to the measure g. Equation (9) (with the max and min operators) selects the set E which best satisfies both the measure criteria g and min x2E hðxÞ.
From a practical point of view the calculation of the fuzzy integral can be operated as follows: let Y ¼ fy 1 , y 2 ,. . .,y n } be a finite set and let h: Y ! [0,1] be a function. Ordering the set such as hðy 1 Þ5 h y 2 ð Þ5 . . . 5h y n ð Þ, a fuzzy integral e, with respect to a fuzzy measure g over Y is computed as e ¼ max determined recursively as
in which
is calculated by a solving a n À 1 ð Þ degree polynomial. In equation (11) , h y i ð Þ represents the output of one classifier (SVM in this case), while the degree of importance g i of how important y i is in the recognition of a specific class must be defined. Once this is defined, k is calculated by equation (13), then using equations (11) and (12) the fuzzy integral is calculated and the largest integral value is taken as the output class.
In this paper, fuzzy integral is applied to the output of three different classifiers (the SVM signals) which operate (each of them) on a different physical quantity; Figure 6 shows the flow chart of the proposed approach.
The detailed processes of the proposed approach are described as follows:
Step 1: Two currents, one voltage, and two photo tube signals are acquired.
Step 2: The signals relative to voltage and currents are pre-processed as described before (dilation and FT); then the so-obtained signal, together with the corresponding phototube data are used to create the training and testing data sets.
Step 3: The parameters of each support vector classifier are adjusted and each classifier is trained based on a training data set; in particular a radial basis kernel function is used because of its good performance on nonlinear data. As index to evaluate the performance of each classifier the Accuracy rate defined below is introduced
where subscript N represents the size of the data set. TP and FP show the number of correctly and incorrectly classified samples.
Step 4: Success rates of three classifiers are combined by applying fuzzy integral. After the final results were obtained from fuzzy integral based fusion approach, occurred arcs are detected according to the output of fuzzy integral.
Experimental results
Let us suppose that some arc events occur at certain instants during train run; the time positions relative to all the occurrences is recorded as k i (i¼1. . .N) by analyzing the signals of the phototube sensors. This allows the construction of the training set relative to the arc events considering time windows of length 2m k i À m, k i þ m ½ of current and voltage signals samples. Figure 7 shows the output of one phototube signal and a threshold signal obtained using a moving average approach.
As shown in Figure 7 , the phototube signal is affected by noise; for this reason, in order to correctly detect the presence of an arc a thresholding procedure should be set up. In order to do so, a moving average is performed over a sliding window of 24,000 samples. Afterwards, a threshold value is added to this average value in order to remove the noise.
When the phototube signal exceeds the threshold value the time sample is selected and, as said before, a corresponding vector of dimension 2m (for all the recorded physical quantities) is included in the arc event data set (AI); on the contrary if a time window of 2m samples is not related to an arc event, it is inserted in the healthy event data set (HI).
It is worth underlining that the phototube signal is no longer used during the test stage. Arc detection results Figure 8 shows the current, voltage, and phototube signals for a healthy condition and an arc present condition. In Figure 8(a) , the level of the phototube signal is near to the zero for a healthy condition. A peak occurs in the middle of phototube signal when an arc occurs as shown in Figure 8 (b): it is evident that the arc and no arc conditions cannot be separated by a direct analysis of the time domain signals. The dilation operation is applied to all the signals as shown in Figure 9 . As shown in Figure 9 , current signal is distorted by applying dilation operator. The window size of dilation operator in this figure is set to 10 and was selected by a heuristic trial and error procedure. A low window size would lead to spectrums of a healthy and an arc condition too close to each other, on the contrary if the window size is too large the information contained by original signal may be lost.
The spectrums of two current and one voltage signals are given in Figure 10 for three healthy and arc related conditions.
In Figure 10 , the spectrums of two current and one voltage signals are depicted for three samples of each condition. As it is evident in Figure 10(a) and (b) , the spectrums of the two current signals have distinctive features because the distance between spectrums of two conditions are large, while the same does not hold for the voltage current, in which the frequency spectrums are relatively closer to each other. Moreover for the current signals in Figure 10 (a) and (b) the spectrum signals relative to the presence of arc have higher values than the spectrum signals of the no-arc condition, which is not the case for the voltage signal in Figure 10(c) . This heuristic analysis confirm that the current signal is more informative, as observed also in Barmada et al. 17 As additional information which can be extracted from Figure 10 is that the frequency range of interest is in the range (0-30 Hz), in which the characteristics of an arc and no-arc condition are different.
After constructing the three training data sets, that contain a balanced number of spectrum samples of the dilated signals for the two conditions, the spectrum samples are used to train three SVMs, one for each different input signal (current I 1 , current I 2 and voltage V).
As for the characteristics of the SVMs, radial basis kernel functions where used, while the selection of the parameters C and r was chosen based on previous authors' experience, in particular they were respectively set to C ¼ 22.80 and r ¼ 0.95.
Once the above mentioned parameters are found, each SVM is trained and an optimal separating hyperplane with its relative support vectors are obtained. The next step is the fusion of the results obtained by the three classifiers; to this aim a set of parameters relative to the fuzzy integral should be defined, and they are shown in Table 1 .
In Table 1 , the parameters g 1,2,3 represents the weight of each classifier, while k is calculated by solving (n À 1)st degree polynomial in equation (13) . The unique root (k ı ) of this polynomial take a value in the range of À1 and þ1 and should be different from 0. In equation (13) , the unique root that satisfy this condition is calculated as 0.0305. The calculation of fuzzy integral is based on the knowledge of each fuzzy density g i . Fuzzy densities are interpreted as the weight of each classifier and they are determined by an expert knowledge. In our study, the same weight is evenly selected for each classifier. The accuracy of the fuzzy integral based method was proved by applying n-fold cross-validation technique: in all experiments, 10-fold cross-validation was used. In a cross-validation method, the entire data set is divided into 10 partitions: nine partitions are used for training and the remaining one is used to test the classifier. A classification performance is obtained by using a test partition, afterwards, another partition is used for the test and remaining nine partitions are used for the training purpose. An average performance and a standard deviation were obtained over 10-folds. Figure 11 shows the accuracy rate of the classification procedure obtained by using different time windows of the dilation procedure. Previously we mentioned that there is tradeoff between shorter and longer window. For this reason, we repeated the whole procedure using four different time windows, and the results clearly show that a dilation window dimension of 10 samples gives the best performances.
To validate the fuzzy integral based fusion method, 10-fold cross-validation was applied to each condition. The 5000 samples' data set was divided into 10 parts and the nine parts were used for training and remaining one was used for testing in each step. Fuzzy fusion based method was also tested applying the FT to the original signal, i.e. not using the dilation operator. Comparison results are given in Table 2 .
In particular, Table 2 contains the accuracy values of the results obtained by the single classifiers, with and without dilation and the results of the fusion method.
By combining three classifiers, the obtained overall performance of the fuzzy fusion is 96.31%. However, the average accuracy rate of an individual SVM classifier is less than 90%. Results indicate that the fusion of classifier outperforms each SVM classifier. Moreover the use of the dilation nonlinear filtering leads to substantial superior performance in almost all the cases.
In the literature, limited studies were proposed to detect arcs by using voltage and current signals in the pantograph-catenary system. The performance of the proposed approach was also compared to other methods. Regarding the pre-processing step, methods such as periodogram, wavelet analysis, and empirical mode decomposition 30 were used to obtain arc related features from current or voltage signals. Obtained features are classified as healthy or anomalous by applying an intelligent method such as multi-layer neural networks, SVMs, or radial based networks.
Comparison results are given in Table 3 , relative to a five-fold cross-validation evaluation.
As shown in Table 3 , it can be seen that the accuracy rate of the fuzzy integral based fusion method is higher than that of other methods. In Barmada et al., 17 different combinations of the current and voltage signals were used for the detection of arcs. The best performance was obtained when the combination of three signals (voltage appended to the sum between two currents) was used as the input of the SVM Figure 11 . The average accuracy rates for different window sizes for dilation transform. classifier. The power spectrum of each signal is computed and truncated spectrum signals are taken as inputs for SVMs. However, the input size of SVM is large because the window size of each spectrum is selected as 48 samples. This increases both the computational complexity and processing time. In our method, 10 samples from each spectrum are given to each individual SVM classifier. Afterwards, the results of each individual classifier are combined to improve detection performance by using fuzzy integral. In Barmada et al., 17 the parameters of radial based function are very important to obtain a good performance. So, the number of neurons in hidden layer and the width of radial basis functions are selected as 120 and 6, respectively. The number of neurons in the hidden layer is relatively large because of the high dimensionality of input size. However, neural networks have some drawbacks such as slow convergence rate to different local minima, and use of many neurons in the hidden layer.
By comparing the accuracy rate shown in Table 3 , it can be seen that the performance of our method is superior to the other methods. This performance is mainly achieved by applying a new feature extraction and a fusion approach of individual classifiers. . The presented dilation pre-processing method is shown to emphasize arc related frequencies. . The dimension of the data vectors is reduced with respect to other approaches. . The fuzzy integral classification fusion technique outperforms single SVM classifiers.
Conclusions
In conclusion, the experimental results show that the proposed fusion approach gives better results than other methods, leading to a state of the art approach for electric arc detection in real time railway applications. The fusion of SVMs method used in this paper is a universal approximator, and we have shown that it can be appropriately trained to provide a good generalization performance on new test data. In general, it is no possible to guarantee that the same method maintains the same performance on a completely different data set or application. However, if the application is similar, because the underlying physics represents the same phenomenon, it is expected that for similar data we could obtain similar performance. The six runs of data analyzed contain a huge number of observations, consequently these data can be considered statistically significant for representing the phenomenon of electrical arcing in high speed trains. Therefore, the method adopted for revealing the electric arc presence possess a general validity for applications in similar conditions.
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