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Dedicated to Professor Maz’ya, on his 70th birthday
1. Introduction
In this paper we study the Dirichlet problem for the sub-Laplacian associated with a system
X = {X1, ...,Xm} of C∞ real vector fields in Rn satisfying Ho¨rmander’s finite rank condition
(1.1) rank Lie[X1, ...,Xm] ≡ n.
Throughout this paper n ≥ 3, and X∗j denotes the formal adjoint of Xj . The sub-Laplacian
associated with X is defined by
(1.2) Lu =
m∑
j=1
X∗jXju .
A distributional solution of Lu = 0 is called L-harmonic. Ho¨rmander’s hypoellipticity theorem
[H] guarantees that every L-harmonic function is C∞, hence it is a classical solution of Lu = 0.
We consider a bounded open set D ⊂ Rn, and study the Dirichlet problem
(1.3)
{
Lu = 0 in D ,
u = φ on ∂D .
Using Bony’s maximum principle [B] one can show that for any φ ∈ C(∂D) there exists a
unique Perron-Wiener-Brelot solution HDφ to (1.3). We focus on the boundary regularity of the
solution. In particular, we identify a class of domains, which are referred to as ADPX domains
(admissible for the Dirichlet problem), for which we prove the mutual absolute continuity of the
L-harmonic measure dωx and of the so-called horizontal perimeter measure dσX = PX(D; ·) on
∂D. The latter constitutes the appropriate replacement for the standard surface measure on ∂D
and plays a central role in sub-Riemannian geometry. Moreover, we show that a reverse Ho¨lder
inequality holds for a suitable Poisson kernel which is naturally associated with the system X.
As a consequence of such reverse Ho¨lder inequality we then derive the solvability of (1.3) for
boundary data φ ∈ Lp(∂D, dσX), for 1 < p ≤ ∞. If instead the domain D belongs to the
smaller class σ−ADPX introduced in Definition 8.10 below, we prove that L-harmonic measure
is mutually absolutely continuous with respect to the standard surface measure, and we are able
to solve the Dirichlet problem for (1.2) for boundary data φ ∈ Lp(∂D, dσ), for 1 < p ≤ ∞.
The connection between harmonic and surface measure is a central question in the study of
boundary value problems for second order partial differential equations. As it is well-known
a basic result of Brelot allows to solve the Dirichlet problem for the standard Laplacian when
the boundary datum is in L1 with respect to the harmonic measure. However, since the latter
is difficult to pin down, it becomes important to know for what domains one can solve the
Dirichlet problem when the boundary data are in some Lp space with respect to the ordinary
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surface measure dσ. In his ground-breaking 1977 paper [Da1] Dahlberg was able to settle the
long standing conjecture that in a Lipschitz domain in Rn harmonic measure for the Laplacian
and Hausdorff measure Hn−1 restricted to the boundary are mutually absolutely continuous.
One should also see the sequel paper [Da2] where the mutual absolute continuity was obtained
as a consequence of the reverse Ho¨lder inequality for the kernel function k = dω/dσ. For C1
domains Dahlberg’s result was also independently proved by Fabes, Jodeit and Rivie`re [FJR]
by the method of layer potentials.
The results in this paper should be considered as a subelliptic counterpart of Dahlberg’s
results in [Da1], [Da2]. There are however four aspects which substantially differ from the
analysis of the ordinary Laplacian, and they are all connected with the presence of the so-called
characteristic points on the boundary. In order to describe these aspects we recall that given a
C1 domain D ⊂ Rn, a point xo ∈ ∂D is called characteristic for the system X = {X1, ...,Xm}
if indicating with N(xo) a normal vector to ∂D in xo one has
<N (xo),X1(xo) > = ... = <N (xo),Xm(xo) > = 0 .
The characteristic set of D, hereafter denoted by Σ = ΣD,X , is the collection of all char-
acteristic points of ∂D. It is a closed subset of ∂D, and it is compact if D is bounded. We
next introduce the most important prototype of a sub-Riemannian space: the Heisenberg group
H
n. This is the stratified nilpotent Lie group of step two whose underlying manifold is Cn × R
with group law (z, t) ◦ (z′t′) = (z + z′, t + t′ − 12 Im(z · z′)). If x = (x1, ..., xn), y = (y1, ..., yn),
and we identify z = x + iy ∈ Cn with the vector (x, y) ∈ R2n, then in the real coordinates
(x, y, t) ∈ R2n+1 a basis for the Lie algebra of left-invariant vector fields on Hn is given by the
vector fields
(1.4) Xj =
∂
∂xj
− yj
2
∂
∂t
, Xn+j =
∂
∂yj
+
xj
2
∂
∂t
, j = 1, ..., n,
∂
∂t
.
In view of the commutation relations
[Xj ,Xn+k] = δjk
∂
∂t
, j, k = 1, ..., n ,
the systemX = {X1, ...,X2n} generates the Lie algebra of Hn. The real part of the Kohn-Spencer
sub-Laplacian on Hn is given by
(1.5) Lo =
2n∑
j=1
X2j = ∆z +
|z|2
4
Dtt +Dt(
n∑
j=1
xjDyj − yjDxj ) .
This remarkable operator plays an ubiquitous role in several branches of mathematics and
of the applied sciences. We stress that Lo fails to be elliptic at every point. Concerning the
distinctions mentioned above we note:
1) Differently from the classical case, in the subelliptic Dirichlet problem (1.3) the Euclidean
smoothness of the ground domain is of no significance from the standpoint of the intrinsic
geometry near the characteristic set Σ. In this geometry even a domain with real analytic
boundary looks like a cuspidal domain near one of its characteristic points. Since bounded
domains typically have non-empty characteristic set it follows that the notion of “Lipschitz
domain” is not as important as in the Euclidean setting, and one has to abandon it in favor of a
more general one based on purely metrical properties, see [CG1]. With these comments in mind,
in this paper we will assume that the domain D in (1.3) be NTAX (non-tangentially accessible
with respect to the Carnot-Carathe´odory distance associated with the system X, see Definition
8.1 below) and C∞. The former property allows us to use some fundamental results developed
in [CG1], whereas the smoothness assumption permits to use tools from calculus away from the
characteristic set. In this connection we mention that the C∞ hypothesis guarantees, in view of
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the results in [KN1], that the Green function for (1.3) and singularity at a given point in D is
smooth up to the boundary away from Σ, see Theorem 3.12 below.
2) Another striking phenomenon is that in the subelliptic Dirichlet problem nonnegative L-
harmonic functions which vanish on a portion of the boundary can do so at very different rates.
The dual aspect of this phenomenon is that nonnegative L-harmonic functions which blow up
at the boundary (such as for instance the Poisson kernel) have very different rates of blow-up
depending on whether the limit point is characteristic or not, see [GV]. This is in sharp contrast
with the classical setting. It is well-known [G] that in a C1,1 domain all nonnegative harmonic
functions (or solutions to more general elliptic and parabolic equations) vanishing on a portion
of the boundary must vanish exactly like the distance to the boundary itself. This fails miserably
in the subelliptic setting because of characteristic points on the boundary. For instance, in Hn
the so-called gauge ball
B = {(z, t) ∈ Hn | |z|4 + 16t2 < 1}
is a real analytic domain with two isolated characteristic points P± = (0,±14 ). With Lo defined
by (1.5), the function u(z, t) = t+ 14 is a nonnegative Lo-harmonic function in B which along the
t-axis vanishes at the (characteristic) boundary point P− = (0,−14 ) as the square of the Carnot-
Carathe´odory distance to P−. On the other hand, the function u(z, t) = x1+1 is a nonnegative
Lo-harmonic function in B which along the x1-axis vanishes at the (non-characteristic) boundary
point P1 = (−e1, 0), where e1 = (1, 0, ..., 0) ∈ R2n, like the distance to P1. Thus, there is not one
single rate of vanishing for nonnegative Lo-harmonic functions in smooth domains in Hn! Despite
this negative phenomenon in [CG1] two of us proved that in a NTAX domain all nonnegative
L-harmonic functions vanishing on a portion of the boundary (characteristic or not) must do so
at the same rate. This result, known as the comparison theorem, plays a fundamental role in
the present paper. Returning to the above example of the gauge ball B ⊂ Hn, the comparison
theorem implies in particular that all nonnegative solutions of Lou = 0 which vanish in a
boundary neighborhood of the point P− = (0,−14 ), must vanish non-tangentially like the square
of the distance to the boundary (and not linearly like in the classical case)!
3) The third aspect which we want to emphasize is closely connected with the discussion in
1) and leads us to introduce the third main assumption in the present paper paper. In [J1], [J2]
D. Jerison studied the Dirichlet problem (1.3) near characteristic points for Lo. He proved in
[J1] that for a C∞ domain D ⊂ Hn if the datum φ belongs to a Folland-Stein Ho¨lder class Γβ,
then HDφ is in Γ
α(D), for some α depending on β and on the domain D. It was also shown in
[J1] that, given any α ∈ (0, 1) there exists M =M(α) > 0 for which the real analytic domain
ΩM = {(z, t) ∈ Hn | t > −M |z|2} ,
admits a Lo-harmonic function u such that u = 0 on ∂ΩM and which belongs exactly to the
Ho¨lder class Γα (in the sense that it is not any smoother) in any neighborhood of the (character-
istic) boundary point e = (0, 0). Once again, this example shows that, despite the (Euclidean)
smoothness of the domain and of the boundary datum, near a characteristic point the domain
appears quite non-smooth with respect to the intrinsic geometry of the vector fields X1, ...,X2n.
In fact, since the paraboloid Ω is a scale invariant region with respect to the non-isotropic group
dilations (z, t) → (λz, λ2t), the smooth domain ΩM should be thought of as a non-convex cone
from the point of view of the intrinsic geometry of Lo (for a discussion of Jerison’s example see
section 4). This suggests that by imposing a condition similar to the classical Poincare´ tangent
outer sphere [P] one should be able to rule out Jerison’s negative example and possibly con-
trol the intrinsic gradient XG of the Green function near the characteristic set. This intuition
was proved successful in the papers [LU1], [CGN1], which were respectively concerned with the
Heisenberg group and with Carnot groups of Heisenberg type. In this paper we generalize this
idea and prove the boundedness of the Poisson kernel in a neighborhood of the boundary under
the hypothesis that the domain D in (1.3) satisfy what we call a tangent outer X-ball condition.
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It is worth emphasizing that the X-balls in our definition are not metric balls, but instead they
are the (smooth) level sets of the fundamental solution of the sub-Laplacian L. The metric balls
are not smooth (see [CG1]) and therefore it would not be possible to have a notion of tangency
based on these sets.
4) In Dahlberg’s mentioned theorem on the mutual absolute continuity between harmonic
and surface measure in a Lipschitz domain D ⊂ Rn there is one important property which,
although confined to the background, plays a central role. If we denote by σ = Hn−1|∂D the
surface measure on the boundary, then there exists constants α, β > 0 depending on n and on
the Lipschitz character of D such that
α rn−1 ≤ σ(∂D ∩B(x, r)) ≤ β rn−1 ,
for any x ∈ ∂D and any r > 0. A property like this is referred to as the 1-Ahlfors regularity of
σ, and thanks to it surface measure is the natural measure on ∂D. Things are quite different
in the subelliptic Dirichlet problem. Consider in fact the gauge ball B as in 2), with its two
(isolated) characteristic points P± = (0,±14 ) of ∂B. Simple calculations show that denoting by
B(P±, r) a gauge ball centered at one of the points P± with radius r, then one has for small
r > 0
(1.6) σ(∂B ∩B(P±, r)) ∼= rQ−2 ,
where Q = 2n + 2 is the so-called homogeneous dimension of Hn relative to the non-isotropic
dilations (z, t) → (λz, λ2t) associated with the grading of the Lie algebra of Hn. The latter
equation shows that at the characteristic points P± surface measure becomes quite singular and
it does not scale correctly with respect to the non-isotropic group dilations. The appropriate
“surface measure” in sub-Riemannian geometry is instead the so-called horizontal perimeter
PX(D; ·) introduced in [CDG2] which on surface metric balls is defined in the following way
σX(∂D ∩Bd(x, r)) def= PX(D;Bd(x, r)) .
To motivate such appropriateness we recall that it was proved in [DGN1], [DGN2] that for
every C2 bounded domain D ⊂ Hn one has for every x ∈ ∂D and every 0 < r < Ro(D)
α rQ−1 ≤ σX(∂D ∩Bd(x, r)) ≤ β rQ−1 .
Now it was also shown in these papers that the inequality in the right-hand side alone suffices
to establish the existence of the traces of Sobolev functions on the boundary. Remarkably, as
we prove in Theorem 1.3 below, such a one-sided Ahlfors property also suffices to establish the
mutual absolute continuity of L-harmonic and horizontal perimeter measure. Such property
will constitute the last basic assumption of our results, to which we finally turn. We need to
introduce the relevant class of domains.
Definition 1.1. Given a system X = {X1, ...,Xm} of smooth vector fields satisfying (1.1), we
say that a connected bounded open set D ⊂ Rn is admissible for the Dirichlet problem (1.3) with
respect to the system X, or simply ADPX , if:
i) D is of class C∞;
ii) D is non-tangentially accessible (NTAX) with respect to the Carnot-Caratheodory metric
associated to the system {X1, ...,Xm} (see Definition 8.1);
iii) D satisfies a uniform tangent outer X-ball condition (see Definition 6.2);
iv) The horizontal perimeter measure is upper 1-Ahlfors regular. This means that there exist
A,Ro > 0 depending on X and D such that for every x ∈ ∂D and 0 < r < Ro one has
σX(∂D ∩Bd(x, r)) ≤ A |Bd(x, r)|
r
.
The constants appearing in iv) and in Definitions 6.2 and 8.1 will be referred to as the
ADPX -parameters of D. We introduce next a central character in this play, the subelliptic
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Poisson kernel of D. In fact, we define two such functions, each one playing a different role. Let
G(x, y) = GD(x, y) = G(y, x) indicate the Green function for the sub-Laplacian (1.2) and for an
ADPX domain D
1. By Ho¨rmander’s theorem [H] and the results in [KN1], see Theorem 3.12
below, for any fixed x ∈ D the function y → G(x, y) is C∞ up to the boundary in a suitably
small neighborhood of any non-characteristic point yo ∈ ∂D. Let ν(y) indicate the outer unit
normal in y ∈ ∂D. At every point y ∈ ∂D we denote by NX(y) the vector defined by
N
X(y) = (< ν(y),X1(y) >, ..., < ν(y),Xm(y) >) .
We also set
W (y) = |NX(y)| =
√
< ν(y),X1(y) >2 +...+ < ν(y),Xm(y) >2 .
We note explicitly that it was proved in [CDG2] that on ∂D
dσX = W dσ .
Denoting with Σ the characteristic set of D, we remark that the vector NX(y) = 0 if and
only if y ∈ Σ. For y ∈ ∂D \ Σ we define the horizontal Gauss map at y by letting
ν
X(y) =
N
X(y)
|NX(y)| .
Definition 1.2. Given a C∞ bounded open set D ⊂ Rn, for every (x, y) ∈ D × (∂D \ Σ) we
define the subelliptic Poisson kernels as follows
P (x, y) = < XG(x, y),NX(y) > , K(x, y) =
P (x, y)
W (y)
= < XG(x, y),νX(y) > .
We emphasize here that the reason for which in the definition of P (x, y) and K(x, y) we
restrict y to ∂D \Σ is that, as we have explained in 3) above (see also section 4), the horizontal
gradient XG(x, y) may not be defined at points of Σ. Since as we have observed the function
W vanishes on Σ, it should be clear that the function K(x, y) is more singular then P (x, y)
at the characteristic points. However, such additional singularity is balanced by the fact that
the density W of the measure σX with respect to surface measure vanishes at the characteristic
points. As a consequence, K(x, y) is the appropriate subelliptic Poisson kernel with respect to
the intrinsic measure σX , whereas P (x, y) is more naturally attached to the “wrong measure”
σ.
Hereafter, for x ∈ ∂D it will be convenient to indicate with ∆(x, r) = ∂D ∩ Bd(x, r), the
boundary metric ball centered at x with radius r > 0. The first main result in this paper is
contained the following theorem.
Theorem 1.3. Let D ⊂ Rn be a ADPX domain. For every p > 1 and any fixed x1 ∈ D there
exist positive constants C,R1, depending on p,M,Ro, x1, and on the ADPX parameters, such
that for xo ∈ ∂D and 0 < r < R1 one has(
1
σX(∆(xo, r))
∫
∆(xo,r)
K(x1, y)
pdσX(y)
) 1
p
≤ C 1
σX(∆(xo, r))
∫
∆(xo,r)
K(x1, y)dσX(y) .
Moreover, the measures dωx1 and dσX are mutually absolutely continuous.
By combining Theorem 1.3 with the results if [CG1] we can solve the Dirichlet problem for
boundary data in Lp with respect to the perimeter measure dσX . To state the relevant results
we need to introduce a definition. Given D as in Theorem 1.3, for any y ∈ ∂D and α > 0 a
nontangential region at y is defined by
Γα(y) = {x ∈ D | d(x, y) ≤ (1 + α)d(x, ∂D)} .
1In [B] it was proved that any bounded open set admits a Green function
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Given a function u ∈ C(D), the α-nontangential maximal function of u at y is defined by
Nα(u)(y) = sup
x∈Γα(y)
|u(x)| .
Theorem 1.4. Let D ⊂ Rn be a ADPX domain. For every p > 1 there exists a constant C > 0
depending on D,X and p such that if f ∈ Lp(∂D, dσX), then
HDf (x) =
∫
∂D
f(y) K(x, y) dσX(y) ,
and
‖Nα(HDf )‖Lp(∂D,dσX) ≤ C ‖f‖Lp(∂D,dσX) .
Furthermore, HDf converges nontangentially σX -a.e. to f on ∂D.
Theorems 1.3 and 1.4 constitute appropriate sub-elliptic versions of Dahlberg’s mentioned
results in [Da1], [Da2]. These theorems generalize those in [CGN2] relative to Carnot groups
of Heisenberg type. We mention at this point that, as we prove in Theorem 8.3 below, for any
C1,1 domain D ⊂ Rn which is NTAX the horizontal perimeter measure is lower 1-Ahlfors (this
is a basic consequence of the isoperimetric inequality in [GN1]). Combining this result with the
assumption iv) in Definition 1.1, we conclude that for any ADPX domain the measure σX is
1-Ahlfors. In particular, σX is also doubling, see Corollary 8.4. This information plays a crucial
role in the proof of Theorem 1.4.
On the other hand, even if the ordinary surface measure σ is the “wrong one” in the subelliptic
Dirichlet problem, it would still be highly desirable to know if there exist situations in which
(1.3) can be solved for boundary data in some Lp with respect to dσ. To address this question
in Definition 8.10 we introduce the class of σ − ADPX domains. The latter differs from that
of ADPX domains for the fact that the assumption iv) is replaced by the following balanced-
degeneracy assumption on σ: there exist B,Ro > 0 depending on X and D such that for every
xo ∈ ∂D and 0 < r < Ro one has(
max
y∈∆(xo,r)
W (y)
)
σ(∆(xo, r)) ≤ B |Bd(xo, r)|
r
.
As we have previously observed surface measure becomes singular near a characteristic point.
On the other hand, the angle function W vanishes, thus balancing the singularities of σ. For
σ−ADPX-domains we obtain the following two results which respectively establish the mutual
absolute continuity of L-harmonic and surface measure dσ, and the solvability of the Dirichlet
problem with data in Lp(∂D, dσ).
Theorem 1.5. Let D ⊂ Rn be a σ − ADPX domain. Fix x1 ∈ D. For every p > 1 there exist
positive constants C,R1, depending on p,M,Ro, x1, and on the σ−ADPX parameters, such that
for every y ∈ ∂D and 0 < r < R1 one has(
1
σ(∆(xo, r))
∫
∆(xo,r)
P (x1, y)
pdσ(y)
) 1
p
≤ C 1
σ(∆(xo, r))
∫
∆(xo,r)
P (x1, y)dσ(y) .
Moreover, the measures dωx and dσ are mutually absolutely continuous.
We mention explicitly that a basic consequence of Theorem 1.5 is that the standard surface
measure on the boundary of a σ −ADPX domain is doubling.
Theorem 1.6. Let D ⊂ Rn be a σ − ADPX domain. For every p > 1 there exists a constant
C > 0 depending on D,X and p such that if f ∈ Lp(∂D, dσ), then
HDf (x) =
∫
∂D
f(y) P (x, y) dσ(y) ,
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and
‖Nα(HDf )‖Lp(∂D,dσ) ≤ C ‖f‖Lp(∂D,dσ).
Furthermore, HDf converges nontangentially σ-a.e. to f on ∂D.
Concerning Theorems 1.3, 1.4, 1.5 and 1.6 we mention that large classes of domains to which
they apply were found in [CGN2], but one should also see [LU1] for domains satisfying assump-
tion iii) in Definition 1.1. The discussion of these examples is taken up in section 9.
In closing we briefly describe the organization of the paper. In section 2 we collect some
known results on Carnot-Carathe´odory metrics which are needed in the paper. In section 3 we
discuss some known results on the subelliptic Dirichlet problem which constitute the potential
theoretic backbone of the paper. In section 4 we discuss Jerison’s mentioned example.
Section 5 is devoted to proving some new interior a priori estimates of Cauchy-Schauder type.
Such estimates are obtained by means of a family of subelliptic mollifiers which were introduced
by Danielli and two of us in [CDG1], see also [CDG2]. The main results are Theorems 5.1, 5.5,
and Corollary 5.3. We feel that, besides being instrumental to the present paper, these results
will prove quite useful in future research on the subject.
In section 6 we use the interior estimates in Theorem 5.1 to prove that if a domain satisfies
a uniform outer tangent X-ball condition, then the horizontal gradient of the Green function
G is bounded up to the boundary, hence, in particular, near Σ, see Theorem 6.6. The proof
of such result rests in an essential way on the linear growth estimate provided by Theorem
6.3. Another crucial ingredient is Lemma 6.1 which allows a delicate control of some ad-hoc
subelliptic barriers. In the final part of the section we show that, by requesting the uniform
outer X-ball condition only in a neighborhood of the characteristic set Σ, we are still able to
obtain the boundedness of the horizontal gradient of G up to the characteristic set, although we
now loose the uniformity in the estimates, see Theorem 6.9, 6.10 and Corollary 6.11.
In section 7 we establish a Poisson type representation formula for domains which satisfy
the uniform outer X-ball condition in a neighborhood of the characteristic set. This result
generalizes a similar Poisson type formula in the Heisenberg group Hn obtained by Lanconelli
and Uguzzoni in [LU1], and extended in [CGN2] to Carnot groups of Heisenberg type. If
generically the Green function of a smooth domain had bounded horizontal gradient up to the
characteristic set, then such Poisson formula would follow in an elementary way from integration
by parts. As we previously stressed, however, things are not so simple and the boundedness of
XG fails in general near the characteristic set. However, when D ⊂ Rn satisfies the uniform
outer X-ball condition in a neighborhood of the characteristic set, then combining Theorem 6.6
with the estimate
K(x, y) ≤ |XG(x, y)| , x ∈ D, y ∈ ∂D ,
see (7.7), we prove the boundedness of the Poisson kernel y → K(x, y) on ∂D. The main result in
section 7 is Theorem 7.10. This representation formula with the estimates of the Green function
in sections 5 and 6 lead to a priori estimates in Lp for the solution to (1.3) when the datum
φ ∈ C(∂D). Solvability of (1.3) with data in Lebesgue classes requires, however, a much deeper
analysis.
The first observation is that the outer ball condition alone does not guarantee the development
of a rich potential theory. For instance, it may not be possible to find: a) Good nontangential
regions of approach to the boundary from within the domain; b) Appropriate interior Harnack
chains of nontangential balls. This is where the basic results on NTAX domains from [CG1]
enter the picture. In the opening of section 8 we recall the definition of NTAX -domain along
with those results from [CG1] which constitute the foundations of the present study. Using
these results we establish Theorem 8.9. The remaining part of the section is devoted to proving
Theorems 1.3, 1.4, 1.5 and 1.6.
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Finally, section 9 is devoted to the discussion of examples of ADPX and σ−ADPX domains
and of some open problems.
2. Preliminaries
In Rn, with n ≥ 3, we consider a system X = {X1, ...,Xm} of C∞ vector fields satisfying
Ho¨rmander’s finite rank condition (1.1). A piecewise C1 curve γ : [0, T ] → Rn is called sub-
unitary [FP] if whenever γ′(t) exists one has for every ξ ∈ Rn
< γ′(t), ξ >2 ≤
m∑
j=1
< Xj(γ(t)), ξ >
2 .
We note explicitly that the above inequality forces γ′(t) to belong to the span of {X1(γ(t)), ...,
Xm(γ(t))}. The sub-unit length of γ is by definition ls(γ) = T . Given x, y ∈ Rn, denote by
SΩ(x, y) the collection of all sub-unitary γ : [0, T ] → Ω which join x to y. The accessibility
theorem of Chow and Rashevsky, [Ra], [Ch], states that, given a connected open set Ω ⊂ Rn,
for every x, y ∈ Ω there exists γ ∈ SΩ(x, y). As a consequence, if we pose
dΩ(x, y) = inf {ls(γ) | γ ∈ SΩ(x, y)},
we obtain a distance on Ω, called the Carnot-Carathe´odory distance on Ω, associated with the
systemX. When Ω = Rn, we write d(x, y) instead of dRn(x, y). It is clear that d(x, y) ≤ dΩ(x, y),
x, y ∈ Ω, for every connected open set Ω ⊂ Rn. In [NSW] it was proved that for every connected
Ω ⊂⊂ Rn there exist C, ǫ > 0 such that
(2.1) C |x− y| ≤ dΩ(x, y) ≤ C−1 |x− y|ǫ, x, y ∈ Ω.
This gives d(x, y) ≤ C−1|x− y|ǫ, x, y ∈ Ω, and therefore
i : (Rn, | · |)→ (Rn, d) is continuous.
It is easy to see that also the continuity of the opposite inclusion holds [GN1], hence the
metric and the Euclidean topology are compatible.
For x ∈ Rn and r > 0, we let Bd(x, r) = {y ∈ Rn | d(x, y) < r}. The basic properties of these
balls were established by Nagel, Stein and Wainger in their seminal paper [NSW]. Denote by
Y1, ..., Yl the collection of the Xj ’s and of those commutators which are needed to generate R
n.
A formal “degree” is assigned to each Yi, namely the corresponding order of the commutator. If
I = (i1, ..., in), 1 ≤ ij ≤ l is a n-tuple of integers, following [NSW] we let d(I) =
∑n
j=1 deg(Yij ),
and aI(x) = det (Yi1 , ..., Yin). The Nagel-Stein-Wainger polynomial is defined by
(2.2) Λ(x, r) =
∑
I
|aI(x)| rd(I), r > 0.
For a given bounded open set U ⊂ Rn, we let
(2.3) Q = sup {d(I) | |aI(x)| 6= 0, x ∈ U}, Q(x) = inf {d(I) | |aI(x)| 6= 0},
and notice that n ≤ Q(x) ≤ Q. The numbers Q and Q(x) are respectively called the local
homogeneous dimension of U and the homogeneous dimension at x with respect to the system
X.
Theorem 2.1 ([NSW]). For every bounded set U ⊂ Rn, there exist constants C,Ro > 0 such
that, for any x ∈ U , and 0 < r ≤ Ro,
(2.4) C Λ(x, r) ≤ |Bd(x, r)| ≤ C−1 Λ(x, r).
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As a consequence, one has with C1 = 2
Q
(2.5) |Bd(x, 2r)| ≤ C1 |Bd(x, r)| for every x ∈ U and 0 < r ≤ Ro.
The numbers C1, Ro in (2.5) will be referred to as the characteristic local parameters of U .
Because of (2.2), if we let
(2.6) E(x, r) =
Λ(x, r)
r2
,
then the function r → E(x, r) is strictly increasing. We denote by F (x, ·) the inverse function
of E(x, ·), so that F (x,E(x, r)) = r. Let Γ(x, y) = Γ(y, x) be the positive fundamental solution
of the sub-Laplacian
L =
m∑
j=1
X∗jXj ,
and consider its level sets
Ω(x, r) =
{
y ∈ Rn | Γ(x, y) > 1
r
}
.
The following definition plays a key role in this paper.
Definition 2.2. For every x ∈ Rn, and r > 0, the set
B(x, r) =
{
y ∈ Rn | Γ(x, y) > 1
E(x, r)
}
will be called the X-ball, centered at x with radius r.
We note explicitly that
B(x, r) = Ω(x,E(x, r)), and that Ω(x, r) = B(x, F (x, r)).
One of the main geometric properties of the X-balls, is that they are equivalent to the Carnot-
Carathe´odory balls. To see this, we recall the following important result, established indepen-
dently in [NSW], [SC]. Hereafter, the notation Xu = (X1u, ...,Xmu) indicates the sub-gradient
of a function u, whereas |Xu| = (∑mj=1(Xju)2) 12 will denote its length.
Theorem 2.3. Given a bounded set U ⊂ Rn, there exists Ro, depending on U and on X,
such that for x ∈ U, 0 < d(x, y) ≤ Ro, one has for s ∈ N ∪ {0}, and for some constant
C = C(U,X, s) > 0
|Xj1Xj2 ...XjsΓ(x, y)| ≤ C−1
d(x, y)2−s
|Bd(x, d(x, y))| ,(2.7)
Γ(x, y) ≥ C d(x, y)
2
|Bd(x, d(x, y))| .
In the first inequality in (2.7), one has ji ∈ {1, ...,m} for i = 1, ..., s, and Xji is allowed to act
on either x or y.
In view of (2.5), (2.7), it is now easy to recognize that, given a bounded set U ⊂ Rn, there
exists a > 1, depending on U and X, such that
(2.8) Bd(x, a
−1r) ⊂ B(x, r) ⊂ Bd(x, ar),
for x ∈ U, 0 < r ≤ Ro. We observe that, as a consequence of (2.4), and of (2.7), one has
(2.9) C d(x, y) ≤ F
(
x,
1
Γ(x, y)
)
≤ C−1 d(x, y),
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for all x ∈ U, 0 < d(x, y) ≤ Ro.
We observe that for a Carnot group G of step k, if g = V1 ⊕ ... ⊕ Vk is a stratification of
the Lie algebra of G, then one has Λ(x, r) = const rQ, for every x ∈ G and every r > 0, with
Q =
∑k
j=1 j dimVj , the homogeneous dimension of the group G. In this case Q(x) ≡ Q.
In the sequel the following properties of a Carnot-Carathe´odory space will be useful.
Proposition 2.4. (Rn, d) is locally compact. Furthermore, for any bounded set U ⊂ Rn there
exists Ro = Ro(U) > 0 such that the closed balls B¯(xo, R), with xo ∈ U and 0 < R < Ro, are
compact.
Remark 2.5. Compactness of balls of large radii may fail in general, see [GN1]. However, there
are important cases in which Proposition 2.4 holds globally, in the sense that one can take U
to coincide with the whole ambient space and Ro = ∞. One example is that of Carnot groups.
Another interesting case is that when the vector fields Xj have coefficients which are globally
Lipschitz, see [GN1], [GN2]. Henceforth, for any given bounded set U ⊂ Rn we will always
assume that the local parameter Ro has been chosen so to accommodate Proposition 2.4.
3. The Dirichlet problem
In what follows, given a system X = {X1, ...,Xm} of C∞ vector fields in Rn satisfying (1.1),
and an open set D ⊂ Rn, for 1 ≤ p ≤ ∞ we denote by L1,p(D) the Banach space {f ∈ Lp(D) |
Xjf ∈ Lp(D), j = 1, ...,m} endowed with its natural norm
||f ||L1,p(D) = ||f ||Lp(D) +
m∑
j=1
||Xjf ||Lp(D) .
The local space L1,ploc(D) has the usual meaning, whereas for 1 ≤ p < ∞ the space L1,p0 (D)
is defined as the closure of C∞0 (D) in the norm of L1,p(D). A function u ∈ L1,2loc(D) is called
harmonic in D if for any φ ∈ C∞0 (D) one has∫
D
m∑
j=1
XjuXjφ dx = 0 ,
i.e., a harmonic function is a weak solution to the equation Lu = ∑mj=1X∗jXju = 0. By
Ho¨rmander’s hypoellipticity theorem [H], if u is harmonic in D, then u ∈ C∞(D). Given a
bounded open set D ⊂ Rn, and a function φ ∈ L1,2(D), the Dirichlet problem consists in finding
u ∈ L1,2loc(D) such that
(3.1)
{
Lu = 0 in D ,
u − φ ∈ L1,20 (D) .
By adapting classical arguments, see for instance [GT], one can show that there exists a
unique solution u ∈ L1,2(D) to (3.1). If we assume, in addition, that φ ∈ C(D), in general
we cannot say that the function u takes up the boundary value φ with continuity. A Wiener
type criterion for sub-Laplacians was proved in [NS]. Subsequently, using the Wiener series in
[NS], Citti obtained in [Ci] an estimate of the modulus of continuity at the boundary of the
solution of (3.1). In [D] an integral Wiener type estimate at the boundary was established for a
general class of quasilinear equations having p−growth in the sub-gradient. Since such estimate
is particularly convenient for the applications, we next state it for the special case p = 2 of linear
equations.
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Theorem 3.1. Let φ ∈ L1,2(D) ∩ C(D). Consider the solution u to (3.1). There exist C =
C(X) > 0, and Ro = Ro(D,X) > 0, such that given xo ∈ ∂D, and 0 < r < R < Ro/3, one has
osc {u,D ∩Bd(xo, r)} ≤ osc {φ, ∂D ∩Bd(xo, 2R)}
+ osc (φ, ∂D) exp
{
− C
∫ R
r
[
capX (D
c ∩Bd(xo, t), Bd(xo, 2t))
capX (Bd(xo, t), Bd(xo, 2t))
]
dt
t
}
.
In Theorem 3.1, given a condenser (K,Ω), we have denoted by capX(K,Ω) its Dirichlet
capacity with respect to the subelliptic energy EX(u) =
∫
Ω |Xu|2dx associated with the system
X = {X1, ...,Xm}. For the relevant properties of such capacity we refer the reader to [D],
[CDG4]. A point xo ∈ ∂D is called regular if, for any φ ∈ L1,2(D) ∩C(D), one has
(3.2) lim
x→xo
u(x) = φ(xo) .
If every xo ∈ ∂D is regular, we say that D is regular. Similarly to the classical case, in the
study of the Dirichlet problem an important notion is that of generalized, or Perron-Wiener-
Brelot (PWB) solution to (3.1). For operators of Ho¨rmander type the construction of a PWB
solution was carried in the pioneering work of Bony [B], where the author also proved that sub-
Laplacians satisfy an elliptic type strong maximum principle. We state next one of the main
results in [B] in a form which is suitable for our purposes.
Theorem 3.2. Let D ⊂ Rn be a connected, bounded open set, and φ ∈ C(∂D). There ex-
ists a unique harmonic function HDφ which solves (1.3) in the sense of Perron-Wiener-Brelot.
Moreover, HDφ satisfies
(3.3) sup
D
|HDφ | ≤ sup
∂D
|φ| .
Theorem 3.2 allows to define the harmonic measure dωx for D evaluated at x ∈ D as the
unique probability measure on ∂D such that for every φ ∈ C(∂D)
HDφ (x) =
∫
∂D
φ(y) dωx(y), x ∈ D.
A uniform Harnack inequality was established, independently, by several authors, see [X],
[CGL], [L]: If u is L−harmonic in D ⊂ Rn and non-negative then there exists C, a > 0 such
that for each ball B(x, ar) ⊂ D one has
(3.4) sup
B(x,r)
u ≤ C inf
B(x,r)
u.
Using such Harnack principle one sees that for any x, y ∈ D, the measures dωx and dωy are
mutually absolutely continuous. For the basic properties of the harmonic measure we refer the
reader to the paper [CG1]. Here, it is important to recall that, thanks to the results in [B],
[CG1], the following result of Brelot type holds.
Theorem 3.3. A function φ is resolutive if and only if φ ∈ L1(∂D, dωx), for one (and therefore
for all) x ∈ D.
The following definition is particularly important for its potential-theoretic implications. In
the sequel, given a condenser (K,Ω), we denote by cap(K,Ω) the sub-elliptic capacity of K with
respect to Ω, see [D].
Definition 3.4. An open set D ⊂ Rn is called thin at xo ∈ ∂D, if
(3.5) lim inf
r→0
capX(D
c ∩Bd(xo, r), Bd(xo, 2r))
capX(Bd(xo, r), Bd(xo, 2r))
> 0.
Theorem 3.5. If a bounded open set D ⊂ Rn is thin at xo ∈ ∂D, then xo is regular for the
Dirichlet problem.
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Proof. If D is thin at xo ∈ ∂D, then∫ R
0
[
capX(D
c ∩Bd(xo, t), Bd(xo, 2t))
capX(Bd(xo, t), Bd(xo, 2t))
]
dt
t
= ∞.
Thanks to Theorem 3.1, the divergence of the above integral implies for 0 < r < R/3
osc {u,D ∩Bd(xo, r)} ≤ osc {φ, ∂D ∩Bd(xo, 2R)} .
Letting R→ 0 we infer the regularity of xo.

A useful, and frequently used, sufficient condition for regularity is provided by the following
definition.
Definition 3.6. An open set Ω ⊂ Rn is said to have positive density at xo ∈ ∂Ω, if one has
lim inf
r→0
|Ω ∩Bd(xo, r)|
|Bd(xo, r)|
> 0.
Proposition 3.7. If Dc has positive density at xo, then D is thin at xo.
Proof. We recall the Poincare´ inequality∫
Ω
|φ|2 dx ≤ C (diam(Ω))2
∫
Ω
|Xφ|2 dx ,
valid for any bounded open set Ω ⊂ Rn, and any φ ∈ C1o (Ω), where diam(Ω) represents the
diameter of Ω with respect to the distance d(x, y), and C = C(Ω,X) > 0. From the latter, we
obtain
(3.6)
capX(D
c ∩Bd(xo, r), Bd(xo, 2r))
capX(Bd(xo, r), Bd(xo, 2r))
≥ C
r2
|Dc ∩Bd(xo, r)|
capX(Bd(xo, r), Bd(xo, 2r))
.
Now the capacitary estimates in [D], [CDG3] give
C rQ−2 ≤ capX(Bd(xo, r), Bd(xo, 2r)) ≤ C−1 rQ−2 ,
for some constant C = C(Ω,X) > 0. Using these estimates in (3.6) we find
capX(D
c ∩Bd(xo, r), Bd(xo, 2r))
capX(Bd(xo, r), Bd(xo, 2r))
≥ C∗ |D
c ∩Bd(xo, r)|
|Bd(xo, r)|
,
where C∗ = C∗(Ω,X) > 0. The latter inequality proves that if Dc has positive density at xo,
then D is thin at the same point.

A basic example of a class of regular domains for the Dirichlet problem is provided by the
(Euclidean) C1,1 domains in a Carnot group of step r = 2. It was proved in [CG1] that such
domains possess a scale invariant region of non-tangential approach at every boundary point,
hence they satisfy the positive density condition in Proposition 3.7. Thus, in particular, every
such domain is regular for the Dirichlet problem for any fixed sub-Laplacian on the group. An-
other important example is provided by the non-tangentially accessible domains (NTA domains,
henceforth) studied in [CG1]. Such domains constitute a generalization of those introduced by
Jerison and Kenig in the Euclidean setting [JK], see Section 8.
Definition 3.8. Let D ⊂ Rn be a bounded open set. For 0 < α ≤ 1, the class Γ0,αd (D) is defined
as the collection of all f ∈ C(D) ∩ L∞(D), such that
sup
x,y∈D,x 6=y
|f(x)− f(y)|
d(x, y)α
< ∞.
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We endow Γ0,αd (D) with the norm
||f ||Γ0,α
d
(D) = ||f ||L∞(D) + sup
x,y∈D,x 6=y
|f(x)− f(y)|
d(x, y)α
.
The meaning of the symbol Γ0,αloc (D) is the obvious one, that is, f ∈ Γ0,αloc (D) if, for every
ω ⊂⊂ D, one has f ∈ Γ0,αd (ω). If F ⊂ Rn denotes a bounded closed set, by f ∈ Γ0,αd (F ) we
mean that f coincides on the set F with a function g ∈ Γ0,αd (D), where D is a bounded open set
containing F . The Lipschitz class Γ0,1d (D) has a special interest, due to its connection with the
Sobolev space L1,∞(D). In fact, we have the following theorem of Rademacher-Stepanov type,
established in [GN1], which will be needed in the proof of Lemma 6.1.
Theorem 3.9. (i) Given a bounded open set U ⊂ Rn, there exist Ro = Ro(U,X) > 0, and
C = C(U,X) > 0, such that if f ∈ L1,∞(Bd(xo, 3R)), with xo ∈ U and 0 < R < Ro, then
f can be modified on a set of dx-measure zero in B¯d = B¯d(xo, R), so as to satisfy for every
x, y ∈ B¯d(xo, R)
|f(x) − f(y)| ≤ C d(x, y) ‖f‖L1,∞(Bd(xo,3R)).
If, furthermore, f ∈ C∞(Bd(xo, 3R)), then in the right-hand side of the previous inequality one
can replace the term ||f ||L1,∞(Bd(xo,3R)) with ||Xf ||L∞(Bd(xo,3R)).
(ii) Vice-versa, let D ⊂ Rn be an open set such that supx,y∈D d(x, y) < ∞. If f ∈ Γ0,1d (D),
then f ∈ L1,∞(D).
We note explicitly that part (i) of Theorem 3.9 asserts that every function f ∈ L1,∞(Bd(xo, 3R))
has a representative which is Lipschitz continuous in Bd(xo, R) with respect to the metric d, i.e.,
continuing to denote with f such representative, one has f ∈ Γ0,1(Bd(xo, R)). Part (ii) was also
obtained independently in [FSS]. The following result was established in [D].
Theorem 3.10. Let D ⊂ Rn be a bounded open set which is thin at every xo ∈ ∂D. If
φ ∈ Γ0,β(D), for some β ∈ (0, 1), then there exists α ∈ (0, 1), with α = α(D,X, β), such that
sup
x,y∈D,x 6=y
|HDφ (x)−HDφ (y)|
d(x, y)α
< ∞ .
Given a bounded open set D ⊂ Rn, consider the positive Green function G(x, y) = G(y, x)
for L and D, constructed in [B]. For every fixed x ∈ D, one can represent G(x, ·) as follows
(3.7) G(x, ·) = Γ(x, ·) − hx , where hx = HDΓ(x,·) .
Since, by Ho¨rmander’s hypo-ellipticity theorem, Γ(x, ·) ∈ C∞(Rn \ {x}), we conclude that, if
D is thin at every xo ∈ ∂D, then there exists α ∈ (0, 1) such that, for every ǫ > 0, one has
(3.8) G(x, ·) ∈ Γ0,αd (D¯ \B(xo, ǫ)) .
We close this section with recalling an important consequence of the results of Kohn and
Nirenberg [KN1] (see Theorem 4), and of Derridj [De1], [De2], about smoothness in the Dirichlet
problem at non-characteristic points. We recall the following definition.
Definition 3.11. Given a C1 domain D ⊂ Rn, a point xo ∈ ∂D is called characteristic for the
system X = {X1, ...,Xm} if for j = 1, ...,m one has
< Xj(xo),N (xo) > = 0 ,
where N (xo) indicates a normal vector to ∂D at xo. We indicate with Σ = ΣD,X the collection
of all characteristic points. The set Σ is a closed subset of ∂D.
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Theorem 3.12. Let D ⊂ Rn be a C∞ domain which is regular for (1.3). Consider the harmonic
function HDφ , with φ ∈ C∞(∂D). If xo ∈ ∂D is a non-characteristic point for L, then there
exists an open neighborhood V of xo such that H
D
φ ∈ C∞(D ∩ V ).
Remark 3.13. We stress that, as we indicated in the introduction, the conclusion of Theorem
3.12 fails in general at characteristic points. In fact, it fails so completely that even if the
domain D and the boundary datum φ are real analytic, in general the solution of the Dirichlet
problem HDφ may be not better that Ho¨lder continuous up to the boundary, see Theorem 3.10. An
example of such negative phenomenon in the Heisenberg group Hn was constructed by Jerison
in [J1]. The next section is dedicated to it. For a related example concerning the heat equation
see [KN2].
4. The example of D. Jerison
Consider the Heisenberg group (discussed in the introduction) with its left-invariant generators
(1.4) of its Lie algebra. Recall that Hn is equipped with the non-isotropic dilations
δλ(z, t) = (λz, λ
2t) ,
whose infinitesimal generator is given by the vector field
Z =
n∑
i=1
(
xi
∂
∂xi
+ yi
∂
∂yi
)
+ 2
∂
∂t
.
We say that a function u : Hn → R is homogeneous of degree α ∈ R if for every (z, t) ∈ Hn
and every λ > 0 one has
u(δλ(z, t)) = λ
α u(z, t) .
One easily checks that if u ∈ C1(Hn) then u is homogeneous of degree α if and only if
Zu = α u .
We also consider the vector field
(4.1) Θ =
n∑
i=1
(
xi
∂
∂yi
− yi ∂
∂xi
)
,
which is the infinitesimal generator of the one-parameter group of transformations Rθ : H
n →
H
n, θ ∈ R, given by
Rθ(z, t) = (e
iθz, t), z = x+ iy ∈ Cn .
Notice that when n = 1, then in the z-plane Rθ is simply a counterclockwise rotation of angle
θ, and in such case in the standard polar coordinates (r, θ) in C we have
Θ =
∂
∂θ
.
In the sequel we will tacitly identify z = x + iy ≃ (x, y) ∈ R2n, and so |z| =
√
|x|2 + |y|2.
We note explicitly that in the real coordinates (x, y, t) the real part of the Kohn-Spencer sub-
Laplacian (1.5) on Hn is given by
Lo =
2n∑
i=1
X2i = ∆z +
|z|2
4
∂2
∂t2
+
∂
∂t
Θ .
It is easy to see that if u has cylindrical symmetry, i.e., if
u(z, t) = f(|z|, t) ,
then
Θu ≡ 0 .
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Consider the gauge in Hn
N = N(z, t) = (|z|4 + 16t2)1/4 .
The following formula follows from an explicit calculation
(4.2) ψ
def
= |∇HN |2 = |z|
2
N2
, ∆HN =
Q− 1
N
,
where
Q = 2n+ 2
is the so-called homogeneous dimension associated with the non-isotropic dilations {δλ}λ>0. As
a consequence of (4.2), if u = f ◦N for some function f : [0,∞)→ R, then one has the beautiful
formula
(4.3) Lou = ψ
[
f ′′(N) +
Q− 1
N
f ′(N)
]
.
Since f(t) = t2−Q satisfies the ode in the right-hand side of (4.3) one can show that a
fundamental solution of −Lo with pole at the group identity e = (0, 0) ∈ Hn is given by
(4.4) Γ(z, t) =
CQ
N(z, t)Q−2
, (z, t) 6= e ,
where CQ > 0 needs to be appropriately chosen.
The following example due to D. Jerison [J1] shows that, even when the domain and the
boundary data are real analytic, in general the solution to the subelliptic Dirichlet problem
(1.3) may not be any better than Γ0,α near a characteristic boundary point. Consider the
domain
ΩM = {(z, t) ∈ Hn | t > M |z|2} , M ∈ R .
Since ΩM is scale invariant with respect to {δλ}λ>0 we might think of ΩM as the analogue of
a convex cone (M ≥ 0), or a concave cone (M < 0). Introduce the variable
τ = τ(z, t) =
4t
N2
, (z, t) 6= e .
It is clear that τ is homogeneous of degree zero and therefore
Zτ = 0 .
Moreover, with Θ as in (4.1) , one easily checks that
Θτ = 0 .
It is important to observe the level sets {τ = γ} are constituted by the t-axis when γ = 1,
and by the paraboloids
t =
γ
4
√
1− γ2
|z|2 ,
if |γ| < 1. Furthermore, the function τ takes the constant value
τ =
4M√
1 + 16M2
,
on ∂ΩM . We now consider a function of the form
(4.5) v = v(z, t) = Nα u(τ) ,
where the number α > 0 will be appropriately chosen later on. One has the following result
whose verification we leave to the reader.
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Proposition 4.1. For any α > 0 one has
Lov = 4ψNα−2
{
(1− τ2)u′′(τ)− Q
2
τu′(τ) +
α(α +Q− 2)
4
u(τ)
}
= 4ψNα−2
{
(1− τ2)u′′(τ)− (n+ 1)τu′(τ) + α(α + 2n)
4
u(τ)
}
.
Using Proposition 4.1 we can now construct a positive harmonic function in ΩM which vanishes
on the boundary (this function is a Green function with pole at an interior point).
Proposition 4.2. For any α ∈ (0, 1] there exists a number M = M(α) < 0 such that the
nonconvex cone ΩM admits a positive solution of Lov = 0 of the form (4.5) which vanishes on
∂ΩM .
Proof. From Proposition 4.1 we see that if v of the form (4.5) has to solve the equation Lov = 0,
then the function u must be a solution of the Jacobi equation
(4.6) (1− τ2)u′′(τ)− (n+ 1)τu′(τ) + α(α+ 2n)
4
u(τ) = 0 .
As we have observed the level {τ = 1} is degenerate and corresponds to the t-axis {z = 0}.
One solution of (4.6) which is smooth as τ → 1 (remember, the t-axis is inside ΩM and thus
we want our function v to be smooth around the t-axis since by hypoellipticity v has to be in
C∞(ΩM )) is the hypergeometric function
gα(τ) = F
(
−α
2
, n+
α
2
;
n+ 1
2
;
1− τ
2
)
.
When 0 < α < 2 one can varify that
gα(1) = 1 , and that gα(τ)→ −∞ as τ → −1+ .
Therefore, gα has a zero τα. One can check (see Erdelyi, Magnus, Oberhettinger and Tricomi,
vol.1, p.110 (14)), that as α→ 0+, then τα → −1+. We infer that for α > 0 sufficiently close to
0 there exists −1 < τα < 0 such that
gα(τα) = 0 .
If we choose
M = M(α) =
τα√
1− τ2α
< 0 ,
then it is clear that on ∂ΩM we have τ ≡ τα, and therefore the function v of the form (6.10),
with u(τ) = gα(τ), has the property of being harmonic and nonnegative in Ω, and furthermore
on ∂ΩM we have that v = N
αgα(τα) ≡ 0. This completes the proof.

Since α belongs the interval (0, 1), then it is clear that v = Nα(z, t)gα(τ) belongs at most to
the Folland-Stein Ho¨lder class Γ0,α(ΩM ), but is not any better than metrically Ho¨lder in any
neighborhood of e = (0, 0). What produces this negative phenomenon is the fact that the point
e ∈ ∂ΩM is characteristic for ΩM .
5. Subelliptic interior Schauder estimates
In this section we establish some basic interior Schauder type estimates that, besides from
playing an important role in the sequel, also have an obvious independent interest. Such esti-
mates are tailored on the intrinsic geometry of the system X = {X1, ...,Xm}, and are obtained
by means of a family of sub-elliptic mollifiers which were introduced in [CDG1], see also [CDG2].
For convenience, we state the relevant results in terms of the X-balls B(x, r) introduced in Def-
inition 2.2, but we stress that, thanks to (2.8), we could have as well employed the metric balls
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Bd(x, r). Since in this paper our focus is on L-harmonic functions, we do not explicitly treat the
non-homogeneous equation Lu = f with a non-zero right-hand side. Estimates for solutions of
the latter equation can, however, be obtained by relatively simple modifications of the arguments
in the homogeneous case.
The following is the main result in this section.
Theorem 5.1. Let D ⊂ Rn be a bounded open set and suppose that u is harmonic in D. There
exists Ro > 0, depending on D and X, such that for every x ∈ D and 0 < r ≤ Ro for which
B(x, r) ⊂ D, one has for any s ∈ N
|Xj1Xj2 ...Xjsu(x)| ≤
C
rs
max
B(x,r)
|u|,
for some constant C = C(D,X, s) > 0. In the above estimate, for every i = 1, ..., s, the index ji
runs in the set {1, ...,m} .
Remark 5.2. We emphasize that Theorem 5.1 cannot be established similarly to its classi-
cal ancestor for harmonic functions, where one uses the mean-value theorem coupled with the
trivial observation that any derivative of a harmonic function is harmonic. In the present non-
commutative setting, derivatives of harmonic functions are no longer harmonic!
A useful consequence of Theorem 5.1 is the following.
Corollary 5.3. Let D ⊂ Rn be a bounded, open set and suppose that u is a non-negative
harmonic function in D. There exists Ro > 0, depending on D and X, such that for any x ∈ D
and 0 < r ≤ Ro for which B(x, 2r) ⊂ D, one has for any given s ∈ N
|Xj1Xj2 ...Xjsu(x)| ≤
C
rs
u(x),
for some C = C(D,X, s) > 0.
Proof. Since u ≥ 0, we immediately obtain the result from Theorem 5.1 and from the Harnack
inequality (3.4). 
To prove Theorem 5.1, we use the family of sub-elliptic mollifiers introduced in [CDG1], see
also [CDG2]. Choose a nonnegative function f ∈ C∞o (R), with supp f ⊂ [1, 2], and such that∫
R
f(s)ds = 1, and let fR(s) = R
−1f(R−1s). We define the kernel
KR(x, y) = fR
(
1
Γ(x, y)
) |XyΓ(x, y)|2
Γ(x, y)2
.
Given a function u ∈ L1loc(Rn), following [CDG1] we define the subelliptic mollifier of u by
(5.1) JR u(x) =
∫
Rn
u(y) KR(x, y) dy, R > 0.
We note that for any fixed x ∈ Rn,
(5.2) supp KR(x, ·) ⊂ Ω(x, 2R) \ Ω(x,R).
One of the important features of JR u is expressed by the following theorem.
Theorem 5.4. Let D ⊂ Rn be open and suppose that u is harmonic in D. There exists Ro > 0,
depending on D and X, such that for any x ∈ D, and every 0 < R ≤ Ro for which Ω(x, 2R) ⊂ D,
one has
u(x) = JR u(x).
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Proof. Let u and Ω(x,R) be as in the statement of the theorem. We obtain for ψ ∈ C∞(D)
and 0 < t ≤ R, see [CGL],
(5.3) ψ(x) =
∫
∂Ω(x,t)
ψ(y)
|XyΓ(x, y)|2
|DΓ(x, y)| dHn−1(y) +
∫
Ω(x,t)
Lψ(y) [Γ(x, y)− 1
t
]
dy.
Taking ψ = u in (5.3), we find
(5.4) u(x) =
∫
∂Ω(x,t)
u(y)
|XyΓ(x, y)|2
|DΓ(x, y)| dHn−1(y).
We are now going to use (5.4) to complete the proof. The idea is to start from the definition
of JR u(x), and then use Federer co-area formula [Fe]. One finds
JR u(x) =
∫ ∞
0
fR(t)
[∫
∂Ω(x,t)
u(y)
|XyΓ(x, y)|2
|DΓ(x, y)| dHn−1(y)
]
dt.
The previous equality, (5.4), and the fact that
∫
R
fR(s)ds = 1, imply the conclusion.

The essence of our main a priori estimate is contained in the following theorem.
Theorem 5.5. Fix a bounded set U ⊂ Rn. There exists a constant Ro > 0, depending only on
U and on the system X, such that for any u ∈ L1loc(Rn), x ∈ U, 0 < R ≤ Ro, and s ∈ N one has
for some C = C(U,X, s) > 0,
|Xj1Xj2 ...Xjs JR u(x)| ≤
C
R
1
F (x,R)2+s
∫
Ω(x,R)
|u(y)| dy.
Proof. We first consider the case s = 1. From (2.7), and from the support property (5.2) of
KR(x, ·), we can differentiate under the integral sign in (5.1), to obtain
|X JR u(x)| ≤
∫
B(x,2R)
|u(y)| |XxKR(x, y)| dy.
By the definition of KR(x, y) it is easy to recognize that the components of its sub-gradient
XxKR(x, y) are estimated as follows
|Xj KR(x, y)| ≤ C R−2 |XΓ(x, y)|3 Γ(x, y)−4
+ C R−1 Γ(x, y)−2
m∑
k=1
|XjXkΓ(x, y)| |XkΓ(x, y)|
+ C R−1 |XΓ(x, y)|3 Γ(x, y)−3
= I1R(x, y) + I
2
R(x, y) + I
3
R(x, y).
To control the three terms in the right-hand side of the above inequality, we use the size
estimates (2.7), along with the observation that, due to the fact that on the support of KR(x, ·)
one has
1
2R
< Γ(x, y) ≤ 1
R
,
then Theorem 2.3, and (2.9), give for all x ∈ U, 0 < R ≤ Ro, and y ∈ Ω(x, 2R) \ Ω(x,R)
(5.5) C ≤ d(x, y)
F (x,R)
≤ C−1.
Using (2.7), (5.5), one obtains that for i = 1, 2, 3
sup
y∈Ω(x,2R)\Ω(x,R)
|IiR(x, y)| ≤
C
RF (x,R)3
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for any x ∈ U , provided that 0 < R ≤ Ro. This completes the proof in the case s = 1. The
case s ≥ 2 is handled recursively by similar considerations based on Theorem 2.3, and we omit
details. It may be helpful for the interested reader to note that Theorem 2.3 implies
|Xj1Xj2 ...Xjs Γ(x, y)| ≤ C d(x, y)−s Γ(x, y),
so that by (5.5) one obtains
(5.6) sup
y∈Ω(x,2R)\Ω(x,R)
|Xj1Xj2 ...Xjs Γ(x, y)| ≤
C
RF (x,R)s
.

We are finally in a position to prove Theorem 5.1.
Proof of Theorem 5.1. We observe explicitly that the assumption states that with R =
E(x, r)/2, then Ω(x, 2R) = B(x, r) ⊂ D. By Theorem 5.4, and by (5.6), we find
|Xj1Xj2 ...Xjs u(x)| = |Xj1Xj2 ...Xjs(JR u)(x)|
≤ C
RF (x,R)2+s
∫
Ω(x,R)
|u(y)| dy ≤ C |Ω(x,R)|
RF (x,R)2+s
max
Ω(x,R)
|u|.
To complete the proof we only need to observe that Ω(x,R) = B(x, r), and that, thanks to
Theorem 2.3, (2.9), one has
C
rs
≤ |B(x, r)|
RF (x,R)2+s
≤ C
−1
rs
.

Remark 5.6. We observe explicitly that when G is a Carnot group with X1, ...,Xm being a fixed
basis of the horizontal layer of its Lie algebra, then the constant C in Theorem 5.1 and Corollary
5.3 can be taken independent of the open set D.
6. Lipschitz boundary estimates for the Green function
In this section we establish some basic estimates at the boundary for the Green function
associated to a sub-Laplacian, when the relevant domain possesses an appropriate analogue of
the outer tangent sphere condition introduced by Poincare´ in his famous paper [P]. Analyzing
the domain ΩM in Remark 3.13 one recognizes that Jerison’s negative example fails to possess a
tangent outer gauge sphere at its characteristic point. We thus conjectured that by imposing such
condition one should be able to establish the boundedness near the boundary of the horizontal
gradient of the Green function (see for instance [G] for the classical case of elliptic or parabolic
operators). This intuition has proved correct. In their paper [LU1] Lanconelli and Uguzzoni have
proved the boundedness of the Poisson kernel for a domain satisfying the outer sphere condition
in the Heisenberg group, whereas in [CGN2] a similar result was successfully combined with those
in [CG1] to obtain a complete solution of the Dirichlet problem for a large class of domains in
groups of Heisenberg type.
The objective of this section is to generalize the cited results in [LU1] and [CGN2] to the
Poisson kernel associated with an operator of Ho¨rmander type. Namely, if D ⊂ Rn is a
bounded domain satisfying an intrinsic uniform outer sphere condition with respect to a sys-
tem X = {X1, ...,Xm} satisfying (1.1), and having Green function G(x, y) = GD(x, y), if we fix
the singularity at an interior point x1 ∈ D, then the function x → |XG(x1, x)|, which is well
defined for x ∈ D \ {x1}, belongs to L∞ in a neighborhood of ∂D. The exact statements are
contained in Corollaries 6.7 and 6.11.
We emphasize that, in view of Theorem 3.12, the main novelty of this result lies in that we
do allow the boundary point to be characteristic. As it will be clear from the analysis below,
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the passage from the group setting to the case of general sub-Laplacians involves overcoming
various non-trivial obstacles.
Our first task is to obtain a growth estimate at the boundary for harmonic functions which
vanish on a distinguished portion of the latter. We show that any such function grows at most
linearly with respect to the Carnot-Carathe´odory distance associated to the systemX. The proof
of this result ultimately relies on delicate estimates of a suitable barrier whose construction is
inspired to that given by Poincare´ [P], see also [G]. We begin with a lemma which plays a crucial
role in the sequel. The function Γ(x, y) = Γ(y, x) denotes the positive fundamental solution of
the sub-Laplacian associated with the system X, see Section 2.
Lemma 6.1. For any bounded set U ⊂ Rn, there exist Ro, C > 0, depending on U and X, such
that for every xo ∈ U , and x, y ∈ Rn \Bd(xo, r), one has
|Γ(xo, x)− Γ(xo, y)| ≤ C r|Bd(xo, r)|
d(x, y).
Proof. We distinguish two cases: (i) d(x, y) > θr; (ii) d(x, y) ≤ θr. Here, θ ∈ (0, 1) is to be
suitably chosen. Case (i) is easy. Using (2.7) we find
|Γ(xo, x) − Γ(xo, y)| ≤ Γ(xo, x) + Γ(xo, y)
≤ C
[
d(xo, x)
2
|Bd(xo, d(xo, x))| +
d(xo, y)
2
|Bd(xo, d(xo, y))|
]
≤ C
{
1
E(xo, d(xo, x))
+
1
E(xo, d(xo, y))
}
≤ C 1
E(xo, r)
<
C
θ
r
|Bd(xo, r)| d(x, y) .
We next consider case (ii), and let ρ = d(x, y) ≤ θr. Let γ be a sub-unitary curve joining x
to y with length ls(γ) ≤ ρ+ ρ/16. The existence of such a curve is guaranteed by the definition
of d(x, y). Consider the function g(P )
def
= d(x, P ) − d(y, P ). By the continuity of g : {γ} → R,
and by the intermediate value theorem, we can find P ∈ {γ} such that d(x, P ) = d(y, P ). For
such point P , we must have
(6.1) d(x, P ) = d(y, P ) ≤ 3
4
ρ.
If (6.1) were not true, we would in fact have
3
4
ρ +
3
4
ρ < d(x, P ) + d(y, P ) ≤ ls(γ) ≤ ρ + ρ
16
,
which is a contradiction. From (6.1) we conclude that x, y ∈ Bd(P, 3ρ/4). Moreover,
d(P, xo) ≥ d(x, xo) − d(x, P ) ≥ r − 3
4
ρ ≥
(
1− 3
4
θ
)
r.
We claim that
(6.2) Bd(P,
9
4
ρ) ⊂ Rn \ Bd(xo, r/2),
provided that we take θ = 16 . In fact, let z ∈ Bd(P, 94ρ), then
d(z, xo) ≥ d(P, xo)− d(z, P ) ≥
(
1− 3
4
θ
)
r − 9
4
θ r = (1− 3
4
θ − 9
4
θ) r =
r
2
.
This proves (6.2). The above considerations allow to apply Theorem 3.9, which, keeping in
mind that Γ(xo, ·) ∈ C∞(Bd(P, 94ρ)), presently gives
(6.3) |Γ(xo, x) − Γ(xo, y)| ≤ C ρ sup
ξ∈Bd(P,
9
4
ρ)
|XΓ(xo, ξ)| .
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Using (2.7) we obtain for ξ ∈ Bd(P, 94ρ)
|XΓ(xo, ξ)| ≤ C 1
d(xo, ξ) E(xo, d(xo, ξ))
,
where t → E(xo, t) is the function introduced in (2.6). Since by (6.2) we have d(xo, ξ) ≥ r/2,
the latter estimate, combined with the increasingness of E(xo, ·), leads to the conclusion
sup
ξ∈Bd(P,
9
4
ρ)
|XΓ(xo, ξ)| ≤ C 1
rE(xo, r)
.
Inserting this inequality in (6.3), and observing that 1rE(xo,r) ≤ C r|Bd(xo,r)| , we find
|Γ(xo, x) − Γ(xo, y)| ≤ C r|Bd(xo, r)|
d(x, y).
This completes the proof of the lemma.

The following definition plays a crucial role in the subsequent development.
Definition 6.2. A domain D ⊂ Rn is said to possess an outer X-ball tangent at xo ∈ ∂D if
for some r > 0 there exists a X-ball B(x1, r) such that:
(6.4) xo ∈ ∂B(x1, r), B(x1, r) ∩ D = ∅.
We say that D possesses the uniform outer X-ball if one can find Ro > 0 such that for every
xo ∈ ∂D, and any 0 < r < Ro, there exists a X-ball B(x1, r) for which (6.4) holds.
Some comments are in order. First, it should be clear from (2.8) that the existence of an outer
X-ball tangent at xo ∈ ∂D implies that D is thin at xo (the reverse implication is not necessarily
true). Therefore, thanks to Theorem 3.5, xo is regular for the Dirichlet problem. Secondly, when
X = { ∂∂x1 , ..., ∂∂xn }, then the distance d(x, y) is just the ordinary Euclidean distance |x− y|. In
such case, Definition 6.2 coincides with the notion introduced by Poincare´ in his classical paper
[P]. In this setting a X-ball is just a standard Euclidean ball, then every C1,1 domain and every
convex domain possess the uniform outer X-ball condition. When we abandon the Euclidean
setting, the construction of examples is technically much more involved and we discuss them in
the last section of this paper.
We are now ready to state the first key boundary estimate.
Theorem 6.3. Let D ⊂ Rn be a connected open set, and suppose that for some r > 0, D has
an outer X-ball B(x1, r) tangent at xo ∈ ∂D. There exists C > 0, depending only on D and on
X, such that if φ ∈ C(∂D), φ ≡ 0 in B(x1, 2r) ∩ ∂D, then we have for every x ∈ D
|HDφ (x)| ≤ C
d(x, xo)
r
max
∂D
|φ|.
Proof. Without loss of generality we assumemax
∂D
|φ| = 1. Following the idea in [P] we introduce
the function
(6.5) f(x) =
E(x1, r)
−1 − Γ(x1, x)
E(x1, r)−1 − E(x1, 2r)−1 , x ∈ D,
where x→ Γ(x1, x) denotes the positive fundamental solution of L, with singularity at x1, and
t → E(x1, t) is defined as in (2.6). Clearly, f is L-harmonic in Rn \ {x1}. Since Γ(x1, ·) ≤
E(x1, r)
−1 outside B(x1, r), we see that f ≥ 0 in Rn \ B(x1, r), hence in particular in D.
Moreover, f ≡ 1 on ∂B(x1, 2r) ∩D, whereas f ≥ 1 in (Rn \ B(x1, 2r)) ∩D . By Theorem 3.2
we infer
|HDφ (x)| ≤ f(x) for every x ∈ D.
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The proof will be completed if we show that
(6.6) f(x) ≤ C d(x, xo)
r
, for every x ∈ D.
Consider the function h(t) = E(x1, t)
−1. We have for 0 < s < t < Ro,
h(s) − h(t) = (t− s) E
′(x1, τ)
E(x1, τ)2
,
for some s < τ < t . Using the increasingness of the function r → rE(x1, r), which follows from
that of E(x1, ·), and the crucial estimate
C ≤ rE
′(x1, r)
E(x1, r)
≤ C−1,
which is readily obtained from the definition of Λ(x1, r) in (2.2), we find
(6.7) C
t− s
tE(x1, t)
≤ h(s) − h(t) ≤ C−1 t− s
sE(x1, s)
.
Keeping in mind the definition (6.5) of f , from (6.7), and from the fact that E(x1, ·) is
doubling, we obtain
f(x) ≤ C E(x1, r) {Γ(x1, xo) − Γ(x1, x)},
where we have used the hypothesis that xo ∈ ∂B(x1, r). The proof of (6.6) will be achieved if
we show that for x ∈ Rn \B(x1, r)
Γ(x1, xo) − Γ(x1, x) ≤ C d(x, xo) 1
rE(x1, r)
.
In view of (2.8), the latter inequality follows immediately from Lemma 6.1. This completes
the proof.

Let D ⊂ Rn be a domain. Consider the positive Green function G(x, y) associated to L and
D. From Theorem 3.2 and from the estimates (2.7) one easily sees that there exists a positive
constant CD such that for every x, y ∈ D
(6.8) 0 ≤ G(x, y) ≤ CD d(x, y)
2
|Bd(x, d(x, y))|
,
for each x, y ∈ D. Our next task is to obtain more refined estimates for G.
Theorem 6.4. Suppose that D ⊂ Rn satisfy the uniform outer X-ball condition. There exists
a constant C = C(X,D) > 0 such that
G(x, y) ≤ C d(x, y)|Bd(x, d(x, y))| d(y, ∂D)
for each x, y ∈ D, with x 6= y.
Proof. Consider a > 1 as in (2.8), and let R0 be the constant in Definition 6.2 of uniform outer
X-ball condition. The estimate that we want to prove is immediate if one of the points is away
from the boundary. In fact, if either d(y, ∂D) ≥ d(x,y)
a2(3+a)
, or d(y, ∂D) ≥ Ro, then the conclusion
follows from (6.8). We may thus assume that
(6.9) a d(y, ∂D) <
d(x, y)
a(a+ 3)
, and d(y, ∂D) < Ro.
We now choose
r = min
(
d(x, y)
2a(a+ 3)
,
aRo
2
)
.
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One easily verifies from (6.9) that ad(y, ∂D) < 2r. Let xo be the point in ∂D such that
d(y, ∂D) = d(y, xo) and consider the outer X-ball B(x1, r/a) tangent to the boundary of D in
xo. We claim that
y ∈ D ∩B(x1, (a+ 3)r).
To see this observe that by (2.8) xo ∈ B(x1, ra) ⊂ Bd(x1, r), and therefore
d(y, x1) ≤ d(y, xo) + d(xo, x1) = d(y, ∂D) + d(xo, x1) ≤ a+ 2
a
r <
a+ 3
a
r.
This shows y ∈ Bd(x1, a−1(a + 3)r). Another application of (2.8) implies the claim. Next,
the triangle inequality gives
d(x, x1) ≥ d(x, y)− d(x1, y) ≥ d(x, y)− a+ 3
a
r ≥ d(x, y)(1 − 1
2a2
),
and consequently
x ∈ Rn \Bd(x1, (1 − 1
2a2
)d(x, y)).
On the other hand (2.8) implies
R
n \Bd(x1, (1− 1
2a2
)d(x, y)) ⊂ Rn \B(x1, 1
a
(1− 1
2a2
)d(x, y)) ⊂ Rn \B(x1, (a+ 3)r),
the last inclusion being true since a > 1.
We now consider the Perron-Wiener-Brelot solution v to the Dirichlet problem Lv = 0 in
B(x1, (a+ 3)r)∩D, with boundary datum a function φ ∈ C(∂(B(x1, (a+ 3)r) ∩D)), such that
0 ≤ φ ≤ 1, φ = 1 on ∂B(x1, (3 + a)r) ∩ D, and φ = 0 on ∂D ∩ B(x1, (1 + a)r). We observe
in passing that, thanks to the assumptions on D, we can only say that v is continuous up to
the boundary in that portion of ∂(B(x1, (a+ 3)r) ∩D) that is common to ∂D. However such
continuity is not needed to implement Theorem 3.2 and deduce that 0 ≤ v ≤ 1. We observe
that D ∩ B(x1, (a + 3)r) satisfies the outer L-ball condition at the point xo ∈ ∂D. Applying
Theorem 6.3 one infers for every y ∈ D ∩B(x1, (a+ 3)r)
(6.10) |v(y)| ≤ C d(y, ∂D)
r
.
Let CD be as in (6.8) and define w(z) = C
−1
D E(x, βd(x, y))G(x, z), where β = (1− 12a2 − 12a).
Since x /∈ B(x1, (a+3)r), then Lw = 0 in B(x1, (a+3)r)∩D. Observe that if z ∈ ∂B(x1, (a+3)r),
then
d(x, z) ≥ d(x, x1)− d(z, x1) ≥ (1− 1
2a2
)− (a+ 3)r ≥ βd(x, y),
from our choice of r and β. Consequently, in view of the monotonicity of r → E(x, r) and (6.8),
we have that w ≤ C−1D E(x, d(x, z))G(x, z) ≤ 1 on ∂(B(x1, (a+ 3)r) ∩D). By Theorem 3.2 one
concludes that w(y) ≤ v(y) in D ∩ B(x1, (a + 3)r). The estimate of v established above, along
with (2.1), completes the proof.

It was observed in [LU2, Theorem 50] that in a Carnot group, by exploiting the symmetry of
the Green function G(y, x) = G(x, y), one can actually improve the estimate in Theorem 6.4 as
follows
G(x, y) ≤ C d(x, y)−Qd(x, ∂D)d(y, ∂D) , x, y ∈ D , x 6= y ,
where Q represents the homogeneous dimension of the group. An analogous improvement can
be obtained in the more general setting of this paper. To see this, note that the symmetry of G
and the estimate in Theorem 6.4 give for every x, y ∈ D
(6.11) G(y, x) = G(x, y) ≤ C d(x, y)|Bd(x, d(x, y))| d(y, ∂D) ,
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where C > 0 is the constant in the statement of Theorem 6.4. We now argue exactly as in the
case in which (6.9) holds in the proof of Theorem 6.4, except that we now define
w(z) = C−1d(x, ∂D)−1
|Bd(x, d(x, y))|
d(x, y)
G(z, x) , z ∈ B(x1, (a+ 3)r) ∩D .
Using (6.11) instead of (6.8) we reach the conclusion that
w(z) ≤ 1 , for every z ∈ ∂(B(x1, (a+ 3)r) ∩D) .
Since Lw = 0 in B(x1, (a+3)r)∩D, by Theorem 3.2 we conclude as before that w(y) ≤ v(y) in
D ∩B(x1, (a+ 3)r). Combining this estimate with (6.10) we have proved the following result.
Corollary 6.5. Suppose that D ⊂ Rn satisfy the uniform outer X-ball condition. There exists
a constant C = C(X,D) > 0 such that
G(x, y) ≤ C d(x, ∂D)d(y, ∂D)|Bd(x, d(x, y))| ,
for each x, y ∈ D, with x 6= y.
We now turn to estimating the horizontal gradient of the Green function up to the boundary.
The next result plays a central role in the rest of the paper.
Theorem 6.6. Assume the uniform outer X-ball condition for D ⊂ Rn. There exists a constant
C = C(X,D) > 0 such that
|XG(x, y)| ≤ C d(x, y)|Bd(x, d(x, y))|
,
for each x, y ∈ D, with x 6= y.
Proof. Let Ro be as in Definition 6.2. Fix x, y ∈ D and choose 0 < r < Ro such that x /∈
Bd(y, ar) ⊂ D. Applying Corollary 5.3 and (2.8) to G(x, ·) we obtain for every z ∈ B(y, r)
|XG(x, z)| ≤ C
r
G(x, z).
If d(y, ∂D) ≤ 2ad(x, y), we choose r = min
(
d(y,∂D)
2a ,
Ro
2
)
and then the latter inequality implies
the conclusion via Theorem 6.4. If d(y, ∂D) > 2ad(x, y), then keeping in mind that G(x, ·) =
Γ(x, ·) − hx, we use (2.7) to bound |XΓ|, and, with r = min
(
d(y,∂D)
2a ,
Ro
2
)
, we apply Corollary
5.3 and the maximum principle to obtain
|Xhx(y)| ≤ C
r
hx(y) =
C
r
hy(x) ≤ C
r
sup
w∈∂D
Γ(y,w) =
C
r
Γ(y, z)
for some z ∈ ∂D. On the other hand, one has
d(x, y) <
d(y, ∂D)
2a
≤ d(y, z)
2a
so that using (2.7) one more time
Γ(y, z) ≤ C 1
E(y, d(y, z))
≤ C 1
E(y, 2ad(x, y))
≤ C Γ(y, x) ≤ C d(x, y)
2
|Bd(x, d(x, y))|
.
Replacing this inequality in the estimate for |Xhx(y)| we reach the desired conclusion.

Corollary 6.7. If D ⊂ Rn satisfies the uniform outer X-ball condition, then for any xo ∈ D
and every open neighborhood U of ∂D, such that xo /∈ U , one has G(xo, ·) ∈ L1,∞(U). Moreover,
its L1,∞(U) norm depends on D,X and U but it is independent of xo.
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Localizing the hypothesis. It is interesting to note that one can still prove that G(xo, ·) ∈
L1,∞(U) under the weaker hypothesis that the uniform outer X-ball condition be satisfied only
in a neighborhood of the characteristic set of D. In this case, however, the uniform estimates
in xo will be lost. We devote the last part of this section to the proof of this result. Let
Σ = ΣD ⊂ ∂D denote the compact set of all characteristic points.
Definition 6.8. Let D be a C1 domain. We say that D possesses the uniform outer X-ball in
a neighborhood of Σ if for a given choice of an open set V containing Σ, one can find Ro > 0
such that for every Q ∈ V ∩ ∂D and 0 < r < Ro there exists a X-ball B(x1, r) for which (6.4)
holds. More in general, we say that D possesses the uniform outer X-ball along the set V ∩ ∂D
if one can find Ro > 0 such that for every xo ∈ V ∩ ∂D and 0 < r < Ro there exists a X-ball
B(x1, r) for which (6.4) holds.
Our first step consists in proving ”localized” versions of Theorems 6.4 and 6.6.
Theorem 6.9. Let D ⊂ Rn be a domain that is regular for the Dirichlet problem. Let P ∈ ∂D
and assume that for some ǫ > 0 the set D possesses the uniform outer X-ball along Bd(P, 2ǫ) ∩
∂D. There exists a constant C = C(X,D) > 0 such that
G(x, y) ≤ C d(x, y)|Bd(x, d(x, y))| d(y, ∂D)
for each y ∈ Bd(P, ǫ) ∩D, and x ∈ D, with x 6= y.
Proof. The proof follows closely the one of Theorem 6.4 and we will adopt the same notation
as in that proof. Let xo be the point in ∂D closest to y. In order to apply the arguments in
the proof of Theorem 6.4 we need to show that the set D has an outer L-ball B(x1, r/a) at
xo for every 0 < r < R0. Given our hypothesis it suffices to show that xo ∈ Bd(P, 2ǫ) ∩ ∂D.
Observe that d(y, xo) ≤ d(y, P ) < ǫ, and consequently d(P, xo) < 2ǫ. Since D has an outer
X-ball B(x1, r/a) at xo for every 0 < r < R0, then so does the subset B(x1, (a+ 3)r) ∩D. The
rest of the proof is a word by word repetition of the one for Theorem 6.4.

Theorem 6.10. Let D ⊂ Rn be a domain that is regular for the Dirichlet problem. Let P ∈ ∂D
and assume that for some ǫ > 0 the set D possesses the uniform outer X-ball along Bd(P, 2ǫ) ∩
∂D. There exists a constant C = C(X,D) > 0 such that
|XG(x, y)| ≤ C d(x, y)|Bd(x, d(x, y))|
,
for each y ∈ Bd(P, 12ǫ) ∩D, and x ∈ D, with x 6= y.
Proof. In the proof of Theorem 6.6 there is only one point where the outer X-ball condition is
used. Consider y ∈ Bd(P, 12ǫ)∩D and assume that d(y, ∂D) ≤ d(x, y). Choose 2r = d(y,∂D)a and
observe that if z ∈ B(y, r) then d(z, y) < ar ≤ ǫ/2. Consequently d(z, P ) ≤ d(z, y)+d(y, P ) ≤ ǫ,
and we can apply Theorem 6.9 to the function G(x, z) concluding the proof in the same way as
before.

Corollary 6.11. Let D ⊂ Rn be a C∞ domain. If D satisfies the uniform outer X-ball condition
in a neighborhood V of Σ, then for any xo ∈ D and every open neighborhood U of ∂D, such that
xo /∈ U , one has ||G(xo, ·)||L1,∞(U) ≤ C(xo,D, V, U,X).
Proof. Observe that D is regular for the Dirichlet problem. The regularity away from the
characteristic set follows by Theorem 3.12 and the regularity in a neighborhood of Σ is a con-
sequence of the uniform outer X-ball condition and of the cited results in [Ci],[D], [NS] and
[CDG3]. Denote by V the neighborhood of Σ where the uniform outer X-ball condition holds.
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In view of the compactness of Σ, we have that W =
⋃
P∈ΣB(P, 2ǫ) ⊂ V , for some ǫ > 0. We
will consider also the set A =
⋃
P∈ΣB(P,
1
2ǫ) ⊂ W . In view of Theorem 3.12, we have that
G(xo, ·) ∈ C∞(D¯ \ {A ∪ {x0}}). In particular, G(xo, ·) is smooth in U \ A. This implies the
estimate ||G(xo, ·)||L1,∞(U\A) ≤ C0 = C0(xo,D, V,X). To complete the proof of the corollary we
consider y ∈ A and observe that there must be a P ∈ Σ such that y ∈ B(P, 12ǫ). Denote by Q the
homogeneous dimension associated to the system X in a neighborhood of D. In view of Theorem
6.10 we have that |XG(xo, y)| ≤ Cd(y, xo)1−Q ≤ C1, with C1 depending only on X,D and U .
At this point we choose C(xo,D, V, U,X) = min{C0, C1}, and the proof is concluded. 
7. The subelliptic Poisson kernel and a representation formula for L-harmonic
functions
In this section we establish a basic Poisson type representation formula for smooth domains
that satisfy the outer X-ball condition in a neighborhood of the characteristic set. This results
generalizes an analogous representation formula for the Heisenberg group Hn obtained by Lan-
conelli and Uguzzoni in [LU1] and extended in [CGN2] to groups of Heisenberg type. Consider
a domain D which is regular for the Dirichlet problem. For a fixed point xo ∈ D we respectively
denote by Γ(x) = Γ(x, xo) and G(x) = G(x, xo), the fundamental solution of L, and the Green
function for D and L with pole at xo. Recall that G(x) = Γ(x) − h(x), where h is the unique
L-harmonic function with boundary values Γ. We also note that due to the assumption that
D be regular, G,h are continuous in any relatively compact subdomain of D \ {xo}. We next
consider a C∞ domain Ω ⊂ Ω ⊂ D containing the point xo. For any u, v ∈ C∞(D) we obtain
from the divergence theorem
(7.1)
∫
Ω
[u Lv − v Lu] dx =
m∑
j=1
∫
∂Ω
[v Xju− u Xjv] < Xj,ν > dσ ,
where ν denotes the outer unit normal and dσ the surface measure on ∂Ω. By Ho¨rmander’s
hypoellipticity theorem [H] the function x → Γ(xo, x) is in C∞(D \ {xo}). By Sard’s theorem
there exists a sequence sk ր ∞ such that the sets {x ∈ Rn | Γ(xo, x) = sk} are C∞ manifolds.
Since by (2.7) the fundamental solution has a singularity at xo, we can assume without restriction
that such manifolds are strictly contained in Ω. Set ǫk = F (xo, s
−1
k ), where F (xo, ·) is the inverse
function of E(xo, ·) introduced in section two. The sets B(ǫk) = B(xo, ǫk) ⊂ B(xo, ǫk) ⊂ Ω are
a sequence of smooth X-balls shrinking to the point xo. We note explicitly that the outer unit
normal on ∂B(ǫk) is ν = − DΓ(·,xo)|DΓ(·,xo)| .
Applying (7.1) with v(x) = G(x), and Ω replaced by Ωǫk = Ω \B(ǫk), where one has LG = 0,
we find ∫
Ωǫk
G Lu dx =
m∑
j=1
∫
∂Ω
[u XjG−G Xju] < Xj,ν > dσ
+
m∑
j=1
∫
∂B(ǫk)
[G Xju− u XjG] < Xj,ν > dσ .
Again the divergence theorem gives
(7.2)
∫
B(ǫk)
Lu dx = −
m∑
j=1
∫
∂B(ǫk)
Xju < Xj,ν > dσ .
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Using (7.2), and the fact that G = Γ− h, we find
m∑
j=1
∫
∂B(ǫk)
[G Xju− u XjG] < Xj,ν > dσ(7.3)
=
1
E(xo, ǫk)
m∑
j=1
∫
∂B(ǫk)
Xju < Xj ,ν > dσ −
m∑
j=1
∫
∂B(ǫk)
h Xju < Xj ,ν > dσ
−
m∑
j=1
∫
∂B(ǫk)
u XjΓ < Xj ,ν > dσ +
m∑
j=1
∫
∂B(ǫk)
u Xjh < Xj ,ν > dσ
= − 1
E(xo, ǫk)
∫
B(ǫk)
Lu dx +
∫
∂B(ǫk)
u
|XΓ|2
|DΓ| dσ
+
m∑
j=1
∫
∂B(ǫk)
u Xjh < Xj,ν > dσ −
m∑
j=1
∫
∂B(ǫk)
h Xju < Xj ,ν > dσ .
Using (5.3) we find∫
∂B(ǫk)
u
|XΓ|2
|DΓ| dσ = u(xo) −
∫
B(ǫk)
Lu
[
Γ− 1
E(xo, ǫk)
]
dx .
Keeping in mind that u, h ∈ C∞(Ω), from the estimates (2.7) and the fact that
|B(ǫk)|
E(xo, ǫk)
≤ C ǫ2k,
letting k →∞, so that ǫk → 0, we conclude from (7.2), (7.3),
(7.4) u(xo) =
m∑
j=1
∫
∂Ω
[G Xju− u XjG] < Xj,ν > dσ +
∫
Ω
G Lu dx .
To summarize what we have found we introduce the following definition.
Definition 7.1. Given a bounded open set Ω ⊂ Ω ⊂ Rn of class C1, at every point y ∈ ∂Ω we
let
N
X(y) = (< ν(y),X1(y) >, ..., < ν(y),Xm(y) >) ,
where ν(y) is the outer unit normal to Ω in y. We also set
W (y) = |NX(y)| =
√√√√ m∑
j=1
< ν(y),Xj(y) >2 .
If y ∈ ∂Ω \Σ, we set
ν
X(y) =
N
X(y)
|NX(y)| .
One has |νX(y)| = 1 for every y ∈ ∂D \ Σ.
We note explicitly from Definitions 3.11 and 7.1 that one has for the characteristic set Σ of Ω
Σ = {y ∈ ∂Ω | W (y) = 0} .
Using the quantities introduced in this definition we can express (7.4) in the following sug-
gestive way.
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Proposition 7.2. Let D ⊂ Rn be a bounded open set with (positive) Green function G of the
sub-Laplacian (1.2) and consider a C2 domain Ω ⊂ Ω ⊂ D. For any u ∈ C∞(D) and every
x ∈ Ω one has
u(x) =
∫
∂Ω
G(x, y) < Xu(y),NX(y) > dσ(y) −
∫
∂Ω
u(y) < XG(x, y),NX(y) > dσ(y)
+
∫
Ω
G(x, y) Lu(y) dy .
If moreover Lu=0 in D, then
u(x) =
∫
∂Ω
G(x, y) < Xu(y),NX(y) > dσ(y) −
∫
∂Ω
u(y) < XG(x, y),NX(y) > dσ(y) .
In particular, the latter equality gives for every x ∈ Ω∫
∂Ω
< XG(x, y),NX(y) > dσ(y) = − 1 .
Remark 7.3. If u ∈ C∞(D), then we can weaken the hypothesis on Ω and require only Ω ⊂ D
rather than Ω ⊂ D.
We consider next a C∞ domain D ⊂ Rn satisfying the uniform outer X-ball condition in a
neighborhood of Σ. Our purpose is to pass from the interior representation formula in Proposi-
tion 7.2 to one on the boundary of ∂D. The presence of characteristic points becomes important
now. The following result due to Derridj [De1, Theorem 1 ] will be important in the sequel.
Theorem 7.4. Let D ⊂ Rn be a C∞ domain. If Σ denotes its characteristic set, then σ(Σ) = 0.
We now define two functions on D × (∂D \ Σ) which play a central role in the results of
this paper. They constitutes subelliptic versions of the Poisson kernel from classical potential
theory. The former function P (x, y) is the Poisson kernel for D and the sub-Laplacian (1.2)
with respect to surface measure σ. The latter K(x, y) is instead the Poisson kernel with respect
to the perimeter measure σX . This comment will be clear after we prove Theorem 7.10 below.
Definition 7.5 (Subelliptic Poisson kernels). With the notation of Definition 7.1, for every
(x, y) ∈ D × (∂D \Σ) we let
(7.5) P (x, y) = − < XG(x, y),NX(y) > .
We also define
(7.6) K(x, y) =
P (x, y)
W (y)
= − < XG(x, y),νX(y) > .
We extend the definition of P and K to all D × ∂D by letting P (x, y) = K(x, y) = 0 for any
x ∈ D and y ∈ Σ. According to Theorem 7.4 the extended functions coincide σ-a.e. with the
kernels in (7.5), (7.6).
It is important to note that if we fix x ∈ D, then in view of Theorem 3.12 the functions y →
P (x, y) and y → K(x, y) are C∞ up to ∂D\Σ. The following estimates, which follow immediately
from (7.5) and (7.6), will play an important role in the sequel. For (x, y) ∈ D × (∂D \ Σ) we
have
(7.7) P (x, y) ≤ W (y) |XG(x, y)| , K(x, y) ≤ |XG(x, y)| .
We now introduce a new measure on ∂D by letting
(7.8) dσX = W dσ .
We observe that since we are assuming that D ∈ C∞ the density W is smooth and bounded
on ∂D and therefore (7.8) implies that dσX ≪ dσ. In view of this observation Theorem 7.4
implies that also σX(Σ) = 0.
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Remark 7.6. We mention explicitly that the measure dσX in (7.8) is the X-perimeter measure
PX(D; ·) (following De Giorgi) concentrated on ∂D. To explain this point we recall that for any
open set Ω ⊂ Rn
(7.9) PX(D; Ω) = V arX(χD; Ω) ,
where V arX indicates the sub-Riemannian X-variation introduced in [CDG2] and also developed
in [GN1]. Given a bounded C2 domain D ⊂ Rn one obtains from [CDG2] that
(7.10) PX(D; Ω) =
∫
∂D∩Ω
W dσ .
From (7.10) one concludes that for every y ∈ ∂D and every r > 0
(7.11) σX(∂D ∩Bd(y, r)) = PX(D;Bd(y, r)) ,
which explains the remark. The measure σX = PX(D; ·) on ∂D plays a pervasive role in the
analysis and geometry of sub-Riemannian spaces, and its intrinsic properties have many deep
implications both in subelliptic pde’s and in geometric measure theory. For an account of some
of these aspects we refer the reader to [DGN2].
Proposition 7.7. Let D ⊂ Rn be a bounded C∞ domain satisfying the uniform outer X-ball
condition in a neighborhood of its characteristic set Σ. For every x ∈ D we have∫
∂D
P (x, y)dσ(y) = 1 =
∫
∂D
K(x, y)dσX (y) .
Proof. We fix x ∈ D and recall that Σ is a compact set. In view of Theorem 7.4 we can choose
an exhaustion of D with a family of C∞ connected open sets Ωk ⊂ Ωk ⊂ D, with Ωk ր D as
k →∞, such that ∂Ωk = Γ1k ∪ Γ2k, with Γ1k ⊂ ∂D \Σ, Γ1k ր ∂D, σ(Γ2k)→ 0. By Proposition 7.2
(and the remark following it) we obtain for every k ∈ N
− 1 =
∫
∂Ωk
< XG(x, y),NX(y) > dσ(y)(7.12)
=
∫
∂Γ1
k
< XG(x, y),NX(y) > dσ(y) +
∫
∂Γ2
k
< XG(x, y),NX(y) > dσ(y) .
We now pass to the limit as k → ∞ in the above integrals. Using Corollary 6.11 and
σ(Γ2k)→ 0, we infer that
lim
k→∞
∫
∂Γ2
k
< XG(x, y),NX(y) > dσ(y) = 0 .
Theorem 3.12, Corollary 6.11, and the fact that Γ1k ր ∂D, allow to use dominated convergence
and obtain
lim
k→∞
∫
∂Γ1
k
< XG(x, y),NX(y) > dσ(y) =
∫
∂D
< XG(x, y),NX(y) > dσ(y) .
In conclusion, we have found
− 1 =
∫
∂D
< XG(x, y),NX(y) > dσ(y) ,
which, in view of (7.5), proves the first identity. To establish the second identity we return to
(7.12), which in view of (7.6), (7.8) we can rewrite as follows
1 = −
∫
∂Γ1
k
< XG(x, y),νX(y) > dσX(y) −
∫
∂Γ2
k
< XG(x, y),NX(y) > dσ(y)
=
∫
∂Γ1
k
K(x, y) dσX(y) −
∫
∂Γ2
k
< XG(x, y),NX(y) > dσ(y) .
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Since as we have observed dσX ≪ dσ, in view of the second estimate K(x, y) ≤ |XG(x, y)| in
(7.7), we can again use Theorem 3.12, Corollary 6.11 and dominated convergence (with respect
to σX) to conclude that
lim
k→∞
∫
∂Γ1
k
K(x, y) dσX(y) =
∫
∂D
K(x, y) dσX(y) .
This completes the proof.

Theorem 7.8. Let D satisfy the assumptions in Proposition 7.7. If φ ∈ C∞(∂D) assumes
a single constant value in a neighborhood of Σ, then HDφ ∈ L1,∞(D). Furthermore, if for
φ ∈ C(∂D) we have HDφ ∈ L1,∞(D), then
HDφ (x) =
∫
∂D
P (x, y) φ(y) dσ(y) =
∫
∂D
K(x, y) φ(y) dσX(y) , x ∈ D .
Proof. We start with the proof of the regularity result. Let φ be as in the first part of the
statement. We mention explicitly that, by definition, φ is C∞ in a neighborhood of ∂D. Denote
by U a neighborhood of Σ in which the function φ is constant and along which the domain D
satisfies the uniform outer X-ball condition. As in the proof of Corollary 6.11, we can assume
that U =
⋃
P∈ΣBd(P, ǫ), for some ǫ = ǫ(U,X) > 0. If we denote by R0 the constant involved in
the definition of the uniform outerX-ball (see Definition 6.8), then we can always select a smaller
constant so that ǫ = 2aR0 (here a > 1 is the constant from (2.8)). In view of Proposition 7.7 we
can assume without loss of generality that φ vanishes in a neighborhood of Σ and max
∂D
|φ| = 1.
We want to show that the horizontal gradient ofHDφ is in L
∞ in such neighborhood. By Theorem
3.12 the conclusion HDφ ∈ L1,∞(D) will follow. Fix xo ∈ Σ, and 0 < r < Ro, where Ro is as in
Definition 6.2. Theorem 6.3 implies
(7.13) |HDφ (y)| ≤ C
d(y, xo)
r
for every y ∈ D. Let now x ∈ B(xo, r/2)∩D and consider the metric ball Bd(x, a−1τ) ⊂ B(x, τ),
see (2.8), where τ = d(x,∂D)4 . Corollary 5.3 implies
(7.14) |XHDφ (x)| ≤
C
d(x, ∂D)
HDφ (x).
Pick P ∈ ∂D such that d(x, P ) = d(x, ∂D). Observe that d(P,Σ) ≤ d(P, xo) ≤ d(P, x) +
d(x, xo) ≤ 2d(x, xo) ≤ aR0 = ǫ/2. In particular we can apply once more Theorem 6.3, and
obtain (7.13) with P in place of xo. Arguing in this way we find
HDφ (x) ≤ C
d(x, P )
r
= C
d(x, ∂D)
r
.
The latter inequality and (7.14) imply
|XHDφ (x)| ≤
C
r
.
This proves that |XHDφ | ∈ L∞(B(xo, r/2)∩D). To establish the second part of the theorem,
we take a function φ ∈ C(∂D) for which HDφ ∈ L1,∞(D). We fix x ∈ D and consider the
sequence of C∞ domains Ωk as in the proof of Proposition 7.7. Proposition 7.2 gives
(7.15)
HDφ (x) =
∫
∂Ωk
G(x, y) < X(HDφ )(y),N
X(y) > dσ(y)−
∫
∂Ωk
HDφ (y) < XG(x, y),N
X(y) > dσ(y) .
At this point the conclusion follows along the lines of the proof of Proposition 7.7.

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Proposition 7.9. Let D be a C∞ domain. i) If D satisfies the uniform outer X-ball condition
in a neighborhood of Σ, then P (x, y) ≥ 0 and K(x, y) ≥ 0 for each (x, y) ∈ D × ∂D; ii) If D
satisfies the uniform outer X-ball condition, then there exists a constant CD > 0 such that for
(x, y) ∈ D × ∂D
0 ≤ P (x, y) ≤ CD W (y) d(x, y)|Bd(x, d(x, y))|
, 0 ≤ K(x, y) ≤ CD d(x, y)|Bd(x, d(x, y))|
.
In particular, if we fix x ∈ D, then for any open set U containing ∂D, such that x /∈ U , one has
K(x, ·) ∈ L∞(D ∩ U).
Proof. We start with the proof of part (i). We argue by contradiction. If for some x ∈ D and
xo ∈ ∂D we had P (x, xo) = α < 0, then xo /∈ Σ. By Theorem 3.12 there exists a sufficiently
small r > 0 such that P (x, x′) ≤ α/2 for every x′ ∈ B(xo, 2r) ∩ ∂D. We can also assume that
d(xo,Σ) > 2r. We now choose φ ∈ C∞(∂D) such that 0 ≤ φ ≤ 1, φ ≡ 1 on B(xo, r) ∩ ∂D and
φ ≡ 0 outside B(xo, 3r/2) ∩ ∂D. Theorem 3.2 implies HDφ ≥ 0 in D. By the Harnack inequality
we must have HDφ (x) > 0. On the other hand, Theorem 7.8 gives
HDφ (x) ≤
α
2
∫
B(xo,3r/2)∩∂D
φ(y) dσ(y) ≤ 0 ,
which gives a contradiction. The proof of part (ii) is an immediate consequence of (7.7) and of
Theorem 6.6. The estimate for K(x, y) follows from (7.6) and from the one for P (x, y).

We now fix x ∈ D. For every σ-measurable E ⊂ ∂D we set
νx(E) =
∫
E
K(x, y) dσX(y) .
According to Proposition 7.9, dνx defines a Borel measure on ∂D. Using Theorems 7.4 and
7.8 we can now establish the main result of this section.
Theorem 7.10. Let D ⊂ Rn be a C∞ domain possessing the uniform outer X-ball condition in
a neighborhood of the characteristic set Σ. For every x ∈ D, we have ωx = νx, i.e., for every
φ ∈ C(∂D) one has
HDφ (x) =
∫
∂D
φ(y) K(x, y) dσX(y) =
∫
∂D
φ(y) P (x, y) dσ(y) , x ∈ D .
In particular, dωx is absolutely continuous with respect to dσX and dσ, and for every (x, y) ∈
D × ∂D one has
(7.16)
dωx
dσX
(y) = K(x, y),
dωx
dσ
(y) = P (x, y) .
Proof. We begin with proving (7.16). Let F ⊂ ∂D be a Borel set. If F = ∂D then the result
follows from Proposition 7.7. We now consider the case when the inclusion F ⊂ ∂D is strict.
Choose ǫ > 0. Since both K(x, y) and W (y) are bounded, there exists open sets Eǫ, Fǫ ⊂ ∂D
such that F ⊂ Fǫ ⊂ F ǫ ⊂ Eǫ, and νx(Eǫ \ F ) < ǫ/2. Theorem 7.4 guarantees the existence of
open sets Σǫ, Uǫ such that Σ ⊂ Σǫ ⊂ Σǫ ⊂ Uǫ and νx(Uǫ) < ǫ/2. We now choose a function
φ ∈ C∞o (∂D) and 0 ≤ φ ≤ 1 with φ ≡ 1 on Uǫ and νx(supp φ) < 34ǫ. We have
ωx(Uǫ) =
∫
Uǫ
dωx(y) ≤
∫
∂D
φ(y) dωx(y) = HDφ (x)(7.17)
(by Theorem 7.8) =
∫
∂D
φ(y)K(x, y)dσX (y) ≤ νx(supp φ) < 3
4
ǫ .
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Let now ψo, ψ1 ∈ C∞o (∂D) such that 0 ≤ ψo, ψ1 ≤ 1 and
ψo ≡ 1 in ∂D \ Uǫ, ψo ≡ 0 in Σǫ,
ψ1 ≡ 1 in F, ψ1 ≡ 0 in ∂D \ Eǫ .
One has
ωx(F ) ≤ ωx(Uǫ) + ωx(F \ Uǫ) (by (7.17) )
≤ 3
4
ǫ+
∫
∂D
ψo(y)ψ1(y) dω
x(y)
=
3
4
ǫ+HDψoψ1(x) (by Theorem 7.8)
=
3
4
ǫ+
∫
∂D
ψo(y)ψ1(y)K(x, y) dσX(y) ≤ 3
4
ǫ+ νx(Eǫ)
=
3
4
ǫ+ νx(F ) + νx(Eǫ \ F ) < νx(F ) + 7
4
ǫ .
Since ǫ > 0 is arbitrary, we infer that ωx(F ) ≤ νx(F ). If we repeat the same argument with
Eǫ \ F playing the role of the set F , we can prove ωx(Eǫ \ F ) ≤ νx(Eǫ \ F ). This allows to
exchange the role of ωx and νx in the computations above and conclude νx(F ) ≤ ωx(F ).
To complete the proof of the theorem we now use (7.16). From the definition of harmonic
measure we know that for each φ ∈ C(∂D) and x ∈ D we have
(7.18) HDφ (x) =
∫
∂D
φ(y)dωx(y).
On the other hand (7.16) yields dωx(y) = K(x, y)dσX (y). If we substitute the latter in (7.18)
we reach the conclusion.

8. Reverse Ho¨lder inequalities for the Poisson kernel
This section is devoted to proving the main results of this paper, namely Theorems 1.3, 1.4,
1.5 and 1.6. In the course of the proofs we will need some basic results about NTAX domains
from the paper [CG1]. We begin by recalling the relevant definitions.
Definition 8.1. We say that a connected, bounded open set D ⊂ Rn is a non-tangentially
accessible domain with respect to the system X = {X1, ...,Xm} (NTAX domain, hereafter) if
there exist M , ro > 0 for which:
(i) (Interior corkscrew condition) For any xo ∈ ∂D and r ≤ ro there exists Ar(xo) ∈ D such
that rM < d(Ar(xo), xo) ≤ r and d(Ar(xo), ∂D) > rM . (This implies that Bd(Ar(xo), r2M )
is (3M,X)-nontangential.)
(ii) (Exterior corkscrew condition) Dc = Rn \D satisfies property (i).
(iii) (Harnack chain condition) There exists C(M) > 0 such that for any ǫ > 0 and x, y ∈ D
such that d(x, ∂D) > ǫ, d(y, ∂D) > ǫ, and d(x, y) < Cǫ, there exists a Harnack chain
joining x to y whose length depends on C but not on ǫ.
We note the following lemma which will prove useful in the sequel and which follows directly
from Definition 8.1.
Lemma 8.2. Let D ⊂ Rn be NTAX domain, then there exist constants C,R1 depending on the
NTAX parameters of D such that for every y ∈ ∂D and every 0 < r < R1 one has
C |Bd(y, r)| ≤ min{|D ∩Bd(y, r)|, |Dc ∩Bd(y, r)|} ≤ C−1 |Bd(y, r)| .
In particular, every NTAX domain has positive density at every boundary point and therefore
it is regular for the Dirichlet problem (see Definition 3.6, Proposition 3.7, and Theorem 3.5).
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In the sequel, for y ∈ ∂D and r > 0 we denote by
∆(y, r) = ∂D ∩ Bd(y, r)
the surface metric ball centered at y with radius r. We next prove a basic non-degeneracy
property of the horizontal perimeter measure dσX in (7.8).
Theorem 8.3. Let D ⊂ Rn be a NTAX domain of class C2, then there exist C∗, R1 > 0
depending on D, X and on the NTAX parameters of D such that for every y ∈ ∂D and every
0 < r < R1
σX(∆(y, r)) ≥ C∗ |Bd(y, r)|
r
.
In particular, σX is lower 1-Ahlfors according to [DGN2] and σX(∆(y, r)) > 0.
Proof. According to (I) in Theorem 1.15 in [GN1] every metric ball Bd(y, r) is a PSX (Poincare´-
Sobolev) domain with respect to the system X. We can thus apply the isoperimetric inequality
Theorem 1.18 in [GN1] to infer the existence of R1 > 0 such that for every y ∈ ∂D and every
0 < r < R1
min{|D ∩Bd(y, r)|, |Dc ∩Bd(y, r)|}
Q−1
Q ≤ Ciso diam Bd(y, r)
|Bd(y, r)|
1
Q
PX(D;Bd(y, r)) ,
where Q is the homogeneous dimension of a fixed bounded set U containing D. On the other
hand, every NTAX domain is a PSX domain. We can thus combine the latter inequality with
(7.11) and Lemma 8.2 to finally obtain
σX(∆(y, r)) ≥ C∗ |Bd(y, r)|
r
.
This proves the theorem.

Corollary 8.4. Let D ⊂ Rn be a NTAX domain of class C2 satisfying the upper 1-Ahlfors
assumption in iv) of Definition 1.1. Then the measure σX is 1-Ahlfors, in the sense that there
exist A˜, R1 > 0 depending on the NTAX parameters of D and on A > 0 in iv), such that for
every y ∈ ∂D, and every 0 < r < R1, one has
(8.1) A˜
|Bd(y, r)|
r
≤ σX(∆(y, r)) ≤ A˜−1 |Bd(y, r)|
r
.
In particular, the measure σX is doubling, i.e., there exists C > 0 depending on A˜ and on the
constant C1 in (2.5), such that
(8.2) σX(∆(y, 2r)) ≤ C σX(∆(y, r)) .
for every y ∈ ∂D and 0 < r < R1.
Proof. According to Theorem 8.3 the measure σX is lower 1-Ahlfors. Since by iv) of Definition
1.1 it is also upper 1-Ahlfors, the conclusion (8.1) follows. From the latter and the doubling
condition (2.5) for the metric balls, we reach the desired conclusion (8.2).

The following results from [CG1] play a fundamental role in this paper.
Theorem 8.5. Let D ⊂ Rn be a NTAX domain with relative parameters M, ro. There exists a
constant C > 0, depending only on X and on the NTAX parameters of D, M and ro, such that
for every xo ∈ ∂D one has
ωAr(xo)(∆(xo, r)) ≥ C .
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Theorem 8.6 (Doubling condition for L-harmonic measure). Consider a NTAX domain D ⊂
R
n with relative parameters M, ro. Let xo ∈ ∂D and r ≤ ro. There exist C > 0, depending on
X,M and ro, such that
ωx(∆(xo, 2r)) ≤ Cωx(∆(xo, r))
for any x ∈ D \Bd(xo,Mr).
Theorem 8.7 (Comparison theorem). Let D ⊂ Rn be a X−NTA domain with relative param-
eters M, ro. Let xo ∈ ∂D and 0 < r < roM . If u, v are L-harmonic functions in D, which vanish
continuously on ∂D \∆(xo, 2r), then for every x ∈ D \Bd(xo,Mr) one has
C
u(Ar(xo))
v(Ar(xo))
≤ u(x)
v(x)
≤ C−1 u(Ar(xo))
v(Ar(xo))
for some constant C > 0 depending only on X,M and ro.
For any y ∈ ∂Ω and α > 0 a nontangential region at y is defined by
Γα(y) = {x ∈ Ω | d(x, y) ≤ (1 + α)d(x, ∂Ω)} .
Given a function u the α-nontangential maximal function of u at y ∈ ∂D is defined by
Nα(u)(y) = sup
x∈Γα(y)
|u(x)| .
Theorem 8.8. Let D ⊂ Rn be a NTAX domain. Given a point x1 ∈ D, let f ∈ L1(∂D, dωx1)
and define
u(x) =
∫
∂D
f(y)dωx(y), x ∈ D .
Then, u is L-harmonic in D, and:
(i) Nα(u)(y) ≤ CMωx1 (f)(y), y ∈ ∂D;
(ii) u converges non-tangentially a.e. (dωx1) to f .
Theorem 8.7 has the following important consequence.
Theorem 8.9. Let D ⊂ Rn be a ADPX domain, and let K(·, ·) be the Poisson Kernel defined in
(7.6). There exists r1 > 0, depending on M and ro , and a constant C = C(X,M, ro, Ro) > 0,
such that given xo ∈ ∂D, for every x ∈ D \ Bd(xo,Mr) and every 0 < r < r1 one can find
Exo,x,r ⊂ ∆(xo, r), with σX(Exo,x,r) = 0, for which
K(x, y) ≤ C K(Ar(xo), y) ωx(∆(xo, r))
for every y ∈ ∆(xo, r) \ Exo,x,r.
Proof. Let xo ∈ ∂D. For each y ∈ ∆(xo, r) and 0 < s < r/2 set
u(x) = ωx(∆(y, s)), v(x) = ωx(∆(xo, r/2)) .
The functions u and v are L-harmonic in D and vanish continuously on ∂D \ ∆(xo, 2r).
Theorem 8.7 gives
(8.3)
ωx(∆(y, s))
ωx(∆(xo, r/2))
≤ C ω
Ar(xo)(∆(y, s))
ωAr(xo)(∆(xo, r/2))
for every x ∈ D \B(xo,Mr). Applying (8.3) we thus find
(8.4)
ωx(∆(y, s))
ωx(∆(xo, r/2))
≤ C ω
Ar(xo)(∆(y, s))
ωAr(xo)(∆(xo, r/2))
.
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Upon dividing by σX(∆(y, s)) in (8.4) (observe that in view of Theorem 8.3 the σX measure
of any surface ball ∆(y, s) is strictly positive), one concludes
(8.5)
ωx(∆(y, s))
σX(∆(y, s))
≤ C ω
Ar(xo)(∆(y, s))
σX(∆(y, s))
ωx(∆(xo, r/2))
ωAr(xo)(∆(xo, r/2))
.
Using Theorem 8.5 in the right-hand side of (8.5) we conclude
(8.6)
ωx(∆(y, s))
σX(∆(y, s))
≤ C ω
Ar(xo)(∆(y, s))
σX(∆(y, s))
ωx(∆(xo, r)) .
We now observe that (8.2) in Corollary 8.4 allows to obtain a Vitali covering theorem and
differentiate the measure ωx with respect to the horizontal perimeter measure σX . This means
that for σX -a.e. y ∈ ∆(xo, r) the limit lim
s→0
ωx(∆(y,s))
σX(∆(y,s))
exists and equals dω
x
dσX
(y). This being said,
passing to the limit as s→ 0+ in (8.6) we obtain for σX-a.e. y ∈ ∆(xo, r)
dωx
dσX
(y) ≤ C dω
Ar(xo)
dσX
(y) ωx(∆(xo, r)) .
Since by (7.16) in Theorem 7.10 we know that dω
x
dσX
(y) = K(x, y), dω
Ar(xo)
dσX
(y) = K(Ar(xo), y),
we have reached the desired conclusion. We observe in passing that the exceptional set here
depends on x and on Ar(xo), but this fact will be inconsequential to us since we plan to integrate
with respect to σX the above inequality on the surface ball ∆(xo, r).

We now turn to the
Proof of Theorem 1.3. We fix p > 1, xo ∈ ∂D and x1 ∈ D. Let R1 be the minimum of the
constants appearing in Definitions 6.2, 8.1, and in Theorem 8.9. Moreover, the constant R1
should be chosen so small that d(x1, xo) > MR1. Let 0 < r < R1. If Ar(xo) is a corkscrew for
xo, then by the definition of a corkscrew, the triangle inequality and (2.3) it is easy to see that
we have for all y ∈ ∆(xo, r)
(8.7) d(Ar(xo), y) ∼ Cr and |Bd(xo, r)| ≤ C|Bd(Ar(xo), d(Ar(xo), y))|.
36 LUCA CAPOGNA, NICOLA GAROFALO, AND DUY-MINH NHIEU
Now we have(
1
σX(∆(xo, r))
∫
∆(xo,r)
K(x1, y)
p dσX(y)
) 1
p
(by (7.16))
=
(
1
σX(∆(xo, r))
∫
∆(xo,r)
K(x1, y)
p−1 dωx1(y)
) 1
p
(by Theorem 8.9)
≤ C
(
ωx1(∆(xo, r))
p−1
σX(∆(xo, r))
∫
∆(xo,r)
K(Ar(xo), y)
p−1 dωx1(y)
) 1
p
(by (7.7))
≤ C
(
ωx1(∆(xo, r))
p−1
σX(∆(xo, r))
∫
∆(xo,r)
|XG(Ar(xo), y)|p−1 dωx1(y)
) 1
p
(by Theorem 6.6)
≤ C
(
ωx1(∆(xo, r))
p−1
σX(∆(xo, r))
∫
∆(xo,r)
(
d(Ar(xo), y)
|Bd(Ar(xo), d(Ar(xo), y))|
)p−1
dωx1(y)
) 1
p
(by (8.7))
≤ C
(
ωx1(∆(xo, r))
p−1
σX(∆(xo, r))
(
r
|Bd(xo, r)|
)p−1 ∫
∆(xo,r)
dωx1(y)
) 1
p
(by iv) in Definition 1.1)
≤ C
σX(∆(xo, r))
∫
∆(xo,r)
dωx1(y) (by (7.16))
=
C
σX(∆(xo, r))
∫
∆(xo,r)
K(x1, y)dσX(y) .
This concludes the proof of the reverse Ho¨lder inequality. Regarding absolute continuity, we
already know from (7.16) that dωx1 is absolutely continuous with respect to dσX . To prove
that dσX is absolutely continuous with respect to dω
x1 we only need to observe that the reverse
Ho¨lder inequality for K established above and the doubling property for dσX from (8.2) in
Corollary 8.4 allow us to invoke Lemma 5 from [CF].

We next establish a reverse Ho¨lder inequality for the kernel P (x, y) defined in (7.5). The
main trust of this result is that, under a certain balanced-degeneracy assumption on the surface
measure σ of ∂D, it implies the mutual absolute continuity of L-harmonic measure and surface
measure. Given the fact that, as we have explained in the introduction, surface measure is not
the natural measure in the subelliptic Dirichlet problem, being able to isolate a condition which
guarantees such mutual absolute continuity has some evident important consequences. To state
the main result we modify the class of ADPX domains in Definition 1.1. Specifically, we pose
the following
Definition 8.10. Given a system X = {X1, ...,Xm} of smooth vector fields satisfying (1.1), we
say that a connected bounded open set D ⊂ Rn is σ-admissible for the Dirichlet problem (1.3),
or simply σ −ADPX , if:
i) D is of class C∞;
ii) D is non-tangentially accessible (NTAX) with respect to the Carnot-Caratheodory metric
associated to the system {X1, ...,Xm} (see Definition 8.1);
iii) D satisfies a uniform tangent outer X-ball condition (see Definition 6.2);
iv) There exist B,Ro > 0 depending on X and D such that for every xo ∈ ∂D and 0 < r < Ro
one has (
max
y∈∆(xo,r)
W (y)
)
σ(∆(xo, r)) ≤ B |Bd(xo, r)|
r
.
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We note that Definitions 1.1 and 8.10 differ only in part iv). Also, (7.8) gives
σX(∆(xo, r)) =
∫
∆(xo,r)
W (y)dσ(y) ≤
(
max
y∈∆(xo,r)
W (y)
)
σ(∆(xo, r)) .
This observation shows that
σ −ADPX ⊂ ADPX .
The reason for which we have referred to the new assumption on σ as a balanced-degeneracy
condition is that, as we have seen in the introduction the measure σ badly degenerates on the
characteristic set Σ. On the other hand, the angle function W vanishes on Σ, thus balancing
such degeneracy.
Proof of Theorem 1.5. The relevant reverse Ho¨lder inequality for P (x1, ·) is proved starting
from the second identity dωx1 = P (x1, ·)dσ in (7.16) and then arguing in a similar fashion as in
the proof of Theorem 1.3 but using the non-degeneracy estimate in iv) of Definition 8.10 instead
of the upper 1-Ahlfors assumption in Definition 1.1. We leave the details to the interested reader.

A consequence of Theorem 1.5 and of Theorem 8.6 is the following result. We stress that such
result would be trivial if the surface balls would just be the ordinary Euclidean ones, but this is
not the case here. Our surface balls ∆(y, r) are the metric ones. Another comment is that away
from the characteristic set the next result would be already contained in those in [MM].
Theorem 8.11. Let D ⊂ Rn be a σ−ADPX domain. There exist C, R1 > 0 depending on the
σ −ADPX parameters of D such that for every y ∈ ∂D and 0 < r < R1,
σ(∆(y, 2r)) ≤ C σ(∆(y, r)) .
Proof. Applying Theorem 1.5 with p = 2, we find
1
σ(∆(xo, r))
∫
∆(xo,r)
P (x1, y)
2 dσ(y) ≤
(
C
σ(∆(xo, r))
∫
∆(xo,r)
P (x1, y) dσ(y)
)2
= C
(
ωx1(∆(xo, r))
σ(∆(xo, r))
)2
.
This gives
σ(∆(xo, 2r)) ≤ C ω
x1(∆(xo, 2r))
2∫
∆(xo,2r)
P (x1, y)2 dσ(y)
(by Theorem 8.6)
≤ C ω
x1(∆(xo, r))
2∫
∆(xo,r)
P (x1, y)2 dσ(y)
≤ C
(∫
∆(xo,r)
P (x1, y) dσ(y)
)2
∫
∆(xo,r)
P (x1, y)2 dσ(y)
≤ C
(∫
∆(xo,r)
P (x1, y)
2 dσ(y)
)(∫
∆(xo,r)
dσ(y)
)
∫
∆(xo,r)
P (x1, y)2 dσ(y)
= C σ(∆(xo, r)) .

Our final goal in this section is to study the Dirichlet problem for sub-Laplacians when the
boundary data are in Lp with respect to either the measure σX or the surface measure σ. We
thus turn to the
Proof of Theorem 1.4. The first step in the proof consists of showing that functions f ∈
Lp(∂D, dσX) are resolutive for the Dirichlet problem (1.3). In view of Theorem 3.3 it is enough
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to show that f ∈ L1(∂D, dωx1) for some fixed x1 ∈ D. This follows from (7.16) and Proposition
7.9, based on the following estimates∫
∂D
|f(y)| dωx1(y) =
∫
∂D
|f(y)|K(x1, y) dσX(y)
≤
(∫
∂D
|f(y)|p dσX(y)
) 1
p
(∫
∂D
K(x1, y)
p′ dσX(y)
) 1
p′
≤ C
(∫
∂D
|f(y)|p dσX(y)
) 1
p
.
This shows that Lp(∂D, dσX ) ⊂ L1(∂D, dωx1) and therefore, in view of Theorem 3.3, for each
f ∈ Lp(∂D, dσX) the generalized solution solution HDf exists and it is represented by
HDf (x) =
∫
∂D
f(y) dωx(y) .
At this point we invoke Theorem 8.8 and obtain for every y ∈ ∂D
(8.8) Nα(H
D
f )(y) ≤ C Mωx1 (f)(y) .
Moreover, HDf converges non-tangentially dω
x1-a.e. to f . By virtue of Theorems 1.3 and 1.5,
we also have that HDf converges dσX -a.e. to f . To conclude the proof, we need to show that
there exists a constant C depending on 1 < p <∞, D and X such that
‖Nα(HDf )‖Lp(∂D,dσX) ≤ C‖f‖Lp(∂D,dσX) ,
for every f ∈ Lp(∂D, dσX ). In order to accomplish this we start by proving the following
intermediate estimate
(8.9) ‖Mωx1 (f)‖Lp(∂D,dσX ) ≤ C‖f‖Lp(∂D,dσX ), 1 < p ≤ ∞ .
Since p > 1, choose β so that 0 < β < p and fix x1 ∈ D as in Theorem 1.3. From (7.16) and
the reverse Ho¨lder inequality in Theorem 1.3 we have
1
ωx1(∆(xo, r))
∫
∆(xo,r)
f(y)dωx1(y)
≤ 1
ωx1(∆(xo, r))
(∫
∆(xo,r)
|f(y)|β dσX(y)
) 1
β
(∫
∆(xo,r)
K(x1, y)
β′ dσX(y)
) 1
β′
≤ CσX(∆(xo, r))
1
β′
ωx1(∆(xo, r))
(
1
σX(∆(xo, r))
∫
∆(xo,r)
K(x1, y) dσX(y)
)
‖f‖Lβ(∆(xo,r),dσX)
= C
(
1
σX(∆(xo, r))
∫
∆(xo,r)
|f(y)|β dσX(y)
) 1
β
.
If we now fix y ∈ ∂D and take the supremum on both sides of the latter inequality by
integrating on every surface ball ∆(xo, r) containing y, we obtain
(8.10) Mωx1 (f)(y) ≤ C MσX (|f |β)(y)
1
β .
By the doubling condition (8.2) in Corollary 8.4 we know that the space (∂D, d(x, y), dσX ) is
a space of homogeneous type. This allows us to use the results in [CW] and invoke the continuity
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in Lp(∂D, dσX) of the Hardy-Littlewood maximal function obtaining
‖Mωx1 f‖pLp(∂D,dσX) ≤ C ‖MσX (|f |
β)
1
β ‖pLp(∂D,dσX)
=
∫
∂D
MσX (|f |β)
p
β dσX ≤ C
∫
∂D
|f |p dσX = C ‖f‖pLp(∂D,dσX ) ,
which proves (8.9). The conclusion of the theorem follows at once from (8.8) and (8.9).

Finally, we give the
Proof of Theorem 1.6. If the domain D is a σ−ADPX-domain, instead of a ADPX -domain,
then using Theorem 1.5 instead of Theorem 1.3 we can establish the solvability of the Dirichlet
problem for boundary data in Lp with respect to the standard surface measure. Since the proof
of the following result is similar to that of Theorem 1.4 (except that one needs to use the second
identity dωx1 = P (x1, ·)dσ in (7.16) and also Theorem 8.11), we leave the details to the interested
reader.

9. A survey of examples and some open problems
In the study of boundary value problems for sub-Laplacians one faces two type of difficulties.
On one side there is the elusive nature of the underlying sub-Riemannian geometry which makes
most of the classical results hard to establish. On the other hand, any new result requires a
detailed analysis of geometrically significant examples, without which the result itself would be
devoid of meaning. This task is not easy, the difficulties being mostly related to the presence of
characteristic points. In this perspective it becomes important to provide examples of ADPX -
domains. In this section we recall some of the pertinent results from recent literature.
Examples of NTAX domains. In the classical setting Lipschitz and even BMO1 domains
are NTA domains [JK]. In a Carnot-Carathe´odory space it is considerably harder to produce
examples of such domains, due to the presence of characteristic points on the boundary. In [CG1]
it was proved that in a Carnot group of step two every C1,1 domain with cylindrical symmetry
at characteristic points is NTAX . In particular, the pseudo-balls in the natural gauge of such
groups are NTAX . This result was subsequently generalized by Monti and Morbidelli [MM].
Theorem 9.1. In a Carnot group of step r = 2 every bounded (Euclidean) C1,1 domain is
NTAX with respect to the Carnot-Carathe´odory metric associated to a system X of generators
of the Lie algebra.
Examples of domains satisfying the uniform outer X-ball property. The following
result provides a general class of domains satisfying the uniform X-ball condition, see [LU1] and
[CGN2]. We recall the following definition from [CGN2]. Given a Carnot group G, with Lie
algebra g, a set A ⊂ G is called convex, if exp−1(A) is a convex subset of g.
Theorem 9.2. Let G be a step two Carnot group of Heisenberg type with a given orthogonal
set X = {X1, ...,Xm} of generators of its Lie algebra, and let D ⊂ G be a convex set. For every
R > 0 and xo ∈ ∂D there exists a X-ball B(xo, R) such that (6.4) is satisfied. From this it
follows that every bounded convex subset of G satisfies the uniform outer X-ball condition. In
particular, this is true for the gauge balls.
We mention explicitly that, thanks to the results in [K], in every group of Heisenberg type
with an orthogonal system X of generators of g = V1 ⊕ V2, the fundamental solution of the
sub-Laplacian associated with X is given by
Γ(x, y) =
C(G)
N(x−1y)Q−2
,
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where Q = dim(V1) + 2 dim(V2) is the homogeneous dimension of G, and
N(x, y) = (|x|4 + 16|y|2)1/4 ,
is the non-isotropic Kaplan’s gauge. Kaplan’s formula for the fundamental solution shows, in
particular, that in a group of Heisenberg type the X-balls coincide with the gauge pseudo-balls
(incidentally, in this setting the gauge defines an actual distance, see [Cy]). As a consequence
of this fact, the exterior X-balls in Theorem 9.2 can be constructed explicitly by finding the
coordinates of their center through the solution of a linear system and a second order equation.
Ahlfors type estimates for the perimeter measure. Recall that if D ⊂ Rn is a standard
C1, or even a Lipschitz domain, then there exist positive constants α, β and Ro depending only
on n and on the Lipschitz character of D, such that for every xo ∈ ∂D, and every 0 < r < Ro
one has
(9.1) α rn−1 ≤ σ(∂D ∩B(xo, r)) = P (D;B(xo, r)) ≤ β rn−1 .
Here, we have denoted by P (D,B(xo, r)) the perimeter of D in B(xo, r) according to De
Giorgi. Estimates such as (9.1) are referred to as the 1-Ahlfors property of surface measure.
They play a pervasive role in Euclidean analysis especially in connection with geometric measure
theory and its applications to the study of boundary value problems. In what follows we recall
some basic regularity results for the X-perimeter measure which generalize (9.1) and play a
central role in the applications of our results. We have mentioned in the introduction that from
the standpoint of the Carnot-Carathe´odory geometry, Euclidean smoothness of a domain is of
no significance. Even for C∞ domains one should not, therefore, expect 1-Ahlfors regularity
in general, see [CG2] for various examples. For this reason we introduce the notion of type of
a boundary point, and recall a result showing that if a domain possesses such property, then
the corresponding X-perimeter satisfies Ahlfors regularity properties with respect to the metric
balls.
Given a system of C∞ vector fields X = {X1, ...,Xm} satisfying (1.1), consider a bounded C1
domain D ⊂ Rn with an outer normal N . We say that a point xo ∈ ∂D is of type ≤ 2 if either
there exists jo ∈ {1, ...,m} such that < Xjo(xo),N (xo) > 6= 0 (i.e., xo is non-characteristic, see
Definition 3.11), or there exist indices io, jo ∈ {1, ...,m} such that < [Xio ,Xjo ](xo),N (xo) > 6= 0.
We say that D is of type ≤ 2 if every point xo ∈ ∂D is of type ≤ 2. We stress that when
the system has rank r ≤ 2, then every C1 domain is automatically of type ≤ 2. An important
instance is given by a Carnot group of step r = 2. In such a group, every bounded C1 domain
is of type ≤ 2. The following theorem is from [CG1].
Theorem 9.3. Consider a bounded C1,1 domain D ⊂ Rn. For every point xo ∈ ∂D of type ≤ 2
there exist A = A(D,xo) > 0 and Ro = Ro(D,xo) > 0, depending continuously on xo, such that
for any 0 < r < Ro one has
(9.2) σX(∆(xo, r)) ≤
(
max
y∈∆(xo,r)
W (y)
)
σ(∆(xo, r)) ≤ A |Bd(xo, r)|
r
.
The same conclusion holds if ∂D is real analytic in a neighborhood of xo, regardless of the type
of xo.
If D is a bounded C2 domain, then for every point xo ∈ ∂D of type ≤ 2 there exist A =
A(D,xo) > 0 and Ro = Ro(D,xo) > 0, depending continuously on xo, such that for any 0 < r <
Ro, one has
(9.3) σX(∆(xo, r)) ≥ A−1 |Bd(xo, r)|
r
.
We mention that in Carnot groups of step r = 2 the upper 1-Ahlfors estimate (9.2) was first
proved in [DGN1], whereas for vector fields of rank r = 2 the lower estimate (9.3) was first
established in [DGN2]. In the setting of Ho¨rmander vector fields, upper Ahlfors estimates for
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the surface measure σ away from the characteristic set were first established in [MM2]. As a
consequence of Theorem 9.3 we obtain the following
Corollary 9.4. Let X = {X1, ...,Xm} be a set of C∞ vector fields in Rn satisfying Ho¨rmander’s
condition with rank two, i.e. such that
span{X1, ...,Xm, [X1,X2], ...., [Xm−1,Xm]} = Rn ,
at every point. For every bounded C1,1 domain D ⊂ Rn the horizontal perimeter measure σX is
a 1-Ahlfors measure. Moreover the stronger estimate (9.2) holds.
As a consequence of the results listed above we obtain the following theorem which provides
a large class of domains satisfying the ADPX or even the stronger σ −ADPX property.
Theorem 9.5. Let G be a Carnot group of Heisenberg type and denote by X = {X1, ...,Xm} a
set of generators of its Lie algebra. Every C∞ convex bounded domain D ⊂ G is a ADPX and
also a σ − ADPX domain. In particular, the gauge balls in G are ADPX and also σ − ADPX
domains.
To conclude our review of Ahlfors type estimates, we bring up an interesting connection
between 1-Ahlfors regularity of the X-perimeter σX and the Dirichlet problem for the sub-
Laplacian, see [CG2]:
Theorem 9.6. Let D be a bounded domain in a Carnot group G. If the perimeter measure σX
is 1-Ahlfors regular, then every xo ∈ ∂D is regular for the Dirichlet problem.
This result, in conjunction with a class of examples for non-regular domain constructed in
[HH] yields the following
Corollary 9.7. If r ≥ 3 and m1 ≥ 3, or m1 = 2 and r ≥ 4, then there exist Carnot groups G
of step r ∈ N, with dim V1 = m1, and bounded, C∞ domains D ⊂ G, whose perimeter measure
σX is not 1-Ahlfors regular.
Beyond Heisenberg type groups. The above overview shows that, so far, the known exam-
ples of ADPX domains are relative to group of Heisenberg type. What happens beyond such
groups? For instance, what can be said even for general Carnot groups of step two? One of the
difficulties here is to find examples of domains satisfying the outer tangent X-ball condition.
The explicit construction in Theorem 9.2 above rests on the special structure of a group of
Heisenberg type, and an extension to more general groups appears difficult due to the fact that,
in a general group, the X-balls are not explicitly known and they may be quite different from
the gauge balls. In this connection it would be desirable to replace the uniform outer X-ball
condition with a uniform outer gauge pseudo-ball condition (clearly the two definitions agree for
groups of Heisenberg type). It would be quite interesting to know whether for general Carnot
groups a uniform outer gauge pseudo-ball condition would suffice to establish the boundedness
of the horizontal gradient of the Green function near the characteristic set (this question is open
even for Carnot groups of step two which are not of Heisenberg type!). Concerning the question
of examples we have the following special results.
Definition 9.8. Let G be a Carnot group and denote by g its Lie algebra. We say that a family
Fof smooth open subsets of g is a T−family if it satisfies
(i) For any F ∈ F , the manifold ∂F is diffeomorphic to the unit sphere in the Lie algebra.
(ii) The family F is left-invariant, i.e. for any x ∈ G and F ∈ F we have log(x exp(F )) ∈ F .
If D ⊂ g is a smooth subset and F is a T−family, then we say that D is tangent to F if for
every x ∈ ∂D there exists F ∈ F such that x ∈ ∂F and the tangent hyperplanes to ∂F and ∂D
at x are identical, i.e. Tx∂F = Tx∂D.
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Theorem 9.9. Let g be the Lie algebra of a Carnot group of odd dimension. If D ⊂ g is a
smooth open set and F is a T−family, then D is tangent to F .
Proof. In order to avoid using exp and log maps for all x, y ∈ g we will denote by xy the algebra
element log(expx exp y). We will assume that g is endowed with a Euclidean metric, so that
notions of orthogonality and projections can be used. Fix xo ∈ ∂D and choose any element
F ∈ F . We will show that there exists z ∈ g such that the left-translation zF is tangent to ∂D
at x0.
Let n = dim(G) = dim(g) be odd, and denote by Sn−1 the unit (Euclidean) sphere of
dimension n − 1. Define the map N : ∂F → Sn−1 as follows: For each point x ∈ ∂F set
D˜ = xx−1o D and observe that this is a smooth open set with x ∈ ∂D˜ ∩ ∂F . Set
N(x) = the outer unit normal to the boundary of the translated set ∂D˜ at the point x.
This amounts to left-translating the point xo to the point x and considering the unit normal
to the translated domain at that point. The smoothness of D and of the group structure of G
implies that N is a smooth vector field in ∂F . In order to prove the theorem we need to show
that for some point x ∈ ∂F the vector N(x) is orthogonal to Tx∂F . In fact in that case the
set F would be tangent to the translated set D˜ at the point xo, and its left translation xox
−1F
could be chosen as the element of F tangent to D at the point xo. Recall that left translation,
being a diffeomorphism, preserves the property of being tangent. The conclusion comes from
the fact that there cannot be any smooth tangent non vanishing vector field on ∂F since it is
diffeomorphic to Sn−1. Consequently the vector fields obtained by projecting N(x) on Tx∂F
must vanish for some point x ∈ ∂F .

Corollary 9.10. Let G be a Carnot group of step two with odd-dimensional Lie algebra g and
D ⊂ g be a smooth convex subset. If F is a T−family, composed of convex subsets, and invariant
by the transformation x→ x−1 then for any x ∈ ∂D there exists F ∈ F such that F ⊂ Dc, and
x ∈ ∂F .
Proof. In a Carnot group of step two the left translation map is affine and hence preserves
convexity. The same holds for the inverse map. Consequently at any boundary point x0 ∈ ∂D
there will be a convex manifold F ∈ F tangent to D at x0. Being D convex as well then D and
F must either be on the same side or lay at different sides of the common tangent plane Tx0∂D.
By translating x0 to the origin and considering either F or F
−1 we can pick the manifold lying
on the opposite side of D and hence disjoint from it. 
Choosing appropriate T−families of convex sets we can now prove our two main results
concerning the uniform outer gauge pesudo-ball and X−ball conditions.
Corollary 9.11. Let G be a Carnot group of step two with odd-dimensional Lie algebra g. Given
a convex set D ⊂ G, for every xo ∈ ∂D and every r > 0 there exists a gauge pseudo-ball B(x1, r)
which is tangent to ∂D in xo from the outside, i.e., such that (6.4) is satisfied. Furthermore,
every bounded convex set in G satisfies the uniform outer gauge pseudo-ball condition.
Proof. If D is smooth then the proof follows from the immediate observation that the gauge
balls are convex sets in the Lie algebra and are diffeomorphic to Sn−1 (see for instance [F2]).
For non-smooth convex domains D, we consider xo ∈ ∂D and a new domain Dˆ obtained as the
half space including D and with boundary Txo∂D. Since Dˆ is a smooth convex domain then we
can apply to it the previous theorem and find an outer tangent gauge ball at the point xo with
radius r > 0. Clearly this ball will also be tangent to the original domain D at xo, and will be
contained entirely in the complement of D. 
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Corollary 9.12. Let G be a Carnot group of step two with odd-dimensional Lie algebra g. If
for every x ∈ Rn and for r sufficiently small the X−balls B(x, r) are convex, and B(x−1, r) =
B(x, r)−1 then every bounded convex set in G satisfies the uniform outer X-ball condition.
Proof. We need only to show that the family of balls B(x, r) form a T−family. In [DG2] it
is shown that X−balls are starlike with respect to the family of homogeneous dilations in the
Carnot group. In particular, one has the estimate
〈∇Γ(·, x), Z〉 > 0
on ∂B(x, r) where we have denoted by Z the generator of the homogeneous dilations. This
inequality, coupled with Ho¨rmander’s hypoellipticity result, implies that ∂B(x, r) is a smooth
manifold, while the starlike property immediately implies that ∂B(x, r) is diffeomorphic to the
unit ball. 
We recall from the classical paper of Folland [F2] that in a Carnot group the fundamental
solution of the sub-Laplacian is a function Γ(x, y) = Γ(y−1x) and Γ(x−1) = Γt(x), where Γt is
the fundamental solution of the transpose of the sub-Laplacian L. However, a sub-Laplacian on
a Carnot group is self-adjoint, hence L∗ = −L and Γ(x) = Γ(x−1). Let us denote by || · || the
group gauge, if we assume that for all x, y ∈ G one has Γ(xy−1) = Γ(yx−1) (this happens for
instance if Γ(x) = Γ(||x||)), and set B(x, r) = {y| Γ(y−1x) > c} then
B(x, r)−1 = {y−1| Γ(x−1y) > c} = B(x−1, r).
We conclude by explicitly noting that a serious obstruction to extending the previous results
to Carnot groups of higher step consists in the fact that, unlike in the step two case, the group
left-translation may not preserve the convexity of the sets.
Beyond linear equations. Another interesting direction of investigation for the subelliptic
Dirichlet problem is provided by the study of solutions to the nonlinear equations which arise
in connection with the case p 6= 2 of the Folland-Stein Sobolev embedding. In this direction a
first step has been recently taken in [GNg] where, among other results, Theorem 6.4 has been
extended to the Green function of the nonlinear equation
(9.4) Lpu =
2n∑
j=1
Xj(|Xu|p−2Xju) = 0 ,
in the Heisenberg group Hn. Here is the relevant result.
Theorem 9.13. Let D ⊂ Hn be a bounded domain satisfying the uniform outer X-ball condition.
Given 1 < p ≤ Q, let GD,p denote the Green function associated with (9.4) and D. Denote by
g = (z, t), g′ = (z′, t′) ∈ Hn.
(i) If 1 < p < Q there exists a constant C = C(G,D, p) > 0 such that
GD,p(g
′, g) ≤ C
(
d(g, g′)
|B(g, d(g, g′))|
)1/(p−1)
d(g′, ∂D) , g, g′ ∈ D , g′ 6= g .
(ii) If p = Q, then there exists C = C(G,D) > 0 such that
GD,p(g
′, g) ≤ C log
(
diam(D)
d(g, g′)
)
d(g′, ∂D)
d(g, g′)
, g, g′ ∈ D , g′ 6= g .
One might naturally wonder about results such as Theorem 6.6 in this setting. However,
before addressing this question one has to understand the fundamental open question of the
interior local bounds of the horizontal gradient of a solution to (9.4). For recent progress in this
direction see the paper [MZZ].
44 LUCA CAPOGNA, NICOLA GAROFALO, AND DUY-MINH NHIEU
References
[Bel] A. Bella¨ıche, The tangent space in sub-Riemannian geometry. Sub-Riemannian geometry,, Progr. Math.,
144 (1996), Birkha¨user, 1–78.
[B] J. M. Bony, Principe du maximum, ine´galite´ de Harnack et unicite´ du proble`me de Cauchy pour les operateurs
elliptique degeneres, Ann. Inst. Fourier, Grenoble, 1, 119 (1969), 277-304.
[CFMS] L. Caffarelli, E. Fabes, S. Mortola & S. Salsa, Boundary behavior of nonnegative solutions of elliptic
operators in divergence form, Indiana J. Math, 4, 30 (1981), 621-640.
[CDG1] L. Capogna, D. Danielli & N. Garofalo, Subelliptic mollifiers and a characterization of Rellich and
Poincare´ domains, Rend. Sem. Mat. Univ. Pol. Torino, 4, 54 (1993), 361-386.
[CDG2] , The geometric Sobolev embedding for vector fields and the isoperimetric inequality, Comm. Anal.
Geom. 2 (1994), no. 2, 203-215.
[CDG3] , Subelliptic mollifiers and a basic pointwise estimate of Poincare´ type, Math. Zeitschrift,
226 (1997), 147-154.
[CDG4] , Capacitary estimates and the local behavior of solutions of nonlinear subelliptic equations, Amer-
ican J. of Math., 118 (1997), 1153-1196.
[CG1] L. Capogna & N. Garofalo, Boundary behavior of nonegative solutions of subelliptic equations in NTA
domains for Carnot-Carathe´odory metrics, Journal of Fourier Anal. and Appl., 4 4 (1995).
[CG2] , Ahlfors type estimates for perimeter measures in Carnot-Carathodory spaces, J. Geom. Anal.
16 (2006), no. 3, 455-497.
[CGN1] L. Capogna, N. Garofalo & D. M. Nhieu, A version of a theorem of Dahlberg for the subelliptic Dirichlet
problem, Math. Res. Letters, 5 (1998), 541-549.
[CGN2] , Properties of harmonic measures in the Dirichlet problem for nilpotent Lie groups of Heisenberg
type, Amer. J. Math. 124, vol 2, (2002) 273-306.
[Ch] W.L. Chow, U¨ber System von linearen partiellen Differentialgleichungen erster Ordnug, Math. Ann.,
117 (1939), 98-105.
[Ci] G. Citti, Wiener estimates at boundary points for Ho¨rmander’s operators, Boll. U.M.I., 2-B (1988), 667-681.
[CGL] G. Citti, N. Garofalo & E. Lanconelli, Harnack’s inequality for sum of squares of vector fields plus a
potential, Amer. J. Math., 3,115 (1993), 699-734.
[CF] R. Coifman & C. Fefferman, weighted norm inequalities for maximal functions and singular integrals, Studia
Math. 51 (1974), 241-250.
[CW] R. Coifman & G. Weiss, Analyse harmonique non-commutative sur certains espaces homogenes, Springer-
Verlag, (1971).
[CGr] L. Corwin and F. P. Greenleaf Representations of nilpotent Lie groups and their applications, Part I:
basic theory and examples, Cambridge Studies in Advanced Mathematics 18, Cambridge University Press,
Cambridge (1990).
[CDKR] M. Cowling, A. H. Dooley, A. Kora´nyi and F. Ricci H-type groups and Iwasawa decompositions, Adv.
in Math., 87 (1991), 1-41.
[Cy] J. Cygan, Subadditivity of homogeneous norms on certain nilpotent Lie groups, Proc. Amer. Math. Soc.,
83 (1981), 69-70.
[Da1] B. E. J. Dahlberg, Estimates of harmonic measure, Arch. Rat. Mech. An., 65 (1977), 272-288.
[Da2] , On the Poisson integral for Lipschitz and C1-domains, Studia Math., 66 (1979), 13-24.
[D] D. Danielli, Regularity at the boundary for solutions of nonlinear subelliptic equations, Indiana J. of Math.,
1, 44 (1995), 269-286.
[DG] D. Danielli & N. Garofalo, Geometric properties of solutions to subelliptic equations in nilpotent Lie groups,
Lect. Notes in Pure and Appl. Math., “Reaction Diffusion Systems”, Trieste, October 1995, Ed. G. Caristi
Invernizzi, E. Mitidieri, Marcel Dekker, 194 (1998), 89-105.
[DG2] D.Danielli & N. Garofalo, Green functions in nonlinear potential theory in Carnot groups and the geometry
of their level sets, preprint 2000.
[DGN1] D. Danielli, N. Garofalo & D. M. Nhieu, Trace inequalities for Carnot-Carathe´odory spaces and applica-
tions, Ann. Sc. Norm. Sup. Pisa, Cl. Sci. (4), 2, 27 (1998), 195-252.
[DGN2] , Non-doubling Ahlfors measures, perimeter measures, and the characterization of the trace spaces
of Sobolev functions in Carnot-Carathe´odory spaces, Mem. Amer. Math. Soc. 182 (2006), no. 857, x+119 pp.
[DGN3] , Sub-Riemannian calculus on hypersurfaces in Carnot groups, Adv. Math. 215 (2007), no. 1,
292-378.
[De1] M. Derridj, Un proble´me aux limites pour une classe d’ope´rateurs du second ordre hypoelliptiques, Ann.
Inst. Fourier, Grenoble, 21, 4 (1971), 99-148.
[De2] , Sur un the´ore`me de traces, Ann. Inst. Fourier, Grenoble, 22, 2 (1972), 73-83.
[Diaz] R. L. Diaz, Boundary regularity of a canonical solution of the ∂b problem, Duke Math. J., 1, 64 (1991),
149-193.
MUTUAL ABSOLUTE CONTINUITY OF HARMONIC AND SURFACE MEASURES, ETC. 45
[FJR] E. B. Fabes, M. Jodeit, Jr. & N. Rivie`re, Potential techniques for boundary value problems on C1-domains,
Acta Math. 141 (1978), 165-186.
[Fe] H. Federer, Geometric measure theory, Springer-Verlag, (1969).
[FP] C. Fefferman & D.H. Phong, Subelliptic eigenvalue problems, Proceedings of the Conference in Harmonic
Analysis in Honor of A. Zygmund, Wadsworth Math. Ser., Belmont, CA, (1981), 530-606.
[FSC] C. Fefferman & A. Sanchez-Calle, Fundamental solutions for second order subelliptic operators, Ann. Math.,
124 (1986), 247–272.
[F1] G. Folland, A fundamental solution for a subelliptic operator, 79 (1973), 373-376.
[F2] , Subelliptic estimates and function spaces on nilpotent Lie groups, Ark. Math., 13 (1975), 161-207.
[FS] G.B. Folland & E.M. Stein, Hardy Spaces on Homogeneous Groups, Princeton Univ. Press., (1982).
[FSS] B. Franchi, R. Serapioni & F. Serra Cassano, Approximation and imbedding theorems for weighted Sobolev
spaces associated with Lipschitz continuous vector fields, Boll. Un. Mat. Ital. B (7) 11 (1997), no. 1, 83-117.
[G] N. Garofalo, Second order parabolic equations in nonvariational form: Boundary Harnack principle and
comparison theorems for nonegative solutions, Ann. Mat. Pura Appl. (4) 138 (1984), 267-296.
[GN1] N. Garofalo & D.M. Nhieu, Isoperimetric and Sobolev inequalities for Carnot-Carathe´odory spaces and the
existence of minimal surfaces, Comm. Pure Appl. Math., 49 (1996), 1081-1144.
[GN2] , Lipschitz continuity, global smooth approximations and extension theorems for Sobolev functions
in Carnot-Carathe´odory spaces, J. d’Analyse Math., 74 (1998), 67-97.
[GNg] N. Garofalo & Nguyen C. P., Boundary estimates for p-harmonic functions in the Heisenberg group,
preprint, 2007.
[GV] N. Garofalo & D. Vassilev, Regularity near the characteristic set in the non-linear Dirichlet problem and
conformal geometry of sub-Laplacians on Carnot groups, Math. Ann. 318 (2000), 453-516.
[GT] D. Gilbarg & N. S. Trudinger, ”Elliptic Partial Differential Equations of Second Order”, 2nd edition, rev.
third printing, Springer Verlag, Berlin, Heidelberg ,1998.
[HH] W. Hansen & H. Huber, The Dirichlet problem for sub-Laplacians on nilpotent groups-Geometric criteria
for regularity, Math. Ann., 246 (1984), 537-547.
[H] H. Ho¨rmander, Hypoelliptic second-order differential equations, Acta Math., 119 (1967), 147-171.
[HW1] R. R. Hunt & R. L. Wheeden, On the boundary values of harmonic functions, Trans. Amer. Math. Soc.,
32 (1968), 307-322.
[HW2] , Positive harmonic functions of Lipschitz domains, Trans. Amer. Math. Soc., 47 (1970), 507-527.
[J1] D. Jerison, The Dirichlet problem for the Kohn Laplacian on the Heisenberg group, Parts I and II, J. Funct.
Analysis, 43 (1981), 97-142.
[J2] , Boundary regularity in the Dirichlet problem for b on CR manifolds, Comm. Pure Appl. Math.,
36 (1983), 143-181.
[J3] , The Poincare´ inequality for vector fields satisfying Ho¨rmander’s condition, Duke Math. J., 53 (1986),
503-523.
[JK] D. Jerison & C. E. Kenig, Boundary behavior of harmonic functions in non-tangentially accessible domains,
Adv. Math., 46 1982, 80-147.
[JK1] , An identity with applications to harmonic measure, Bull. Amer. Math. Soc., 2, 2 (1980), 447-451.
[K] A. Kaplan, Fundamental solutions for a class of hypoelliptic PDE generated by composition of quadratic
forms, Trans. Amer. Math. Soc., 258 (1980), 147-153.
[Ke] C. E. Kenig, Harmonic analysis techniques for second order elliptic boundary value problems, Amer. Math.
Soc., CBMS 83, 1994.
[KN1] J. J. Kohn & L. Nirenberg, Non-coercive boundary value problems, Comm. Pure and Appl. Math., 18,
18 (1965), 443-492.
[KN2] , Degenerate elliptic-parabolic equations of second order, Comm. Pure Appl. Math. 20 1967, 797-872.
[Ko] A. Kora´nyi, Kelvin transform and harmonic polynomials on the Heisenberg group, Adv. Math. 56 (1985),
28-38.
[LU1] E. Lanconelli & F. Uguzzoni, On the Poisson kernel for the Kohn Laplacian, Rend. Mat. Appl. (7) 17 (1997),
no. 4, 659–677.
[LU2] , Degree theory for VMO maps on metric spaces and applications to Hrmander operators, Ann. Sc.
Norm. Super. Pisa Cl. Sci. (5) 1 (2002), no. 3, 569-601.
[L] G. Lu, On Harnack’s inequality for a class of strongly degenerate Schro¨dinger operators formed by vector
fields, Diff. Int. Equations, 7 (1994), no. 1, 73-100.
[MZZ] G. Mingione, A. Zatorska-Goldstein & X. Zhong, Gradient regularity for elliptic equations in the Heisenberg
group, preprint, 2007.
[MM] R. Monti & D. Morbidelli, Regular domains in homogeneous groups, Trans. Amer. Math. Soc., 357 (2005),
no. 8, 2975-3011.
[MM2] R. Monti & D. Morbidelli, Trace theorems for vector fields, Math. Z., 239 (2002), no. 4, 747-776.
46 LUCA CAPOGNA, NICOLA GAROFALO, AND DUY-MINH NHIEU
[NSW] A. Nagel, E.M. Stein & S. Wainger, Balls and metrics defined by vector fields I: basic properties, Acta
Math. 155 (1985), 103-147.
[NS] P. Negrini & V. Scornazzani, Wiener criterion for a class of degenerate elliptic operators, J. Diff. Eq.,
l66 (1987), 151-167.
[P] H. Poincare´, Sur les equations aux de´rive´es partielles de la physique mathe´matique, Amer. J. of Math.,
12 (1890), 211-294.
[Ra] P. K. Rashevsky, Any two points of a totally nonholonomic space may be connected by an admissible line,
Uch. Zap. Ped. Inst. im. Liebknechta, Ser. Phys. Math., (Russian) 2 (1938), 83-94.
[RS] L. P. Rothschild & E. M. Stein, Hypoelliptic differential operators and nilpotent groups. Acta Math.
137 (1976), 247–320.
[SC] A. Sanchez-Calle,Fundamental solutions and geometry of sum of squares of vector fields, Inv. Math.,
78 (1984), 143-160.
[St] E.M. Stein, Harmonic Analysis: Real Variable Methods, Orthogonality and Oscillatory Integrals, Princeton
Univ. Press., (1993).
[V] V. S. Varadarajan, Lie Groups, Lie Algebras, and Their Representations, Grad. Texts in Math., vol.102,
Springer-Verlag, (1984).
[X] C-J, Xu, On Harnack’s inequality for second-order degenerate elliptic operators. Chinese Ann. Math. Ser. A
10 (1989), no. 3, 359-365.
Department of Mathematics, University of Arkansas, Fayetteville, AR 72701
E-mail address, Luca Capogna: lcapogna@uark.edu
Department of Mathematics, Purdue University, West Lafayette IN 47907-1968
E-mail address, Nicola Garofalo: garofalo@math.purdue.edu
Department of Mathematics, San Diego Christian College, 2100 Greenfield dr, El Cajon CA
92019
E-mail address, Duy-Minh Nhieu: dnhieu@sdcc.edu
