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Abstract
We discuss the effect of clustering for the determination of the merger rate of binary black
holes in the LIGO mass range. While for a Poissonian initial distribution, and assuming
isolated binaries, the allowed fraction of Primordial Black Holes (PBHs) to dark matter
(DM) is a few percent, we show that this bound can be relaxed if PBHs are clustered.
More precisely we show that for large clustering the merger rate can drop with increasing
fraction of PBHs, introducing a degeneracy in the parameters of the theory consistent with
a given present merger rate, and allowing all the DM to be in the form of stellar mass
PBHs. This degeneracy can however be broken by looking at the evolution of the merger
rate with redshift. For a simple clustering model that we consider, we show that the LIGO
projected sensitivity can disentangle, through the observation of a stochastic background of
gravitational waves, different clustered distributions having the same present merger rate.
1 Introduction
The merger rate of binary black holes observed by LIGO provides one of the strongest constraints
for the presence of Primordial Black Holes (PBH) of masses O(1−100) M [1–4]. Assuming that
PBHs follow an initial Poissonian spatial distribution -and that binaries are isolated objects (see
[5] for caveats)- it has been found that PBH binaries merging today are mainly formed in the
radiation dominated Universe [3, 6], and that they can account for a small fraction of the dark
matter (DM) in this range of masses, of the order of a few percent [3, 7]1. A related constraint,
although weaker in this mass range, comes from the non-observation of a stochastic background
of gravitational waves (GWs), generated from past binary mergers [10, 11].
Poissonian spatial distributions for PBHs arise if the density field is a Gaussian random field
with a spiky power spectrum [12–14] (for earlier discussions, see [15]). On the contrary, if
PBH arise from non-Gaussian perturbations, then their distribution will not be Poissonian. In
particular, a coupling between small and long wavelengths of the density perturbations, or the
modulation of the density field by a secondary field, can result in a clustered spatial distribution
1PBHs of masses around 10−16 − 10−11 M can still form all of the dark matter under these assumptions [8]
(see [9] for a recent review on the constraints for the presence of PBHs in all the mass ranges).
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[16–20]. Its effect on the merger rate of late and early time binaries has been estimated in
[4, 14, 21–23], and on the stochastic background of gravitational waves in [24]. Other effects can
alter the merger rate, such as enhanced large scales perturbations [7, 25, 26] and many-body
interactions [5].
In this paper we re-examine the question of how an initial clustering of PBH can affect the
bounds on their abundance coming from present and past merger rate of binaries. Clustering
enhances the local density of PBHs and so it has been usually found that the allowed fraction of
PBH to DM, fPBH, is smaller than that of a Poissonian initial distribution (see e.g. [24]). As we
will show, this is only the case in the limit in which fPBH is very low. For larger abundances, the
present merger rate drops, and larger values of fPBH are allowed with respect to the Poissonian
case. This degeneracy, i.e. the fact that the same merger rate can be achieved with different
values of fPBH, can be disentangled either by directly measuring the merger rate as a function of
redshift (possible with future experiments like Cosmic Explorer [27] or Einstein Telescope [28]),
or by measuring the stochastic GW background created by past mergers (possible with current
experiments like LIGO/Virgo [1]).
We will show explicitly how this works in a specific model for the clustering, in which the
reduced local threshold for gravitational collapse, ν(x), is a local parameter linearly related to
a secondary field ψ(x). This simple model will allow us to analytically compute the correlation
function ξ(r), that controls the properties of the clustering. In particular, we will show how a
comparison between the present merger rate and the stochastic GW background can help us
disentangle the initial distribution of PBHs.
We will begin in Section 2 by calculating the PBH abundance and correlation function for
a simple model of non-Gaussianity, inducing clustering. We will then compute in Section 3 its
effect on the present and past merger rates, and show in Section 4 how LIGO capabilities in
measuring the stochastic background of gravitational waves can determine the initial distribution
of PBHs. Throughout this paper we use natural units, G = c = 1.
2 The PBH abundance and correlation function
Clustering appears if the local properties of the overdensity field δ(x) are space dependent. The
probability of forming a PBH can then be modeled as depending on a “secondary” field ψ(x).
This effect might either come from an actual field different from the overdensity field, or from a
long wavelength modulation of the overdensity field itself, resulting from a self-coupling of long
and short scales as happens e.g. in local models of non-Gaussianity [29]. In both cases, the
field ψ(x) acts as a long wavelength modulation of the small scale perturbations δ(x), inducing
a local change on the variance σδ(x) ≡ σδ(ψ(x)), or on the threshold for collapse into a BH,
2
δc(x) ≡ δc(ψ(x))). Assuming that both fields are independent and that δ(x) is locally Gaussian,
then the probability for forming a BH depends on the local reduced threshold ν(x) ≡ δc(x)/σδ(x),
in the following way 2
P local1 =
1
2
erfc
(
ν(x)√
2
)
. (2.1)
This means that local changes in δc or σδ are in practice indistinguishable. The total proba-
bility for a given region to form a BH, that we denote P1, is obtained by integrating over the
configurations of the field ψ(x), that we assume to be a Gaussian random field. Similarly we
can define P local2 (r), the joint probability of having two black holes at a distance r, given that
the local reduced thresholds at x1 and x2 are given by ν(x1) and ν(x2). This is given by [33]
P local2 (r) =
1
4
erfc
(
ν1√
2
)
+
1
4
erfc
(
ν2√
2
)
+
sgn (ν1) sgn (ν2)− 1
4
− T
ν1, ν2 − ωδ(r)ν1
ν1
√
1− ω2δ (r)
− T
ν2, ν1 − ωδ(r)ν2
ν2
√
1− ω2δ (r)
 , (2.2)
where ωδ(r) = 〈δ(x1)δ(x2)〉/〈δ(0)2〉 is the reduced correlation function of δ(x), νi = ν(xi) and
T is the Owen T-function [34]
T (z, a) ≡ 1
2pi
∫ a
0
dt
e−
(1+t2)z2
2
1 + t2
. (2.3)
The total P2(r) can be found by integrating this expression over the fields ψ1 ≡ ψ(x1) and
ψ2 ≡ ψ(x2) (inducing the spatial dependence on νi).
The clustering of PBHs can be encoded in the N -point correlation functions ξ(N)(r), that
measure the excess probability, relative to an uncorrelated distribution, of finding N − 1 black
holes at distances r1, ..., rN−1 from a BH at r = 0. This is then given by
ξ(N)(r1, ..., rN−1) =
PN (r1, ..., rN−1)
PN1
− 1 . (2.4)
As we will see, the merger rate of BHs depends on all the N -point correlation functions (as
shown in (B.15) of Appendix B). However in some cases all that information is contained in the
2-point correlation function ξ(2)(r) ≡ ξ(r). Whenever this is not possible, we will show that the
use of ξ(r) can nevertheless provide useful insights into the qualitative behaviour of the mergers.
In the following we briefly discuss the Gaussian case.
2For simplicity we compute the abundance of PBHs and the correlation function that encodes the clustering
using the Press-Schechter formalism. More accurate criteria for the formation of PBH can be obtained from the
statistics of peaks [30], although we do not expect qualitatively differences with the results obtained here. The
statistics of peaks has been recently revisited to count for peaks in the so-called compaction function [31], which
is the object that controls the critical collapse for the formation of a BH [32].
3
2.1 Gaussian case
The Gaussian case is recovered if we turn-off the field ψ(x). In this case ν1 = ν2 = νg, where
νg ≡ δc,g/σδ is space independent (and δc,g is the threshold for collapse in the Gaussian case).
Then we get
P1 =
1
2
erfc
(
νg√
2
)
and P2(r) =
1
2
erfc
(
νg√
2
)
− 2T
(
νg,
√
1− ωδ(r)
1 + ωδ(r)
)
, (2.5)
and the 2-point correlation function ξ(r) is given by 3
ξ(r) = 2
T (νg, 1)− T
(
νg,
√
1− ωδ(r)
1 + ωδ(r)
)
P 21
. (2.6)
This expression is exact, valid for any νg and ωδ. Simpler expressions can be obtained in the
regime for which ν is large or small [12, 35]. For example, for large ν we can make use of the
expansion
T (ν, a) ∼ 1
4
erfc
(
ν√
2
)
− 1
2pi
e(−1+a2)ν2/2
ν2a(1 + a2)
+O
(
e−ν2
ν4
)
. (2.7)
In the following we will present a simple model for which the correlation function in the
non-Gaussian case can be computed.
2.2 A simple model for clustering
Here we consider a simple model of clustering were the parameter ν(x) is linearly related to the
secondary field ψ(x) as4
ν(x) = νg (1 + βψ(x)) , (2.8)
where β denotes the strength of the coupling between ψ(x) and δ(x). With this simple model
we can solve for P1 and P2(r) exactly, getting (see Appendix A)
P1 =
1
2
erfc
[
νg√
2
1√
1 + α2
]
, (2.9)
P2(r) =
1
2
erfc
(
νg√
2
1√
1 + α2
)
− 2T
(
νg√
2
1√
1 + α2
,
√
1− ω¯
1 + ω¯
)
. (2.10)
3Some properties of Owen T-functions can be found in [33].
4This relation can be seen as the first order term of a Taylor expansion around the field ψ(x). Let us note that
if the field ψ(x) is at a minimum of its potential, then the expansion would start at second order in ψ(x), and so
it might be interesting to study generalizations of this model. However we expect similar qualitative effects on
the merger rate. We thank Jaume Garriga for pointing this out.
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Here
α ≡ δc,gβ
(
σψ
σδ
)
and ω¯(r) =
ωδ(r) + α
2ωψ(r)
1 + α2
, (2.11)
where σψ and σδ stands for the variance of the long and short wavelength perturbations re-
spectively. Let us notice that the effective coupling is determined by α, which not only takes
into account the coupling between both fields (given by β), but is also sensitive to the rela-
tive amplitude of the variances. This model is then equivalent to a Gaussian model with the
replacements
νg → ν¯ = νg√
1 + α2
and ωg → ω¯ . (2.12)
This is actually true for all N -point probabilities, as shown in the Appendix. In particular, this
implies that in this model the total abundance is amplified with respect to the Gaussian case.
For concreteness let us choose a two-point correlation function for ωδ and ωψ as given from a
peaked power spectrum at both scales. In particular we choose 5
Pi(k) = σ2i kiδ(k − ki) (2.13)
where i = (δ, ψ). Here the short mode kδ contributes to the formation of the PBHs and the
long mode kψ modulates the amplitude of the short one. As both ψ and δ are Gaussian random
fields, their two-point correlation function ξi(r) is given by [30]
ξi(r) =
∫
d ln kPi(k)sin(kir)
kir
. (2.14)
We then have that
ωi(r) =
sin (kir)
kir
. (2.15)
In Figure 1 we show how ξ(r) varies as a function of the strength of the coupling α (left panel),
the relative scales between the short and long wavelengths, γ ≡ kψ/kδ, and the fraction of DM
in form of PBHs, fPBH ≡ ΩDM/ΩPBH. Let us note that for the Gaussian case, corresponding
to α = 0 or γ = 1, all the N -point correlation functions are zero for r > RBH, meaning that
the distribution of BHs is Poissonian [12, 14]. On the other hand as can be seen in Figure 1, in
the non-Gaussian regime there is a region for r > RBH where the 2-point correlation is constant
and possibly large. This plateau is a consequence of the nearly constant correlation function ω¯
induced by the long wavelength perturbation. For N BHs within this region, it is possible to
calculate their N -point correlation function for large thresholds. These are given by [36]
1 + ξ(N)(ω¯, ν¯) ∼ (1 + (N − 1)ω¯)
N− 1
2
(1− ω¯)N−12
exp
(
Nν¯2
2
(N − 1)ω¯
(1 + (N − 1)ω¯)
)
, (2.16)
5This is the power spectrum for the density fluctuation evaluated at the time when the small scales perturba-
tions δ enters the horizon.
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Figure 1: The two-point correlation function ξ(r) for the linear model (2.8) and for power spectra given
by the delta functions (2.13). Left) The correlation function ξ(r) as we vary the strength of the coupling
α between δ(x) and ψ(x). For α  1, the Gaussian case is recovered. Here we fix γ = 10−3. Right)
The correlation function ξ(r) as we vary the hierarchy between the short and large wavelengths, given
by γ ≡ kψ/kδ. We fix α = 1. In both left and right panels we choose ν¯ = 6.8 and kδ ' 2.5×106 Mpc−1,
which corresponds to a present PBH abundance of fPBH = 10
−3 for BHs of masses M = 30M. The
orange region (xmin, xmax) indicates the scale of binaries that merge today (t ∼ 14Gyr). The first drop
in the correlation function corresponds to the size of the BH, RBH ∼ k−1δ , so the region below this point
reflects the autocorrelation of δ(r). The second drop corresponds to the typical scale of the secondary
field Rcl ∼ k−1ψ and it defines the clustering length of the PBHs. Beyond Rcl the correlation is effectively
zero so the distribution becomes Poissonian.
which is valid when ω¯ ∈ (−1/(N − 1), 1). For N = 2 we have
1 + ξ(2)(ω¯, ν¯) ∼ (1 + ω¯)
3
2
(1− ω¯) 12
exp
(
ν¯2
ω¯
(1 + ω¯)
)
. (2.17)
In general not all the BHs determining the properties of the binary will necessarily be within this
region, since the N -point correlation eventually vanishes for r > 1/kψ. This estimate provides
then an upper bound for the amplitude of their correlation.
3 Merger rate
Now we consider the effect of the clustering on the merger rate of binaries. When the torque of
the binary (preventing a head-on collision) is provided by a third BH, we need to consider the
probability density function to find the nearest BH at distance x and the next-to-nearest BH
at distance y from a reference BH at r = 0. We call this distribution Q(x, y) and in general it
6
takes the following form (see Appendix B)
Q(x, y) = 16pi2n2x2y2G0(x)G1(y) exp
[
−4pin
(∫ x
0
G0(z)z
2dz +
∫ y
x
G1(z)z
2dz
)]
Θ(y − x) ,
(3.18)
with n the comoving number density of BHs and where Gm(r), the m-particle conditional pair
correlation function, refers to the conditional probability of finding a BH at radius r given that
there is one at r = 0 and m additional BHs in the interior of the region of radius r [37]. The
functions Gm(r) depend on all the N -point correlation functions and so in general they are hard
to determine. However in some cases they take simple forms. For a Poissonian distribution, the
presence of a BH at any given position is independent on the absence or presence of BHs at any
other position implying Gm = 1. Then, for a Poissonian distribution Q(x, y) takes the following
form (see e.g. [6])
Q(x, y) = 16pi2x2y2n2 exp
[
−4pi
∫ y
RBH
nz2dz
]
Θ(y − x) . (3.19)
Here RBH is the radius of the BH at
6 r = 0. Under certain conditions, a non-Poissonian
distribution can also be written as in (3.19), provided that the comoving number density is
promoted to a local density
n→ n(r) = n g2(r) with g2(r) ≡ 1 + ξ(r) . (3.20)
In particular, if the N -point correlation functions ξ(N) satisfy
1 + ξ(N)(r1, ..., rN−1) =
N−1∏
i=1
(1 + ξ(ri)) , (3.21)
then Gm(r) = g2(r) for all m and Q(x, y) takes the form [14]
Q(x, y) = 16pi2x2y2n(x)n(y) exp
[
−4pi
∫ y
RBH
n(z)z2dz
]
Θ(y − x) . (3.22)
This is for example the case for biased Gaussian distributions, as our model, with a constant
and small correlation function ξ(N) [38]. In the case in which the correlation functions ξ(N) are
larger than expected from the separability condition (3.21) we expect to have
Gn(r) ≥ g2(r) . (3.23)
For some distributions this inequality can be shown to hold explicitly [39–41]. Using the bounds
found in e.g. [40, 42], it can be shown that for small radius G0(r) ' g2(r). For larger radius, and
because the probability of finding a void decreases, we expect G0 to be an increasing function
6As shown in Figure 1, for r < RBH, the function ξ(r) measures the autocorrelation of δ(r).
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of r. This would then imply that G0(r) ≥ g2(r) at all relevant scales. We also expect the same
to happen for G1(r).
Then the expression (3.22) becomes either an upper or a lower bound, depending on whether
the linear or the exponential term in (3.18) dominates. In the rest of the paper, we test whether
(3.21) holds using the N -correlation function as given by (2.16), for N up to the expected number
of BHs in the volume where the correlation is non-vanishing.
In the following we will compute the merger rate as given by the simple expression (3.22),
taking into consideration that this expression will be an upper or lower bound for the true merger
rate for large correlations, as explained above.
In order to find the merger rate at a given time t, we need to integrate Q(x, y) over the
positions (x, y). Binaries that merge today were initially separated by a comoving distance x in
the interval (xmin, xmax). The distance xmax is the maximum distance such that a pair of BHs
can form a binary system, and can be found by imposing that the mass of the binary system is
larger than the background mass within a volume whose radius is the initial separation of the
binary [3, 5]. This radius is maximised at matter-radiation equality and then xmax is given by
7
xmax '
(
M
ρeq
)1/3
, (3.24)
where M = m1 + m2 is the total mass of the binary, ρeq is the background energy density
at matter-radiation equality. The distance xmin is the distance below which a binary with
any orbital parameter would have already merged. The time t for an orbit to collapse with
dimensionless angular momentum8 is given by [43]
t =
3
85
r4x
ηM3
j7 with j = (x/y)3 , (3.25)
where rx is the semi-major axis of the binary and η ≡ m1m2/M2 is the symmetric mass ratio.
Then, for a given semi-major axis, the longest possible time for a binary to merge is if they have
initially a circular orbit (j = 1). The semi-major axis rx is proportional to the physical distance
at the time the binary decouples from the Hubble flow. We then need to find the scale factor
adec at which the condition
M = ρ(a)r3 (3.26)
is satisfied, where ρ(a) is the total energy density at radiation domination. Using aeq = 1, we
find
rx =
(
x
xmax
)3
x , (3.27)
7Slightly different estimates for xmax are obtained depending on whether the volume is defined in cartesian or
spherical coordinates.
8More precisely j = c (x/y)3, where c is a factor O(1). We choose c = 1.
8
and so
xmin =
(
85 ηM3 t
3x4max
)1/16
xmax . (3.28)
For each position x within (xmin, xmax) there is a corresponding y such that the merging time
is t, as given by Eq. (3.25). For t = t0 the present age of the Universe, and m1 = m2 = 30 M,
xmin ' 4× 10−5 Mpc and xmax ' 9.6× 10−4 Mpc. By integrating Q(x, y) over this interval we
find the total merger rate per unit time at a given time t. In order to find the merger rate per
unit time and volume element, we multiply by the total density of PBHs, n¯. This is found by
integrating n(r) in (3.20) over a Hubble patch and dividing by the total volume. As the radius
of the Hubble patch under consideration is much bigger than Rcl ∼ k−1ψ , the contribution of ξ(r)
to the average number density of PBH is negligible, and so n¯ ' n. By using (3.24) the number
density is related to fPBH by
n¯ =
fPBH
xmax3
. (3.29)
Then, the merger rate at a given time t is
dR
dt
=
n¯
2
∫ xmax
xmin
Q(x, y(x, t))
∣∣∣dy
dt
(t, x)
∣∣∣dx , (3.30)
where the factor 1/2 avoids overcounting the binaries. In Figure 2 we show the merger rates
for the linear model (2.8), with the power spectra given by (2.13). We fix α = 1 and show
the merger rate as a function of fPBH and γ ≡ kψ/kδ. The Poissonian case corresponds to
γ = 1 (in such case there is no long wavelength modulation). From Figure 2 we see that while
for the Poissonian case the merger rate increases monotonically with fPBH, for the clustered
distribution (γ  1) the rate increases with increasing fPBH only until a certain value of fPBH.
For fPBH & 10−3 and γ . 10−2, the merger rate decreases with increasing fPBH. The drop is
due to the fact that the exponential term in (3.22) dominates, which is never the case in the
Poissonian case (if we would consider an unphysical fPBH > 1 we would eventually also notice
the exponential drop in this case).
To understand the reason behind the drop in the merger rate, we recall that binaries merging
today were initially separated by a distance x inside the interval (xmin, xmax), as depicted in
Figure 3. In the Poissonian case, BHs have a mean separation x¯ much larger than xmax. Few
of them would have a separation x . xmax  x¯, then forming a binary. These binaries merge
today if their orbits were initially very eccentric (otherwise, their merging time is too large).
As fPBH increases, the typical distance between two BHs diminishes and then it is more likely
for them to have a separation x . xmax. Then the merger rate increases. The picture changes
for the clustered distribution. For small γ, the typical distance to the nearest BH is smaller
than xmin. That is, binaries merging today are, contrary to the Poissonian case, rare binaries
separated by a distance x & xmin  x¯. These will merge today if their initial orbits are circular
(otherwise their merging time is too short). As fPBH increases, the typical distance between two
9
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Figure 2: Left) For large clustering, γ  1, the merger rate in Eq. (3.22) (in black) becomes either
an upper bound or lower bound of the unknown true merger rate (depicted here in red), depending on
whether the linear or the exponential term in (3.18) dominates. For the Poissonian case (blue), the linear
term always dominates. Right) Present merger rate from (3.22) for a monochromatic mass spectrum
with m = 30 M, as a function of fPBH and γ for α = 1. In the grey band we show the present rate of
binary mergers as determined by LIGO observations. We distinguish two branches, branch A which is
linked to the Poissonian case (γ = 1), and branch B that appears as a result of the drop in the merger
rate for large fPBH and small γ. Above the dotted line the condition (3.21) holds, and the true merger
rate is accurately described by (3.22). Below that line, the merger rate depicted here is either an upper
or lower bound of the true merger rate, depending on whether this rate is an increasing or decreasing
function of fPBH (as seen in the left panel). This limit is shown as a dashed line, where we show the
position of the maximum of the merger rate. From here we deduce that the positions of branch A and B
below the dotted line should be displaced towards smaller values of fPBH. This implies that, for a given
γ, the merger rate consistent with LIGO will happen for smaller fPBH than shown here.
BHs becomes even smaller, and so it is more rare to have binaries separated by a distance larger
than xmin. This explains the drop of the merger rate for f > 10
−3 in the small γ region9. In
Figure 3 we show the typical distance of two BHs in the Poissonian and in the clustered regimes.
In an intermediate regime there are two local maxima of the distribution. That behaviour is
better seen by looking at the angular momentum of the binaries, that we show in Figure 4.
The fact that the merger rate can drop as we increase fPBH for clustered distributions means
that the rate observed by LIGO is, for small and constant γ, consistent with two different values
of fPBH
10. This is the origin of the two branches of parameter space consistent with LIGO that
we see in Figure 2. One departs from the Poissonian case (γ = 1), and we call it branch A.
9As we have already said, this drop in the merger rate would also be visible in the Poissonian case if we would
allow fPBH to be much larger that unity. In that hypothetical case, the typical distance of a binaries goes from
being much larger than xmax, to be much smaller than xmin.
10For very small fPBH and γ, the rate still increases with fPBH, since, while the area under the curve in Figure
3 is more or less constant with fPBH, there is a prefactor proportional to the total abundance of PBHs in Eq.
(3.30) that dominates the estimation of the total rate.
10
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Figure 3: Distribution of the comoving distance of the nearest BH in a Poissonian and in a clustered
distribution of BHs, for parameters giving the same present rate ((γ = 1, fPBH = 4.6 × 10−3) in the
Poissonian case and (γ = 10−3, fPBH = 2.2× 10−5) for the clustered distribution). The distributions are
normalized so that they can be easily compared in the same figure. For a Poissonian distribution, most
of BHs are separated by a distance x > xmax. For a clustered distribution, most of BHs are separated by
a distance x < xmin. BHs at a distance in the interval (xmin, xmax), shown in grey, can merge by today
(provided the third BH provides the right amount of torque).
We call branch B the one resulting from the decrease in the rate at large clustering (γ < 10−2)
and large fPBH. In branch A and in the Poissonian case (γ = 1), as we previously explained,
most binaries merging today were initially very eccentric. As γ decreases, and the probability to
form a BH increases at small radii, a new population of BH appears with mean distance smaller
than xmin. At some point as we move in branch A these two populations of binaries coexist,
and we have a mixed population of binaries. In order to assess the relative abundances of both
excentric and circular orbit populations we need to determine the probability distribution of j
for binaries merging at time t, P (j|t), which can be related to Q(x, y) as
P (j|t) = S(t)−1Q(x(j, t), y(j, t))
∣∣∣∂(x, y)
∂(j, t)
∣∣∣ , (3.31)
where x(j, t) and y(j, t) can be found from Eq. (3.25) and S(t) is a normalization factor. Notice
that for a given merging time, the allowed separation of binaries (xmin, xmax) translates into
possible values for j in the interval (jmin, 1) with jmin = (xmin/xmax)
16/7. In Figure 4 we show
the distribution of angular momenta for three cases having the same present merger rate (R ' 50
Gpc−3 yr−1). These three cases follow a mostly Poissonian, clustered or mixed distribution of
BHs. In the mixed case, there are two populations of circular and eccentric binaries contributing
equally to the present merger rate. The degeneracy between branch A and B is broken if we
consider the merging history. In Figure 5 we show the merger rate as a function of redshift, for
four different parameters for which the present merger rate is the same (two of them belong to
11
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Figure 4: Distribution of initial angular momenta for binaries merging today. Here we see three cases
in branch A in which most binaries are eccentric (corresponding to a Poissonian distribution, in or-
ange), circular (corresponding to a fully clustered distribution, in green) and mixed (corresponding to
the intermediate case, in blue).
branch A - solid lines- and two belong to branch B - dashed lines). While the merging history
can then help us disentangle whether binaries come from branch A or B, the differences within
each branch are less noticeable, in particular for the case of branch A. In principle there is a
range of parameters for which the present merger rate can be explained with fPBH = 1, around
γ ' 0.01 in Figure 2. We should however be cautious since at large fPBH most of the binaries are
disrupted under the influence of others PBHs [5], thus yielding smaller present merger rates11.
A quantitative estimation on how this effect changes the rate is however only possible by the
use of numerical simulations.
A direct detection of the merger rate as a function of redshift will of course first contribute
in determining whether these binaries are of primordial origin or not (see e.g. [44, 45]). For
astrophysical binaries, the merger rate drops for z > 2, which is not the case for those of
primordial origin. As can be seen however from Figure 5 binaries from branch B also feature
a drop around z ∼ 2. While LIGO/Virgo is expected to detect mergers up to z ∼ 1, future
experiments like the Cosmic Explorer [27] or Einstein Telescope [28] will be able to directly detect
the merger rate up to redshift z ∼ 10 for this mass range, opening the possibility of directly
measuring the merging history. The integrated effect of the merging history can also be deduced
11Let us note however that for slightly larger γ, a merger rate larger by many orders of magnitude can be
achieved. Thus it is possible that there is a γ > 0.01 for which the merger rate is consistent with fPBH = 1, even
if most of the mergers are disrupted at early times.
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Figure 5: Merger rate as a function of redshift z for two different families of parameters. All of them have
the same present merger rate, consistent with LIGO, but different values for fPBH. Solid lines corresponds
to parameters in the branch A ((f = 2.2× 10−5, γ = 10−3) and (f = 4.5× 10−3, γ = 10−1)), and dashed
lines corresponds to parameters in branch B ((f = 1, γ = 1.3 × 10−2) and (f = 10−2, γ = 10−3)). Note
that, as we explained in the previous section, because we expect branch A and B to be displaced towards
smaller fPBH below the dotted line in Figure 2 these curves should correspond to larger values of γ than
the ones quoted here. For example for fPBH = 1, we expect γ > 1.3× 10−2.
by looking at the stochastic background of gravitational waves, which we discuss in more detail
in the following section. As we will show, when LIGO/Virgo acquires full capability, a detection
of the stochastic background will make it possible to distinguish between these different merging
histories.
4 The Stochastic Background of Binary Mergers
The energy released by binaries that have already merged contribute to a stochastic background
of gravitational waves. The energy density of the stochastic background ΩGW can be expressed
in terms of the critical density ρc as
ΩGW ≡ 1
ρc
dρGW
d log ν
(4.32)
where ρGW is the energy density at a given frequency ν. The contribution coming from early
formed binaries can then be expressed as (see e.g. [11])
ΩGW =
ν
ρcH0
∫ z∗
0
RPBH(z)
(1 + z)E(z)
dEGW
dνs
(νs)dz (4.33)
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Figure 6: Stochastic background of gravitational waves. We choose the same parameters as in Figure
5, having the same present merger rate. The solid grey indicates the current LIGO bounds whereas the
dashed line indicates the projected final sensitivity [52].
where dEGW/dνs is the GW energy spectrum of the merger and νs is the frequency in the source
frame, related to the observed frequency as νs = (1 + z)ν. The function E(z) ≡ H(z)/H0 =
[Ωr(1 + z)
4 + Ωm(1 + z)
3 + ΩΛ]
1/2. Black holes of m ∼ 102 M were formed at z∗ ∼ 1010, and so
this is the maximum redshift at to which we possibly integrate the relation above (even though
the integrand stops contributing much earlier).
As can be seen from Figure 6, under the hypothesis that all mergers are of primordial origin,
LIGO will be able to disentangle the initial orbits of the binaries.
The energy released as GWs can be deduced from its waveform. This has been modeled for
the inspiral, merger, and ringdown phases of BHs binary mergers, and fitted through numerical
simulations [46, 47]. For non-precessing binaries, as it is the case for PBHs [48], it takes the
following form (see also [49, 50])
dEGW
dνs
(νs) =
pi2/3M
5/3
c
3

ν
−1/3
s for νs < ν1
ω1ν
2/3
s for ν1 ≤ νs < ν2
ω2
σ4ν2s
(σ2+4(νs−ν2)2)2
for ν2 ≤ νs < ν3
0 for ν3 ≤ νs
(4.34)
where νi ≡ (ν1, ν2, σ, ν3) = (aiη2+biη+ci)/(piM), M = m1+m2 is the total mass, Mc is the chirp
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mass (M
5/3
c = m1m2M
−1/3), and η = m1m2M−2 is the symmetric mass ratio. The parameters
ai, bi and ci can be found in [46], and (ω1, ω2) are chosen such that the spectrum is continuous.
In the template (4.34) the three regimes corresponds, towards larger frequencies, to the inspiral,
merging and ringdown phases, and for 30 M they correspond to νi = (135, 271, 79, 387) Hz.
In Figure 6 we show the stochastic background of gravitational waves for a set of parameters
producing the same present merger rate. We take (Ωr,ΩΛ,Ωm) as determined by the Planck
satellite [51].
5 Discussion and Conclusions
We have presented a model for initial clustering of PBHs and computed the merger rates of
binary black holes. We have shown that the present merger rate can decrease as the fraction of
black holes increases, inducing a degeneracy in the value of fPBH for which a certain merger rate
is obtained and opening the possibility that all DM is in the form of PBHs of stellar mass. We
have showed that the detection of the stochastic background (within the projected sensitivity
of LIGO/Virgo) should be able to break this degeneracy, determining the initial distribution of
PBHs.
While in this paper we have discussed the constraints coming from the present and past
merger rates, there are other constraints that put bounds on the abundance of PBHs at these
scales. Depending on the mass function of the PBHs, more observables related to binary mergers
can be used to confront with LIGO data, such as the mass ratios, total mass and chirp mass
[53]. Additionally, other observables not related to binaries can be used, such as distortions in
the cosmic microwave background (CMB) [54, 55], gravitational lensing of Type IA Supernova
[56], pulsar timings [57], and the survival of star clusters [58]. Some attempts have been made
to extend these constraints to clustered distributions (as in [4]), but an analysis taking into
account the full space of parameters that we have considered here is still lacking.
From the model building point of view, whether the statistics are Gaussian or not, and
whether the effects of clustering are important or not, will depend on their formation mechanism.
PBHs can be formed in numerous ways. The simplest scenario is when density fluctuations are
sufficiently large [59, 60]. If these fluctuations arise from single field inflation, then the statistics
of the fluctuations are non-Gaussian [61, 62]. While non-Gaussianity is in this case of the local
type and O(1), the ratio of the variance at the small and large scales is typically very small, and
so the effect of clustering is negligible (this is equivalent of having a small parameter α from
our definition). A large clustering will then need the presence of a secondary field modulating
at large scales the properties of the overdensity field. Additional fields can also induce clustered
distributions of PBHs created through other mechanisms, as those coming from trapped inflating
regions as discussed in [63, 64].
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Our analysis is based on binary orbits induced by a third BH. For large values of fPBH, as well
as highly clustered distributions, this assumption might not hold. We thus expect some changes
in the quantitative results for some of the parameters of the theory, when N-body effects are
considered. Moreover, we used an estimate for the merger rate that assumes the separability
condition Eq. (3.21), and we identified the regions of parameter space where this estimate is
accurate, or provides a lower or upper bound of the true merger rate. This is sufficient for having
a qualitative understanding of the possible merger histories at large clustering. A quantitative
estimate can be obtained by calculating explicitly the probability of finding nearest neighbours
at a given position, by applying e.g. the analytic techniques of [37, 40, 42]. These issues can
also be tackled by using numerical simulations to determine the initial distribution of BHs and
by looking at their time evolution (see e.g. [65] for recent considerations on these problems).
These lines of research will be further pursued in future work. Let us note that both of these
effects make the merger rate drop for larger abundances, and thus both contribute in opening
the window for having all the DM as stellar PBHs.
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Appendix
A N-th point distribution of PBHs
In this Appendix we compute the probability of having N primordial black holes at the points
x1, . . . , xN for the case where the local critical threshold for collapse follows a linear relation
with the secondary field ψ
ν(xi) = νg (1 + βψ(xi)) = νg + αµ(xi) , (A.1)
where we have defined α ≡ νgβσψ and µ(xi) = ψ(xi)/σψ. We denote by P localN (x) the prob-
ability of having N primordial black holes at points x1, . . . , xN given that the local threshold
for collapse has a value ν(x1), . . . , ν(xN ). We denote this probability by P
local
N (x1, . . . , xN ). By
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using threshold statistics12 we write this probability as
P localN (x1, . . . , xN ) =
∫ ∞
ν(xN )
dηN · · ·
∫ ∞
ν(x1)
dη1P
(N) (η,Ωδ) . (A.2)
Here we introduced the quantity P (N)(η,Ωδ), the joint probability density of the δ-field with
correlation matrix Ωijδ = ωδ(rij) if i 6= j and 1 if i = j. Here rij = |xi− xj |. We also defined the
vector η = (η1, . . . , ηN ), ηi = δ(xi)/σδ. The explicit form for P
(N)(η,Ωδ) is
P (N) (η,Ωδ) =
1
(2pi)N/2 (det Ωδ)
1/2
exp
(
−1
2
ηTΩ−1δ η
)
. (A.3)
The quantity P localN (x1, . . . , xN ) is a conditional probability. To obtain the total probability
of finding PBH at the points x1, . . . , xN we need to integrate over the configurations of the
secondary field ψ(x). Therefore, we have
PN (x1, . . . , xN ) =
∫ ∞
−∞
dµN · · ·
∫ ∞
−∞
dµ1P
(N) (µ,Ωψ)P
local
N (x1, . . . , xN ) , (A.4)
where µ and Ωψ are analogous to η and Ωδ for the secondary field ψ. By using the change of
variables
η˜ =
η − αµ√
1 + α2
, ν˜ =
αµ√
1 + α2
(A.5)
and defining the new covariance matrices Ω˜δ = (1 + α
2)−1Ωδ and Ω˜ψ = α2(1 + α2)−1Ωψ we can
write Eq. (A.4) as
PN (x1, . . . , xN ) =
∫ ∞
−∞
dN µ˜√
(2pi)N det Ω˜ψ
∫ ∞
ν¯
dN η˜√
(2pi)N det Ω˜δ
e−
1
2
(η˜+µ˜)T Ω˜−1δ (η˜+µ˜)− 12 µ˜T Ω˜−1ψ µ˜ (A.6)
where we used the notation dNz = dzN · · · dz1 and we have defined ν¯ = νg/
√
1 + α2. By using
the following known result for gaussian integrals
1
(2pi)N
∫ ∞
−∞
dNze−iy
T z− 1
2
zTMz =
1√
(2pi)N detM
e−
1
2
yTM−1y , (A.7)
we can write
PN (x1, . . . , xN ) =
∫ ∞
−∞
dN µ˜
∫ ∞
ν¯
dN η˜
∫ ∞
−∞
dNη′
(2pi)N
∫ ∞
−∞
dNµ′
(2pi)N
e−iµ˜
Tµ′−i(η˜+µ˜)T η′− 1
2
µ′T Ω˜ψµ− 12η′T Ω˜δη
(A.8)
We can first integrate over µ˜ giving us a factor of (2pi)NδN (µ′ + η′) allowing us to perform
automatically the integral on µ′. Then, we are left with
PN (x1, . . . , xN ) =
∫ ∞
ν¯
dN η˜
∫ ∞
∞
dNη′
(2pi)N
e−iη˜
T η′− 1
2
η′(Ω˜δ+Ω˜ψ)η . (A.9)
12The main result of this Appendix also applies to peak theory.
17
By defining
Ω¯ ≡ Ω˜δ + Ω˜ψ = Ωδ + α
2Ωψ
1 + α2
(A.10)
and using again the identity (A.7) we end up with
PN (x1, . . . , xN ) =
∫ ∞
ν¯
dη˜N · · ·
∫ ∞
ν¯
dη˜1P
(N)
(
η˜, Ω¯
)
. (A.11)
But this is just the probability of finding N primordial black holes at the points x1, . . . , xN if
the overdensity field was a single gaussian field with correlation matrix Ω¯ and the threshold for
the collapse was ν¯. There exist “closed forms“ for the some values of N .
For P1(x1) we have
P1(x1) =
1
2
erfc
(
ν¯√
2
)
, (A.12)
and for P2(x1, x2) we have [34]
P2(x1, x2) =
1
2
erfc
(
ν¯√
2
)
− 2T
(
ν¯,
√
1− ω¯(r)
1 + ω¯(r)
)
, ω¯(r) =
ωδ(r) + α
2ωψ(r)
1 + α2
, (A.13)
where r = |x1 − x2| and T (z, a) is the T-Owen function defined as [34]
T (z, a) ≡ 1
2pi
∫ a
0
dt
e−
(1+t2)z2
2
1 + t2
. (A.14)
For a = 1, a simpler form can be found [33]
T (z, 1) =
1
8
erfc
(
− z√
2
)
erfc
(
z√
2
)
. (A.15)
B Nearest neighbours distance distributions
Here we follow the notation and approach of Refs. [37, 40, 42]. For a homogeneous distribution,
the N -point density is given by
ρN (x1, . . . , xN ) = ρ
NgN (x1, . . . , xN ) (B.1)
where gN (x1, . . . , xN ) is the N -point correlation function. For the homogeneous system ρ1(x1) =
ρ = constant.
We are interested in the following probability
Q(x, y)dxdy ≡ given that there is a PBH at some position (could be the origin), the
probability that the nearest PBH lies at a distance between x and x+ dx and the second
nearest PBH lies at a distance between y and y + dy.
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To compute it, we need to define some quantities.
Hn(r)dr ≡ given that there is a PBH at the origin, the probability that the n-th nearest
PBH lies at a distance between r and r + dr
for n ≥ 1. Clearly, from the above definition we have
H2(y) =
∫ y
0
Q(x, y)dx . (B.2)
So, if we manage to express H2(y) as Eq. (B.2) we can obtain an expression for Q(x, y).
We define the following regions:
Ω(r) ≡ the volume of a sphere of radius r encompasing the reference PBH.
s(r)dr ≡ the volume of the spherical shell of a sphere of radius r.
Let us now introduce more quantities
En(r) ≡ given that there is a PBH at some position (the origin), the probability that the
region Ω(r), encompassing the central PBH, contains n additional PBHs.
ρs(r)Gn(r)dr ≡ given that there are n PBHs in the region Ω(r) (in addition to the central
PBH), the probability that PBHs are contained in the shell s(r)dr surrounding the central
PBH.
The function Gn(r) is a conditional pair correlation function. Note that if all the correlation
function can be expressed as products of the 2-point, then Gn(r) = g2(r), with g2(r) the pair
correlation function (denoted by G(r) in Ref. [14]). By the above definitions, we can write then
Hn(r)dr = ρs(r)Gn−1(r)En−1(r)dr . (B.3)
Moreover, Hn(r)dr and En(r) are related by
Hn(r)dr = −
n−1∑
i=0
∂Ei(r)
∂r
dr , or
n−1∑
i=0
Ei(r) = 1−
∫ r
0
Hn(r
′)dr′ . (B.4)
Let us first find an expression for H1(x). By using Eq. (B.2) we can write Eq. (B.3) as
− ∂E0(x)
∂x
= ρs(x)G0(x)E0(x) =⇒ E0(x) = exp
(
−
∫ x
0
ρs(x′)G0(x′)dx′
)
. (B.5)
The lower bound acually should be RBH, but we can set it later. The lower limit is set by
imposing the condition that E(0) (or E(RBH)) is one, since for sure there will be no PBHs
(apart from the central one). Then we can write H1(x) as
H1(x)dx = ρs(x)G0(x) exp
(
−
∫ x
0
ρs(x′)G0(x′)dx′
)
dx (B.6)
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This is normalized, no matter the lower bound. Indeed if we consider the variables X =∫ x
0 ρs(x
′)G0(x′)dx′ then
H1(X)dX = exp(−X)dX , X ∈ (0,∞) (B.7)
Let us now compute H2(y) in a similar way. Note that
H2(y) = H1(y)− ∂E1(y)
∂y
(B.8)
Then we can write Eq. (B.3) as
∂E1(y)
∂y
+ ρs(y)G1(y)E1(y) = H1(y) (B.9)
This is a first order ODE for E1(y) and can be solved by the use of the integrating factor.
Consider the integrating factor
I(y) = exp
(∫ y
0
ρs(z)G1(z)dz
)
(B.10)
and multiply Eq. (B.9) by I(y). Then we can write it as
∂I(y)E1(y)
∂y
= I(y)H1(y) (B.11)
So
E1(y) = exp
(
−
∫ y
0
ρs(z)G1(z)dz
)(∫ y
0
H1(x) exp
(∫ x
0
ρs(z)G1(z)dz
)
dx+ C
)
(B.12)
where C is a constant to be determined. Observe that now we have that E1(0) = 0 (or
E1(RBH) = 0) since the probability of having one PBH inside the volume Ω(0) (or Ω(RBH))
is zero. Then we require C = 0. Hence we can write Eq. (B.3) as
H2(y) =
∫ y
0
ρ2s(x)s(y)G0(x)G1(y) exp
[
−
(∫ x
0
ρs(z)G0(z)dz +
∫ y
x
ρs(z)G1(z)dz
)]
dx
(B.13)
where we used Eq. (B.6), we put the ρs(y)G1(y)e
− ∫ y ρs(y)G1 factor inside the x integral and
used the fact that x < y. Therefore we can write Q(x, y) as
Q(x, y) = ρ2s(x)s(y)G0(x)G1(y) exp
[
−
(∫ x
0
ρs(z)G0(z)dz +
∫ y
x
ρs(z)G1(z)dz
)]
Θ(y − x) .
(B.14)
Gn will depend on all the N -point correlation functions gN . Indeed we can write En as [37]
En(r) =
1
n!
[(
∂
∂t
)n(
1 +
N−1∑
i=1
ti
i!
ρi
∫
gi+1 (r12, ..., r1i)
i+1∏
k=2
Θ (r − |r1k|) dr1k
)]
t=−1
, (B.15)
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where r1i = r1 − ri. If the separability condition (3.21) holds, then
E0(r) = exp
(
−
∫
ρs(z)g2(z)dz
)
, (B.16)
E1(r) =
[∫
ρs(z)g2(z)
]
exp
(
−
∫
ρs(z)g2(z)dz
)
, (B.17)
which combined with Eqs. (B.5),(B.6) and (B.12) give
G0(r) = G1(r) = g2(r) . (B.18)
References
[1] B. P. Abbott et al. [LIGO Scientific and VIRGO Collaborations], Phys. Rev. Lett.
118 (2017) no.22, 221101 Erratum: [Phys. Rev. Lett. 121 (2018) no.12, 129901]
doi:10.1103/PhysRevLett.118.221101, 10.1103/PhysRevLett.121.129901 [arXiv:1706.01812
[gr-qc]].
[2] S. Bird, I. Cholis, J. B. Mun˜oz, Y. Ali-Hamoud, M. Kamionkowski, E. D. Kovetz,
A. Raccanelli and A. G. Riess, Phys. Rev. Lett. 116 (2016) no.20, 201301
doi:10.1103/PhysRevLett.116.201301 [arXiv:1603.00464 [astro-ph.CO]].
[3] M. Sasaki, T. Suyama, T. Tanaka and S. Yokoyama, Phys. Rev. Lett. 117
(2016) no.6, 061101 Erratum: [Phys. Rev. Lett. 121 (2018) no.5, 059901]
doi:10.1103/PhysRevLett.121.059901, 10.1103/PhysRevLett.117.061101 [arXiv:1603.08338
[astro-ph.CO]].
[4] S. Clesse and J. Garca-Bellido, Phys. Dark Univ. 15 (2017) 142
doi:10.1016/j.dark.2016.10.002 [arXiv:1603.05234 [astro-ph.CO]].
[5] M. Raidal, C. Spethmann, V. Vaskonen and H. Veerme, JCAP 1902 (2019) 018
doi:10.1088/1475-7516/2019/02/018 [arXiv:1812.01930 [astro-ph.CO]].
[6] T. Nakamura, M. Sasaki, T. Tanaka and K. S. Thorne, Astrophys. J. 487 (1997) L139
doi:10.1086/310886 [astro-ph/9708060].
[7] Y. Ali-Hamoud, E. D. Kovetz and M. Kamionkowski, Phys. Rev. D 96 (2017) no.12, 123523
doi:10.1103/PhysRevD.96.123523 [arXiv:1709.06576 [astro-ph.CO]].
[8] A. Katz, J. Kopp, S. Sibiryakov and W. Xue, JCAP 1812 (2018) 005 doi:10.1088/1475-
7516/2018/12/005 [arXiv:1807.11495 [astro-ph.CO]].
[9] B. Carr, K. Kohri, Y. Sendouda and J. Yokoyama, arXiv:2002.12778 [astro-ph.CO].
21
[10] B. P. Abbott et al. [LIGO Scientific and Virgo Collaborations], Phys. Rev. Lett. 116 (2016)
no.13, 131102 doi:10.1103/PhysRevLett.116.131102 [arXiv:1602.03847 [gr-qc]].
[11] S. Wang, Y. F. Wang, Q. G. Huang and T. G. F. Li, Phys. Rev. Lett. 120 (2018) no.19,
191102 doi:10.1103/PhysRevLett.120.191102 [arXiv:1610.08725 [astro-ph.CO]].
[12] Y. Ali-Hamoud, Phys. Rev. Lett. 121 (2018) no.8, 081304
doi:10.1103/PhysRevLett.121.081304 [arXiv:1805.05912 [astro-ph.CO]].
[13] V. Desjacques and A. Riotto, Phys. Rev. D 98 (2018) no.12, 123533
doi:10.1103/PhysRevD.98.123533 [arXiv:1806.10414 [astro-ph.CO]].
[14] G. Ballesteros, P. D. Serpico and M. Taoso, JCAP 1810 (2018) 043 doi:10.1088/1475-
7516/2018/10/043 [arXiv:1807.02084 [astro-ph.CO]].
[15] J. R. Chisholm, Phys. Rev. D 73 (2006) 083504 doi:10.1103/PhysRevD.73.083504 [astro-
ph/0509141].
[16] K. M. Belotsky et al., Eur. Phys. J. C 79 (2019) no.3, 246 doi:10.1140/epjc/s10052-019-
6741-4 [arXiv:1807.06590 [astro-ph.CO]].
[17] Y. Tada and S. Yokoyama, Phys. Rev. D 91 (2015) no.12, 123534
doi:10.1103/PhysRevD.91.123534 [arXiv:1502.01124 [astro-ph.CO]].
[18] S. Young and C. T. Byrnes, JCAP 1504 (2015) 034 doi:10.1088/1475-7516/2015/04/034
[arXiv:1503.01505 [astro-ph.CO]].
[19] T. Suyama and S. Yokoyama, PTEP 2019 (2019) no.10, 103E02 doi:10.1093/ptep/ptz105
[arXiv:1906.04958 [astro-ph.CO]].
[20] S. Young and C. T. Byrnes, JCAP 2003 (2020) no.03, 004 doi:10.1088/1475-
7516/2020/03/004 [arXiv:1910.06077 [astro-ph.CO]].
[21] M. Raidal, V. Vaskonen and H. Veerme, JCAP 1709 (2017) 037 doi:10.1088/1475-
7516/2017/09/037 [arXiv:1707.01480 [astro-ph.CO]].
[22] V. Vaskonen and H. Veerme, arXiv:1908.09752 [astro-ph.CO].
[23] Q. Ding, T. Nakama, J. Silk and Y. Wang, Phys. Rev. D 100 (2019) no.10, 103003
doi:10.1103/PhysRevD.100.103003 [arXiv:1903.07337 [astro-ph.CO]].
[24] T. Bringmann, P. F. Depta, V. Domcke and K. Schmidt-Hoberg, Phys. Rev. D 99 (2019)
no.6, 063532 doi:10.1103/PhysRevD.99.063532 [arXiv:1808.05910 [astro-ph.CO]].
22
[25] Y. N. Eroshenko, J. Phys. Conf. Ser. 1051 (2018) no.1, 012010 doi:10.1088/1742-
6596/1051/1/012010 [arXiv:1604.04932 [astro-ph.CO]].
[26] J. Garriga and N. Triantafyllou, JCAP 1909 (2019) no.09, 043 doi:10.1088/1475-
7516/2019/09/043 [arXiv:1907.01455 [astro-ph.CO]].
[27] B. P. Abbott et al. [LIGO Scientific Collaboration], Class. Quant. Grav. 34 (2017) no.4,
044001 doi:10.1088/1361-6382/aa51f4 [arXiv:1607.08697 [astro-ph.IM]].
[28] M. Punturo et al., Class. Quant. Grav. 27 (2010) 194002. doi:10.1088/0264-
9381/27/19/194002
[29] E. Komatsu and D. N. Spergel, Phys. Rev. D 63 (2001), 063002
doi:10.1103/PhysRevD.63.063002 [arXiv:astro-ph/0005036 [astro-ph]].
[30] J. M. Bardeen, J. R. Bond, N. Kaiser and A. S. Szalay, Astrophys. J. 304 (1986) 15.
doi:10.1086/164143
[31] C. Germani and R. K. Sheth, arXiv:1912.07072 [astro-ph.CO].
[32] M. Shibata and M. Sasaki, Phys. Rev. D 60 (1999) 084002 doi:10.1103/PhysRevD.60.084002
[gr-qc/9905064].
[33] Yu. A. Brychkov and N. V. Savischenko, Integral Transforms and Special Functions, 27,2,
(2016) . doi:10.1080/10652469.2015.1111889
[34] D.B. Owen, Ann. Math. Statist. 27 (1956) no. 4, 1075–1090 doi:10.1214/aoms/1177728074
[35] N. Kaiser, Astrophys. J. 284 (1984) L9. doi:10.1086/184341
[36] H. Ruben, Journal of Research of the National Bureau of Standards Section B Mathematics
and Mathematical Physics,1964,3
[37] T M Truskett, P G Debenedetti, and S Torquato. Physical Review. E, Statistical Physics,
Plasmas, Fluids, and Related Interdisciplinary Topics, 58(6), 12 1998.
[38] L. G. Jensen and A. S. Szalay, Acta Phys. Hung. 62 (1987), 263 FERMILAB-PUB-86-023-
A.
[39] Salvatore Torquato, A Scardicchio, and Chase E Zachary. Journal of Statistical Mechanics:
Theory and Experiment, 2008(11):P11019, 2008.
[40] S. Torquato, B. Lu, and J. Rubinstein, Phys. Rev. A, 41, 2059 (1990)
[41] S. Torquato, G. Zhang, and F. H. Stillinger. Phys. Rev. X, 5:021020, May 2015.
23
[42] S. Torquato, Journal of Statistical Physics, 45, 843 (1986)
[43] P. C. Peters, Phys. Rev. 136, B1224 (1964). doi:10.1103/PhysRev.136.B1224
[44] M. Fishbach, D. E. Holz and W. M. Farr, Astrophys. J. 863 (2018) no.2, L41 [Astrophys.
J. Lett. 863 L41] doi:10.3847/2041-8213/aad800 [arXiv:1805.10270 [astro-ph.HE]].
[45] Z. C. Chen and Q. G. Huang, arXiv:1904.02396 [astro-ph.CO].
[46] P. Ajith et al., Phys. Rev. D 77 (2008) 104017 Erratum: [Phys. Rev. D 79 (2009) 129901]
doi:10.1103/PhysRevD.79.129901, 10.1103/PhysRevD.77.104017 [arXiv:0710.2335 [gr-qc]].
[47] P. Ajith et al., Phys. Rev. Lett. 106 (2011) 241101 doi:10.1103/PhysRevLett.106.241101
[arXiv:0909.2867 [gr-qc]].
[48] M. Mirbabayi, A. Gruzinov and J. Norea, JCAP 03 (2020), 017 doi:10.1088/1475-
7516/2020/03/017 [arXiv:1901.05963 [astro-ph.CO]].
[49] S. Wang, T. Terada and K. Kohri, Phys. Rev. D 99 (2019) no.10, 103531
doi:10.1103/PhysRevD.99.103531 [arXiv:1903.05924 [astro-ph.CO]].
[50] X. J. Zhu, E. Howell, T. Regimbau, D. Blair and Z. H. Zhu, Astrophys. J. 739 (2011) 86
doi:10.1088/0004-637X/739/2/86 [arXiv:1104.3565 [gr-qc]].
[51] P. A. R. Ade et al. [Planck Collaboration], Astron. Astrophys. 594 (2016) A13
doi:10.1051/0004-6361/201525830 [arXiv:1502.01589 [astro-ph.CO]].
[52] B. P. Abbott et al. [LIGO Scientific and Virgo Collaborations], Phys. Rev. Lett.
118 (2017) no.12, 121101 Erratum: [Phys. Rev. Lett. 119 (2017) no.2, 029901]
doi:10.1103/PhysRevLett.118.121101, 10.1103/PhysRevLett.119.029901 [arXiv:1612.02029
[gr-qc]].
[53] A. D. Gow, C. T. Byrnes, A. Hall and J. A. Peacock, JCAP 2001 (2020) no.01, 031
doi:10.1088/1475-7516/2020/01/031 [arXiv:1911.12685 [astro-ph.CO]].
[54] Y. Ali-Hamoud and M. Kamionkowski, Phys. Rev. D 95 (2017) no.4, 043534
doi:10.1103/PhysRevD.95.043534 [arXiv:1612.05644 [astro-ph.CO]].
[55] V. Poulin, P. D. Serpico, F. Calore, S. Clesse and K. Kohri, Phys. Rev. D 96 (2017) no.8,
083524 doi:10.1103/PhysRevD.96.083524 [arXiv:1707.04206 [astro-ph.CO]].
[56] M. Zumalacarregui and U. Seljak, Phys. Rev. Lett. 121 (2018) no.14, 141101
doi:10.1103/PhysRevLett.121.141101 [arXiv:1712.02240 [astro-ph.CO]].
24
[57] K. Schutz and A. Liu, Phys. Rev. D 95 (2017) no.2, 023002
doi:10.1103/PhysRevD.95.023002 [arXiv:1610.04234 [astro-ph.CO]].
[58] T. D. Brandt, Astrophys. J. 824 (2016) no.2, L31 doi:10.3847/2041-8205/824/2/L31
[arXiv:1605.03665 [astro-ph.GA]].
[59] S. Hawking, Mon. Not. Roy. Astron. Soc. 152 (1971) 75.
[60] B. J. Carr and S. W. Hawking, Mon. Not. Roy. Astron. Soc. 168 (1974) 399.
[61] V. Atal and C. Germani, Phys. Dark Univ. 24 (2019) 100275 doi:10.1016/j.dark.2019.100275
[arXiv:1811.07857 [astro-ph.CO]].
[62] V. Atal, J. Garriga and A. Marcos-Caballero, JCAP 1909 (2019) no.09, 073
doi:10.1088/1475-7516/2019/09/073 [arXiv:1905.13202 [astro-ph.CO]].
[63] J. Garriga, A. Vilenkin and J. Zhang, JCAP 1602 (2016) no.02, 064 doi:10.1088/1475-
7516/2016/02/064 [arXiv:1512.01819 [hep-th]].
[64] H. Deng, J. Garriga and A. Vilenkin, JCAP 1704 (2017) no.04, 050 doi:10.1088/1475-
7516/2017/04/050 [arXiv:1612.03753 [gr-qc]].
[65] M. Trashorras, J. Garca-Bellido and S. Nesseris, [arXiv:2006.15018 [astro-ph.CO]].
25
