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Abstract
Based on an analytic scheme and neglecting the back reaction effect several
crucial properties of holographic s- wave superconductors have been investigated in
the presence of an external magnetic field in the background of a D dimensional
Schwarzschild AdS space time. Inspired by low energy limit of heterotic string
theory, in the present paper we replace the conventional Maxwell action by a Power
Maxwell action. Immersing the holographic superconductors in an external static
magnetic field the spatially dependent condensate solutions have been obtained
analytically. Interestingly enough it is observed that condensation can form only
below a certain critical field strength (Bc). Finally, and most importantly it is
observed that the value of this critical field strength increases as the mass of the
scalar particles gets higher, which indicates the onset of a harder condensation.
1 Introduction
The AdS/CFT duality [1]-[2], which provides an exact connection between the classi-
cal gravitational theory in (D + 1) dimensions to that with the large N limit of cer-
tain classes of gauge theories in D dimensions is considered to be the most significant
achievement of string theory so far. Due to its several remarkable features the theory
has attained renewed attention for the past couple of years. One of the most signifi-
cant achievement of this gauge/gravity correspondence [3] is that it provides a surprising
connection between the classical general relativity and other non gravitational areas of
physics e,g; various condensed matter phenomena [4]-[5]. More specifically, exploiting the
gauge/gravity duality one can use general relativity as a tool in order to describe various
strongly correlated systems of condensed matter physics, including even the phenomena
of superconductivity[6]-[7].
It was Gubser who first argued that there could be a spontaneous U(1) symmetry
breaking near the event horizon of a charged black hole if the black hole is sufficiently
charged and minimally coupled to a complex scalar field [8]-[10]. In the language of
gauge/gravity duality such a local symmetry breaking in the bulk theory corresponds to
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a global U(1) symmetry breaking in the dual field theory residing at the boundary. Spon-
taneous breaking of such a global U(1) symmetry basically triggers a superconductivity
in the boundary field theory popularly known as holographic superconductivity. Since
then this correspondence has been widely explored in order to understand several crucial
properties of these holographic superconductors [11]-[35].
One of the major characteristic properties of ordinary superconductors is that they
expel magnetic fields as the temperature is lowered through the critical temperature
(Tc) [36]-[37]. In the presence of an external magnetic field, ordinary superconductors
may be classified into two categories, namely type I and type II. On the other hand,
using the AdS/CFT dictionary and mostly based on numerical techniques it has been
found that at low temperatures (T < Tc) magnetic field expels the s- wave condensate in
(2 + 1) holographic superconductors along with the formation of vortices [38]-[42]. This
behavior is similar to that is observed in ordinary type II superconductors. In spite of
all these attempts, there are indeed few significant issues which remain highly debatable
and worthy of further investigations. These may be put as follows: (1) Until now all
the attempts in order to investigate the behavior of condensate solutions in the presence
of an external magnetic field has been carried out in the framework of usual Maxwell
electrodynamics and particularly for (2+1) dimensional superconductors. Therefore, it is
an important question how the condensation behaves when higher curvature corrections
are incorporated in the usual Maxwell action in general in any dimensions1’2. (2) Secondly,
it will also be interesting to explore how the s- wave condensate depends on the scalar
mass (m) when the magnetic field is turned on. This is indeed a crucial issue which has
never been explored so far3.
In order to address the above mentioned issues, in the present article, based on a recent
analytic technique4 [15]-[18] and considering the probe limit several crucial properties
of holographic s- wave superconductors have been investigated in the background of a
D dimensional Schwarzschild AdS space time. Inspired by low energy heterotic string
theory, the present work replaces the conventional Maxwell action by the Power Maxwell
action5. Using the standard entries in the gauge/gravity dictionary, the behavior of s-
wave holographic superconductors have been investigated in the presence of an external
static magnetic field. It is observed that the superconducting phase disappears above a
critical value of the applied magnetic field (Bc). Furthermore it is observed that the value
of this critical field strength (Bc) increases as the mass (m) of the scalar field increases,
which indicates the onset a harder condensation for the higher values of scalar mass.
1Recently theories with non linear electrodynamics has attained renewed attention due to its natural
emergence in the low energy limit of heterotic string theory. Moreover, non linear electrodynamics
models provide interesting black hole solutions which besides satisfying the zeroth and first law of black
hole mechanics also possesses various other appealing features, like regular black hole solutions [43]-[49].
2Although, for the past couple of years, studying holographic superconductors in the framework of
non linear electrodynamics has been a popular topic of research [28]-[33], still till date no analysis has
been performed incorporating the effects of these non linear corrections to the s- wave condensate in
presence of external magnetic field.
3In [12] based on numerical techniques, the authors explored the effect of scalar mass on s- wave
condensate in the absence of any external magnetic field and within the framework of Maxwell electro-
dynamics.
4This analytic scheme is known as matching method which has been widely applied in various other
occasions [15]-[18] including the study of Meissner effect [42].
5Almost identical higher curvature term appears in the the low energy limit of heterotic string theory
[46],[49].
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Before going further, let us briefly mention about the organization of the paper. In
section 2, the basic set up for holographic super conductors in the background of a D
dimensional Schwarzschild AdS space time has been given. In section 3, the analytical
computation of the critical temperature and the condensation values have been performed
employing the analytical technique developed in [15]. Computation of the Meissner effect,
based on this analytic scheme have been performed in section 4. Finally, the paper is
concluded in section 5.
2 Basic set up
In order to carry out the analysis we first provide a basic setup for the gravity duals
of higher dimensional holographic superconductors. This dual description consists of a
charged hairy black hole on the background of a D dimensional Schwarzschild AdS space
time. The metric of a D dimensional planar Schwarzschild AdS space time may be written
as,
ds2 = −f(r)dt2 + 1
f(r)
dr2 + r2dxidx
i (1)
where,
f(r) = r2
(
1− r
D−1
+
rD−1
)
(2)
in units in which the AdS radius is unity, i.e. l = 1. The Hawking temperature for the
black hole could be easily found to be,
T =
[
f ′(r)
4pi
]
r=r+
=
(D − 1)r+
4pi
. (3)
In order to carry out the analysis, we need to know the appropriate action for the
hairy configuration that triggers a superconductivity at the boundary field theory. For
the present case, the action for the bulk theory which includes a complex scalar field (ψ)
that is minimally coupled to the Power Maxwell field as6,
S =
∫
dDx
√−g [R− 2Λ− β(FµνF µν)q − |∇µψ − iAµψ|2 −m2|ψ|2] , (4)
where β is the coupling constant and q is the power parameter of the Power Maxwell field.
For β = 1/4 and q = 1 the Power Maxwell action reduces to the usual Maxwell case. Here
Λ
(
= − (D−1)(D−2)
2
)
is the cosmological constant.
In the probe limit, varying the action it is straightforward to calculate the Maxwell
and scalar field equations. These may be written as,
4βq√−g∂µ
(√−g(FλσF λσ)q−1F µν)− i (ψ∗∂νψ − ψ(∂νψ)∗)− 2Aν |ψ|2 = 0 (5)
6similar higher curvature (F q) terms also appears in the low energy limit of heterotic string theory
[46],[49].
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and,
∂µ
(√−g∂µψ)− i√−gAµ∂µψ − i∂µ (√−gAµψ)−√−gA2ψ −√−gm2ψ = 0 (6)
respectively.
In order to solve the the above set of equations(5,6) let us consider the following ansatz
[7],
A = φ(r)dt, ψ = ψ(r). (7)
Based on the above ansatz (7), the above set of equations (5,6) turns out to be a set of
radial equations which may be written as,
∂2rφ+
1
r
(
D − 2
2q − 1
)
∂rφ− 2φψ
2(∂rφ)
2(1−q)
(−1)q−12q+1βq(2q − 1)f(r) = 0 (8)
and,
∂2rψ +
(
f ′
f
+
D − 2
r
)
∂rψ +
φ2ψ
f 2
− m
2ψ
f
= 0 (9)
respectively.
For the future convenience let us change the variable from r to z(= r+
r
) so that
the above set of radial equations (8,9) eventually turn out to be a set of equations in
z(0 < z ≤ 1) which may be expressed as,
∂2zφ+
1
z
(
2− D − 2
2q − 1
)
∂zφ+
2φ(z)ψ2(z)r2q+ (∂zφ)
2(1−q)
z4q2q+1(−1)3qβq(2q − 1)f(z) = 0 (10)
and,
∂2zψ +
(
f ′
f
− D − 4
z
)
∂zψ +
φ2ψr2+
z4f 2
− m
2ψr2+
z4f
= 0 (11)
respectively.
Before we proceed further let us first mention the boundary conditions which may be
put as follows:
At the horizon z = 1 one must have,
φ(1) = 0, ψ
′
(1) = − m
2
D − 1ψ(1). (12)
On the other hand, in the asymptotic AdS region (z → 0) the solutions for (10,11) could
be expressed as,
φ(z) = µ− ρ
1
2q−1
r
D−2
2q−1−1
+
z
D−2
2q−1−1, ψ(z) =
ψ−
r
λ−
+
zλ− +
ψ+
r
λ+
+
zλ+ (13)
with,
λ± =
1
2
[(D − 1)±
√
(D − 1)2 + 4m2]. (14)
Here µ and ρ are the chemical potential and the charge density of the dual field theory
whereas, on the other hand, ψ−(=< O− >) and ψ+(=< O+ >) correspond to the vacuum
expectation values of the dual operator O. In the following analysis we set ψ− = 0 which
is a convenient boundary condition.
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3 Condensation without magnetic field
With the above set up in hand, as a next step we derive the critical temperature (Tc) as
well as the critical exponent associated with the condensation values in the presence of a
Power Maxwell field in higher dimensions. In order to do that, as a first step, we Taylor
expand both φ(z) and ψ(z) near the horizon as,
φ(z) = φ(1)− φ′(1)(1− z) + 1
2
φ
′′
(1)(1− z)2 +O((1− z)3) (15)
and,
ψ(z) = ψ(1)− ψ′(1)(1− z) + 1
2
ψ
′′
(1)(1− z)2 +O((1− z)3) (16)
respectively, where the prime corresponds to the derivative w.r.t z. Also, we choose
φ′(1) < 0 and ψ(1) > 0 with out loss of generality.
As a next step, we note that for z = 1 from (10) we find,
φ
′′
(1) = −
[
1
z
(
2− D − 2
2q − 1
)
∂zφ
]
z=1
−
[
2φ(z)ψ2(z)r2q+ (∂zφ)
2(1−q)
z4q2q+1(−1)3qβq(2q − 1)f(z)
]
z=1
= −
(
2− D − 2
2q − 1
)
φ′(1) +
2r
2(q−1)
+ ψ
2(1)(φ′(1))3−2q
(−1)3q2q+1βq(2q − 1)(D − 1) (17)
where we have used the Leibnitz rule in order to obtain the above result. Finally, substi-
tuting (17) into (15) we obtain,
φ(z) = −φ′(1)(1− z) + 1
2
[(
D − 2
2q − 1 − 2
)
φ′(1) +
2r
2(q−1)
+ ψ
2(1)(φ′(1))3−2q
(−1)3q2q+1βq(2q − 1)(D − 1)
]
(1− z)2.
(18)
On the other hand, following similar steps as mentioned above and using (12) from (11)
near z = 1 we find,
ψ′′(1) = − m
2
(D − 1)
(
1− m
2
2(D − 1)
)
ψ(1)− φ
′2(1)ψ(1)
2r2+(D − 1)2
. (19)
Substituting (19) into (16) we finally obtain,
ψ(z) =
(
1 +
m2
D − 1
)
ψ(1)− m
2
D − 1ψ(1)z
−1
2
[
m2
(D − 1)
(
1− m
2
2(D − 1)
)
+
φ′2(1)
2r2+(D − 1)2
]
ψ(1)(1− z)2. (20)
With the above expressions in hand, and keeping terms only upto quadratic order
in the Taylor expansion (15,16) it is now quite straightforward to obtain an analytic
expression for the critical temperature (Tc) and the corresponding condensation values by
matching the solutions (13), (18) and (20) at some intermediate point z = zm [15]. This
finally yields the following set of equations,
µ− ρ
1
2q−1 z
D−2
2q−1−1
m
(r+)
D−2
2q−1−1
≈ ϑ
2
(1− zm)
[
2 +
(
2− D − 2
(2q − 1)
)
(1− zm)
]
+
r
2(q−1)
+ α
2(−ϑ)3−2q(1− zm)2
(−1)3q2q+1βq(2q − 1)(D − 1) (21)
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− ρ
1
2q−1 z
D−2
2q−1−2
m
(r+)
D−2
2q−1−1
(
D − 2
2q − 1 − 1
)
≈ −ϑ
[
1 +
(
2− D − 2
2q − 1
)
(1− zm)
]
− 2r
2(q−1)
+ α
2(−ϑ)3−2q(1− zm)
(−1)3q2q+1βq(2q − 1)(D − 1) (22)
< O+ > zλ+m
r
λ+
+
≈ α
(
1 +
m2(1− zm)
(D − 1)
)
−α
2
(
m2
D − 1
(
1− m
2
2(D − 1)
)
+
ϑ˜2
2(D − 1)2
)
(1− zm)2 (23)
and,
λ+ < O+ > zλ+−1m
r
λ+
+
≈ − m
2α
D − 1 + α
(
m2
D − 1 −
m4
2(D − 1)2 +
ϑ˜2
2(D − 1)2
)
(1− zm) (24)
where we have set ϑ = −φ′(1), α = ψ(1) and ϑ˜ = ϑ
r+
.
At this stage our aim is to calculate the unknown entities ϑ˜ and < O+ > in terms of
temperature (T ) and other known parameters of the theory. Considering (22) and using
(3) it is quite straightforward to obtain,
α2 =
(−1)5q−32qβq(2q − 1)(D − 1)
ϑ˜2(1−q)(1− zm)
[
1 +
(
2− D − 2
2q − 1
)
(1− zm)
]
×
(
Tc
T
)D−2
2q−1
[
1−
(
T
Tc
)D−2
2q−1
]
, (25)
where,
Tc = γρ
1
D−2 (26)
with,
γ =
z
(D−22q−1−2)(2q−1)
D−2
m
ϑ˜
2q−1
D−2
(
D − 1
4pi
) (D−2
2q−1 − 1
) 2q−1
D−2
[
1 +
(
2− D−2
2q−1
)
(1− zm)
] 2q−1
D−2
. (27)
From (23) and (24) one can further obtain,
ϑ˜ =
√
m4 + 2m2(D − 1)
[
2(zm + λ+(1− zm))
(1− zm)(2zm + λ+(1− zm)) − 1
]
+
4λ+(D − 1)2
(1− zm)(2zm + λ+(1− zm))
(28)
and,
< O+ >= r
λ+
+
z
λ+
m
(
1 + m
2(1−zm)
2(D−1)
)
(
1 + λ+(1−zm)
2zm
)√A(Tc
T
) D−2
2(2q−1)
√
1−
(
T
Tc
)D−2
2q−1
(29)
with,
A = (−1)
5q−32qβq(2q − 1)(D − 1)
ϑ˜2(1−q)(1− zm)
[
1 +
(
2− D − 2
2q − 1
)
(1− zm)
]
. (30)
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Table 1: Comparison between the analytical and numerical values
zm D q m
2 γmatching γnumerical
0.5 5 1 0 0.1702 0.1700
0.5 5 1 -1 0.1741 0.1765
0.5 5 1 -2 0.1783 0.1847
Table 2: Comparison between the analytical and numerical values
zm D q m
2 γmatching γnumerical
0.5 5 5
4
0 0.0880 0.1008
0.5 5 5
4
-1 0.0910 0.1065
0.5 5 5
4
-2 0.0944 0.1145
Before we proceed further, let us note few points at this stage. First of all, (from table
1 and table 2) we note that both the analytic and numerical results [31] are in quite good
agreement with each other. This indeed ensures the validity of the matching scheme. Also
we note that the proportionality coefficient (γ) decreases for higher values of the scalar
mass (m) and Power parameter (q) which indicates the onset of a harder condensation
(see fig 1). Moreover, from (29) we note that the critical exponent associated with the
condensation near the critical point is 1
2
which is the universal feature of mean field theory.
4 Meissner like effect
With the above expressions in hand, we now aim to investigate the nature of the conden-
sate solutions in presence of an external magnetic field. Furthermore, we also investigate
how the condensate at low temperatures is affected due to the presence of scalar mass
(m). In order to do that, we need some extra piece in our theory, namely adding an
external magnetic field in the bulk theory. According to the gauge/gravity dictionary,
the asymptotic value of this magnetic field corresponds to a magnetic field added to the
boundary field theory, i.e, B(x) = Fxy(x, z → 0). It is obvious that the condensate will be
very small everywhere near the critical field strength B ∼ Bc. Therefore we may regard
ψ(x, z) as a perturbation in the corresponding dual theory. Based on the above physical
arguments, we adopt the following ansatz [40],
At = φ(z), Ay = Bx, and ψ = ψ(x, z). (31)
With the above choice, the scalar field equation (6) for ψ turns out to be,
∂2zψ(x, z) +
(
f
′
(z)
f(z)
− D − 4
z
)
∂zψ(x, z) +
r2+φ
2(z)ψ(x, z)
z4f 2(z)
− m
2r2+ψ(x, z)
z4f(z)
+
1
z2f(z)
(∂2xψ −B2x2ψ) = 0. (32)
In order to solve (32), we consider the following separable form
ψ(x, z) = X(x)R(z). (33)
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Substituting (33) into (32) one can easily obtain the following,
z2f(z)
R(z)
[
∂2zR(z) +
(
f ′
f
− D − 4
z
)
∂zR(z)
]
+
φ2(z)r2+
z2f(z)
− m
2r2+
z2
− 1
X(x)
[−∂2xX(x) +B2x2X(x)] = 0. (34)
Note that X(x) satisfies Schrodinger equation for a simple harmonic oscillator localized
in one dimension with frequency determined by B [6, 40, 42],
−X ′′(x) +B2x2X(x) = λnBX(x) (35)
where λn = 2n + 1 denotes the separation constant. We take the lowest mode (n = 0)
solution for the rest of our analysis as it is the most stable one [6],[42].
With this particular choice, the corresponding equation for R(z) takes the following
form,
R′′(z) +
(
f
′
(z)
f(z)
− D − 4
z
)
R′(z) +
r2+φ
2(z)R(z)
z4f 2(z)
− m
2r2+R(z)
z4f(z)
=
BR(z)
z2f(z)
. (36)
Following our previous approach, we expand R(z) near the horizon (z = 1) in a Taylor
series as [42],
R(z) = R(1)−R′(1)(1− z) + 1
2
R
′′
(1)(1− z)2 +O((1− z)3) (37)
On the other hand, the asymptotic (z → 0) behavior of R(z) could be written as,
R(z) =
< O+ >
r
λ+
+
zλ+ (38)
where according to our previous choice < O− >= 0.
Following the arguments of matching technique, we match (37) and (38) at some
intermediate point z = zm which may be put as,[
< O+ >
r
λ+
+
zλ+
]
z=zm
=
[
R(1)−R′(1)(1− z) + 1
2
R
′′
(1)(1− z)2 +O((1− z)3)
]
z=zm
(39)
In order to proceed further, we need to calculate R′(1) and R′′(1). From (36) we find,
R′(1) =
( −m2
D − 1 −
B
r2+(D − 1)
)
R(1). (40)
On the other hand, from (36) and using (40) we find,
R′′(1) =
[(
1− m
2
2(D − 1) −
B
2r2+(D − 1)
)( −m2
D − 1 −
B
r2+(D − 1)
)
− φ
′2(1)
2r2+(D − 1)2
]
R(1).
(41)
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Substituting (40,41) into (39) and setting z = zm we find,
zλ+m < O+ >
r
λ+
+
≈
(
1 +
m2(1− zm)
(D − 1)
)
R(1) +
BR(1)(1− zm)
r2+(D − 1)
+
1
2
[(
1− m
2
2(D − 1) −
B
2r2+(D − 1)
)( −m2
D − 1 −
B
r2+(D − 1)
)
− φ
′2(1)
2r2+(D − 1)2
]
R(1)(1− zm)2.(42)
As a next step, we differentiate (39) w.r.t z and again set z = zm, which finally yields,
λ+
zλ+−1m < O+ >
r
λ+
+
≈ − m
2
(D − 1)R(1)−
BR(1)
r2+(D − 1)
−
[(
1− m
2
2(D − 1) −
B
2r2+(D − 1)
)( −m2
D − 1 −
B
r2+(D − 1)
)
− φ
′2(1)
2r2+(D − 1)2
]
R(1)(1− zm).(43)
Using the above two equations (42,43), it is now quite straightforward to calculate
the expression for the magnetic field (B). After some algebraic steps, we arrive at the
following quadratic equation in B,
B2 + pr2+B + nr
4
+ − φ′2(1)r2+ = 0 (44)
where,
p = 2m2 − 2(D − 1) + 4(D − 1)(λ+(1− zm) + zm)
(1− zm)(λ+(1− zm) + 2zm) (45)
and,
n = m4 − 2m2(D − 1) +
2(D − 1)2
(
λ+
zm
(
1 + m
2(1−zm)
D−1
)
+ m
2
D−1
)
(1− zm)
(
λ+(1−zm)
2zm
+ 1
) . (46)
Let us now consider the case B ∼ Bc, which implies that the condensation is very
small (ψ ∼ 0) everywhere and therefore we may ignore all the higher order terms in ψ.
With this above argument, the corresponding equation in φ(z) turns out to be,
∂2zφ+
1
z
(
2− D − 2
2q − 1
)
∂zφ ≈ 0 (47)
which has a unique solution,
φ(z) =
(
ρ
rD−2+
) 1
2q−1
r+(1− z
D−2
2q−1−1)
⇒ φ′2(1)r2+ =
ρ2/(2q−1)
r
2(D−2)
2q−1
+
r4+
(
D − 2
2q − 1 − 1
)2
. (48)
Using (3), (26) and (48) after some algebraic steps we finally obtain,
Bc =
(D − 1)D−22q−1−2
2(4pi)
D−2
2q−1−2γ
D−2
2q−1
T 2c
[
Ω(D, q,m)− p
(
4piγ
D − 1
) (D−2)
(2q−1)
(
T
Tc
) (D−2)
(2q−1)
]
(49)
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Figure 1: Critical magnetic field (Bc) plot for holographic superconductors with zm = 0.5,
D = 5 and q = 1.
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Figure 2: Critical magnetic field (Bc) plot for holographic superconductors with zm = 0.5,
D = 5 and q = 5/4.
where,
Ω(D, q,m) =
√√√√
4
(
D − 2
2q − 1 − 1
)2
− (4n− p2)
(
4piγ
D − 1
) 2(D−2)
(2q−1)
(
T
Tc
) 2(D−2)
(2q−1)
. (50)
From the above figures (fig. 1 and fig. 2) it is indeed evident that there exists a critical
magnetic field (Bc) above which the superconductivity ceases to exist. The behavior of
this critical magnetic field with temperature (T ) is quite similar to that is observed in
ordinary type II superconductors [36]-[37]. Interestingly, similar behavior is also predicted
by the Ginzburg-Landau theory where an expression like (49) could be derived for ordinary
superconductors [36]-[37]. This seems to be a unique qualitative feature of holographic
superconductors which is valid even in higher dimensions. Furthermore, we observe that
the situation does not alter even when we incorporate non linear corrections (q > 1) to
the usual Maxwell action. Finally, and most importantly we note that the condensation
at low temperatures is indeed affected due to the presence of the scalar mass even in the
presence of external magnetic field. The upper critical field strength strength (Bc) has
been found to be higher for the larger mass (m) of the scalar particles which suggests the
onset of a harder condensation.
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5 Conclusions
In this paper, considering the probe limit various properties of holographic supercon-
ductors have been investigated using the matching technique [15]-[19]. The present pa-
per considers holographic superconductors immersed in an external magnetic field in the
presence Power Maxwell corrections to the usual Maxwell action. Such higher curvature
corrections are found to be emerging naturally in the low energy limit of heterotic string
theory [46]-[49]. The critical temperature (Tc) has been found to be suppressed for the
higher values of the power parameter (q). Moreover, the critical exponent associated with
the condensation value near the critical point has been found to be equal to 1/2 which is
in good agreement with the universal mean field value and indeed suggests the onset of a
second order phase transition.
Finally, it is observed that holographic superconductors when immersed in an external
static magnetic field, can support a larger magnetic filed at low temperatures which could
be observed even in higher dimensions. It is observed that the superconducting phase
exists only below a critical field strength (Bc). Interestingly similar behavior could be
found in ordinary type II superconductors, where the strength of the upper critical mag-
netic field (Bc2) has been found to be increasing as the temperatures is lowered through
Tc [36]-[37]. Most importantly we note that the condensation also gets affected due to
the presence of the scalar mass (m) in the theory. It is observed that the critical value of
the magnetic field (Bc) increases as m
2 shifts towards a larger value. The magnetic field
as it grows will try to squeeze the condensate away completely. This indeed suggests the
fact that the scalar hair formation at low temperatures (T < Tc) gets more difficult for
the larger mass of the scalar particles.
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