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The properties of L2-approximable sequences established here form a complete
toolkit for statistical results concerning weighted sums of random variables, where
the weights are nonstochastic sequences approximated in some sense by square-
integrable functions and the random variables are “two-wing” averages of mar-
tingale differences. The results constitute the ﬁrst signiﬁcant advancement in the
theory of L2-approximable sequences since 1976 when Moussatat introduced a nar-
rower notion of L2-generated sequences. The method relies on a study of cer-
tain linear operators in the spaces Lp and lp. A criterion of Lp-approximability is
given. The results are new even when the weight generating function is identically
1. A central limit theorem for quadratic forms of random variables illustrates the
method. © 2001 Academic Press
Key Words: linear operators in Lp spaces; central limit theorem; quadratic forms
of random variables.
1. INTRODUCTION
Among various probabilistic and statistical tools used in econometrics the
place of central limit theorems (CLTs) and invariance principles is special.
We brieﬂy describe some applications and then discuss the format of CLTs
and invariance principles most suited for econometric needs.
Most CLTs treat convergence in distribution of sums
∑n
t=1Xnt of random
variables Xn1    Xnn. In linear regression analysis such CLTs are used to
study the asymptotics of the ordinary least squares (OLS) estimator and
justify various test procedures. The work of Anderson and Kunitomo [3] is
1 Research was implemented while the author was a visiting professor at the Economics
Department of the Federal University of Ceara´, Fortaleza, Brazil.
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both a milestone of the theory and an instructive illustration of application
of Dvoretzky’s CLT to a regression with autoregressive terms in the stable
case.
In the unstable case, when the disturbances in the OLS estimator formula
are multiplied by some growing factor, a different technique is required.
One of the modern approaches, pioneered by Phillips [20], employs the
invariance principle for
∑nx
t=1 Xnt where nx denotes the integer part of
nx 0 ≤ x ≤ 1. Hamilton’s book [8] is an excellent introduction to the
area and contains the principal references, including, but not limited to,
the papers by Dickey and Fuller, Chan and Wei, Park and Phillips, Sims,
Stock, and Watson, and Phillips and Solo. Subsequent developments have
considerably widened the range of applicability of the method. By now
the models considered may include polynomial trends with a ﬁnite number
of structural changes, as in Vogelsang [24]. Nabeya and Tanaka [19] have
suggested a different, and very attractive, way to handle the unstable case
(based on a CLT for a quadratic form of random variables).
The diversity of the models considered and the complexity of the tools
used in the above references calls for an analysis and generalization of
the mathematical basis. To keep the scope of the ensuing discussion man-
ageable, we leave mixing processes popularized by Phillips [21] alone and
concentrate on the methods that take advantage of the martingale theory.
One general remark resulting from comparison of results by Anderson and
Kunitomo [3] and Vogelsang [24] is that it is better to distinguish from the
very beginning exogenous regressors (deﬁned outside the system, such as
polynomial trends) from endogenous regressors (such as lagged dependent
variables) rather than include them into one stochastic matrix of regressors.
Polynomial trends are nonstochastic, and the strength of the theory dis-
cussed below is better seen in the case of nonstochastic exogenous regres-
sors; therefore we restrict our attention to this case.
For many econometric problems, in order to separate the inﬂuence of
heterogeneity and dependence of Xnt on convergence in CLTs and invari-
ance principles, it is advantageous to specify Xnt as wntvnt where the
nonstochastic weights wnt account for heterogeneity and the basic random
variables vnt model dependence over time. As far as we know, there are
very few papers devoted speciﬁcally to CLTs for
n∑
t=1
wntvnt  (1.1)
Anderson’s OLS estimator asymptotics [1, Theorem 2.6.1] implicitly contain
one of the early examples of a CLT for (1.1). Srinivasan and Zhou [22] con-
sider processes that look like (1.1) but their martingales are continuous and
the conditions are too restrictive for econometric applications. Yoshihara
[25, 26] develops their method.
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In Anderson’s result mentioned above the limit distribution involves
some limit characteristics of the sequence wn where wn = wn1     wnn.
Since it is hard to grasp the behavior of and manage such sequences, it is a
good idea to represent them as images of some functions of a continuous
argument. This idea has been pursued by Moussatat [13] and Millar [12]
(see also Milbrodt [11] for applications) and is realized as follows. For a
square-integrable function F and any natural n the vector wn is deﬁned by
wnt =
√
n
∫ t/n
t−1/n
Fxdx t = 1     n (1.2)
When F ≡ 1, this gives a familiar factor 1/√n. The sequence wn is called
L2-generated by F . With volatility of economic data, it is difﬁcult to accept
such sequences as weights in econometrics. Therefore Mynbaev [14] has
suggested to work with sequences wn satisfying
n∑
t=1
(
wnt −
√
n
∫ t/n
t−1/n
Fxdx
)1/2
→ 0 (1.3)
We call such a sequence L2-approximated by F , and if for a given wn
there exists an F ∈ L2 satisfying (1.3), it is said to be L2-approximable.
The conventional approach consists in deriving limit results for (1.1) from
those for
1√
n
n∑
t=1
ent (1.4)
where en1     enn are (say) independent and identically distributed random
variables, for each n. The theory has been evolved by relaxing conditions on
the weights and widening the class of vnt which can be constructed from ent .
The speciﬁcation of vnt as moving averages
vnt =
∞∑
j=0
ent−jψj (1.5)
where ψj  j ≥ 0 is a given sequence of real numbers, has become stan-
dard. The same approach is applied to obtain convergence of the process
nx∑
t=1
wntvnt 0 ≤ x ≤ 1 (1.6)
to a transformed Brownian motion (nx denotes the integer part of nx).
Vogelsang [24] is a good example of how far the theory has gone along this
line.
Despite the many efforts, the existing results have two major drawbacks.
The properties of L2-generated weights established in Moussatat [13]
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and Millar [12] are not sufﬁcient to include vnt of type (1.5). On the other
hand, the authors who work with (1.5) impose such regularity conditions
on the weights which exclude nonsmooth elements of L2. Since the expres-
sions of limit distributions derived in Vogelsang [24] involve integrals of
squares of F , the class L2 is the appropriate one for the problems under
consideration. However, Vogelsang’s method requires piecewise continu-
ous weight generating functions. Under L2-approximability unbounded and
discontinuous functions are allowed.
In this paper we show that the solution to these issues lies in the theory
of approximation of functions in L2. The theoretical-functional part of the
job is actually done in Lp 1 ≤ p < ∞. Convergence of linear operators
involved depends on such characteristics of the weight generating function
as the continuity modulus and is therefore a strong convergence (it is not
uniform on the unit ball of Lp). Instead of (1.5) we are able to consider
“two-wing” averages
vnt =
∞∑
j=−∞
en t−jψj (1.7)
As to the conditions on ψj, the common requirement in the economet-
rics literature is
∑
j≥0 jψj < ∞; the existing methods use this require-
ment in conjunction with the Beveridge and Nelson decomposition [4]. It
is less known that Tanaka [23] has succeeded in replacing it by summabil-
ity
∑
j≥0 ψj <∞ (the statement can also be found in Nabeya and Tanaka
[19]). Our goal is to keep the summability assumption in the more gen-
eral case (1.7) and justify convergence in distribution in the entire class L2.
Thus, our results are new even when F ≡ 1. Due to lack of space we do
not consider (1.6) and various extensions such as the error structure used
to obtain local-to-unity asymptotics.
Section 2 is devoted to Lp-generated sequences. Theorem 2.1 is a sophis-
ticated version of the property Pnx Pny → x y in a Hilbert space H
where Pn is a sequence of projectors strongly convergent to the iden-
tity operator. It holds for nonuniform partitions of the segment 0 1
and can be applied to establish stochastic limit results when the ent ’s are
martingale differences (m.d.’s). The use of nonuniform partitions allows
for nonequidistant sampling in statistics, as is stressed by Bischoff [5].
Theorem 2.2 treats some linear operators associated with the sequence
ψj, the main of which is n  Rn → Rn deﬁned by
nz =
(
n∑
j=1
zjψj−t
)n
t=1
 (1.8)
It is a necessary tool to pass from m.d.’s to (1.7). The method of its proof
requires uniform partitions.
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In Section 3 it is shown that Lp-approximable sequences inherit all
properties of Lp-generated ones (Theorem 3.1). The criterion of Lp-
approximability (Theorem 3.2) gives an idea of how restrictive (or general)
the Lp-approximability condition is. Theorems 3.3 and 3.4 contain some
easily veriﬁable sufﬁcient conditions and counter-examples.
In Section 4 we apply the previous results to prove a CLT for (1.1) with
L2-approximable weights, summable ψj, and with ent which have uni-
formly integrable squares and ﬁxed second conditional moments. Nabeya
and Tanaka [18] discovered an interesting link between the limit distri-
bution of a quadratic form of random variables and the theory of integral
operators. Theorem 4.2 is an application of our CLT in the spirit of Nabeya
and Tanaka. The conditions on the integral operator involved are signiﬁ-
cantly relaxed; in particular, we require just square-integrability of the ker-
nel instead of their continuity condition. In general, a variety of statistical
problems can be considered in a uniﬁed manner using the results on L2-
approximable sequences contained here.
Only basic properties of Lp spaces are employed. All probabilistic notions
and facts used in the paper can be found in Davidson [6] except where
indicated otherwise.
Notation. Lp denotes the space of measurable functions F on 0 1
provided with the norm
Fp =
(∫ 1
0
Fxpdx
)1/p
 1 ≤ p <∞ F∞ = ess supx∈01Fx
Its discrete analogue lp consists of sequences zi  i ∈ I having a ﬁnite
norm
zp =
(∑
i∈I
zip
)1/p
 1 ≤ p <∞ z∞ = sup
i∈I
zi
The set of indices I depends on the context. For a subset A ⊂ 0 1 we
denote FpA = 
∫
A Fxpdx1/p. Rn provided with the norm  · p
is denoted Rnp. For p ∈ 1∞ the number or symbol q is deﬁned
from 1/p+ 1/q = 1. Z is the set of integers.
We denote 1A as the indicator of a set A. All random variables in
the paper are deﬁned on some probability space GP. For a random
variable v, vp means
(
Evp)1/p 1 ≤ p < ∞. N0 V  stands for the
set of normal vectors with mean zero and variance V . Convergence of a
sequence Xn to X in distribution (in probability) is denoted Xn
d−→X
(Xn
p−→X or plimXn = X, respectively).
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2. PROPERTIES OF Lp-GENERATED SEQUENCES
Suppose that for each natural n there is a partition #n = π0     πn
which satisﬁes 0 = π0 < π1 <    < πn = 1. Its ﬁneness is deﬁned to
be %n = maxtπt − πt−1. We always assume that limn→∞%n = 0. The
partition #n generates a covering it  t = 1     n of 0 1 consisting
of intervals it = πt−1 πt t = 1     n, whose lengths are denoted it  =
πt − πt−1. The function
κnx = maxk k ≤ n πk−1 ≤ x x ∈ 0 1
is nondecreasing and possesses the property x ∈ iκnx.
With the partition #n one can associate a discretization operator
dnp Lp → Rnp as
dnpFt = it −1/q
∫
it
Fxdx t = 1     n F ∈ Lp
For a given F ∈ Lp, the sequence dnpF is called Lp-generated by F . Often
we denote fn = dnpF . The Ho¨lder inequality and absolute continuity of the
Lebesgue integral imply
fn t  ≤ Fp it  limn→∞ max1≤t≤n fn t  = 0 (2.1)
dnpFp ≤ Fp (2.2)
for all F ∈ Lp p < ∞. The interpolation operator Dnp  Rnp → Lp takes
a vector z ∈ Rnp to a simple function
Dnpz =
n∑
t=1
zt it −1/p1it
It is easy to see that
Dnpzp = zp (2.3)
and that the product Dnpdnp coincides with the Haar projector Pn where
PnF =
n∑
t=1
it −1
∫
it
Fxdx1it
For y ∈ R, let τy be the translation operator, τyFx = Fx + y, and
denote +y as the interval
+y = max0−y min1 1− y
The continuity modulus of F ∈ Lp is deﬁned by
ωpF δ = sup
y≤δ
F − τyFp+y  δ > 0
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It is well known that ωpF δ → 0 as δ→ 0 for any F ∈ Lp p <∞, and
that
PnF − Fp ≤ 21/pωpF%n PnFp ≤ Fp (2.4)
(the second of these inequalities is a consequence of (2.2) and (2.3)).
The probabilistic methods yield just limn→∞ PnF − Fp = 0 without an
estimate of the rate of convergence (see Millar [12]).
The following theorem has been proved in Mynbaev [15, 16].
Theorem 2.1. Let 1 < p <∞, X ∈ Lp, Y ∈ Lq. For any a b ⊂ 0 1
denote χ = 1(a b). Then
lim
n→∞
n∑
t=1
(
dnpχX
)
t
(
dnqχY 
)
t
=
∫ b
a
XsY sds
uniformly with respect to all intervals a b ⊂ 0 1.
In the rest of this section we consider only uniform partitions in which
case it =
[t − 1/n t/n) t = 1     n and κnx = nx + 1. Let ψj 
j ∈ Z be a given sequence of real numbers such that ∑j∈Z ψj < ∞. In
addition to (1.8), deﬁne operators 4n  Rnp → lp and ϒn  Rnp → lp by
4nz =
(
n∑
j=1
zjψj−t
)0
t=−∞
 ϒnz =
(
n∑
j=1
zjψj−t
)∞
t=n+1

In the next theorem we study convergence of these operators. Since
convergence is trivial when ψk are identically zero, we exclude this case.
Besides, it is useful to distinguish (1) zero-tail sequences from (2) non-
zero-tail ones deﬁned by
1 ∃ n > 0 ∑
k≥n
ψk = 0 and 2
∑
k≥n
ψk > 0 ∀n > 0
respectively. For a zero-tail nontrivial sequence the number
kψ = maxk ≥ 0  ψk = 0 + 1 (2.5)
is deﬁned.
Let F be a nonzero element of Lp p <∞. Put
µδ=µFpδ=maxωpFδFp0δFp1−δ1 δ∈01
ξε=ξFpε=supδ∈01 µδ≤ε ε∈01
Obviously, µ is nonnegative on 0 1, limδ→0 µδ = 0, ξ is positive on
0 1, and
lim
ε→0
ξε = 0 µ(ξε) ≤ ε (2.6)
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Further, denote
αψ =
∑
j∈Z
ψj = 0 βψ =
∑
j∈Z
ψj
ηε = ηψFp ε
=
{
minn ≥ 1  ξεn ≥ kψ if ψj is zero-tail
minn ≥ 1  ∑k>ξεn ψk ≤ ε otherwise,
where ε ∈ 0 1. Evidently, if αψ <∞, then η is ﬁnite and
lim
ε→0
ηε = ∞ ∑
k>ξεηε
ψk ≤ ε (2.7)
The above deﬁnitions serve to prove (2.9) in the case of a nontrivial F .
If F = 0 a.e., (2.9) becomes obvious if we formally put ηε = 1 for all
ε ∈ 0 1.
Theorem 2.2. Let the partitions #n be uniform and αψ <∞.
(a) n, 4n, and ϒn are uniformly bounded:
sup
n
maxn 4n ϒn ≤ αψ (2.8)
(b) If F ∈ Lp 1 ≤ p <∞, then for all sufﬁciently small ε one has
maxn − βψdnpFp 4ndnpFp ϒndnpFp
≤ 3αψ + Fpε ∀n ≥ ηε (2.9)
Proof. (a) In 0n, and Jn will denote the n × n identity matrix, null
matrix, and the matrix whose elements on the secondary diagonal equal
one and all other elements are zeros, respectively. Put
I+n =
(
0n−1×1 In−1
0 01×n−1
)
 I−n = I+n ′
Then
I+n k=
(
0n−k×k In−k
0k 0k×n−k
)
 I−n k =
(I+n k)′ k ≤ n− 1
I±n k= 0n k ≥ n In±kzp ≤ zp k ≥ 0
(2.10)
From the representation
n =
n−1∑
k=0
ψkI+n k +
−1∑
k=−n+1
ψkI−n −k (2.11)
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we see that
nzp ≤
∑
k≤n−1
ψkzp ≤ αψzp (2.12)
Let
Ak =

 Jk 0k×n−k0    0
. . . . . . . . . . . . .


∞×n
 1 ≤ k ≤ n
Ak =


0k−n×n
Jn
0    0
. . . . . . . . . . .


∞×n
 k > n
Then
4n =
∑
k≥1
ψkAk Akzp ≤ zp k ≥ 1 (2.13)
and
4nzp ≤
∑
k≥1
ψkzp ≤ αψzp (2.14)
Similarly, with
Bk =

 . . . . . . . . . . . . .0    0
0k×n−k Jk


∞×n
 1 ≤ k ≤ n
Bk =


. . . . . . . . . . .
0    0
Jn
0k−n×n


∞×n
 k > n
we have
ϒn =
∑
k≥1
ψ−kBk Bkzp ≤ zp k ≥ 1 (2.15)
so that
ϒnzp ≤
∑
k≤−1
ψkzp ≤ αψzp (2.16)
Inequalities (2.12), (2.14), and (2.16) prove part (a).
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(b) Denote fn = dnpF . Obviously,
I−n kfn − fnp =
(
n∑
t=k+1
fnt−k − fnt p +
k∑
t=1
fnt p
)1/p

For t ≤ k we are going to use the inequality in (2.1). For t > k
fnt−k − fnt  =
∣∣∣∣n1/q
∫
it−k
(
Fx − Fx+ k/n)dx∣∣∣∣ ≤ F − τk/nFpit−k 
Taking into account that
n⋃
t=k+1
it−k = 0 1− k/n
k⋃
t=1
it = 0 k/n
we have
I−n kfn − fnp ≤
(F − τk/nFpp 0 1−k/n + Fpp 0 k/n)1/p
≤
((
ωpF k/n
)p + Fpp 0 k/n)1/p (2.17)
Similarly,
I+n kfn − fnp =
( n∑
t=k+1
fn t−k − fnt p +
n∑
t=n−k+1
fnt p
)1/p
≤ (F − τk/nFpp01−k/n + Fpp1−k/n1)1/p
≤
((
ωpF k/n
)p + Fpp1−k/n1)1/p (2.18)
Let n ≥ ηε and denote nε = ξεn. For all sufﬁciently small ε we
have 1/
(
1− ξε) ≤ ηε ≤ n and
nε ≤ ξεn ≤ n− 1 nε + 1 > ξεn ≥ ξεηε (2.19)
For k ≤ nε (2.6), (2.17), (2.18), and (2.19) imply
I−n kfn − fnp ≤
((
ωpF ξε
)p + Fpp0ξε)1/p ≤ 21/pε
I+n kfn − fnp ≤
((
ωpF ξε
)p + Fpp1−ξε1)1/p ≤ 21/pε
For k > nε by (2.2) and (2.10)
I±n kfnp ≤ fnp ≤ Fp
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Therefore, using also (2.11),
n − βψfnp ≤
nε∑
k=0
ψkI+n kfn − fnp
+
−1∑
k=−nε
ψkI−n −kfn − fnp +
n−1∑
nε+1
ψkI+n kfnp
+
−nε−1∑
k=−n+1
ψkI−n −kfnp +
∑
k>nε
ψkfnp
≤ 21/pε ∑
k≤nε
ψk + 3
∑
k>nε
ψkFp
Now (2.7) and (2.19) yield
n − βψdnpFp ≤ 21/pαψ + 3Fpε (2.20)
It is easy to see that
Akfnp =
( k∑
t=1
fnt p
)1/p
≤ Fp0k/n k ≤ n
Akfnp ≤ fnp ≤ Fp ∀k
Hence, by (2.13), (2.19), (2.6), and (2.7)
4ndnpFp ≤
nε∑
k=1
ψkAkfnp +
∑
k>nε
ψkAkfnp
≤
nε∑
k=1
ψkFp 0 k/n + Fp
∑
k>ξεηε
ψk
≤ αψFp 0 ξε + Fpε ≤ αψ + Fpε (2.21)
Following the same scheme,
Bkfnp =
( n∑
t=n−k+1
fnt p
)1/p
≤ Fp 1−k/n 1 k ≤ n
Bkfnp ≤ fnp ≤ Fp ∀k
Hence, by (2.15), (2.19), (2.6), and (2.7)
ϒndnpFp ≤
nε∑
k=1
ψ−kBkfnp +
∑
k>nε
ψ−kBkfnp
≤
nε∑
k=1
ψ−kFp1−ξε 1 + Fp
∑
k>ξεηε
ψ−k
≤ αψ + Fpε (2.22)
Inequalities (2.20), (2.21), and (2.22) prove (2.9).
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Remark 2.1. Because of (2.1), bound (2.9) does not imply convergence
of the terms ndnpF and βψdnpF . DenoteMn = Dnpndnp. Inequality (2.9)
implies
MnF − βψFp ≤ Dnpn − βψdnpFp + βψPnF − Fp → 0
The limn→∞Mn is similar to the multiplier operator M in Fourier analysis
deﬁned by MFx =∑k∈Z mkck expikx if a function F on the unit circle
is decomposed as Fx = ∑k∈Z ck expikx and mk is a given sequence
of numbers.
3. PROPERTIES OF Lp-APPROXIMABLE SEQUENCES
Deﬁnition 3.1. A sequence wn, where wn ∈ Rn for all n, is called
Lp-approximable if there exists a function F ∈ Lp such that
wn − dnpFp → 0 n→∞ (3.1)
If such is the case, the sequence wn is said to be Lp-approximated by F .
Note that if p <∞, then (3.1) is equivalent to
Dnpwn − Fp → 0 n→∞ (3.2)
Indeed, (3.1), (2.3), and (2.4) imply
Dnpwn − Fp ≤ Dnpwn − dnpFp + PnF − Fp → 0
Conversely, from (3.2), (2.3), and (2.4) one has
wn − dnpFp ≤ Dnpwn − Fp + F − PnFp → 0
Theorem 3.1. (a) If p <∞ and wn is Lp-approximable, then
lim
n→∞ max1≤t≤n
wnt  = 0 (3.3)
(b) If 1 < p < ∞, xn is Lp-approximated by X, and yn is Lp-
approximated by Y , then
lim
n→∞
t=κnb∑
t=κna
xntynt =
∫ b
a
XsY sds for all a b ⊂ 0 1 (3.4)
uniformly with respect to a b.
(c) Let the partitions #n be uniform. If p <∞, αψ <∞, and wn is
Lp-approximable, then
lim
n→∞max
{n − βψwnp 4nwnp ϒwnp} = 0 (3.5)
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Proof. Statement (a) is a consequence of (2.1), (3.1), and wnt  ≤
wn − dnpFp + fnt 
(b) Denote a b = t ∈ Z  κna ≤ t ≤ κnb. We are going to
apply Theorem 2.1. Observe that
χ = 1 on
κnb−1⋃
t=κna+1
it χ = 0 on
( κna−1⋃
t=1
it
)⋃( n⋃
t=κnb+1
it
)

Therefore
n∑
t=1
(
dnpχX
)
t
(
dnqχY 
)
t
= ∑
t∈ab
dnpXtdnqY t
+ ∑
t=κnaκnb
(
dnpχX
)
t
(
dnqχY 
)
t
− ∑
t=κna κnb
dnpXtdnqY t  (3.6)
By Lp(Lq)-approximability and the Ho¨lder inequality∣∣∣∣ ∑
t∈ab
dnpXtdnqY t −
∑
t∈ab
xntynt
∣∣∣∣
≤
∣∣∣∣ ∑
t∈ab
(dnpXt − xnt)dnqY t
∣∣∣∣+
∣∣∣∣ ∑
t∈ab
xnt
(dnqY t − ynt)
∣∣∣∣
≤ dnpX − xnpdnqYq + xnpdnqY − ynq → 0 (3.7)
Here we have used (2.2) and (3.1). By (2.1)
max
{∣∣(dnpχX)t∣∣ ∣∣dnpXt∣∣} ≤ max {χXpit  Xpit} ≤ Xpit 
A similar bound holds for Y . Therefore of the three sums at the right of
(3.6), the last two tend to zero uniformly with respect to a b. Now (3.6),
(3.7), and Theorem 2.1 imply (3.4).
(c) By (2.9), (2.12), and (3.1),
n − βψwnp ≤ n − βψwn − dnpFp + n − βψdnpFp
≤ 2αψwn − dnpFp + n − βψdnpFp → 0
The rest of the proof uses (2.14) and (2.16) and is equally simple.
Lemma 3.1. Let the partitions #n be uniform and p <∞.
(a) If fn is generated by F ∈ Lp, then
lim
δ→0m→∞
sup
n≥m 0<y≤δ
I−n ynfn − fnp = 0 (3.8)
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(b) Conversely, suppose that a sequence wn, such that wn ∈ Rn ∀n,
satisﬁes
lim
δ→0m→∞
sup
n≥m 0<y≤δ
I−n ynwn −wnp = 0 (3.9)
Then the functions Wn = Dnpwn possess the property
lim
δ→0
sup
n≥1
ωpWn δ = 0 (3.10)
Proof. Let 0 < y ≤ δ < 1 and denote k = yn ≤ yn < n.
(a) By (2.17)
I−n kfn − fnp ≤
(
ωppF δ + Fpp0δ
)1/p

This implies
lim
δ→0
sup
n≥1 0<y≤δ
I−n ynfn − fnp = 0
which is stronger than (3.8).
(b) The identity F − τyFp+y = F − τ−yFp+−y implies
ωpF δ = sup
0<y≤δ
F − τyFp+y  ∀F ∈ Lp (3.11)
By the deﬁnition of k
k/n ≤ y < k+ 1/n (3.12)
Begin with
Wn − τyWnpp+y =
n∑
t=1
∫
it∩+y
Wnx −Wnx+ ypdx (3.13)
Let x ∈ it ∩ +y , that is,
t − 1/n ≤ x < t/n 0 < x < 1− y (3.14)
Inequalities (3.12) and (3.14) imply t + k− 1/n ≤ x+ y < t + k+ 1/n,
that is, x+ y ∈ it+k ∪ it+k+1. Denote ct = n1/pwnt the value that Wn assumes
on it t = 1     n. Then Wnx+ y may take only values ct+k and ct+k+1.
It follows that∫
it∩+y
Wnx −Wnx+ ypdx =
∫
it∩it+k∩+y
ct − ct+kpdx
+
∫
it∩it+k+1∩+y
ct − ct+k+1pdx (3.15)
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If t + k ≥ n + 1, then t + k − 1/n ≥ 1 > 1 − y and it+k ∩ +y = . This
means that the ﬁrst term at the right of (3.15) may be nonzero only if
t + k ≤ n. Similarly, the second term may be nonzero only if t + k+ 1 ≤ n.
Consequently, from (3.15)∫
it∩+y
Wnx −Wnx+ ypdx ≤ 1n
{
ct − ct+kp1t + k ≤ n
+ ct − ct+k+1p1t + k+ 1 ≤ n
}

This bound together with (3.13) and the deﬁnition of ct ’s gives
Wn − τyWnpp+y ≤
n−k∑
t=1
wnt −wnt+kp +
n−k−1∑
t=1
wnt −wnt+k+1p
≤ I−n kwn −wnpp + I−n k+1wn −wnpp
Taking into account the inequalities ap + bp1/p ≤ 21/pa + b and (see
(2.10))
I−n k+1wn −wnp ≤ I−n kI−n wn −wnp + I−n kwn −wnp
≤ I−n wn −wnp + I−n kwn −wnp
we have
Wn − τyWnp+y ≤ 21/p
(
2I−n kwn −wnp + I−n wn −wnp
)

Combining this with (3.11) we get
ωpWn δ ≤ 21/p
(
2 sup
0<y≤δ
I−n ynwn −wnp + I−n wn −wnp
)
 (3.16)
Let us prove that (3.9) implies
lim
n→∞I
−
n kwn −wnp = 0 (3.17)
for any natural k. By (3.9) for any ε > 0 there exist δ > 0 and m ≥ 1 such
that
I−n ynwn −wnp < ε ∀n ≥ m ∀ y ∈ 0 δ
For a natural k consider n ≥ m0 ≡ maxmk/δ and put y = k/n ≤ δ.
Then yn = k and the preceding bound gives (3.17):
I−n kwn −wnp < ε ∀n ≥ m0
Choosing k = 1 in (3.17), from (3.9) and (3.16) we see that for any ε > 0
there exist δ > 0 and m ≥ 1 such that ωpWn δ ≤ ε ∀n ≥ m. Reducing δ,
if necessary, we can satisfy also ωpWn δ ≤ ε for n < m. This proves the
statement.
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Lemma 3.2. Let 1 < p <∞ and let wn be a sequence such that wn ∈
Rn ∀n. If some subsequence wnm of wn is Lp-approximable, that is,wnm − dnmpFp → 0 with some F ∈ Lp, then
sup
m
wnmp <∞ (3.18)
and
lim
m→∞
κnm b∑
t=κnm a
wnmt it 1/q =
∫ b
a
Fsds (3.19)
Proof. Lp-approximability of the subsequence implies by (2.2)
wnmp ≤ wnm − dnmpFp + Fp
which proves (3.18).
Note that Theorem 3.1(b) can be modiﬁed to read: if just subsequences
xnm and ynm are Lp(Lq)-approximated by X and Y , respectively, then
(3.4) is true with n replaced by nm. Applying this statement to xnm =
wnm and ynm = dnmq1, we obtain the lemma because ynmt = it 1/q for
all t.
Theorem 3.2. Suppose all partitions #n are uniform. Let 1 < p < ∞
and let wn be a sequence of vectors such that wn ∈ Rnp ∀n. Then wn is
Lp-approximable if and only if the conditions
the limit lim
n→∞n
−1/q
nb∑
t=na
wnt exists for any 0 < a < b < 1 (3.20)
sup
n
wnp <∞ (3.21)
and (3.9) hold.
Proof. Necessity. If wn is Lp-approximable, then (3.20) and (3.21) fol-
low from Lemma 3.2, the limit in (3.20) being uniform with respect to a
and b.
By Lemma 3.1(a) for any ε > 0 there exist δ and m such that
sup
n≥m 0<y≤δ
I−n ynfn − fnp < ε
Due to Lp-approximability, the choice of m can also be subject to
sup
n≥m
fn −wnp < ε
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Therefore by (2.10) for n ≥ m and 0 < y ≤ δ
I−n ynwn −wnp ≤ I−n ynwn − fnp + I−n ynfn − fnp
+fn −wnp
≤ 2fn −wnp + I−n ynfn − fnp ≤ 3ε
We have proved (3.9).
Sufﬁciency. Put Wn = Dnpwn. Conditions (3.9) and (3.21) by
Lemma 3.1(b) and (2.3) imply
sup
n
Wnp <∞ lim
δ→0
sup
n≥1
ωpWn δ = 0
According to the Frechet–Kolmogorov theorem (see Iosida [9, Sect. X.1])
Wn is precompact and there exist a subsequence Wnk and a function
F ∈ Lp such that Wnk − Fp → 0. Then wnk is Lp-approximable and
(3.19) is true. We need to show that the whole sequence Wn converges
to F . Suppose it does not. Then there exist another subsequence Xnm, a
number ε > 0, and a function G ∈ Lp such that
Xnm − Fp ≥ ε Xnm −Gp → 0 (3.22)
lim
m→∞n
−1/q
m
nmb∑
t=nma
wnmt =
∫ b
a
Gxdx ∀ a b ⊂ 0 1 (3.23)
By condition (3.20), Eqs. (3.19) and (3.23) entail∫ 1
0
F −G1(a b)dx = 0 ∀ a b ⊂ 0 1
Since the set of simple functions is dense in Lq, it follows that F = G a.e.
which contradicts (3.22).
Remark 3.1. Simple statistical problems require less properties of L2-
approximable sequences which (properties) one might want to impose
directly. For example, the asymptotics of the ordinary least squares (OLS)
estimator for the linear regression model y = Xβ+ e with a nonstochastic
n × L matrix X is obtained under the conditions: (1) maxt wlnt  → 0, (2)
the limits limn→∞wkn′wln exist, (3) w1n     wLn are asymptotically linearly
independent, where the wln are normalized columns of X (see Ander-
son [1, Theorem 2.6.1]). Condition (1) coincides with (3.3), and condition
(2) is a very particular case of (3.4) (with a b = 0 1). Condition (3)
for L2-approximable w1n     w
L
n means that the corresponding generating
functions are linearly independent. For more complex problems one would
need more of the properties of L2-approximable sequences. For exam-
ple, we cannot indicate applications of (3.20) but it is derived from (3.4),
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and (3.4) with arbitrary a b ⊂ 0 1 is used to prove convergence of
(1.6). We also do not know applications of (3.9) but its corollary, (3.17), is
used to study the asymptotics of the OLS estimator for an autoregressive
model with exogenous nonstochastic regressors. The last two applications
are from the author’s unpublished work.
The next theorem contains easily veriﬁable conditions of practical
interest.
Theorem 3.3. Let p <∞.
(a) Suppose that for a given wn there exists F ∈ L∞ such that
Dnpwn − F∞ → 0. Then wn is Lp-approximated by F .
(b) Let F be continuous on 0 1 and suppose that a sequence zn
satisﬁes max1≤t≤n znt − Ft/n → 0 n → ∞. Denote wn = n−1/pzn. Then
wn is Lp-approximated by F .
(c) Let xn be deﬁned by one of the expressions
(i) xn = 1k−1 2k−1     nk−1, k is natural ( polynomial trend),
(ii) xn = lnk 1     lnk n, k is natural (logarithmic trend),
(iii) xn = a0 a1     an−1, a is real (geometric progression),
(iv) xn = ea     ena, a is real (exponential trend).
Put wn = xn/xnp. Then, respectively,
(i′) wn is Lp-approximated by Fx =
(k− 1p+ 1)1/pxk−1,
(ii′) wn is Lp-approximated by Fx ≡ 1 ( for any natural k and
p <∞),
(iii′) wn is not Lp-approximable, unless a = 1,
(iv′) wn is not Lp-approximable, unless a = 0.
Proof. (a) This obviously follows from the equivalence of (3.1) and
(3.2) where Dnpwn − Fp ≤ Dnpwn − F∞.
(b) By uniform continuity maxt maxx∈it Ft/n−Fx → 0 n→∞.
Since Dnpwn =
∑n
t=1 znt1it, we see that
Dnpwn − F∞ = max
1≤t≤n
max
x∈it
znt − Fx
≤ max
t
znt − Ft/n +max
t
max
x∈it
Ft/n − Fx → 0
and it remains to apply part (a).
The proof of part (c) given in the case p = 2 by Mynbaev and Castelar
[17] easily generalizes for p <∞.
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In Section 4 we shall need two-dimensional analogues of some of the
facts obtained so far. Considering only uniform partitions of 0 1, put
qst = is × it qst  = 1/n2
For a given F ∈ Lp
(0 12), dnpF is deﬁned as a matrix with elements
dnpFst = qst −1/q
∫
qst
Fx ydxdy 1 ≤ s t ≤ n (3.24)
and for a n× n matrix z, the function Dnpz is deﬁned by
Dnpz =
n∑
s t=1
zst qst −1/p1qst
It is easy to check that
dnpFp ≤ Fp Dnpzp = zp (3.25)
and that Dnpdnp = Pn where
PnF =
n∑
s t=1
qst −1
∫
qst
Fx ydxdy1qst
Pn possesses the property
PnF − Fp ≤ 41/pωpF
√
2/n PnFp ≤ Fp
(with the deﬁnition of the continuity modulus properly modiﬁed). A
sequence of matrices wn, where wn is n× n for all n, is Lp-approximable
if there exists a function F ∈ Lp
(0 12) such that
wn − dnpFp → 0 (3.26)
Theorem 3.4. Let all partitions be uniform.
(a) If p <∞, then (3.26) is equivalent to
Dnpwn − Fp → 0 (3.27)
(b) If F is symmetric, Fx y = Fy x for all x y ∈ 0 12, then
dnpF is symmetric.
(c) In order to distinguish the two- and one-dimensional cases, denote
(3.24) by d2np and its one-dimensional cousin from Section 2 by d
1
np. If
Fx y = GxHy, then d2npFst = d1npGsd1npHt for all s t.
(d) Let Bn be a sequence of matrices such that Bn is of dimension
n× n for all n and there exists a continuous function K ∈ C0 12 such that
max
1≤st≤n
Bnst −Ks/n t/n → 0 (3.28)
Put wn = n−2/pBn. If p <∞, then wn is Lp-approximated by K.
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Proof (a) Equivalence of (3.26) and (3.27) is proved as in the one-
dimensional case.
(b) Observe that x y ∈ qst if and only if y x ∈ qts and therefore
dnpFst = dnpFts for all s t.
(c) This is straightforward.
(d) This is proved as Theorem 3.3(b).
4. APPLICATIONS
Suppose that the ent in (1.7) are martingale differences with respect to
σ-ﬁelds Gnt , the vnt are deﬁned by (1.7) with a summable sequence ψj,
Wn is a n × L matrix whose columns are denoted wln, and the lth column
wln is L2-approximated by a function Fl ∈ L20 1 l = 1     L. Denote
en = en1     enn′ vn = vn1     vnn′ V =
( ∫ 1
0
FkxFlxdx
)L
k l=1

Theorem 4.1. Suppose that
(A) wln is L2-approximated by Fl l = 1     L, where the functions
F1     FL are linearly independent,
(B) Ee2nt Gn t−1 = σ2 for all t n and the e2nt are uniformly integrable.
Then
W ′nen
d−→ N0 σ2V  lim
n→∞VarW
′
nen = σ2V (4.1)
If, additionally,
(C) αψ <∞ and βψ = 0,
(D) all partitions are uniform, then
W ′nvn
d−→ N0 σβψ2V  lim
n→∞VarW
′
nvn = σβψ2V (4.2)
Proof of 41 By Theorem 3.1(b)
lim
n→∞W
′
nWn = limn→∞
(wkn′wln)Lk l=1 = V (4.3)
The martingale difference deﬁnition, law of iterated expectations, and
condition (B) imply
Een = 0 Eene′n = σ2In (4.4)
Since EW ′nen = 0, EW ′nene′nWn = σ2W ′nWn, (4.3) proves the second equation
in (4.1).
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By the Crame´r–Wold theorem the ﬁrst relation in (4.1) will follow if we
establish
a′W ′nen
d−→ N0 σ2a′Va (4.5)
for any a ∈ RL a = 0 (all vectors are written as columns). By (4.4)
Ea′W ′nen = 0 Ea′W ′nen2 = σ2a′W ′nWna
Equation (4.3) and linear independence of F1     FL imply
lim
n→∞ a
′W ′nWna = a′Va = 0 (4.6)
Hence, for all sufﬁciently large n we may deﬁne
cnt =
L∑
l=1
alw
l
ntσ2a′W ′nWna−1/2 Sn =
n∑
t=1
cntent 
With these deﬁnitions
ESn = 0 ES2n = 1 Sn = a′W ′nenσ2a′W ′nWna−1/2 (4.7)
By (3.3) with some c1 > 0
max
t
cnt  ≤ c1 max
t l
wlnt  → 0 (4.8)
Besides,
n∑
t=1
c2nt =
L∑
kl=1
akalwkn′wlnσ2a′W ′nWna−1 = σ−2 (4.9)
Let us show that
plim
n∑
t=1
c2nte
2
nt = 1 (4.10)
By condition (B), e2nt − σ2c2ntGnt is an m.d. array and the functions
e2nt − σ2 are uniformly integrable. This fact, (4.9), and
n∑
t=1
c4nt ≤ maxt c
2
nt
n∑
t=1
c2nt → 0
allow us to apply the Chow–Davidson theorem (see Davidson [6, Theorem
19.7]) to yield ∑te2nt − σ2c2nt1 → 0. By the Chebyshev inequality and
(4.9) this implies (4.10).
Now we verify that
plim max
1≤t≤n
cntent  = 0 (4.11)
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By uniform integrability, for any ε > 0 one can choose M > 0 such that
sup
tn
Ee2nt1ent  > M ≤ εσ2
From (4.8) one can see that there exists n0 such that
M2 max
t
c2nt ≤ ε n ≥ n0
Denote
A0 =  At =
{cntent  = max
t
cntent 
} \ t−1⋃
j=0
Aj
Bt = ent  > M t = 1     n
Then A1    An form a disjoint covering of  and
Emaxt cntent 2 =
n∑
t=1
Ec2nte
2
nt1At
=
n∑
t=1
c2ntEe
2
nt1At ∩ Bt +
n∑
t=1
c2ntEe
2
nt1At\Bt
≤
n∑
t=1
c2ntEe
2
nt1ent  > M
+max
t
c2ntM
2
n∑
t=1
E1At ≤ 2ε n ≥ n0
This bound proves (4.11).
Equations (4.7), (4.10), and (4.11) allow us to apply the McLeish theorem
(see McLeish [10] or Davidson [6, Theorem 24.3]). Hence, Sn
d−→ N0 1.
By the Crame´r theorem, this convergence in combination with (4.6) and
(4.7) leads to (4.5).
Proof of (4.2). By (4.1), βψWn′en
d−→ N0 σβψ2V . Hence, to
prove the ﬁrst relation in (4.2) it sufﬁces to show that
plim
(
W ′nvn − βψWn′en
) = 0 (4.12)
Using (1.7) and the deﬁnitions of n4nϒn, it is easy to derive the identity
n∑
t=1
ztvnt =
n∑
t=1
entnzt +
∑
t<1
ent4nzt +
∑
t>n
entϒnzt  (4.13)
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where z ∈ Rn. Therefore the lth component of the vector ρ ≡ W ′nvn −
βψWn′en equals
ρl =
n∑
t=1
wlntvnt − βψ
n∑
t=1
wlntent
=
n∑
t=1
ent
(n − βψwln)t +∑
t<1
ent4nwlnt +
∑
t>n
entϒnwlnt 
Hence, by orthogonality of m.d.’s and Theorem 3.1(c)
Eρ2l = σ2
(n − βψwln22 + 4nwln22 + ϒnwln22)→ 0
which proves (4.12).
Now we turn to the second relation in (4.2). The matrix Evnv′n has as its
elements
Evnsvnt =
∑
ij∈Z
ψiψjEens−ient−j = σ2
∑
j∈Z
ψs−jψt−j 
Therefore the elements of VarW ′nvn = W ′nEvnv′nWn are
n∑
s t=1
wknsw
l
ntEvnsvnt = σ2
∑
j∈Z
n∑
s t=1
wknsw
l
ntψs−jψt−j
= σ2 ∑
j∈Z
( n∑
s=1
wknsψs−j
)( n∑
t=1
wlntψt−j
)
= σ2{nwknnwln + 4nwkn4nwln
+ ϒnwknϒnwln
}
(4.14)
(· · denotes the scalar product in l2). By Theorem 3.1(c)
4nwkn4nwln ≤ 4nwkn24nwln2 → 0
ϒnwknϒnwln ≤ ϒnwkn2ϒnwln2 → 0
nwknnwln − β2ψwknwln ≤
∣∣(n − βψwknnwln)∣∣
+ ∣∣(βψwkn n − βψwln)∣∣
≤ n − βψwkn2nwln2
+ βψwkn2n − βψwln2 → 0
In the last line we have also used (2.12) and (3.21). Taking into account
(4.3), we see that the limit of (4.14) equals σβψ2
∫ 1
0 FkFldx.
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Remark 4.1. Some econometrics papers contain CLTs as intermediate
steps. All of them impose regularity conditions on the weights that are
stronger than L2-approximability, as mentioned in the Introduction. The
ﬁrst statement of the theorem, (4.1), holds true if (A) is replaced by Ander-
son’s conditions (1)–(3) cited in Remark 3.1. The novelty of (4.2) is that it
has been justiﬁed in the entire class L2 with the basic variables of form
(1.7). The Beveridge and Nelson [4] decomposition (see also Hamilton
[8, Chap. 17]) is obtained from (4.13) by choosing z1 =    = zn = 1 ψj =
0 for j < 0.
In Theorem 4.2 below we shall need the following assumption:
(E) wn is a sequence of matrices such that wn is n× n for all n and
there exists a symmetric function K ∈ L2
(0 12) such that
wn − dn2K2 = o1/n (4.15)
and the integral operator
f x =
∫ 1
0
Kx yf ydy
is nuclear.
Under this condition  is self-adjoint and compact. Let λi  i ≥ 1
and fi  i ≥ 1 be its systems of eigenvalues and eigenfunctions, respec-
tively, such that fi = λifi. The eigenvalues are real and listed according
to their multiplicity; the system of eigenfunctions is complete and orthonor-
mal in L20 1. The square-integrability of K implies that  belongs to the
Hilbert–Schmidt class, that is, ∑
i≥1
λ2i <∞ (4.16)
and that the kernel can be decomposed as
Kx y =∑
i≥1
λifixfiy
with the series converging in L2
(0 12). The nuclearity assumption means
that ∑
i≥1
λi <∞ (4.17)
which is stronger than (4.16). The last condition ensures convergence of
the inﬁnite product
Dz =
∞∏
i=1
1− zλi
called a Fredholm determinant. Dz is an entire function with zeros at
1/λi. See Gohberg and Kre˘ın [7] for more information.
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Theorem 4.2. Suppose that conditions (B), (C), (D) of Theorem 4.1
and condition (E) above hold. Then the quadratic form Qnwn ≡ v′nwnvn
converges in distribution to σβψ2
∑
i≥1 λiu
2
i where ui ∈ N0 1 are
independent.
Proof. First consider convergence of Qndn2K. We approximate it by
Qndn2KL where KLx y =
∑L
i=1 λifixfiy. By Theorem 3.4(c)
d2n2K − d2n2KLst =
∑
i>L
λid1n2fisd1n2fit 
Therefore
Qnd2n2K −Qnd2n2KL =
∑
i>L
λi
n∑
s t=1
d1n2fisvnsd1n2fitvnt
= ∑
i>L
λi
( n∑
t=1
d1n2fitvnt
)2

From (4.13), (2.8), and (2.2) by orthogonality of m.d.’s
E
( n∑
t=1
dn2fitvnt
)2
= σ2ndn2fi22 + 4ndn2fi22 + ϒndn2fi22
≤ 3σαψ2dn2fi22 ≤ 3σαψ2fi22 = 3σαψ2
Hence,
EQndn2K −Qndn2KL ≤ 3σαψ2
∑
i>L
λi → 0 L→∞
and plimEQndn2K −Qndn2KL = 0 uniformly with respect to n.
By Theorem 4.1 and orthonormality of fi for any L

∑n
t=1dn2f1tvnt
  ∑n
t=1dn2fLtvnt

 d−→ N(0 σβψ2IL)
By the continuous mapping theorem then
Qnd2n2KL =
L∑
i=1
λi
n∑
s t=1
d1n2fisvnsd1n2fitvnt
=
L∑
i=1
λi
( n∑
t=1
d1n2fitvnt
)2
d−→ σβψ2
L∑
i=1
λiu
2
i 
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where ui ∈ N0 1 are independent. Because of condition (4.17) the vari-
ables
∑L
i=1 λiu
2
i converge to
∑∞
i=1 λiu
2
i in L1 and in distribution. We have
veriﬁed all the conditions of Anderson [1, Theorem 7.7.1] wherefrom
Qndn2K
d−→ σβψ2
∞∑
i=1
λiu
2
i 
By the Cauchy–Schwarz inequality
Qnwn −Qndn2K = v′nwn − dn2Kvn
≤ wn − dn2K2
( n∑
s t=1
v2nsv
2
nt
)1/2
= wn − dn2K2
n∑
t=1
v2nt 
Here
E
n∑
t=1
v2nt =
n∑
t=1
∑
ij∈Z
Eent−iψient−jψj = σ2
n∑
t=1
∑
j∈Z
ψ2j = σ2n
∑
j∈Z
ψ2j 
Therefore (4.15) implies
EQnwn −Qndn2K ≤ cnwn − dn2K2 → 0
This proves that Qnwn has the same limit in distribution as Qndn2K.
Remark 4.2. Our conditions on the integral operator are much weaker
and the error structure is more general than in Nabeya and Tanaka [19].
They impose the following condition on the matrices. Assuming continu-
ity of the kernel, instead of Qnwn they consider !QnBn = 1/nv′nBnvn
where the matrix Bn satisﬁes (3.28). This condition in general is not com-
parable to ours: (3.28) is not applicable to nonsmooth kernels, and for
continuous ones, by Theorem 3.4(d), (3.28) implies just (3.26) with p = 2
and wn = n−1Bn instead of (4.15). The result itself can be expressed in
other useful forms; see Nabeya and Tanaka [19]. In particular, the charac-
teristic function of σβψ2
∑∞
i=1 λiu
2
i equals
(
D2itσβψ2
)−1/2 for t ∈ R
(see Anderson and Darling [2]).
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