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EISENSTEIN SERIES IDENTITIES BASED ON PARTIAL FRACTION
DECOMPOSITION
MINORU HIROSE, NOBUO SATO, KOJI TASAKA
Abstract. From the theory of modular forms, there are exactly [(k − 2)/6] linear relations
among the Eisenstein series Ek and its products E2iEk−2i (2 ≤ i ≤ [k/4]). We present explicit
formulas among these modular forms based on the partial fraction decomposition, and use
them to determining a basis of the space of modular forms of weight k on SL2(Z).
1. Introduction
The linear relations among the Eisenstein series Ek(τ) on SL2(Z) and its productsE2i(τ)Ek−2i(τ) (2 ≤
i ≤ [k/4]) has been studied since the time of Liouville (see [4]). In the present paper, we study
these relations by mainly using the partial fraction decomposition.
The main result of the current paper is as follows. Throughout the paper, τ is a variable in
the upper half-plane and q = e2pi
√−1τ . We define the Eisenstein series Ek(τ) by
(1) Ek(τ) =
2
(k − 1)!
(
−Bk
2k
+
∑
n>0
σk−1(n)qn
)
(k ≥ 2 : even),
where Bk is the k-th Bernoulli number and σk(n) =
∑
d|n d
k. For convenience, we set Ek(τ) = 0
if k ≥ 1 is odd, and let
Pr,s(τ) = Er(τ)Es(τ) + δr,2
E ′s(τ)
s
+ δs,2
E ′r(τ)
r
,
where the differential ′ means (2pi
√−1)−1d/dτ and δ is the Kronecker delta. We note that the
function Pr,s(τ) is the product Er(τ)Es(τ) for r, s ≥ 4 (even), and becomes a modular form of
weight r + s on SL2(Z) whenever r, s ≥ 2 are even.
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Theorem 1. For positive integers r, s, t ≥ 1 with k = r + s+ t− 1 ≥ 3, we have
(2)
0 =
∑
i+j=k
i,j≥1
(
i− 1
t− 1
)(
j − 1
s− 1
)
(−1)i+r(Pi,j(τ)− (−1)jEi+j(τ))
+
∑
j+h=k
j,h≥1
(
j − 1
r − 1
)(
h− 1
t− 1
)
(−1)j+s(Pj,h(τ)− (−1)hEj+h(τ))
+
∑
h+i=k
h,i≥1
(
h− 1
s− 1
)(
i− 1
r − 1
)
(−1)h+t(Ph,i(τ)− (−1)iEh+i(τ)).
The identity (2) gives a lot of Q-linear relations among Ek(τ) and P2i,k−2i(τ) (1 ≤ i ≤ [k/4]):
for example, by taking (r, s, t) = (1, 2, 2), (2, 1, 2) or (2, 2, 1) in (2), we have 5E4(τ)−P2,2(τ) = 0
(note that the right-hand side of (2) is obviously 0 if k is odd). In particular, we see that
Theorem 1 gives all linear relations. Denote by Mk the space of modular forms of weight k for
SL2(Z).
Corollary 2. For each even integer k > 2, a basis of the space Mk is given by the set
{Ek(τ)} ∪ {E2i(τ)Ek−2i(τ) | i = [(k − 2)/6] + 2, [(k − 2)/6] + 3, . . . , [k/4]}.
We note that it is easy to check that the number of the above basis coincides with dimMk,
because, for even k > 0, we have dimMk = [k/4]− [(k − 2)/6].
In Section 2, we first show a certain identity which can be regarded as a kind of generalization
of the partial fraction decomposition of x−ry−s. This identity plays an important role in the
proof of Theorem 1. Finally, we prove Corollary 2.
2. Partial fraction decomposition and proofs
We start with proving the following lemma:
Lemma 3. Let x, y, z be formal symbols with the relation x + y + z = 0. Then, for integers
r, s, t ≥ 1, we have
0 =
∑
i+j=k
i,j≥1
(
i− 1
t− 1
)(
j − 1
s− 1
)
(−1)i+rx−iy−j +
∑
j+h=k
j,h≥1
(
j − 1
r − 1
)(
h− 1
t− 1
)
(−1)j+sy−jz−h(3)
+
∑
h+i=k
h,i≥1
(
h− 1
s− 1
)(
i− 1
r − 1
)
(−1)h+tz−hx−i,
where k = r + s+ t− 1.
Proof. For integers r, s, t ≥ 1 we define a differential operator Dr,s,t by
Dr,s,t =
(
∂
∂x
− ∂
∂y
)r−1
·
(
∂
∂y
− ∂
∂z
)s−1
·
(
∂
∂z
− ∂
∂x
)t−1
.
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One computes
Dr,s,t
(
1
xy
)
= (−1)t−1
(
∂
∂x
− ∂
∂y
)r−1
·
(
∂
∂y
)s−1
·
(
∂
∂x
)t−1
1
xy
= (−1)t−1
r−1∑
i=0
(−1)i
(
r − 1
i
){(
∂
∂x
)t−1+r−1−i
1
x
}{(
∂
∂y
)s−1+i
1
y
}
= (−1)r+s
r−1∑
i=0
(−1)i (r − 1)!
i!(r − 1− i)!
(t+ r − i− 2)!
xt+r−1−i
(s+ i− 1)!
ys+i
= (−1)r+s(r − 1)!(s− 1)!(t− 1)!
r−1∑
i=0
(
t + r − i− 2
t− 1
)(
s+ i− 1
i
)
(−1)i
xt+r−1−iyi+s
(s+ i 7→ J) = (r − 1)!(s− 1)!(t− 1)!
∑
I+J=k
I,J≥1
(
I − 1
t− 1
)(
J − 1
s− 1
)
(−1)I+r 1
xIyJ
.
In the same manner, we can obtain
Dr,s,t
(
y−1z−1
)
= (r − 1)!(s− 1)!(t− 1)!
∑
j+h=k
j,h≥1
(
j − 1
r − 1
)(
h− 1
t− 1
)
(−1)j+sy−jz−h,
Dr,s,t
(
z−1x−1
)
= (r − 1)!(s− 1)!(t− 1)!
∑
h+i=k
h,i≥1
(
h− 1
s− 1
)(
i− 1
r − 1
)
(−1)h+tz−hx−i.
Since x−1y−1 + y−1z−1 + z−1x−1 = 0, one has
0 = Dr,s,t
(
x−1y−1 + y−1z−1 + z−1x−1
)
= (r − 1)!(s− 1)!(t− 1)!× (R.H.S. of (3)),
which completes the proof of (3).  
Remark. Putting t = 1 in (3), one easily obtains
0 =
∑
i+j=r+s
i,j≥1
(
j − 1
s− 1
)
(−1)i+rx−i(−x− z)−j +
∑
j+h=r+s
j,h≥1
(
j − 1
r − 1
)
(−1)j+s(−x− z)−jz−h
+
∑
h+i=r+s
h,i≥1
(
h− 1
s− 1
)(
i− 1
r − 1
)
(−1)h+1z−hx−i
=(−1)s
[ ∑
i+j=r+s
i,j≥1
((
i− 1
s− 1
)
(x+ z)−ix−j +
(
i− 1
r − 1
)
(x+ z)−iz−j
)
− x−rz−s
]
,(4)
which corresponds to the partial fraction decomposition of x−rz−s (see [2, eq.(19)]).
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Proof of Theorem 1. For k ≥ 1, using the Lipschitz formula, one can show that the
Eisenstein series defined in (1) coincides with the following limit:
Ek(τ) = lim
M→∞
M∑
m=−M
Fk(m, τ),
where the function Fk(m, τ) is a holomorphic function on the upper half-plane defined by
Fk(m, τ) = lim
N→∞
(
2pi
√−1)−k N∑
n=−N
(m,n)6=(0,0)
(mτ + n)−k.
We put the set SM,N = {(m1, m2, n1, n2) ∈ Z4 | −M ≤ m1, m2, m1 + m2 ≤ M,−N ≤
n1, n2, n1+n2 ≤ N, (m1, n1) 6= (0, 0), (m2, n2) 6= (0, 0), (m1+m2, n1+n2) 6= (0, 0)}, and define
Gk1,k2,M,N(τ) =
(
2pi
√−1)−k1−k2 ∑
(m1,m2,n1,n2)∈SM,N
(m1τ + n1)
−k1(m2τ + n2)−k2 .
Then, letting x = m1τ + n1 and y = m2τ + n2 in (3) and summing up all elements in SM,N ,
we have
0 =
∑
i+j=k
i,j≥1
(
i− 1
t− 1
)(
j − 1
s− 1
)
(−1)i+r
∑
(m1,m2,n1,n2)∈SM,N
(m1τ + n1)
−i(m2τ + n2)−j
+
∑
j+h=k
j,h≥1
(
j − 1
r − 1
)(
h− 1
t− 1
)
(−1)j+s
∑
(m1,m2,n1,n2)∈SM,N
(m2τ + n2)
−j(−(m1 +m2)τ − (n1 + n2))−h
+
∑
h+i=k
h,i≥1
(
h− 1
s− 1
)(
i− 1
r − 1
)
(−1)h+t
∑
(m1,m2,n1,n2)∈SM,N
(−(m1 +m2)τ − (n1 + n2))−h(m1τ + n1)−i
=
(
2pi
√−1)k
[ ∑
i+j=k
i,j≥1
(
i− 1
t− 1
)(
j − 1
s− 1
)
(−1)i+rGi,j,M,N(τ)
+
∑
j+h=k
j,h≥1
(
j − 1
r − 1
)(
h− 1
t− 1
)
(−1)j+sGj,h,M,N(τ) +
∑
h+i=k
h,i≥1
(
h− 1
s− 1
)(
i− 1
r − 1
)
(−1)h+tGh,i,M,N(τ)
]
,
because (m2,−m1−m2, n2,−n1− n2) (resp. (−m1−m2, m1,−n1− n2, n1)) is in the set SM,N
if and only if (m1, m2, n1, n2) ∈ SM,N . We note that when r, s, t ≥ 3, since for k1, k2 > 2 one
has
lim
M→∞
lim
N→∞
Gk1,k2,M,N(τ) = Ek1(τ)Ek2(τ)− (−1)k2Ek1+k2(τ),
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we can obtain
(5)
0 =
∑
i+j=k
i,j≥3
(
i− 1
t− 1
)(
j − 1
s− 1
)
(−1)i+r(Ei(τ)Ej(τ)− (−1)jEi+j(τ))
+
∑
j+h=k
j,h≥3
(
j − 1
r − 1
)(
h− 1
t− 1
)
(−1)j+s(Ej(τ)Eh(τ)− (−1)hEj+h(τ))
+
∑
h+i=k
h,i≥3
(
h− 1
s− 1
)(
i− 1
r − 1
)
(−1)h+t(Eh(τ)Ei(τ)− (−1)iEh+i(τ)).
To prove (2) for r, s, t ≥ 1, we begin by showing
lim
M→∞
lim
N→∞
Gk1,k2,M,N(τ) = Ek1(τ)Ek2(τ)−
1
2
δk2,1
E ′k1−1(τ)
k1 − 1 −
1
2
δk1,1
E ′k2−1(τ)
k2 − 1 − (−1)
k2Ek1+k2(τ),
(6)
for integers k1, k2 ≥ 1 with k1 + k2 ≥ 3. One computes∑
(m1,m2,n1,n2)∈SM,N
1
(m1τ + n1)k1(m2τ + n2)k2
=
∑
−M≤m1,m2,m1+m2≤M
∑
−N≤n1,n2,n1+n2≤N
(m1,n1)6=(0,0),(m2 ,n2)6=(0,0)
(m1+m2,n1+n2)6=(0,0)
1
(m1τ + n1)k1(m2τ + n2)k2
=
∑
−M≤m1,m2,m1+m2≤M
( ∑
−N≤n1,n2,n1+n2≤N
(m1,n1)6=(0,0)
(m2,n2)6=(0,0)
−
∑
−N≤n1,n2,n1+n2≤N
(m1,n1)6=(0,0)
(m2,n2)6=(0,0)
(m1+m2,n1+n2)=(0,0)
)
1
(m1τ + n1)k1(m2τ + n2)k2
=
∑
−M≤m1,m2,m1+m2≤M
( ∑
−N≤n1,n2≤N
(m1,n1)6=(0,0)
(m2,n2)6=(0,0)
−
∑
−N≤n1,n2≤N
n1+n2 6∈[−N,N ]
(m1,n1)6=(0,0)
(m2,n2)6=(0,0)
)
1
(m1τ + n1)k1(m2τ + n2)k2
−
∑
−M≤m≤M
−N≤n≤N
(m,n)6=(0,0)
(−1)k2
(mτ + n)k1+k2
.
Since for integers k1, k2 ≥ 1 with k1 + k2 ≥ 3 we have
lim
N→∞
∑
−N≤n1,n2≤N
n1+n2 6∈[−N,N ]
(m1,n1)6=(0,0)
(m2,n2)6=(0,0)
1
(m1τ + n1)k1(m2τ + n2)k2
= 0,
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we obtain
lim
N→∞
Gk1,k2,M,N(τ) =
∑
−M≤m1,m2,m1+m2≤M
Fk1(m1, τ)Fk2(m2, τ)− (−1)k1
∑
−M≤m≤M
Fk1+k2(m, τ)
=
∑
−M≤m1,m2≤M
Fk1(m1, τ)Fk2(m2, τ)−
∑
−M≤m1,m2≤M
m1+m2 6∈[−M,M ]
Fk1(m1, τ)Fk2,(m2, τ)(7)
− (−1)k2
∑
−M≤m≤M
Fk1+k2(m, τ).
Noting that the function Fk(m, τ) +
sgn(m)
2
δk,1 is a rapidly decreasing function of m, we have
lim
M→∞
∑
−M≤m1,m2≤M
m1+m2 6∈[−M,M ]
(
Fk1(m1, τ) +
sgn(m1)
2
δk1,1
)(
Fk2(m2, τ) +
sgn(m2)
2
δk2,1
)
= 0,
which gives for integers k1, k2 ≥ 1 with k1 + k2 ≥ 3
lim
M→∞
∑
−M≤m1,m2≤M
m1+m2 6∈[−M,M ]
Fk1(m1, τ)Fk2(m2, τ)
= −1
2
δk2,1 lim
M→∞
∑
−M≤m≤M
mFk1(m, τ)−
1
2
δk1,1 lim
M→∞
∑
−M≤m≤M
mFk2(m, τ)
=
1
2
δk2,1
E ′k1−1(τ)
k1 − 1 +
1
2
δk1,1
E ′k2−1(τ)
k2 − 1 .
Combining this with limM→∞(7), we obtain (6). For the proof of (2), it suffices to check that
0 =
∑
i+j=k
i,j≥1
(
i− 1
t− 1
)(
j − 1
s− 1
)
(−1)i+r
(
Pi,j(τ)− (−1)jEi+j(τ)− lim
M→∞
lim
N→∞
Gi,j,M,N(τ)
)
+
∑
j+h=k
j,h≥1
(
j − 1
r − 1
)(
h− 1
t− 1
)
(−1)j+s
(
Pj,h(τ)− (−1)hEj+h(τ)− lim
M→∞
lim
N→∞
Gj,h,M,N(τ)
)
+
∑
h+i=k
h,i≥1
(
h− 1
s− 1
)(
i− 1
r − 1
)
(−1)h+t
(
Ph,i(τ)− (−1)iEh+i(τ)− lim
M→∞
lim
N→∞
Gh,i,M,N(τ)
)
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for even k > 0. From (6), the right-hand side of the above can be written in the form
∑
i+j=k
i,j≥1
(
i− 1
t− 1
)(
j − 1
s− 1
)
(−1)i+rE
′
k−2(τ)
k − 2
(
δj,2 + δi,2 +
1
2
δj,1 +
1
2
δi,1
)
+
∑
j+h=k
j,h≥1
(
j − 1
r − 1
)(
h− 1
t− 1
)
(−1)j+sE
′
k−2(τ)
k − 2
(
δh,2 + δj,2 +
1
2
δh,1 +
1
2
δj,1
)
+
∑
h+i=k
h,i≥1
(
h− 1
s− 1
)(
i− 1
r − 1
)
(−1)h+tE
′
k−2(τ)
k − 2
(
δi,2 + δh,2 +
1
2
δi,1 +
1
2
δh,1
)
.
It can be easily shown that the above is 0: for example, when t = 2 and r, s ≥ 3, the above
equation is 0 because of
E ′k−2(τ)
k − 2
{(
k − 3
s− 1
)
(−1)r +
(
k − 3
r − 1
)
(−1)s
}
= 0,
and also, when t = 1 and r, s ≥ 3, the above equation can be reduced to
E ′k−2(τ)
k − 2
{(
k − 3
s− 1
)
(−1)r − 1
2
(
k − 2
s− 1
)
(−1)r +
(
k − 3
r − 1
)
(−1)s − 1
2
(
k − 2
r − 1
)
(−1)s
}
,
which is 0. We complete the proof. 
Proof of Corollary 2. Let dk = dimMk = [k/4]− [(k− 2)/6]. The space Mk is generated by
the set {Ek, E2iEk−2i | 2 ≤ i ≤ [k/4]} (see [1, 2]). Therefore, it is enough to show that each
E2iEk−2i (2 ≤ i ≤ [k/4]− dk + 1) can be expressed as sums of Ek and E2jEk−2j (i + 1 ≤ j ≤
[k/4]). For each i (2 ≤ i ≤ [k/4] − dk + 1), we take (r, s, t) = (2i − 1, a, b) with odd integers
a, b ≥ 2i− 1 such that a+ b = k− 2i+2 (for example, we can choose (2i− 1, 2i− 1, k− 4i+3)
for any i ∈ {2, 3, . . . , [(k − 2)/6] + 1}). Substituting this into (5), we find that the coefficients
of E2pEk−2p (2 ≤ p ≤ i − 1) in (5) are 0 and the coefficient of E2iEk−2i in (5) is a negative
integer since (2i− 1, a, b) ≡ (1, 1, 1) (mod 2), which gives our demanded relation. 
Remark. (i) Corollary 2 is similar to the result obtained by Fukuhara [1, Theorem 1,1], but
not the same.
(ii) Specializing t = 1 in (2), for r + s ≥ 4 (even) we obtain
(8) 0 =
∑
i+j=r+s
i,j≥1
((
i− 1
r − 1
)
+
(
i− 1
s− 1
))
(Pi,j(τ)−Ei+j(τ))− Pr,s(τ) + (−1)sEr+s(τ).
The identity (8) was already shown by Popa [3, (A.3)], which was first indicated by Zagier [5, §8]
(Zagier also gave a direction of the proof of (8) based on partial fraction decomposition (4) (see
[6])). Popa pointed out that the right-hand side of (8) except Ek(τ) is orthogonal to all Hecke
eigen cusp forms of weight k on SL2(Z) under the Petersson product. This means the right-
hand side of (8) except Ek(τ) has to be cEk(τ) for some constant c ∈ Q, and he determined
the constant c =
(
k
r
)− (−1)s using an interesting Bernoulli numbers identities. (The constant
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c is exactly equal to our coefficient of Ek since
∑
r+s=k
∑
i+j=k(
(
i−1
r−1
)
+
(
i−1
s−1
)
)xr−1ys−1 = ((x+
y)k − xk − yk)/xy =∑r+s=k (kr)xr−1ys−1, where the variables r, s, i, j run over Z>0.)
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