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Abstract 
 
Longitudinal studies are essential for governments and organizations as they help in making 
decisions that are based on factual data. Longitudinal studies collect data repeatedly from a set of 
participants over a period of time, enabling the tracking and studying of entity behaviour at 
individual, organizational, and national levels. One major challenge facing longitudinal data 
collection is the attrition of subjects during the course of the study, which is the continuous loss of 
participants during a longitudinal survey due to verbal drop-outs and non-response. Attrition can 
render datasets useless due to incomplete entries, making it one of the most significant weaknesses 
of longitudinal surveys. In order to explore the effects of incentives on attrition, this research 
project studies the effects of monetary and non-monetary incentives on explicit (subject says s/he 
does not want to be part of the study) and implicit (non-response) attrition. In particular, this study 
uses telephonically delivered feedback, derived from participant responses, as non-monetary 
incentives. To measure the effects of incentives on attrition, the study gave four treatments groups 
—50 participants each—mobile credit, verbally delivered feedback, machine delivered feedback 
and no incentive. After monitoring their attrition, over a 12-week period that involved bi-weekly 
surveys, a generalised linear model and Cochran’s q-test were used to find that monetary incentives 
remain the strongest in under-served community settings. It was not only found that monetary 
incentive treatments completed the most surveys most weeks, but also had the least explicit 
attrition. Surprisingly it was also found that machine delivered feedback performed similarly to 
mobile credit when the cost, social impact and participant behaviour in terms of their survey 
completion and attrition is assessed. 
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1 Introduction  
The fundamental act of tracking change over time is the essential building block for a data-driven 
society. Without understanding how mortality rates, incomes, employment rates and global 
warming affect society, it would not be possible to accurately gauge the effectiveness of large-
scale interventions. In order to achieve this, longitudinal data is most often used. A longitudinal 
survey is a tool that collects data from the same sample of participants on multiple occasions over 
a period of time. By contrast, a cross-sectional survey gathers data at only one particular point in 
time [49]. At an individual level, it is impossible to study dynamic phenomena, such as how a 
person’s opinion changes over time, without using longitudinal data gathering. At an 
organisational level, it is very difficult to make data-driven decisions about resource allocation and 
service delivery without the use of longitudinal data. At a national level, the census is one of the 
most important government processes in the history of the New World, as it not only keeps track 
of changes in population but also tracks human migration patterns [54]. Longitudinal surveys are 
essential for governments and organisations as they help in making decisions that are based on 
factual data.  
This study prioritizes longitudinal surveys because monitoring is essential to ensure accurate data 
collection in so many situations today. Well-collected data can help monitor successes and identify 
areas of weakness, as well as help assess the effectiveness of current practices at an individual, 
organizational and national level [77]. Data that is not well-collected can result in challenging data 
analysis and in extreme cases, useless data [6]. Menard asserts that longitudinal surveys are 
“ultimately indispensable” in the monitoring of the change process [54]. This project is a first step 
in monitoring an underserved community’s current conditions with the study’s feedback serving 
as a catalyst for change.  
1.1 Challenges of collecting longitudinal data 
Although critical to inform our understanding, in practice, longitudinal studies face many 
challenges. Longitudinal surveys are typically expensive and are often time intensive. Longitudinal 
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surveys also suffer from attrition [49]. Attrition is both organizational and methodological [35]. It 
is an organisational challenge due to the effort required to participate in longitudinal surveys. It is 
methodological due to the effect attrition has on the sample of participants. In other words, attrition 
has the potential of skewing results. Despite the negative aspects of longitudinal surveys, Menard 
claims, when faced with a choice between cross-sectional and longitudinal research, “the choice 
should be between doing the research properly or not doing it at all” [54]. 
Of the many challenges that collecting longitudinal data presents, including their time-consuming 
nature, high costs and demand for large sample groups, Thomas et al. refers to attrition in particular 
as the “Achilles heel” of longitudinal surveys [71]. Thus, tools that mediate this weakness are 
necessary. The most common tool for repeated-measures analysis ANOVA (analysis of variances)  
is unable to handle missing data and therefore incomplete data would have to be thrown out 
completely [35]. Due to the nature of longitudinal data, attrition predominantly leads to a decrease 
in the quality of collected data. As a result, researchers spend time and effort attempting to 
minimize attrition and its effects [49, 43]. 
Attrition in underserved regions, in most cases, depends on the needs of the community. Hill 
highlights this reality when he concludes that the most appropriate method of dealing with attrition 
depends on the aims of the study in relation to the needs of the community [43]. Generally, in an 
attempt to reduce attrition in underserved regions, researchers primarily provide respondents with 
incentives in the form of monetary compensation or gifts. These have been shown to have positive 
effects on the rate of attrition, however, they also have a negative effect in the form of the 
expectation that is built in respondents [49]. 
1.2 The study 
In order to study the challenges and incentives of longitudinal studies, we designed a one-factor, 
between-subjects’ study with four levels, consisting of four treatment groups, which was run over 
a twelve-week period. A fortnightly survey was used to collect data, with incentives delivered 
fortnightly on weeks after a survey. The treatment groups consisted of four groups of participants 
located in physically separate but socioeconomically similar locations. Each of these treatments 
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received a different incentive for survey participation, namely: mobile credit, a voice call 
delivering feedback, or an automated recording which also delivered feedback. The control group 
received no incentive. The treatment groups consisted of between 48 and 52 participants each. The 
recruitment inclusion criteria in the four locations included households that received social grants 
but also had additional sources of income such as seasonal work or a part-time job. 
1.3 Research Questions 
This study was designed to explore and answer 3 major questions: 
1. How do different incentives affect attrition? 
2. How do different incentives relate to a participant’s habits during a longitudinal survey? 
3. How do different incentives affect the cost of a project? 
The first question was designed to answer the most pertinent point about attrition research because 
an incentive in a longitudinal survey is used in order to reduce the attrition rate of a project and as 
described in section 1.2, reducing attrition is key to having usable data [49]. In order to answer 
this question, attrition is broken down into two parts: hard attrition, which is when people drop out 
of the study completely, and soft attrition, which includes people that verbally ask to skip a survey 
week completely. 
The second question is made up of a set of activities that encapsulate all possible participant 
behaviours. Six different participant types were defined, namely, active participants, active drop-
outs, wafflers, low participation drop outs, drop outs, and non-participants. 
The last question responds to a very important issue for researchers. How much does it all cost? It 
was found that cost was used as a reason for not providing feedback for most research projects, as 
established by Cox et al [20]. This begs further investigation into which is more expensive, 
feedback or traditional incentives such as monetary gifts? Understanding this will enable future 
researchers to make educated decisions when attempting to reduce rates of attrition in a manner 
6 
that will not financially affect a project’s completion. Furthermore, understanding this will help 
researchers identify whether the cost of specific incentives is worth the reduction in attrition. 
 
1.4 Results 
The study found that compared to the control, both monetary incentives and feedback had positive 
effects on attrition. It found that attrition was highest in the control group, followed by the voice 
group, the automated group and the airtime group in that order. It was surprising that the automated 
feedback had a greater effect than the voice feedback due to a lack of interaction with the 
automated feedback. Prior research has shown that human interaction has a positive effect on the 
participant receiving the call [82]. 
The study also found that the monetary incentive and automated feedback resulted in high numbers 
of active participants, whereas voice feedback resulted in a high number of members that were not 
active but also did not explicitly drop out. As expected, the control group had a high number of 
drop-outs due to the lack of incentive. 
Monetary incentives proved to be one of the least expensive in terms of both finances and time. 
This demonstrates why researchers favour them over other incentives [46, 18, 5]. The study did, 
however, find that automated feedback had similar effects on attrition, lower financial cost and 
higher time cost in comparison to monetary incentives. 
1.5 Partners 
The research conducted required partners in order to navigate communities with a deeper 
understanding of their culture. The researchers, therefore, partnered with three organisations. 
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1.5.1 Surveillance of Climate-smart Agriculture for Nutrition (SCAN) 
SCAN is a collaboration between the University of Cape Town, specifically, the Centre for 
Information and Communication Technology for Development (ICT4D) and World Agro-Forestry 
Centre (ICRAF). The Centre for ICT4D is a part of the Computer Science department. SCAN is a 
project that was set up to sustainably increase production and improve the resilience of food 
systems under climate change [61]. It also serves as the umbrella project under which this research 
project is located. 
SCAN provided financial and advisory assistance for this project, which was initially planned for 
remote communities in Kenya, however due to reasons beyond our control, the location was moved 
to South Africa. SCAN therefore proposed working with an initiative called African Climate and 
Development Initiative as they were conducting projects in Western Cape and thus a collaboration 
was established. 
1.5.2 The African Climate and Development Initiative (ACDI) 
ACDI is an initiative based at the University of Cape Town (UCT) that serves as an active response 
to climate change and development challenges. This project aims to support collaborative research 
and train communities on climate change and development. ACDI was therefore an appropriate 
partner for this project due to their focus on climate change, sustainability and local community 
development. 
This partnership came at an appropriate time as ACDI was planning on running pilot surveys on 
food, water, energy and sustainability in the Western Cape in preparation of a larger project set to 
start in 2018. A partnership was therefore formed in which surveys could be run for them while 
collecting data on the attrition of various communities. ACDI also offered to help with the 
construction of feedback that would be given to participants after the surveys. 
1.5.3 Fostering Local Wellbeing (FLOW) 
In order to run pilot surveys in the Western Cape, ACDI was planning on working with an 
organization it started called Fostering Local Wellbeing (FLOW). FLOW is as local organization 
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located in the Bergrivier Municipality in the Western Cape. The project recruits local young adults 
to become FLOW Ambassadors and helps them build skills, such as video editing, data collection 
and general farming practises. The training allowing them to help their communities regardless of 
the growing challenges of climate change, resource depletion and inequality. In short, FLOW 
provides young adults with a one-year learner-ship program. 
FLOW was an appropriate partner for the researchers because of their knowledge of the Bergrivier 
Municipality where surveys were to be run. They were able to identify the location of the study’s 
desired sample group as well as guide the researchers through the best approach when attempting 
to recruit participants. The partnership also proved fruitful as the FLOW ambassadors were utilized 
as enumerators on this project. In it, enumerators recruited participants as well as conducted 
surveys. FLOW allowed them to assist on this project because it equipped them with additional 
skills that they did not necessarily gain during their learnership. We compensated the FLOW 
Ambassadors monetarily for their participation in the project on a weekly basis. 
1.6 Context 
This research project was run in the Western Cape, South Africa. In order to satisfy our 
methodological needs, four towns were selected in which surveys would be conducted. The 
research process taken is detailed in the following chapters of this dissertation. The four locations 
were found with the help of Fostering Local Wellbeing (FLOW), as their coordinator is vastly 
knowledgeable about the towns in the Bergrivier Municipality. This particular municipality was 
chosen in order to capitalise on the knowledge of the coordinator as well as to build on the close 
relationship the researchers had with FLOW and The African Climate and Development Initiative 
(ACDI). The similarities in all the communities in the municipality also made it ideal as four 
locations could be chosen with similar demographics. Lastly, the survey was meant to be 
conducted with marginalized communities that receive social grants but also have additional 
sources of income such as seasonal work or a part-time job, which is the situation with large 
numbers of community members in the municipality. Within the four towns, communities were 
pin-pointed in which surveys would be run. With the assistance of ACDI, there was a scope in 
which participants could be identified.  
 2 Background and literature review  
To inform our exploration of incentives in longitudinal studies, we consulted literature to assess 
their advantages, disadvantages and survey design considerations. The literature will also help 
examine attrition and ways in which it can be minimised. This is done in order to present past work 
and findings in the area of longitudinal surveys, attrition and participant incentives. The 
information presented will be essential as it will help us understand the decisions that were made 
in the design of the study. 
2.1 Defining longitudinal surveys 
Longitudinal surveys have proven to be a powerful resource for research in economics and the 
social sciences [71]. Organizations—corporate, academic and social—use longitudinal surveys to 
monitor changes in events over a period of time. “A longitudinal survey is one that collects data 
from the same sample elements on multiple occasions over time”.  The longitudinal surveys 
conducted for this project are more specifically called household panel surveys. Lynn classifies 
them as surveys that are multi-topic and can be used for the general purpose of collecting 
behavioural, attitudinal and circumstantial data on a range of socio-economic issues [49]. 
Longitudinal surveys are the only way to investigate how a person or an organization changes its 
standpoint about a specific matter over time. Furthermore, they allow us to investigate reasons for 
the change, or the extent of the change [35]. 
Longitudinal surveys on individuals and households are particularly useful when monitoring how 
living standards change over time [27]. This makes longitudinal surveys particularly attractive 
when compared to cross-sectional surveys which captures people’s thoughts in one particular 
instance. 
2.1.1 Advantages of longitudinal surveys  
Longitudinal surveys have many advantages such as their ability to monitor change, observe trends 
and collect data of relatively highrt accuracy. The first advantage of longitudinal surveys is their 
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ability to allow for the analysis of gross change as well as the analysis of unit-level change [58, 
49]. Repeated cross-sectional surveys on the other hand can only estimate net change. In the case 
of our research, repeated cross-sectional surveys would only be able to help us identify the 
proportion of the community that regularly goes without food versus longitudinal surveys that 
would help us identify the factors affecting food shortages and how people are affected over time. 
The second advantage of longitudinal surveys involves their ability to provide aggregate measures. 
Aggregate measures are required in order to analyse gross and unit change. Deriving 
measurements from different time points can only be achieved using longitudinal surveys. 
Aggregate measures also help with measuring stability or instability. When organizations are going 
through structural changes, policy makers can make informed decisions based on aggregate 
measures [49]. 
The third advantage of longitudinal surveys involves how they capture temporal characteristics of 
events or circumstances. Temporal events and circumstances are best captured using longitudinal 
surveys and are particularly important to development projects like ours. Development projects 
often deal with marginalization, unemployment and food insecurity which are often time sensitive 
[51]. A relevant example is seasonal farm workers in the Western Cape winelands who are 
unemployed half of the year and therefore their vulnerability fluctuates throughout the year. 
Longitudinal surveys are also advantageous as they help us identifying causality. A key attribute 
in decision making in organizations is identifying causality. This is achieved by the monitoring of 
trends and identifying change. The mere identification of association is often not enough for policy 
change [44].  
The fifth advantage of longitudinal surveys is their ability to increase data accuracy when 
compared to other survey formats. This is as a result of them not requiring participants to 
retrospectively recall details. Longitudinal surveys limit participant recall time and make it easier 
for participants to remember events and circumstances. Measures like expectations, intentions and 
attitudes may be prone to recall error as a result of “post hoc rationalization” [49, 12]. 
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2.1.2 Disadvantages of longitudinal surveys 
The first and most destructive disadvantage of longitudinal surveys, also known as their “Achilles 
heel”, is sample attrition/panel attrition. Attrition is a major impediment towards attaining usable 
data [71]. Attrition is the continuous loss of participants during the course of a longitudinal survey 
due to non-response. It is however, important to note that in most cases a longitudinal survey will 
continue to attempt to contact the respondent in subsequent iterations, in most cases with success 
[23]. 
The second disadvantage of longitudinal surveys involves how they often succumb to panel 
conditioning. The way in which a first-time respondent and a repeat respondent fill out a survey 
are typically different. This is as a result of the conditioning that happens when a participant is 
exposed to previous conditions. This can come in two forms: the participant may have a change in 
behaviour, or they may have a change in the way they respond [35]. 
Cost is also a major disadvantage of longitudinal surveys. The initial and ongoing costs of 
longitudinal surveys are higher than that of other survey types. The work and planning required 
before the start of a longitudinal survey is greater than that required by a cross-sectional survey. A 
n-wave survey will have a greater cost than a once-off survey with the same sample size [14]. 
2.2 Survey design considerations 
In order to design a survey that takes our project needs, such as monitoring levels of attrition, into 
account, this research needed to consider a variety of factors. Each is defined and justified in the 
sections that follow.  
2.2.1 Sample population 
Sample population is a necessary consideration in this particular study as different populations will 
give different results. Past research has shown that monetary compensation is less likely to have 
an effect on participation in affluent sample groups than in marginalised groups [32]. A sample 
population can either be static or cross-sectional depending on the goal of the survey. A static 
population means that the population size is fixed. Attrition is allowed but no new participants are 
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allowed to join the participant pool. Cross sectional populations, on the other hand, allow both 
attrition and the recruitment of new participants at each survey iteration [68]. 
A static population makes comparisons from wave to wave relatively easily, however, if attrition 
levels are high, data could become unusable. On the other hand, cross-sectional populations have 
the advantage of being able to keep a healthy sample size but as a result, this population could also 
introduce bias and makes analysis difficult. 
2.2.2 Sample size 
The aim of sampling approaches is to draw a representative sample from the population. This 
allows for the results of the study to be generalised. Generalisations is important as it allows for 
other researchers to take findings and apply them in multiple scenarios. In the case of our project, 
researchers will be able to identify the incentive that best suits their project needs based on our 
findings. There are two common ways to sample, randomly and statistically [52]. 
Random sampling of the population is ideally defined, and each member of that population has an 
equal chance of being selected for the study [52]. It is widely understood that random sampling is 
rarely used in field surveys as it is hard to achieve compared to statistical sampling [48]. Statistical 
sampling, on the other hand, involves the researcher using the population size, a confidence level, 
and a confidence interval, to calculate the desired sample size [8]. For this project statistical 
sampling was conducted as the goal was to identify the attrition rates of the four sample groups. 
2.2.3 Geographical clustering 
Clustering refers to researchers choosing participants in one localized area. Clustering is typically 
based on the number of survey waves, timing of waves, resources available, and richness of data 
required [68]. For example, if a longitudinal survey is being conducted to make decisions at a 
national level then geographical clustering would not be ideal as conclusions cannot be drawn from 
a survey run in one geographical location. For this project we chose not to use geographical 
clustering as we required our four sample groups to be in geographically separate locations in order 
to avoid sample contamination. 
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2.2.4 Mode of delivery 
Surveys can be conducted over the web, over-the-phone, sent in the mail or face-to-face [26]. Web-
based surveys are self-entry surveys that collect data over the Internet. Web-based surveys have 
the advantage of wide reach, low cost and the utilization of graphical user interfaces. However, 
web-based surveys also introduce coverage error, which in turn leads to a difficulty in sampling as 
well as non-response bias [3]. 
Mail surveys can either be sent by post or electronic mail. Surveys by post have often been 
criticized for their extremely high non-response bias which leads to unusable data [6]. While the 
response rates in e-mail surveys are higher than post, there has been a steady decrease of response 
rates since the inception of email in the late 1980s [65]. 
Over-the-phone or telephone surveys typically involve a verbal exchange or touch tone interaction. 
Over-the-phone surveys have provided researchers access to a large percentage of the world’s 
population, however barriers such as voice mail, answering machines and caller ID technologies 
have made it difficult to prevent soft attrition in longitudinal surveys [24]. Telephone surveys are 
often considered to be an expensive alternative to web surveys primarily because they provide 
similar amounts of convenience [31]. 
Face-to-face surveys or in-person surveys are considered to be the costliest mode of delivery. This 
is true in most cases but can also be dependent on design considerations such as geographical 
clustering. In recent times telephone surveys have replaced in person surveys as the quality of data 
collected is comparable [4].  
Modern researchers advocate for the use of mixed-mode data collection as it allows for the benefits 
of more than one survey collection method [26]. This study, however, chose to use the over the 
phone method as it allowed us to reach all our participants in a cost-effective manner at a time of 
their choosing. 
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2.2.5 Survey duration 
Data that is collected over a long period of time is likely to be richer and more valuable, however, 
the longer the survey the costlier it is [49]. Survey duration can also be the difference between 
contacting your participants or not, as factors such as migration come into play the longer a 
longitudinal survey lasts [50]. In the case of our study, it is very important to have short intervals 
between surveys as seasonal work forces participants to move from farm to farm in search of jobs.  
 
2.2.6 Survey length 
While several studies have shown that survey length does not influence response [4, 25], other 
studies show that survey length has influenced response rate [65, 56]. Dillman et al. say that the 
length of the survey may not have an effect on isolation but, coupled with questionnaire design 
and question difficulty, could have an effect on response rates [25]. Muller et al. suggests leaving 
out “nice-to-know” questions from a survey in order to lessen the length and in turn reduce 
participant burden [56]. Singer describes telephone surveys that last less than an hour as low 
burden and describes survey length as a design factor that potentially has more of an effect on 
attrition than incentives [66]. We therefore attempted our best to keep surveys under an hour, by 
leaving out “nice to knows” in order to ensure that the burden to participants was as low as possible.  
2.2.7 Survey compensation 
Compensation for participation in under-served Africa is currently a hot topic as researchers have 
been describing reimbursement as “benefits”, which have created tension between households and 
researchers [55]. A survey run in Zimbabwe revealed that participants of medical research were 
not receiving any compensation for their participation in research projects run in their community 
which caused controversy among the country’s research fraternity. The survey revealed that it was 
an expectation of participants to be compensated for participation [53]. This survey showed why 
it is important for our research to explore compensation and incentives. 
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2.3 Attrition in longitudinal surveys 
In this section attrition is examined in detail and under what circumstances attrition is highest, with 
a focus on both developed and developing regions. Attrition is formally defined as the action of 
dropping out of a study, refraining from picking up calls or verbally confirming the wish to 
withdraw from further participation at some point [2]. The rates of attrition in longitudinal surveys 
tend to be high due to the high participant burden and the possibility of participants losing interest 
over time [75]. 
According to the results from the British Household Panel Survey, the three main causes of attrition 
can be summarized as the failure to: locate participants, contact participants, and gain co-operation 
[32]. Other reasons such as participant fatigue and inappropriate length of survey are also known 
to lead to attrition [35]. 
Attrition in the developed and developing world tends to be different in general. In the developed 
world, refusal to participate is the main reason for attrition while in the developing world, constant 
migration leads to attrition [71]. It is however very important to note that there is a difference 
between attrition and non-response in the case of developing countries. 
The difference between attrition and non-response lies in the participant’s involvement. If a project 
participant verbally states that they no longer wish to take part in a project, then this is classified 
as attrition [36], which is true for most participants in the developed world. In the case that 
participants are difficult to track or do not respond, then this is classified as non-response [36] 
which is true in most cases in the developing world. 
Combating non-response can be difficult with some studies going as far as asking participants for 
secondary contacts in the case that the primary participant migrates or is not reachable [71]. Couper 
and Ofstedal also suggest that having an alternative contact person is an effective way of battling 
non-response [19]. In this study, non-response is avoided by asking participants for the best time 
for us to call. This was seen to be effective due to the short space of time between survey iterations. 
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Harte et al. conducted a survey to rank the reasons for attrition. They found that personal 
motivation was the biggest issue in longitudinal studies [41]. Personal motivation of participants 
is very important in longitudinal surveys as displayed in Gouveia et al., where they narrate the 
adoption and engagement of an activity tracker called Habito. They found that the personal 
motivation of participants was low and therefore levels of attrition were high [38]. Personal 
motivation can be increased by the provision of direct feedback that is of interest to them as seen 
in many projects [21, 46, 35, 15, 21, 32]. In this study, we provide personalised direct feedback as 
a means of increasing motivation. 
2.4 Factors affecting attrition 
In order for our study to effectively measure attrition between the four sample groups it is 
necessary to look at the factors affecting attrition. We identify these factors to help minimise 
attrition across all sample groups. There are four major factors affecting attrition, namely, the 
ability to locate sample members, the ability to contact sample members, obtaining cooperation, 
and respondent characteristics [32]. Magruder and Nattrass agree with the above factors affecting 
attrition. They conducted panel surveys in Cape Town and found that general factors of attrition 
exist for shack-dwellers and small households [51]. 
Locating the sample member in most longitudinal surveys is the very first hurdle in attaining a 
respondent’s participation. Surveys with a longer length of time between waves usually suffer from 
respondent migration [74]. Where movement has taken place, the tracking of movers is largely 
down to the tracking mechanisms implemented prior to the start of the survey [75]. 
Contacting the sample member is unlike trying to locate sample members as it is influenced by 
accessibility of dwellings in the case of face-to-face surveys and the use of an answering machine 
in the case of telephonic surveys. There are a number of survey designs that influence the 
successful contacting of participants and these include: number of calls attempted; timing of the 
call; number of attempted calls; number of survey waves and length of the study [75]. Nicoletti 
and Buck also established that interviewer continuity both at the contact and cooperation stages 
have an effect on survey response [57]. 
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Obtaining cooperation is dependent on incentives in most cases [49]. Longitudinal studies have 
been known to use incentives in the form of money or gifts in order to reduce attrition. The effects 
of incentives have been known to vary depending on application and administration [46]. The 
interviewer effect can also be integral in obtaining cooperation. The interviewer has a vital role to 
play in gaining the cooperation of participants [49]. 
Mode of delivery of surveys is also a factor affecting attrition. Singer et al. conducted a review to 
assess whether the mode of delivery, incentive and provision before or after had an effect on 
participation. They found that there was a significant difference between mail surveys, telephone 
and face-to-face survey, due to high burden in mail surveys. They also found that there was no 
relationship between burden and incentive [66]. 
Respondent characteristics are also an important factor. Literature tell us that women are more 
likely to respond to survey calls, the main reason being that women are at home more [57]. It is 
also widely reported that response rates are lower among the young population, but result are 
relatively unclear for the older population. Married people are more likely to agree to respond to 
surveys than single people. Expectedly, employed people are more likely to drop out of a study 
than unemployed people. The effect of race and ethnicity on response rate is unclear [75]. 
Subject matter is not a major factor, according to Fumagalli, however Dillman believes it is an 
important factor. Dillman suggests that asking difficult questions may be the difference between a 
response and no response [25], however, other research suggests it is the way that you ask 
questions that has an effect on response [29]. 
2.5 Strategies for minimizing attrition 
Minimising attrition is a priority for all researchers conducting longitudinal surveys. Incentives are 
often used as a means of increasing participant motivation for continual participation in a study 
[46]. For this study minimising attrition meant (1) the strategy that works best could be measured 
(2) the sample size stayed large enough for statistical analysis, (3) results could potentially be 
generalised. This section identifies strategies that are currently used to minimise attrition and how 
they are used. 
18 
2.5.1 Monetary incentives 
In general, researchers provide an incentive for survey participation. Incentives typically consist 
of monetary compensation or gifts. Past research has shown that participants prefer to be 
compensated for their time [76]. 
Grady discusses four compensation models used to establish suitable compensation for project 
participants. The first is the market model, which serves as an incentive and the amount paid out 
is driven by supply and demand of participants or “market rates". The second is the wage-payment 
model, which serves as compensation for a service rendered. The reimbursement model simply 
pays for participant expenses. Grady also speaks of the appreciation model, which serves as a 
reward for work done and is usually given at the end of the project [39]. 
Laurie and Lynn suggest the use of incentives such as gifts and money, not only as a tool to reduce 
the level of attrition but also as a tool that boosts the confidence of the interviewer, as they have 
something to give the respondents. Having a confident interviewer is positive and can lead to 
increased productivity [82]. Laurie and Lynn also found that the form of incentive and the way in 
which they are delivered both have measurable effects on attrition. They claim that money has a 
greater effect than gifts on attrition. In addition, due to the increased participant burden seen in 
longitudinal surveys, money is more likely to be used. Laurie and Lynn also suggest, monetary 
incentives given before the survey have the greatest effect as they act on trust and the concept of 
social reciprocity [46]. 
While monetary compensation has shown to be effective in some cases, in other cases it has been 
identified as problematic. This was the case in an m-health project conducted in Malawi. The 
project’s data collection was intended to be done by local community health workers, however, 
their superiors had taken over that responsibility so as to gain the monetary compensation for 
themselves [63]. 
There is other research that suggests alternative “hands-on” methods to reducing attrition due to 
the negatives that result from monetary compensation [19]. This is mainly due to the negative 
impact that monetary compensation can have on respondents as demonstrated by Gerken. Gerken’s 
study on longitudinal research found that there is a danger in using monetary incentives as they 
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create bias [35]. The other drawback of monetary incentives is the expectation participants build. 
Once a participant has been monetarily incentivized, they are unlikely to participate in a future 
survey for anything less [73, 46]. 
2.5.2 Alternative methods for reducing attrition  
A known strategy used to minimise attrition is participant tracking. For telephone interviews in 
particular, past research suggests the following to minimise attrition: trying all available numbers 
for each participant, checking current listings for changes in codes (area/city/regional), checking 
with directories or operators for any phone number changes, calling a designated secondary contact 
and sending out a letter/email to respondents requesting new phone number [19]. 
Another strategy involves observing the culture of your sample group. Some social science 
scholars argue about the effects of “doing well vs doing good”. This is down to how a person feels 
about their social image. Ariely states that in some cultures, people are motivated to do good when 
they are not offered a monetary incentive due to the image they gain socially and therefore the 
offering of monetary compensation lessens motivation [5]. It is also known that in some cultures 
praise and increased reputation can also work toward lowering the rate of attrition [81]. 
Zimmerman et al. found that entertainment and/or learnings of interest can be used as a method to 
reduce attrition [34]. In our project we used this notion as we provided some sample groups with 
feedback that we felt would be of interest to the communities with the assistance of enumerators 
that were part of the community. Research like Zimmerman et al’s compliments this project 
because it uses feedback as an incentive for continued survey participation [21, 46, 35, 15, 21, 32]. 
Furthermore, we found that in most clinical trials, feedback is used as a mechanism to reduce the 
rate of attrition with great effect [20]. From a business and economic stand point, performance 
feedback has long been used to motivate employees [45]. 
2.6 Feedback as an incentive 
Our project defines feedback as informative information delivered to survey participants by the 
researcher. Feedback in this context has three key features, (1) it is based on the answers given by 
each individual participant, (2) it must be short and simple enough for the participant to understand, 
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(3) it should be educational, informative and of interest. This section discusses how other projects 
have viewed and used feedback. 
Feedback is used to increase awareness and motivation of participants [46, 15]. Some researchers 
also use feedback as a means of increasing the strength of the bond between researcher and 
participant as a result of the added communication [35]. The method of delivery when giving 
feedback is very important and there are two factors that should be considered when choosing the 
technology: cost of implementation and impact of the feedback [37]. 
Feedback is known to be effective when it is given frequently and therefore, delivery methods 
have to allow for frequent updates [37]. This also means that survey iterations may need to be 
shorter for feedback to have an effect on participant motivation. 
Most of the literature on providing direct feedback to participants as an incentive is in clinical 
trials, although there is some early human computer interaction work that mentions the concept 
[35]. Card et al. for example, conducted a study in which four devices were evaluated to establish 
how rapidly they could be used to select text on a CRT display. They found that feedback played 
an important role in participant motivation as their experiments had a large burden on participants 
[15]. Similarly, a survey by Cox et al. discovered most research participants that had not received 
feedback were “overwhelmingly” in favour of receiving feedback, but researchers did not often 
provide it. This was mainly due to the perceived effort involved with providing direct feedback to 
participants [20]. 
2.6.1 Effects of feedback in the field  
In developed regions, there have been a few studies done in which participants receive some form 
of feedback via text and email. This choice might be because SMS and email are cheaper to the 
calling alternative. Gleerup et al. conducted a study that assessed the effects of feedback on 
electricity consumption. They found that feedback helped in motivating households to participate 
[37]. 
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Fumagalli et al., on the other hand, experimented with providing participants with feedback inside 
a brochure. This was conducted in an attempt to get participants interested in the project and 
ultimately reduce the rate of attrition. They found that the brochures encouraged people that 
previously would not have participated to answer the telephonic surveys [32]. 
Pedersen et al. worked on a project that delivered feedback to adolescents on their fruit and 
vegetable intake. The project found that the use of SMS for feedback and interactions with the 
teenagers affected the level of engagement from the teenagers and they noticed more active 
involvement as a direct result of the feedback [59]. 
A very similar study, specifically aimed at tackling child obesity, used feedback via SMS to change 
behaviour in overweight children. This study was conducted by Fassnacht et al [28]. The study 
showed that feedback, specifically via SMS, resulted in the motivation of participants to change 
their eating and exercise patterns regardless of the fact that no further incentives were provided. 
Their system delivered tailored feedback based on participants responses. The study concluded 
that the response rate when using SMS was much higher than that of previously used paper-based 
surveys, which was attributed to any of the following reasons: the children’s adherence to 
technologically enhanced systems, tailored feedback and the reduced need for self-monitoring 
[28]. 
2.7 Survey technology 
In order to conduct surveys, there are some technological considerations that had to be assessed. 
The study surveys involved people that were to be contacted at different times of the day and lived 
in separate geographical locations. This section describes which survey technologies were 
available and how they would be used to serve the project. 
Collection of Data is a very important consideration when choosing survey technologies. Data 
collection today is conducted using web-based or phone-based platforms. Web-based surveys are 
usually cheap to conduct, are easy to use for both researcher and participant, and have been found 
to lead to more honesty on the part of participants. Phone-based surveys, on the other hand, are 
fast, easily accessible, and often do not require Internet access [1]. 
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Despite the mentioned advantages, web-based surveys suffer from their need for an Internet 
connection which, in under-served regions, renders them inaccessible [78]. Mobile surveys, like 
web-based surveys, also have disadvantages such as their predisposition for android OS and the 
fact that mobile devices have finite amounts of disk space [1]. This project used phone-based 
surveys as they do not require an internet connection and reduce the burden on participants. 
2.7.1 Web-based technology 
Web-based survey technologies have become very similar in recent times and therefore, if one 
were chosen for this project, it more than likely would have been one that had everything needed 
for the study. To illustrate their similarity, five popular platforms were chosen, namely, 
SurveyGizmo, Form site, Polldaddy, Question pro and Survey Monkey. All the aforementioned 
platforms offer free survey creation service. All of them can be used commercially. All allow you 
to add design to your survey and allow for multi-lingual support. All but one have social media 
integration. All have in-build data analysis tools. And all of them offer data sharing [1]. 
Web-based survey technologies allow for participants to take surveys by themselves in their own 
time. Whilst this may have been valuable in the battle against attrition, in the case of our project, 
our target demographics were unlikely to have computers with Internet connections and therefore 
web-based surveys were not viable. 
 
2.7.2 Phone-based technology 
Phone-based technologies are very different to web-based as they are made for a different context. 
Typically, phone-based surveys are designed to cater for data collection by enumerators whereas 
web-based surveys follow a self-service model. Furthermore, phone-based technologies usually 
allow for offline data collection, which in turn allows for data collection in remote areas. The 
following are four popular mobile survey tools: (1) Open-Data-Kit (ODK) is an open source data 
collection tool used in mobile data collection. ODK uses survey forms on android devices to enable 
data collection [42]. (2) OpenXdata is also an open source platform that allows for design of 
surveys, management and data collection on low cost devices [80]. (3) Magpi, formally known as 
Episurveyor, is a web-based survey platform for mobile phones. Magpi offers offline support via 
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the use of SMS surveys [1]. (4) FrontlineSMS is an open source software used to distribute and 
collect information via text messages (SMS) [9]. 
For our project, phone-based data collection was used as it allowed for offline data collection, 
which was used in many instances as explained in great detail in the dissertation. In particular, we 
chose to use Open-Data-Kit due to our prior knowledge of the technology and the readily available 
android devices that we could use for project purposes. 
2.8 Case studies 
In the following section, four case studies that did similar work to our project are detailed. The 
goals and takeaways of the studies are analysed, so as to compare their findings to ours at the end 
of our study. 
2.8.1 Cutting the costs of attrition: Results from the Indonesia Family Life 
Survey 
Thomas et al. accessed the success of a longitudinal survey that was conducted over a duration of 
fourteen years. The survey collected information on health, ran an average of 39000 surveys over 
four iterations, and gave participants US$3 as a “token of appreciation”. In the methodology of the 
project they mention that they planned to minimize attrition and non-response by “careful attention 
to planning and training, persistence and commitment to the study, assuring the co-operation of all 
respondents and judicious allocation of resources”. This plan in its entirety is one that was kept in 
mind at all stages of our project as the four aforementioned considerations were the reason for the 
low attrition rates in their project. They had relatively low attrition in comparison to similar 
projects and were therefore relatively successful as shown in table 1 [71]. The table shows the 
project’s attrition levels over the 14 years which were all below 2.5%. This leads us to conclude 
that Thomas et al’s plan to minimise attrition was successful. 
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Table 1: Attrition and Non-response in an Indonesian 14-year longitudinal survey 
 1993 1997 2000 2007 
Attrition 2.5% 1.1% 0.8% 1.1% 
Non-response 0% 8.6% 8.5% 13.4% 
 
Thomas et al. did, however, find that locating participants was significantly more difficult to do 
with time. They also deduced that the US$3 was an effective incentive. These findings go against 
the social science theory that claims that money can be a driver of attrition [5]. Thomas et al. also 
states that these numbers were achieved by implementing strict follow-up rules that included 
participants identifying individuals that would know of their whereabouts if they were to move 
from their current locations, which is recommended by Lynn [49]. Participants were essentially 
paid to take a health check-up, which was another contributing factor of the low rates of attrition 
[71]. 
2.8.2 Challenges and opportunities of mobile phone-based data collection: 
Evidence from South Sudan 
On the other end of the attrition scale, due to its high levels of attrition when compared to the case 
study in section 2.8.1, is a project that was conducted by Demombynes et al. The project collected 
mobile data in South Sudan. All the participants in this project where provided with incentives in 
the form of a mobile phone and mobile credit. Participants were split into four groups, one received 
US$2.17 and a either a Nokia (Group N2) or Safaricom (Group S2) mobile device. The others 
received US$4.35 and a either a Nokia (Group N4) or Safaricom (Group S4) mobile device. The 
project also offered an additional incentive in the form of a monthly draw with a grand price of 
US$100, granted the participant completed their survey. Survey calls were delivered from a call 
centre and surveys lasted 15-20 minutes. Data collection was conducted monthly for four months. 
Attrition was relatively high during the course of this project with only 31% of participants 
completing all four surveys and 17% failing to complete a single survey [22]. The project saw 
contradicting results as Group N4 had higher attrition than Group N2, whereas Group S2 had 
higher attrition than group S4. These results showed how the provision of more money may not 
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necessarily equate to less attrition. The results also indicated that monetary incentives are not 
always an effective means of reducing attrition. This in turn, shows the importance of research like 
ours. Is there an incentive that could potentially be more effective at reducing attrition that 
monetary incentives? 
2.8.3 mClerk: enabling mobile crowdsourcing in developing regions 
Monetary compensation is not a “silver bullet” for the problem of attrition [35, 63]. This was 
evident in a longitudinal crowd-sourcing project called mClerk. MClerk was established to assess 
the potential for crowd-sources transliterations of words from Kannada to English. The project 
was run over a five-week period and was left to grow organically from ten initial participants all 
the way to 239 participants. 
Participants were compensated monetarily with the value of compensation changing once during 
the project. The project began with a participant compensation of INR0.5 per word correctly 
transliterated. The project then slashed the compensation to INR0.2 which caused an increase in 
attrition. This compensation method proved fatal as the project saw attrition levels of up to 53% 
between the two iterations. This particular incident showed the need for a sustainable incentive 
like feedback. 
Interesting to note was that participants that joined the project after the compensation had been 
slashed to INR0.2 did not drop out until the end of the project [40]. This may have been due to the 
fact that they had not experienced the higher compensation. The experiences seen in this project 
show that monetary compensation can be a motivating factor in participation, however once taken 
away, they have negative effects on attrition rates. This is also an example of the negative effects 
of monetary compensation as they can build up an expectation within participants [73, 46]. 
2.8.4 Estimating the effect of incentives on mail survey response rates  
A meta-analysis study that involved finding the effects of monetary and non-monetary incentives 
analysed four scenarios that consisted of monetary and non-monetary incentives mailed with the 
survey (MI and NI respectively) and monetary and non-monetary incentives given on the return of 
the survey (MR and NR respectively). 
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The study found that MI was significantly different to all other incentive types. This showed that 
participants were most motivated to participate when they received a monetary incentive with the 
survey. The study also found that there was a significant difference between NI and NR. 
Participants preferred to receive a non-monetary incentive before participation. There was 
however, no significance between NI and MR. The results showed the strength of providing 
participants with their incentive before the survey as opposed to after the survey [18]. Our study, 
however, has chosen to give the incentive after the survey as feedback cannot be constructed before 
the survey has been taken. 
 3 Study design 
In order to answer our research questions, we designed a study to assess the effect of feedback on 
attrition in comparison to monetary incentives. It was also pertinent to look at the costs of providing 
feedback as literature describes that high costs usually deter researchers from the provision of 
feedback [20]. 
This study was designed to explore and answer the following questions: 
1. How do different incentives affect attrition? 
2. How do different incentives relate to a participant’s habits during a longitudinal survey? 
3. How do different incentives affect the cost of a project? 
Therefore, a one factor study was designed between subjects, with four levels. Our factor was 
attrition and the four levels consisted of four treatments. The treatments consisted of four groups 
of participants located in separate locations. Each treatment was almost equal in size and received 
a different incentive compared to other groups. 
The design of this study allowed a comparison among the provision of mobile credit (the airtime 
group), feedback delivered by the enumerators (the voice group), feedback delivered by an 
automated feedback delivery system (the automated group) and a control that did not get an 
incentive (the control group). 
It is reported that researchers do not often provide feedback to participants due to the perceived 
effort associated with doing so [20]. The study, therefore, altered the feedback delivery mechanism 
so as to assess the effectiveness, effort, and cost of recorded feedback compared to the interaction 
between an enumerator and a respondent. 
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Thus, this experiment required a number of design considerations. Section 2.2 identified seven 
major issues that needed to be considered when running a longitudinal study in under-served 
communities, which are each described in the sections that follow. 
3.1 Design Considerations 
Longitudinal surveys face a few sample design issues that are highly dependent on the study 
design. Section 2.2 discussed how decisions such as dealing with sample changes, survey length, 
number of iterations and geographical clustering, are important for the success of a longitudinal 
study.  
3.1.1 Study sample size 
Sample size was mainly determined by the resources available and an acceptable confidence 
interval. It was found that with roughly 11,000 households in the four locations, if 200 households 
(50 households per location) were recruited, using the worst-case percentage of 50% and a 
confidence level of 95%, there would be a confidence interval (margin of error) of 6.87%. The 
project budget also helped determine the number of participants that could be recruited as there 
was a finite amount of resources. 
3.1.2 Geographical clustering 
The study required four locations, which translated into four groups, each of which received a 
different incentive for participation. These locations were demographically similar in order to 
allow for comparison but had to be geographically separate in order to reduce the risk of 
contamination. In this study, contamination bias was identified as a potential for any of our group 
members meeting. Therefore, it was rationalized that no geographical clustering was needed for 
this study. 
As discussed in section 2.2.3, geographical clustering involves choosing participants in one 
localised location. The need for geographically distant locations meant that the surveys could not 
be conducted in-person due to the costs and time that are associated with in-person surveys. 
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Contamination bias was also an attribute that was taken into consideration when determining 
whether geographical clustering was ideal [62].  
3.1.3 Study duration and intervals  
Due to the high recall data that was to be collected, the project was run for a twelve-week period 
with very short intervals. Surveys and feedback were run bi-weekly for the twelve weeks. 
Therefore, there were six surveys and six feedback rounds conducted. The short nature of the study 
and frequency of the intervals increased the response burden of the respondents and therefore 
higher attrition rates were expected to be observed than seen in previous studies [75]. This would 
also allow the researchers to find if there was any significant difference among all incentives.  
Survey duration is particularly important because of the quality of data and the cost of running the 
survey are proportional. Survey duration is also directly linked to the length of intervals between 
waves. Intervals are dependent on study design and the type of data being collected. High recall 
data will require high frequency for high quality data. As a rule of thumb, the frequency needs to 
be low enough to capture change but not too long as events may be missed [35]. 
3.1.4 Mode of delivery  
For this study over-the-phone surveys were preferred because of reduced cost and convenience 
mainly due to the geographical distance between our locations. By extension, over-the-phone 
surveys also allowed for the channelling of resources towards incentives due to their low cost 
nature. By design, over-the-phone surveys enabled us to ask participants what time they preferred 
to receive calls for surveys. The other ways to conduct a survey are: face-to-face and self-
completion [49] as described in section 2.2.4. 
3.1.5 Survey length 
The project aimed to make sure that all surveys were at most 30 questions and/or 20 minutes long. 
Singer describes telephone surveys that last less than an hour as low burden [66]. In addition, 
previous studies have shown a correlation between survey length and non-response [60].  As 
discussed in section 2.2.5, there is evidence that survey length is related to response rate and by 
extension attrition. Therefore, to keep the survey length factors effect on attrition minimal a 
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consistent survey length was used. While over-the-phone surveys have the advantages of 
convenient, high-quality data with low error rates, they increase the difficulty of contacting 
participants [68].  
3.1.6 Survey compensation 
 
A hybrid model was used to compensate participants. The market and appreciation model were 
used to compensate participants as the aim was to reward participants for their participation using 
the current remuneration rates in the country. This also meant that participants were provided with 
the incentive after their participation. 
It was estimated that a survey would take anywhere between 15 and 20 minutes to complete and 
based on that knowledge, the country’s working wage was used to come to a rate of R10 for each 
completed survey. As this research did not involve participants’ personal funds, no reimbursement 
was necessary. 
3.2  Survey development 
The development of surveys was done bi-weekly using an iterative process. ACDI played the role 
of the subject matter experts and therefore were responsible for the development of surveys. The 
six surveys asked questions on: general well-being, water use and water availability, food security, 
energy security, well-being in the context of water, energy consumption, the natural environment, 
and extreme events in the area/town. These topics were very relevant as the areas in which the 
surveys were being conducted were currently going through a water crisis due to drought. 
3.2.1 Survey development process 
The survey deployment process aimed to refine the survey questions in order to eliminate offense 
or intrusiveness. We established an 8-step process in the development of surveys: 
Step 1. First draft of survey established by ACDI 
Step 2. Survey reviewed by researcher and sent to ACDI with comments and suggestions 
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Step 3. Survey updated by ACDI and sent to researcher. 
Step 4. Researcher forwards survey to FLOW, survey is reviewed and returned. 
Step 5. Researcher forwards survey to ACDI for final review. 
Step 6. Final draft is established by ACDI and sent back to FLOW. 
Step 7. FLOW translates survey to Afrikaans. 
Step 8. Researcher codes survey into Open Data Kit. 
 
3.2.2 Survey deployment process 
The main goal of the deployment process was to establish an actual survey length in minutes and 
appropriateness for the survey. This process was conducted for every survey cycle. The 4-step 
process involved: 
Step 1. Face-to-face timed English interviews with dummy participants 
Step 2. Face-to-face timed English test interviews with enumerators 
Step 3. Face-to-face timed Afrikaans test interviews with the use of ODK 
Step 4. Over-the-phone demos. Enumerators call FLOW coordinators 
3.3 Feedback development 
In this study, feedback was given to participants with the goal of encouraging participants to 
continue their involvement in the project. The development and delivery of feedback was therefore 
done bi-weekly, the week after a survey was conducted. An agile iterative process was utilized in 
the development of the feedback. Feedback was made up of five parts: introduction and thanks; 
statistical overview of the community’s current state; constructive praise/encouragement based on 
the answers they provided in the surveys; some general advice on improvement of lifestyle for the 
community; conclusion and thanks. 
3.3.1 Feedback development process 
In order to keep the feedback consistent a process that would be followed was established for each 
feedback iteration. The six-step process consisted of: 
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Step 1. Analysis of survey data and generation of descriptive and summary statistics 
Step 2. Develop feedback draft and forward to ACDI 
Step 3. ACDI review and send back comments of the feedback 
Step 4. Feedback updated and then sent to FLOW for further comments 
Step 5. FLOW reviews feedback and returns comments 
Step 6. Final feedback draft is established and sent to FLOW for translation 
After translation, feedback would be revised with the enumerators in English and Afrikaans in 
order to get their comments and for the researcher to provide explanations. 
3.3.2 Feedback recording (for automated group) 
The recordings were conducted by the same enumerator at the end of the feedback development 
process. The feedback was recorded on a laptop using a set of standard earphones with a mouth 
piece, after-which Audacity [70] was used to clean and amplify the audio files. 
3.4 Selection of towns 
Together with ACDI, it was established that the study would target towns in the Bergrivier 
Municipality due to FLOW being located there. The choice of town in this particular location was 
based on statistics recovered from Statistics South Africa. They showed great similarities in the 
demographics of four towns in particular. The four chosen towns were Piketberg (Airtime group), 
Veldriff (Voice group), Porterville (Automated group), Moorreesburg (Control group). All towns 
but Moorreesburg are in the Bergrivier Municipality. Moorreesburg is located 20 kilometers 
outside the Bergrivier Municipality boundary lines and contains similar demographics as the other 
towns. 
3.4.1 Demographics of towns 
Due to the project design, the demographics of the towns had to be similar so as to allow for 
comparison. As shown in table 2, the formal dwellings in all four towns are between 89% and 
93%. Average household size is also very similar with all the towns, between 2.9 and 3.8 people 
per household. 
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According to statistics South Africa [83] the demographics of all four locations are as follows: 
Table 2: Town demographics of Piketberg, Porterville, Moorreesburg and Velddrif 
 Occupants Households Formal dwellings Refuse removal Avg household size 
Piketberg 12075 2920 90.6% 96.9% 3.8 
Porterville 7057 1949 93% 99.4% 3.5 
Moorreesburg 7760 2578 93.6% 97.9% 2.9 
Velddrif 11017 3622 89.5% 98.5% 2.9 
 
3.5 Recruitment of enumerators 
Using FLOW’s knowledge from their work collecting data, it was established that the study 
required four enumerators to complete the required tasks in the allocated time. The selected 
enumerators would be required to have the ability to speak and write well in Afrikaans and English 
as well as be computer literate. They also needed to be available a few days a week. They needed 
to be fluent in both Afrikaans and English in order to clearly communicate with participants and 
researchers respectively. 
The FLOW co-coordinator made the final decision on which enumerators would be suitable as he 
had in-depth knowledge of the enumerator’s capabilities. He chose three enumerators out of the 
2017 stream of FLOW ambassadors and one from the 2016 stream. The three enumerators from 
the 2017 stream had never conducted such work and therefore the forth enumerator was brought 
in as a quality control measure as she had done similar work for FLOW and the Bergrivier 
Municipality. Three of the four selected enumerators were from Piketberg (Airtime group), 
including the enumerator from the 2016 stream and the last was from Porterville (Automated 
group). 
3.5.1 Recruitment training 
Recruitment training methods detailed by Burke et al. were used for worker health and safety 
training. Training in health and safety is crucial as it is the first defensive in avoiding accidents. 
They recommended using practice and dialogue for effective training [13]. 
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All four enumerators were present for training, as well as one FLOW ambassador supervisor and 
four interns from ACDI. The training started with a short icebreaker. Icebreakers have been shown 
to have positive effects in spaces where people aren’t familiar [17]. To further keep the 
enumerators relaxed, the training was designed as informally as possible, which would in-turn 
allow the enumerators to participate in the training session [16]. After the icebreaker, the project 
was introduced and talk about the goals of the project, both from the computer science and the 
ACDI perspective, and ran through some recruitment and survey guidelines. The guidelines 
included: courtesy, introductions, professionalism, consistency, speech clarity and politeness. 
We then reviewed a sample recruitment survey and a demo of the recruitment process was 
conducted. After the demo, there was a discussion with the enumerators on their thoughts regarding 
the recruitment process. This marked the end of the morning session and during a refreshment 
break there were informal discussions. 
After the break, the enumerators went through the recruitment process, which was made up of: 
reading the project summary to participants, asking the participants to sign consent sheet, 
conducting the recruitment survey using ODK on the devices they were provided, getting an 
electronic signature on ODK, and finally leaving the project participants with copy of the project 
summary. 
Upon finishing, the enumerators underwent demo recruitments. They recruited members of the 
ACDI team. The normal recruitment environment was simulated by having them stand on one side 
of an office door while the “participant” stood on the other side of the door. The enumerator 
knocked on the door and thus began the recruitment process. They had to recruit in both English 
and Afrikaans as it was known that some of the towns might have English speaking participants. 
This training method kept the participants attentive and engaged. As a result, great knowledge 
acquisition was observed similar to that seen in Burke et al.’s project due to the interactive training 
methods [13]. 
3.5.2 Outcomes of recruitment training sessions 
During the training sessions three details were discovered that were initially overlooked. Firstly, 
the experienced enumerator suggested that the researcher get badges for the enumerators as it 
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would help with their legitimacy in the eyes of the communities. It was also found that even though 
the enumerators understood English, their participation seemed to be limited as they were not 
completely confident speaking English. Furthermore, it was found that the enumerators should ask 
whether a participant had a mobile phone at the beginning of the recruitment survey as some 
potential participants would be ineligible due to lack of a mobile phone. 
3.6 Assigning incentives 
In order to establish incentives per location, the researchers sat with the partners from FLOW to 
discuss the project goals and what was required. In choosing treatments, Piketberg was chosen to 
receive airtime under the assumption that if Piketberg was the location to receive airtime, people 
were likely to readily participate in the study, which in turn would boost the enumerators’ 
confidence. This assumption was also backed by Laurie and Lynn who say that the provision of an 
incentive is often accompanied by the hope that it will raise interest in participation particularly by 
groups that would not have participated normally [46]. Furthermore, it was known that the local 
municipality had run a survey in the community and therefore felt that participants would need an 
incentive to make them receptive to recruitment. 
Further incentives were assigned to the other towns. However, on second thought, we realised we 
were meant to randomly assign incentives. We subsequently ran a randomization script in R that 
would indicate how each location would be incentivized. We assigned each of the treatment groups 
to a number between 1 and 4 as follows: 1 - Piketberg; 2 - Porterville; 3 - Velddrif; 4 - 
Moorreesberg. We then used R to randomly generate a sample to randomize the groups. The 
randomization indicated that we were to provide the airtime incentive in the first location, make 
automated calls in the seconds recruitment location, have the third location as the control group 
and conduct live enumerator calls in the fourth location. The results from the randomisation 
matched the pre-determined order assigned to the incentives. 
3.6.1 Study ethics 
Due to the nature of this study, close attention had to be paid to the ethics. This study therefore 
applied for and was awarded ethical clearance by the University of Cape Town.  The study required 
all four groups of participants to be in different towns and for the participants to never come in 
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contact. This meant that during the recruitment of the participants, some level of deception had to 
be employed. As a result, only part of the study could be communicated. To counter this ethical 
dilemma, we revealed to the groups that the study was being conducted in various locations in the 
workshops conducted at the end of the study. 
As stated above, each group received different incentives for their participation in the study and 
therefore at the end of the study it was of the utmost importance that all groups were put on an 
equal standpoint. This, for example, meant giving the control group both the airtime and the 
feedback that the other groups had received. 
3.7 Recruitment of groups 
With the knowledge that FLOW had previously conducted data collection, we chose to follow a 
similar plan to the one which had been used when mapping local businesses in Piketberg. The 
enumerators performed the mapping in pairs for their own safety as the enumerators were walking 
around with tablet devices. 
Due to our strict recruitment criteria, we could not systematically pick our door to door recruitment 
as encouraged by previous studies. Previous studies typically choose to recruit every nth house 
when doing door to door recruitment [7]. Our inclusion criteria included households that received 
social grants but also had some additional source of income such as seasonal work or a part-time 
job. We therefore chose to start at the beginning of a neighbourhood that contained our desired 
sample and conduct door to door recruitment until we achieved the number of participants required. 
To prepare for the recruitment of the households, we held a training session for the enumerators 
over two days, on a Thursday and Friday with recruitment scheduled to begin on the following 
Monday. Recruitment of towns was done over three days; a day longer than planned. We recruited 
the Airtime group on the first day, the Automated group on second day and on the third day 
households in the Control group and Voice group were recruited. About 50 households in each 
location were recruited in total. 
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3.7.1 Recruitment survey 
The recruitment survey was short and to the point so as to save time during recruitment. As 
mentioned in the technology section, Open Data Kit was used to collect the participants’ 
recruitment data. The questions asked during recruitment were as follows: 
1. What is your first name? 
2. What is your surname? 
3. What town do you live in? 
4. What is your home language? 
5. Do you have a personal mobile phone? 
a. No, I do not have access to one. 
b. No, but share with the household. 
c. Yes. I have my own mobile device. 
6. What is your phone number? 
7. What is the mobile operator? 
8. Electronic Signature 
 4 Technology and system design 
This study relied on technology to achieve all survey and feedback aspects. In order to answer the 
three research questions two systems were built: 
1. An automated voice call system (AVCS): designed to call participants and deliver recorded 
feedback. 
2. A call tracking system (CTS): designed to keep details of enumerator calls to participants. 
This chapter will introduce and describe the systems that were built for the project and the 
methodologies used in their development. The technology used in calls and the sending of mass 
messages are also described in order to give context to the analysis of project cost at the end of the 
dissertation. 
4.1 System development 
To develop the AVCS and the CTS we utilized an agile methodology. We identified the agile 
methodology as ideal as we wanted the ability to continuously re-design and test if there were 
usability or requirement changes.  
4.1.1 System stakeholders 
Three system stakeholders were identified as the enumerators, the respondents and the researcher. 
The enumerators are stakeholders as the users of the system, the respondents as the people that 
will receive automated feedback based on their survey answers, and the researcher as the 
stakeholders that develops the system, analyse the data and develop the feedback. 
4.1.2 Requirements gathering 
Prototyping was used as the main requirements gathering tool. A four-step process was used, which 
involved identifying initial requirements, developing a prototype, reviewing and revising the 
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requirements [67]. The final requirements that were uncovered from prototyping are described 
below. 
4.1.2.1 Automated voice call system 
AVCS was required because the study needed a system that automatically delivered feedback 
recordings to participants that answered surveys. We, therefore, identified that the system needed 
to be able to (1) communicate with CTS to retrieve the list of participants that had completed 
surveys, (2) call multiple participants simultaneously, (3) communicate with Google’s API in order 
to download completed surveys, (4) deliver a recording based on the survey answers of the 
participants. 
4.1.2.2 Call tracking system 
CTS was needed because it was necessary to track calls throughout the projects. It was identified 
that enumerators would need to (1) identify participants they needed to call, (2) identify what time 
participants would like to be called, (3) identify participants that have already been called, (4) 
identify the state of the calls that had been made. 
This functionality was also needed so as to enable the researchers to keep track of the enumerators’ 
work. As such, CTS also had the functionality to download Excel spreadsheets that contained all 
the call logs and call states. 
4.2 System design 
4.2.1 Automated voice call system 
The goal of the system was to enable us to make automated calls to participants in the automated 
group. The system programmatically used Twilio’s API to make the calls. Twilio is a cloud 
communications platform that allows for developers to add voice, video, and messaging to their 
applications [69]. 
As seen in FIGURE 1, the AVCS was designed to programmatically gain access to our Google 
Drive folder and pull survey results using Google Drive’s API. After retrieval of survey results, 
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the data is dumped in the AVCS’s database. This allowed the system to have information on all 
the participants that answered surveyed and were to receive feedback. 
 
Figure 1: How the study’s AVCS works 
 
4.2.2 Call tracking system 
CTS was designed to assist the enumerators to keep track of the state of calls, in other words, 
whether a call was completed, not completed, there was no answer, if the participant asked to be 
called later or if they asked to drop out of the study. The initial screen contained a list of all the 
participants to be called. The participant list was arranged in order of the time the participants 
indicated as an ideal call time. A screenshot of the of the CTS home screen is seen in FIGURE 2.  
 
Figure 2: Participant list arranged by time 
Once the enumerators selected one of the participants, the panel dropped down (shown in FIGURE 
3) and showed some information on the participant. This gave the enumerators access to the 
participant’s number, location and preferred time of call. Also available where the 6 call states. A 
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call could be answered and completed (ANC), answered and not completed (ANNC), not answered 
(NA), requested for another time (CAT), requested for the next round (CNR) or a participant could 
have asked to never be called again (NCA). 
 
Figure 3: Open participant panel showing participant information and call status 
Each of the buttons have different outcomes—Answered and completed, call next round, and never 
call again— These buttons all result in the contact disappearing from the call list from the current 
round of calls. The other three buttons, answered and not completed, no answer, and call later all 
result in a status notification on the participant panels, as seen in FIGURE 4. 
 
Figure 4: Participant list after attempted calls 
The system was also designed to produce a downloadable Excel spreadsheet with all the outcomes 
from the enumerator calls. This allowed download of data for statistical purposes, more 
specifically, with the spreadsheet the following could be gathered: (1) the time enumerators made 
calls to participants, (2) how many times an enumerator called a specific participant, (3) what 
happened on each call. Table 3 is an example of what the downloaded spreadsheet looked like. It 
contained the participant ID, their phone number, the enumerator that called them, the time they 
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requested to be called, when the call occurred, the state of the call and how many times the 
enumerator attempted to call them before they answered. 
Table 3: Sample system output 
ID Phone # Group Enumerator  Call Time D/T Status Attempts 
1 001 Airtime E1 8-10 7-Sept 8:45 NA 1 
2 002 Airtime E2 8-10 7-Sept 8:46 ANC 2 
3 003 Airtime E1 8-10 7-Sept 8:47 CNR 1 
4 004 Airtime E4 8-10 7-Sept 8:48 ANNC 3 
 
4.3 System user and integration testing 
In testing the CTS, User Acceptance Tests [33] were predominantly used to determine whether the 
system was at a usability level that was acceptable to the enumerators. For the AVCS, we 
conducted integration tests [79] (due to the use of different APIs used) and usability tests. 
4.3.1 AVCS testing 
Usability and integration testing for the AVCS involved verifying that recordings were being 
delivered. To achieve this, the system was tested to see if it was making multiple calls 
simultaneously while delivering the correct feedback to the participants. To test that the system 
was behaving as described some phones numbers of volunteer postgraduate students were hard-
coded into our system database, assigned one of four feedback recordings, and then the AVCS was 
run. The system operated as expected. 
4.3.2 CTS testing  
To test CTS, over-the-shoulder observations of the enumerators interacting with the system were 
conducted. Due to the system being extremely simple, it was seen that enumerators were able to 
log their call events with no problems. They were also able to accurately keep track of the state of 
the call. This was checked by downloading an Excel spreadsheet with all events on the CTS. 
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4.3.3 AVCS and CTS integration testing 
In order to verify that the AVCS and the CTS were correctly integrated, end-to-end testing was 
conducted. In order to test this, dummy participants from the four treatment groups were gathered, 
completed surveys for each of them were created, and four different types of recorded feedback 
were made. Then the CTS was used to enter call states for all the participants after which the AVCS 
was run. The test revealed that only the participants that were in the automated group and had 
states of ANC were called. 
The last phase of testing was conducted with the enumerators and was a live end-to-end test. A set 
of steps was drawn up that the enumerators had to follow when making survey calls and interacting 
with the system. CTS and ODK were both used on a tablet device and the calls were to be made 
on an android mobile phone. 
Step 1. Open CTS and ODK on the tablet 
Step 2. Get participant phone number in CTS and enter it into phone 
Step 3. Switch to ODK and open survey 
Step 4. Make phone call 
Step 5. Ask questions and enter answers into ODK 
Step 6. At the end of the call, submit the survey and go back to Step 2 
Volunteer participants were recruited, made live calls, collected their answers, updated their states 
on the CTS and ran the AVCS. The process ran as expected. 
4.3.4 Installation and maintenance  
Due to the system being online, there was no installation required. However, the project’s Heroku 
account was upgraded from free dynos to hobby dynos to allow for the system to have an uptime 
of 100%. This would ensure that our dyno never went to sleep as this may have caused server 
downtime and reset. System click-through tests were run bi-weekly before surveys were to be 
conducted. Test surveys also were run to ensure the system was running as expected. 
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4.4 Data collection technology 
Data collection was conducted on Google Nexus tablets. The same tablets were used by the 
enumerators to interact with the CTS and the AVCS. The tablets are Wi-Fi enabled and had no 
GSM. In order to make data collection relatively painless, we installed an open-source tool named 
Open Data Kit (ODK) on the tablets. ODK is a mobile device platform that allows for off-line, on-
the-go surveys on android mobile devices [42]. ODK was chosen because it is free and open-
source, it allows for off-line data collection, and the researcher was familiar with the tool. 
ODK allows for a number of ways in which forms can be created. For this project we chose to use 
the Excel spreadsheet to design our surveys as shown in FIGURE 5. Once a form was created, it 
was converted in XML, which was then uploaded onto the ODK Aggregate server. Once the 
surveys were on the server, they would be available for use in the ODK application on the tablets. 
As shown in FIGURE 5, the server is also used as storage for completed surveys which are 
thereafter synched to the project’s google drive where they would be until AVCS was ready to 
download them. 
 
Figure 5: Survey generation to ODK 
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4.5 Call technology 
Participants were called on a small android phone, the Samsung galaxy pocket. These the phones 
were chosen, as they were easily available and low-cost. Calls were made during surveys and 
during voice feedback calls. After hours, enumerators had to make calls from home and therefore 
they also used the phones as a Wi-Fi hotspot in order to interact with the Call Tracking System 
(CTS).  
For the automated feedback calls, we used the Automated voice call system (AVCS). The AVCS 
was built using Twilio’s API, which allowed us to programmatically make automated calls that 
delivered recordings to participants. 
4.6 Text message delivery technology 
There were two scenarios in which enumerators would send text messages to participants. The first 
was at the end of a survey call sprint. If a participant had not answered any of the enumerators call 
attempts, the enumerator would text the participant. The text was to inform the participant that 
there would be further attempts to contact them in the next survey round. The second scenario was 
in the feedback week. The airtime group would receive text messages from the enumerators 
thanking them for their participation and informing them of the airtime they had just received. 
The text messages for workshop invitations were sent using a BulkSMS service. This allowed us 
to upload contacts in a CSV file and send a text message to all the contacts. 
4.7 Mobile credit delivery technology 
In order to send mobile credit to the airtime group participants, we used a service offered on the 
prepaid24 platform. It sends credit to multiple participants based on the information specified in a 
CSV. The CSV contains the participant phone number, their mobile network, and the amount to 
be credited. 
 5 Recruitment process and lessons learnt 
Door-to-door recruitment was the data collection method of choice because it was ideal for our 
study requirements. The aim was to recruit participants to take surveys twice monthly. The 
following was required: (1) enough time to explain what the study was about, (2) ensure the 
household was located in the desired recruitment area, (3) establish a relationship during 
recruitment and (4) familiarise with locations through observation in order to inform the survey 
partners. In this chapter the recruitment steps and the lessons learnt during recruitment will be 
discussed. 
5.1 Recruitment steps 
During recruitment these steps were followed: 
Step 1. Meet with enumerators and provide consent sheets 
Step 2. Begin recruitment door to door 
Step 3. Meet for an hour break and discuss current progress 
Step 4. Continue with door to door recruitment 
Step 5. Debrief session 
Initially, enumerators recruited in pairs but were later split in order to cover more households in a 
shorter space of time. 
5.1.1 Lessons learnt from recruitment day 1 
On recruitment day 1, the enumerators had a final test run by recruiting one of their own households 
first. This proved to be successful as there was a boost in confidence after having recruited the first 
household. This household was not included in the data set due to the bias it would introduce. 
It was surprising to discover that recruitment of 50 households took longer than the expected 4 
hours. To solve this problem, the enumerators were split further so as to cover four households at 
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a time instead of two. To ensure the enumerators were still safe, a researcher or ACDI intern went 
out with them and played the role of “bodyguard”. The length of recruitment could also be 
attributed to the anger that was evident in the community towards the municipality. 
A large proportion of the population left at home during recruitment hours was the elderly. This 
led to a few recruitment issues, mainly, some of the elderly were living with their children that 
worked during these hours. They claimed not to know enough about the household to participate 
and most of the elderly that lived in their own homes did not have mobile phones. 
Some of the elder members of the community that we approached to participate did not seem to 
fully understand the aims of the project. The enumerators did, however, claim that providing 
example questions really helped people understand the project. Recruitment times were also an 
issue as most of the breadwinners in the household took the household’s only mobile phones to 
work. 
People were very excited about the mobile credit incentive and this was highlighted by a story of 
one participant that claimed to be uncomfortable with giving out her number until she was told 
there would be a mobile credit incentive, to which she readily gave her mobile phone number. The 
electronic signature feature on Open Data Kit was also highlighted as a popular feature with 
participants. 
On day 1 of recruitment, there was an estimated 30% success rate during recruitment. It was found 
that the recruitment success and failure rates needed to be recorded. 
5.1.2 Lessons learnt from recruitment day 2 
On day 2, the enumerators gained confidence when approaching strangers. A trend in effective 
recruitment times was also noted as shown in the table 4 below. It was observed that, people were 
particularly busy in the mornings and late afternoon. Prime recruitment time was in the late 
morning and early afternoon. 
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Table 4: Recruitment times and effects 
 
The success rate of day 2 was much higher than that of day 1 at 60%, which could be attributed to 
the FLOW supervisor joining on the recruitment trail. A phenomenon we came to describe as the 
“Loritha effect” was witnessed during this time. Loritha is a FLOW coordinator that manages to 
engage with people in a manner that seemed to lift people’s emotions to a point where they wanted 
to participate in the project. The rapid pace of recruitment on day 2 made it appear that the team 
could potentially recruit the Control group and Voice group in one day. 
5.1.3 Preparation for day 3 of recruitment 
In order to prepare for recruitment on day 3 the routes on which the team would walk had to be 
mapped out so as to make our recruitment efficient. Everyone was split into two teams: the green 
team and the red team. Below is an example of how recruitment routes were mapped. This process 
made recruitment more efficient. 
Time Enumerators Participants 
0900-1100 Cover a lot of ground Unlikely to participate (chores) 
1100-1500 Slowdown in recruitment speed Likely to participate 
1500-1700 Cover very little ground Unlikely to participate (dinner preparations) 
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Figure 6: Example map of how recruitment paths were mapped. This is not the actual location where recruitment was done, but 
is used to illustrate the process of the two teams. 
 
5.2 Day 3: Using lessons from day 1 and day 2 
In order to achieve our goal, the day was scheduled to start very early; however, the team ran into 
an unforeseen issue. Half the desired participants were still shut in and asleep on our arrival. Once 
households had begun their days, with the “Loritha effect” still in full effect, recruitment of both 
participant groups was completed before sundown. 
5.3 Recruitment feedback from enumerators 
The enumerators identified 2 challenges in recruiting individuals: First, the enumerators indicated 
that the scripts they read from when introducing the project were too formal and had resulted in 
many participants not understanding the project. As a solution, in cases where people did not 
understand, the enumerators indicated the provision of examples helped participants grasp the 
purpose of project. Secondly, the enumerators highlighted that participants were worried about the 
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difficulty of the questions. As a solution, the enumerators explained that most of the questions 
were multiple choice and did not require them to explain. 
We also took some time to discuss the differences in the towns. The enumerators felt that the 
Airtime group was fairly difficult during recruitment. This was particularly surprising as that was 
the treatment to receive mobile credit. This went against literature, as most literature talks of the 
positive effect monetary incentives have on participation [46, 49]. The enumerators credited this 
to the municipality that ran a survey in the community and had not taken steps to resolve problems 
result. 
In closing, the enumerators mentioned that they felt safer and more confident when researchers 
were present during the recruitment. They felt that people were also easier to recruit when we were 
present as we were clearly community outsiders. 
5.4 Recruitment numbers 
In total, 200 households were recruited. As shown in table 5, the more the recruitment process was 
refined, the faster recruitment went. As shown in the table, recruitment hours went down and our 
success rate increased in the last two recruitment rounds. Starting by splitting the enumerators in 
order to cover more ground and going a step further on the final day by mapping the recruitment 
routes contributed to the speed. The increase in success rate could be credited to an increase in the 
confidence and experience of the enumerators. 
Table 5: Recruitment outcomes 
 Day Households Success Rate Recruitment (hours) 
Airtime group 1 49 30% (Estimate) 8 
Voice group 3 49 70% 3 
Automated group 2 50 60% 6 
Control group 3 52 67% 3 
 6 Evaluation Methodology 
In order to answer the research questions, an in-depth look at each question was needed using 
statistical analysis. The first question—How do different incentives affect attrition? - was split into 
four sub questions that helped identify conclusive results. In answering the second question - How 
do different incentives relate to a participant’s habits during a longitudinal survey? - six participant 
traits were identified that allowed comparison of how incentives influence participants. To answer 
question three - How did the different incentives affect the cost of the project? - qualitative 
feedback from workshops was gathered and a cost-benefit analysis was done. 
6.1 Participation outcomes 
The main purpose of the study was to monitor participant attrition. Specifically, we aimed to assess 
the effect of incentives on attrition. In order to differentiate between forms of attrition, the act of 
completely dropping out of the study was defined as hard attrition, and the act of skipping a survey 
week was defined as soft attrition. Non-participation was referred to as the act of not participating 
in the study in any way. 
In order to evaluate the effects of incentives on participation, four questions were asked. The first 
two questions were: 
1. How do the different incentives affect the likelihood of participants completing surveys? 
2. How did the different incentive affect the likelihood of soft attrition? 
To assess the likelihood of participants in either completing a survey or skipping a week of the 
survey, a categorical regression using a Cochran’s Q test was run. Cochran’s Q Test is a non-
parametric repeated measures test that can be used with binary data. We chose Cochran’s Q test 
because it allows a response variable to have one of two possible outcomes. In the case of this 
study we wanted to measure if any of our four incentives had an effect on the likelihood of a 
participant completing a survey or skipping a survey week. Cochran’s Q test additionally allowed 
us to factor in the week as a variable as it allows for repeated measures. 
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The other two questions were: 
1. How were the different incentives related to non-participation (NP)? 
2. How did the different incentives affect hard attrition? 
In order to assess non-participation and the effects of incentive on hard attrition, a categorical 
regression using a linear model was run. We chose to use this method because these are once off 
events, a participant cannot drop out of a study more than once. The model for this study was a 
first-order model with one binary predictor and is as follows: yi = β0+β1xi1+ϵi where: 
• yi is the response of group member i. The responses are coded as follows: 
o 1 if a participant contributed/participated in the study. 
o 0 if a participant did not participate in the study 
• xi1 is the group to which the member belongs. 
6.2 Participation engagement 
In order to categorize our participants’ participation, some traits that we identified in our pool of 
participants was defined. Viewing the data in such a way would help give some context to the 
above analysis as well as fill in some gaps. 
Participant behaviour was divided into six different groups: (1) active participants (AP) who 
answered four or more surveys without dropping out of the study, (2) active drop-outs (ADO), 
who completed four or more surveys but also dropped out of the study at some point, (3) wafflers 
(WAF), who did not drop out of the project but answered more than one survey and less than four 
surveys, (4) Low participation drop-outs (LPDO), who answered between one and four surveys 
and dropped out of the study, (5) drop-outs (DO), who asked to drop out at any point without 
answering any surveys, (6) no-contact (NC), who could not be reached during the course of the 
project. 
Analysis was run in order to answer deeper questions about the effects of the treatments on 
participant engagement. The goal was to find which incentives attract a certain type of participant. 
The following questions were asked: 
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1. How were the different incentives related to active participation?  
2. How were the different incentives related to active drop-outs?  
3. How were the different incentives related to low participation drop-outs?  
4. How were the different incentives related to waffling?  
5. How were the different incentives related to drop-outs? 
6. Was there any relation between no-contact and incentives? 
To assess the participant engagement, a binary logistic regression was run using a generalized 
linear model. The model was a first-order model with one binary predictor and is as follows:  
yi = β0+β1xi1+ϵi where: 
• yi is the response of group member i. The responses are coded as follows: 
o 1 if a participant was a member of the group, e.g. AP. 
o 0 if a participant was not a member of the group 
• xi1 is the group to which the member belongs. 
6.3 Project workshops 
In order to get better insights into the mind-set and experience of the community, as well as to 
satisfy ethical obligations, workshops were held in each town in which surveys were conducted. 
The goal of the workshops was to ensure that all treatment groups were provided with the same 
feedback, monetary compensation and explanation for why this study was conducted. All the 
communities were Afrikaans speaking and therefore one of the FLOW coordinators was asked to 
help run the workshops. A systematic method to prepare for workshops was created: first, the 
researcher designed community specific slides for the workshop presentation. The slides and 
feedback data were reviewed in a dummy presentation. Next, the slides were sent to the FLOW 
coordinator. She would then review them in order to familiarize herself with the content. Lastly, 
all the stake-holders reviewed the slides with the coordinator on the day of the presentation. 
Invitations were sent in a three-step process. First an invitation was sent by SMS using a bulkSMS 
service. The first SMS was sent five days before the workshop was to be held. Two reminder 
SMSes were sent eight hours and an hour before the actual workshop was to start. 
54 
The workshops were all recorded on a mobile device and started with the researcher welcoming 
the participants and thanking them for their participation in the project. The researcher then gave 
a brief overview of the whole project and why it was conducted. This was all in English and 
therefore it was kept brief. The FLOW coordinator would then take over and present the slides that 
were projected on a wall. After a section that usually consisted of four to five slides, there was a 
slide with questions. The questions and answers were both in Afrikaans. At the end of all slides, 
the floor was opened for participants to ask questions or give any feedback they had.  
The day after the workshop, two things would happen. First, the coordinator would send an email 
with all the questions and answers from the workshop in English and second, the presentation was 
sent to the ward council. In the case of the three treatment groups that did not receive mobile credit, 
the mobile credit was sent based on how many surveys a participant answered. 
6.4 Cost-benefit analysis 
A cost-benefit analysis was conducted in order to understand not only the cost and benefits of the 
incentives, but also the social costs and benefits. The basic notion of a cost benefit analysis is to 
attempt to find out if a decision outweighs the benefits of the next best alternative. We therefore 
only make decision A if the benefits of decision A outweigh their costs and not otherwise [47]. In 
order to evaluate the cost and benefits of incentives, social costs and social benefits [30] needed to 
be calculated. Social costs for the purposes of this study involve: labour costs, operational costs 
and negative externalities. Social benefits were assessed for the participants, researchers, and the 
municipalities. Once costs and benefits were found, net present value or benefit/cost ratio was 
computed [30]. 
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7 Results 
This chapter examines the results of the methods discussed in the previous chapter, starting with 
an examination of participation outcomes, which will involve looking at how incentives affected 
participation. Then, how incentives affected participants will be explored. As a result, the 
likelihood of continued participation or dropping out based on incentive is assessed. These points 
are then tied into how incentives affected participation. We present results from the workshops 
that gave us insight into how participants felt about participation. Lastly, the cost benefit of 
incentives is analysed.  
7.1 Participation Outcomes 
At a high level the study results show that monetary incentives have an impact on performance, 
adding to prior work that has also found this to be true [11]. It is also seen that the monetary 
incentive resulted in lower non-participation and hard attrition in comparison to the other 
incentives. The voice incentive did not appear to do as well as the automated incentive in terms of 
completed surveys, but inversely, the automated incentive had a higher hard attrition rate when 
compared to that of the voice incentive as can be seen in table 6. The statistics presented in table 
6 are further broken down and analysed in the next chapters using the tests described in chapter 6. 
Table 6: Summary of participation outcomes 
 Airtime Voice Automated Control 
Completed surveys per person 2.28 1.69 2.1 1.56 
% Non-participation 34% 37% 34% 42% 
% Hard Attrition 26% 35% 40% 50% 
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7.1.1 How do different incentives affect the likelihood of participants 
completing surveys 
The results suggest that the first round of data is not influenced by incentives. This is due to the 
control group having the highest number of completed surveys. This was unexpected as it was 
hypothesised that the airtime group to have the most completed surveys every week. While this 
may be just noise in the data, it might be caused by two separate factors; (1) none of the groups 
had received any incentives yet, (2) participants that agreed to participate without incentive did 
not realise how burdening the surveys would be. 
From week 2, however, a trend was observed that continued till the end of the project with the 
airtime group and the automated group topping the surveys and the control group having the least 
completed surveys in most weeks. The only contradiction to the hypothesis came in the form of 
the automated group that consistently completed more surveys than the voice group as can be seen 
in FIGURE 7. FIGURE 7 shows completed surveys as a percentage of participants in the group in 
a particular week. 
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Figure 7: Number of Completed Surveys by week 
In line with our hypothesis, it was found that the rate of survey completion decreased with time. 
Particularly interesting was the voice group’s weekly non-participation reflecting in the number of 
completed surveys. We noticed that the high level of non-participation led to a decrease in the 
groups survey completion due to the almost directly proportional figures in the voice group. 
Noticeably though, there does not seem to be a direct correlation between non-participation and 
surveys completed as the automated group had the lowest non-participation rates for most of the 
project but was not the group with the highest survey completion. 
Interestingly, because of the control group’s high week one survey numbers, the control group’s 
cumulative plot stays above that of the voice group up until week six as shown by FIGURE 8. This 
is interesting as the control group was expected to produce relatively low numbers in each survey 
week. This may suggest that given a longitudinal study with very few iterations, participants may 
not require an incentive in order to participate. 
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Figure 8: Number of Completed Surveys by week (Cumulative) 
 
In order to find out whether there was a significant difference in completed surveys between 
treatment groups the Cochran’s q-test was run and it was found that the control group was the only 
group that was significantly different as shown by its P-value that was less than 0.05: 
Table 7:Cochran’s q-test results for completed surveys 
Treatment Week 1 Week 2 Week 3 Week 4 Week 5 Week 6 P-Value 
Airtime 
Group 0.333 0.438 0.417 0.375 0.375 0.292 NS 
Voice 
Group 0.367 0.306 0.306 0.204 0.245 0.245 NS 
Auto 
Group 0.451 0.392 0.333 0.333 0.333 0.275 NS 
Control 
Group 0.442 0.288 0.250 0.192 0.173 0.154 <0.05 
 
59 
In table 7, we can also see that the probability of survey completion in the control group are 
significantly different to those of the other groups. These findings support the theory that 
incentives lead to an increase in performance [11]. 
7.1.2 How were the different incentives related to non-participation (NP) 
In this study it was observed that non-participation ranged from 34% to 42%. As expected, the 
lowest number of non-participation was in the airtime group with the highest number in the out 
control group as shown in FIGURE 9. Non-participation is a major limitation to longitudinal 
studies as demonstrated in Binson’s study that started with 5019 participants and got non-response 
from 1594 (32%) [10].  
 
Figure 9: Percentage number of non-participants for entire duration of study 
FIGURE 10 shows that non-participation was generally on the increase with time. The results also 
show that the voice group had the highest number of non-participants from week to week, however, 
overall the control group had the highest number of non-participants, that is, participants that did 
not answer a single survey. 
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The relatively high numbers of non-participants, per week, in the voice group to the high level 
could be due to soft attrition that was prevalent in the group. The participants were not participating 
in most of the survey rounds, choosing to skip certain weeks. They, however, were not dropping 
out at a rate equal to that of the control group. These high numbers of non-participants in the voice 
group can be seen in FIGURE 10 where we compare non-participation numbers per week. 
 
Figure 10: Percentage number of non-participants per week 
To get more insight into whether incentives played a part in the differences observed, a generalized 
linear model was used and found no significance in incentives. This is attributed mainly to not 
having a significant number of participants in our study. 
7.1.3 How did the different incentive affect the likelihood of soft attrition 
The observations of Sauermann and Roach theorize that soft attrition shows some willingness to 
continue participating in a study but inability to answer the surveys on a particular day [64]. This 
study therefore assumes that participants that skipped a week instead of dropping out did so due 
to the relationship they had built with the enumerators and the incentive they were receiving. 
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As seen in FIGURE 11, it was observed that the automated group had the lowest percentage of 
participants that skipped a survey every week except week 2 and 3. The voice group had the highest 
number of participants that skipped a survey week. This, in part, could explain the difference in 
the two groups’ number of completed surveys. 
 
Figure 11: Number of people that were not contacted or asked to skip a survey by week 
In the case of the automated group, it was observed that soft attrition by week was low but when 
calculated as a percentage of remaining participants, their soft attrition was high which can be seen 
in FIGURE 12. The inverse is true for the voice group as the results suggest that the voice group’s 
participants were not dropping out of the study but asking to skip weeks instead when compared 
to the automated group. 
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Figure 12: Soft attrition as a percentage of participants left in the project 
In order to find out whether there was a significant difference in soft attrition between treatment 
groups the Cochran’s q-test was run and it was found that the airtime group was close to 
significance when compared to the rest of the groups. It was also found that the probability of soft 
attrition was similar for all groups as shown in table 7. 
Table 8: Cochran’s q-test results for soft attrition 
Treatment Week 1 Week 2 Week 3 Week 4 Week 5 Week 6 P-Value 
Airtime 
Group 0.542 0.332 0.354 0.396 0.354 0.375 <0.1 
Voice 
Group 0.531 0.469 0.449 0.510 0.408 0.408 NS 
Auto 
Group 0.412 0.373 0.333 0.314 0.275 0.275 NS 
Control 
Group 0.365 0.385 0.327 0.346 0.327 0.327 NS 
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7.1.4 How did the different incentive affect hard attrition 
Hard attrition was generally high in the first three survey weeks. Hard attrition rate was calculated 
as number of drop outs over the number of remaining participants. A decline in the rate of hard 
attrition was observed between week three and four. In the last three survey weeks, the hard 
attrition rates droped for all groups. This is supported by the paper by Tyler-Smith which speaks 
about attrition being highest at the start of e-learning courses [72]. 
This study defined the attrition Tyler-Smith refers to as “hard attrition”, and as the results in 
FIGURE 13 show, the study had lower attrition rates, which could be as a result of the option given 
to participants to simply skip a survey week (soft attrition) [72]. Binson also supports these claims. 
He found that all his experiment groups experienced over 32% initial drop out [10]. 
 
Figure 13:Hard attrition as a percentage of the number of people remaining in the project 
Seeing as the recruitment of participants was in person, it is assumed that participants were unable 
reject the offer to participate in the project potentially due to the social stigma or social pressure, 
however, these participants would drop out with ease over the phone. As can be seen in FIGURE 
14, there is a steep drop off in the graph during the first few weeks of the project which then levels 
out after week 3 and 4. 
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Figure 14:Participants left in the study due to hard attrition 
In order to assess whether the incentives played a role in hard attrition, we used a generalized linear 
model and found no significance between the incentives, we however noticed trends with the 
airtime incentive (Z=-1.863, p<0.1) and voice incentive (Z=-1.736, p<0.1). 
7.2 Participation engagement 
As mentioned in previous chapters, it is important for longitudinal studies to have active 
participants in order to get a meaningful representation of the greater population. As shown in 
FIGURE 15, this study found that the airtime group had the most active participants, with the 
automated group displaying similar statistics. It was also observed that the airtime incentive did 
not have a larger group of participants in any other category. In order to assess whether incentive 
had an effect on participants becoming active participants a generalized linear model was used and 
found significance of incentive for the airtime incentive (Z=2.059, p<0.05). A trend for the 
automated incentive (Z=1.685, p<0.1) was observed and saw no significant difference between the 
voice and control. These results are supported by the hard and soft attrition results we observed 
above. Similarly, only the airtime group and the automated group had active drop outs, as can be 
seen in FIGURE 15. However, a generalized linear model determined no significance of incentive. 
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We defined wafflers as participants that answered more than one and less than four surveys and 
did not drop out of the study. As shown in FIGURE 15, the wafflers category (WAF) in the voice 
group and the control group displayed relatively high percentages compared to the airtime group 
and automated group. For the voice group, this showed a weakness in ability to entice participants 
to complete surveys but enough strength to keep them from dropping out. In addition, outside of 
the DO category, the control group’s population was mostly found in the WAF category. For 
further insight a generalized linear model was used and found no significance of incentive. 
Low participation drop-outs (LDPO) were participants that answered more than one survey and 
less than four surveys. In the LDPO category there was a trend with the airtime group having the 
lowest percentage falling under this category, with the control group having the highest. The 
groups that had the highest level of LPDO rates were the same groups that had a high level of hard 
attrition. Using a generalized linear model, no significance of incentive was found, however a 
strong trend for the airtime incentives (Z=2.059, p<0.1) was observed. 
As seen in FIGURE 15, the DO category, once again a trend was seen from the airtime group to 
the control group. Relative to other categories, DO had very high numbers for all groups. Using a 
generalized linear model, no significance of incentive was found, however, given a larger sample 
group the data might have moved towards significance. 
Lastly, the group no-contact category was assessed. The no-contact category was unlike the other 
groups as the incentive ideally has no effect on our ability to make first contact with participants. 
Using a generalized linear model, no significance of incentive was found as expected. 
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Figure 15:Participation Buckets 
7.3 Project workshops 
The workshops helped gather insight into how participants felt about the project. The anomaly of 
all the groups was the automated group that saw more ward committee members present than the 
participants. This happened as a result of attempting to join the ward committee meeting and our 
workshop into one meeting. In general, we found that the participants that received feedback were 
pleased with the consistent updates they were receiving. We noted that the airtime group was the 
least interested in the workshops, we however are unable identify why this was the case. 
67 
Table 9: Feedback from workshops 
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7.4 Cost-benefit of incentives 
7.4.1 Project costs 
The airtime incentives monetary costs were limited to the cost of paying the participants that 
completed surveys and the costs of the service we used to send airtime. The sending of airtime was 
done by the researcher and took a few hours to complete. 
The voice incentives monetary costs included the cost of paying enumerators and buying the 
mobile credit. The enumerators were paid to make calls to participants providing feedback. They 
used the mobile credit to deliver the calls. The voice incentive also required training before every 
feedback session, which consumed time. 
The automated incentive cost relatively little monetarily as the service we used was affordable. 
The only additional cost was the enumerator we paid to record the feedback. However, integrating 
the service with our system was not straight forward and as a result this incentive was expensive 
time wise. 
The control group did not have any costs associated with it. 
Table 10:Total costs of incentives 
 Airtime Voice Automated Control 
Monetary Costs R1300 R5150 R1000 R0 
Time Costs 1 Day 2 Week 6 Weeks 0 Weeks 
 
7.4.2 Project benefits 
Airtime as an incentive is beneficial as it provided the highest number of completed surveys. 
Airtime provided the highest number of active participants. These two factors are particularly 
important to surveys as the richness of the data is dependent on the number of surveys completed. 
Additionally, the low cost and the little time required to pay participants is a significant benefit to 
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the researcher. The results also suggest that airtime works well as an incentive when conducting 
research with marginalized groups as it is of great benefit to them. 
Voice on the other hand was not significantly different to the control, however it was observed 
that the participants in the voice group and the enumerators-built relationships over the survey 
iterations. The participants made this clear at the workshop with one participant asking for one 
enumerator personally. As a researcher, the interactive nature of the feedback is highly insightful 
as participants are able to respond to the information they are receiving. 
The automated group had the benefit of delivering feedback to participants but the drawback of 
the feedback being non-interactive. The results however, suggest that this was enough to keep 
participants engaged as we saw a trend in active participants. There was also significant data in the 
completed surveys. The automated group was additionally very low cost to run. 
The control group’s benefits were limited to their low-cost nature. Table 11 shows the impact the 
incentives individually had on completed surveys and on active participants. 
Table 11:Completed Surveys and Active Participants’ significance 
 Airtime Voice Automated 
Completed Surveys Significant Not Significant Significant 
Active Participants Significant Not Significant Trend 
 
The social benefits were noted in the workshops. Both feedback groups gave positive reviews of 
the feedback process as they had been a part of other projects that never gave feedback. This proved 
to be of great benefit as participants were more aware of the water crisis that was affecting their 
area at the time and had new tips and tricks on how to save water as a result of the feedback they 
received. One participant said the direct feedback they had received allowed them to reflect on 
their communities, diets and usage of resources. The biggest social benefit was the participants’ 
willingness to participate in future surveys as a result of the feedback they had recieved. 
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7.4.3 Analysis 
From the costs and benefits outlined above, it can be advised that future researchers prioritize 
based on the resources they have and what they would like to get out of the project. If both time 
and monetary resources are present, it is advised to conduct a combination of automated and 
airtime incentives. If the researcher only has monetary resources available, then it would be 
advisable to proceed with an airtime incentive. In the presence of time resources and limited 
monetary resources, researchers should conduct automated feedback. 
We are aware that there are cases that the researcher prioritizes information from participants, in 
that case, we would advise the researcher to conduct the voice incentive. However, the researcher 
must be weary of dropout rates and survey completion rates. 
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8 Discussion 
8.1 Airtime is the most effective at minimising attrition 
Airtime is the most effective incentive for minimising attrition and motivating participation. This 
point is backed by two facts, (1) the airtime group, displayed the least amount of attrition with an 
average hard attrition rate of 6.1% over the 12-week period of the surveys, (2) the airtime group 
had the most completed surveys with 114 in total.  
 Although airtime was the most effective incentive, feedback also had a positive effects on attrition. 
The voice group had a hard attrition rate of 7.3% whilst the automated group had an attrition rate 
of 9.1%. The control group had the highest hard attrition rate with a rate of 11.3%. The automated 
group, however, motivated participants to complete more surveys than the voice group despite the 
higher hard attrition rate. The automated group completed 105 surveys, the voice group completed 
83 and the control group completed 81 surveys.  
Whilst these results show us a clear preference for monetary incentives, they also suggest that 
participants preferred listening to feedback via a recording instead of a human. This may have 
been as a result of participants feeling that some of the information required was sensitive and by 
extension, the feedback was sensitive too. 
Soft attrition, unlike hard attrition, did not show a visibly clear pattern. The airtime group had an 
average soft attrition rate of 44.7%, the automated group – 38%, the voice group – 54.2% and the 
control had 42,2%. The automated groups low rates of soft attrition explain why the group had 
higher levels of completed surveys. Participants in the automated group would either participate 
or drop out of the study leaving few to skip a survey week. We also found that soft attrition was 
highest in the voice group which highlighted that the participants receiving voice calls were 
motivated enough not to want to drop out of the project completely but not motivated enough to 
consistently complete surveys.  
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 It was also found that a number of participants would pick up their calls, ask to be called later and 
subsequently switch off their phones. We realised this after a number of the enumerators reported 
this incident on several occasions. The frequency of this incident suggests it was not accidental or 
a simple case of phone batteries running out of power. Binson confirms, in his paper, that this is 
not a new finding and is common among survey practitioners [10]. These occurrences were marked 
as miscellaneous and also showed a pattern in motivation to participate. The project saw that this 
event happened three times in the airtime group, four times in the voice and five times in both the 
automated and the control group.  
Based on the significant difference from the control group, airtime and feedback both have a 
positive effect on attrition. Airtime however, has a greater effect than feedback when trying to 
incentivise participation and minimise attrition in a longitudinal survey.  
8.2 Airtime and automated feedback incite similar participant 
behaviour 
The analysis of participant engagement revealed that regardless of high drop-out rates, the 
automated group had a high number of active participants similar to the numbers observed in the 
airtime group. Participants from the automated group either favoured dropping out completely or 
actively participating in the project. They had low levels of soft attrition which explains why the 
automated groups managed to have a high average of surveys per person relative to the other 
groups.  
The voice group emerged as the top wafflers. This was unsurprising due to our expectation that 
the feedback incentive would motivate people not to drop out of the study completely. The voice 
group had very high levels of soft attrition and therefore a large percentage of their participants 
were wafflers. Also, unsurprising was the control group having the highest amount of drop outs 
due to the lack of incentives. This analysis also highlighted the problems associated with reaching 
participants. An average of 36% of participants could not be reached every week whilst 6% of our 
participant pool were never unreachable for the duration of the project.  
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It is evident that airtime and feedback have a positive effect on participant habits when compared 
to the control. Airtime and automated feedback resulted in active participants while voice feedback 
resulted in participants that did not participate as much but did not drop out of the study. We can 
also see that incentive has no effect on non-participation. 
8.3 Automated feedback was the least expensive incentive and had 
statistical and social benefits 
As shown in our analysis, automated feedback was the least expensive incentive. The most 
expensive incentive was the enumerator delivered feedback. This was almost five times more 
expensive than the airtime incentive which was the second most expensive incentive. Relative to 
the three other incentives, voice feedback had a negative effect on project costs as it raised project 
costs significantly. 
The cost benefit analysis showed why researchers favour monetary incentives. They had a 
sufficiently low cost, little time spent setting up payments, a significant number of active 
participates and significant completed surveys. It is however important to note that the automated 
group was cheaper than the airtime group, was more time consuming to develop, had a trend in 
active participants, had a significant number of completed surveys and delivered feedback. The 
workshops gave us some insight into the significance of feedback to the participants. The 
participants saw the value of this information and while that cannot be measured or given 
significance, it was important in bridging the gap between researchers and community. 
It was also evident that voice feedback might not be sustainable for larger longitudinal surveys 
when compared to airtime and automated feedback. The number of enumerators that would be 
required to deliver feedback as well as the amount of telephone credits that would be required to 
deliver all the calls would result in high project costs. 
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8.4 Implications of study on research 
This study was important in showing researchers that with the use of technology, the act of giving 
feedback can be achieved at a minimal cost. Due to the use of technology, it was important not 
only to look at this study from a computer science perspective, but to inform researchers of when 
and how to utilise certain technologies in order to minimise cost and better the communities we 
work in.  
The surveys in this study required use of ODK, with the integration of Google’s APIs to streamline 
the process of getting data onto our system. The process of giving feedback required Twilio to be 
programmatically integrated into our system in order to eliminate the need for manual uploading 
of mobile numbers to Twilio. Both these processes made it important that this study be a computer 
science project as the feasibility of building such a system required assessment. 
8.5 Future work 
To continue this work, future studies would need to dive deeper into how modes of delivering 
surveys and incentives work together. There is a need to analyse whether certain incentives work 
with a specific mode of delivering surveys which would inform researcher when they attempt a 
specific type of survey. Is a face-to-face survey with a monetary incentive better than an over-the-
phone survey with a feedback incentive? We believe these questions need to be answered if we 
are to build a framework that helps researchers choose the mode of delivery and appropriate 
incentive. While there is never a perfect solution, further research in this area would help guide 
researchers with make informed decisions. 
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9 Conclusion 
In this dissertation we presented a study in which four sample groups, each receiving a different 
participation incentive, were compared in order to examine the effects of the incentive on attrition. 
This was done by conducting longitudinal surveys with the four groups. The study aimed not only 
to assess the effects of incentives on attrition but also to see how incentives affect the cost of a 
project and how incentives may potentially shape participant behaviour. 
This paper showed the following: 
1. Utilized a full longitudinal study design that was effective in an under-served environment 
(chapter 3). 
2. Showed researchers how to build an efficient system for providing feedback without too 
many resources (chapter 4). 
3. Shared lessons learnt during recruitment in under-served communities as well as feedback 
from enumerators that did the ground work (chapter 5). 
4. Showed that feedback is a viable incentive given that time is available to develop a 
feedback system that works (chapter 7). 
While it was easy to see why researchers tend to prefer monetary incentives as compensation—
due to the effectiveness in reducing attrition—it is important to note that feedback can be used as 
an incentive with a lower capital investment, as was shown in the case of automated feedback. 
This study also showed that with a little time and no added cost, one can provide automated 
feedback to participants, while maintaining a similar attrition rate to that of monetary incentives. 
Monetary incentives bring the ability to keep participants engaged while feedback bridges the gap 
between researcher and community. As shown by the airtime group in our project, monetary 
incentives are effective in keeping participants motivated, however as shown by our feedback 
76 
workshop, the feedback was invaluable to the communities in which we were working. We 
embarked on a project that would determine whether feedback was a stronger or comparable 
incentive to money. We found that feedback is comparable and has some advantages that money 
does not provide such as information exchange. As a result of this study, we recommend that 
longitudinal survey practitioners consider giving both monetary incentives and feedback due to 
the positives both provide. Based on our work with the communities, we believe strongly that 
researchers have an ethical and societal obligation to ensure that they are sharing the outcomes of 
their research, in a digestible manner, with the communities they study 
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