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Abstract
State-of-the-art models for joint entity recognition and relation extraction strongly rely
on external natural language processing (NLP) tools such as POS (part-of-speech) tag-
gers and dependency parsers. Thus, the performance of such joint models depends on
the quality of the features obtained from these NLP tools. However, these features
are not always accurate for various languages and contexts. In this paper, we pro-
pose a joint neural model which performs entity recognition and relation extraction
simultaneously, without the need of any manually extracted features or the use of any
external tool. Specifically, we model the entity recognition task using a CRF (Condi-
tional Random Fields) layer and the relation extraction task as a multi-head selection
problem (i.e., potentially identify multiple relations for each entity). We present an
extensive experimental setup, to demonstrate the effectiveness of our method using
datasets from various contexts (i.e., news, biomedical, real estate) and languages (i.e.,
English, Dutch). Our model outperforms the previous neural models that use automat-
ically extracted features, while it performs within a reasonable margin of feature-based
neural models, or even beats them.
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1. Introduction
The goal of the entity recognition and relation extraction is to discover relational struc-
tures of entity mentions from unstructured texts. It is a central problem in information
extraction since it is critical for tasks such as knowledge base population and question
answering.5
The problem is traditionally approached as two separate subtasks, namely (i) named
entity recognition (NER) (Nadeau & Sekine, 2007) and (ii) relation extraction (RE) (Bach
& Badaskar, 2007), in a pipeline setting. The main limitations of the pipeline models
are: (i) error propagation between the components (i.e., NER and RE) and (ii) possible
useful information from the one task is not exploited by the other (e.g., identifying a10
Works for relation might be helpful for the NER module in detecting the type of the
two entities, i.e., PER, ORG and vice versa). On the other hand, more recent studies
propose to use joint models to detect entities and their relations overcoming the afore-
mentioned issues and achieving state-of-the-art performance (Li & Ji, 2014; Miwa &
Sasaki, 2014).15
The previous joint models heavily rely on hand-crafted features. Recent advances
in neural networks alleviate the issue of manual feature engineering, but some of them
still depend on NLP tools (e.g., POS taggers, dependency parsers). Miwa & Bansal
(2016) propose a Recurrent Neural Network (RNN)-based joint model that uses a bidi-
rectional sequential LSTM (Long Short Term Memory) to model the entities and a20
tree-LSTM that takes into account dependency tree information to model the relations
between the entities. The dependency information is extracted using an external depen-
dency parser. Similarly, in the work of Li et al. (2017) for entity and relation extraction
from biomedical text, a model which also uses tree-LSTMs is applied to extract de-
pendency information. Gupta et al. (2016) propose a method that relies on RNNs but25
uses a lot of hand-crafted features and additional NLP tools to extract features such as
POS-tags, etc. Adel & Schu¨tze (2017) replicate the context around the entities with
Convolutional Neural Networks (CNNs). Note that the aforementioned works exam-
ine pairs of entities for relation extraction, rather than modeling the whole sentence
directly. This means that relations of other pairs of entities in the same sentence —30
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which could be helpful in deciding on the relation type for a particular pair — are not
taken into account. Katiyar & Cardie (2017) propose a neural joint model based on
LSTMs where they model the whole sentence at once, but still they do not have a prin-
cipled way to deal with multiple relations. Bekoulis et al. (2018) introduce a quadratic
scoring layer to model the two tasks simultaneously. The limitation of this approach is35
that only a single relation can be assigned to a token, while the time complexity for the
entity recognition task is increased compared to the standard approaches with linear
complexity.
In this work, we focus on a new general purpose joint model that performs the
two tasks of entity recognition and relation extraction simultaneously, and that can40
handle multiple relations together. Our model achieves state-of-the-art performance in
a number of different contexts (i.e., news, biomedical, real estate) and languages (i.e.,
English, Dutch) without relying on any manually engineered features nor additional
NLP tools. In summary, our proposed model (which will be detailed next in Section 3)
solves several shortcomings that we identified in related works (Section 2) for joint45
entity recognition and relation extraction: (i) our model does not rely on external NLP
tools nor hand-crafted features, (ii) entities and relations within the same text fragment
(typically a sentence) are extracted simultaneously, where (iii) an entity can be involved
in multiple relations at once.
Specifically, the model of Miwa & Bansal (2016) depends on dependency parsers,50
which perform particularly well on specific languages (i.e., English) and contexts (i.e.,
news). Yet, our ambition is to develop a model that generalizes well in various setups,
therefore using only automatically extracted features that are learned during training.
For instance, Miwa & Bansal (2016) and Li et al. (2017) use exactly the same model in
different contexts, i.e., news (ACE04) and biomedical data (ADE), respectively. Com-55
paring our results to the ADE dataset, we obtain a 1.8% improvement on the NER task
and ∼3% on the RE task. On the other hand, our model performs within a reasonable
margin (∼0.6% in the NER task and ∼1% on the RE task) on the ACE04 dataset with-
out the use of pre-calculated features. This shows that the model of Miwa & Bansal
(2016) strongly relies on the features extracted by the dependency parsers and can-60
not generalize well into different contexts where dependency parser features are weak.
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Comparing to Adel & Schu¨tze (2017), we train our model by modeling all the entities
and the relations of the sentence at once. This type of inference is beneficial in ob-
taining information about neighboring entities and relations instead of just examining
a pair of entities each time. Finally, we solve the underlying problem of the models65
proposed by Katiyar & Cardie (2017) and Bekoulis et al. (2017), who essentially as-
sume classes (i.e., relations) to be mutually exclusive: we solve this by phrasing the
relation extraction component as a multi-label prediction problem.1
To demonstrate the effectiveness of the proposed method, we conduct the largest
experimental evaluation to date (to the best of our knowledge) in jointly performing70
both entity recognition and relation extraction (see Section 4 and Section 5), using dif-
ferent datasets from various domains (i.e., news, biomedical, real estate) and languages
(i.e., English, Dutch). Specifically, we apply our method to four datasets, namely
ACE04 (news), Adverse Drug Events (ADE), Dutch Real Estate Classifieds (DREC)
and CoNLL’04 (news). Our method outperforms all state-of-the-art methods that do75
not rely on any additional features or tools, while performance is very close (or even
better in the biomedical dataset) compared to methods that do exploit hand-engineered
features or NLP tools.
2. Related work
The tasks of entity recognition and relation extraction can be applied either one by one80
in a pipeline setting (Fundel et al., 2007; Gurulingappa et al., 2012a; Bekoulis et al.,
2017) or in a joint model (Miwa & Sasaki, 2014; Miwa & Bansal, 2016; Bekoulis
et al., 2018). In this section, we present related work for each task (i.e., named entity
recognition and relation extraction) as well as prior work into joint entity and relation
extraction.85
1Note that another difference is that we use a CRF layer for the NER part, while Katiyar & Cardie
(2017) uses a softmax and Bekoulis et al. (2017) uses a quadratic scoring layer; see further, when we discuss
performance comparison results in Section 5.
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2.1. Named entity recognition
In our work, NER is the first task which we solve in order to address the end-to-end
relation extraction problem. A number of different methods for the NER task that
are based on hand-crafted features have been proposed, such as CRFs (Lafferty et al.,
2001), Maximum Margin Markov Networks (Taskar et al., 2003) and support vector90
machines (SVMs) for structured output (Tsochantaridis et al., 2004), to name just a
few. Recently, deep learning methods such as CNN- and RNN-based models have
been combined with CRF loss functions (Collobert et al., 2011; Huang et al., 2015;
Lample et al., 2016; Ma & Hovy, 2016) for NER. These methods achieve state-of-the-
art performance on publicly available NER datasets without relying on hand-crafted95
features.
2.2. Relation extraction
We consider relation extraction as the second task of our joint model. The main ap-
proaches for relation extraction rely either on hand-crafted features (Zelenko et al.,
2003; Kambhatla, 2004) or neural networks (Socher et al., 2012; Zeng et al., 2014).100
Feature-based methods focus on obtaining effective hand-crafted features, for instance
defining kernel functions (Zelenko et al., 2003; Culotta & Sorensen, 2004) and design-
ing lexical, syntactic, semantic features, etc. (Kambhatla, 2004; Rink & Harabagiu,
2010). Neural network models have been proposed to overcome the issue of manually
designing hand-crafted features leading to improved performance. CNN- (Zeng et al.,105
2014; Xu et al., 2015a; dos Santos et al., 2015) and RNN-based (Socher et al., 2013;
Zhang & Wang, 2015; Xu et al., 2015b) models have been introduced to automatically
extract lexical and sentence level features leading to a deeper language understand-
ing. Vu et al. (2016) combine CNNs and RNNs using an ensemble scheme to achieve
state-of-the-art results.110
2.3. Joint entity and relation extraction
Entity and relation extraction includes the task of (i) identifying the entities (described
in Section 2.1) and (ii) extracting the relations among them (described in Section 2.2).
Feature-based joint models (Kate & Mooney, 2010; Yang & Cardie, 2013; Li & Ji,
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2014; Miwa & Sasaki, 2014) have been proposed to simultaneously solve the entity115
recognition and relation extraction (RE) subtasks. These methods rely on the availabil-
ity of NLP tools (e.g., POS taggers) or manually designed features and thus (i) require
additional effort for the data preprocessing, (ii) perform poorly in different applica-
tion and language settings where the NLP tools are not reliable, and (iii) increase the
computational complexity. In this paper, we introduce a joint neural network model to120
overcome the aforementioned issues and to automatically perform end-to-end relation
extraction without the need of any manual feature engineering or the use of additional
NLP components.
Neural network approaches have been considered to address the problem in a joint
setting (end-to-end relation extraction) and typically include the use of RNNs and125
CNNs (Miwa & Bansal, 2016; Zheng et al., 2017; Li et al., 2017). Specifically, Miwa
& Bansal (2016) propose the use of bidirectional tree-structured RNNs to capture de-
pendency tree information (where parse trees are extracted using state-of-the-art de-
pendency parsers) which has been proven beneficial for relation extraction (Xu et al.,
2015a,b). Li et al. (2017) apply the work of Miwa & Bansal (2016) to biomedical130
text, reporting state-of-the-art performance for two biomedical datasets. Gupta et al.
(2016) propose the use of a lot of hand-crafted features along with RNNs. Adel &
Schu¨tze (2017) solve the entity classification task (which is different from NER since
in entity classification the boundaries of the entities are known and only the type of the
entity should be predicted) and relation extraction problems using an approximation of135
a global normalization objective (i.e., CRF): they replicate the context of the sentence
(left and right part of the entities) to feed one entity pair at a time to a CNN for relation
extraction. Thus, they do not simultaneously infer other potential entities and relations
within the same sentence. Katiyar & Cardie (2017) and Bekoulis et al. (2018) inves-
tigate RNNs with attention for extracting relations between entity mentions without140
using any dependency parse tree features. Different from Katiyar & Cardie (2017), in
this work, we frame the problem as a multi-head selection problem by using a sigmoid
loss to obtain multiple relations and a CRF loss for the NER component. This way,
we are able to independently predict classes that are not mutually exclusive, instead of
assigning equal probability values among the tokens. We overcome the issue of addi-145
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Figure 1: The multi-head selection model for joint entity and relation extraction. The input of our model is
the words of the sentence which are then represented as word vectors (i.e., embeddings). The BiLSTM layer
extracts a more complex representation for each word. Then the CRF and the sigmoid layers are able to
produce the outputs for the two tasks. The outputs for each token (e.g., Smith) are: (i) an entity recognition
label (e.g., I-PER) and (ii) a set of tuples comprising the head tokens of the entity and the types of relations
between them (e.g., {(Center, Works for), (Atlanta, Lives in)}).
tional complexity described by Bekoulis et al. (2018), by dividing the loss functions
into a NER and a relation extraction component. Moreover, we are able to handle mul-
tiple relations instead of just predicting single ones, as was described for the application
of structured real estate advertisements of Bekoulis et al. (2018).
3. Joint model150
In this section, we present our multi-head joint model illustrated in Fig. 1. The model
is able to simultaneously identify the entities (i.e., types and boundaries) and all the
possible relations between them at once. We formulate the problem as a multi-head
selection problem extending previous work (Zhang et al., 2017; Bekoulis et al., 2018)
as described in Section 2.3. By multi-head, we mean that any particular entity may be155
involved in multiple relations with other entities. The basic layers of the model, shown
in Fig. 1, are: (i) embedding layer, (ii) bidirectional sequential LSTM (BiLSTM) layer,
(iii) CRF layer and the (iv) sigmoid scoring layer. In Fig. 1, an example sentence from
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Figure 2: Embedding layer in detail. The characters of the word “Man” are represented by character vectors
(i.e., embeddings) that are learned during training. The character embeddings are fed to a BiLSTM and the
two final states (forward and backward) are concatenated. The vector wchars is the character-level repre-
sentation of the word. This vector is then further concatenated to the word-level representation wword2vec
to obtain the complete word embedding vector.
the CoNLL04 dataset is presented. The input of our model is a sequence of tokens
(i.e., words of the sentence) which are then represented as word vectors (i.e., word160
embeddings). The BiLSTM layer is able to extract a more complex representation for
each word that incorporates the context via the RNN structure. Then the CRF and the
sigmoid layers are able to produce the outputs for the two tasks. The outputs for each
token (e.g., Smith) are twofold: (i) an entity recognition label (e.g., I-PER, denoting
the token is inside a named entity of type PER) and (ii) a set of tuples comprising the165
head tokens of the entity and the types of relations between them (e.g., {(Center, Works
for), (Atlanta, Lives in)}). Since we assume token-based encoding, we consider only
the last token of the entity as head of another token, eliminating redundant relations.
For instance, there is a Works for relation between entities “John Smith” and “Disease
Control Center”. Instead of connecting all tokens of the entities, we connect only170
“Smith” with “Center”. Also, for the case of no relation, we introduce the “N” label
and we predict the token itself as the head.
3.1. Embedding layer
Given a sentence w = w1, ..., wn as a sequence of tokens, the word embedding layer
is responsible to map each token to a word vector (wword2vec). We use pre-trained word175
embeddings using the Skip-Gram word2vec model (Mikolov et al., 2013).
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In this work, we also use character embeddings since they are commonly applied
to neural NER (Ma & Hovy, 2016; Lample et al., 2016). This type of embeddings is
able to capture morphological features such as prefixes and suffixes. For instance, in
the Adverse Drug Events (ADE) dataset, the suffix “toxicity” can specify an adverse180
drug event entity such as “neurotoxicity” or “hepatotoxicity” and thus it is very infor-
mative. Another example might be the Dutch suffix “kamer” (“room” in English) in the
Dutch Real Estate Classifieds (DREC) dataset which is used to specify the space en-
tities “badkamer” (“bathroom” in English) and “slaapkamer” (“bedroom” in English).
Character-level embeddings are learned during training, similar to Ma & Hovy (2016)185
and Lample et al. (2016). In the work of Lample et al. (2016), character embeddings
lead to a performance improvement of up to 3% in terms of NER F1 score. In our
work, by incorporating character embeddings, we report in Table 2 an increase of∼2%
overall F1 scoring points. For more details, see Section 5.2.
Figure 2 illustrates the neural architecture for word embedding generation based190
on its characters. The characters of each word are represented by character vectors
(i.e., embeddings). The character embeddings are fed to a BiLSTM and the two final
states (forward and backward) are concatenated. The vectorwchars is the character-level
representation of the word. This vector is then further concatenated to the word-level
representation wword2vec to obtain the complete word embedding vector.195
3.2. Bidirectional LSTM encoding layer
RNNs are commonly used in modeling sequential data and have been successfully
applied in various NLP tasks (Sutskever et al., 2014; Lample et al., 2016; Miwa &
Bansal, 2016). In this work, we use multi-layer LSTMs, a specific kind of RNNs which
are able to capture long term dependencies well (Bengio et al., 1994; Pascanu et al.,
2013). We employ a BiLSTM which is able to encode information from left to right
(past to future) and right to left (future to past). This way, we can combine bidirectional
information for each word by concatenating the forward (~hi) and the backward ( ~hi)
output at timestep i. The BiLSTM output at timestep i can be written as:
hi = [~hi; ~hi], i = 0, ..., n (1)
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3.3. Named entity recognition
We formulate the entity identification task as a sequence labeling problem, similar to
previous work on joint learning models (Miwa & Bansal, 2016; Li et al., 2017; Katiyar
& Cardie, 2017) and named entity recognition (Lample et al., 2016; Ma & Hovy, 2016)
using the BIO (Beginning, Inside, Outside) encoding scheme. Each entity consists of
multiple sequential tokens within the sentence and we should assign a tag for every
token in the sentence. That way we are able to identify the entity arguments (start and
end position) and its type (e.g., ORG). To do so, we assign the B-type (beginning) to
the first token of the entity, the I-type (inside) to every other token within the entity
and the O tag (outside) if a token is not part of an entity. Fig. 1 shows an example
of the BIO encoding tags assigned to the tokens of the sentence. In the CRF layer,
one can observe that we assign the B-ORG and I-ORG tags to indicate the beginning
and the inside tokens of the entity “Disease Control Center”, respectively. On top of
the BiLSTM layer, we employ either a softmax or a CRF layer to calculate the most
probable entity tag for each token. We calculate the score of each token wi for each
entity tag:
s(e)(hi) = V
(e)f(U (e)hi + b
(e)) (2)
where the superscript (e) is used for the notation of the NER task, f(·) is an element-
wise activation function (i.e., relu, tanh), V (e) ∈ Rp×l, U (e) ∈ Rl×2d, b(e) ∈ Rl,
with d as the hidden size of the LSTM, p the number of NER tags (e.g., B-ORG) and200
l the layer width. We calculate the probabilities of all the candidate tags for a given
token wi as Pr(tag | wi) = softmax(s(hi)) where Pr(tag | wi) ∈ Rp. In this work,
we employ the softmax approach only for the entity classification (EC) task (which is
similar to NER) where we need to predict only the entity types (e.g., PER) for each
token assuming boundaries are given. The CRF approach is used for the NER task205
which includes both entity type and boundaries recognition.
In the softmax approach, we assign entity types to tokens in a greedy way at pre-
diction time (i.e., the selected tag is just the highest scoring tag over all possible set
of tags). Although assuming an independent tag distribution is beneficial for entity
classification tasks (e.g., POS tagging), this is not the case when there are strong de-
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pendencies between the tags. Specifically, in NER, the BIO tagging scheme forces
several restrictions (e.g., B-LOC cannot be followed by I–PER). The softmax method
allows local decisions (i.e., for the tag of each token wi) even though the BiLSTM
captures information about the neighboring words. Still, the neighboring tags are not
taken into account for the tag decision of a specific token. For example, in the entity
“John Smith”, tagging “Smith” as PER is useful for deciding that “John” is B-PER. To
this end, for NER, we use a linear-chain CRF, similar to Lample et al. (2016) where
an improvement of ∼1% F1 NER points is reported when using CRF. In our case, with
the use of CRF we also report a ∼1% overall performance improvement as observed
in Table 2 (see Section 5.2). Assuming the word vector w, a sequence of score vectors
s
(e)
1 , ..., s
(e)
n and a vector of tag predictions y
(e)
1 , ..., y
(e)
n , the linear-chain CRF score is
defined as:
S
(
y
(e)
1 , . . . , y
(e)
n
)
=
n∑
i=0
s
(e)
i,y
(e)
i
+
n−1∑
i=1
T
y
(e)
i ,y
(e)
i+1
(3)
where S ∈ R, s(e)
i,y
(e)
i
is the score of the predicted tag for token wi, T is a square tran-
sition matrix in which each entry represents transition scores from one tag to another.
T ∈ R(p+2)×(p+2) because y(e)0 and y(e)n are two auxiliary tags that represent the start-
ing and the ending tags of the sentence, respectively. Then, the probability of a given210
sequence of tags over all possible tag sequences for the input sentence w is defined as:
Pr
(
y
(e)
1 , . . . , y
(e)
n
∣∣∣ w) = eS(y(e)1 ,...,y(e)n )∑
y˜1(e),...,y˜n(e)
eS(y˜1
(e),...,y˜n(e))
(4)
We apply Viterbi to obtain the tag sequence yˆ(e) with the highest score. We train
both the softmax (for the EC task) and the CRF layer (for NER) by minimizing the
cross-entropy loss LNER. We also use the entity tags as input to our relation extraction
layer by learning label embeddings, motivated by Miwa & Bansal (2016) where an im-
provement of 2% F1 is reported (with the use of label embeddings). In our case, label
embeddings lead to an increase of 1% F1 score as reported in Table 2 (see Section 5.2).
The input to the next layer is twofold: the output states of the LSTM and the learned
label embedding representation, encoding the intuition that knowledge of named enti-
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ties can be useful for relation extraction. During training, we use the gold entity tags,
while at prediction time we use the predicted entity tags as input to the next layer. The
input to the next layer is the concatenation of the hidden LSTM state hi with the label
embedding gi for token wi:
zi = [hi; gi], i = 0, ..., n (5)
3.4. Relation extraction as multi-head selection
In this subsection, we describe the relation extraction task, formulated as a multi-head
selection problem (Zhang et al., 2017; Bekoulis et al., 2018). In the general formulation
of our method, each token wi can have multiple heads (i.e., multiple relations with
other tokens). We predict the tuple (yˆi, cˆi) where yˆi is the vector of heads and cˆi is
the vector of the corresponding relations for each token wi. This is different for the
previous standard head selection for dependency parsing method (Zhang et al., 2017)
since (i) it is extended to predict multiple heads and (ii) the decisions for the heads and
the relations are jointly taken (i.e., instead of first predicting the heads and then in a next
step the relations by using an additional classifier). Given as input a token sequence w
and a set of relation labels R, our goal is to identify for each token wi, i ∈ {0, ..., n}
the vector of the most probable heads yˆi ⊆ w and the vector of the most probable
corresponding relation labels rˆi ⊆ R. We calculate the score between tokens wi and
wj given a label rk as follows:
s(r)(zj , zi, rk) = V
(r)f(U (r)zj +W
(r)zi + b
(r)) (6)
where the superscript (r) is used for the notation of the relation task, f(·) is an element-
wise activation function (i.e., relu, tanh), V (r) ∈ Rl, U (r) ∈ Rl×(2d+b), W (r) ∈
Rl×(2d+b), b(r) ∈ Rl, d is the hidden size of the LSTM, b is the size of the label
embeddings and l the layer width. We define
Pr(head = wj , label = rk | wi) = σ(s(r)(zj , zi, rk)) (7)
to be the probability of token wj to be selected as the head of token wi with the relation
label rk between them, where σ(.) stands for the sigmoid function. We minimize the
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cross-entropy loss Lrel during training:
Lrel =
n∑
i=0
m∑
j=0
− log Pr(head = yi,j , relation = ri,j | wi) (8)
where yi ⊆ w and ri ⊆ R are the ground truth vectors of heads and associated relation
labels of wi and m is the number of relations (heads) for wi. After training, we keep
the combination of heads yˆi and relation labels rˆi exceeding a threshold based on the215
estimated joint probability as defined in Eq. (7). Unlike previous work on joint mod-
els (Katiyar & Cardie, 2017), we are able to predict multiple relations considering the
classes as independent and not mutually exclusive (the probabilities do not necessarily
sum to 1 for different classes). For the joint entity and relation extraction task, we
calculate the final objective as LNER + Lrel.220
3.5. Edmonds’ algorithm
Our model is able to simultaneously extract entity mentions and the relations between
them. To demonstrate the effectiveness and the general purpose nature of our model, we
also test it on the recently introduced Dutch real estate classifieds (DREC) dataset (Bek-
oulis et al., 2017) where the entities need to form a tree structure. By using thresholded225
inference, a tree structure of relations is not guaranteed. Thus we should enforce tree
structure constraints to our model. To this end, we post-process the output of our sys-
tem with Edmonds’ maximum spanning tree algorithm for directed graphs (Chu & Liu,
1965; Edmonds, 1967). A fully connected directed graph G = (V,E) is constructed,
where the vertices V represent the last tokens of the identified entities (as predicted230
by NER) and the edges E represent the highest scoring relations with their scores as
weights. Edmonds’ algorithm is applied in cases a tree is not already formed by thresh-
olded inference.
4. Experimental setup
4.1. Datasets and evaluation metrics235
We conduct experiments on four datasets: (i) Automatic Content Extraction, ACE04 (Dod-
dington et al., 2004), (ii) Adverse Drug Events, ADE (Gurulingappa et al., 2012b),
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(iii) Dutch Real Estate Classifieds, DREC (Bekoulis et al., 2017) and (iv) the CoNLL’04
dataset with entity and relation recognition corpora (Roth & Yih, 2004).
ACE04: There are seven main entity types namely Person (PER), Organization (ORG),240
Geographical Entities (GPE), Location (LOC), Facility (FAC), Weapon (WEA) and Ve-
hicle (VEH). Also, the dataset defines seven relation types: Physical (PHYS), Person-
Social (PER-SOC), Employment-Membership-Subsidiary (EMP-ORG), Agent-Artifact (ART),
PER-ORG affiliation (Other-AFF), GPE affiliation (GPE-AFF), and Discourse (DISC).
We follow the cross-validation setting of Li & Ji (2014) and Miwa & Bansal (2016).245
We removed DISC and did 5-fold cross-validation on the bnews and nwire subsets (348
documents). We obtained the preprocessing script from Miwa’s github codebase.2 We
measure the performance of our system using micro F1 scores, Precision and Recall on
both entities and relations. We treat an entity as correct when the entity type and the
region of its head are correct. We treat a relation as correct when its type and argument250
entities are correct, similar to Miwa & Bansal (2016) and Katiyar & Cardie (2017). We
refer to this type of evaluation as strict.3 We select the best hyperparameter values on
a randomly selected validation set for each fold, selected from the training set (15% of
the data) since there are no official train and validation splits in the work of Miwa &
Bansal (2016).255
CoNLL04: There are four entity types in the dataset (Location, Organization, Person,
and Other) and five relation types (Kill, Live in, Located in, OrgBased in and Work
for). We use the splits defined by Gupta et al. (2016) and Adel & Schu¨tze (2017). The
dataset consists of 910 training instances, 243 for validation and 288 for testing.4 We
measure the performance by computing the F1 score on the test set. We adopt two260
evaluation settings to compare to previous work. Specifically, we perform an EC task
assuming the entity boundaries are given similar to Gupta et al. (2016) and Adel &
Schu¨tze (2017). To obtain comparable results, we omit the entity class “Other” when
2https://github.com/tticoin/LSTM-ER/tree/master/data/ace2004
3For the CoNLL04, DREC and ADE datasets, the head region covers the whole entity (start and end
boundaries). The ACE04 already defines the head region of an entity.
4http://cistern.cis.lmu.de/globalNormalization/globalNormalization_
all.zip
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computing the EC score. We score a multi-token entity as correct if at least one of its
comprising token types is correct assuming that the boundaries are given; a relation265
is correct when the type of the relation and the argument entities are both correct. We
report macro-average F1 scores for EC and RE to obtain comparable results to previous
studies. Moreover, we perform actual NER evaluation instead of just EC, reporting
results using the strict evaluation metric.
DREC: The dataset consists of 2,318 classifieds as described in the work of Bekoulis270
et al. (2018). There are 9 entity types: Neighborhood, Floor, Extra building, Subspace,
Invalid, Field, Other, Space and Property. Also, there are two relation classes Part-of
and Equivalent. The goal is to identify important entities of a property (e.g., floors,
spaces) from classifieds and structuring them into a tree format to get the structured
description of the property. For the evaluation, we use 70% for training, 15% for275
validation and 15% as test set in the same splits as defined in Bekoulis et al. (2018).
We measure the performance by computing the F1 score on the test set. To compare our
results with previous work (Bekoulis et al., 2018), we use the boundaries evaluation
setting. In this setting, we count an entity as correct if the boundaries of the entity are
correct. A relation is correct when the relation is correct and the argument entities are280
both correct. Also, we report results using the strict evaluation for future reference.
ADE: There are two types of entities (drugs and diseases) in this dataset and the aim of
the task is to identify the types of entities and relate each drug with a disease (adverse
drug events). There are 6,821 sentences in total and similar to previous work (Li et al.,
2016, 2017), we remove ∼130 relations with overlapping entities (e.g., “lithium” is a285
drug which is related to “lithium intoxication”). Since there are no official sets, we
evaluate our model using 10-fold cross-validation where 10% of the data was used as
validation and 10% for test set similar to Li et al. (2017). The final results are displayed
in F1 metric as a macro-average across the folds. The dataset consists of 10,652 entities
and 6,682 relations. We report results similar to previous work on this dataset using the290
strict evaluation metric.
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4.2. Word embeddings
We use pre-trained word2vec embeddings used in previous work, so as to retain the
same inputs for our model and to obtain comparable results that are not affected by the
input embeddings. Specifically, we use the 200-dimensional word embeddings used in295
the work of Miwa & Bansal (2016) for the ACE04 dataset5 trained on Wikipedia. We
obtained the 50-dimensional word embeddings used by Adel & Schu¨tze (2017)4 trained
also on Wikipedia for the CoNLL04 corpus. We use the 128-dimensional word2vec
embeddings used by Bekoulis et al. (2018) trained on a large collection of 887k Dutch
property advertisements6 for the DREC dataset. Finally, for the ADE dataset, we used300
200-dimensional embeddings used by Li et al. (2017) and trained on a combination of
PubMed and PMC texts with texts extracted from English Wikipedia (Moen & Anani-
adou, 2013)7.
4.3. Hyperparameters and implementation details
We have developed our joint model by using Python with the TensorFlow machine305
learning library (Abadi et al., 2016). Training is performed using the Adam opti-
mizer (Kingma & Ba, 2015) with a learning rate of 10−3. We fix the size of the LSTM
to d = 64 and the layer width of the neural network to l = 64 (both for the entity and
the relation scoring layers). We use dropout (Srivastava et al., 2014) to regularize our
network. Dropout is applied in the input embeddings and in between the hidden layers310
for both tasks. Different dropout rates have been applied but the best dropout values
(0.2 to 0.4) for each dataset have been used. The hidden dimension for the character-
based LSTMs is 25 (for each direction). We also fixed our label embeddings to be of
size b = 25 for all the datasets except for CoNLL04 where the label embeddings were
not beneficial and thus were not used. We experimented with tanh and relu activation315
functions (recall that this is the function f(·) from the model description). We use the
5http://tti-coin.jp/data/wikipedia200.bin
6https://drive.google.com/uc?id=1Dvibr-Ps4G_GI6eDx9bMXnJphGhH_M1z&
export=download
7http://evexdb.org/pmresources/vec-space-models/wikipedia-pubmed-and-PMC-w2v.
bin
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Pre-calculated Entity Relation
Settings Features Evaluation P R F1 P R F1 Overall F1
A
C
E
04
Miwa & Bansal (2016) 3 strict 80.80 82.90 81.80 48.70 48.10 48.40 65.10
Katiyar & Cardie (2017) 7 strict 81.20 78.10 79.60 46.40 45.53 45.70 62.65
multi-head 7 strict 81.01 81.31 81.16 50.14 44.48 47.14 64.15
C
oN
L
L
04
Gupta et al. (2016) 3 relaxed 92.50 92.10 92.40 78.50 63.00 69.90 81.15
Gupta et al. (2016) 7 relaxed 88.50 88.90 88.80 64.60 53.10 58.30 73.60
Adel & Schu¨tze (2017) 7 relaxed - - 82.10 - - 62.50 72.30
multi-head EC 7 relaxed 93.41 93.15 93.26 72.99 63.37 67.01 80.14
Miwa & Sasaki (2014) 3 strict 81.20 80.20 80.70 76.00 50.90 61.00 70.85
multi-head 7 strict 83.75 84.06 83.90 63.75 60.43 62.04 72.97
D
R
E
C
Bekoulis et al. (2018) 7 boundaries 77.93 80.31 79.11 49.24 50.17 49.70 64.41
multi-head+E 7 boundaries 79.84 84.92 82.30 50.52 55.30 52.81 67.56
single-head 7 strict 78.80 84.26 81.43 50.57 54.30 52.37 66.90
multi-head 7 strict 78.97 83.98 81.39 50.00 54.73 52.26 66.83
A
D
E Li et al. (2016) 3 strict 79.50 79.60 79.50 64.00 62.90 63.40 71.45
Li et al. (2017) 3 strict 82.70 86.70 84.60 67.50 75.80 71.40 78.00
multi-head 7 strict 84.72 88.16 86.40 72.10 77.24 74.58 80.49
Table 1: Comparison of our method (multi-head) with the state-of-the-art on the ACE04, CoNLL04, DREC
and ADE datasets. The models: (i) multi-head+E (the model + the Edmond algorithm to produce a tree-
structured output), (ii) single-head (the model predicts only one head per token) and (iii) multi-head EC (the
model predicts only the entity classes assuming that the boundaries are given) are slight variations of the
multi-head model adapted for each dataset and evaluation. The 3and 7 symbols indicate whether or not the
models rely on any hand-crafted features or additional tools. Note that all the variations of our models do not
rely on any additional features. We include here different evaluation types (strict, relaxed and boundaries)
to be able to compare our results against previous studies. Finally, we report results in terms of Precision,
Recall, F1 for the two subtasks as well as overall F1, averaging over both subtasks. Bold entries indicate the
best result among models that only consider automatically learned features.
relu activation only in the ACE04 and tanh in all other datasets. We employ the tech-
nique of early stopping based on the validation set. In all the datasets examined in this
study, we obtain the best hyperparameters after 60 to 200 epochs depending on the size
of the dataset. We select the best epoch according to the results in the validation set.320
For more details about the effect of each hyperparameter to the model performance see
the Appendix.
5. Results and discussion
5.1. Results
In Table 1, we present the results of our analysis. The first column indicates the con-325
sidered dataset. In the second column, we denote the model which is applied (i.e.,
previous work and the proposed models). The proposed models are the following:
(i) multi-head is the proposed model with the CRF layer for NER and the sigmoid loss
for multiple head prediction, (ii) multi-head+E is the proposed model with addition
of Edmonds’ algorithm to guarantee a tree-structured output for the DREC dataset,330
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(iii) single-head is the proposed method but it predicts only one head per token using a
softmax loss instead of a sigmoid, and (iv) multi-head EC is the proposed method with
a softmax to predict the entity classes assuming that the boundaries are given, and the
sigmoid loss for multiple head selection. Table 1 also indicates whether the different
settings include hand-crafted features or features derived from NLP tools (e.g., POS335
taggers, dependency parsers). We use the 3 symbol to denote that the model includes
this kind of additional features and the 7 symbol to denote that the model is only based
on automatically extracted features. Note that all the variations of our model do not
rely on any additional features. In the next column, we declare the type of evaluation
conducted for each experiment. We include here different evaluation types to be able340
to compare our results against previous studies. Specifically, we use three evaluation
types, namely:
(i) Strict: an entity is considered correct if the boundaries and the type of the en-
tity are both correct; a relation is correct when the type of the relation and the
argument entities are both correct,345
(ii) Boundaries: an entity is considered correct if only the boundaries of the entity
are correct (entity type is not considered); a relation is correct when the type of
the relation and the argument entities are both correct and
(iii) Relaxed: we score a multi-token entity as correct if at least one of its comprising
token types is correct assuming that the boundaries are given; a relation is correct350
when the type of the relation and the argument entities are both correct.
In the next three columns, we present the results for the entity identification task (Pre-
cision, Recall, F1) and then (in the subsequent three columns) the results of the relation
extraction task (Precision, Recall, F1). Finally, in the last column, we report an addi-
tional F1 measure which is the average F1 performance of the two subtasks. We mark355
with bold font in Table 1, the best result for each dataset among those models that use
only automatically extracted features.
Considering the results in the ACE04, we observe that our model outperforms the
model of Katiyar & Cardie (2017) by ∼2% in both tasks. This improvement can be
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explained by the use of the multi-head selection method which can naturally capture360
multiple relations and model them as a multi-label problem. Unlike the work of Kati-
yar & Cardie (2017), the class probabilities do not necessarily sum up to one since the
classes are considered independent. Moreover, we use a CRF-layer to model the NER
task to capture dependencies between sequential tokens. Finally, we obtain more ef-
fective word representations by using character-level embeddings. On the other hand,365
our model performs within a reasonable margin (∼0.5% for the NER task and ∼1%
for the RE task) compared to Miwa & Bansal (2016). This difference is explained by
the fact that the model of Miwa & Bansal (2016) relies on POS tagging and syntactic
features derived by dependency parsing. However, this kind of features relies on NLP
tools that are not always accurate for various languages and contexts. For instance, the370
same model is adopted by the work of Li et al. (2017) for the ADE biomedical dataset
and in this dataset our model reports more than 3% improvement in the RE task. This
shows that our model is able to produce automatically extracted features which perform
reasonably well in all contexts (e.g., news, biomedical).
For the CoNLL04 dataset, there are two different evaluation settings, namely re-375
laxed and strict. In the relaxed setting, we perform an EC task instead of NER as-
suming that the boundaries of the entities are given. We adopt this setting to produce
comparable results with previous studies (Gupta et al., 2016; Adel & Schu¨tze, 2017).
Similar to Adel & Schu¨tze (2017), we present results of single models and no ensem-
bles. We observe that our model outperforms all previous models that do not rely on380
complex hand-crafted features by a large margin (>4% for both tasks). Unlike these
previous studies that consider pairs of entities to obtain the entity types and the cor-
responding relations, we model the whole sentence at once. That way, our method is
able to directly infer all entities and relations of a sentence and benefit from their pos-
sible interactions that cannot be modeled when training is performed for each entity385
pair individually, one at a time. In the same setting, we also report the results of Gupta
et al. (2016) in which they use multiple complicated hand-crafted features coming from
NLP tools. Our model performs slightly better for the EC task and within a margin of
1% in terms of overall F1 score. The difference in the overall performance is due to
the fact that our model uses only automatically generated features. We also report re-390
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sults on the same dataset conducting NER (i.e., predicting entity types and boundaries)
and evaluating using the strict evaluation measure, similar to Miwa & Sasaki (2014).
Our results are not directly comparable to the work of Miwa & Sasaki (2014) because
we use the splits provided by Gupta et al. (2016). However, in this setting we present
the results from Miwa & Sasaki (2014) as reference. We report an improvement of395
∼2% overall F1 score, which suggests that our neural model is able to extract more
informative representations compared to feature-based approaches.
We also report results for the DREC dataset, with two different evaluation settings.
Specifically, we use the boundaries and the strict settings. We transform the previous
results from Bekoulis et al. (2018) to the boundaries setting to make them comparable400
to our model since in their work, they report token-based F1 score, which is not a
common evaluation metric in relation extraction problems. Also, in their work, they
focus on identifying only the boundaries of the entities and not the types (e.g., Floor,
Space). In the boundaries evaluation, we achieve ∼3% improvement for both tasks.
This is due to the fact that their quadratic scoring layer is beneficial for the RE task, yet405
complicates NER, which is usually modeled as a sequence labeling task. Moreover,
we report results using the strict evaluation which is used in most related works. Using
the prior knowledge that each entity has only one head, we can simplify our model and
predict only one head each time (i.e., using a softmax loss). The difference between
the single and the multi-head models is marginal (<0.1% for both tasks). This shows410
that our model (multi-head) can adapt to various environments, even if the setting is
single head (in terms of the application, and thus also in both training and test data).
Finally, we compare our model with previous work (Li et al., 2016, 2017) on the
ADE dataset. The previous models (Li et al., 2016, 2017) both use hand-crafted fea-
tures or features derived from NLP tools. However, our model is able to outperform415
both models using the strict evaluation metric. We report an improvement of ∼2% in
the NER and ∼3% in the RE tasks, respectively. The work of Li et al. (2017) is similar
to Miwa & Bansal (2016) and strongly relies on dependency parsers to extract syntactic
information. A possible explanation for the better result obtained from our model is
that the pre-calculated syntactic information obtained using external tools either is not420
so accurate or important for biomedical data.
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Entity Relation
Settings P R F1 P R F1 Overall F1
Multi-head 81.01 81.31 81.16 50.14 44.48 47.14 64.15
−Label embeddings 80.61 80.91 80.77 50.00 42.92 46.18 63.48
−Character embeddings 80.42 79.52 79.97 49.06 41.62 45.04 62.50
−CRF loss 80.47 81.50 80.98 47.34 42.84 44.98 62.98
Table 2: Ablation tests on the ACE04 test dataset.
5.2. Analysis of feature contribution
We conduct ablation tests on the ACE04 dataset reported in Table 2 to analyze the
effectiveness of the various parts of our joint model. The performance of the RE task
decreases (∼1% in terms of F1 score) when we remove the label embeddings layer and425
only use the LSTM hidden states as inputs for the RE task. This shows that the NER
labels, as expected, provide meaningful information for the RE component.
Removing character embeddings also degrades the performance of both NER (∼1%)
and RE (∼2%) tasks by a relatively large margin. This illustrates that composing words
by the representation of characters is effective, and our method benefits from additional430
information such as capital letters, suffixes and prefixes within the token (i.e., its char-
acter sequences).
Finally, we conduct experiments for the NER task by removing the CRF loss layer
and substituting it with a softmax. Assuming independent distribution of labels (i.e.,
softmax) leads to a slight decrease in the F1 performance of the NER module and a435
∼2% decrease in the performance of the RE task. This happens because the CRF loss
is able to capture the strong tag dependencies (e.g., I-LOC cannot follow B-PER) that
are present in the dataset instead of just assuming that the tag decision for each token
is independent from tag decisions of neighboring tokens.
6. Conclusion440
In this work, we present a joint neural model to simultaneously extract entities and
relations from textual data. Our model comprises a CRF layer for the entity recogni-
tion task and a sigmoid layer for the relation extraction task. Specifically, we model
the relation extraction task as a multi-head selection problem since one entity can have
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multiple relations. Previous models on this task rely heavily on external NLP tools (i.e.,445
POS taggers, dependency parsers). Thus, the performance of these models is affected
by the accuracy of the extracted features. Unlike previous studies, our model produces
automatically generated features rather than relying on hand-crafted ones, or existing
NLP tools. Given its independence from such NLP or other feature generating tools,
our approach can be easily adopted for any language and context. We demonstrate450
the effectiveness of our approach by conducting a large scale experimental study. Our
model is able to outperform neural methods that automatically generate features while
the results are marginally similar (or sometimes better) compared to feature-based neu-
ral network approaches.
As future work, we aim to explore the effectiveness of entity pre-training for the en-455
tity recognition module. This approach has been proven beneficial in the work of Miwa
& Bansal (2016) for both the entity and the relation extraction modules. In addition,
we are planning to explore a way to reduce the calculations in the quadratic relation
scoring layer. For instance, a straightforward way to do so is to use in the sigmoid layer
only the tokens that have been identified as entities.460
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Appendix
In this section, we report additional results for our multi-head selection framework.
Specifically, we (i) compare our model with the model of Lample et al. (2016) (i.e.,
optimize only over the NER task), (ii) explore several hyperparameters of the network
(e.g., dropout, LSTM size, character embeddings size), and (iii) report F1 score using645
different word embeddings compared to the embeddings used in previous works.
In Table 1 of the main paper, we focused on comparing our model against other
joint models that are able to solve the two tasks (i.e., NER and relation extraction) si-
multaneously, mainly demonstrating superiority of phrasing the relation extraction as
a multi-head selection problem (enabling the extraction of multiple relations at once).650
Here, in Table A1, we evaluate the performance of just the first module of our joint
multi-head model: we compare the performance of the NER component of our model
against the state-of-the-art NER model of Lample et al. (2016). The results indicate
a marginal performance improvement of our model over Lample’s NER baseline in 3
out of 4 datasets. The improvement of our model’s NER part is not substantial, since655
(i) our NER part is almost identical to Lample’s, and (ii) recent advances in NER per-
formance among neural systems are relatively small (improvements in the order of few
0.1 F1 points – for instance, the contribution of Ma & Hovy (2016) and Lample et al.
(2016) on the CoNLL-2003 test set is 0.01% and 0.17% F1 points, respectively). This
slight improvement suggests that the interaction of the two components by sharing the660
underlying LSTM layer is indeed beneficial (e.g., identifying a Works for relation might
be helpful for the NER module in detecting the type of the two entities, i.e., PER, ORG
and vice versa). Note that improving NER in isolation was not the objective of our
multi-head model, but we rather aimed to compare our model against other joint mod-
els that solve the task of entity recognition and relation identification simultaneously.665
We thus did not envision to claim or achieve state-of-the-art performance in each of the
individual building blocks of our joint model.
Tables A2, A3 and A4 show the performance of our model on the test set for dif-
ferent values of the embedding dropout, LSTM layer dropout and the LSTM output
dropout hyperparameters, respectively. Note that the hyperparameter values used for670
1
the results in Section 5 were obtained by tuning over the development set, and these
are indicated in bold face in the tables below. We vary one hyperparameter at a time
in order to assess the effect of a particular hyperparameter. The main outcomes from
these tables are twofold: (i) low dropout values (e.g., 0, 0.1) lead to a performance
decrease in the overall F1 score (see Table A3 where a∼3% F1 decrease is reported on675
the ACE04 dataset) and (ii) average dropout values (i.e., 0.2-0.4) lead to consistently
similar results.
In Tables A5, A6, A7 and A8, we report results for different values of the LSTM
size, the size of the character embeddings, the size of the label embeddings and the
layer width of the neural network l (both for the entity and the relation scoring layers),680
respectively. The reported results show that different hyperparameters settings do lead
to noticeable performance differences, but we do not observe any clear trend. More-
over, we have not observed any significant performance improvement that affects the
overall ranking of the models as reported in Table 1. On the other hand, the results indi-
cate that increasing (character and label) embedding size and layer dimensions leads to685
a slight decrease in performance for the CoNLL04 dataset. This can be explained by the
fact that the CoNLL04 dataset is relatively small and using more trainable model pa-
rameters (i.e., larger hyperparameter values) can make our multi-head selection method
to overfit quickly on the training set. In almost any other case, variation of the hyper-
parameters does not affect the ranking of the models reported in Table 1.690
Entity
Model P R F1
ACE
04
NER baseline 81.06 81.13 81.10
multi-head 81.01 81.31 81.16
CoNLL
04
NER baseline 84.38 83.13 83.75
multi-head 83.75 84.06 83.90
DREC
NER baseline 78.22 84.89 81.42
multi-head 78.97 83.98 81.39
ADE
NER baseline 83.97 88.59 86.22
multi-head 84.72 88.16 86.40
Table A1: Comparison of the multi-head selection model (only the NER component) against the NER base-
line of Lample et al. (2016). Bold font indicates the best results for each dataset.
In the main results (see Section 5), to guarantee a fair comparison to previous work
and to obtain comparable results that are not affected by the input embeddings, we use
embeddings used also in prior studies. To assess the performance of our system to input
2
Embedding Entity Relation
Dropout P R F1 P R F1 Overall F1
A
C
E
04
0.5 80.66 81.03 80.84 47.66 43.28 45.37 63.10
0.4 80.97 81.39 81.18 49.90 43.55 46.51 63.84
0.3 81.01 81.31 81.16 50.14 44.48 47.14 64.15
0.2 81.15 81.54 81.34 49.81 42.45 45.84 63.59
0.1 80.86 81.06 80.96 47.74 42.92 45.20 63.08
0 80.21 80.45 80.32 47.00 43.55 45.21 62.77
C
oN
L
L
04
0.5 82.53 83.60 83.06 69.28 52.37 59.65 71.36
0.4 83.66 83.04 83.35 65.17 51.42 57.48 70.42
0.3 82.19 84.24 83.20 64.72 57.82 61.08 72.14
0.2 84.07 84.62 84.34 71.96 54.74 62.18 73.26
0.1 83.75 84.06 83.90 63.75 60.43 62.04 72.97
0 82.79 84.71 83.74 66.21 56.64 61.05 72.39
D
R
E
C
0.5 78.19 84.51 81.23 51.12 53.87 52.46 66.85
0.4 78.47 84.73 81.48 51.87 53.57 52.71 67.10
0.3 78.97 83.98 81.39 50.00 54.73 52.26 66.83
0.2 78.16 84.11 81.02 51.60 54.19 52.86 66.94
0.1 78.83 83.34 81.02 49.38 52.69 50.99 66.01
0 78.42 82.34 80.33 50.62 52.61 51.59 65.96
A
D
E
0.5 84.73 88.68 86.66 72.63 78.87 75.62 81.14
0.4 84.51 88.21 86.32 71.93 77.90 74.80 80.56
0.3 84.72 88.16 86.40 72.10 77.24 74.58 80.49
0.2 84.66 87.98 86.29 72.39 77.37 74.80 80.54
0.1 85.10 87.43 86.25 72.91 76.71 74.76 80.51
0 83.67 87.01 85.31 71.04 75.98 73.43 79.37
Table A2: Model performance for different embedding dropout values. Bold entries indicate the result
reported in Section 5.
LSTM Entity Relation
Dropout P R F1 P R F1 Overall F1
A
C
E
04
0.5 80.27 80.08 80.18 48.25 38.86 43.05 61.61
0.4 81.18 81.36 81.27 50.54 42.06 45.91 63.59
0.3 81.19 81.63 81.41 50.31 44.12 47.01 64.21
0.2 81.01 81.31 81.16 50.14 44.48 47.14 64.15
0.1 81.27 81.32 81.29 48.20 41.52 44.61 62.95
0 80.54 79.94 80.24 46.73 39.32 42.71 61.47
C
oN
L
L
04
0.5 84.18 86.28 85.22 59.35 60.19 59.76 72.49
0.4 84.43 85.45 84.94 63.77 62.56 63.16 74.05
0.3 86.44 85.73 86.09 65.14 60.66 62.82 74.45
0.2 84.73 85.91 85.32 68.02 59.48 63.46 74.39
0.1 83.75 84.06 83.90 63.75 60.43 62.04 72.97
0 84.16 82.76 83.45 65.09 52.13 57.89 70.67
D
R
E
C
0.5 77.76 84.83 81.15 49.43 53.61 51.44 66.30
0.4 78.66 83.98 81.23 50.63 54.64 52.56 66.89
0.3 78.97 83.98 81.39 50.00 54.73 52.26 66.83
0.2 77.85 83.68 80.66 49.21 53.79 51.39 66.03
0.1 78.94 83.62 81.21 51.37 53.10 52.22 66.71
0 78.59 80.18 79.38 50.39 49.96 50.18 64.78
A
D
E
0.5 85.01 88.29 86.62 72.72 78.15 75.34 80.98
0.4 84.66 88.37 86.47 72.20 78.00 74.99 80.73
0.3 84.60 88.66 86.58 72.21 78.86 75.39 80.98
0.2 84.72 88.16 86.40 72.10 77.24 74.58 80.49
0.1 84.36 87.98 86.13 72.03 77.51 74.66 80.40
0 83.80 87.64 85.68 70.50 76.99 73.61 79.64
Table A3: Model performance for different LSTM layer dropout values. Bold entries indicate the result
reported in Section 5.
3
LSTM output Entity Relation
Dropout P R F1 P R F1 Overall F1
A
C
E
04
0.5 81.25 81.79 81.52 51.16 41.94 46.09 63.81
0.4 81.23 81.70 81.47 51.44 42.77 46.71 64.09
0.3 81.31 81.72 81.51 48.69 44.21 46.35 63.93
0.2 81.01 81.31 81.16 50.14 44.48 47.14 64.15
0.1 81.01 81.12 81.07 47.55 42.82 45.06 63.07
0 80.10 80.69 80.39 47.20 40.54 43.61 62.00
C
oN
L
L
04
0.5 85.81 86.84 86.32 64.18 59.01 61.48 73.90
0.4 83.27 84.89 84.08 66.07 61.37 63.63 73.85
0.3 85.13 84.89 85.01 64.82 55.45 59.77 72.39
0.2 84.13 84.52 84.32 66.03 57.58 61.52 72.92
0.1 83.75 84.06 83.90 63.75 60.43 62.04 72.97
0 83.65 84.89 84.27 65.23 53.79 58.96 71.61
D
R
E
C
0.5 78.74 84.22 81.39 51.24 52.69 51.96 66.68
0.4 78.45 85.20 81.69 50.34 55.45 52.77 67.23
0.3 78.97 83.98 81.39 50.00 54.73 52.26 66.83
0.2 77.82 84.68 81.11 51.05 54.19 52.57 66.84
0.1 78.84 83.75 81.22 51.74 54.75 53.20 67.21
0 77.63 83.85 80.62 51.16 51.39 51.28 65.95
A
D
E
0.5 84.33 87.95 86.10 71.54 77.27 74.29 80.20
0.4 85.16 88.16 86.63 72.87 77.81 75.26 80.95
0.3 84.27 88.00 86.10 71.83 77.42 74.52 80.31
0.2 84.72 88.16 86.40 72.10 77.24 74.58 80.49
0.1 84.65 88.04 86.31 72.38 77.49 74.85 80.58
0 84.44 88.14 86.25 71.64 77.82 74.61 80.43
Table A4: Model performance for different LSTM output dropout values. Bold entries indicate the best
result reported in Section 5.
LSTM Entity Relation
Size P R F1 P R F1 Overall F1
A
C
E
04
32 80.99 81.25 81.12 50.33 42.60 46.14 63.63
64 81.01 81.31 81.16 50.14 44.48 47.14 64.15
128 80.31 80.87 80.59 47.30 41.77 44.36 62.47
C
oN
L
L
04
32 82.83 83.13 82.98 65.78 58.29 61.81 72.39
64 83.75 84.06 83.90 63.75 60.43 62.04 72.97
128 82.43 83.04 82.73 64.86 53.79 58.81 70.77
D
R
E
C 32 77.74 85.43 81.40 50.92 52.31 51.60 66.50
64 78.97 83.98 81.39 50.00 54.73 52.26 66.83
128 79.04 83.49 81.20 51.27 53.64 52.42 66.81
A
D
E 32 83.89 87.78 85.79 70.46 76.89 73.54 79.66
64 84.72 88.16 86.40 72.10 77.24 74.58 80.49
128 84.27 87.87 86.04 71.36 76.77 73.97 80.00
Table A5: Model performance for different LSTM size values. Bold entries indicate the result reported in
Section 5.
Character Entity Relation
Embeddings P R F1 P R F1 Overall F1
A
C
E
04
15 81.02 81.57 81.29 47.87 44.78 46.27 63.78
25 81.01 81.31 81.16 50.14 44.48 47.14 64.15
50 81.32 81.54 81.43 49.77 44.02 46.72 64.07
C
oN
L
L
04
15 83.33 84.34 83.83 66.03 57.11 61.25 72.54
25 83.75 84.06 83.90 63.75 60.43 62.04 72.97
50 85.15 82.95 84.04 59.84 52.61 55.99 70.01
D
R
E
C 15 79.73 84.17 81.89 52.52 55.30 53.88 67.89
25 78.97 83.98 81.39 50.00 54.73 52.26 66.83
50 78.08 84.80 81.30 51.03 54.28 52.60 66.95
A
D
E 15 84.80 88.00 86.37 72.74 77.51 75.05 80.71
25 84.72 88.16 86.40 72.10 77.24 74.58 80.49
50 84.65 88.08 86.33 72.17 77.45 74.72 80.52
Table A6: Model performance for different character embeddings size values. Bold entries indicate the result
reported in Section 5.
4
Label Entity Relation
Embeddings P R F1 P R F1 Overall F1
A
C
E
04
15 80.95 81.27 81.11 49.27 43.80 46.37 63.74
25 81.01 81.31 81.16 50.14 44.48 47.14 64.15
50 81.17 81.61 81.39 48.01 44.48 46.18 63.78
C
oN
L
L
04
15 84.68 83.50 84.08 62.21 56.16 59.03 71.56
0 83.75 84.06 83.90 63.75 60.43 62.04 72.97
50 82.32 84.15 83.23 59.30 55.92 57.56 70.39
D
R
E
C 15 78.48 84.81 81.53 51.83 53.21 52.51 67.02
25 78.97 83.98 81.39 50.00 54.73 52.26 66.83
50 78.92 84.88 81.79 51.35 53.23 52.27 67.03
A
D
E 15 84.47 88.18 86.29 71.93 77.49 74.61 80.45
25 84.72 88.16 86.40 72.10 77.24 74.58 80.49
50 84.81 88.65 86.69 72.46 78.68 75.44 81.06
Table A7: Model performance for different label embeddings size values. Bold entries indicate the result
reported in Section 5.
variations, we also report results using different word embeddings (see Table A9) (i.e.,
Adel & Schu¨tze (2017); Li et al. (2017)) on the ACE04 dataset. Our results showcase695
that our model, even when using different word embeddings, is still performing better
compared to other works that, like ours, do not rely on additional NLP tools.
Hidden layer Entity Relation
Size P R F1 P R F1 Overall F1
A
C
E
04
32 81.01 81.02 81.02 48.81 43.26 45.87 63.44
64 81.01 81.31 81.16 50.14 44.48 47.14 64.15
128 81.30 81.32 81.31 51.58 43.68 47.30 64.31
C
oN
L
L
04
32 82.26 84.24 83.24 65.96 59.24 62.42 72.83
64 83.75 84.06 83.90 63.75 60.43 62.04 72.97
128 82.69 83.69 83.19 64.46 55.45 59.62 71.40
D
R
E
C 32 79.66 84.23 81.89 52.42 51.45 51.93 66.91
64 78.97 83.98 81.39 50.00 54.73 52.26 66.83
128 78.35 84.47 81.30 48.53 53.08 50.70 66.00
A
D
E 32 84.31 88.56 86.38 71.67 78.51 74.93 80.66
64 84.72 88.16 86.40 72.10 77.24 74.58 80.49
128 84.81 88.54 86.63 72.29 78.20 75.13 80.87
Table A8: Model performance for different layer widths l of the neural network (both for the entity and the
relation scoring layers). Bold entries indicate the result reported in Section 5.
Embeddings Size Entity Relation
P R F1 P R F1 Overall F1
Miwa & Bansal (2016) 200 81.01 81.31 81.16 50.14 44.48 47.14 64.15
Adel & Schu¨tze (2017) 50 82.18 79.83 80.99 49.10 41.40 44.92 62.96
Li et al. (2017) 200 81.51 81.35 81.43 46.59 44.43 45.49 63.46
Table A9: Model performance for different embeddings on the ACE04 dataset. Bold entries indicate the
result reported in Section 5.
5
