An n-tournament is an orientation of a complete n-partite graph. It was proved by J.A. Bondy in 1976 that every strongly connected n-partite tournament has an n-cycle. We characterize strongly connected n-partite tournaments in which a longest cycle is of length n and, thus, settle a problem in L. Volkmann, Discrete Math. 245 (2002) 19-53. 
Introduction
We use terminology and notation of [2] ; all necessary notation and a large part of terminology used in this paper are provided in the next section.
A very informative paper [9] of L. Volkmann is the latest survey on cycles in an important class of digraphs, multipartite tournaments. Cycles in multipartite tournaments were earlier overviewed in [3, 5, 8] . Along with description of a large number of results on cycles in multipartite tournaments, L. Volkmann [9] formulates several open problems.
Terminology and Notation
A digraph obtained from an undirected graph G by replacing every edge of G with a directed edge (arc) with the same end-vertices is called an orientation of G. An oriented graph is an orientation of some undirected graph. A tournament is an orientation of a complete graph, and an n-partite tournament is an orientation of a complete n-partite graph. Partite sets complete graphs become partite sets of n-partite tournaments. An n-partite tournament obtained from a tournament on n vertices by replacing every vertex with an independent set of vertices is an extended tournament. In an extended tournament all arcs between two partite sets are oriented in the same direction.
The terms cycle and path mean simple directed cycle and path. A cycle of length k is a k-cycle. For a cycle For sets T, S of vertices of a digraph D = (V, A), T →S means that for every vertex t ∈ T and for every vertex s ∈ S, we have ts ∈ A, and T ⇒S means that for no pair s ∈ S, t ∈ T , we have st ∈ A. While for oriented graphs T →S implies T ⇒S, this is not always true for general digraphs. We also use the notation T S, if neither T → S nor S → T . If u→v (i.e., uv ∈ A), we say that u dominates v and v is dominated by u. 
Characterization
The following simple lemma is very useful in our investigation. Similar, yet different results, can be found in [1, 6] . Proof: Let Z = z 1 z 2 . . . z s z 1 be a longest cycle in D with at least two vertices from the same partite set. Assume that s ≤ n. Consider the set S of vertices from partite sets not in Z. If a vertex x ∈ S has arcs to and from S, then there exists i such that z i →x→z i+1 , and thus x can be inserted in Z to get a longer cycle with at least two vertices from the same partite set, a contradiction.
Thus, we may assume that either S→V (Z) or V (Z)→S. Since both alternatives can be treated similarly, we consider only V (Z)→S. Since D is strong, we can find a path P from a vertex x in S to Z. Let P be a shortest such path and let z i be the terminal vertex of P . Then P Z[z i+1 , z i−1 ]x is a longer cycle with at least two vertices from the same partite set, a contradiction.
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The following theorem allows us to settle Volkmann's problem for extended tournaments:
Theorem 3.2 [7] The length of a longest cycle in a strong extended tournament D equals the maximal number of vertices in a cycle subdigraph of D. A longest cycle in D can be found in time O(p 3 ), where p is the number of vertices in D.
As a special case, we immediately obtain the following:
Theorem 3.3 In a strong extended tournament D with n partite sets, the length of a longest cycle equals n if and only if the maximal number of vertices in a cycle subdigraph of D equals n. One can verify whether the length of a longest cycle in D is n in time O(p 3 ), where p is the number of vertices in D.
There exist strong n-partite tournaments D that are not extended tournament, yet every longest cycle in D is of length n. Consider a strong 4-partite tournament H with partite sets
and v 2 →v 4 →v 2 . It is not difficult to check that H has no Hamilton cycle. Theorem 3.3 allows us, from now on, to consider only strong n-partite tournaments D, which are not extended tournaments. We know that D has an n-cycle C and we assume that D has no longer cycle. Let V 1 , V 2 , . . . , V n be partite sets of D. By Lemma 3.1, we may assume that
where all indices are taken modulo n.
To study the structure of D we prove the following series of lemmas.
Lemma 3.4 Let T (S) be the maximal subset of
Since D is strong, there exists an arc xy from S ∪ U to T. There is a (shortest) path from a vertex v i ∈ C to x. Since y dominates either v i+1 or v i+2 or both, it is easy to see that D has a cycle of length more than n. Thus, |T | = 0, a contradiction. By directed duality, |S| = 0.
Proof: Clearly, the lemma holds if both V i−1 and V i are singletons. By directed duality, we may assume that 
Proof: By directed duality, Claims a and b are equivalent. Thus, it suffices to prove only Claim a. Let |V i | > 1, x ∈ V i and x ← v j . By Corollary 3.6, we may assume that x = v i . We have v j+1 → x since otherwise the cycle xC[v j+1 , v j ]x has length more than n. Continuing this argument, we conclude that If C does not contain an arc fromS, then it follows from Lemma 3.1 that D has a cycle of length more than n, a contradiction. Now let C contain an arc v j x such that xv j ∈S, x ∈ X. By deleting v j x we find a path P in D U [V i , V j ] that starts at x ∈ V i and ends at v j with length at least m. Then the cycle P C[v j+1 , v i−1 ]x is of length more than n, a contradiction.
By direct duality, the claim on cycles in D ji follows.
Observe that if D is not an extended tournament, then there exist partite sets Lemma 3.10 have no cycles of length more than the number of their partite sets.
Proof: The condition (a) is necessary by Lemma 3.7; (b) follows from Lemmas 3.5 and 3.8; (c) and (d) follow from Lemmas 3.9 and 3.10, respectively.
We will now prove that (a)-(d) are sufficient. By (a), Assume that D has a cycle C of length more than n. By (d), C is entirely in neither D B nor D A . Now let P be the part of C in D A . Clearly, P is a path whose first vertex is v j . Observe that, by the first part of (b) (U [V j , V i−1 ]→x), if the terminal vertex of P is not in V i , then P does not contain x. If the terminal vertex of P is in V i , then, by (d), the length of P is less than the number of partite sets in D A . If the terminal vertex of P is not in V i , then P = P x is a path by (b). By (d), the length of P and thus of P is less than number of partite sets in D A .
Thus, in either case, the length of P is less than number of partite sets in D A . Analogously, one can prove the corresponding result for D B . The above arguments show that the length of C is not more than n, a contradiction. The proof of Lemma 3.1 can be easily converted into a recursive procedure that either finds out that D has a cycle of length at least n + 1 or constructs an n-cycle in D. Due to V i−1 →V i →V i+1 , each of D ij and D ji has less partite sets than D has and, thus, the number of levels (or parallel 'splittings') at which we need to verify the condition (d) is at most O(n). Prior to checking (d), we will have spent O(p 3 ) time, which means the total amount of time required is at most O(np 3 ).
