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2-D solitary waves in thermal media with non-symmetric
boundary conditions
By S.A. Louis1, T.R. Marchant1, and N.F. Smyth1,2
Optical solitary waves and their stability in focusing thermal optical
media, such as lead glasses, are studied numerically and theoretically
in (2 + 1) dimensions. The optical medium is a square cell and mixed
boundary conditions of Newton cooling and fixed temperature on differ-
ent sides of the cell are used. Nonlinear thermal optical media have a
refractive index which depends on temperature, so that heating from the
optical beam and heat flow across the boundaries can change the refract-
ive index of the medium. Solitary wave solutions are found numerically
using the Newton conjugate gradient method, while their stability is
studied using a linearised stability analysis and also via numerical sim-
ulations. It is found that the position of the solitary wave is dependent
on the boundary conditions, with the centre of the beam moving toward
the warmer boundaries, as the parameters are varied. The stability of
the solitary waves depends on the symmetry of the boundary conditions
and the amplitude of the solitary waves.
1. Introduction
Many different optical media have a refractive index that depends non-
linearly on the intensity of an imposed optical beam [1, 2, 3]. A balance
between the nonlinear response and beam diffraction means that a bright
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optical solitary wave can form in a focusing medium and a dark solitary
wave in a defocusing one. Such nonlinear optical media include nematic
liquid crystals [2, 4], lead glasses and other thermal optical media [5, 6, 7]
and photorefractive crystals [8, 9], all of which are able to support the
formation of solitary waves in this manner. For thermal optical me-
dia, the medium absorbs heat from the propagating beam, changing
the refractive index and allowing solitary waves to be supported by a
balance between the nonlinear refractive index change and diffraction
[6, 7, 10, 11, 12].
Experimental work on defocusing optical media (whose refractive in-
dex decreases with temperature) has shown that thermal media can
support dark solitary waves [13]. This work further showed that an
initial discontinuity in the intensity of the optical beam is smoothed
by a dispersive shock wave whose trailing edge consists of dark solit-
ary waves, which is expected as the governing equation is of nonlinear
Schro¨dinger (NLS) type [14]. Conti et al. [15] performed experimental
work on a defocussing thermal medium, describing the formation and
evolution of dispersive shock waves from a gradient catastrophe. Of rel-
evance to the present work, Alfassi et al. [16] considered the steering of
beams in a thermal optical medium by applying different temperatures
at the boundaries and found good agreement between numerical and
observed solitary wave trajectories. Huang [17] numerically investigated
the propagation of coupled dipole mode beams in a thermal optical me-
dium, finding that the incoherent attraction of these component beams
increases the stability of the composite structure. The stability enhance-
ment is due to the broad nonlocal response of the medium, as for other
nonlocal, nonlinear media [18, 19].
Optical solitary wave propagation in a nonlinear, nonlocal thermal
medium is governed by a nonlinear Schro¨dinger (NLS)-type equation for
the optical beam coupled with a Poisson equation for the temperature
response of the medium. No exact solitary wave solutions have been
found for this general system to date, only isolated solutions for fixed
parameter values [20]. Hence, these systems have normally been ana-
lysed using approximate solution techniques, such as variational methods
[21, 11], and modulation theory, in both nematic liquid crystals [11, 22]
and colloidal media [23], finding good agreement with numerical solu-
tions [11, 24, 25] and experimental results [26, 27].
An alternative approach to finding full numerical solutions of the
coupled thermal equation system is to search for stationary solutions
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via the separable solution method. This technique has been used to
consider the interaction of multiple solitary waves governed by a range
of different nonlocality conditions [28], as well as to consider the steady
state behaviour of ground and excited state (1 + 1)-D solitary waves
subject to a Newton cooling boundary condition [29]. Yang et al. [30, 31,
32] considered the stability and performance of numerical schemes for
solving NLS-type equations, including the Newton conjugate-gradient
method and imaginary time evolution method, while Wang [33] found
that stable numerical solutions for single and coupled NLS equations are
obtainable using a split-step finite difference method.
A nonlocal response is vital for the stability of (2+1)-D solitary waves
governed by NLS-type equations [4, 5, 34] as such waves are unstable
in local media, displaying catastrophic collapse in a finite distance [1].
Yakimenko et al. [35] used a linear perturbation analysis to investigate
the modulational stability of optical vortex solitons, finding that stable
solutions are possible in a strongly nonlocal medium. Elan et al. [36]
demonstrated that for NLS-type equations, solitary waves are unstable
if there are negative eigenvalues of the fourth order linearised operator
governing small perturbations of the solitary wave. They also showed
that the nature of the instability could be inferred from the eigenvectors
corresponding to the negative eigenvalues, with symmetric eigenvectors
indicative of an amplitude instability and asymmetric eigenvectors in-
dicating a drift instability.
In this paper, the (2 + 1)-D system governing nonlinear optical beam
propagation in thermal media, comprising an NLS-type equation for the
optical field and a Poisson equation for the temperature of the medium,
is studied. Non-symmetric boundary conditions are applied at one or
more of the boundaries of a square cell geometry. In Section 2 the gov-
erning equations are outlined and the convergence rates of the Newton
conjugate-gradient and imaginary time evolution numerical methods are
compared. In Section 3 numerical solutions of the governing equations
are generated for various boundary configurations. It is found that the
position of the solitary wave within the cell can be easily changed by
adjusting the boundary conditions, with the solitary wave migrating
towards the warmer boundaries. Section 4 studies the stability of the
solitary waves analytically using power-propagation constant curves and
a linear spectral stability analysis, as well as via numerical solutions of
the full thermal governing equations. The numerical and analytical sta-
bility analyses are found to be in agreement. Both predict that the
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stability of a solitary wave strongly depends on the boundary conditions
and the amplitude of the solitary wave.
2. Governing equations
Let us consider the propagation of an input Gaussian, coherent, polar-
ised light beam of wavelength λ, wavenumber k = 2pi/λ, power P0 and
width WB through a nonlinear optical medium whose refractive index
depends linearly on temperature change, so that ∆n = β∆T , where ∆n
is the change in refractive index due to a temperature change ∆T [6].
Let us take the Z direction to be the direction of propagation of the
beam and the X coordinate the direction of polarisation of the beam,
with Y completing the coordinate triad. The electric field of the optical
beam in the polarisation direction will be denoted by E. In the slowly
varying, paraxial approximation, the dimensional equations governing
the propagation of the beam are then [4, 6, 7]
2ik
∂Ex
∂Z
+∇2Ex + 2k2∆n
n0
Ex = 0, κ∇2∆T = −α|Ex|2. (1)
The Laplacian ∇2 is in the transverse plane (X,Y ) to the propagation
direction Z. The parameter κ is the thermal conductivity of the me-
dium, n0 is the linear refractive index and α is the thermal absorption
coefficient. This system of equations can be set in non-dimensional form
via the variable transformations
X = Wx, Y = Wy, Z = Czz, Ex = CeE, ∆T = CT θ, (2)
where
W 2 =
2n0
βCTk2
, Cz =
2n0
βCTk
, C2e =
2
piW 2B
P0 (3)
and CT is a typical temperature change. The non-dimensional system of
equations governing the propagation of the optical beam in the thermal
medium is then
ı
∂E
∂z
+
1
2
∇2E + 2Eθ = 0, ν∇2θ + 2|E|2 = 0, (4)
with the non-dimensional thermal conductivity
ν =
piKCT
αP0
(
WB
W
)2
. (5)
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Typical parameter values are CT = 10K, n0 = 1.8, κ = 0.7W/(mK),
β = 14 × 10−6K−1, α = 1m−1, P0 = 1W , λ = 488nm and WB =
50µm for lead glass [6]. These values give a non-dimensional thermal
conductivity of ν = 354. The non-dimensional thermal conductivity is
then large, O(100), so that the optical response of the thermal medium
is termed nonlocal [2, 4]. This nonlocal response is vital as it stabilises
(2 + 1)-D solitary waves propagating in the thermal medium, noting
that (2 + 1)-D solitary waves are unstable in local media [1]. Equation
(4) also governs the propagation of an optical beam in a nematic liquid
crystal [2, 4]. In this case θ is the rotation of the nematic molecules due
to the optical beam above the rest angle in the absence of the optical
field. Furthermore, similar systems of equations to (4) apply to many
nonlinear optical medium with a diffusive response [3].
For simplicity, we take the thermal medium to be a square cell of
side length L. To investigate the effects of non-symmetric boundary
conditions on the propagation of solitary waves in this nonlinear, non-
local thermal medium, we consider differential heating at the medium
boundaries. A Dirichlet boundary condition is applied to some of the
boundaries, while a mixed boundary condition is applied at the other
boundaries. For the optical field the usual assumption of reflective Di-
richlet boundary conditions is made, so that the beam is confined to the
cell and there is no (optical) electric field outside of it [24, 37, 38]. The
usual dielectric boundary conditions that the parallel component of the
electric field E and the normal component of the electric displacement
D are continuous give that E = 0 on all boundaries. While in experi-
ments there is some leakage from the cell, the inclusion of this external
field would be a non-trivial exercise, worthy of a future study. The full
boundary conditions are then
E = 0 at x = ±L
2
, y = ±L
2
, (6)
θ = 0 at x =
L
2
, y =
L
2
, (7)
θx − βx (θ − θB,x) = 0 at x = −L
2
, (8)
θy − βy (θ − θB,y) = 0 at y = −L
2
. (9)
Here, βx and βy are the Biot numbers and θB,x and θB,y are the ambient
temperatures at the relevant cell boundaries. The medium geometry
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Figure 1. Schematic showing the thermal medium geometry and
boundaries.
is show in Figure 1. The mixed condition represents Newton cooling,
with βx = βy = 0 corresponding to perfectly insulated boundaries and
βx, βy → ∞ to fixed temperature boundary conditions θ = θB,x and
θ = θB,y
To find solitary wave solutions of the thermal equations and bound-
ary conditions (4)–(9), we seek a travelling wave solution of the form
E(x, y, z) = u(x, y)eiµz, where u is real and µ is the propagation con-
stant. The thermal equations (4) then reduce to
1
2
∇2u+ 2uθ − µu = 0, ν∇2θ + 2u2 = 0, (10)
with the boundary conditions
u = 0 at x = ±L
2
, y = ±L
2
(11)
and the boundary conditions for θ are as in (7)-(9).
To solve the thermal system (7)–(11) we tested two numerical
methods for convergence and speed, the Newton Conjugate-Gradient
(Newton-CG) method and the Imaginary Time Evolution Method
(ITEM) [30, 31, 32]. Figure 2 shows the maximum error, , between
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each iteration versus the iteration number, n, for each method. Both
numerical schemes converge with a comparable number of iterations
when using a stopping condition of  = 10−10. However, each itera-
tion of the Newton-CG method was significantly faster, so we used this
method throughout the solution space for the thermal system. A de-
tailed description of the Newton-CG method is given in Appendix A.
The computation time required to solve the case for which θ = 0 at all
four boundaries was approximately 53 minutes with the ITEM method
using a desktop PC with dual Intel Core i5-2500K processors and 8GB
of RAM. This is about two orders of magnitude slower than the Newton-
CG method, which reached the solution in 20 seconds.
3. Results and discussion
In all the examples considered we used a cell of length L = 30 and
choose ∆x = ∆y = 0.682. The large thermal conductivity limit is also
considered, with ν = 100.
3.1. Single boundary with non-zero ambient temperature
In this section we consider the behaviour of the solitary wave solution
as the temperature on the y = −L/2 cell boundary changes. The other
boundaries are fixed at the ambient temperature. The boundary condi-
tions used are (11) for u, but with βx →∞, and θB,x = 0 so that
θ = 0, x = ±L
2
, y =
L
2
; θy − βy (θ − θB,y) = 0, y = −L
2
. (12)
Figure 3 shows thermal solitary wave solutions of (10) with the
boundary condition (12) for one large heat loss boundary and three
boundaries at ambient temperature. Shown are contour plots of the
electric field amplitude, u, and temperature θ in the (x, y) plane. The
three solitary waves are for θB,y = 0, 0.2, and 0.6. The other parameters
are βy = 100 and µ = 1. When θB,y = 0 all four of the cell boundar-
ies are at the same temperature and the solitary wave is symmetric,
with the peak of the solitary wave, of amplitude a = 2.86, located at the
centre of the cell, (x, y) = (0, 0). As the ambient temperature θB,y of the
warm cell boundary increases, the peak of the solitary wave decreases in
amplitude and moves towards the warmer boundary. For the θB,y = 0.2
case the peak amplitude has decreased to a = 2.65 and is located at
8 S.A. Louis, T.R. Marchant and N.F. Smyth
10-10
10-8
10-6
10-4
10-2
100
100 101 102 103 104 105 106
ε
n
Figure 2. (Colour online) Comparison of convergence rates for the
numerical schemes, with the maximum error between each iteration and
the numerical solution, , versus the number of iterations, n. Newton-
CG method: solid (blue) line; ITEM method: dashed (green) line.
(x, y) = (0,−7.0). For θB,y = 0.6 the amplitude has decreased further
to a = 1.35, while the wave peak has migrated towards the warmer
boundary and is located at (x, y) = (0,−12.2).
Figure 4 shows a 1-D section of the 2-D solitary waves shown in Figure
3 taken along x = 0 through the centre of the cell. The behaviour of
the solitary wave is qualitatively similar to the (1 + 1)-D solitary waves
in Figure 4 of [29], but there are some differences. The temperature
profile is not linear away from the solitary wave peak in the 2-D case,
due to the 2-D heat diffusion, and higher values of θB,y are needed at
the boundary to achieve the same offset from a centred wave position.
This difference between the (1 + 1)-D and (2 + 1)-D solitary waves is
due to the Green’s function of the heat equation in (4) being linear in
(1 + 1)-D and logarithmic in (2 + 1)-D.
The peak values of u and θ are co-located for small values of the
boundary temperature θB,y. However, for large values of θB,y this is not
2-D solitary waves in thermal media with non-symmetric boundary conditions 9
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Figure 3. (Colour online) Thermal solitary waves, large β case. Elec-
tric field amplitude, u (left column), and temperature, θ (right column),
in the (x, y) plane. θB,y = 0: top row; θB,y = 0.2: middle row;
θB,y = 0.6: bottom row. Contours are positive values at intervals of
0.5 for u and at intervals of 0.1 for θ. The parameters βy = 100 and
µ = 1.
the case. It may also be noted that for small values of θB,y the gradient
of θ is positive at the warm cell boundary, indicating heat flow from
the cell. For the θB,y = 0.6 case the gradient is nearly zero. For small
θB,y the electric field is large, causing significant internal heating of the
medium, with the heat lost at the cell boundary. For the θB,y = 0.6 case
the electric field and the internal heating are smaller, leading to near
equilibrium between the medium and the warm cell boundary.
Figures 5 and 6 show thermal wave solitary solutions of (10) with a
boundary condition (12) with low heat loss βy = 0.2. In Figure 5 contour
plots of the electric field u and temperature θ are shown in the (x, y)
plane. The three solitary waves are for θB,y = 0, 0.2 and 0.6. The other
parameters are the same as in Figure 3, except for the Biot number at the
mixed boundary, which is small. In this case when θB,y = 0 the steady
state temperature at the left hand cell boundary is θ(−L/2) = 0.10,
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Figure 4. (Colour online) Thermal solitary wave cross sections through
x = 0, large β case. Shown are the electric field, u (solid), and temperat-
ure, θ (dashed). θB,y = 0: red line, centre; θB,y = 0.2: green line, slightly
offset; θB,y = 0.6: blue line, near boundary. The other parameters are
βy = 100 and µ = 1.
while the peak of the solitary wave, of amplitude a = 2.77, is located at
(x, y) = (0,−2.83). This wave shows a number of differences compared
with the θB,y = 0 large Biot number case shown in Figure 3. The wave
is non-symmetric, being located closer to the warm cell boundary, and
the amplitude is slightly lower. As θB,y increases the temperature at the
warm cell boundary increases and approaches θB,y, and, as for the large
Biot number case, the solitary waves decrease in amplitude and migrate
closer to the warm cell boundary. For the θB,y = 0.2 case the wave
amplitude is a = 2.58 and the wave is located at (x, y) = (0,−11.0). For
the θB,y = 0.6 case the amplitude has decreased to a = 1.80 with the
peak location (x, y) = (0,−12.3) close to the cell boundary.
Figure 7 shows the location of the thermal solitary wave peak, ζy,
along the x = 0 cell axis versus the ambient temperature θB,y, with
µ = 1. Shown are curves corresponding to βy = 0.2, 0.6 and 100, with
the βy = 100 case very close to the result obtained in the large Biot num-
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Figure 5. (Colour online) Thermal solitary waves, small β case. Shown
are the electric field amplitude, u (left column), and temperature, θ
(right column). θB,y = 0: top row; θB,y = 0.2: middle row; θB,y = 0.6:
bottom row. Contours are positive values at intervals of 0.5 for the
u figures, and values at intervals of 0.1 for the θ figures. The other
parameters are βy = 0.2 and µ = 1.
ber limit. As the ambient temperature at the cell boundary is increased,
the thermal solitary wave migrates towards the warmer boundary, ap-
proaching ζy ≈ −12.7. Increasing the ambient temperature causes the
amplitude of the solitary wave to decrease to zero, suggesting that no
solitary wave solution exists once the thermal gradient between the cell
boundaries becomes too large. For a given ambient temperature at the
mixed boundary, decreasing the Biot number also causes the thermal
solitary wave to shift towards the warmer boundary. These results are
qualitatively similar to the (1 + 1)-D solitary wave case of [29], with
both showing that the solitary wave positions approach a location at
around 80% of the distance to the cell boundary. However, the migra-
tion towards the boundary is faster with respect to increasing θB,y in
the (2 + 1)-D case.
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Figure 6. (Colour online) Thermal solitary waves, small β case. Shown
are the electric field amplitude, u (solid), and temperature, θ (dashed),
versus y. θB,y = 0: red line (centre); θB,y = 0.2: green, slightly offset
line; θB,y = 0.6: blue line, near boundary). The other parameters are
βy = 0.2 and µ = 1.
Figure 8 shows the amplitude of the thermal solitary wave, a, as a
function of the ambient temperature, θB,y, for µ = 1. The curves corres-
pond to βy = 0.2, 0.6 and 100. For a given choice of Biot number, the
solitary wave amplitude decreases as θB,y increases. The solitary wave
amplitude decreases to a ≈ 0 at a given value of θB,y, after which thermal
solitary waves do not exist. This threshold value of θB,y decreases as the
Biot number increases, in particular it decreases from θB,y = 1.04 for
βy = 0.2 to θB,y = 0.71 for βy = 10. Hence, if the heat loss rate at
the Newton cooling boundary is too great, then a solitary wave cannot
exist.
Figure 9 shows first excited state solitary wave solutions of (10) and
(12). Shown are contour plots of the electric field u and the temperature
θ in the (x,y) plane. The three solitary waves are for θB,y = 0, 0.1 and
0.2. The other parameters are βy = 100 and µ = 0.1. As θB,y increases,
the structure of the electric field, u, changes. For θB,y = 0 the solitary
2-D solitary waves in thermal media with non-symmetric boundary conditions 13
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Figure 7. (Colour online) Location of the peak of thermal solitary
wave, ζy, versus the ambient temperature, θB,y, for µ = 1. βy = 0.2:
solid (dark blue) line; βy = 0.6: dotted (green) line; βy = 100 dashed
(red) line. The edge of the domain is y = −15.
wave is symmetric, with a single maximum a = 1.11 at (x, y) = (0, 0)
and an annular shaped minima at a = −0.50 at a radial distance of
ζr = 0.65 from the centre of the cell. For θB,y = 0.1 the solitary wave
has a maximum of a = 0.94 at (x, y) = (0,−5.17), with three discrete
minima. One of the minima is on the x = 0 axis, with a = −0.55 at
y = 2.17, while the other two minima both have a = −0.62 at locations
(x, y) = (±6.17,−9.0). For the θB,y = 0.2 case the maximum with a =
0.45 is pushed closer to the boundary, at (x, y) = (0,−6.5). There are
now two discrete minima, both lying on the x = 0 axis, with a = −0.68
at (x, y) = (0, 0.83) and a = −0.60 at (x, y) = (0,−12.17). In contrast
to the electric field, in all cases the temperature response θ has a single
maximum. This is a result of the nonlocal heat diffusion, which smooths
out the temperature response for large ν. Figure 10 shows cross sections
through x = 0 of the 2-D solitary waves shown in Figure 9. For the
cases where θB,y = 0 and θB,y = 0.2 the slice along the x = 0 axis passes
through the local maxima and minima in (x, y) space, so the maximum
14 S.A. Louis, T.R. Marchant and N.F. Smyth
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Figure 8. (Colour online) Amplitude of the thermal solitary wave, a,
versus the ambient temperature, θB,y, for µ = 1. βy = 0.2: solid (dark
blue) line; βy = 0.6: dotted (green) line; βy = 100: dashed (red) line.
and minima of Figure 10 are as in Figure 9. For the θB,y = 0.1 case, the
maximum at y = −5.17 and minimum at y = 2.17 both correspond to
local extrema in Figure 9, while the minimum a = −0.215 at y = 11.83
does not.
3.2. Two adjacent boundaries with non-zero ambient temperature
In this section we consider the scenario of two adjacent sides with a
mixed boundary condition, x = y = −L/2, with the other two boundary
conditions at the ambient temperature. The boundary conditions for θ
are
θ = 0, at x =
L
2
, y =
L
2
,
θx − βx (θ − θB,x) = 0, at x = −L
2
,
θy − βy (θ − θB,y) = 0, at y = −L
2
.
(13)
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Figure 9. (Colour online) Thermal solitary waves, first excited state.
u (left column) and θ (right column). θB,y = 0: top row; θB,y = 0.1:
middle row; θB,y = 0.2: bottom row. Contours are values at intervals
of 0.3 for u and at intervals of 0.05 for θ. The other parameters are
βy = 100 and µ = 0.1.
Figure 11 shows two thermal solitary wave cases with Newton cool-
ing on two adjacent boundaries. Shown are the electric field, u and
temperature, θ (right column) for a ground state solitary wave with
θB,y = 0.5, θB,x = 0.3 and µ = 1, and for the first excited state
solitary wave with θB,y = 0.2, θB,x = 0.1 and µ = 0.1. The other
parameters are βx = βy = 100. This choice of boundary conditions
pushes the peak of the thermal solitary wave towards the corner of
the cell at (x, y) = (−15,−15). The peak amplitude is a = 1.45 at
(x, y) = (−4.17,−11.17), which is almost, but not quite, co-located with
the maximum cell temperature θmax = 0.59. For the first excited state
the structure of the electric field, u, is complicated, with two main local
maxima and two local minima. The main solitary wave maximum of
a = 4.61 × 10−4 is at (x, y) = (−2.0,−7.5), with another maximum
a = 2.2×10−4 at (x, y) = (−10.3, 6.7). The minima are a = −4.11×10−4
at (x, y) = (0.17,−0.5) and a = −5.36×10−4 at (x, y) = (−3.0,−12.67).
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Figure 10. (Colour online) Excited state thermal solitary wave cross
sections. Shown are the electric field amplitude, u (solid), and temper-
ature, θ (dashed), versus y. Note that the scales for u (lhs) and θ (rhs)
are different. θB,y = 0: red line, centre; θB,y = 0.1 green line, slightly
offset; θB,y = 0.2 blue line, near boundary. The other parameters are
βy = 100 and µ = 0.1.
As with the excited state solitary wave solutions of Figure 9, the temper-
ature response θ has a single maximum as a result of the large thermal
conductivity ν.
Figure 12 shows the amplitude, a, of the ground state thermal solitary
wave in (θB,x, θB,y) parameter space, while Figure 13 shows the position
of the ground state thermal solitary wave in the (θB,x, θB,y) parameter
space, with offset along the x axis (ζx) and offset along the y axis (ζy).
The other parameters are βx = βy = 100. As expected, increasing θB,x
or θB,y causes the amplitude of the solitary wave to decrease, as well
causing its peak to migrate towards the respective cell boundaries. The
solitary wave response is symmetric about the line θB,x = θB,y, but
the value of r =
√
θ2B,x + θ
2
B,y at which the solitary wave amplitude a
reaches zero is not constant. The values of r at which a = 0 range from
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Figure 11. (Colour online) Thermal solitary waves with Newton cool-
ing on two adjacent boundaries. Shown are the electric field amplitude,
u (left column), and temperature, θ (right column). Top row: ground
state solitary wave with θB,y = 0.5 and θB,x = 0.3 and µ = 1. Bottom
row: first excited state solitary wave with θB,y = 0.2 and θB,x = 0.1
with µ = 0.1. The other parameters are βx = βy = 100. Contours are
at intervals of 0.5 for the top left figure, 0.1 for top right, 2 × 10−4 for
the bottom left and 0.05 for the bottom right.
r = 0.71 along the θB,x = 0 and θB,y = 0 axes in Figure 12 to r = 0.83
for θB,x = θB,y = 0.59, with the difference in these values a result of the
square cell geometry.
4. Solitary wave stability
All the results presented in this section are for the case of a single cell
boundary with non-zero ambient temperature, as described at the start
of section §3.1 with boundary condition (12). All examples presented
in this section use the parameter βy = 100. So the presented results
explore the effect of the boundary temperature θB,y and the propagation
parameter µ on stability.
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Figure 12. (Colour online) Amplitude, a, of the ground state thermal
solitary wave as a function of (θB,x, θB,y). The other parameters are
βx = βy = 100.
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Figure 13. (Colour online) Position of the ground state thermal sol-
itary wave for values in (θB,x, θB,y) parameter space. a) shows offset
along the x axis, ζx and b) shows offset along the y axis ζy. The other
parameters are βx = βy = 100. Location is not shown for a < 10
−2.
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4.1. Vakhitov-Kolokolov stability Criterion
The stability of the thermal solitary waves will now be investigated,
both analytically and numerically. The self-focussing mechanism for
these solitary waves derives from the increase of the refractive index of
the medium with the temperature increase due to the optical heating.
This relationship is analogous to the optical Kerr effect and can result in
modulational instability of a perturbed propagating solitary wave. To
investigate this, power versus propagation constant curves are calculated
for the families of thermal solitary waves given by (10). The optical
power
P =
∫ +L/2
−L/2
∫ L/2
−L/2
|E|2 dxdy, (14)
is calculated using the numerical solitary wave solutions found using
the Newton-CG method. By the Vakhitov-Kolokolov (VK) stability
criterion [1] it is a necessary, but not sufficient, condition for the modu-
lational stability of solitary wave solutions of generalised NLS equations
on an infinite domain that the solution falls within a region of parameter
space for which the power versus propagation constant curve has posit-
ive slope (dP/dµ > 0), see, for example, [39, 40, 41]. This result has not
been theoretically proven for an NLS-type system on a finite domain,
but the results presented here are consistent with this infinite domain
theory and with the (1 + 1)-D case [29].
Figure 14(a) shows the power P versus propagation constant µ for
ground state thermal solitary waves. The three curves correspond to
θB,y = 0, 0.2 and 0.4. For non-zero ambient temperature θB,y the
solitary wave solution branch only exists for a finite range of µ. All
three curves are monotonic with positive slope indicating that, for a
given value of the ambient temperature, there is a single stable solution
branch. Figure 14(b) shows the power P versus propagation constant µ
for ground and excited state thermal solitary waves for θB,y = 0.2. The
three curves correspond to the ground state and the first two excited
states. In all three cases the curves are monotonic with positive slope,
fulfilling the necessary condition for modulational stability across the
entire range of µ values for both the ground and excited state solitary
waves.
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Figure 14. (Colour online) (a) Power P versus propagation constant
µ, for ground state thermal solitary waves. Shown are θB,y = 0: blue
(solid) line; θB,y = 0.2: green (dash-dot-dot) line; θB,y = 0.4: red (dash-
dot) line. (b) Power P versus propagation constant, µ, for ground and
excited state thermal solitary waves for θB,y = 0.2. Ground state wave:
red (dash-dot) line; first excited state: green (dash-dot-dot) line; second
excited state: blue (solid) line.
4.2. Spectral stability analysis
In Section 4.1 the V.K. condition, a necessary condition for modulational
stability of thermal solitary waves, was examined. However, it is still
possible that amplitude or drift instabilities may occur, see [36]. To
assess this possibility, we shall now use a linearized stability analysis
following the technique outlined in [35]. Instabilities occur if there are
negative eigenvalues. In this analysis a perturbation to the steady state
solution is expressed as a superposition of linear modes. Note that we are
not considering perturbations resulting from the boundary conditions.
We hence express u and θ as
u = us + 
[
(v − w)eıλz + (v∗ + w∗)e−ıλ∗z
]
eıµz,
θ = θs + Θ
[
eıλz + e−ıλ
∗z
]
, (15)
where us and θs are the steady state solutions and  is a small parameter.
Substituting the perturbed solitary wave solution (15) into the elec-
tric field equation of (4), we obtain
(−µ− λ)(w − v) + 1
2
(∇2v −∇2w) + 2θs(v − w) + 2usΘ = 0. (16)
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To set this into an appropriate form for an eigenvalue problem, we need
to eliminate the temperature perturbation Θ. Substituting the perturb-
ation expansions for u and θ into the temperature equation of (11) gives
ν(∇2Θeıλz +∇2Θe−ıλ∗z) + 4us(ueıλz + u∗e−ıλ∗z) = 0. (17)
Taking the coefficients of eıλz from (17) and solving for Θ gives
ν∇2Θ + 4usu = 0, (18)
which implies
Θ = [∇2]−1 4usu
ν
. (19)
Note that the Newton-cooling boundary conditions (8) and (9) have
been applied in the inversion. Then substituting (19) back into (16) and
converting these to the form of the eigenvalue problems L0v = λw and
L1w = λv, we find
L0 = (µ− 1
2
∇2 − 2θs − 8u
2
s
ν
[∇2]−1), L1 = (µ− 1
2
∇2 − 2θs), (20)
or
L0L1w = λ
2w. (21)
We require the eigenvalues, λ2, to be all positive for stability. The
eigenvalues of L0L1 were calculated for a range of parameters. We found
that the matrix L0L1 typically had a condition number of O(10
10), in-
dicating that the eigenvalue problem is very ill-conditioned. Standard
single and double float variable types can only provide around 7 or 16
decimal digits of precision, respectively. Rounding errors introduced in
the calculations mean that these precisions were found not to be suffi-
cient to calculate all minimum eigenvalues accurately. In many cases,
the error in the computed minimum eigenvalue is sufficient that its sign
would be incorrect, leading to an incorrect inference about the stability
of the solitary wave system. To determine a suitable numerical precision
to use for calculating the minimum eigenvalues, a number of cases were
tested using the BigFloat type in the Julia language, which is based on
the GNU MFPR library (multiple-precision binary floating-point library
with correct rounding) [42].
Figure 15 shows the minimum eigenvalue, log(|λ2|), versus numerical
floating point precision for two cases, µ = 0.5 and 1. The other para-
meter is θB,y = 0. Note that in Figures 15–17, which show minimum
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eigenvalues, the plots are constructed to display the negative and pos-
itive eigenvalues on a log scale by first taking the absolute value. The
upper panel in each plot shows the region where the minimum eigen-
value λ2 is positive, while the bottom panel shows the region where λ2
is negative. There is a discontinuity on the y axis, given by a solid line,
representing the transition from negative to positive values.
The case µ = 1 has a negative minimum eigenvalue for all precisions,
converging to a value of λ2 = −4.9319× 10−2. In this case the solution
converged to a consistent result with 5 significant digits with a numerical
precision of 64 bits. For the case µ = 0.5 the standard single precision
of 32 bits resulted in an incorrect sign of the computed minimum eigen-
value, with convergence to the value λ2 = 1.08975 × 10−8 to within 5
significant digits occurring at a numerical precision of 64 bits. Based
on these trials, the minimum eigenvalues were calculated using numer-
ically extended precision to 128 bits to ensure that rounding errors did
not have a significant impact. The use of extended precision added sig-
nificantly to the computation costs for these calculations, as a result
of the extra overheads inherent in these variable types in programming
languages.
Figure 16(a) shows the minimum eigenvalue, log(|λ2|) versus θB,y,
for (21). Shown are µ = 0.5, 0.7 and 1. Figure 16(b) shows amplitude
a versus θB,y, with stable region shown as solid line and the unstable
region shown as dashed lines. The symbols A, B, C and D refer to the
parameter choices used for Figures 18, 19, 20 and 21, respectively. In the
case µ = 1.0, the smallest eigenvalue is negative for values of θB,y up to
0.175, after which all the eigenvalues are positive. For the case µ = 0.5,
the eigenvalues are positive for all values of θB,y up to 0.5, suggesting
stability for θB,y in this range. For µ = 0.7 the threshold value for the
sign change of the minimum eigenvalue is θB,y = 0.075, with stability for
large values of θB,y. The figures shows that higher amplitude solitary
waves are generally unstable while lower amplitude waves are generally
stable. Increasing θB,y stabilizes the solitary waves, as the amplitudes
are lower for off-centred waves, while increasing µ destabilizes the waves,
as their amplitude increases.
Figure 17(a) shows the minimum eigenvalue log(|λ2|) versus µ for
(21). Figure 17(b) shows the amplitude versus µ for (21). Shown are
θB,y = 0.0, 0.05 and 0.1. The symbols A, B, C and D refer to the
parameter choices used for Figures 18, 19, 20 and 21, respectively. The
solitary wave is not stable for larger values of the propagation constant,
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Figure 15. (Colour online) Minimum eigenvalue, plotted as log(|λ2|),
versus numerical floating point precision for ground state thermal solit-
ary waves. The parameters are θB,y = 0 and µ = 1: red (dashed) line;
µ = 0.5: blue (solid) line.
indicating that regions of parameter space corresponding to large amp-
litude solitary waves are unstable, according to the linearized stability
analysis. To assess whether the negative eigenvalue is associated with an
amplitude stability or a drift instability it is necessary to check whether
the associated eigenmode is symmetric or asymmetric [36]. In this case,
the negative eigenvalues possess a symmetric eigenmode, indicating that
for values of µ > 0.55 for the θB,y = 0 case the solitary wave possesses
an amplitude instability. For values of µ < 0.55, the solitary wave is
stable.
4.3. Numerical Simulations
The analytical stability predictions will now be compared with the res-
ults of numerical simulations of the governing thermal system (4) to (9),
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Figure 16. (Colour online) (a) Minimum eigenvalue log(|λ2|) versus
θB,y for (21). Shown are µ = 1.0: red (right) line; µ = 0.7: green
(middle) line; µ = 0.5: blue (left) line. The dashed lines shows the dis-
continuity where the minimum eigenvalue changes sign. (b) Amplitude
a versus θB,y, with stable region shown as solid line and the unstable re-
gion shown as dashed lines. Shown are µ = 1.0: red (top) line; µ = 0.7:
green (middle) line; µ = 0.5: blue (bottom) line.
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Figure 17. (Colour online) (a) Minimum eigenvalue log(|λ2|) versus
µ for (21). Shown are θB,y = 0.0: red (left) line; θB,y = 0.05: blue
(middle) line; θB,y = 0.1: green (right) line. (b) Amplitude a versus
µ, with stable region shown as solid line and the unstable region shown
as dashed lines. Shown are θB = 0.0: red (top) line; θB = 0.05: blue
(middle) line; θB = 0.1: green (bottom) line.
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using the numerical steady state solution as an initial condition. The
initial condition used is then
E(x, y, 0) = us(x, y) + 0 × φ(x, y), θ(x, y, 0) = θs(x, y), (22)
where us(x, y) and θs(x, y) are the thermal solitary wave solution found
using the Newton-CG method. The φ function generates a random
normally distributed value between 0 and 1 for all x and y. For the
examples considered below, 0 is taken as 0.01, or about 0.3% of the
amplitude of the solitary wave. The numerical solution of the electric
field equation is obtained using a hybrid numerical method, where the
spatial derivatives are discretized using central central differences and
the fourth order Runge-Kutta method is used to advance in the time-like
variable z. Gauss-Seidel iteration is used to solve for the temperature
at each z-step [43]. The spatial discretizations used are ∆z = 0.03 and
∆x = ∆y = 0.682.
Figure 18 shows the electric field |E| and temperature θ in the (y, z)
plane, as given by the full numerical solution of the thermal system (4)
with boundary conditions (6) to (9), with the profile taken along the
x = 0 axis. Shown is the numerical evolution of a perturbed solitary
wave for z up to 3000. The parameters are θB,y = 0.0 and µ = 1. The
initial thermal solitary wave corresponds to the symmetric case in Figure
3. The thermal solitary wave is initially a ground state beam centred on
(x, y) = (0, 0) with an amplitude of a = 2.86. Instability develops from
around z = 2000, before the numerical solution breaks down completely
after z = 2500. This example corresponds to the parameter choices
A marked on Figures 16 and 17, so the spectral stability analysis in
this case has a negative minimum eigenvalue, which implies instability.
The theoretical prediction of instability is then consistent with numer-
ical solutions. It can be seen that starting at round z = 2000 there is
significant reflection from the boundaries, with the beam dropping in
intensity. These reflections grow and eventually strongly interact with
the main beam, resulting in it falling apart.
Figure 19 shows the electric field |E| and temperature θ in the (y, z)
plane as given by the full numerical solution of the thermal equations
(4) with boundary conditions (6) to (9), with the profile taken along
the x = 0 axis. Shown is the numerical evolution of the perturbed
solitary wave for z up to 6000. The parameters are θB,y = 0.0 and
µ = 0.5. In this case the initial thermal solitary wave is a ground state
beam centred at (x, y) = (0, 0) with an amplitude of a = 1.68. The
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Figure 18. (Colour online) Time evolution of centred thermal solitary
wave demonstrating instability. Shown are u (top) and θ (middle), both
taken along y = 0, along with the maximum value of u (bottom) from
z = 0 to z = 4000. The parameters are θB,y = 0 and µ = 1.0.
solitary wave remains numerically stable until at least z = 6000. This
example corresponds to the parameter choices B marked on Figures
16 and 17, so the spectral stability analysis in this case has a positive
minimum eigenvalue, which implies stability. The theoretical prediction
of stability is then again consistent with numerical solutions.
Figure 20 shows the electric field |E| and temperature θ in the (y, z)
plane as given by the full numerical solution of the thermal equations
(4) with boundary conditions (6) to (9). The other parameters are
θB,y = 0.1 and µ = 1.0. The thermal solitary wave solution is a ground
state beam off-centred at (x, y) = (0,−3) with an amplitude a = 2.7.
Instability develops from around z = 600, before the numerical solu-
tion breaks down completely after z = 800. This example corresponds
to the parameter choices C marked on Figures 16 and 17, so the spec-
tral stability analysis in this case has a negative minimum eigenvalue,
which implies instability, again consistent with numerical solutions. The
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Figure 19. (Colour online) Time evolution of centred thermal solitary
wave, demonstrating stability of the solution. Shown are u (top) and θ
(middle), both taken along y = 0. Maximum value of u (bottom) from
z = 0 to z = 6000. The parameters are θB,y = 0 and µ = 0.5.
instability mechanism is similar to that for the beam displayed in Fig-
ure 18, only stronger. There are growing reflections from the boundar-
ies, starting at z = 600, which interact with the beam with increasing
strength until the beam is deflected and is destroyed.
Figure 21 shows the electric field |E| and temperature θ in the (y, z)
plane as given by the full numerical solution of the thermal equations
(4) with boundary conditions (6) to (9). The parameters are θB,y = 0.1
and µ = 0.5. The thermal solitary wave solution is a ground state
beam off-centred at (x, y) = (0,−6.18) with an amplitude a = 1.55.
Here, the beam is much closer to the y = −15 boundary than for the
example considered in Figure 20. For this case, no instability develops by
z = 2000, although it is seems from the plot of max |u| that instability is
beginning to develop by z = 2500 for this off-centred case. This example
corresponds to the parameter choices D marked on Figures 16 and 17,
so the spectral stability analysis in this case has a positive minimum
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eigenvalue, which implies stability. The correspondence between the
theoretical stability prediction and numerical solutions is then not clear-
cut. Whilst this example exhibits numerical stability for a much longer
z ≈ 3000 than does Figure 20 (which exhibits instability at z ≈ 700),
numerical instability does eventually develop. This instability may be
numerical and due to the challenges of propagating an off-centred wave,
or perhaps due to influence from the boundaries which are not captured
in our stability analysis.
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Figure 20. (Colour online) Time evolution of off-centre thermal solit-
ary wave, demonstrating instability of the solution. Shown are u (top)
and θ (middle), both taken along y = 0. Maximum value of u (bottom)
from z = 0 to z = 2000. The parameters are θB,y = 0.1 and µ = 1.0.
5. Conclusions
We have demonstrated that the Newton-CG method can be used to find
steady state solutions for (2+1)-D solitary waves propagating in thermal
media, including cases for which one of more of the cell boundaries is
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Figure 21. (Colour online) Time evolution of off-centre thermal sol-
itary wave, demonstrating stability of the solution. Shown are u (top)
and θ (middle), both taken along y = 0. Maximum value of u (bottom)
from z = 0 to z = 3000. The parameters are θB,y = 0.1 and µ = 0.5.
warmer than the ambient temperature. The solutions found here show
that the location of an optical beam within a cell migrates towards the
warmer boundaries and they can be guided towards the corner of the
cell when two adjacent boundaries are warmer than the ambient temper-
ature. The results of the analytical stability analysis were found to be
in agreement with numerical solutions. It was shown both analytically
and numerically that the thermal solitary waves are stable for combina-
tions of boundary temperature and propagation constant corresponding
to solitary waves of lower amplitude. These results may have direct ap-
plication for experiments into the control and steering of light beams in
optical media.
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Appendix A: The Newton-Conjugate Gradient method
To describe the Newton-CG method, consider (10) for a steady solitary
wave rewritten in the form
L00v(x, y) = µv(x, y), where L00 ≡ 1
2
∂2
∂x2
+
1
2
∂2
∂y2
+ 2θ. (A1)
where L,L0, L00 and M are all operators, which correspond to matrices
once finite difference approximations for the spatial second derivative
terms are applied. To implement the Newton-CG method, we consider
(A1) in the form L0v(x, y) = 0, where L0 = L00 − µ. Given an ap-
proximate solution vn, we can write v = vn + en, where v is the exact
solution and en is the error. Substituting this into (A1) and neglecting
higher-order terms in e, we obtain
L1n∆vn = −L0vn, (A2)
where the next approximation is vn+1 = vn + ∆vn and L1n is the lin-
earisation operator evaluated at the iterate vn. Equation (A2) is solved
for ∆vn using the standard conjugate gradient method. In general, the
convergence of the conjugate gradient method requires that the matrix
L1n be self-adjoint, which is not the case here. To circumvent this, we
pre-multiply both sides of (A2) by LT1n prior to solving. This has the
effect of greatly increasing the condition number of the matrix (LT1nL1n)
and also the computation time, but does not change the solution, and
ensures that the method converges.
Selecting a suitable discretization scheme for the iterative methods
requires some care, as there is limited benefit in setting the stopping
condition for the scheme at a lower level than the error introduced by
the discretization. In all of the following discussion we assume that
∆x = ∆y, and just refer to ∆x to indicate the discretization grid size.
The amplitude of the solitary wave can be expanded in the series
a = a(∆x) + a1∆x
4 +O(∆x6), (A3)
as the fourth order Runge-Kutta method is used, where a is the exact
solution, a(∆x) is the numerically derived solution and a1 the amplitude
of the fourth-order error term. Taking ∆x = 0.5 and ∆x = 1.0 with
µ = 1, βy = 100 and θB,y = 0 yields the values a(0.5) = 2.854377
and a(1.0) = 2.880987, respectively. We can then derive higher order
approximations to a and the leading order error a1 on using Richardson
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extrapolation, as
a =
24a(0.5)− a(1.0)
24 − 1 +O(∆x
5) ≈ 0.2.852603 (A4)
a1 =
a(0.5)− a(1.0)
(1.0)4(1− 1.024 )
+O(∆x5) ≈ −2.84× 10−2. (A5)
From these we can calculate that the discretization error when ∆x = 0.5
is a−a(0.5) ≈ 1.77×10−3. The stopping condition  should then be less
than O(10−3) and greater than the round-off error. Hence, we choose
 = 10−10, which is suitable for the choice ∆x = 0.5 and also for much
smaller choices of ∆x.
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