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a b s t r a c t
In this paper, new classes of nondifferentiable functions constituting multiobjective
programming problems are introduced. Namely, the classes of d-r-type I objective and
constraint functions and, moreover, the various classes of generalized d-r-type I objective
and constraint functions are defined for directionally differentiable multiobjective
programming problems. Sufficient optimality conditions and various Mond–Weir duality
results are proved for nondifferentiable multiobjective programming problems involving
functions of such type. Finally, it is showed that the introduced d-r-type I notionwith r 6= 0
is not a sufficient condition for Wolfe weak duality to hold. These results are illustrated in
the paper by suitable examples.
© 2009 Published by Elsevier B.V.
1. Introduction
Many publications have appeared in the last two decades dealing with multiobjective programming. This follows from
the fact that optimization problemswith several objectives have a wide range of applications in economics, optimal control,
decision theory, game theory, and many more.
In the past few years extensive literature relative to the other families of more general functions to the substitute the
convex functions in multiobjective programming problems has grown immensely (see, for example, [8,12,13]). One of such
useful generalizations of a convex function is invexity introduced by Hanson in [9]. He considered a differentiable function
f : X → R, X ⊂ Rn, for which there exists an n-dimensional vector function η : X × X → Rn such that, for all x, u ∈ X ,
f (x)− f (u) = ∇f (u)η(x, u). (1)
Ben Israel andMond [5], Craven [6], Hanson andMond [10], Jeyakumar andMond [11], Antczak [1] andmany others have
studied someproperties, applications and further generalizations of invex functions. d-invexity is one of such generalizations
of invex functions, which is introduced by Ye [21]. In [2], Antczak established, under weaker assumptions than Ye, the
Fritz John type and Karush–Kuhn–Tucker type necessary and sufficient optimality conditions for weak Pareto optimality
and duality results which have been stated in terms of the right differentials of functions involved in the considered
multiobjective programming problem. He assumed that the directional derivatives of the objective and constraint functions
are assumed to have some pre-invexity property as functions of direction.
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The concept of invexity introduced by Hansonwas also generalized by Hanson andMond [10]. They defined the so-called
type I and type II objective and constraint functions. Rueda and Hanson [17] characterized these classes of functions and
presented classes of generalized type I and type II functions. Later, Antczak [3] extended the concepts of type I and type II
objective and constraint functions and he introduced the classes of (p, r)-type I and (p, r)-type II objective and constraint
functions for differentiable mathematical programming problems.
As we know, despite substituting invex for convex, many theoretical problems for differentiable programming can also
be solved. But the corresponding conclusions cannot be obtained for nondifferentiable programmingwith the aid of invexity
introduced by Hanson because the derivative is required in the definition of invexity (see (1)).
While the derivative is required in the definition of invexity, there exists a generalization of invexity to locally Lipschitz
functions, with derivative replaced by Clarke generalized gradient (see [7,16]). However, the present paper is significantly
different, because it uses directional derivatives.
In the present paper, we continue the extension of invexity notion into the nondifferentiable setting by defining a
generalized notion of invexity for directionally differentiable vector-valuedmappings. Thus,we extend the concept of r-type
I objective and constraint functions introduced earlier in [3] for differentiable functions. For vector optimization problems,
in which constituting functions are directionally differentiable, we define the various classes of (generalized) d-r-type I
objective and constraint functions (with respect to the same function η). By considering the concept of a (weak) Pareto
solution, we prove sufficient optimality conditions and duality results in the sense of Mond–Weir for nondifferentiable
multiobjective programming problems with functions belonging to the classes of functions introduced in this paper. To
prove these results, we also use the Karush–Kuhn–Tucker necessary optimality conditions previously established in [2] for
directionally differentiable vector optimization problems.
Further, we show that weak duality in the sense of Wolfe is not satisfied between the considered nondifferentiable
multiobjective programming problem and its Wolfe duals in the case when the functions constituting these vector
optimization problems are d-r-type I objective and constraint functions with r 6= 0. We illustrate this result by a suitable
nondifferentiable multiobjective programming problem.
2. Some definitions and preliminary results
The following convention for equalities and inequalities of vectors in Rn will be followed in the paper:
For any x = (x1, x2, . . . , xn)T, y = (y1, y2, . . . , yn)T, we define:
(i) x = y if and only if xi = yi for all i = 1, 2, . . . , n;
(ii) x > y if and only if xi > yi for all i = 1, 2, . . . , n;
(iii) x = y if and only if xi = yi for all i = 1, 2, . . . , n;
(iv) x ≥ y if and only if x = y and x 6= y.
Now, we recall for a convenience of the common reader the definition of an invex set with respect to η given in [14] as a
generalization of the definition of a convex set.
Definition 1. Let X be a nonempty subset of Rn, η : X × X → Rn and let u be an arbitrary point of X . Then the set X is said
to be invex at uwith respect to η if, for each x ∈ X and any λ ∈ [0, 1],
u+ λ η(x, u) ∈ X . (2)
If the relation (2) is satisfied at any u ∈ X , then X is said to be an invex set with respect to η.
Definition 2 ([4]). Let X ⊂ Rn be a nonempty invex set with respect to η. The function f : X → R is said r-pre-invex with
respect to η at u ∈ X on X if there exist a vector function η : X × X → Rn and a real number r such that, for all x ∈ X and
any λ ∈ [0, 1], the following inequality
f (u+ λη(x, u)) 5
{
log
(
λerf (x) + (1− λ)erf (u))1/r if r 6= 0
λf (x)+ (1− λ)f (u) if r = 0 (3)
holds.
If the inequality above is satisfied at any u ∈ X , then f is r-pre-invex with respect to η on X .
Definition 3. A k-dimensional vector-valued function f : X → Rk is r-pre-invex on X with respect to η if each of its
components is r-pre-invex on X with respect to the same function η.
Remark 4. In the case when r = 0, we obtain the definition of a pre-invex function introduced for scalar functions in [5]
and in the vectorial case in [19].
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Definition 5. Let X be a nonempty open subset of Rn and η : X × X → Rn. The function f : X → R is said to be directionally
differentiable at u in the direction η (x, u), if f ′(u; η(x, u)) exists for each x ∈ X , where f ′(u; η(x, u)) denotes the directional
derivative of f in the direction η(x, u) defined by
f ′(u; η(x, u)) = lim
λ→0+
f (u+ λη(x, u))− f (u)
λ
.
Definition 6. A k-dimensional vector-valued function f : X → Rk is directionally differentiable at u in the direction η(x, u)
if each of its components is directionally differentiable at u in the direction η(x, u).
In the paper, we consider the following nondifferentiable multiobjective programming problem
V -minimize f (x) := (f1(x), . . . , fk(x))
gj(x) 5 0, j ∈ J = {1, . . . ,m} , (VP)
where fi : X → R, i ∈ I = {1, . . . , k}, gj : X → R, j ∈ J , are directionally differentiable and X is a nonempty open subset of
Rn.
Let D := {x ∈ X : gj(x) 5 0, j ∈ J} denote the set of all feasible solutions in problem (VP). We denote by J(x) = {j ∈
{1, . . . ,m} : gj(x) = 0}, J˜(x) = {j ∈ {1, . . . ,m} : gj(x) < 0}. Then J(x) ∪ J˜(x) = {1, . . . ,m}.
In the definitions below, the set X is a nonempty open subset of Rn and u is assumed to be the given arbitrary point of X .
Definition 7. We shall say that f and g are d-r-type I objective and constraint functions at u on X with respect to η if there
exist functions η : X × X → Rn, αi : X × X → R+\{0}, i ∈ I , βj : X × X → R+\{0}, j ∈ J , and a real number r such that, for
all x ∈ X , the following inequalities
1
r
erfi(x) =
1
r
erfi(u)
[
1+ rαi (x, u) f ′i (u; η (x, u))
]
1
r
=
1
r
ergj(u)
[
1+ rβj (x, u) g ′j (u; η (x, u))
] if r 6= 0, (4)
fi(x)− fi(u) = αi (x, u) f ′i (u; η (x, u))−gj(u) = βj (x, u) g ′j (u; η (x, u)) if r = 0, (5)
hold.
If inequalities (4) or (5) are satisfied at any point u ∈ X , then f and g are said to be d-r-type I objective and constraint
functions on X with respect to η.
Remark 8. If the first or second inequality in (4) or (5) is strict, then we shall say that f and g are d-r-type I strictly objective
and constraint functions with respect to η at u on X or f and g are d-r-type I objective and strictly constraint functions with
respect to η at u on X , respectively.
Definition 9. We shall say that f and g are d-r-pseudo-type I objective and constraint functions at u on X with respect to η
if there exist functions η : X × X → Rn, ϑi : X × X → R+\{0}, i ∈ I , δj : X × X → R+\{0}, j ∈ J , and a real number r such
that, for all x ∈ X , the following inequalities
k∑
i=1
f ′i (u; η (x, u)) = 0 H⇒
1
r
k∑
i=1
ϑi (x, u)
(
er(fi(x)−fi(u)) − 1) = 0
m∑
j=1
g ′j (u; η (x, u)) = 0 H⇒
1
r
m∑
j=1
δj (x, u)
(
e−rgj(u) − 1) = 0 if r 6= 0, (6)
k∑
i=1
f ′i (u; η (x, u)) = 0 H⇒
k∑
i=1
ϑi (x, u) (fi(x)− fi(u)) = 0
m∑
j=1
g ′j (u; η (x, u)) = 0 H⇒ −
m∑
j=1
δj (x, u) gj(u) = 0
if r = 0, (7)
hold.
If inequalities (6) or (7) are satisfied at any point u ∈ X , x 6= u, then f and g are said to be d-r-pseudo-type I objective
and constraint functions on X with respect to η.
Remark 10. If the second inequality in (6) or (7) is strict, then we shall say that f and g d-r-pseudo-type I strictly objective
and constraint functions with respect to η at u on X or f and g d-r-pseudo-type I objective and strictly constraint functions
at u on X with respect to η, respectively.
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Definition 11. We shall say that f and g are d-r-quasi-type I objective and constraint functions at u on X with respect to η
if there exist functions η : X × X → Rn, ϑi : X × X → R+\{0}, i ∈ I , δj : X × X → R+\{0}, j ∈ J , and a real number r such
that, for all x ∈ X , the following inequalities
1
r
k∑
i=1
ϑi (x, u)
(
er(fi(x)−fi(u)) − 1) 5 0 H⇒ k∑
i=1
f ′i (u; η (x, u)) 5 0
1
r
m∑
j=1
δj (x, u)
(
e−rgj(u) − 1) 5 0 H⇒ m∑
j=1
g ′j (u; η (x, u)) 5 0
if r 6= 0, (8)
k∑
i=1
ϑi (x, u) (fi(x)− fi(u)) 5 0 H⇒
k∑
i=1
f ′i (u; η (x, u)) 5 0
−
m∑
j=1
δj (x, u) gj(u) 5 0 H⇒
m∑
j=1
g ′j (u; η (x, u)) 5 0
if r = 0, (9)
hold.
If inequalities (8) or (9) are satisfied at any point u ∈ X , then f and g are said to be d-r-quasi-type I objective and constraint
functions on X with respect to η.
Definition 12. We shall say that f and g are d-r-pseudo-quasi-type I objective and constraint functions with respect to η at
u on X if there exist functions η : X × X → Rn, ϑi : X × X → R+ \ {0}, i ∈ I , δj : X × X → R+ \ {0}, j ∈ J , and a real number
r such that, for all x ∈ X , the following inequalities
k∑
i=1
f ′i (u; η (x, u)) = 0 H⇒
1
r
k∑
i=1
ϑi (x, u)
(
er(fi(x)−fi(u)) − 1) = 0
1
r
m∑
j=1
δj (x, u)
(
e−rgj(u) − 1) 5 0 H⇒ m∑
j=1
g ′j (u; η (x, u)) 5 0
if r 6= 0, (10)
k∑
i=1
f ′i (u; η (x, u)) = 0 H⇒
k∑
i=1
ϑi (x, u) (fi(x)− fi(u)) = 0
−
m∑
j=1
δj (x, u) gj(u) 5 0 H⇒
m∑
j=1
g ′j (u; η (x, u)) 5 0
if r = 0, (11)
hold.
If inequalities (10) or (11) are satisfied at any point u ∈ X , then f and g are said to be d-r-pseudo-quasi-type I objective
and constraint functions on X with respect to η.
Remark 13. If the first inequality in (10) or (11) is strict, then we shall say that f and g are d-r-pseudo-quasi-type I strictly
objective and constraint functions with respect to η at u on X .
Definition 14. We shall say that f and g are d-r-quasi-pseudo-type I objective and constraint functions at u on X with
respect to η if there exist functions η : X × X → Rn, ϑi : X × X → R+ \ {0}, i ∈ I , δj : X × X → R+ \ {0}, j ∈ J , and a real
number r such that, for all x ∈ X , the following inequalities
1
r
k∑
i=1
ϑi (x, u)
(
er(fi(x)−fi(u)) − 1) 5 0 H⇒ k∑
i=1
f ′i (u; η (x, u)) 5 0
m∑
j=1
g ′j (u; η (x, u)) = 0 H⇒
1
r
m∑
j=1
δj (x, u)
(
e−rgj(u) − 1) = 0 if r 6= 0, (12)
k∑
i=1
ϑi (x, u) (fi(x)− fi(u)) 5 0 H⇒
k∑
i=1
f ′i (u; η (x, u)) 5 0
m∑
j=1
g ′j (u; η (x, u)) = 0 H⇒ −
m∑
j=1
δj (x, u) gj(u) = 0
if r = 0, (13)
hold.
If inequalities (12) or (13) are satisfied at any point u ∈ X , then f and g are said to be d-r-quasi-type I objective and
constraint functions on X with respect to η.
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Remark 15. All theorems in the subsequent parts of this paper will be proved only in the case when r 6= 0. The proofs in
the case when r = 0 are easier than in this one. This follows from the forms of inequalities which are given in Definitions
and Remarks 7–14. Moreover, without loss of generality, we shall assume that r > 0 (in the case when r < 0, the direction
some of the inequalities in the proofs of theorems should be changed to the opposite one).
Now, we give the sufficient conditions for the functions constituting the considered nondifferentiable multiobjective
programming problem (VP) to be d-r-type I objective and constraint functions.
Theorem 16. We assume that the functions fi, i = 1, . . . , k, and gj, j = 1, . . . ,m, are directionally differentiable at u ∈ X and
there exist functions η : X × X → Rn, αi : X × X → R+\{0}, βj : X × X → R+\{0}, and a real number r such that, for all x ∈ X,
fi (u+ λαi (x, u) η(x, u)) 5 ln
(
λerfi(x) + (1− λ)erfi(u)) 1r , 0 5 λ 5 1,
gj
(
u+ θβj (x, u) η(x, u)
)
5 ln
(
θ + (1− θ)ergj(u)) 1r , 0 5 θ 5 1, if r 6= 0
fi (u+ λαi (x, u) η(x, u)) 5 λfi(x)+ (1− λ)fi(u), 0 5 λ 5 1,
gj
(
u+ θβj (x, u) η(x, u)
)
5 θ + (1− θ)gj(u), 0 5 θ 5 1. if r = 0
Then f and g are d-r-type I objective and constraint functions at u on X.
Proof. By assumption, for all x ∈ X ,
fi (u+ λαi (x, u) η(x, u)) 5 ln
(
λerfi(x) + (1− λ)erfi(u)) 1r , 0 5 λ 5 1
and so,
αi (x, u)
erfi(u+λαi(x,u)η(x,u)) − erfi(u)
λαi (x, u)
5 erfi(x) − erfi(u).
By assumption, fi, i = 1, . . . , k, are directionally differentiable at u. Letting λ→ 0+, we obtain the inequality
rαi (x, u) erfi(u)f ′i (u; η(x, u)) 5 erfi(x) − erfi(u).
Hence,
1
r
erfi(x) =
1
r
erfi(u)
[
1+ rαi(x, u)f ′i (u; η (x, u))
]
. (14)
Analogously, by assumption, for all x ∈ X ,
gj
(
u+ θβj (x, u) η(x, u)
)
5 ln
(
θ + (1− θ)ergj(u)) 1r , 0 5 θ 5 1.
The last inequality can be rewritten as
βj (x, u)
ergj(u+θβj(x,u)η(x,u)) − ergj(u)
θβj (x, u)
5 1− ergj(u).
By assumption, gj, j = 1, . . . ,m, are directionally differentiable at u. Letting θ → 0+, we obtain the inequality
rβj (x, u) ergj(u)g ′j (u; η(x, u)) 5 1− ergj(u).
Thus,
1
r
=
1
r
ergj(u)
[
1+ rβj(x, u)g ′j (u; η (x, u))
]
. (15)
Hence, we conclude, by (14) and (15), that f and g are d-r-type I objective and constraint functions at u on X with respect
to η. 
3. Optimality conditions
Unlike problems with an unique objective, in which there may exist an optimal solution to the effect that it minimizes
the objective function, in vector optimization problem there does not necessarily exist a point which may be optimal for
all objectives. For such optimization problems minimization means in general obtaining (weak) Pareto optimal solutions in
the following sense:
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Definition 17. A feasible point x ∈ D is said to be a Pareto optimal solution (efficient solution) for (VP) if and only if there
exists no x ∈ D such that
f (x) ≤ f (x).
Definition 18. A feasible point x ∈ D is said to be a weak Pareto solution (weakly efficient solution, weak minimum) for
(VP) if and only if there exists no x ∈ D such that
f (x) < f (x).
Now, we need a constraint qualification to prove the next result.
Definition 19. The function g is said to satisfy the strict d-r-constraint qualification at x ∈ D if g is d-r-type I strictly
constraint function at x on D (with respect to η).
Remark 20. Note that the strict d-r-constraint qualification introduced in this paper is more general than the d-type
constraint qualification proposed in [18].
Now, we give the Karush–Kuhn–Tucker type necessary optimality conditions for directionally differentiable vector
optimization problems introduced in [2]. We prove these optimality conditions under assumption that the constraint
function g satisfies the introduced strict d-r-constraint qualification at x ∈ D.
Theorem 21 (Karush–Kuhn–Tucker Type Necessary Optimality Conditions). Let x be a (weak) Pareto optimal solution for (VP).
Assume that gj is continuous for j ∈ J˜(x), f , g are directionally differentiable at x with f ′ (x, η(x, x)), g ′J(x) (x, η(x, x)) pre-invex
functions of x on X, not necessarilywith respect to the function toη and,moreover, g satisfies the strict d-r-constraint qualification
at x (with respect to η). Then, there exist λ ∈ Rk, ξ ∈ Rm such that the following conditions are satisfied:
k∑
i=1
λif ′i (x; η(x, x))+
m∑
j=1
ξ jg
′
j (x; η(x, x)) = 0, ∀ x ∈ X, (16)
ξ jgj (x) = 0, j ∈ J, (17)
λ ≥ 0,
k∑
i=1
λ = 1, ξ = 0. (18)
Proof. Since x is a weak Pareto solution for (VP) then, using Fritz John Type Necessary Optimality Conditions (see, Theorem
10 [2]), there exist λ ∈ Rk, ξ ∈ Rm such that
k∑
i=1
λif ′i (x; η(x, x))+
m∑
j=1
ξ jg
′
j (x; η(x, x)) = 0, ∀ x ∈ X, (19)
ξ jgj (x) = 0, j ∈ J, (20)
λ = 0, ξ = 0,
(
λ, ξ
) 6= 0. (21)
Now, we prove that λ 6= 0. We proceed by contradiction. Suppose that λ = 0. Then, by (19),
m∑
j=1
ξ jg
′
j (x; η(x, x)) = 0 ∀ x ∈ X . (22)
By assumption, the constraint function g is assumed to satisfy the strict d-r-constraint qualification at x with respect to η.
Therefore g is a d-r-type I strictly constraint function at x on D. Hence, by Remark 8, for any j ∈ J , the following inequality
1
r
>
1
r
ergj(x)
[
1+ rβj (x, x) g ′j (u; η (x, x))
]
(23)
holds for all x ∈ D, x 6= x. Since λ = 0, then, by (21), it follows that ξ 6= 0. Then, for any ξ j 6= 0, j ∈ J (x), the inequality
above gives
1
r
ξ j
[
e
r
ξ j
ξ jgj(x) − 1
]
> βj (x, x) ξ jg
′
j (x; η (x, x)). (24)
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Using (24) together with (20), we get, for any j ∈ J (x),
βj (x, x) ξ jg
′
j (x; η (x, x)) < 0.
Since βj (x, x) > 0, j ∈ J , then the following inequality
ξ jg
′
j (x; η (x, x)) < 0
holds for any j ∈ J (x) and all x ∈ D, x 6= x. Taking into account the indices j 6∈ J (x), that is, the indices of these constraints
for which the corresponding Lagrange multiplier ξ j is equal to 0, we obtain that the inequality
m∑
j=1
ξ jg
′
j (x; η (x, x)) < 0
holds for all x ∈ D, x 6= x, which contradicts (22). Hence, λ 6= 0 and we can take∑ki=1 λi = 1. This completes the proof of
theorem. 
Remark 22. In [2], the Lagrange multiplier λ ∈ Rk has been lost in the Karush–Kuhn–Tucker type necessary optimality
condition (16) in the publication process. In Theorem 21, we have corrected this condition.
Theorem 23. Let x be a feasible solution in the considered multiobjective programming problem (VP) and the Karush–Kuhn–
Tucker necessary optimality conditions (16)–(18) be satisfied at x. Moreover, assume that f and g are d-r-type I objective and
constraint functions at x on D with respect to η. Then x is a weak Pareto solution for (VP).
Proof. We proceed by contradiction. Suppose that x is not a weak Pareto solution in (VP). Then there exists x˜ ∈ D such that
f (x) < f (˜x) . (25)
Since f and g are d-r-type I objective and constraint functions with respect to η at x on D, then, by Remark 8, we have
1
r
erfi (˜x) =
1
r
erfi(x)
[
1+ rαi (˜x, x) f ′i (x; η (˜x, x))
]
, i ∈ I,
1
r
=
1
r
ergj(x)
[
1+ rβj (˜x, x) g ′j (x; η (˜x, x))
]
, j ∈ J.
By assumption, the Karush–Kuhn–Tucker necessary optimality conditions (16)–(18) are satisfied at x. Since αi (˜x, x) > 0,
i ∈ I and βj (˜x, x) > 0, j ∈ J , then using (18), we obtain
1
r
k∑
i=1
λi
αi (˜x, x)
[
er(fi (˜x)−fi(x)) − 1] = k∑
i=1
λif ′i (x; η(˜x, x)) , (26)
1
r
m∑
j=1
ξ j
βj (˜x, x)
[
e−rgj(x) − 1] = m∑
j=1
ξ jg
′
j (x; η (˜x, x)). (27)
Thus, using (25) together with αi (˜x, x) > 0, i ∈ I ,
1
r
k∑
i=1
λi
αi (˜x, x)
[
er(fi (˜x)−fi(x)) − 1] < 0,
and so, by (26),
k∑
i=1
λif ′i (x, η( x˜, x)) < 0. (28)
Using the Karush–Kuhn–Tucker necessary optimality condition (17) together with (18), we get, for any j ∈ J (x), such that
ξ j > 0. Therefore, for any j ∈ J (x),
1
r
ξ j
βj (˜x, x)
[
e
− r
ξ j
ξ jgj(x) − 1
]
= 0. (29)
Taking into account indices j 6∈ J(x), for which the corresponding Lagrange multiplier ξ j = 0, we obtain from (29),
1
r
∑
j∈J(x)
ξ j
βj (˜x, x)
(
e
− r
ξ j
ξ jgj(x) − 1
)
+ 1
r
∑
j6∈J(x)
ξ j
βj (˜x, x)
(
e−rgj(x) − 1) = 0. (30)
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Thus, by (27) and (30), it follows that
m∑
j=1
ξ jg
′
j (x; η (˜x, x)) 5 0. (31)
Adding both sides of (28) and (31), we get the inequality
k∑
i=1
λif ′i
(
x; η(x˜, x))+ m∑
j=1
ξ jg
′
j
(
x; η(x˜, x)) < 0,
which contradicts the Karush–Kuhn–Tucker necessary optimality condition (16) and completes the proof of theorem. 
Now, we give the sufficient optimality conditions for a feasible point x satisfying the Karush–Kuhn–Tucker necessary
optimality conditions to be a Pareto optimal in the considered nondifferentiablemultiobjective programming problem (VP).
Theorem 24. Let x be a feasible solution for (P) and the Karush–Kuhn–Tucker necessary optimality conditions (16)–(18) be
satisfied at x. Moreover, we assume that f and g are d-r-type I strictly objective and constraint functions at x on D with respect
to η. Then x is a Pareto solution for (VP).
Proof. Follows along the lines of proof of Theorem 23. 
Remark 25. If f and g are assumed in Theorem 24 to be d-r-type I objective and constraint functions at x on Dwith respect
to η, then, to prove Pareto optimality of x in (VP), the Lagrange multiplier λ should be assumed to satisfy λ > 0.
We now establish the sufficient optimality conditions for weak Pareto optimality in nondifferentiable multiobjective
programming problem (VP), in which the involved functions are generalized d-r-type I objective and constraint functions.
Theorem 26. Let x be a feasible solution for (VP) and the Karush–Kuhn–Tucker necessary optimality conditions (16)–(18) be
satisfied at x with the Lagrange multipliers λ ∈ Rk and ξ ∈ Rm. Moreover, assume that λf and ξg are d-r-pseudo-quasi-type I
objective and constraint functions at x on D with respect to η. Then x is a weak Pareto solution for (VP).
Proof. By assumption, the Karush–Kuhn–Tucker necessary optimality conditions (16)–(18) are satisfied at the feasible point
xwith the Lagrangemultipliersλ ∈ Rk and ξ ∈ Rm. Moreover,λf and ξg are d-r-pseudo-quasi-type I objective and constraint
functions at x on Dwith respect to η. Then, by Definition 12, the following inequalities
k∑
i=1
λif ′i (x; η (x, x)) = 0 H⇒
1
r
k∑
i=1
ϑi (x, x)
(
er(λifi(x)−λifi(x)) − 1
)
= 0 (32)
1
r
m∑
j=1
δj (x, x)
[
e−rξ jgj(x) − 1
]
5 0 H⇒
m∑
j=1
ξ jg
′
j (x; η (x, x)) 5 0 (33)
hold for all x ∈ D. We now use the Karush–Kuhn–Tucker necessary optimality condition (17) together with δj (x, x) > 0,
j ∈ J . Then, we obtain, for any j ∈ J ,
1
r
m∑
j=1
δj (x, x)
[
e−rξ jgj(x) − 1
]
= 0.
Hence, by (33), the inequality
m∑
j=1
ξ jg
′
j (x; η (x, x)) 5 0 (34)
holds for all x ∈ D. Then, by the Karush–Kuhn–Tucker necessary optimality condition (16), it follows that the inequality
k∑
i=1
λif ′i (x; η(x, x)) = 0
holds for all x ∈ D. Hence, by (32), the inequality
1
r
k∑
i=1
ϑi (x, x)
(
er(λifi(x)−λifi(x)) − 1
)
= 0 (35)
holds for all x ∈ D. We proceed by contradiction. Suppose that x is not a weak Pareto solution in (VP). Then there exists
x˜ ∈ D such that
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f (x) < f (˜x) . (36)
By definition, ϑi (˜x, x) > 0, i ∈ I . Using the Karush–Kuhn–Tucker necessary optimality condition (18) together with (36),
we get the following inequality
1
r
k∑
i=1
ϑi (˜x, x)
(
er(λifi (˜x)−λifi(x)) − 1
)
< 0.
Since x˜ ∈ D, this contradicts the inequality (35). 
To prove Pareto optimality of a feasible solution x satisfying the Karush–Kuhn–Tucker necessary optimality conditions
(16)–(18), some stronger generalized d-r-type I assumption imposed on the functions f and g is needed.
Theorem 27. Let x be a feasible solution for (VP) and the Karush–Kuhn–Tucker necessary optimality conditions (16)–(18) be
satisfied at x with the Lagrange multipliers λ ∈ Rk and ξ ∈ Rm. Moreover, assume that the functions λf and ξg are d-r-pseudo-
quasi-type I strictly objective and constraint functions with respect to η at x on D. Then x is a Pareto solution in problem (VP).
Remark 28. If the functions λf and ξg are assumed in Theorem 27 to be d-r-pseudo-quasi-type I objective and constraint
functions with respect to η at x on D, then the Lagrange multiplier λ should be assumed to satisfy λ > 0.
In order to illustrate the results obtained, we shall give an example of a nondifferentiable multiobjective optimization
problem, in which the optimality conditions will be obtained by the application of our optimality conditions, whereas it will
be impossible to apply for this purpose the sufficient optimality conditions from [21].
Example 29. We consider the following nondifferentiable multiobjective programming problem
f (x) = (ln (ln (|x| + e)) , ln (arctan |x| + 1))
g(x) = ln (x2 − |x| + 1) 5 0,
X = R.
(VP)
Note that the set of all feasible solutions in the considered multiobjective programming problem D = {x ∈ R : −1 5 x 5 1}.
We set η(x, x) = 2 |x|. Then, the functions f and g constituting the considered nondifferentiable multiobjective
programming problem (VP) are, by Remark 8, 1-type I strictly objective and strictly constraint functions at x = 0 on D
with respect to the defined function η, where α1 (x, x) = 12(x2+2|x|+5) , α2 (x, x) = 14(|x|+1) , β (x, x) = 1. Note that g is
continuous and f , g are directionally differentiable at x. We have f ′1 (x; η(x, x)) = 1e |η(x, x)|, f ′2 (x; η(x, x)) = |η(x, x)| and
g ′ (x; η(x, x)) = − |η(x, x)|. It is not difficult to prove that f ′ (x; η(x, x)) and g ′ (x; η(x, x)) are pre-invex on R, for example,
with respect to
η˜ (x, u) =

x− u if x = 0, u = 0
x− u if x < 0, u < 0
−x− u if x = 0, u < 0
−x− u if x < 0, u = 0.
Hence, f ′ (x; η(x, x)) and g ′ (x; η(x, x)) are also pre-invex at x = 0 with respect to η˜. Since all hypotheses of Theorem 23
are fulfilled, then x = 0 is a Pareto solution in the considered nondifferentiable multiobjective programming problem (VP).
Moreover, we also note that g ′ (x; η(x, x)) is concave function of x on R. Therefore, we can not use the necessary optimality
conditions from [21]. Since f and g are 1-type I strictly objective and strictly constraint functions at x = 0 onD, then also the
sufficient optimality conditions from [18] are not applicable in this case. Whereas the sufficient optimality conditions from
Theorems 21 and 24 are applicable for the considered nondifferentiable multiobjective programming problem, to prove
Pareto optimality of the feasible point x = 0.
4. Mond–Weir duality
Now, in relation to the nondifferentiable multiobjective optimization problem (VP) from Section 3, we consider the
following multiobjective dual problem in the format of Mond–Weir [15]
f (y) = (f1(y), f2(y), . . . , fk(y))→ max
k∑
i=1
λif ′i (y; η(x, y))+
m∑
j=1
ξjg ′j (y; η(x, y)) = 0 ∀x ∈ D
ξjgj(y) = 0, j = 1, . . . ,m,
λ ∈ Rk, λ ≥ 0, λe = 1,
ξ ∈ Rm, ξ = 0,
(MWD)
where e = (1, . . . , 1) ∈ Rk.
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Let
W =
{
(y, λ, ξ) ∈ X × Rk × Rm :
k∑
i=1
λif ′i (y; η(x, y))+
m∑
j=1
ξjg ′j (y; η(x, y)) = 0 ∀x ∈ D,
ξjgj(y) = 0, j ∈ J, λ ∈ Rk, λ ≥ 0,
k∑
i=1
λi = 1, ξ ∈ Rm, ξ = 0
}
denote the set of all feasible points in problem (MWD).
We denote by prXW the projection of the setW on X .
Theorem 30 (Weak Duality). Let x and (y, λ, ξ) be feasible points in (VP) and (MWD), respectively. If f and g are d-r-type I
objective and constraint functions at y on D ∪ prXW, then f (x) 6< f (y).
Proof. We proceed by contradiction. Suppose that
f (x) < f (y) . (37)
By assumption, f and g are d-r-type I objective and constraint functions with respect to η at y on D ∪ prXW . Then, by
Definition 7, the following inequalities
1
r
erfi(x) =
1
r
erfi(y)
[
1+ rαi (x, y) f ′i (y; η (x, y))
]
, i ∈ I,
1
r
=
1
r
ergj(y)
[
1+ rβj (x, y) g ′j (y; η (x, y))
]
, j ∈ J
hold for all x ∈ D. Thus, using the feasibility of (y, λ, ξ) in (MWD), we get
1
r
k∑
i=1
λi
αi (x, y)
[
er(fi(x)−fi(y)) − 1] = k∑
i=1
λif ′i (y; η (x, y)), (38)
1
r
m∑
j=1
ξj
βj (x, y)
[
e−rgj(y) − 1] = m∑
j=1
ξjg ′j (y; η (x, y)). (39)
Since αi (x, y) > 0 and λ ≥ 0, then, by (37) and (38),
k∑
i=1
λif ′i (y; η (x, y)) < 0. (40)
Using the feasibility of (y, λ, ξ) in (MWD) together with βj (x, y) > 0, we get from (39),
m∑
j=1
ξjg ′j (y; η (x, y)) 5 0. (41)
Adding both sides of inequalities (40) and (41), we obtain the inequality
k∑
i=1
λif ′i (y; η (x, y))+
m∑
j=1
ξjg ′j (y; η (x, y)) < 0,
which is a contradiction to the feasibility of (y, λ, ξ) in (MWD). 
If we assume that f and g are d-r-type I strictly objective and constraint functions at y on D ∪ prXW , then we obtain a
stronger result.
Theorem 31 (Weak Duality). Let x and (y, λ, ξ) be feasible points in problems (VP) and (MWD), respectively. If f and g are
d-r-type I strictly objective and constraint functions at y on D ∪ prXW then f (x)  f (y).
Now, the weak duality theorem is proved under generalized type I objective and constraint functions assumption.
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Theorem 32 (WeakDuality). Let x and (y, λ, ξ) be feasible points for (VP) and (MWD), respectively. If λf and ξg are d-r-pseudo-
quasi-type I objective and constraint functions with respect to η at y on D ∪ prXW. Then f (x) 6< f (y).
Proof. Suppose, contrary to what we desire to show, that
f (x) < f (y) . (42)
By assumption, f and g are d-r-pseudo-quasi-type I functions with respect to η at y on D ∪ prXW . Since ϑi (x, y) > 0 and
λ ≥ 0, then, by (42), the following inequality is satisfied
1
r
k∑
i=1
ϑi (x, y)
(
er(λifi(x)−λifi(y)) − 1) < 0. (43)
Therefore, by Definition 12 and (43), we get
k∑
i=1
λif ′i (y; η (x, y)) < 0. (44)
Using the feasibility of (y, λ, ξ) in (MWD) together with δj (x, y) > 0, j ∈ J , we obtain
1
r
m∑
j=1
δj (x, y)
[
e−rξjgj(y) − 1] 5 0. (45)
Then, using (45) together with Definition 12, the following inequality is satisfied
m∑
j=1
ξjg ′j (y; η (x, y)) 5 0. (46)
Adding both sides of inequalities (44) and (46), we obtain the inequality
k∑
i=1
λif ′i (y; η (x, y))+
m∑
j=1
ξjg ′j (y; η (x, y)) < 0,
which contradicts the first constraint of (MWD). 
Theorem 33 (Strong Duality). Let x be a weak Pareto solution or a Pareto solution for (VP) and the strict d-r-constraint
qualification be satisfied at x. Further, assume that f and g be directionally differentiable at x with f ′ (x, η(x, x)), g ′J(x) (x, η(x, x))
pre-invex functions on X, and gj is continuous for j ∈ J˜(x). Then there exist λ ∈ Rk and ξ ∈ Rm such that
(
x, λ, ξ
)
is feasible in
(MWD). If also all hypotheses of the weak duality theorem (Theorem 30 or Theorem 31 or Theorem 32) are fulfilled, then
(
x, λ, ξ
)
is a weak maximum (maximum) in (MWD).
Proof. By assumption, x is a weak Pareto solution in (VP) and the strict d-r-constraint qualification is satisfied at x. Then,
there exist λ ∈ Rk and ξ ∈ Rm such that the Karush–Kuhn–Tucker necessary optimality conditions (16)–(18) are satisfied.
Then, by the Karush–Kuhn–Tucker necessary optimality conditions (16)–(18),
(
x, λ, ξ
)
is feasible in the considered dual
problem (MWD). Now, we assume that all hypotheses of the weak duality theorem (Theorem 30 or 32) are fulfilled. We
now show
(
x, λ, ξ
)
that is a weak maximum in (MWD). Suppose that
(
x, λ, ξ
)
is not so. Then, there exists
(˜
y, λ˜, ξ˜
)
feasible
in (MWD) such that the following inequality is satisfied
f (x) < f (˜y) .
But the inequality above contradicts the weak duality theorem (Theorem 30 or 32) between the primal multiobjective
programming problem (VP) and its dual optimization problem (MWD). Thus,
(
x, λ, ξ
)
is a weak maximum in the dual
problem (MWD). 
Theorem 34 (Converse Duality). Let
(
y, λ, ξ¯
)
be a (weak) maximum for (MWD) and f and g be (d-r-type I objective and
constraint functions) d-r-type I strictly objective and constraint functions at y on D∪ prXW with respect to η. Then y is a (weak)
Pareto optimal solution in (VP).
Proof. We proceed by contradiction. Suppose that y is not weak Pareto optimal in (VP). Then, there exists x˜ feasible in (VP)
such that
f (˜x) < f (y) . (47)
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Since f and g are d-r-type I objective and constraint functions at y on D∪ prXW with respect to η, then, by Definition 7, the
following inequalities
1
r
erfi(x) =
1
r
erfi(y)
[
1+ rαi (x, y) f ′i (y; η (x, y))
]
, i ∈ I,
1
r
=
1
r
ergj(y)
[
1+ rβj (x, y) g ′j (y; η (x, y))
]
, j ∈ J
hold for all x ∈ D. Hence, they are also satisfied for x = x˜. Thus,
1
r
k∑
i=1
λi
αi (˜x, y)
[
er(fi (˜x)−fi(y)) − 1] = k∑
i=1
λif ′i (y; η (˜x, y)), (48)
1
r
m∑
j=1
ξj
βj (˜x, y)
[
e−rgj(y) − 1] = m∑
j=1
ξjg ′j (y; η (˜x, y)). (49)
Since αi (˜x, y) > 0 and λ ≥ 0, λe = 1, then, by (47) and (48),
k∑
i=1
λif ′i (y; η (˜x, y)) < 0. (50)
Using the feasibility of
(
y, λ, ξ¯
)
in (MWD) together with βj (˜x, y) > 0, j ∈ J , we get
m∑
j=1
ξjg ′j (y; η (˜x, y)) 5 0. (51)
Adding both sides of inequalities (50) and (51), we obtain the inequality
k∑
i=1
λif ′i (y; η (x, y))+
m∑
j=1
ξjg ′j (y; η (x, y)) < 0,
which contradicts the first dual constraint of (MWD). 
Theorem 35 (Strict Converse Duality). Let x and
(
y, λ, ξ¯
)
be feasible solutions in (VP) and (MWD), respectively, such that
1
r
k∑
i=1
λierfi(x) 5
1
r
k∑
i=1
λierfi(y) if r 6= 0,
k∑
i=1
λifi(x) 5
k∑
i=1
λifi(y) if r = 0.
(52)
Moreover, we assume that f and g are d-r-type I strictly objective and constraint functions at y on D ∪ prXW with respect to η,
α and β , where αi (x, y) = 1, i ∈ I . Then x = y, that is, y is a Pareto optimal solution in the primal multiobjective programming
problem (VP).
Proof. We proceed by contradiction. Suppose that x 6= y. By assumption, f and g are d-r-type I strictly objective and
constraint functions at y on D∪ prXW with respect η. Using the feasibility of
(
y, λ, ξ¯
)
in (MWD) together with βj (˜x, y) > 0,
j ∈ J , we get
1
r
m∑
j=1
ξ¯j
βj (x, y)
[
e−rgj(y) − 1] 5 0.
Then, by Definition 7,
m∑
j=1
ξ¯jg ′j (y; η (x, y)) 5 0.
Since
(
y, λ, ξ¯
)
is feasible in (MWD), then the first constraint of (MWD) implies
k∑
i=1
λif ′i (y; η (x, y)) = 0.
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By assumption, αi (x, y) = 1, i ∈ I . Since λ ≥ 0, then, by Remark 8, we obtain the following inequality
1
r
k∑
i=1
λierfi(x) >
1
r
k∑
i=1
λierfi(y),
which is a contradiction to (52). By the weak duality theorem (Theorem 31), we conclude that y is a Pareto optimal solution
in the primal multiobjective programming problem (VP). 
5. Wolfe duality
Now, we consider duality in the sense of Wolfe [20] for the considered nondifferentiable multiobjective programming
problem (VP). We show that the d-r-type I notion with r 6= 0 is not a sufficient condition to prove weak duality between the
primal problem (VP) and its Wolfe duals. For the considered nondifferentiable multiobjective programming problem (VP),
we define the following Wolfe dual problem as follows
maximize f (y)+
m∑
j=1
ξjgj(y)e
k∑
i=1
λif ′i (y; η(x, y))+
m∑
j=1
ξjg ′j (y; η(x, y)) = 0 ∀x ∈ D,
λ ∈ Rk, λ ≥ 0,
k∑
i=1
λ = 1, ξ ∈ Rm, ξ = 0, y ∈ X, e = (1, . . . , 1) ∈ Rk.
(WD)
Let
W˜ =
{
(y, λ, ξ) ∈ X × Rk × Rm :
k∑
i=1
λif ′i (y; η(x, y)) +
m∑
j=1
ξjg ′j (y; η(x, y)) = 0,
∀x ∈ D, λ ∈ Rk, λ ≥ 0,
k∑
i=1
λ = 1, ξ ∈ Rm, ξ = 0, y ∈ X
}
denote the set of all feasible points of (WD).
We denote by Y = {y ∈ X : (y, λ, ξ) ∈ W˜}.
In the next example, we show that, although the functions f and g are assumed to be d-r-type I objective and constraint
functions with respect to the same function η, where r 6= 0, Wolfe weak duality does not hold between (VP) and (WD).
Thus, we show that d-r-type I objective and constraint functions notion, where r 6= 0, is not a sufficient condition for Wolfe
weak duality between (VP) and (WD) to hold.
Example 36. We consider the following multiobjective programming problem
f (x) = (ln (|x| + 1) , ln (|x| − 1))→ min
g(x) = − ln (x2 − |x| + 1) 5 0,
X = {x ∈ R : x < −1 ∨ x > 1} .
(VP)
We set
η(x, y) =

− 1
2y+ 1 if − y > |x| > 1
1
2y+ 1 if |x| > −y > 1
0 if |x| = |y| > 1
1
2y− 1 if |x| > y > 1
− 1
2y− 1 if y > |x| > 1
and its dual problem in the sense of Wolfe for (VP)(
ln(|y| + 1)− ξ ln(y2 − |y| + 1), ln (|y| − 1)− ξ ln (y2 − |y| + 1))→ max
2∑
i=1
λif ′i (y, η(x, y))+ ξg ′(y, η(x, y)) = 0, ∀x ∈ D,
λ ∈ R2, λ ≥ 0, λ1 + λ2 = 1, ξ ∈ R, ξ = 0.
(WD)
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If we set
α1(x, y) =

− (2y+ 1) (−y+ 1) −y− |x||x| + 1 if − y > |x| > 1
− (2y+ 1) (−y+ 1) |x| + y|x| + 1 if |x| > −y > 1
1 if |x| = |y| > 1
(2y− 1) (y+ 1) |x| − y|x| + 1 if |x| > y > 1
(2y− 1) (y+ 1) y− |x||x| + 1 if y > |x| > 1
α2(x, y) =

− (2y+ 1) (−y− 1) (−y− |x|) if − y > |x| > 1
− (2y+ 1) (−y− 1) (|x| + y) if |x| > −y > 1
1 if |x| = |y| > 1
(2y− 1) (y− 1) (|x| − y) if |x| > y > 1
(2y− 1) (y− 1) (y− |x|) if y > |x| > 1
β1(x, y) =
y
2 + y if − y > |x| > 1
1 if |x| = −y > 1 ∨ |x| = y > 1
y2 − y if y > |x| > 1
then, by Definition 7, f and g are d-(−1)-type I objective and constraint functions at any point y ∈ Y ={
y ∈ R : (y, λ, ξ) ∈ W˜} on D ∪ Y with respect to the functions η, α and β defined above. Note that g is continuous and
f , g are directionally differentiable functions. However, theWolfe weak duality theorem is not satisfied between the primal
problem (VP) and its dual problem in the sense of Wolfe (WD), that is, the following relation
f (x) 6< f (y)+ ξg(y)e
is not satisfied for each x ∈ D and each (y, λ, ξ) ∈ W˜ . Indeed, for the feasible solutions x = 1, 01 and (y, λ, ξ) =( 3
2 , (0, 9999, 0, 0001) , 0, 351
)
in (VP) and (WD), respectively, the relation above is not satisfied.
Remark 37. As follows from the example above, Wolfe weak duality between the multiobjective programming problem
(VP) and its Wolfe duals is not satisfied under the assumption that all functions involved in (VP) are d-r-type I objective
and constraint functions, where r 6= 0, (with respect to the same function η). However, if all functions constituting the
nondifferentiablemultiobjective programmingproblem (VP) are assumed to be d-r-type I objective and constraint functions,
where r = 0, the weak duality theorem in the sense of Wolfe holds between (VP) and (WD) (see [18]).
6. Conclusion
The main conclusion of the paper is that elementary relaxations of the conditions defining invexity lead to modified
invexity notions, which are sufficient for the Karush–Kuhn–Tucker necessary optimality conditions, but they are not
sufficient for Wolfe weak duality. Hanson [9] introduced invexity notion for scalar differentiable optimization problems
and he proved that this property is sufficient to prove both the sufficiency of the Karush–Kuhn–Tucker necessary optimality
conditions and the weak duality theorem in the sense of Wolfe. In this paper, we define various classes of (generalized) d-r-
type I objective and constraint functions for directionally differentiable multiobjective programming problems. In this way,
we generalize Hanson’s definition of invexity notion for nondifferentiable vector optimization problems. Further, the type I
objective and constraint functions notion introduced earlier in the scalar differentiable case in [10] and for nondifferentiable
vector optimization problems in [18] are also extended. It is also known that the notions of type I objective and constraint
functions introduced earlier in [10,18] are sufficient to prove both the sufficiency of the Karush–Kuhn–Tucker necessary
optimality conditions and weak duality in the sense of Wolfe. However, the relaxation of the type I objective and constraint
functions notion introduced in this paper is also sufficient condition to prove the sufficiency of the Karush–Kuhn–Tucker
necessary optimality conditions, but it is not sufficient to establish Wolfe weak duality between the primal multiobjective
programming problemand itsWolfe duals. Thus,we have shown that there exist classes of directionally differentiable vector
optimization problems in which functions involved possess somemodified invexity notion, but this invexity property is not
sufficient to prove duality results in the sense of Wolfe.
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