This paper discusses a cascaded delta delta-sigma modulator, in which a delta-sigma modulator cancels out the error of a delta modulator. Analysis and simulation show that the modulator outperforms conventional modulators of similar order when the input process is correlated.
INTRODUCTION
The advantages of oversampled modulation for analogueto-digital (AD) conversion are well known [ 11. Firstly, sharp anti-aliasing is moved from the analogue to the digital domain, in which implementation is simpler. Secondly, oversampling creates a band of frequencies, above the Nyquist rate, into which quantisation noise can be shaped. Subsequent filtering and down-sampling removes most of this noise. Thirdly, an increase in modulator complexity may be traded for an increase in noise shaping.
Figure 1 introduces a cascaded delta delta-sigma (D2S) modulator, where a delta-sigma modulator converts the prediction error of a delta modulator. The D2S modulator outperforms conventional modulators of similar order for a limited class of input, namely correlated input processes. If the input to an A/D converter (ADC) is correlated then taking the difference between the input and a simple prediction of the input reduces the dynamic range of the signal. Modulating this difference signal' is less demanding than modulating the original input signal.
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Figure 1: A cascaded delta delta-sigma (D2S) modulator
ANALYSIS
The lower half of Figure 1 shows a delta modulator with input x(t) and output yd[n]. Sampling the signal x(t) at many times the Nyquist rate 2fB decreases the time between consecutive samples x[n] and x[n-l] and increases their correlation [2]. Thus, as the oversampling ratio m increases, the dynamic range of the difference x[n]-x[n-1] decreases compared to the dynamic range of x[n]. Delta modulation essentially quantises this difference.
The feedback signal yd(t) in the delta modulator predicts the input x(t). If the prediction is'less than the input, the ADC outputs a proportionate positive integer, making the D/A converter (DAC) output a positive signal to increase the prediction. If the prediction is more than the input, the ADC outputs a negative integer causing the DAC to output a negative signal to decrease the prediction. The digital accumulator (ACC) is simply an up/down counter that increments or decrements the output word using the integer updates from the ADC.
Whereas the integration in the feedback path of the delta modulator is analogue, the integration (ACC) in its output path is digital. Providing the leakage in the analogue integrator is controlled or compensated, the digital output yd[n] will approximate the analogue prediction Yd(t) [ 3 ] .
Figure 1 also shows a first-order delta-sigma modulator with input d(t) and output yds[n]. Since oversampling creates a bandfB I IfrfB that is later removed by decimation, delta-sigma modulation shapes the quantisation noise into this band. The integrator in the delta-sigma modulator keeps the average value of the input d(t) equal to the average value of the feedback yds(t) which forces most of the quantisation noise in yd,[n] to higher frequencies [3]. Only the noise & ( z ) of the delta-sigma modulator appears at the output of the D2S modulator and it is shaped towards high frequencies. The delta-sigma modulator cancels out the noise E & ) of the delta modulator.
Comparing (2) and (3), it is clear that the formulation of in-band noise power 02 for D2S modulation is identical to that of first-order delta-sigma modulation, i.e. [ I] 2 r20," -.'e,", 3m3 36m3
where 6 : is the power in the noise signal eds[n] and Qds is the step-size of the delta-sigma quantiser. Since the quantisation error eds[n] is assumed to be uniformly distributed from -&/2 to +e,&, 6 : equals Qd,2/12. Although D2S modulation appears to have the same in-band noise power as first-order delta-sigma modulation, there is a difference.
The step-size of a delta-sigma quantiser is chosen so that the range of reference levels can accommodate the range of the input signal plus some circulating noise [l]. Thus, denoting the maximum amplitude of the input by a, the in-band noise power for first-order delta-sigma modulation, where N is the number of quantisation bits, is
For DDS modulation, the input to the delta-sigma modulator is d(t) not x(t). Thus, Qds does not depend on the dynamic range a of the input signal x(t) but on the dynamic range of the prediction error d (t) . If the maximum slew rate Idxldtl of the input is denoted 6, and the sampling period is T = 1/2mfs, then the input may change by up to k8T each period. Assuming the prediction is able to follow the input, the prediction error is bounded by kcW and, for D2S modulation, the in-band noise is
For the prediction to follow the input, the range of the reference levels in the delta quantiser must cover -8T to +cW. Therefore, the step-size of the delta quantiser is . A smaller Qd may mean that the prediction will not be able to follow the input, causing a significant increase in noise when the input changes too quickly. However, using a larger Qd may increase the granular noise since the prediction often alternates above and below the input during periods of slow change. Optimal choice of Qd therefore depends on the probability distribution of slew rates for the input signals.
For comparison, the noise power formulae for delta modulation alone and second-order delta-sigma modulation are given in (8) and (9) respectively [I] .
Doubling the oversampling ratio m in either first-order delta-sigma or delta modulation decreases the noise power by a factor of eight and, hence, increases the signal-tonoise ratio (SNR) by 9 dB. Doubling m in either secondorder delta-sigma or D2S modulation decreases the noise power by a factor of 32 and, hence, increases the S N R by 15 dB. Whereas the dynamic range a o f the input does not limit the performance of delta modulation and D2S modulation, the maximum slew rate 6does. The reverse is true for delta-sigma modulation. Delta, first and second-order delta-sigma and D2S modulation were simulated in Matlab. Test signals x(t) were realisations of a process X(t), shown in Figure 3 , composed of two white processes A(t) and B(t), both generated from uniformly distributed random numbers. A white process is uncorrelated and has a uniform power spectral density (PSD) [2] . Process A(t) has a bandwidth v1 I f A with a PSD equal to U and process B(t) has a bandwidth v1 I f B with a PSD equal to b. Because they are statistically independent, the PSD of the sum of the two processes equals the sum of their PSDs. The Nyquist rate of X(t) is 2fB, since f B 2fA, but X(t) is oversampled atfs = 2mfB. constructed for simulation purposes Three simulations were undertaken, varying the oversampling ratio m, the bandwidth ratio fBFA and the power ratio ufA/bfB (the power ratio corresponds to the ratio of dynamic ranges). For each configuration, ten sample signals x ( t ) were generated and the S N R was averaged over these realisations. The D2S modulator was implemented with two one-bit ( N = 1) quantisers (with Qd equal to Qds). To keep the total bit-rate constant, the delta modulator and delta-sigma modulators (first and second-order) were implemented with two-bit ( N = 2) quantisers. Figure 4 shows the S N R performance of the four modulators versus the oversampling ratio. For this simulation, both the bandwidth and the power ratio are set to a value of 64, meaning that process A(t) has 8 times the dynamic range within 1/64 times the bandwidth of process B(t). Process X ( t ) is then a slowly varying signal of high dynamic range superimposed on a quickly varying signal of low dynamic range. There is therefore sufficient correlation between consecutive samples for the predictive modulators (delta and D2S) to outperform the other two. For an oversampling ratio of 32 and a power ratio of 64, Figure 5 plots the S N R of the modulators versus the bandwidth ratio. The bandwidth ratio f B F A corresponds to the separation, in rate of variation, between the processes A(t) and B(t). The leftmost point, in Figure 5 , corresponds to a unit ratio, wherefA equals f B . At this point, X(t) is the sum of two white processes of equal bandwidth but different average power. Such a process is relatively uncorrelated so the delta-sigma modulators are slightly better than the predictive modulators. However, the whiteness of X(t) decreases quickly as the bandwidth ratio increases, which increases correlation and allows each predictive modulator to surpass the delta-sigma modulator of similar order.
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As expected, Figure 4 shows that S N R improves with increasing m. The S N R of the first-order modulators (deltasigma and delta) increases by 9 dB per octave while the second-order modulators (delta-sigma and D2S) improve by 15 dB per octave, consistent with the theory. Except at low oversampling ratios, D2S modulation gives the best results. First-order modulation is better than second, for low m values, because the constants in ( 5 ) and (8) are smaller than the ones in (9) and (6) respectively.
Bandwidth Ratio Figure 5 : Modulator signal-to-noise ratio versus thc bandwidth ratio of the test process
The performance of the delta-sigma modulators is not affected much by the bandwidth ratio. Increasing the ratio does not change the maximum amplitude of X(t) since the dynamic range of A(t) and B(t) are unaffected. However, the maximum slew rate of X(t) decreases as fB/jA increases since the rate of variation of A(t), which accounts for most of the power in X ( t ) , decreases. Thus, the SNR of predictive modulation increases with increasing bandwidth ratio. However, the SNR eventually saturates since A(t) behaves like a large DC signal with a random amplitude for high bandwidth ratios (i.e. above 16), which limits the maximum slew rate of X(t) to the maximum slew rate of B(t).
As shown in Figure 4 , second-order surpasses first-order modulation once m is sufficiently high. Each second-order modulator (delta-sigma and D2S) is better than its firstorder counterpart (delta-sigma and delta) because of an increase in or, simply, the use of noise shaping. This result is also evident in Figure 6 , which charts the S N R performance of the four modulators against the power ratio a&/& of the test process. The oversampling ratio was 32 for this simulation and the bandwidth ratio was 64. Power Ratio Figure 6 : Modulator signal-to-noise ratio versus the power ratio of the test process A unit power ratio, at the centre of Figure 6 , corresponds to A(t) and B(t) having equal dynamic range. D2S modulation is then slightly worse than second-order delta-sigma modulation but delta modulation is better than first-order delta-sigma modulation. At the left end of the graph, A(t) has one tenth the dynamic range of B(t). D2S modulation is then worse than second-order delta-sigma modulation while delta modulation and first-order delta-sigma modulation are similar. However, when A(t) has a larger dynamic range than B(t), each predictive modulator is much better than the delta-sigma modulator of similar order.
The performance of the delta-sigma modulators does not really change with an increasing power ratio since a change in the dynamic range of X ( t ) affects both the signal power and noise power equally, leaving the S N R results of the delta-sigma modulators unchanged. However, the correlation in X ( t ) increases with an increasing power ratio afAlbfs since more power is allocated to the slowly varying component A(t). As a result, the SNR results of predictive modulation improve with increasing power ratio.
CONCLUSION
This paper has investigated circuitry that improves A/D conversion of oversampled signals for a certain type of input. Although the cascaded delta delta-sigma (D2S) modulator discussed here is similar to the oversampled modulator mentioned in Gaboury and Harjani [5] , the analysis and simulation discussed here gives a more complete explanation of the architecture and of the reasons for its performance. If the main benefit of oversampled modulation is that it permits a trade-off between several parameters of A/D conversion then this paper shows how the D2S modulator trades generality for performance.
Delta modulation uses prediction to reduce the dynamic range of a signal before quantisation. Delta-sigma modulation shapes the quantisation noise spectrum so that less noise falls in the Nyquist band. This paper has shown that prediction and noise shaping may be usefully combined in a D2S modulator, in which a delta-sigma modulator cancels out the error of a delta modulator. Simulation results agree with theoretical analysis in showing that D2S modulation outperforms first and second-order deltasigma modulation, and delta modulation, when converting signals composed of a high dynamic range narrow-band process and a low dynamic range wide-band process.
