We prove representation formulas for the coisotropic Hofer-Zehnder capacities of bounded convex domains with special coisotropic submanifolds and the leaf relation (introduced by Lisi and Rieser recently), give some interesting corollaries, and also obtain corresponding versions of a Brunn-Minkowski type inequality by Artstein-Avidan and Ostrover and a theorem by Evgeni Neduv.
Introduction

Coisotropic capacity
We begin with brief review of the notion of a coisotropic capacity (i.e., a symplectic capacity relative to a coisotropic submanifold of a symplectic manifold) introduced by Lisi and Rieser [25] recently. Consider a tuple (M, N, ω, ∼) consisting of a symplectic manifold (M, ω), a coisotropic submanifold N ֒→ M , and a coisotropic equivalence relation ∼. (In this paper all manifolds are assumed to be connected without special statements!) By [25, Definition 1.4 ], a coisotropic equivalence relation on N is an equivalence relation ∼ with the property that if x and y are on the same leaf then x ∼ y. A special example is the so-called leaf relation ∼: x ∼ y if and only if x and y are on the same leaf. We do not assume dim N < dim M . If dim N = dim M then the leaf relation on N means that that x, y ∈ N satisfies x ∼ y if and only if x = y.
A class of important examples of (M, N, ω, ∼) consist of the standard symplectic space (R 2n , ω 0 ), its coisotropic linear subspaces R n,k = {x ∈ R 2n | x = (q 1 , · · · , q n , p 1 , · · · , p k , 0, · · · , 0)} (1.1)
for k = 0, · · · , n, and the leaf relation ∼ on R n,k , (Here we understand R n,0 = {x ∈ R 2n | x = (q 1 , · · · , q n , 0, · · · , 0)}.) Denote by = {x ∈ R 2n | x = (q 1 , · · · , q n , 0, · · · , 0)} = R n,0 is a Lagrangian subspace, and V n,k 1 = {0}. Moreover, V n,n 0 = {0} and V n,n 1 = R 2n . Clearly, two points x, y ∈ R n,k satisfy x ∼ y if and only if y ∈ x + V n,k 0 . Observe that R 2n has the orthogonal decompositions
with respect to the standard inner product. Hereafter J 2n denotes the standard complex structure on R 2n given by (q 1 , · · · , q n , p 1 , · · · , p n ) → (−p 1 , · · · , −p n , q 1 , · · · , q n ). For a ∈ R we write a := (0, · · · , 0, a) ∈ R 2n . Denote by B 2n (a, r) and B 2n (r) (1.6) the open balls of radius r centered at a and the origin in R 2n respectively, and by W 2n (R) := (x 1 , . . . , x n , y 1 , . . . , y n ) ∈ R 2n | x 2 n + y 2 n < R 2 or y n < 0 , ( (ii) Conformality. c(M, N, αω, ∼) = |α|c(M, N, ω, ∼), ∀α ∈ R\{0}.
(iii) Non-triviality. With the leaf relation ∼ it holds that for k = 0, · · · , n − 1,
As remarked in [25, Remark 1.9] , it was because of the non-triviality (iii) that c cannot be any symplectic capacity.
From now on, we abbreviate c(M, N, ω, ∼) as c(M, N, ω) if ∼ is the leaf relation on N . In particular, for domains D ⊂ R 2n we also abbreviate c D, D ∩ R n,k , ω 0 as c D, D ∩ R n,k for simplicity.
We always assume k ∈ {0, 1 · · · , n − 1} without special statements. When k = 0, N is a Lagrangian submanifold and this relative Gromov width was first introduced (without the terminology) by Barraud-Cornea [5, §1.3.3] and formally defined by Biran-Cornea [6, §6.2] .
It is easily seen that w G satisfies monotonicity, conformality and w G (B 2n (r) ∩ R n,k ; B 2n (r), ω 0 ) = πr 2 , ∀r > 0.
The latter shows that w G is not a coisotropic capacity. Since c B 2n (r), B 2n (r) ∩ R n,k = πr 2 /2 by the first equality in (1.9) we may derive from these and monotonicity of c and w G that w G (N ; M, ω) ≤ 2c(M, N, ω).
(1.10)
Lisi and Rieser [25] gave an example of the coisotropic capacities by constructing an analogue of the Hofer-Zehnder capacity relative to a coisotropic submanifold, called the coisotropic Hofer-Zehnder capacity. Using it they also studied symplectic embeddings relative to coisotropic constraints and got some corresponding dynamical results. This coisotropic capacity also played a key role in the proof of Humiliére-Leclercq-Seyfaddini's important rigidity result that symplectic homeomorphisms preserve coisotropic submanifolds and their characteristic foliations ( [20] ). Let ∼ be a coisotropic equivalence relation on N and X H the Hamiltonian vector field of H ∈ H(M, N ). Then any solution γ(t) ofγ(t) = X H (γ(t)) with γ(0) ∈ N is well-defined on R (since X H has compact support). In [25, Definition 1.11 ] the return time of γ relative to N and ∼ was defined by T γ = inf{t > 0 | γ(t) ∈ N and γ(0) ∼ γ(t)}, where the infimum of the empty set is understood as +∞. Clearly, for the trivial equivalence relation ∼, T γ is a return time to the submanifold N itself. In particular, if dim N = dim M , and the coisotropic equivalence relation on N is the leaf relation ∼, then T γ is the minimal period of γ, hereafter we understand T γ = +∞ if γ is nonconstant and has no finite period. For the leaf relation ∼, T γ measures the shortest non-trivial leafwise chord. Here a leafwise chord for N in (M, ω) is a Hamiltonian trajectory that starts and ends on the same leaf of the coisotropic foliation ( [25] ). By [25, Definition 1.12], a function H ∈ H(M, N ) is called admissible for the coisotropic equivalence relation ∼, if any solution oḟ γ = X H (γ) with γ(0) ∈ N is either constant or such that T γ > 1, i.e., the return time of the orbit γ relative to (N, ∼) is greater than 1. Denote the collection of all such admissible functions by H ad (M, N, ω, ∼). It should be noted that for N = M the above admissible condition is equivalent to the condition that any solution ofγ = X H (γ) is either constant or has minimal period T γ > 1, namely, becomes the admissible condition in the definition of the Hofer-Zehnder capacity [18] . In view of [25, Definition 1.13] we call
the coisotropic Hofer-Zehnder capacity of the tuple (M, N, ω, ∼). It is a coisotropic capacity ([25, Theorem 1.14]). Remark 1.4. It is not hard to check that c LR (M, M, ω, ∼) is equal to the Hofer-Zehnder capacity c HZ (M, ω) in [18] . If dim N = dim M , N = M and c LR (M, N, ω) < +∞, then the Hamiltonian vector field X H of any H ∈ H(M, N ) with max H > c LR (M, N, ω, ∼) has a nonconstant periodic trajectory through N ; thus c LR (M, N, ω, ∼) is completely different from relative Hofer-Zehnder capacities introduced in [16] and [26] . If dim N < dim M , ∼ is the leaf relation on N and c LR (M, N, ω, ∼) < ∞, for a compact hypersurface S ֒→ M bounding a compact symplectic manifold, and a parametrized family {S ǫ | ǫ ∈ I} of hypersurfaces modelled on it and transverse to N , [25, Theorem 4.6] showed that there exists a leafwise chord for N on S ǫ for almost each ǫ ∈ I.
Background and main results
Symplectic capacities of convex bodies (i.e., compact convex subsets containing interior points) in (R 2n , ω 0 ) play important roles in studies of symplectic topology and other subjects such as convex geometry and dynamics (cf. [2, 3, 4] ). For example, in [4] Artstein-Avidan, Karasev and Ostrover proved that Viterbo's symplectic isomperimetric conjecture for symplectic capacities of convex domains ( [31] ) implies the famous Mahler conjecture regarding the volume product of symmetric convex bodies in convex geometry. The key of their proof is a Brunn-Minkowski type inequality for the Ekeland-Hofer-Zehnder capacity of convex domains proved by ArtsteinAvidan and Ostrover [2] based on the representation formula for the Ekeland-Hofer-Zehnder capacity of convex domains ( [13, 14, 30] and [18, Propposition 4] ). We generalized these to the symmetric Ekeland-Hofer-Zehnder capacity and the generalized Ekeland-Hofer-Zehnder one of convex domains ( [21, 22] ). Generally speaking, it is more difficult to compute the coisotropic Hofer-Zehnder capacity than to compute the Hofer-Zehnder capacity. In this paper, for the coisotropic Hofer-Zehnder capacity of convex domains we shall prove that there exists a corresponding representation formula (Theorem 1.5) and a corresponding Brunn-Minkowski type inequality (Theorem 1.14). The basic proof ideas are following [18, 2] and [21, 22] . The main difficulty realizing the goal is looking for suitably Banach spaces F p above (3.3) on which key Lemmas 3.1 and 3.2 can be obtained.
1.2.1. Representation formulas for coisotropic Hofer-Zehnder capacities of convex domains. Let S be the boundary of a bounded convex domain D in (R 2n , ω 0 ). We said in [22, Definition 1.1] a nonconstant absolutely continuous curve z : [0, T ] → R 2n (for some T > 0) to be a generalized characteristic on S if z([0, T ]) ⊂ S andż(t) ∈ JN S (z(t)) a.e., where
By the arguments at the beginning of Step 4 of the proof of Proposition 3.3, a generalized characteristic on S is a c LR (D, D ∩ R n,k ) carrier if and only if it may be reparametrized as a solution
where
is the return time of x for R n,k and the leaf relation ∼. Hence from [22, (4. 3)] and Arzela-Ascoli theorem it follows that all
and x form a loop γ. Note that −J 2nż , z vanishes along line segment D ∩ R 1,0 . Then
is equal to the symplectic area of the bounded domain surrounded by γ in view of Stokes theorem (by a smooth approximation if necessary). In particular, we obtain
for any positive numbers r, c, d and real numbers a < b.
In the following we give more corollaries of Theorem 1.5, in particular, derive (1.9). Corollary 1.6. For numbers r j > 0, j = 1, · · · , n, define an ellipsoid
Then there holds
Clearly, (1.17) implies the first equality in (1.9). This and the conformality (due to B 2n (a, R) = RB 2n (a/R, 1)) imply
for any R > 0 and |a| < R, where
The converse inequality was contained in the proof of [25, Corollary 1.15] .
Since B n,k (r) = B 2n (a, 1) ∩ R n,k , taking a = 0 we recover the first equality in (1.9) again. Define U 2n (1) = R 2n−2 ×{(x, y) ∈ R 2 | x 2 +y 2 < 1 or −1 < x < 1 and y < 0} and U n,k (1) = U 2n (1) ∩ R n,k . Let W 2n (R) and W n,k (R) be as in (1.7) and (1.8), respectively. It was proved in [25, Section 3] that 
Corollary 1.9. For numbers r j > 0, j = 1, · · · , n, consider polydiscs
(and so R n,k and V n,k 0 are identified with
and hence
(1.24) may be viewed as a corresponding version of a result for the Hofer-Zehnder capacity
A special case of (1.24) is that for any a > 0, such that D ∩ R n,k = ∅, we proved that its coisotropic Ekeland-Hofer capacity c n,k (D) is equal to the right side of (1.12). Thus it follows from the definition of c n,k and the inner regularity of c LR that
For the coisotropic Ekeland-Hofer capacity we proved a product formula in [23] . It and (1.26) lead to:
(ii) Applying (1.27) to P 2n (r 1 , · · · , r n ) we get an improvement of Corollary 1.9 as follows: 29) where integers 0
(Here we use (1.14) and the fact that c LR (
as above we may derive from (1.15) and (1.27) that for each integer 0 ≤ k < n, where c HZ,τ (M, ω) is the symmetrical Hofer-Zehnder symplectic capacity of (M, ω, τ ). Let
which is called the canonical anti-symplectic involution on (R 2n , ω 0 ). If a convex body K ⊂ R n is centrally symmetric, i.e., −K = K, its mean-width is defined by
for any x ∈ S n−1 , where σ n is the normalized rotation invariant measure on S n−1 and µ n is the Haar measure (cf. [2] and [8, (17) ]). For any convex body K ⊂ R n containing the origin in its interior, define
If convex bodies ∆ ⊂ R n q contains the origin in its interior and Λ ⊂ R n p is centrally symmetric,
In particular, for any centrally symmetric convex body ∆ ⊂ R n q , there holds
, denoted by y * , is a generalized leafwise chord on ∂D for R n,0 . It follows from Theorem 1.5 that
(1.37) is proved. 
(1.41) Remark 1.13. Theorem 1.5 can also yield some special cases of the Arnold's chord conjecture. For a bounded star-shaped domain D ⊂ R 2n (respect to the origin) with smooth boundary S, the canonical one-form on R 2n , λ 0 = 1 2 n j=1 (q j dp j − p j dq j ), restricts to a contact form α on S. A Reeb chord of length T to a Legendrian submanifold Λ in (S, α) is an orbit γ : [0, T ] → S of the Reeb vector field R α with γ(0), γ(T ) ∈ Λ. Arnold's chord conjecture [1] stated that every closed Legendrian submanifold in (S, α) has a Reeb chord. This was proved by Mohnke [27] . If S is also the level set of a Hamiltonian function H on R 2n , by [15, Lemma 1.4.10] the Reeb flow of α is a reparametrisation of the Hamiltonian flow of X H on S because the Reeb vector field R α of α is equal to f X H | S , where f is the restriction of 1/λ 0 (X H ) to S. In particular, suppose that the domain D is convex and contains the origin in its interior. We
2 and Λ = S ∩ R n,0 . By the arguments below Theorem 1.5 we have a smooth
). It is a Reeb chord of length h(µ) to a Legendrian submanifold S ∩ R n,0 in (S, α). By the reverse reasoning it is easily seen that such a Reeb chord has the shortest length.
1.2.2.
A Brunn-Minkowski type inequality for coisotropic Hofer-Zehnder capacities. Let h K be the support function of a nonempty convex subset K ⊂ R 2n defined by
Denote by j K the Minkowski (or gauge) functional of a convex subset K ⊂ R 2n containing 0. For a compact convex subset K ⊂ R 2n containing 0 in its interior, and its polar body K
2n containing 0 and a real number p ≥ 1, there exists a unique bounded convex domain D + p K ⊂ R 2n containing 0 with support function 
Corresponding to [2, Theorem 1.5] we have Theorem 1.14. Let D, K ⊂ R 2n be two bounded convex domains containing 0. Then for any real p ≥ 1 it holds that
Moreover, the equality holds if there exist a c
→ ∂K, such that they coincide up to dilations and translations in R n,k , i.e., γ D = αγ K + b for some α ∈ R \ {0} and some b ∈ R n,k ; and in the case p > 1 the latter condition is also necessary for the equality in (1.44) holding.
Indeed, for any a ∈ D and b ∈ K, the monotonicity of c and (1.44) lead to
As in [ 
In particular, if D and K are centrally symmetric, i.e., −D = D and
, and it holds that
Following [2, 3] we call length
) the length of z D with respect to the convex body JK
• . Since H *
3. An extension of a theorem by Evgeni Neduv. For a proper and strictly convex Hamiltonian H ∈ C 2 (R 2n , R + ) such that H(0) = 0 and H ′′ > 0, (which imply H ≥ 0 by the Taylor's formula), if e 0 ≥ 0 is a regular value of H with H −1 (e 0 ) = ∅, then for each number e near e 0 the set D(e) := {H < e} is a bounded strictly convex domain in R 2n containing 0 and with C 2 -boundary S(e) = H −1 (e). Based on [18, Propposition 4] Evgeni Neduv [28] studied the differentiability of the Hofer-Zehnder capacity c HZ (D(e)) at e = e 0 and obtained some applications to the prescribed periodic problems. The main result [28, Theorem 4.4] was generalized by us [21, 22] recently.
For any e near e 0 let C k (e) := c LR (D(e), D(e) ∩ R n,k ). As remarked below Theorem 1.5 all
, S(e)). Hence
is a compact subset in R. Denote by T max k (e) and T min k (e) the largest and smallest numbers in it. By the reparameterization every c LR (D(e), D(e) ∩ R n,k )-carrier x may yield a solution of − Jẏ(t) = ∇H(y(t)), (1.49) 
has the left and right derivatives at e 0 , C ′ k,− (e 0 ) and C ′ k,+ (e 0 ), and they satisfy
As a monotone function on an regular interval [a, b] of H as above, (ii) there exist positive numbers r j , R j , j = 1, · · · , n such that
and that for x = (q 1 , · · · , q n , p 1 , · · · , p n ) with small (resp. large) norm H(x) is equal to
. Then for every T = T 0 π, where T 0 sits between the two numbers in (1.51), the corresponding system (1.49) has a solution y : [0, T ] → R 2n such that (1.50) holds with T x = T .
In fact, if e > 0 is small (resp. large) enough then D(e) is equal to
By these and Corollary 1.6, Further researches. Recently, Pazit Haim-Kislev [17] gave a combinatorial formula for the Ekeland-Hofer-Zehnder capacity of a convex polytope in R 2n , and used it to prove subadditivity of this capacity for hyperplane cuts of arbitrary convex domains. For any convex polytope D ⊂ R 2n such that D ∩ R n,k = ∅, it seems to be feasible using her method to derive a corresponding combinatorial formula
and to obtain certain subadditivity. Another direction is to construct a coisotropic version of the Floer-Hofer capacity and to study relations to c LR and c n,k . These will be given elsewhere.
Outline of the paper. In the next section we give our variational setting and related preparations on the basis of [25] . In particular, our Proposition 2.3 shows that the Hilbert subspace
. Section 3 proves Theorem 1.5. Choices of Banach spaces F p above (3.3) and Lemmas 3.1 and 3.2 are keys completing proof. Corollaries 1.6,1.7 and 1.8 are proved in Section 4. In the setting of Section 3 Theorems 1.14, 1.17 are easily proved as in [21, 22] . For completeness we outline their proofs in Sections 5, 6, respectively.
Variational setting and preparations
Fix a real p > 1 below. Consider the following Banach subspace of
(For p = 2, this is also selj-adjoint and has pure spectrum without limit point by [9, Lemma 3.1].) Moreover, Λ p is also a bounded linear Fredholm operator from But we still give its proof for the sake of completeness.
) and there exists the following direct sum decomposition
is bijection onto R(Λ p ), and Λ −1 p,0 (as an operator from R(Λ p ) to itself ) is compact (and self-adjoint for p = 2).
The above arguments are also true for p = 1!)
Step Step 3. Prove (ii). We first prove: R(Λ p ) ∩ X p is a closed subspace in X p (with respect to the
. It suffices to prove that Λ p,0 is bijective. In fact, for any x ∈ R(Λ p ), there exists u ∈ X p such that Λ p u = x. By (2.1) we have u = Λ p w + a, where w ∈ X p and a ∈ L n 0 . Letû := u − a. Then u ∈ R(Λ p )∩X p and Λ p,0û = Λ p u = x, which implies that Λ p,0 is surjective. Moreover, suppose that
, and so c = 0 and u 1 = u 2 .
By the Banach inverse operator theorem we get a continuous linear operator Λ
Finally, let us prove that i 2 • Λ −1 2,0 is also self-adjoint. In fact, for
For each i = 1, · · · , n, let e i be a vector in R 2n with 1 in the i-th position and 0s elaewhere. Clearly,
) has an orthogonal basis
and every x ∈ L 2 ([0, 1], R 2n ) can be uniquely expanded as form
where It follows that y is smooth and has the form y(t) = e J2nt/λ y(0). Since
we obtain sin(1/λ) = 0, and so 1/λ = kπ for some k ∈ Z \ {0}. Moreover, for each k ∈ Z \ {0} it is easily checked that 1 kπ is an eigenvalue of i 2 • Λ
is an orthogonal basis for the closed subspace
. Then this and (2.1) lead to the desired conclusions.
Consider the Hilbert space defined in [25, Definition 3.6]
Proof. Consider the projections
is a linear isomorphism to R 2k and
For any given x ∈ L 2 ([0, 1], R 2n ) we write 
There are some standard results from [25] (or [19] ). Let · s,n,k denote the norm induced by ·, · s,n,k . For r ∈ N or r = ∞ let
denote the space of C r maps x : [0, 1] → R 2n such that x(i) ∈ R n,k , i = 0, 1, and x(1) ∼ x(0), where ∼ is the leaf relation on R n,k .
Lemma 2.5 ([25, Lemma 3.10]). If x ∈ H
s n,k for s > 1/2 + r where r is an integer, then
and
There is an orthogonal decomposition E = E + ⊕ E 0 ⊕ E − , where E 0 = R n,k and
Let P + , P 0 and P − be the orthogonal projections to E + , E 0 and E − respectively. For x ∈ E we write x + = P + x, x 0 = P 0 x and
(See [25] .) The functional a is differentiable with gradient ∇a(x) = x + − x − . Suppose that H : R 2n → R is a C 1,1 Hamiltonian and that ∇H has uniformly Lipschitz constants. (For example, this is satisfied for C 2 Hamiltonian H : R 2n → R with bounded second derivative, i.e., |H zz (z)| ≤ C for some constant C > 0 and for all z ∈ R 2n .) Then there exist positive real numbers C i , i = 1, 2, 3, 4, such that 
Proof. This can be proved by modifying the proof of [19, Section 3.3, Lemma 4]. Firstly, suppose that x ∈ E is a critical point of Φ H . Then there holds
where j * : L 2 → E is the adjoint operator of the inclusion j : 
(2.17)
By (2.16) we get
It follows that ξ(t) = x(t) − x(0) and hence x ∈ C 1 n,k . Clearly x solves (2.14) due to (2.17) and the first two equalities in (2.18) . This x also sits in
2n ) solves (2.14). Clearly, (2.16) holds and so does (2.15). It follows that x is a critical point of Φ H on E.
Proof of Theorem 1.5
Recall that 0 ≤ k < n. We may also assume 0 ∈ D without loss of generality. In fact, for any
and (1.4) imply
By the monotonicity of c LR there also holds
3.1 Proof of (1.12) 
In order to include a part of the proof of Theorem 1.14 we consider a general case. Fix a real p > 1. Let q = p p−1 . By [22, (9.1) ] the Legendre transform of
With the leaf relation ∼ on R n,k , consider the Banach subspace of
and its subset
The latter is a regular submanifold of F p . In fact, for any x ∈ F p and ζ ∈ T x F p = F p we have
, 1} by (1.4). In particular, dA(x)[x] = 2 for any x ∈ A p , and thus dA = 0 on A p .
The following two lemmas are very key for proofs of Theorems 1.5 and 1.14.
Lemma 3.1. There exists a constant C 1 > 0 such that
Proof. Let us we write
Hence there exist t i ∈ [0, 1] for i = 1, · · · , n, and s j ∈ [0, 1] for j = 1, · · · , k, such that
As usual we derive from these and (3.5) that for any t ∈ [0, 1],
These lead to the expected inequality immediately.
where R n,k may be naturally viewed as a subspace of
Proof. This can be proved by slightly modifying the arguments in Step 2 of the proof of Proposition 2.1. Let P n,k : R 2n → R n,k denote the orthogonal projection with respect to the first decomposition in (1.4) .
.
The last three lines shows that
It is easily seen that the orthogonal decompositions in (1.4) imply (3.7).
Having these two lemmas the proof of (1.12) can be completed by following the proof ideas of Theorems 1.8 and 1.12 in [22] .
Consider the convex functional
which is C 1 if D is strictly convex and has the C 1 -smooth boundary. (1.12) can be obtained from the case p = 2 in the following proposition. Proof. This can be proved as in [22, Proposition 9.1] . We only give main steps and different points.
Step 1.
which leads to for R 2 in (3.1)
Step 2. There exists u ∈ A p such that I p (u) = µ p , and thus u is a critical point of I p | Ap . This can be proved by using Lemma 3.1 and repeating Step 2 in the proof of [22, Proposition 9.1].
Step 3. There exists a generalized leafwise chord on ∂D for R n,k , x
Since u is the minimizer of I p | Ap , applying Lagrangian multiplier theorem ([10, Theorem 6.1.1]) we get some λ p ∈ R such that 0 ∈ ∂(
Using Lemma 3.2, from (3.8) and (3.9) we derive that for some a 0 ∈ R n,k , ρ(t) + λ p u(t) = a 0 , a.e. (3.10)
A standard computation yields
Since p > 1 and so q > 1, by (3.
Using this and (3.8), (3.10) and (3.10), we get that
This implies that j 
by the Euler formula [32, Theorem 3.1] and (3.11). Therefore
Hence x * is a generalized leafwise chord on ∂D for R n,k with action µ It follows that
We have also y(0), y(T ) ∈ R n,k and y(T ) − y(0) ∈ V n,k
Moreover, a direct computation shows that
Hence y * belongs to A p . Then (3.12) leads to
Moreover, it is clear that
Using this, (3.2) and the Legendre reciprocity formula (cf. [12, Proposition II.1.15]) we derive
and hence (as Step 4 in the proof of [22, Proposition 9 
By
Step 1 we get I p (y * ) ≥ µ p and so (aT ) p . This and Step 3 prove others claims in Proposition 3.3.
Remark 3.4. By final two steps in the proof of Proposition 3.3, for a minimizer u of I p | Ap there exists a 0 ∈ R n,k such that
gives a generalized leafwise chord on ∂D for R n,k with action
Thus this and (1.11) proved below show that
Proof of (1.11)
Firstly, we give a corresponding result with [22, Lemma 4.1], which will be proved by slightly modifying the proof of the latter.
Lemma 3.5. Let D ⊂ R 2n be a bounded convex domain with boundary S = ∂D and containing 0. If S is of class C 2n+2 , then the set Σ S := {A(x) | is a leafwise chord on S for R n,k and A(x) > 0 } (3.14)
has no interior point in R.
Proof. Since S is of class C 2n+2 , the Minkowski functional
It is C 1 , and also C 2n+2 in R 2n \ {0}. Fix an arbitrarily σ ∈ Σ S . It suffices to prove that Σ S ∩ (σ − ǫ, σ + ǫ) has no interior point for some sufficiently small ǫ > 0. Since F (0) = 0 we may choose 0 < ε 1 < ε 2 such that the closure of B 2n (ε 2 ) is contained in D and that
Take a smooth function f :
n,k and with action A(x) ∈ (σ − ǫ, σ + ǫ). We may assume that it satisfiesẋ = J 2n ∇F (x). (3.16)
Since ∇F (λz) = λ α−1 ∇F (z) ∀λ ≥ 0 and F (x(t)) ≡ 1, we deduce that
satisfiesẏ (t) = J 2n ∇F (y(t)), y(j) ∈ R n,k , j = 0, 1, and
The last inequality and (3.15) imply
c ) and so y is a critical point of the functional
Moreover, a direct computation gives rise to
By Lemma 2.8 all critical points of Φ F sit in C 
For any z ∈ R n,k , since ψ(0, z) = φ 0 (z) = z and ψ(1, z) = P 0 φ 1 (z) + P 1 z, we have
and ψ(1, z) ∼ ψ(0, z).
These and [22, Corollary B.2] show that ψ gives rise to a C 2n map
Hence Φ F • Ω : R n,k → R is of class C 2n . It follows from Sard's Theorem that the critical value sets of Φ F • Ω is nowhere dense (since dim R n,k < 2n). Let z ∈ R n,k be such that φ 1 (z) ∈ R n,k and φ
x : [0, T ] → S is a leafwise chord for R n,k that satisfies (3.16) and has action A(x) ∈ (σ − ǫ, σ + ǫ)
is nowhere dense in R as a subset of the critical value sets of Φ F • Ω. This implies that {
As in [22, §4.4] , by approximating arguments it suffices to prove (1.11) for the smooth and strictly convex D. By the proof of Proposition 3.3 we choose p = q = 2 and obtain a leafwise chord on ∂D for R n,k , x * : [0, 1] → ∂D, such thaṫ
We shall prove c LR (D, D ∩ R n,k ) = A(x * ) in two steps below.
Step
with 0 < T ≤ 1 is constant. By contradiction let x = x(t) be a nonconstant solution of it. Then j D (x(t)) ≡ c ∈ (0, 1) and
2 D (z) = 2 for any z ∈ ∂D. (3.19) leads to 0 < A(y) = aT ≤ a < A(x * ), which contradicts (1.12). Hence H is admissible and so
. We want to prove that the boundary value probleṁ 
with Φ H (x) > 0. Then it is nonconstant, sits in D completely, and thus is a solution oḟ
It remains to prove that there exists a critical point x of Φ H on E with Φ H (x) > 0.
it has a convergent subsequence in E. In particular, Φ H satisfies the Palais-Smale condition.
and that ∇b H is compact by Lemma 2.7. By these and the compactness of the orthogonal projection P 0 : E → E 0 = R n,k we only need to prove that (x m ) has a bounded subsequence in E. Otherwise, after passing to a subsequence (if necessary), we may assume that lim m→∞ x m E = ∞. Let y m = x m / x m E . Then y m E = 1 and for j * in (2.15) it holds that
By the construction of H, H zz is bounded and so H satisfies (2.12). Then ∇H(x m )/ x m E is bounded in L 2 and hence (y m ) has a convergent subsequence in E. Without loss of generality, we assume y m → y in E. Then y E = 1. Since H(z) = Q(z) := (A(x * ) + ǫ)j If j D (y(t)) = 0 then by multiplying a constant we get a leafwise chord on ∂D for R n,k and with action A(y) = A(x * ) + ǫ. However, we have assumed A(x * ) + ǫ / ∈ Σ S . Hence y(t) = 0 for all t and we get a contradiction since y E = 1. Therefore (x m ) has a bounded subsequence.
Since A(x * ) > 0, the projection x * + of x * to E + , does not vanish. Following [18] we define for s > 0 and τ > 0,
Repeating the proofs of Lemmas 5 and 6 in [18] lead to Lemma 3.8. There exists a constant C > 0 such that for any s ≥ 0,
As in the proof of Lemma 9 of [19, §3.4], we can obtain Lemma 3.10. For z 0 ∈ R n,k ∩ H −1 (0) and Γ α := {z 0 + x | x ∈ E + and x E = α} there exist constants α > 0 and β > 0 such that Φ H |Γ α ≥ β > 0. 
, where K : R × E → E is continuous and compact.
It follows from Lemmas 3.10 and 3.12 that
and hence c(Φ H , F ) ≥ β > 0. On the other hand, since Σ τ is bounded, using the fact that Φ H maps bounded sets into bounded sets we arrive at
Thus the Minimax Lemma on [19, page 79] may yield a critical point x of Φ H with Φ H (x) = c(Φ H , F ) > 0. Now Lemmas 3.6 and 2.8 together give the proof of (1.11) in the case that D contains 0 and is bounded, smooth and strictly convex. For the sake of convenience we understand elements of R 2n as column vectors. Note that E(r 1 , · · · , r n ) = {q < 1}, where q(z) = Since the Hamiltonian vector field of the quadratic form q(z) on R 2n is X q (z) = J 2n Sz, every characteristic on ∂E(r 1 , · · · , r n ) may be parameterized as the form
where z ∈ ∂E(r 1 , · · · , r n ). Note that S commutes with J 2n it is easily computed that
The condition that exp(T J 2n S)z ∈ R n,k for T > 0 is equivalent to the following
In this case the requirement that exp(T J 2n S)z − z ∈ V n,k 0 is equivalent to the following
A direct computation also shows
Our aim is to find the smallest
In this situation (4.1) implies that for some j ∈ {1, · · · , k}, 
such that q 
Proof of Corollary 1.7
Then it has action
We have
which leads toq
q n = q n cos(2T ) + a sin(2T );
Then second line in (4.7) impliesp i = 0, for k + 1 ≤ i ≤ n; (4.9)
(i) If q i0 = 0 for some k + 1 ≤ i 0 ≤ n − 1 and a = 0, then by (4.9) we have sin(2T ) = 0, cos(2T ) = 1 and hence T = π and A(x) = π.
(ii) If q i0 = 0 for some k + 1 ≤ i 0 ≤ n − 1 and a = 0 then by (4.9) it is enough to require sin(2T ) = 0 and hence T = where z 1 = (q 1 , · · · , q n−1 , p 1 , · · · , p n−1 ) and z 2 = (q n , p n ) and for z = (q 1 , · · · , q n , p 1 , · · · , p n ) ∈ R 2n . Then ∆ R1 ⊂ ∆ R2 , ∪ R>1 ∆ R = U 2n (1) and hence
We claim that c LR ∆ R , ∆ R ∩ R n,k = π 2 , ∀R > 1. Write x(t) = (z 1 (t), z 2 (t)) then the boundary value problem in (4.12) is equivalent to the systemż 1 = 2J 2(n−1) z 1 /R 2 , z 1 (0), z 1 (T ) ∈ R n−1,k , z 1 (0) ∼ z 1 (T ), (4.13)
(4.14)
We want to find the smallest T > 0 such that (4.12) holds, i.e., (4.13) and (4.13) hold at the same time.
If z 1 (0) = 0, (4.13) implies that T ≥ πR 2 /2 > π/2. If z 1 (0) = 0, then z 1 = 0, z 2 (0) ∈ ∂∆ R ∩ R 1,0 and thus z 2 (t) ∈ ∂∆ R for all t ∈ [0, T ]. In this situation T is equal to the smaller of areas of the semi-disk {q 2 n + p 2 n ≤ 1 | p n ≥ 0} and the rectangle {(q n , p n ) ∈ R 2 | − 1 ≤ q n ≤ 1, −R ≤ p n ≤ 0}. Thus T = π/2. It follows that smallest T is π/2.
Proof of Corollary 1.9
(1.23) comes from the fact that P 2n (r 1 , · · · , r n ) contain the ellipsoid given by (1.16). Let (q j , p j ) denote coordinates in B 2 (r j ) for each j = 1, · · · , n. For each k + 1 ≤ j < n, the linear isomorphism φ j on (R 2 ) n only commuting coordinates (q j , p j ) and (q n , p n ) is a symplecticomorphism fixing (R 2 ) k × (R × {0}) n−k and ({0} × {0}) k × (R × {0}) n−k . By Definition 1.1(i), c LR P 2n (r 1 , · · · , r n ), P 2n (r 1 , · · · , r n ) ∩ R n,k = c LR P 2n (r These imply that the function in (5.5) has a limit Ξ ≥ c(K, K ∩ R 2n ) 1/2 as ε → 0+. So
