Deep neural network (DNN) exhibits state-of-the-art performance in many fields including microstructure recognition where big dataset is used in training. However, DNN trained by conventional methods with small datasets commonly shows worse performance than traditional machine learning methods, e.g. shallow neural network and support vector machine. This inherent limitation prevented the wide adoption of DNN in material study because collecting and assembling big dataset in material science is a challenge. In this study, we attempted to predict solidification defects by DNN regression with a small dataset that contains 487 data points. It is found that a pre-trained and fine-tuned DNN shows better generalization performance over shallow neural network, support vector machine, and DNN trained by conventional methods. The trained DNN transforms scattered experimental data points into a map of high accuracy in high-dimensional chemistry and processing parameters space. Though DNN with big datasets is the optimal solution, DNN with small datasets and pre-training can be a reasonable choice when big datasets are unavailable in material study.
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The formation of material defects, e.g. segregation, shrinkage pores, solidification crack, is a complex multiple variables nonlinear problem. In this paper, solidification cracking susceptibility (SCS) prediction was chosen as a case study of applying DNN in material study with small dataset. Solidification crack is one of the most serious defects which occurs widely in welding [27, 28] , casting [29] [30] [31] and additive manufacturing (AM) [32, 33] , which occurs at the last stage of solidification when liquid films exist between dendrites boundaries where local strains cannot be accommodated by liquid feeding and solid deformation. The interactions of material, mechanical restraint, thermal factors bring about the final crack nucleation and propagation [34, 35] . Metallic material processability, e.g. weldability and castability, is closely linked with SCS. Due to its complexity and importance, solidification crack has been investigated extensively with experimental methods [36, 37] , qualitative and quantitative theories [38, 39] , and computer numeric models [40] [41] [42] but still not been solved. To further study this complex problems, data-based and data-driven machine learning methods, e.g. neural network, increasingly become an alternative to physics based analytical and numerical methods [19, 20] . Based on reliable experimental data, neural network is able to depict alloy SCS as a function of alloy composition and processing parameters in high-dimensional space, such as Ichikawa's work [18] . Because the experimental study of solidification cracking is time-consuming and expensive, only a few important alloys and parts can be studied, and the data collected are scattered and sparse, indicating that assembling big datasets on solidification cracking and training them with machine learning methods is a big challenge.
Potential for applying DNN with small dataset
Although convolution neural network for microstructure image recognition [43] [44] [45] and variational auto-encoder for text mining [46] have been introduced into material science, the applications of DNNs in material science are still limited. It is due to the difficulties of training DNN and assembling big dataset (e.g. >10 4 samples' data) in material science. The developments of machine learning in recent years made DNN trainable and provided some useful tools, like pre-training with RBM and SAE [21, 24] , to cope with small dataset.
On the other hand, the nature of problems in material science also indicates a feasibility of applying DNNs with small dataset: DNNs used in image recognition usually have more than 10 4 input variables (e.g. a small image of 100x100 pixels needs 10 4 input variables) and a huge number of parameters need to be determined (e.g. millions of parameters), thus big datasets are necessary; but DNNs for material problems commonly have no more than 100 input variables (including composition, processing, property variables) and fewer parameters need to be determined, thus small/narrow DNNs (a few hidden layers and small number of neurons in each layers) may be enough for most material problems.
The potentials for applying DNN with small datasets in material study are clear: extensive regression/classification problems formerly treated by traditional machine learning methods (like SNN, random forest [47, 48] , support vector machine (SVM) [49] , etc.) with small dataset can be solved by DNN with higher accuracy and better generalization performance.
In this paper we use SCS prediction as an example to show that SAE pre-training is an effective method in coping with small datasets in DNN regression, and fully connected DNN shows higher accuracy and better generalization performance than SNN and SVM.
Method and workflow

Training algorithm and Bayesian regularization
The performance function mse and regularized performance function mse reg of a neural network are defined as follows:
(1)
where mse is the mean square error, msw is the mean square weight, is the target value and is the prediction value of the network based on the input data, γ is the performance ratio (a hyper-parameter either selected manually or determined by optimization algorithm).
To improve generalization and reduce the possibility of overfitting, regularized performance function mse reg have been used in training SNN after random initialization (SNN are initialized with random numbers) and in fine-tuning DNN after pre-training (i.e. DNN are initialized with optimized values). Training SNN and fine-tuning DNN involve the minimization of mse reg through regulating weights and biases along the negative of the mse reg gradient (by gradient descent algorithm) and the determination of optimal performance ratio γ (by Bayesian regularization proposed by MacKay). The training and regularization details are described in [50] [51] [52] .
DNN pre-training
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The workflow of the following case study of SCS prediction is shown in Fig.3 , which includes: assembling and analyzing dataset, preprocessing and dividing training/testing dataset, training SVMs/SNNs/DNNs, testing the trained machine learning models, comparing models' accuracy and choosing the optimal model, validating the optimal model using different SCS indicators and metallurgical experience, and applying the optimal model to make prediction. DNNs' training includes two steps: pre-training and fine-tuning. 3 Case study: prediction of solidification cracking susceptibility
Dataset assembling
Longitudinal varestraint test (LVT) is a reliable quantitative SCS test of good repetition. In LVT, a definite bending strain is applied on the weld of sheet metal specimen, and total crack length (TCL) and maximum crack length (MCL), strain threshold, strain rate threshold and brittle temperature range (BTR) are measured as the indicators/index for SCS. A large amount of LVT data are available in the literature. These were why we chose LVT data in the published literature to compile our SCS dataset.
Samples of various thickness and a range of welding process parameters with different applied strains are used in the LVT experiments. This leads to the difficulty in comparing data from different studies for a consolidated conclusion. But it's not a problem for DNN. On the contrary, when we add these variables into the dataset, the more variations in the data space, the more opportunities for DNN to discover a complicated hidden relationship.
In this study, a dataset containing 575 LVT results of stainless steel was collected from the literature [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] . The dataset contains the information of ferritic, austenitic, duplex, precipitation hardening stainless steels, and comprises the following information: steel composition information of 16 elements (contents of C, Si, Mn, P, S, Cr, Ni, Mo, N, Nb, Co, Cu, Al, Ti, V, B, all compositions are expressed in wt% in this paper), samples thickness (Th, mm) and 3 welding parameters (welding current: I, A; voltage: U, V; velocity: Ve, mm/s), restraint information (applied strain: ε, %) and SCS indicator (TCL, mm).
The elements contents which were not specified in the literature were assumed as follows: Al = 0.02, N = 0.02, Mo = 0, Nb = 0, Cu = 0, V = 0, B = 0. Data points miss too much information was discarded, and the final size of the dataset is 487. 
Dataset analysis
Dataset pre-processing
Principal component analysis (PCA) is known to reduce data dimensions and noise in the input data [71] . For this study, 21 raw input datasets were pre-proceeded by PCA method that resulted in two datasets, one with 15 principle components (percentage of the total variance > 99%) and the other with 10 principle components (percentage of the total variance > 95%). These two pre-proceeded datasets as well as raw dataset were used as input in the training and testing of SVM, SNN and DNN.
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Following the standard practice in neural network modeling, input variables and target variables were normalized before applying them to the network [50] . The input variables were normalized between -0.5 and +0.5, and the target variables were normalized between -0.99 and +0.99.
Dataset division
To achieve unbiased training/testing data division, all the data were divided into groups first, and in a group only one or two variables vary, then the training data and the testing data were randomly chosen in a 2 to 1 ratio, i.e. 2/3 dataset (324 data points) was used for training, and the remaining 1/3 dataset (163 data points) were kept out to test the generalization performance (prediction accuracy on unseen dataset) of the trained neural network.
Training SVMs/SNNs/DNNs
Support vector machine and shallow neural network were also trained and tested in this study to validate the accuracy advantage of DNN.
In this study, SVM regression with linear/Gaussian/(order 2 and 3) polynomial kernels was used and the hyper-parameters of the SVMs were optimized with Bayesian optimization [72] .
The SNN and DNN structures used in this study are similar to that shown in Fig.1 Each SVM/SNN/DNN configuration was trained more than 100 times using different random seeds, then the optimal SVM, SNN and DNN were chosen to make comparison. All calculations were carried out in Matlab 2018a with its statistics and machine learning toolbox and neural network toolbox. Due to small dataset and pre-training, the time required to train one DNN configuration with one random seed on a personal computer (@2.6GHz processor) varied from several seconds to dozens of seconds, which is comparable with that of SNN and is obviously shorter than that of training DNN for image recognition where many GPUs and many hours or even many days are needed. Pearson correlation coefficients Rs of the target values and SVM/SNN/DNN prediction values were calculated as the index of training/testing accuracy.
Comparison of models' accuracy
After training SVMs, SNNs and DNNs, their training/testing accuracy is summarized and compared. Table 1 shows that PCA pre-process play a deleterious effect on the training and testing
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9 accuracy, which may be caused by loss of nonlinear information in PCA pre-process [50] . The rest of this study is all based on dataset without PCA pre-process. When the neuron number increases from 11 to 35, the training/testing accuracy fluctuates, and the best training and testing accuracy is achieved when the neuron number is 21 in this case. This is consistent with other researchers' results: when we increase the neuron number in the hidden layer, the training accuracy of a neural network easily reaches very a high score e.g. 0.99, but the testing accuracy has a limit. That is one of the main reasons why researchers explore the DNN, for higher testing accuracy, which represents the real learning ability (the training accuracy can be perceived as the memory ability). The best training accuracy of SNNs is 0.99, and the best testing accuracy of SNNs is 0.89. So, the SNN of 21-(21)-1 structure was chosen as the final optimal SNN that was used for comparison in the next step. Fig.5(b) shows the optimal training and testing accuracy of SVM, SNNs and DNNs. When three DNNs of 3 to 5 hidden layers were trained like SNNs, they show lower testing accuracy than SNNs and SVM. But three DNNs show higher testing accuracy than SNNs and SVM through SAE pre-training and fine-tuning. The training accuracy of three DNNs and SNN are close but higher than SVM. The 4 hidden layers DNN of 21-(6-5-4-3)-1 structure shows the best testing accuracy 0.93, which is 0.04 higher in testing accuracy than that of the optimal SVM and SNN i.e. 0.89.
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Validation
To further validate the generalization ability of the optimal DNN, their prediction results (based on input data that are not part of our train/test dataset) are compared with other SCS indicators, e.g. BTR (TCL has good linear correlation with BTR [73] ) and metallurgical experience.
Arata [74] measured the BTRs of 17 stainless steels of different compositions using transverse varestraint test experiments. Fig.7 shows the comparison between Arata's BTR results and TCL values predicted by our optimal SNN and DNN. We can see a better linear relationship between BTR results and TCL predictions by our optimal DNN (correlation coefficient R=0.944) than that of SNN (R=0.830) and SVM (R=0.883). This further confirms that DNN has a higher generalization performance than SNN and SVM. Matsuda [75] reported that Mn addition to SUS310S with 0.002wt% P and 0.004wt% S exerts a harmful effect on cracking resistance under 4% applied-strain conditions using transverse varestraint test. On the other hand, under the same testing condition, Mn addition to SUS310S with 0.025wt% P and 0.007wt% S improves solidification cracking resistance. Prediction were carried out for the same SUS310S compositions published in Matsuda's paper, the two curves of Fig.8(a) represent the DNN's predictions. The opposite tendency of the two curves verify these behaviors: interactions between elements P, S, Mn causes final opposite SCS dependence on Mn.
Matsuda's research [76] shows that adding Ti to SUS310S of 0.024wt% P and 0.002wt% S improve SC resistance until reaching an optimal Ti content, then excessive Ti content becomes harmful to SC resistance. The DNN's prediction of the effect of Ti addition on SCS shown in Fig.8(b) is consistent with Matsuda's description.
Matsuda [77] also reported that as the N content was gradually increased to about 0.2wt% in SUS 304 weld metal, the SCS increased and finally was similar to that of SUS310S weld metal. The DNN's prediction shown in Fig.8(c) again reproduced this metallurgical experience.
Arata [78] reported that Si increases SCS in fully austenitic stainless steel SUS310S since the element Si was likely to segregate to boundaries, and our DNN reproduced this behavior well as shown in Fig.8(d) .
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Those validations using metallurgical experience confirm the correctness and generalization ability of our optimal DNN.
3.8 Prediction of solidification cracking susceptibility (SCS) using the optimized DNN
Mathematical expressions of DNN
The weights and biases values and mathematical expressions of the optimal 21-(6-5-4-3)-1 DNN are shown in Fig.9 . With these we can estimate SCS dependence on compositions and strains (small strains can be utilized to predict SCS in casting and large strains can be chose to predict SCS in welding and additive manufacturing) which saves expensive and time consuming experiments, and enables us to select the best solidification cracking resistant alloy composition, make comparison with experiment results, and so on. The following subsections provide three examples of its applications. However, the applications of the DNN are not limited to these. Fig .10 shows the TCL (the indicator of SCS) variation of 304 and 310S stainless steel when elements Ni, Cr, P, S vary in the specification (shown in Table 2 ). It shows that SCS is very sensitive to composition variances. An alloy with small difference in the composition can lead to great difference in solidification cracking behaviors.
3.8.3 SCS contours of 9 steels with varied P, S content The SCS dependence of 9 different stainless steels on P and S is shown in Fig.11 . The compositions used in predictions are shown in Table 3 , other parameters are the same: Th=3.18 mm, I=100 A, U=12 V, Ve=4.23 mm/s, and the rough rank of the 9 steels' SCS is also given in Table 3 , the rank is identical with Arata's results [78] . We should bear in mind that the rank is based on the composition shown in the Table 3 and small change in the composition may result in a different rank. Fig.11 shows the complex patterns of the 9 steels' SCS contours which are caused by complex interactions of multiple elements in stainless steels. The predictions are in good accordance with metallurgical experience: fully austenitic stainless steels like 310S is more susceptible to solidification cracking than stainless steels which contain a certain amount of ferrite like 304; the stabilizer elements Nb in 347 and Ti in 321 are detrimental to solidification cracking resistance, and Nb is more harmful than Ti; C which tends to segregate to grains boundaries increase SCS (see the SCS difference between 316L and 316); low melting point element Cu which insoluble in matrix increases SCS (see 15-5PH); impurity elements P and S have different impact on SCS (most contours are not symmetry along P=S diagonal), the commonly linear superposition P and S is improper. DNN has transformed the scattered data points into an expressive high-dimensional map and those contours are only some slices of it. The SCS dependence on Ni and Cr is shown in Fig.12 , and 9 contours correspond to low/medium/high P and low/medium/high S content combinations. Other fixed parameters used in predictions is as follow: C=0.04wt%, Si=0.8wt%, Mn=1wt%, N=0.02wt%, Al=0.02wt%, Th=3.18 mm, I=100 A, U=12 V, Ve=4.23 mm/s, strain=3%. The red dotted rectangle shows the Ni and Cr regions of 304 stainless steel, and the green dash-dotted rectangle shows that of 305 stainless steel and the blue solid rectangle shows that of 308 stainless steel. SCS increases with the increment of P and S contents, but different areas vary in different degrees of sensitivity. High ratio of Cr equivalent to Ni equivalent (see the bottom right of each contour) is good for solidification cracking resistance by forming a certain amount of ferrite like that in 304 and 308, because ferrite can accept more S and P than austenite and irregular ferrite/austenite grain boundary is not in favor of the propagation of cracks. The different contour line variation trends between a row (fixed P content, varied S content) and a column (fixed S content, varied P content) show that: stainless steels containing ferrite like 304 and 308 are more sensitive to the S, i.e. SCS of 304 and 308 varies more significantly in a row than that in a column; fully austenitic steels like 305 are sensitive to both P and S, but the influence of P is greater than S.
Conclusions
Fully connected DNN which consists of 3 or more hidden layers shows its advantage over shallow neural network and support vector machine in that it can achieve higher prediction accuracy and better generalization performance.
Through DNN regression, vast scattered experimental data in the literature can produce simple quantitive expression of specific material property as function of chemistry composition and processing parameters, etc. The derived mathematical expression can be used in the material defects prediction, new alloys development, and comparison with experimental results.
Though DNN with big datasets is the best choice, DNN with small datasets and pre-training can be a reasonable choice when big datasets are unattainable. In material science, small datasets are common, and the problems to be solved have fewer input variables than that in image recognition. Thus, deep and narrow (neuron number in each hidden layer is small) neural network are suitable for material problems, such as solidification cracking susceptibility prediction in this paper, and pretraining using stacked auto-encoder is effective and necessary in the DNN regression of numerical small datasets. Study in this paper demonstrate that small/narrow DNN with small dataset and special training methods has huge potential for extensive applications in material study, especially for those multivariable nonlinear problems.
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Highlights
The deep neural network model for predicting solidification cracking susceptibility of stainless steels are developed.
Stacked auto-encoder is used to pre-train deep neural network with a small dataset so that the initial weights of it can be optimized.
Deep neural network model shows better generalization performance than shallow neural network and support vector machine.
