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This work is a continuation of our previous work, in the present paper we study the
mixed initial-boundary value problem for general n × n quasilinear hyperbolic systems
of conservation laws with non-linear boundary conditions in the half space {(t, x) |
t  0, x  0}. Under the assumption that each characteristic with positive velocity is
linearly degenerate, we prove the existence and uniqueness of global weakly discontinuous
solution u = u(t, x) with small amplitude, and this solution possesses a global structure
similar to that of the self-similar solution u = U ( xt ) of the corresponding Riemann problem.
Some applications to quasilinear hyperbolic systems of conservation laws arising in physics
and other disciplines, particularly to the system describing the motion of the relativistic
string in Minkowski space R1+n , are also given.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and main result
This work is a continuation of our recent work [34–36], in the present paper we consider the following quasilinear
hyperbolic system of conservation laws:
∂u
∂t
+ ∂ f (u)
∂x
= 0, u = u(t, x) ∈ U ⊂ Rn, (1.1)
where u = (u1, . . . ,un)T is the unknown vector function of (t, x), f :U → Rn is a given C3 vector function of u.
It is assumed that system (1.1) is strictly hyperbolic, i.e., for any given u on the domain under consideration, the Jacobian
A(u) = ∇ f (u) has n real distinct eigenvalues
λ1(u) < λ2(u) < · · · < λn(u). (1.2)
Let li(u) = (li1(u), . . . , lin(u)) (respectively ri(u) = (ri1(u), . . . , rin(u))T ) be a left (respectively right) eigenvector correspond-
ing to λi(u) (i = 1, . . . ,n):
li(u)A(u) = λi(u)li(u)
(
respectively A(u)ri(u) = λi(u)ri(u)
)
, (1.3)
then we have
det
∣∣li j(u)∣∣ = 0 (equivalently det∣∣ri j(u)∣∣ = 0). (1.4)
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li(u)r j(u) ≡ δi j (i, j = 1, . . . ,n) (1.5)
and
rTi (u)ri(u) ≡ 1 (i = 1, . . . ,n), (1.6)
where δi j stands for the Kronecker’s symbol.
Clearly, all λi(u), li j(u) and ri j(u) (i, j = 1, . . . ,n) have the same regularity as A(u), i.e., C2 regularity.
We also assume that on the domain under consideration, each characteristic ﬁeld is either genuinely non-linear in the
sense of Lax (cf. [20]):
∇λi(u)ri(u) = 0, (1.7)
or linearly degenerate in the sense of Lax:
∇λi(u)ri(u) ≡ 0. (1.8)
We assume that on the domain under consideration, the eigenvalues of A(u) = ∇ f (u) satisfy the non-characteristic
condition
λr(u) < 0 < λs(u) (r = 1, . . . ,m; s =m+ 1, . . . ,n). (1.9)
We are concerned with the existence and uniqueness of global weakly discontinuous solutions to the mixed initial-
boundary value problem for system (1.1) in the half space
D = {(t, x) ∣∣ t  0, x 0} (1.10)
with the initial condition
t = 0: u = ϕ(x) (x 0) (1.11)
and the non-linear boundary condition (cf. [25,26,32–35])
x= 0: vs = Gs
(
α(t), v1, . . . , vm
)+ hs(t), s =m+ 1, . . . ,n (t  0), (1.12)
where
vi = li(u)u (i = 1, . . . ,n) (1.13)
and
α(t) = (α1(t), . . . ,αk(t)).
Here, ϕ = (ϕ1, . . . , ϕn)T , α, Gs and hs (s = m + 1, . . . ,n) are all C1 functions with respect to their arguments, which do
not satisfy the conditions of C1 compatibility at the point (0,0), but satisfy the conditions of C0 compatibility at the point
(0,0):
n∑
j=1
lsj
(
ϕ(0)
)
ϕ j(0) = Gs
(
α(0),
n∑
j=1
l1 j
(
ϕ(0)
)
ϕ j(0), . . . ,
n∑
j=1
lmj
(
ϕ(0)
)
ϕ j(0)
)
+ hs(0) (s =m+ 1, . . . ,n). (1.14)
Also, we assume that there exists a constant μ > 0 such that
θ max
{
sup
x0
(1+ x)1+μ(∣∣ϕ(x)∣∣+ ∣∣ϕ′(x)∣∣), sup
t0
(1+ t)1+μ(∣∣α(t)∣∣+ ∣∣h(t)∣∣+ ∣∣α′(t)∣∣+ ∣∣h′(t)∣∣)}< +∞, (1.15)
in which
h(t) = (hm+1(t), . . . ,hn(t)).
Without loss of generality, we assume that
Gs
(
α(t),0, . . . ,0
)≡ 0 (s =m+ 1, . . . ,n). (1.16)
For the Cauchy problem for general hyperbolic systems of conservation laws, such kinds of problems have been exten-
sively studied (for instance, see [2–4,10,14–16,21,22,24,31] and references therein). In particular, if system (1.1) is linearly
degenerate and the Riemann solution has only n contact discontinuities with small amplitude, Li and Kong [22] proved the
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solution possesses a global structure similar to that of the self-similar solution of the Riemann problem. This implies that
the Riemann solution is globally structurally stable. On the other hand, for the initial-boundary value problem of hyper-
bolic systems of conservation laws, Dubois and LeFloch [5] studied boundary conditions for nonlinear hyperbolic systems of
conservation laws, Hsiao and Li [13] studied shock reﬂection for the damped p-system and the paper [35] studied shock re-
ﬂection for general n×n quasilinear hyperbolic systems of conservation laws, Shao [32–34] also studied the global structure
stability of the Riemann solution for general n×n quasilinear hyperbolic systems of conservation laws. Here, it is important
to mention that G.-Q. Chen et al. [6] proved the global existence and stability of two-dimensional steady supersonic Euler
ﬂows past Lipschitz wedges, G.-Q. Chen et al. [7] also obtained the existence and uniqueness of transonic ﬂows with a tran-
sonic shock through a two-dimensional nozzle of slowly varying cross-sections for the full Euler equations, papers [8,37]
studied the global existence of a shock wave for the three-dimensional steady supersonic Euler ﬂow past an inﬁnite cone.
In addition, W.C. Lien and T.-P. Liu [30] obtained the global existence of a weak solution and long distance asymptotic be-
havior in the symmetric cone case under suitable conditions on the Mach number, the vertex angle and the shock strength
by using Glimm’s scheme. However, in some practical problems, we are required to deal with the case that the conditions
of C1 compatibility are not satisﬁed at the point (0,0), but the conditions of C0 compatibility are supposed to be satisﬁed
at the point (0,0), so the following question arises naturally: can we obtain the existence and uniqueness of global weakly
discontinuous solutions to the mixed initial-boundary value problem (1.1) and (1.11)–(1.12)? Our work may provide a simpler
approach to solve this problem globally, here it should particularly be noticed that for the Cauchy problem of quasilinear
hyperbolic systems, this problem was solved by Li and Wang [27]. However, due to the presence of a boundary, any waves
with negative speed are expected to be reﬂected at the boundary, some additional diﬃculties appear. Therefore new proofs
are required to overcome them. This makes our new analysis more complicated than that for the Cauchy problem case.
To state our result precisely, we shall ﬁrst recall the concept of weakly discontinuous solution (see [27]) as follows.
Deﬁnition 1.1. A continuous and piecewise C1 vector function
u = u(t, x) =
{
u+(t, x), x xk(t),
u−(t, x), x xk(t),
(1.17)
is called a weakly discontinuous solution containing a kth weak discontinuity x = xk(t) for system (1.1), if u = u(t, x) satisﬁes
system (1.1) in the classical sense on both sides of x = xk(t) and
u+
(
t, xk(t)
)= u−(t, xk(t)), (1.18)
where x = xk(t) is the corresponding kth characteristic, i.e.,
dxk(t)
dt
= λk
(
u+
(
t, xk(t)
))= λk(u−(t, xk(t))), (1.19)
moreover, the ﬁrst order derivatives of u(t, x) have the ﬁrst kind discontinuity on x = xk(t).
Our main results can be summarized as follows:
Theorem 1.1. Suppose that the non-characteristic condition (1.9) holds and system (1.1) is strictly hyperbolic. Suppose furthermore
that for j =m+1, . . . ,n, each j-characteristic ﬁeld with positive velocity is linearly degenerate. Suppose ﬁnally that ϕ,α,Gs,hs (s =
m+ 1, . . . ,n) are all C1 functions with respect to their arguments, satisfying (1.14)–(1.16), and that the conditions of C1 compatibility
are not satisﬁed at the point (0,0). Then there exists a suﬃciently small θ0 > 0 such that for any given θ ∈ (0, θ0], the mixed initial-
boundary value problem (1.1) and (1.11)–(1.12) admits a unique global weakly discontinuous solution u = u(t, x) in the half space
{(t, x) | t  0, x 0}, which possesses n −m weak discontinuities x = x j(t) ( j =m+ 1, . . . ,n) passing through the origin (0,0).
Remark 1.1. Suppose that system (1.1) is non-strictly hyperbolic but each characteristic has a constant multiplicity, say, on
the domain under consideration,
λ1(u) < · · · < λm(u) < 0 < λm(u) < · · · < λp+1(u) ≡ · · · ≡ λn(u) (m p  n). (1.20)
Then the conclusion of Theorem 1.1 still holds (cf. [9,21,23]).
Remark 1.2. The decay rate μ > 0 in (1.15) is essential and sharp for Theorem 1.1, this is due to the counterexamples given
in [17,18].
This paper is organized as follows. For the sake of completeness, in Section 2, we brieﬂy recall John’s formula on the
decomposition of waves with some supplements. Theorem 1.1 is proved in Section 3. Finally, some applications to quasilinear
hyperbolic systems of conservation laws arising in physics and other disciplines, particularly to the system describing the
motion of the relativistic string in Minkowski space R1+n , are given in Section 4.
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Suppose that on the domain under consideration system (1.1) is strictly hyperbolic and (1.5)–(1.6) hold.
Let
wi = li(u)ux (i = 1, . . . ,n), (2.1)
where li(u) = (li1(u), . . . , lin(u)) denotes the ith left eigenvector. By (1.5), it follows from (1.13) and (2.1) that
u =
n∑
k=1
vkrk(u) (2.2)
and
ux =
n∑
k=1
wkrk(u). (2.3)
Let
d
dit
= ∂
∂t
+ λi(u) ∂
∂x
(2.4)
be the directional derivative along the ith characteristic. We have (cf. [14,15,22,29])
dvi
dit
=
n∑
j,k=1
βi jk(u)v jwk (i = 1, . . . ,n), (2.5)
where
βi jk(u) =
(
λk(u) − λi(u)
)
li(u)∇r j(u)rk(u). (2.6)
Hence, we have
βi ji(u) ≡ 0, ∀i, j. (2.7)
On the other hand, we have (cf. [14,15,22,29])
dwi
dit
=
n∑
j,k=1
γi jk(u)w jwk (i = 1, . . . ,n), (2.8)
where
γi jk(u) = 12
{(
λ j(u) − λk(u)
)
li(u)∇rk(u)r j(u) − ∇λi(u)r j(u)δik + ( j|k)
}
, (2.9)
in which ( j|k) denotes all the terms obtained by changing j and k in the previous terms. Hence,
γi j j(u) ≡ 0, ∀ j = i (i, j = 1, . . . ,n) (2.10)
and
γiii(u) ≡ −∇λi(u)ri(u) (i = 1, . . . ,n). (2.11)
When the ith characteristic λi(u) is linearly degenerate in the sense of Lax, we have
γiii(u) ≡ 0. (2.12)
Moreover, noting (2.3) and (2.8), we have (cf. [12])
d
[
wi
(
dx− λi(u)dt
)]= n∑
j,k=1
Γi jk(u)w jwk dt ∧ dx, (2.13)
or equivalently,
∂wi
∂t
+ ∂(λi(u)wi)
∂x
=
n∑
Γi jk(u)w jwk, (2.14)
j,k=1
Z.-Q. Shao / J. Math. Anal. Appl. 345 (2008) 223–242 227where
Γi jk(u) = γi jk(u) + 12
[∇λi(u)r j(u)δik + ( j|k)]. (2.15)
Noting (2.9), we have
Γi j j(u) ≡ 0, ∀i, j. (2.16)
3. Proof of Theorem 1.1
In this section, we will ﬁrst establish a uniform a priori estimate for the C0 norm of u and the piecewise C0 norm of ux
on any given domain of existence of the weakly discontinuous solution u by a careful study of the interaction terms and
exploiting techniques that were discussed in the work by Li and Wang [27], and then prove Theorem 1.1. In what follows,
we always assume that θ > 0 is suitably small.
By the existence and uniqueness of a local weakly discontinuous solution for quasilinear hyperbolic systems of conserva-
tion laws (see [27,28]), there exists a suﬃciently small T0 > 0 such that the mixed initial-boundary value problem (1.1) and
(1.11)–(1.12) admits a unique weakly discontinuous solution u = u(t, x) containing only n−m weak discontinuities x= xk(t)
(k =m+ 1, . . . ,n) with small amplitude on the domain Σ(T0) = {(t, x) | 0 t  T0, x 0} =⋃ni=m Σi(T0). More precisely,
u = u(t, x) =
⎧⎪⎨⎪⎩
u(m)(t, x), (t, x) ∈ Σm(T0),
u(i)(t, x), (t, x) ∈ Σi(T0) (i =m+ 1, . . . ,n − 1),
u(n)(t, x), (t, x) ∈ Σn(T0),
(3.1)
where
Σi(T0) =
⎧⎨⎩
{(t, x) | 0 t  T0, 0 x xm+1(t)} (i =m),
{(t, x) | 0 t  T0, xi(t) x xi+1(t)} (i =m+ 1, . . . ,n − 1),
{(t, x) | 0 t  T0, x xn(t)} (i = n).
(3.2)
In order to prove Theorem 1.1 it suﬃces to establish a uniform a priori estimate for the C0 norm of u and the piecewise C0
norm of ux on any given domain of existence of the weakly discontinuous solution u = u(t, x).
Noting (1.2) and (1.10), we have
λ1(0) < · · · < λm(0) < 0 < λm+1(0) < · · · < λn(0). (3.3)
Thus, there exist positive suﬃciently small constants δ and δ0 such that
λi+1(u) − λi(v) 4δ0, ∀|u|, |v| δ (i = 1, . . . ,n− 1), (3.4)∣∣λi(u) − λi(v) g| δ02 , ∀|u|, |v| δ (i = 1, . . . ,n), (3.5)
and ∣∣λi(0)∣∣ δ0 (i = 1, . . . ,n). (3.6)
For the time being it is supposed that on any given domain of existence Σ(T ) = {(t, x) | 0 t  T , x 0} =⋃ni=m Σi(T )
of the weakly discontinuous solution
u = u(t, x) =
⎧⎪⎨⎪⎩
u(m)(t, x), (t, x) ∈ Σm(T ),
u(i)(t, x), (t, x) ∈ Σi(T ) (i =m+ 1, . . . ,n− 1),
u(n)(t, x), (t, x) ∈ Σn(T ),
(3.7)
to the mixed initial-boundary value problem (1.1) and (1.11)–(1.12), where
Σi(T ) =
⎧⎨⎩
{(t, x) | 0 t  T , 0 x xm+1(t)} (i =m),
{(t, x) | 0 t  T , xi(t) x xi+1(t)} (i =m+ 1, . . . ,n − 1),
{(t, x) | 0 t  T , x xn(t)} (i = n),
(3.8)
we have∣∣u(t, x)∣∣ δ, ∀(t, x) ∈ Σ(T ). (3.9)
At the end of the proof of Lemma 3.4, we will explain that this hypothesis is reasonable. Thus, in order to prove Theorem 1.1,
we only need to establish a uniform a priori estimate for the C0 norm of v deﬁned by (1.13) and the piecewise C0 norm
of w deﬁned by (2.1) on the domain of existence of the weakly discontinuous solution.
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For any ﬁxed T > 0, let
DT+ =
{
(t, x)
∣∣ 0 t  T , x (λn(0) + δ0)t}, (3.10)
DT− =
{
(t, x)
∣∣ 0 t  T , 0 x (λm+1(0) − δ0)t}, (3.11)
DT = {(t, x) ∣∣ 0 t  T , (λm+1(0) − δ0)t  x (λn(0) + δ0)t}, (3.12)
and for i =m+ 1, . . . ,n, let
DTi =
{
(t, x)
∣∣ 0 t  T , −[δ0 + η(λi(0) − λm+1(0))]t  x− λi(0)t  [δ0 + η(λn(0) − λi(0))]t}, (3.13)
where η > 0 is suitably small, see Fig. 1.
Noting that η > 0 is small, by (3.4) it is easy to see that
DTi ∩ DTj = ∅, ∀i = j, (3.14)
and
n⋃
i=m+1
DTi ⊂ DT . (3.15)
By the deﬁnitions of DTi and D
T , it is easy to obtain the following lemma.
Lemma 3.1. For each i =m+ 1, . . . ,n, on the domain DT \ DTi we have
ct 
∣∣x− λi(0)t∣∣ Ct, cx ∣∣x− λi(0)t∣∣ Cx, (3.16)
where c and C are positive constants independent of T .
On any given domain of existence Σ(T ) =⋃ni=m Σi(T ) of the weakly discontinuous solution u = u(t, x) to the mixed
initial-boundary value problem (1.1) and (1.11)–(1.12), let
v(l) = (v(l)1 , . . . , v(l)n ) (l =m,m+ 1, . . . ,n), (3.17)
w(l) = (w(l)1 , . . . ,w(l)n ) (l =m,m+ 1, . . . ,n) (3.18)
with
v(l)i = li
(
u(l)
)
u(l), w(l)i = li
(
u(l)
)
u(l)x (i = 1, . . . ,n), (3.19)
V
(
DT+
)= max
i=1,...,n
∥∥(1+ x)1+μv(n)i (t, x)∥∥L∞(DT+), (3.20)
W
(
DT+
)= max
i=1,...,n
∥∥(1+ x)1+μw(n)i (t, x)∥∥L∞(DT+), (3.21)
W
(
DT−
)= max ∥∥(1+ t)1+μw(m)i (t, x)∥∥L∞(DT−), (3.22)i=1,...,n
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{
max
r=1,...,m maxl=m,m+1,...,n
sup
(t,x)∈DT ∩Σl(T )
(1+ t)1+μ∣∣w(l)r (t, x)∣∣,
max
s=m+1,...,n maxl=m,m+1,...,n
sup
(t,x)∈[DT \Ds(T )]∩Σl(T )
(
1+ ∣∣x− λs(0)t∣∣)1+μ∣∣w(l)s (t, x)∣∣}, (3.23)
W˜1(T ) = max
i=m+1,...,n
max
j =i
sup
C j
{ ∫
C j∩Σi−1(T )
∣∣w(i−1)i (t, x)∣∣dt + ∫
C j∩Σi(T )
∣∣w(i)i (t, x)∣∣dt}, (3.24)
where C j ( j = i) denotes any given jth characteristic in DTi (i =m+ 1, . . . ,n),
W1(T ) = max
i=m+1,...,n
sup
0tT
{ ∫
DTi (t)∩Σi−1(T )
∣∣w(i−1)i (t, x)∣∣dx+ ∫
DTi (t)∩Σi(T )
∣∣w(i)i (t, x)∣∣dx} (3.25)
and
V∞(T ) = max
i=1,...,n
max
l=m,m+1,...,n
∥∥v(l)i (t, x)∥∥L∞(Σl(T )), (3.26)
where DTi (t) (t  0) denotes the t-section of DTi :
DTi (t) =
{
(τ , x)
∣∣ τ = t, (τ , x) ∈ DTi }. (3.27)
Clearly, V∞(T ) is equivalent to
U∞(T ) = max
i=1,...,n
max
l=m,m+1,...,n
∥∥u(l)i (t, x)∥∥L∞(Σl(T )). (3.28)
In the present situation, similar to the corresponding result in [34], we have
Lemma 3.2. Under the assumptions of Theorem 1.1, there is a suﬃciently small θ0 > 0 such that for any ﬁxed θ ∈ (0, θ0], on any given
domain of existence Σ(T ) of the weakly discontinuous solution u = u(t, x) to the mixed initial-boundary value problem (1.1) and
(1.11)–(1.12) there exists a positive constant k1 independent of θ and T for which
V
(
DT+
)
,W
(
DT+
)
 k1θ. (3.29)
By the deﬁnition of the weak discontinuity, we have
Lemma 3.3. For k =m+ 1, . . . ,n, on the kth weak discontinuity x = xk(t), it follows that
w(k−1)i = w(k)i (i = 1, . . . ,k − 1,k + 1, . . . ,n). (3.30)
Proof. By differentiating both sides of (1.18) with respect to t and noting (1.19), we obtain
du+(t, xk(t))
dkt
= du
−(t, xk(t))
dkt
, (3.31)
where u±(t, xk(t)) u(t, xk(t) ± 0) and ddkt is deﬁned by (2.4).
By (1.1) and (2.3), it is easy to see that
du
dkt
=
∑
j =k
(
λk(u) − λ j(u)
)
w jr j(u). (3.32)
Then, it follows from (3.31) that∑
j =k
(
λk
(
u+
)− λ j(u+))w+j r j(u+)=∑
j =k
(
λk
(
u−
)− λ j(u−))w−j r j(u−). (3.33)
Thus, by multiplying both sides of (3.33) by li(u−) (i = k) and noting (1.18), we immediately get the desired (3.30). The
proof of Lemma 3.3 is ﬁnished. 
Lemma 3.4. Under the assumptions of Theorem 1.1, there is a suﬃciently small θ0 > 0 such that for any ﬁxed θ ∈ (0, θ0], on any
given domain of existence Σ(T ) of the weakly discontinuous solution u = u(t, x) to the mixed initial-boundary value problem (1.1)
and (1.11)–(1.12) there exist positive constants ki (i = 2,3,4,5,6) independent of θ and T for which the following uniform a priori
estimates hold:
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(
DT−
)
 k2θ, (3.34)
Wc∞(T ) k3θ, (3.35)
W˜1(T ),W1(T ) k4θ, (3.36)
U∞(T ), V∞(T ) k5θ (3.37)
and
W∞(T ) k6θ. (3.38)
Proof. Step 1. We ﬁrst estimate W (DT−).
(i) For j = 1, . . . ,m, passing through any ﬁxed point (t, x) ∈ DT− , we draw the jth characteristic c j : ξ = ξ j(s; t, x) which
must intersect the boundary x= (λn(0) + δ0)t of DT at a point (t0, y).
Proposition 3.1. On this jth characteristic c j: ξ = ξ j(s; t, x), we have
t  t0 
−λ j(0) − δ02
λn(0) − λ j(0) + δ02
t. (3.39)
Proof. Recalling (3.5), it is easy to see that
x−
(
λ j(0) + δ02
)
t  y −
(
λ j(0) + δ02
)
t0. (3.40)
On the other hand, we have from (3.11) that
x 0. (3.41)
Since
y = (λn(0) + δ0)t0, (3.42)
we conclude from (3.40)–(3.42) that
t0 
−λ j(0) − δ02
λn(0) − λ j(0) + δ02
t. (3.43)
Noting the fact that t  t0, we immediately get (3.39). 
By integrating (2.8) along ξ = ξ j(s; t, x) and noting (2.10) and (3.30), we have
w(m)j (t, x) = w(n)j (t0, y) +
t jn∫
t0
(
m∑
i,l=1
+
∑
i∈{1,...,m}
l/∈{1,...,m}
+
∑
l∈{1,...,m}
i /∈{1,...,m}
+
n∑
i,l=m+1
i =l
)
γ jil
(
u(n)
)
w(n)i w
(n)
l
(
s, ξ j(s; t, x)
)
ds
+
n−1∑
k=m+1
t jk∫
t j,k+1
(
m∑
i,l=1
+
∑
i∈{1,...,m}
l/∈{1,...,m}
+
∑
l∈{1,...,m}
i /∈{1,...,m}
+
n∑
i,l=m+1
i =l
)
γ jil
(
u(k)
)
w(k)i w
(k)
l
(
s, ξ j(s; t, x)
)
ds
+
t∫
t j,m+1
(
m∑
i,l=1
+
∑
i∈{1,...,m}
l/∈{1,...,m}
+
∑
l∈{1,...,m}
i /∈{1,...,m}
+
n∑
i,l=m+1
i =l
)
γ jil
(
u(m)
)
w(m)i w
(m)
l
(
s, ξ j(s; t, x)
)
ds, (3.44)
where (t jk, xk(t jk)) denotes the intersection point of c j with the kth weak discontinuity x = xk(t) (k =m + 1, . . . ,n). Then,
by using Lemma 3.2 and noting (3.42) and (3.39), it is easy to see that∣∣w(n)j (t0, y)∣∣ k1θ(1+ y)−(1+μ)  C1θ(1+ t0)−(1+μ)  C2θ(1+ t)−(1+μ), (3.45)
where here and henceforth Ci (i = 1,2, . . .) will denote positive constants independent of θ and T .
Thus, noting (3.39), we obtain from (3.44) that
(1+ t)1+μ∣∣w(m)(t, x)∣∣ C3{θ + (W (DT−))2 + Wc∞(T )W˜1(T ) + (Wc∞(T ))2}. (3.46)j
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x = 0: ∂vs
∂t
=
m∑
r=1
∂Gs
∂vr
(
α(t), v1, . . . , vm
)∂vr
∂t
+
k∑
i=1
∂Gs
∂αi
(
α(t), v1, . . . , vm
)
α′i(t) + h′s(t) (s =m+ 1, . . . ,n). (3.47)
By (1.1), (1.3) and (2.3), it is easy to see that
∂vi
∂t
= ∂
∂t
(
li(u)u
)= −λi(u)wi + n∑
k=1
aik(u)wk (i = 1, . . . ,n), (3.48)
where
aik(u) = −λk(u)rTk (u)∇li(u)u. (3.49)
Thus, recalling (1.9) and (3.9), for suﬃciently small δ > 0, we easily see from (3.47) and (3.48) that
x = 0: ws =
m∑
j=1
f sj(t,u)w j +
k∑
i=1
f¯ si(t,u)α
′
i(t) +
n∑
l=m+1
f˜ sl(t,u)h
′
l(t) (s =m+ 1, . . . ,n), (3.50)
where f sj, f¯ si and f˜ sl are continuous functions of t and u.
(ii) For j = m + 1, . . . ,n, passing through any ﬁxed point (t, x) ∈ DT− , we draw the jth characteristic c j : ξ = ξ j(s; t, x)
which must intersect the t-axis at a point (t0,0). Then, we have
Proposition 3.2. On this jth characteristic c j: ξ = ξ j(s; t, x), we have
t  t0 
λ j(0) − λm+1(0) + δ02
λ j(0) − δ02
t. (3.51)
Proof. Recalling (3.5), it is easy to see that
x−
(
λ j(0) − δ02
)
t −
(
λ j(0) − δ02
)
t0. (3.52)
On the other hand, we have from (3.11) that
x
(
λm+1(0) − δ0
)
t. (3.53)
Therefore it follows from (3.52) that
t0 
λ j(0) − λm+1(0) + δ02
λ j(0) − δ02
t. (3.54)
Noting the fact that t  t0, we immediately get (3.51). 
Integrating (2.8) along c j from t0 to t yields
w(m)j (t, x) = w(m)j (t0,0) +
t∫
t0
n∑
k,l=1
γ jkl
(
u(m)
)
w(m)k w
(m)
l
(
s, ξ j(s; t, x)
)
ds. (3.55)
By (3.50), we have
w(m)j (t0,0) =
m∑
r=1
f jr
(
t0,u
(m))w(m)r (t0,0) + k∑
i=1
f¯ ji
(
t0,u
(m))α′i(t0) + n∑
l=m+1
f˜ jl
(
t0,u
(m))h′l(t0). (3.56)
By employing the same arguments as in (i), we can obtain
(1+ t0)1+μ
∣∣w(m)r (t0,0)∣∣ C4{θ + (W (DT−))2 + Wc∞(T )W˜1(T ) + (Wc∞(T ))2} (r = 1, . . . ,m). (3.57)
Thus, noting (1.15), (3.9) and (3.51), it follows from (3.56)–(3.57) that
(1+ t)1+μ∣∣w(m)(t0,0)∣∣ C5(1+ t0)1+μ∣∣w(m)(t0,0)∣∣ C6{θ + (W (DT−))2 + Wc∞(T )W˜1(T ) + (Wc∞(T ))2}. (3.58)j j
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Hence, it follows from (3.55) that
(1+ t)1+μ∣∣w(m)j (t, x)∣∣ C7{θ + (W (DT−))2 + Wc∞(T )W˜1(T ) + (Wc∞(T ))2}. (3.59)
Combining (3.46) and (3.59), we obtain
W
(
DT−
)
 C8
{
θ + (W (DT−))2 + Wc∞(T )W˜1(T ) + (Wc∞(T ))2}. (3.60)
Step 2. We estimate W˜1(T ).
Let
C j: x= x j(t) (t1  t  t2) (3.61)
be any given jth characteristic in DTi ( j = i, i =m+1, . . . ,n). By (3.5), the whole ith characteristic passing through O (0,0),
i.e., the whole ith weak discontinuity x = xi(t), is included in DTi . Let P0(t0, x j(t0)) be the intersection point of this weak
discontinuity with C j . Passing through the point P1(t1, x j(t1)) (respectively P2(t2, x j(t2))) we draw the ith characteristic
which intersects the straight line x = (λm+1(0) − δ0)t (respectively x = (λn(0) + δ0)t) at a point A1( y1λm+1(0)−δ0 , y1) (respec-
tively A2(
y2
λn(0)+δ0 , y2)), see Fig. 2.
It is easy to see that
∫
C j∩Σi−1(T )
∣∣w(i−1)i (t, x)∣∣dt + ∫
C j∩Σi(T )
∣∣w(i)i (t, x)∣∣dt =
t0∫
t1
∣∣w(i−1)i (t, x j(t))∣∣dt +
t2∫
t0
∣∣w(i)i (t, x j(t))∣∣dt. (3.62)
We now estimate
∫ t2
t0
|w(i)i (t, x j(t))|dt .
By (2.13), applying Stokes’ formula to wi on the domain P0O A2P2 bounded by the ith weak discontinuity x = xi(t), C j,
the ith characteristic passing through A2 and the straight line x= (λn(0) + δ0)t , and recalling (2.16), we have
t2∫
t0
∣∣w(i)i (t, x j(t))∣∣∣∣λ j(u(i)(t, x j(t)))− λi(u(i)(t, x j(t)))∣∣dt

y2
λn(0)+δ0∫
0
∣∣w(n)i (t, (λn(0) + δ0)t)∣∣(λn(0) + δ0 − λi(u(n)(t, (λn(0) + δ0)t)))dt
+
∫ ∫
P0O A2 P2
(
m∑
j,k=1
+
∑
j∈{1,...,m}
k/∈{1,...,m}
+
∑
k∈{1,...,m}
j /∈{1,...,m}
+
n∑
j,k=m+1
j =k
)∣∣Γi jk(u)w jwk∣∣dt dx. (3.63)
Then, noting (3.4) and (3.16) and by using Lemma 3.2, we obtain
t2∫
t0
∣∣w(i)i (t, x j(t))∣∣dt  C9{θ + Wc∞(T )W1(T ) + (Wc∞(T ))2}. (3.64)
Similarly, we have
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t1
∣∣w(i−1)i (t, x j(t))∣∣dt  C10{W (DT−)+ Wc∞(T )W1(T ) + (Wc∞(T ))2}. (3.65)
Thus, we obtain
W˜1(T ) C11
{
θ + W (DT−)+ Wc∞(T )W1(T ) + (Wc∞(T ))2}. (3.66)
Similarly, we have
W1(T ) C12
{
θ + W (DT−)+ Wc∞(T )W1(T ) + (Wc∞(T ))2}. (3.67)
Step 3. We estimate Wc∞(T ).
(i) For r = 1, . . . ,m, l =m,m+1, . . . ,n, passing through any ﬁxed point (t, x) ∈ DT Σl(T ), we draw the rth characteristic
cr : ξ = ξr(s; t, x) which must intersect the boundary x= (λn(0) + δ0)t of DT at a point (t0, y). Then, we have
Proposition 3.3. On this rth characteristic cr : ξ = ξr(s; t, x), we have
t  t0 
λm+1(0) − λr(0) − 3δ02
λn(0) − λr(0) + δ02
t. (3.68)
Proof. Recalling (3.5), it is easy to see that
x−
(
λr(0) + δ0
2
)
t  y −
(
λr(0) + δ0
2
)
t0. (3.69)
On the other hand, we have from (3.12) that
x
(
λm+1(0) − δ0
)
t. (3.70)
Since
y = (λn(0) + δ0)t0, (3.71)
we conclude from (3.69)–(3.71) that
t0 
λm+1(0) − λr(0) − 3δ02
λn(0) − λr(0) + δ02
t. (3.72)
Noting the fact that t  t0, we immediately get (3.68). 
By integrating (2.8) along ξ = ξr(s; t, x), and noting (2.10) and (3.30), we have
w(l)r (t, x) = w(n)r (t0, y) +
trn∫
t0
(
m∑
i, j=1
+
∑
i∈{1,...,m}
j /∈{1,...,m}
+
∑
j∈{1,...,m}
i /∈{1,...,m}
+
n∑
i, j=m+1
i = j
)
γri j
(
u(n)
)
w(n)i w
(n)
j
(
s, ξr(s; t, x)
)
ds
+
n−1∑
k=l+1
trk∫
tr,k+1
(
m∑
i, j=1
+
∑
i∈{1,...,m}
j /∈{1,...,m}
+
∑
j∈{1,...,m}
i /∈{1,...,m}
+
n∑
i, j=m+1
i = j
)
γri j
(
u(k)
)
w(k)i w
(k)
j
(
s, ξr(s; t, x)
)
ds
+
t∫
tr,l+1
(
m∑
i, j=1
+
∑
i∈{1,...,m}
j /∈{1,...,m}
+
∑
j∈{1,...,m}
i /∈{1,...,m}
+
n∑
i, j=m+1
i = j
)
γri j
(
u(l)
)
w(l)i w
(l)
j
(
s, ξr(s; t, x)
)
ds, (3.73)
where (trk, xk(trk)) denotes the intersection point of cr with the kth weak discontinuity x = xk(t) (k = l+ 1, . . . ,n). Then, by
using Lemma 3.2 and recalling (3.71) and (3.68), we obtain∣∣w(n)r (t0, y)∣∣ k1θ(1+ y)−(1+μ)  C13θ(1+ t0)−(1+μ)  C14θ(1+ t)−(1+μ). (3.74)
Thus, noting (3.68) and by using Lemma 3.1, we have from (3.73) that
(1+ t)1+μ∣∣w(l)r (t, x)∣∣ C15{θ + Wc∞(T )W˜1(T ) + (Wc∞(T ))2}. (3.75)
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(ii) For i =m+1, . . . ,n, for any given point (t, x) ∈ DT \ Di(T ), assume that (t, x) ∈ Σl(T ) for some l i, by the deﬁnition
of DTi , it is easy to see that
x− λi(0)t >
[
δ0 + η
(
λn(0) − λi(0)
)]
t (3.76)
which implies i < n. Let ξ = ξi(s; t, x) be the ith characteristic passing through (t, x) which must intersect the boundary
x= (λn(0) + δ0)t of DT at a point (t0, y), see Fig. 3.
Recalling (3.5), it is easy to see that
x−
(
λi(0) + δ02
)
t  y −
(
λi(0) + δ02
)
t0. (3.77)
Since
y = (λn(0) + δ0)t0, (3.78)
recalling (3.76) and the fact that t  t0, it follows from (3.77) that
t  t0  ηt. (3.79)
By integrating (2.8) along ξ = ξi(s; t, x), and noting (2.10) and (3.30), we have
w(l)i (t, x) = w(n)i (t0, y) +
tin∫
t0
[
γiii
(
u(n)
)
w(n)i w
(n)
i
+
(
m∑
j,r=1
+
∑
j∈{1,...,m}
r /∈{1,...,m}
+
∑
r∈{1,...,m}
j /∈{1,...,m}
+
n∑
j,r=m+1
j =r
)
γi jr
(
u(n)
)
w(n)j w
(n)
r
](
s, ξi(s; t, x)
)
ds
+
n−1∑
k=l+1
tik∫
ti,k+1
[
γiii
(
u(k)
)
w(k)i w
(k)
i
+
(
m∑
j,r=1
+
∑
j∈{1,...,m}
r /∈{1,...,m}
+
∑
r∈{1,...,m}
j /∈{1,...,m}
+
n∑
j,r=m+1
j =r
)
γi jr
(
u(k)
)
w(k)j w
(k)
r
](
s, ξi(s; t, x)
)
ds
+
t∫
ti,l+1
[
γiii
(
u(l)
)
w(l)i w
(l)
i +
(
m∑
j,r=1
+
∑
j∈{1,...,m}
r /∈{1,...,m}
+
∑
r∈{1,...,m}
j /∈{1,...,m}
+
n∑
j,r=m+1
j =r
)
γi jr
(
u(l)
)
w(l)j w
(l)
r
](
s, ξi(s; t, x)
)
ds,
(3.80)
where (tik, xk(tik)) denotes the intersection point of the ith characteristic ξ = ξi(s; t, x) with the kth weak discontinuity
x= xk(t) (k = l + 1, . . . ,n). Then, by using Lemma 3.2 and observing (3.78)–(3.79), it is easy to see that∣∣w(n)(t0, y)∣∣ k1θ(1+ y)−(1+μ)  C16θ(1+ t0)−(1+μ)  C17θ(1+ t)−(1+μ). (3.81)i
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1+ ∣∣x− λi(0)t∣∣)1+μ∣∣w(l)i (t, x)∣∣ C18{θ + Wc∞(T )W˜1(T ) + (Wc∞(T ))2}. (3.82)
Next, we assume that (t, x) ∈ Σl(T ) for some l =m,m+ 1, . . . , i − 1, by the deﬁnition of DTi , it is easy to see that
x− λi(0)t < −
[
δ0 + η
(
λi(0) − λm+1(0)
)]
t (3.83)
which implies i >m+1. Let ξ = ξi(s; t, x) be the ith characteristic passing through (t, x) which must intersect the boundary
x= (λm+1(0) − δ0)t of DT at a point (t0, y).
Recalling (3.5), it is easy to see that
x−
(
λi(0) − δ02
)
t  y −
(
λi(0) − δ02
)
t0. (3.84)
Since
y = (λm+1(0) − δ0)t0, (3.85)
observing (3.83) and the fact that t  t0, it follows from (3.84) that
t  t0  ηt. (3.86)
By integrating (2.8) along ξ = ξi(s; t, x), and noting (2.10) and (3.30), we have
w(l)i (t, x) = w(m)i (t0, y) +
ti,m+1∫
t0
[
γiii
(
u(m)
)
w(m)i w
(m)
i
+
(
m∑
j,r=1
+
∑
j∈{1,...,m}
r /∈{1,...,m}
+
∑
r∈{1,...,m}
j /∈{1,...,m}
+
n∑
j,r=m+1
j =r
)
γi jr
(
u(m)
)
w(m)j w
(m)
r
](
s, ξi(s; t, x)
)
ds
+
l−1∑
k=m+1
ti,k+1∫
tik
[
γiii
(
u(k)
)
w(k)i w
(k)
i
+
(
m∑
j,r=1
+
∑
j∈{1,...,m}
r /∈{1,...,m}
+
∑
r∈{1,...,m}
j /∈{1,...,m}
+
n∑
j,r=m+1
j =r
)
γi jr
(
u(k)
)
w(k)j w
(k)
r
](
s, ξi(s; t, x)
)
ds
+
t∫
til
[
γiii
(
u(l)
)
w(l)i w
(l)
i +
(
m∑
j,r=1
+
∑
j∈{1,...,m}
r /∈{1,...,m}
+
∑
r∈{1,...,m}
j /∈{1,...,m}
+
n∑
j,r=m+1
j =r
)
γi jr
(
u(l)
)
w(l)j w
(l)
r
](
s, ξi(s; t, x)
)
ds,
(3.87)
where (tik, xk(tik)) denotes the intersection point of this ith characteristic ξ = ξi(s; t, x) with the kth weak discontinuity
x= xk(t) (k =m+ 1, . . . , l). Then, by (3.86), it is easy to see that∣∣w(m)i (t0, y)∣∣ C19W (DT−)(1+ t0)−(1+μ)  C20W (DT−)(1+ t)−(1+μ). (3.88)
Thus, noting (3.86) and by using Lemma 3.1, it follows from (3.87) that(
1+ ∣∣x− λi(0)t∣∣)1+μ∣∣w(l)i (t, x)∣∣ C21{W (DT−)+ Wc∞(T )W˜1(T ) + (Wc∞(T ))2}. (3.89)
Combining (3.82) with (3.89) and (3.75), we obtain
Wc∞(T ) C22
{
θ + W (DT−)+ Wc∞(T )W˜1(T ) + (Wc∞(T ))2}. (3.90)
Step 4. We now prove (3.34)–(3.36).
Recalling (1.15), evidently we have
Wc∞(0) C23θ, (3.91)
W1(0) = W˜1(0) = 0 (3.92)
and
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Thus, by continuity there exist positive constants k2,k3 and k4 independent of θ , such that (3.34)–(3.36) hold at least for
0  T  τ0, where τ0 is a small positive number. Hence, in order to prove (3.34)–(3.36) it suﬃces to show that we can
choose k2,k3 and k4 in such a way that for any ﬁxed T0 (0 < T0  T ) with
W
(
DT0−
)
 2k2θ, (3.94)
Wc∞(T0) 2k3θ, (3.95)
W˜1(T0),W1(T0) 2k4θ, (3.96)
we have
W
(
DT0−
)
 k2θ, (3.97)
Wc∞(T0) k3θ, (3.98)
W˜1(T0),W1(T0) k4θ. (3.99)
To this end, substituting (3.94)–(3.96) into the right-hand side of (3.60), (3.66)–(3.67), and (3.90) (in which we take T = T0),
it is easy to see that, when θ0 > 0 is suitably small, we have
W
(
DT0−
)
 2C8θ, (3.100)
W˜1(T0) 2C11(1+ k2)θ, (3.101)
W1(T0) 2C12(1+ k2)θ, (3.102)
Wc∞(T0) 2C22(1+ k2)θ. (3.103)
Hence, if k2  2C8, k3  2C22(1+ k2) and k4  2(1+ k2)max{C11,C12}, then we get (3.97)–(3.99). This proves (3.34)–(3.36).
Step 5. We prove (3.37).
For any given point (t, x) ∈ DT− ∪ DT , we have
u(t, x) = u(t, x0) +
x∫
x0
uξ (t, ξ)dξ, (3.104)
where the point (t, x0) lies on the straight line x = (λn(0) + δ0)t . Thus, noting (2.3) and (3.9), and by using Lemmas 3.1
and 3.2, we obtain from (3.104) that for any given point (t, x) ∈ DT− ∪ DT ,∣∣u(t, x)∣∣ C25{θ + W (DT−)+ Wc∞(T ) + W1(T )}. (3.105)
Thus, noting Lemma 3.2 and (3.34)–(3.36), we obtain from (3.105) that
V∞(T ) C26
{
θ + W (DT−)+ Wc∞(T ) + W1(T )} C26(1+ k2 + k3 + k4)θ. (3.106)
Hence, if k5  C26(1+ k2 + k3 + k4), then we get (3.37).
Step 6. We ﬁnally estimate W∞(T ).
By the deﬁnitions of Wc∞(T ), W (DT+) and W (DT−), it suﬃces to estimate ‖wi(t, x)‖L∞(DTi ) for every i ∈ {m + 1, . . . ,n}.
To this end, for any given i ∈ {m + 1, . . . ,n}, passing through any ﬁxed point (t, x) ∈ DTi , we draw the ith characteristic ci :
ξ = ξi(s; t, x) which intersects one of the boundaries of DTi at a point. For ﬁxing the idea, suppose that this character-
istic intersects x = [λi(0) + δ0 + η(λn(0) − λi(0))]t at a point (t0, y). By integrating (2.8) along this characteristic ci , and
recalling (2.10), we have
wi(t, x) = wi(t0, y) +
t∫
t0
n∑
j,k=1
γi jk(u)w jwk
(
s, ξi(s; t, x)
)
ds
= wi(t0, y) +
t∫
t0
[(
m∑
j,k=1
+
∑
j∈{1,...,m}
k/∈{1,...,m}
+
∑
k∈{1,...,m}
j /∈{1,...,m}
+
n∑
j,k=m+1
j =k
)
γi jk(u)w jwk + γiii(u)w2i
](
s, ξi(s; t, x)
)
ds. (3.107)
Then, noting (3.35), we obtain from (3.107) that∣∣wi(t, x)∣∣ C27{Wc∞(T ) + (Wc∞(T ))2 + Wc∞(T )W∞(T )} C28θ{1+ W∞(T )}. (3.108)
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W∞(T ) C29θ
{
1+ W∞(T )
}
. (3.109)
This implies (3.38).
Finally, we observe that when θ0 > 0 is suitably small, we have
U∞(T ) k5θ  k5θ0 
1
2
δ. (3.110)
This implies the validity of hypothesis (3.9). The proof of Lemma 3.4 is ﬁnished. 
Proof of Theorem 1.1. Under the assumptions of Theorem 1.1, by (3.37) and (3.38), we know that there is a suﬃciently small
θ0 > 0 such that for any ﬁxed θ ∈ (0, θ0], on any given domain of existence Σ(T ) of the weakly discontinuous solution
u = u(t, x) to the mixed initial-boundary value problem (1.1) and (1.11)–(1.12), the C0 norm of u and the piecewise C0 norm
of ux possesses a uniform a priori estimate independent of T . This leads to the conclusion of Theorem 1.1 immediately. The
proof of Theorem 1.1 is ﬁnished. 
4. Applications
4.1. System of the motion of the relativistic string in Minkowski space R1+n
Consider the following initial boundary value problem for the system of the motion of the relativistic string in Minkowski
space R1+n (cf. [19]):⎧⎪⎨⎪⎩ ∂t
( |v|2u − 〈u, v〉v√〈u, v〉2 − (|u|2 − 1)|v|2
)
− ∂θ
( 〈u, v〉u − (|u|2 − 1)v√〈u, v〉2 − (|u|2 − 1)|v|2
)
= 0,
∂t v − ∂θu = 0
(4.1)
with the initial condition
t = 0: u = u0(θ), v = v˜0 + v0(θ) (θ  0) (4.2)
and the boundary condition
θ = 0: u = 0 (t  0). (4.3)
Here, u = (u1, . . . ,un)T , v = (v1, . . . , vn)T , v˜0 = (v˜01, . . . , v˜0n)T is a constant vector with |v˜0| =
√
(v˜01)
2 + · · · + (v˜0n)2 > 0,
(u0(θ)T , v0(θ)T ) ∈ C1 and we assume that there exists a constant μ > 0 such that
sup
θ0
{
(1+ θ)1+μ(∣∣u0(θ)∣∣+ ∣∣v0(θ)∣∣+ ∣∣u′0(θ)∣∣+ ∣∣v ′0(θ)∣∣)}< +∞. (4.4)
Moreover, suppose that the conditions of C1 compatibility are not satisﬁed at the point (0,0), but the conditions of C0
compatibility are supposed to be satisﬁed at the point (0,0).
Let
U =
(
u
v
)
. (4.5)
We can rewrite system (4.1) as
∂tU + A(U )∂θU = 0, (4.6)
where
A(U ) =
[
− 2〈u,v〉|v|2 In×n |u|
2−1
|v|2 In×n
−In×n 0
]
. (4.7)
It is easy to see that in a neighborhood of U0 =
( 0
v˜0
)
, (4.1) is a hyperbolic system with the following real eigenvalues:
λ1(U ) ≡ · · · ≡ λn(U ) = λ− < 0 < λn+1(U ) ≡ · · · ≡ λ2n(U ) = λ+, (4.8)
where
λ± = −〈u, v〉 ±
√〈u, v〉2 − (|u|2 − 1)|v|2
2
. (4.9)|v|
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li(U ) = (ei, λ+ei) (i = 1, . . . ,n), li(U ) = (ei−n, λ−ei−n) (i = n + 1, . . . ,2n) (4.10)
and
ri(U ) = (−λ−ei, ei)T (i = 1, . . . ,n), ri(U ) = (−λ+ei−n, ei−n)T (i = n + 1, . . . ,2n), (4.11)
respectively, where
ei =
(
0, . . . ,0,
(i)
1 ,0, . . . ,0
)
(i = 1, . . . ,n). (4.12)
When n = 1, (4.1) is a strictly hyperbolic system; while, when n  2, (4.1) is a non-strictly hyperbolic system with charac-
teristics with constant multiplicity. It is easy to see that all characteristic ﬁelds are linearly degenerate in the sense of Lax,
i.e.,
∇λi(U )ri(U ) ≡ 0 (i = 1, . . . ,2n), (4.13)
see [10,19].
Let
Vi = li(U )(U − U0) (i = 1, . . . ,2n). (4.14)
Then, the boundary condition (4.3) can be rewritten as
θ = 0: Vn+i = −Vi (i = 1, . . . ,n). (4.15)
By Theorem 1.1 we get
Theorem 4.1. Suppose that u0, v0 are all C1 functions with respect to their arguments, for which there is a constant μ > 0 such that
ε  sup
θ0
{
(1+ θ)1+μ(∣∣u0(θ)∣∣+ ∣∣v0(θ)∣∣+ ∣∣u′0(θ)∣∣+ ∣∣v ′0(θ)∣∣)}< +∞. (4.16)
Suppose furthermore that the conditions of C0 compatibility are satisﬁed at the point (0,0), and that the conditions of C1 compatibility
are not satisﬁed at the point (0,0). Then there is a suﬃciently small ε0 > 0 such that for any ﬁxed ε ∈ (0, ε0], the mixed initial-
boundary value problem (4.1)–(4.3) admits a unique global weakly discontinuous solution U = U (t, θ) in the half space {(t, x) | t  0,
x 0}, which possesses only one weak discontinuity with constant multiplicity n passing through the origin (0,0).
4.2. System of traﬃc ﬂow on a road network
Consider the following initial boundary value problem for the system of traﬃc ﬂow on a road network using the Aw–
Rascle model (cf. [1,11]):⎧⎪⎨⎪⎩
∂tρ + ∂x
(
y − ργ+1)= 0,
∂t y + ∂x
(
y2
ρ
− yργ
)
= 0
(4.17)
with the initial condition
t = 0 : (ρ, y) = (ρ˜0 + ρ0(x), y˜0 + y(x))→ (ρ+, y+) as x → +∞, (4.18)
and the boundary condition
x= 0: ρ = g(t) (t  0). (4.19)
Here, γ > 0, ρ > 0 is the density of the cars and y = ρv +ργ+1 is the momentum, v is the velocity of the cars, ρ˜0 > 0 and
y˜0 are constants with
ρ˜
γ+1
0 < y˜0 <
(
1+ γ
3
)
ρ˜
γ+1
0 , (4.20)
i.e.,
0 < v˜0 <
γ ρ˜
γ
0 , (4.21)3
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sup
x0
{
(1+ x)1+μ(∣∣ρ0(x)∣∣+ ∣∣y0(x)∣∣+ ∣∣ρ ′0(x)∣∣+ ∣∣y′0(x)∣∣)}< +∞. (4.22)
In addition, we assume that g(t) ∈ C1 takes its value on [ρ+,ρ−] (or say [ρ−,ρ+], if ρ− < ρ+) and
sup
t0
{
(1+ t)1+μ(∣∣h(t)∣∣+ ∣∣h′(t)∣∣)}< +∞, (4.23)
where
h(t) = γ g(t)γ (ρ˜0 − g(t)). (4.24)
Moreover, suppose that the conditions of C1 compatibility are not satisﬁed at the point (0,0), but the conditions of C0
compatibility are supposed to be satisﬁed at the point (0,0).
Let
U =
(
ρ
y
)
. (4.25)
It is easy to see that in a neighborhood of U0 =
( ρ˜0
y˜0
)
, system (4.17) is strictly hyperbolic and has the following two distinct
real eigenvalues:
λ1(U ) = y
ρ
− (γ + 1)ργ < 0 < λ2(U ) = y
ρ
− ργ , (4.26)
i.e.,
λ1(U ) = v − γργ < 0 < λ2(U ) = v. (4.27)
The corresponding left and right eigenvectors are
l1(U ) =
(
y
ρ
+ γργ ,−1
)
, l2(U ) =
(
y
ρ
,−1
)
(4.28)
and
r1(U ) =
(
1
y
ρ
)
, r2(U ) =
(
1
y
ρ + γργ
)
, (4.29)
respectively. It is easy to see that the ﬁrst characteristic ﬁeld is genuinely non-linear, i.e.,
∇λ1(U )r1(U ) = 0, (4.30)
while the second characteristic ﬁeld is linearly degenerate, i.e.,
∇λ2(U )r2(U ) ≡ 0, (4.31)
see [1,2].
Let
Vi = li(U )(U − U0) (i = 1,2). (4.32)
Then, the boundary condition (4.19) can be rewritten as
x = 0: V2 = V1 + h(t), (4.33)
where
h(t) = γ g(t)γ (ρ˜0 − g(t)).
By Theorem 1.1 we get
Theorem 4.2. Suppose that ρ0, y0 are C1 functions with respect to their arguments, for which there is a constant μ > 0 such that
θ max
{
sup
x0
(1+ x)1+μ(∣∣ρ0(x)∣∣+ ∣∣y0(x)∣∣+ ∣∣ρ ′0(x)∣∣+ ∣∣y′0(x)∣∣), sup
t0
(1+ t)1+μ(∣∣h(t)∣∣+ ∣∣h′(t)∣∣)}< +∞. (4.34)
Suppose furthermore that g(t) ∈ C1 takes its value on [ρ+,ρ−] (or say [ρ−,ρ+], if ρ− < ρ+) which satisﬁes (4.24) and (4.34).
Suppose ﬁnally that the conditions of C0 compatibility are satisﬁed at the point (0,0), and that the conditions of C1 compatibility are
not satisﬁed at the point (0,0). Then there is a suﬃciently small θ0 > 0 such that for any ﬁxed θ ∈ (0, θ0], the initial boundary value
problem (4.17)–(4.19) admits a unique global weakly discontinuous solution U = U (t, x) in the half space {(t, x) | t  0, x 0}, which
possesses only one weak discontinuity passing through the origin (0,0).
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Consider the following initial boundary value problem for the system of the planar motion of an elastic string (cf. [22,
24,25]):⎧⎨⎩
ut − vx = 0,
vt −
(
r − 1
r
u
)
x
= 0 (4.35)
with the initial condition
t = 0: u = u˜0 + u0(x), v = v0(x) (x 0) (4.36)
and the boundary condition on the ﬁxed end
x= 0: v = 0. (4.37)
Here, u = (u1,u2)T , v = (v1, v2)T , r = |u| =
√
u21 + u22, u˜0 = (u˜01, u˜02)T is a constant vector with r˜0 = |u˜0| =√
(u˜01)
2 + (u˜02)2 > 1, (u0(x)T , v0(x)T ) ∈ C1 and we assume that there exists a constant μ > 0 such that
sup
x0
{
(1+ x)1+μ(∣∣u0(x)∣∣+ ∣∣v0(x)∣∣+ ∣∣u′0(x)∣∣+ ∣∣v ′0(x)∣∣)}< +∞. (4.38)
Moreover, suppose that the conditions of C1 compatibility are not satisﬁed at the point (0,0), but the conditions of C0
compatibility are supposed to be satisﬁed at the point (0,0).
Let
U =
(
u
v
)
. (4.39)
It is easy to see that in a neighborhood of U0 =
( u˜0
0
)
, system (4.35) is strictly hyperbolic and has the following four distinct
real eigenvalues:
λ1(U ) = −1 < λ2(U ) = −
√
r − 1
r
< 0 < λ3(U ) =
√
r − 1
r
< λ4(U ) = 1. (4.40)
The corresponding left and right eigenvectors are
l1(U ) =
(
uT ,uT
)
, l2(U ) =
(√
r − 1
r
wT ,wT
)
, l3(U ) =
(√
r − 1
r
wT ,−wT
)
, l4(U ) =
(
uT ,−uT ) (4.41)
and
r1(U ) =
(
u
u
)
, r2(U ) =
(
w√
r−1
r w
)
, r3(U ) =
( −w√
r−1
r w
)
, r4(U ) =
(−u
u
)
, (4.42)
respectively, where
w = (−u2,u1)T . (4.43)
It is easy to see that all characteristic ﬁelds are linearly degenerate, i.e.,
∇λi(U )ri(U ) ≡ 0 (i = 1, . . . ,4). (4.44)
Let
Vi = li(U )(U − U0) (i = 1, . . . ,4). (4.45)
Then, the boundary condition (4.37) can be rewritten as
x= 0: V3 = V2, V4 = V1. (4.46)
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Theorem 4.3. Suppose that u0, v0 are C1 functions with respect to their arguments, for which there is a constant μ > 0 such that
θ  sup
x0
{
(1+ x)1+μ(∣∣u0(x)∣∣+ ∣∣v0(x)∣∣+ ∣∣u′0(x)∣∣+ ∣∣v ′0(x)∣∣)}< +∞. (4.47)
Suppose furthermore that the conditions of C0 compatibility are satisﬁed at the point (0,0), and that the conditions of C1 compatibility
are not satisﬁed at the point (0,0). Then there is a suﬃciently small θ0 > 0 such that for any ﬁxed θ ∈ (0, θ0], the mixed initial-
boundary value problem (4.35)–(4.37) admits a unique global weakly discontinuous solution U = U (t, x) in the half space {(t, x) |
t  0, x 0}, which possesses only two weak discontinuities passing through the origin (0,0).
Suppose, now, that the initial condition (4.36) is replaced by
t = 0: u = u˜0 + u0(x), v = v˜0 + v0(x) (x 0) (4.48)
and the boundary condition (4.37) is replaced by the following dissipative boundary condition:
x = 0: r − 1
r
u = αv (α > 0 is a constant), (4.49)
where u˜0 = (u˜01, u˜02)T and v˜0 = (v˜01, v˜02)T are constant vectors such that r˜0 = |u˜0| > 1 and
r˜0 − 1
r˜0
u˜0 = α v˜0. (4.50)
Let
Vi = li(U )(U − U0) (i = 1, . . . ,4), (4.51)
in which
U0 =
(
u˜0
v˜0
)
. (4.52)
Then, the boundary condition (4.49) can be rewritten as
x = 0: V3 = f3(V1, V2), V4 = f4(V1, V2), (4.53)
where f3 and f4 are C1 functions with respect to their arguments, which satisfy
f3(0,0) = f4(0,0) = 0, (4.54)
see [25].
By Theorem 1.1 we get
Theorem 4.4. Suppose that u0, v0 are all C1 functions with respect to their arguments, for which there is a constant μ > 0 such that
θ  sup
x0
{
(1+ x)1+μ(∣∣u0(x)∣∣+ ∣∣v0(x)∣∣+ ∣∣u′0(x)∣∣+ ∣∣v ′0(x)∣∣)}< +∞. (4.55)
Suppose furthermore that the conditions of C0 compatibility are satisﬁed at the point (0,0), and that the conditions of C1 compatibility
are not satisﬁed at the point (0,0). Then there is a suﬃciently small θ0 > 0 such that for any ﬁxed θ ∈ (0, θ0], the initial boundary
value problem (4.35) and (4.48)–(4.49) admits a unique global weakly discontinuous solution U = U (t, x) in the half space {(t, x) |
t  0, x 0}, which possesses only two weak discontinuities passing through the origin (0,0).
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