Spread codes and cyclic orbit codes are special families of constant dimension subspace codes. These codes have been wellstudied for their error correction capability, transmission rate and decoding methods, but the question of how to encode and retrieve messages has not been investigated. In this work we show how a message set of consecutive integers can be encoded and retrieved for these two code families.
I. INTRODUCTION
Subspace codes are defined to be sets of subspaces of some given ambient space F n q of dimension n over the finite field with q elements. When we talk about constant dimension codes, we restrict ourselves to subspace codes, whose codewords all have the same constant dimension k. Subspace codes in general, and constant dimension codes in particular, have received much attention since it was shown in [17] how these codes can be used for random network coding.
In that same paper [17] a class of Reed-Solomon-like codes is proposed, which was later on shown to be equivalent to the lifting of maximum rank distance codes [26] . Since the respective rank metric codes are linear over F q , there exist efficient message encoding and retrieval maps for these codes.
During the last years other constructions of subspace codes were developed, e.g. in [3] , [5] , [6] , [7] , [9] , [10] , [13] , [16] , [18] , [27] , [33] . Some of these constructions have the mere purpose of giving an improved transmission rate (i.e. larger cardinality of the code for the same parameters), while others have algebraic structure that can be used e.g. for decoding. However, the problem of message encoding has received little attention and will be the topic of this paper. We want to study this problem for two classes of subspace codes, namely spread codes and orbit codes. These two classes are of particular interest, since spread codes are optimal (see e.g. [28] ) with respect to their rate for a given error correction capability (and thus achieve a better rate than the codes from [17] ), and orbit codes have a lot of structure, which gives rise to code constructions and efficient error correcting decoding algorithms.
The paper is organized as follows: In the following section we will give some preliminaries, among others the definitions and constructions of spread codes and orbit codes. In Section III we derive an efficient encoding map for Desarguesian spread codes. In Section IV we investigate message encoding for cyclic orbit codes. In Section V we propose a hybrid encoding method for linearly isometric codes. This method lets us combine an encoding algorithm of one code with an error decoding algorithm of another, linearly isometric code. We show how this can be used for Desarguesian spread codes that are linearly isometric to cyclic orbit codes. We conclude this work in Section VI.
II. PRELIMINARIES Let q be a prime power. We denote the finite field with q elements by F q . The set of all subspaces of F n q is denoted by P q (n) and the set of all subspaces of F n q of dimension k, called the Grassmannian, is denoted by G q (k, n). We represent a vector space U ∈ G q (k, n) by a matrix U ∈ F k×n q such that the row space of U , denoted by rs(U ), is equal to U. A subspace code is simply a subset of P q (n) and a constant dimension code is a subset of G q (k, n). A metric on P q (n) is given by the subspace distance ( [17] ) d S (U, V) := dim(U) + dim(V) − 2 dim(U ∩ V)
for any U, V ∈ P q (n). The minimum distance d S (C) of a subspace code C ⊆ P q (n) is the minimum of all pairwise distances of the codewords. Since the dual of a subspace code C has the same minimum distance as C (see e.g. [17] ), it is customary to restrict oneself to k ≤ n/2, which we will assume throughout the paper.
Parts of this work were presented at the IEEE International Symposium on Information Theory (ISIT) 2014 in Honolulu, USA, and appear in its proceedings [30] . The author was supported by Swiss National Science Foundation Fellowship No. 147304. 1 A polynomial p(x) ∈ F q [x] is called irreducible, if it cannot be factored into the product of two non-constant polynomials of F q [x] . If deg(p(x)) = k, p(x) is irreducible and α is a root of p(x), then
say that α and p(x) are primitive. In this case,
Note that one often finds the transpose definition of a companion matrix in the literature. However, in this work we will use the above row-wise definition.
A spread code [18] , or simply a spread [14] , in G q (k, n) is defined as a set of elements of G q (k, n) that pairwise intersect only trivially and cover the whole space F n q . Remark 1. Spreads exist if and only if k|n [14] . One can easily check that have minimum subspace distance 2k and cardinality
For more information on different constructions and decoding algorithms of spread codes see [12] , [18] , [19] , [28] . We will use the following well-known construction, which gives rise to a Desarguesian spread code in G q (k, n) [1] , [28] :
elements. Naturally, all these lines intersect only trivially. 2) Let P be the companion matrix of an irreducible polynomial over F q of degree k. Then F q k ∼ = F q [P ] and we can use this isomorphism in any element of G q k (1, m) (i.e. we replace any coordinate with the respective matrix) to construct a spread code in G q (k, n).
Note that the name Desarguesian arises from the fact that the translation planes of these spreads are Desarguesian planes. For our purposes though, this fact is not needed, we simply use the name for the construction from above.
Example 2. Let α be a root of
. The respective companion matrix is
Then G 2 2 (1, 2) = {rs(1, 0), rs(1, α), rs(1, α 2 ), rs(1, 1), rs(0, 1)} and substituting all elements of F 2 [α] with its corresponding element from F 2 [P ] gives a spread in G 2 (2, 4).
Orbit codes [32] in G q (k, n) are defined to be orbits of a subgroup of the general linear group GL n := {A ∈ F n×n q | rank(A) = n} of order n over F q . They can be seen as the analogs of linear codes in classical block coding and their structure can be used for an easy computation of the minimum distance of a code, as well as for decoding algorithms (e.g. one can coset-leader decode them). For more information on orbit codes the interested reader is referred to [20] , [23] , [28] , [31] . One can also use the orbit code construction to construct spread codes. Note that this construction of spread codes is in general not equivalent to the Desarguesian construction from before, as shown in [29] . It is well-known that, for a prime number p, the inverse p-adic expansion
is a bijection. This can be extended to a q k -adic expansion, for a prime power q = p r , by fixing a bijection ϕ between F q k and {0, . . . , q k − 1}. This bijection can be done e.g. by using the inverse p-adic expansion on the isomorphic representation
It can easily be verified that φ is again a bijection. For computing the preimage
k . In general, for any given code C in some space X and some message space M, the corresponding encoding map With the q-adic expansion this can easily be translated to the message set {0, . . . , q k − 1}. However, vice versa, not any set of integers {0, . . . , j − 1} can be bijectively mapped to some linear vector space. In particular, if j is not a prime power, there exists no linear vector space over a finite field of the same cardinality. In this paper, since the cardinalities of our codes are in general not prime powers, we derive encoding maps for message sets of the form M = {0, . . . , |C| − 1}.
In the subspace coding case it is not obvious how message encoding or message retrieval can be done. An elegant solution is given for the Reed-Solomon-like codes in [17] . For such a code C ⊆ G q (k, n) the message space is
, and the encoding map is given by
where β 1 , . . . , β k is a basis of F q k over F q and we use F n q ∼ = F q n on the right side. Via interpolation this map is invertible and the inverse is computable in polynomial time. Hence, one gets a feasible message retrieval map as well. In fact, in this case error correction and message retrieval is done in one decoding algorithm.
Furthermore, enumerative coding for the Grassmannian was studied in [25] , where the idea of enumerative source encoding of q-ary block codes of Cover [4] was translated to a subspace setting. But the algorithms of [25] are only stated for the whole Grassmannian and not for any error-correcting constant dimension codes. The idea of enumerative coding was also used in [24] to encode subspace Gray codes. These codes are again no-error-correcting. To adopt the ideas of enumerative coding to spread or orbit codes, one needs an efficiently computable map that counts the number of subspaces whose reduced row echelon form fulfills certain requirements. This is feasible for Desarguesian spread codes and will be explained in Subsection III-A. For orbit codes however, it is not clear how such a map could efficiently be computed, which is why we will not pursue the idea of enumerative coding as an encoding map in this context.
III. MESSAGE ENCODING FOR DESARGUESIAN SPREAD CODES
In general we call a spread in G q (k, n) Desarguesian if it is isomorphic to G q k (1, m) (where m = n/k). For simplicity though, we will work only with codes arising from the construction described in the previous section. Analog results for the isomorphic codes can then easily be derived.
We will first describe an encoding map for the message set G q k (1, m). Then we will concatenate this encoder with another map to derive an encoder for the message set M = {0, . . . , (q n − 1)/(q k − 1) − 1}. Because of the isomorphic description of the code as all elements of G q k (1, m), the easiest choice of message space is exactly M = G q k (1, m). Just as in Section II, let α be a primitive element of F q k , p(x) ∈ F q [x] its minimal polynomial and P ∈ GL k the corresponding companion matrix. Then F q k ∼ = F q [α] and any element in F q k can be expressed as a polynomial in α of degree less than k, and one can define the following encoding map:
This map is well defined, since all non-zero elements of F q [P ] have full rank and hence the right side is always an element of G q (k, n). Note that the left side is represented by a basis vector over F q k , whereas the right side is represented by a matrix in F k×n q
, whose row space is the corresponding codeword. Moreover, by construction, enc 1 is injective, i.e. it is indeed an encoding map.
For our purposes we need to have a unique description of the messages. To do so we choose the normalized basis vector, i.e. the one element of the one-dimensional subspace whose first non-zero entry is equal to one. This normalized vector is then mapped by enc 1 to the reduced row echelon form of the respective codeword. The reader familiar with projective spaces will notice that G q k (1, m) corresponds exactly to the projective space over F q k of dimension m − 1. The usage of normalized representatives of points is a common concept there.
Theorem 4. For a Desarguesian spread code C ⊆ G q (k, n) the message encoding map enc : G q k (1, m) → G q (k, n) and the retrieval map enc
can be computed with a complexity of order at most O q (kn). Proof: For the message encoding, take the normalized representation of the message in G q k (1, m) and represent each element of F q k as an element in F k q . For each of these vectors v i of length k we create k − 1 more vectors v i+1 by shifting all entries of v i to the left, appending a zero in the end, cutting of the first element v i,1 , and adding the vector representation of v i,1 α k to it. These k vectors in F k q constitute the k rows of the respective element in F q [P ] and hence the row space of all these blocks is the codeword. The complexity is given by creating the m blocks, for each of which we need k times an addition of vectors of length k, i.e. an overall complexity of O q (mk 2 ) = O q (kn). We now consider the retrieval map enc −1
1 . Choose one vector u ∈ F n q of the given codeword U ∈ G q (k, n) and represent it as u ∈ F m q k . Normalize u by dividing all coordinates by the first non-zero entry of u. For this normalization, one needs at most m = n/k divisions over F q k . Each such division can be done with O q (k 2 ) operations, i.e. we get an overall complexity
Remark 5. In the spread decoding algorithm of [19] one gets the normalized representation of the message along the way in the algorithm and the additional step of message retrieval is not necessary.
Next we show how to encode the message set M = {0, . . . , (q n − 1)/(q k − 1) − 1} by concatenating enc 1 with yet another map:
where
is the inverse q k -adic expansion, as explained in Section II.
Theorem 6. The map f is bijective and hence
Proof: We show that f is injective, then, by the equal cardinalities of domain and codomain, it is automatically bijective.
One can see that f behaves as follows:
is bijective, the statement follows.
As before, one can easily find the message retrieval map enc −1 2 for the integer message set as well. The complete message retrieval algorithm is given in Algorithm 1.
Algorithm 1 Message retrieval for a Desarguesian spread code
Choose a non-zero v ∈ U and set u ∈ F m q k as the normalized extension field representation of v. Set (i) := m− (the coordinate of the first non-zero entry of u). Set u := the rightmost (i) coordinates of u. 1, 3) . Since the first non-zero entry is in position 1, (i) = 3 − 1 = 2. Then we can find i = φ 2 (α 2 , 1) +
In the following we analyze the complexity of computing enc 2 and enc −1
2 . For comparability with error decoding complexities we will do this analysis over F q , which is why we will represent the messages 0, . . . , (q n − 1)/(q k − 1) − 1 in their q-adic expansion. For simplicity we represent these q-adic expansions in F n q , although not all coordinates are needed. Then the q k -adic expansion is simply mapping vector coordinates to polynomial coefficients. Therefore, we get the following result:
Lemma 8. The complexity of computing the q k -adic expansion, as well as computing its inverse, can be upper bounded by O q (n).
The following lemma implies that the computation of (i) can also be done efficiently in the q-adic expansion.
Lemma 9. For any ≤ n, the q-adic expansion of j=0 q jk is given by
With the above values of u 1 , . . . , u n one gets
We can now give the computational complexity order of the message encoding and retrieval for Desarguesian spread codes:
Theorem 10. The maps enc 2 and enc −1
2 are computable with a computational complexity of order at most O q (kn). Proof: For the encoder, the complexity of computing f (i) is dominated by finding (i) and computing φ −1
. By Lemma 8, the latter can be upper bounded by O q (n). It follows from Lemma 9 that the q-adic expansion of (i) can be found by comparison of vector entries. The complexity of this is upper bounded by O q (n). Since we know from Theorem 4 that enc 1 can be computed with a computational complexity of order O q (kn), the statement for enc 2 follows.
Algorithm 1 describes how to compute the retrieval map enc −1
2 . As seen in the proof of Theorem 4, the normalization of u requires O q (kn) operations. Then the complexity of the computations of φ (i) and (i) become negligible, by Lemmas 8 and 9.
A. The Enumerative Coding Point of View
The method of enumerative coding for block codes C ⊆ F n q , as presented by Cover in [4] , is as follows: Denote by enu C (u 1 , . . . , u j ) the number of elements of C, for which the first j coordinates are given by (u 1 , . . . , u j ). Then the lexicographic index of u = (u 1 , . . . , u n ) ∈ F n q is given by ind C (u) = m j=1 y<uj enu(u 1 , . . . , u j−1 , y). This indexing function is then a message retrieval map.
This method of enumerative coding was adopted to the whole Grassmannian space in [25] . In their setting, the enumerating function counts all vector spaces in G q (k, n), whose reduced row echelon forms fulfill certain conditions.
For our purpose, we use the idea of [25] on G q k (1, m) . I.e. we define the enumerating function enu(u 1 , . . . , u j ) to count all elements of G q k (1, m), whose normalized representations have (u 1 , . . . , u j ) as their first j entries. Furthermore we need to fix a bijection ϕ between all elements of F q k and the set of integers {0, . . . , q k − 1}. This bijection induces an order < on F q k . The indexing function for enumerative coding on G q k (1, m) is now given by
This function can easily be extended to a message retrieval map for Desarguesian spread codes, as shown in the following.
Theorem
is the corresponding message retrieval map.
Proof: It was shown in [25] that the map ind enumerates all of G q k (1, m), i.e. it is a bijection between {0, . . . ,
It remains to investigate how the map enu can be efficiently computed.
Lemma 12. Let (u 1 , . . . , u j ) ∈ F j q k such that the first non-zero entry is equal to 1. Furthermore let enu(u 1 , . . . , u j ) count all elements of G q k (1, m) whose normalized representations have (u 1 , . . . , u j ) as their first j entries. Then
else .
Proof: If (u 1 , . . . , u j ) is all-zero, then the remaining m − j entries of any completion in G q k (m, 1) need to be elements of G q k (m − j, 1). The number of such elements is exactly (q k(m−j) − 1)/(q k − 1). On the other hand, if (u 1 , . . . , u j ) is not all-zero, then any completion is already normalized (since we assume that (u 1 , . . . , u j ) itself is normalized) and the remaining entries can be any element of F q k . This implies the formula.
Corollary 13. The indexing function can be simplified to
where j 1 := min{j | u j = 0} is the coordinate of the first non-zero entry.
Proof: We know that in the original formula for the indexing function, enu(0, . . . , 0) will appear exactly once, namely for j = j 1 . Thus we can rewrite 
Example 14. Let α ∈ F 2 2 be a primitive element and let the elements of F 2 2 be identified with integers by 0 → 0, 1 Note that these are the same images as in Example 7.
The following theorem shows that the enumerative encoder is equal to the previously described encoder enc 2 .
Theorem 15. The map f −1 is equal to the map ind. Therefore, the encoder enc 2 is the same as enc 1 • ind −1 .
Proof: Let (i) be defined as in the definition of f , and let j 1 be defined as in Corollary 13. Then (i) = m − j 1 and
Furthermore, one knows that ϕ(u m− (i)+1 ) = 1 and ϕ(u m−j ) = 0 for j > (i). Hence,
IV. MESSAGE ENCODING FOR CYCLIC ORBIT CODES
Recall that an orbit code C ⊆ G q (k, n) is defined as the orbit of a given U ∈ G q (k, n) under the action of a subgroup G of GL n . In general it holds that |C| ≤ |G|, i.e. some elements of G might generate the same codewords. Denote by stab GLn (U) := {A ∈ GL n | UA = U} the stabilizer of U in GL n , and by G/stab GLn (U) the set of all right cosets stab GLn (U)A for A ∈ GL n . Then the encoding map can be defined as
where [A] denotes the coset of A.
Theorem 16. The map enc 3 is injective.
Proof: Let A, B ∈ G. Assume that UA = UB, then
and thus A = AB −1 B ∈ stab GLn (U)B. Hence, A and B are in the same right cosets of stab GLn (U). We now want to find an encoding map for orbit codes with respect to the integer numbers as messages. To do so we will restrict ourselves to cyclic orbit codes in this paper, since these have more useful structure. Moreover, cyclic orbit codes are also better understood from a construction and error decoding point of view.
Cyclic orbit codes are those codes that can be defined by the action of a cyclic subgroup G, i.e. G = P for some matrix P ∈ GL n . This notion is not to be mistaken with the definition of cyclic subspace codes from [2] , [7] . For cyclic orbit codes one clearly has a bijection from M = {0, . . . , ord(P ) − 1} to G:
From group theory (see e.g. [15] ) one knows that |G/stab GLn (U)| is a divisor of |G| = ord(P ) and that if ord U (P ) := |G/stab GLn (U)| < |G|, then UP i = UP i+ord U (P ) . Thus it follows:
Lemma 17. The map
is a bijection for any U ∈ G q (k, n).
Corollary 18. The map enc 4 := enc 3 •g is injective and hence an encoding map for the message set M = {0, . . . , ord U (P )−1}.
Note that enc 4 can be computed very efficiently while its inverse is a discrete logarithm problem (DLP), which is in general a hard problem. There are many results on when the DLP is hard and when it is not; for a survey of various algorithms and their complexities see e.g. [22] . In the following we will investigate some of the easy cases, since these will be the one of interest from an application point of view.
A. Primitive Cyclic Orbit Codes
For this subsection let α be a primitive element of F q n , p(x) ∈ F q [x] its minimal polynomial and P the corresponding companion matrix. Denote by G = P the group generated by it. Because of the primitivity it holds that ord(α) = ord(P ) = |G| = q n − 1.
We call C = UG a primitive cyclic orbit code for any U ∈ G q (k, n). For more information on the cardinality and minimum distance of different primitive cyclic orbit codes the interested reader is referred to [31] , but we want to remark that for any valid set of parameters one can construct a spread code as a primitive cyclic orbit code. In this case one constructs U in such a way that q k − 1 of its non-zero elements are in its own stabilizer stab GLn (U) and hence G/stab GLn (U) = (q n − 1)/(q k − 1). Using the Pohlig-Hellman algorithm for DLP [21, Sec. 3.6.3] , one can compute a solution for the discrete logarithm with a computational complexity of order O q n (
is the prime factorization of q n − 1. We describe a message retrieval algorithm for a primitive cyclic orbit code C = U P ⊆ G q (k, n) using the Pohlig-Hellman algorithm in Algorithm 2. In the algorithm P β denotes the corresponding element to β ∈ F q n in P . Furthermore, we assume that the error decoder used before the message retrieval returns a β ∈ F q n such that UP β = V, which is the case for the error decoders for primitive cyclic orbit codes from [31] .
Algorithm 2 Message retrieval for a primitive cyclic orbit code C = U P ⊆ G q (k, n). Require: Primitive element α ∈ F q n , a codeword V ∈ C and β ∈ F q n such that UP β = V.
Use the Pohlig-Hellman algorithm to find i = log α β. Comparison of error correction complexity order (q 2k (n 2 + k 2 n)) and message retrieval complexity order (n 3 k) for q = 2 and k = 8 on the left, q = 3 and k = 5 on the right.
One can rewrite the complexity of the Pohlig-Hellman algorithm to get the following complexity order. Corollary 20. If q n − 1 is n 2 -smooth (i.e. if all prime factors of q n − 1 are less than or equal to n 2 ) and the largest e i is less than or equal to k, then the complexity order of Theorem 19 is upper bounded by O q (n 3 (log 2 q + k)).
Theorem 19. Algorithm 2 has a computational complexity of at most
From an application point of view a complexity order of at most O q (n 3 (log 2 q + k)) is reasonable. For this note e.g. that the complexities of the decoders in [17] , [26] are at least cubic in n. If we further assume that q ≤ 2 k , then we can simplify the above complexity order to O q (n 3 k). The decoding complexity of the rank-based error decoding algorithm for primitive cyclic orbit codes in [31] is of order O q (q 2k (n 2 + k 2 n)). We compare this order with the complexity order from Theorem 19 in Figure 1 . One can see that the message retrieval complexity order is below the one of the decoding algorithm for n up to quite a high threshold. This threshold is increasing with growing values of k. For the parameter sets, where n is below the threshold, the message retrieval does not increase the overall complexity order of the decoder.
The question remains, for which values of q and n q n − 1 is n 2 -smooth. For q = 2 and q = 3 Tables I and II shows values of n ≤ 60 for which q n − 1 is n 2 -smooth. As explained before, the Pohlig-Hellman algorithm for these cases has a complexity of order at most O q (n 3 k) if k is at least max{e i | i = 1, . . . , r}. As one can see, the largest respective exponents e i for the values presented in Table I are less than or equal to 3, hence k should be at least 3. This is not much of a restriction, since for k ≤ 2, any constant dimension code in G q (k, n) is no-error correcting. In Table II the values for e i are larger, hence the restriction on k is stricter. But since we are only considering complexity orders, we can allow e i to be slightly less than k without impairing the overall complexity order.
Remark 21.
There are values for q and n, where q n − 1 is not n 2 -smooth but the largest prime factor of q n − 1 is close to n 2 . Then the complexity order of Algorithm 2 will still be O q (n 3 k) and the message retrieval algorithm will thus still not increase the overall decoding complexity for many parameters.
B. Generalizations
First we want to generalize the previously discussed decoding algorithm to unions of primitive cyclic orbit codes. As seen in [7] , [11] , [16] , unions of primitive cyclic orbit codes are among the best known constructions for constant dimension codes. Decoding such codes can be done by using a decoding algorithm for single orbits for each of the orbits that constitute the code. In the error correction decoding process the algorithm needs to decide which orbit the respective closest codeword is on. 1  73  81  10  31  1  31  100  11  89  1  89  121  12  13  2  24  144  14  127  1  127  196  15  151  1  151  225  18  73  3  73  324  20  41  2  41  400  21  337  2  337  441  24  241  2  241  576  28  127  1  127  784  30  331  2  331  900  36  109  3  109  1296  48  673  2  673  2304  60  1321  2  1321  3600   TABLE I 
This information can then be passed on to the message retrieval algorithm, which simply applies Algorithm 2 on that chosen orbit.
As before let α ∈ F q n be a primitive element and P its companion matrix. The various orbits that form our code as a union are all generated by the action of P (respectively α). They are given by the initial points U 1 , . . . , U z ∈ G q (k, n). For simplicity we assume that all orbits have cardinality ord(α). Then the following map is an encoding map for the code
Note that, because of the order of P , P i = P i+ord(α) . Therefore we can also compute P , where ≡ i mod ord(α), instead of P i in the above encoding map. For the inverse map, i.e. the message retrieval, we require the information j (which orbit the word is on) from the error decoder. Then we use Algorithm 2 to retrieve the respective exponent of P . With both these information we can easily reconstruct the message i = + (j − 1)ord(α).
As in the previous subsection, P β denotes the corresponding element to β ∈ F q n in P in the following.
Example 22. Let α ∈ F 2 4 be a root of the irreducible polynomial x 4 + x + 1 and denote by P its companion matrix. One has ord(α) = 15, i.e. α is primitive. Let the extension field representations of the initial points U 1 , U 2 ∈ G 2 (2, 4) be {0, 1, α, α + 1} and {0, 1, α 2 , α 2 +1}, respectively. Our code consists of the union of these two orbits, i.e. our message set is M = {0, . . . , 29}. Assume we received some R ∈ G 2 (2, 4) that is error decoded to the codeword U 2 P β with β = α 3 + α + 1. We compute = log α β = 7 and retrieve the message i = + (j − 1)ord(α) = 7 + 15 = 22.
The second generalization that we want to consider is the message retrieval of cyclic orbit codes U P ⊆ G q (k, n) that are not generated by a companion matrix of a primitive element, but rather of a non-primitive irreducible or a completely reducible one. For more information on these distinctions the interested reader is referred to [31] . For the irreducible (but not primitive) case we assume that α ∈ F q n is irreducible of order less than (and a divisor of) q n − 1. Then F * q n is partitioned into different orbits under the action of α. The various vectors of a codeword possibly lie on several of these orbits, which the error correction algorithm needs to take into consideration. The message retrieval algorithm then only needs to compute the discrete logarithm in α , just as in the primitive case. The computation of the discrete logarithm is most likely easier than in the primitive case, since the group order is smaller.
Example 23. Let α ∈ F 2 4 be a root of the irreducible polynomial x 4 + x 3 + x 2 + x + 1. Then ord(α) = 5, thus our message set is M = {0, . . . , 4}. F * 2 4 is partitioned into the orbits α , (α + 1) α and (α 2 + 1) α . Let U ∈ G 2 (2, 4), P be the companion matrix of α and C = U P be the cyclic orbit we want to consider. Assume that we received some word R ∈ G 2 (2, 4), which was error decoded to UP β , β = α 3 + α 2 + α + 1.
We use Algorithm 2 to get the message i = log α β = 4.
In the next example we illustrate two cases where the order of a primitive element is not n 2 -smooth, but the order of some non-primitive irreducible is n 2 -smooth, to show that there are more irreducible cyclic orbit codes with an efficiently computable message retrieval map than only the primitive ones.
Example 24.
1) Let q = 3, n = 18, k = 9. Then any primitive element of F 3 18 has order 3 18 − 1 = 2 3 · 7 · 13 · 19 · 37 · 757, which is not n 2 -smooth. But there also exists an irreducible element in F 3 18 of order (3 18 − 1)/(3 9 − 1) = 2 2 · 7 · 19 · 37, which is n 2 -smooth. 2) Let q = 3, n = 48, k = 24. Then any primitive element of F 3 48 has order 3 48 − 1, whose largest prime power is 6481. Hence this order is not n 2 -smooth. But there also exists an irreducible element in F 3 48 of order (3 48 − 1)/(3 24 − 1) = 2 · 17 · 97 · 193 · 577 · 769, which is n 2 -smooth.
Lastly we briefly explain how the previous results can be generalized to completely reducible cyclic orbit codes. For these codes the generating matrix P is not a companion matrix of some irreducible polynomial, but rather a completely reducible matrix. I.e. P can be brought into block diagonal form, where each block is again a companion matrix of some irreducible polynomial. For simplicity we assume that P is of the form
is a companion matrix of a primitive element in F q n i . One can easily see that n = n 1 + n 2 + · · · + n t . Then any element u ∈ F n q can be represented as an element of F q n 1 × F q n 2 × · · · × F q n t . Furthermore, we can represent any element of the code this way, thus each of these blocks of length n i can be seen as a primitive cyclic orbit code. For a more detailed explanation of completely reducible orbit codes see [31] . The message encoding and retrieval can now be done in each of the blocks of length n i . For the retrieval one gets t integer solutions i 1 , . . . , i t . The final solution i, such that UP i is the received word, is then given by solving the system of simultaneous congruences i ≡ i j mod n j for j = 1, . . . , t.
Remark 25. The linkage construction from [11] is closely related to completely reducible orbit codes. The message retrieval map explained before can be extended to work for the linkage construction as well.
V. A HYBRID ENCODER FOR LINEARLY ISOMETRIC CODES
We have seen in the previous section that there exist parameters for which enc 4 is a message encoding function for orbit codes, that has an efficient inverse map, i.e. an efficient corresponding retrieval map. For many parameters though, the procedures described in Section IV are not efficiently computable. In this section we show how linearly isometry can be useful for message encoding and retrieval purposes. We will describe the results in general, for any pair of linearly isometric codes, and then explain how this can be applied to the special class of cyclic orbit codes that are linearly isometric to Desarguesian spread codes.
Let C 1 , C 2 ⊆ G q (k, n) be two constant dimension codes, such that C 1 A = C 2 (as sets of vector spaces) for some A ∈ GL n . Then we say that C 1 and C 2 are linearly isometric. This name arises because the codes have the same cardinality and distance distribution [28] , [29] . Assume that there exists an encoder enc that maps some given message set M to the code C 1 . Then
is an encoder for C 2 . We call this a hybrid encoder for C 1 and C 2 . Since the computational complexity order of the multiplication with A is O q (kn 2 ), the overall complexity order of enc is given by the larger of the complexity order of enc and O q (kn 2 ).
As mentioned in Section IV, orbit codes have useful structure, which can be exploited for error decoding. E.g. the coset leader decoding algorithm for irreducible cyclic orbit codes from [31] has a very low computational complexity. Spread codes are among the most interesting constant dimension codes because of their optimal tradeoff between error correction capability and transmission rate. They can be constructed as cyclic orbit codes, and we can hence use the coset leader decoder for them. On the other hand, we have an efficient message encoder and retrieval map for Desarguesian spreads, as described in Section III. In the following we will combine the message encoder and retrieval map for Desarguesian spread codes with the error correction decoder for orbit codes, to derive a hybrid encoder for spread codes.
For this assume that there exist a Desarguesian spread code S 1 ∈ G q (k, n) and a cyclic orbit code S 2 ∈ G q (k, n), such that S 1 A = S 2 (as sets of vector spaces) for some A ∈ GL n . Then we can define the following encoding map for the message set M = 0, . . . , (q n − 1)/(q k − 1) − 1 :
Theorem 26. The map enc 6 is injective and both enc 6 and enc
−1
6 are computable with a computational complexity of order at most O q (kn 2 ).
Proof:
The multiplication with A can be done with a complexity of order O q (kn 2 ), which dominates the complexity order of enc 2 . The inverse A −1 can be precomputed and stored and hence in the retrieval map the multiplication with A −1
has the same complexity, or only O q (n 2 ), if we use only only one vector as representative of the whole vector space. The same computations can naturally also be done in the extension field representation, using
Moreover, enc 6 (M) = S 2 , i.e. we send codewords of S 2 over the channel and can use the corresponding error decoding algorithms for cyclic orbit codes, before we then apply enc
to recover the message. Note that this results in an efficient message encoder and retrieval map for cyclic orbit spread codes, independent of the discrete logarithm problem.
It remains to show that there are Desarguesian spread codes that are linearly isometric to primitive cyclic orbit codes It was shown in [29] that not all spreads are linearly isometric, i.e. you cannot always find a linear map from one spread in G q (k, n) to another spread in G q (k, n). On the other hand, it was also shown that all Desarguesian spreads are linearly isometric. Hence, for our purposes, it remains to investigate when a cyclic orbit code is a Desarguesian spread. This can be done by using the algorithm of [8] , or by using the following results: Desarguesian spreads are always (not necessarily cyclic) orbit codes [32] , and two orbit codes are linearly isometric if and only if their generating groups are conjugates [20] . Furthermore, if one of two conjugate groups is cyclic, also the other one is cyclic and there exist two respective generator matrices of the two groups, that are similar. This way, one can check if a given Desarguesian spread code is linearly isometric to a given cyclic orbit code. We will illustrate one such pair of codes in the following and concluding example. is a linear transformation from S 1 to S 2 . Let β be a primitive element of F q n . In the isomorphic extension field representation, A maps the basis {1, β, β 2 , β 3 } of F q n over F q to the new basis {1, β + β 2 , 1 + β, β + β 3 }. We can now use S 1 for message encoding, say we got the codeword c ∈ S 1 , then we send the codeword cA ∈ S 2 over the channel. We can then do error correction decoding in the code S 2 with any orbit decoder (e.g. with coset leader decoding), say we get the codeword c ∈ S 2 , and transform it to c A −1 ∈ S 2 , from which we can then easily get the message as explained in Section III.
VI. CONCLUSION
In this work we investigate how message encoding can be done for spread and cyclic orbit codes, two families of subspace codes that have been well-studied for error correction in random network coding.
We show that for Desarguesian spread codes in G q (k, n) there exists an encoding map such that the map itself and the inverse map are efficiently computable with a computational complexity of order at most O q (kn). In addition, we study the method of enumerative coding for this family of codes and show that the first message retrieval map is equal to the indexing function of enumerative coding.
Furthermore, we develop an encoder for general cyclic orbit codes. This map is efficiently computable but the inverse, i.e. the message retrieval, involves the computation of a discrete logarithm. This is known to be computationally hard in general, but we show for which parameters the Pohlig-Hellman algorithm computes the discrete logarithm in complexity of order at most O q (kn 3 ). This is done in detail for primitive cyclic orbit codes. Moreover, some remarks on how to generalize these results to unions of cyclic orbit codes and completely reducible cyclic orbit codes are given.
In the end we propose a hybrid encoder for linearly isometric codes, which is useful if one knows an efficient message retrieval map for a linearly isometric code to a given one. We show how this can be realized for cyclic orbit codes that are linearly isometric to Desarguesian spread codes. In this case one can use the orbit structure for error correction, but avoid the discrete logarithm problem in the message retrieval part.
An open question for further research is, if one can find general results on when cyclic orbit codes are linearly isometric to Desarguesian spread codes, and how to find the linear transformation from one code into the other without the help of the algorithm of [8] . As explained in Section V, for any such cyclic orbit code, message retrieval can be simplified with a hybrid encoder. Moreover, one can investigate if there are other families of linearly isometric codes where a hybrid encoder can be helpful to combine efficient error correction decoders with efficient message retrieval maps.
