Abstract. Adapting the convex integration technique introduced in [11] and subsequently developed in [2, 22, 23] , we construct Hölder continuous weak solutions to the three dimensional Prandtl system and some other models with vertical viscosity.
Introduction and Main Results
In this paper, we will consider the three-dimensional Prandtl system, which is given by Here x = (x 1 , x 2 ) ∈ T 2 and y ∈ R + denote the tangential and the vertical components of the space variable, respectively; ∇ x = (∂ x1 , ∂ x2 ) denotes the tangential gradient; u = (u 1 , u 2 )(t, x, y) and v = v(t, x, y) denote the tangential and the vertical velocities; U (t, x) and P (t, x) denote the tangential velocity and the pressure on the boundary {y = +∞} of the outer Euler flow, respectively, which satisfy ∂ t U + (U · ∇ x )U + ∇ x P = 0.
The motion of a fluid as governed by the incompressible Navier-Stokes equations, may be well approximated by smooth inviscid flows in the limit of large Reynold numbers, except near the physical boundary where the effect of viscosities plays a significant role. There a thin layer forms in which the tangential velocity of the flow drops rapidly to zero at the boundary (no-slip condition). This layer is called the boundary layer, and of thickness √ ν with ν being the viscosity coefficient. The theory of boundary layers was first proposed by Prandtl in 1904. In Prandtl's theory, the flow outside the layer can be described approximately by the Euler equations, however, within the boundary layer, the flow is governed by a degenerate mixed-type system appropriately reduced from the Navier-Stokes equations, known as the Prandtl system.
There has been a lot of mathematical literature on the Prandtl system with a focus on the two space-dimension case. The local-wellposedness and the rigorous justification of the viscous limit as the superposition of the Prandtl and Euler equations has been proved for analytic functions in [33] . Recently these results are obtained for Gevrey classes in [16, 17] and for Sobolev data with vorticity away from the boundary in [27] . On the other hand, under the monotonicity assumption on the tangential velocity of the data, the local well-posedness of classical solutions was obtained by Oleinik and her co-workers [32] using the Crocco transfrom and recently obtained using energy methods in [1, 30] . Furthermore, the global wellposedness of weak and smooth solutions was proved in [36, 37] , assuming further a favorable pressure condition. The finite-time blow-up of smooth solutions was obtained in [13] and results of instability without the monotonicity assumption in [18, 19] . However, despite a lot of progress, the validity of Prandtl's theory in the general case remains an open problem.
There are fewer results on the three dimensional Prandtl system. The viscous limit is obtained in the analytic framework [33] , and the recent work [14] for Sobolev data with vorticity away from the boundary using energy methods. The three dimensional Prandtl system appears to be quite challenging, mainly due to the possible onsets of secondary flows.
In the three dimensional boundary layers, the flows near the boundary may develop motions transverse to the outer flow U , which are called secondary flows in the literature. It tends to occur when the pressure gradient does not align with the direction of the outer flow U ; see [29] for discussions. This poses great challenges to the analysis. Recently, Liu, Wang and Yang proved the local existence of solutions to the three dimensional Prandtl systems with a special structure in [25] , and also obtained ill-posedness results when the structural assumptions were violated in [26] . It should be noted that the special structure in [25] corresponds to the non-transversal of the tangential velocity and thus excludes secondary flows.
The main purpose of this paper is to obtain weak solutions to the system (1.1) with tangential velocities transverse to the outflow U , indicating the onsets of secondary flows.
The weak solutions to the initial-boundary value problem (1.1) is defined as follows.
Definition 1.
A function (u, v) ∈ C 0 (R + ×T 2 ×R + ) is said to be a weak solution to the problem (1.1), if it solves the equations in the sense of distribution and satisfies the boundary conditions in (1.1).
The main results can be stated as follows. Given α, β ∈ (0, 1), for a continuous function f defined on a closed space-time domain Ω, let [f ] α,β(Ω) denotes
[f ] α,β(Ω) = sup (t,x,y),(t ′ ,x ′ ,y ′ )∈Ω |f (t, x, y) − f (t ′ , x ′ , y ′ )| |t − t ′ | α + |x − x ′ | α + |y − y ′ | β .
For any set E ⊂ R + × R + and any positive numbers ρ, ρ ′ , we denote N (E; ρ, ρ ′ ) = {(t, y) : |t − t 0 | < ρ, |y − y 0 | < ρ ′ , for some (t 0 , y 0 ) ∈ E}.
(1.2) Theorem 1. Suppose that (u C , v C ) is a classical solution to the system (1.1) and (u, v) is a smooth perturbation of (u C , v C ) such that the difference (u−u C , v−v C ) ∈ C ∞ c (R + × T 2 × R + ) has compact support and satisfies
3)
(u − u C )(t, x, y)dx = 0, for any (t, y) ∈ R + × R + . Furthermore, (u k , v k ) ⇀ (u, v) in the weak- * topology on L ∞ (R + × T 2 × R + ).
Given a uniform outflow U = const, for any initial data u 0 S (y) depending only on the vertical variable y, it is well-known that the system (1.1) admits a shear flow solution (u S (t, y), 0), which is the unique solution to the following heat equation:
in R + × R + , u S | y=0 = 0, lim y→+∞ u S (t, y) = U, u S | t=0 = u 0 S (y). Applying Theorem 1 to the shear flow (u S (t, y), 0), we obtain the following results.
Corollary 1.
There exists a Hölder continuous weak solution (u, v) satisfying the same initial-boundary conditions as the shear flow u S . Furthermore, the tangential velocity u is not monotonic in y and the flow (u, v) is transverse to the outflow (U, 0) at some point
Remark 1. The construction of the Hölder continuous weak solutions to the three dimensional Prandtl system exploits essentially the degree of freedom of the multidimensional tangential velocity space. It seems that similar constructions would not work directly for the two-dimensional Prandtl system.
The constructions in the proof of Theorem 1 can also be adapted to some other models with vertical viscosities. In particular, consider the system
3 )(t, x, y) and P = P (t, x, y) denote the space variable, the spatial gradient, the velocity and the pressure of the flow, respectively. Theorem 2. There exists a non-trivial Hölder continuous weak solutions u to the system (1.7) which is supported in a compact time interval, with
(1.8)
Remark 2. Very recently, Buckmaster and Vicol used the technique of convex integration to prove non-uniqueness of weak solutions to the Navier-Stokes equation on T 3 in [5] . However, their solutions are not continuous, in contrast to the continuous weak solutions obtained here for (1.1) and (1.7). In fact, by Serrin's regularity criterion, any bounded weak solutions to 3D Navier-Stokes equation must be regular, yielding the uniqueness.
We now make some comments on the analysis in this paper.
The main idea of the constructions here is to employ the convex integration technique introduced in [11] and subsequently developed in [2, 3, [20] [21] [22] [23] for the incompressible Euler system. In the breakthrough work [11] , De Lellis and Székelyhidi employed high frequency Beltrami waves as the principle building blocks to construct continuous Euler flows with non-conserved energy. Since then, the convex integration technique has been refined and applied to other systems of fluid [2, 3, 8, 20, 23, 35] . For a thorough discussion, see [12] . Isett [21] proved the Onsager's conjecture for the 3-D Euler equations, constructing C 1/3−ε Hölder continuous Euler flows with nonconserved energy. A shorter proof was given by [4] . Mikado waves, first introduced in [8] , were employed as the main building blocks in [8, 21] replacing Beltrami waves in the previous constructions, along with a novel gluing approximation technique.
However, the schemes for the Euler equations [2, 3, 8, 11, [20] [21] [22] [23] may breakdown in the presence of viscosities. The main difficulties in developing a convex integration iteration scheme for the Prandtl system (1.1) are vertical viscosities and that the pressure being fixed by boundary data instead of a Lagrange multiplier for the incompressible Euler or Navier-Stokes equations. It seems that the schemes using Beltrami waves in [2, 3, 10, 11, 20] and the scheme using Mikado waves in [21] are not directly applicable to the system (1.1).
To deal with the transport-vertical-diffusion effect, our main observation is that a convex integration scheme could work using only horizontal oscillations for the 3D Prandtl (1.1). We employ a serial convex integration scheme inspired by [23] , using localized linear plane waves as the main building blocks. The tangential and vertical length scales of the flow are chosen to be compatible with the degenerate parabolic structure of the system (1.1). The serial nature of the scheme and the coupling of the convection and the vertical diffusion restrict the regularity obtained in our results.
In the very recent breakthrough [5] , Buckmaster and Vicol obtained non-uniqueness of weak solutions to the three-dimensional Navier-Stokes equations. They developed a new convex integration scheme in Sobolev spaces using intermittent Beltrami flows which combined concentrations and oscillations. Later, the idea of using intermittent flows was used to study non-uniquenss for transport equations in [28] , which used scaled Mikado waves. In view of these development, it seems natural to investigate the Prandtl system (1.1) using the technique of intermittent flows. However, it seems to us that the building blocks in [5, 28] do not directly work for the Prandtl system (1.1) due to the difference in the pressure and the structure of the equations.
The rest of this paper is organized as follows. In Section 2, the iteration lemma for constructing weak solutions to the Prandtl system is stated. In Section 3, we give the main constructions for the iteration lemma. In Section 4, we prove the main estimates. In Section 5, the main results are proved using the iteration lemma.
Notations. The following notations are used in the rest of the paper. Set
Let T d denote d-dimensional torus with the volume normalized to unity:
Fix a set of unit vectors in R 2 :
Then {(1, 0), (0, 1)} form a basis for R 2 and
form a basis for the space of symmetric 2 × 2 matrices, respectively.
For a set Ω ⊂ R + × T 2 × R + , let P x Ω and P t,y Ω denote its projection into T 2 and R + × R + respectively. Denote supp t,y g = P t,y supp g for a given function g. The tangential and the spatial gradient are denoted by
2. Brief Outline and The Main Iteration Lemma 2.1. Brief Outline of the Scheme. Adapting the convex integration method developed in [10, 11, 23] , we will obtain a weak solution (u, v) to (1.1) as the limit of solutions {(u (n) , v (n) , S (n) , Y (n) )} to the following approximate system,
where S (n) is a symmetric 2 × 2 matrix and Y (n) is a vector in R 2 . The errors of the approximations are measured by the stress term
In each step of the iteration, writing the stress in components as
we introduce high frequency waves in the forms
to eliminate the largest components (in L ∞ norms) of the stress (S (n),i , Y (n),i ) (which is taken to be (S (n),1 , Y (n),1 ) by renumbering the i-index). The new stress takes the form
where δR (n+1) is a small correction of the order O(1/λ (n+1) ), obtained by solving the divergence equations with oscillatory sources of frequency O(λ (n+1) ), . Repeating this procedure and choosing the frequency parameters λ n → ∞, we can ensure that the errors converge to zero uniformly, i.e., R (n) C 0 → 0. The precise outcome of a single iteration is stated in the main iteration lemma below.
2.2.
The Main Iteration Lemma. The frequency-energy levels for the approximate solution (u, v, S, Y ), adapted from [20, 23] , will be used in the iteration.
In the following, set
A smooth solution (u, v, S, Y ) to the system (2.1) is said to have frequency-energy levels below (Ξ, E) = (Ξ, E u , E 1 , E 2 , E 3 ), if the following estimates are satisfied:
4)
and for i = 1, 2, 3, any multi-indices 0 ≤ |α| + β + γ ≤ 1,
where the stress R = (S, Y ) is written in components as
are defined in (1.9) (possibly renumbering) and
Now the main iteration lemma can be stated as Lemma 1. Given a positive constants ϑ, there exists a constant C ϑ depending on ϑ such that the following holds:
is a smooth solution to the system (2.1) with frequency-energy levels below
Let e(t, y) be a given non-negative function satisfying 8) and for 0 ≤ α + β ≤ 1,
Then for any positive number N such that
10)
there exists a smooth solution (ũ,ṽ,R) to the system (2.1) with frequency-energy levels below
Furthermore, the correction w = (ũ,ṽ) − (u, v) satisfies the estimates 12) and the support of the constructions satisfies supp t,y (w,R) ⊂ N (supp e; ℓ 2 , ℓ). for some positive constant C that is independent of the parameter N and the frequency-energy levels (Ξ, E u , E 1 , E 2 , E 3 ) in Lemma 1. Set the frequency parameter to be
where B > 3 is a constant to be chosen later. The time, tangential and vertical length scale parameters of the constructions are chosen to be
It follows from (2.3) and (2.10) that
3.1.1. Transport estimates. For later applications, some elementary transport estimates are recorded in this section, which are just anisotropic versions of those in [20] . The proofs are given in Appendix A, for completeness. 
with the following estimates
where for any multi-index
Then, for 0 ≤ |α| ≤ m, it holds that
whereC α are functions of the constants {C β : |β| ≤ |α|}.
) is the flow generated by (∂ t +Ū · ∇ z ), i.e., Φ s is the unique solution to 8) and 9) where A 1 , A 2 are two positive constants. Then,
3.1.2. Mollifications and partitions of unity. As in [7, 11] , mollifications are employed to deal with the potential loss of derivatives in the iteration. Set 
Note that (u ℓ , v ℓ ) will be used only in the domain D, thus the choice of the extension makes no difference in the constructions. Clearly
It follows from the definitions (3.12) and the estimates (2.4) that
and
15) The quadratic partitions of the unity adapted to the coarse flow (u ℓ , v ℓ ) are constructed explicitly below following [20] . Let
Then {η(s − k) : k ∈ Z} forms a quadratic partition of the unity satisfying 17) and {η κ0 (t) : κ 0 ∈ Z} forms a quadratic partition of the unity such that
For the tangential direction in the periodic setting, let Z ∋ H ≥ 0 satisfy
and let η H be the 2
It is easy to see that
It is easy to check that {ψκ ∈ C ∞ c (Qκ)} forms a quadratic partition of the unity adapted to the cubes {Qκ :
× R, and suppψκ ⊂Qκ.
Furthermore, the following estimates hold for any α, β ≥ 0:
Let Φ s be the flow generated by the mollified space-time vector field (
2 × Z, let Q κ be the image ofQκ under the coarse flow map Φ, and q κ its 'center', i.e.,
Define ψ κ to be the unique solution to
Recalling that suppψκ ⊂Qκ, one has
It follows from (3.18) that
Denote the mollified vector field by
It follows from (2.4), (2.7) and (3.14) that
As a consequence of (2.4), (3.15) , and (3.27), one has, for (t, x, y) ∈ D,
where (2.7) has been used in the last inequality. In view of the following commuting relations 29) and the estimates (3.15), one can write
It follows from (2.7), (3.15) and (3.28) that, for |α|, |α
Recalling (3.2), (3.19) and (3.22), applying Lemma 2 to ψ κ with
one has the following transport estimates, for any
It follows from the identities (3.30) and
Due to (2.7), (3.15) and (3.32), it holds that, for any
Using the identities (3.30) and (3.33), one can write
It follows from the estimates (2.7), (3.15), (3.31), (3.32) and (3.34) that for 0
Corrections of the velocity. The new velocity is chosen to be
Here the correction w = (U, V ) is the sum of individual waves w I of the form 36) where w I are divergence-free localized plane waves supported in Q κ(I) with phase functions ξ I . The index for w I takes the form
where the index
2 × Z indicates the space-time location of w I and s(I) ∈ {+, −} specifies its oscillating direction. The profileW I takes the formW
where W I is the main part and δW I is a small correction to ensure the divergencefree condition. Set
Here f 1 is the unit 2-vector in (2.6), and η κ0 , ψ κ are the partitions of unity in (3.16) and (3.22), respectively. The amplitude functions a κ(I) and b κ(I) are defined to be
where q κ is the center of Q κ defined in (3.21) . Note that Y 1 (q κ(I) ) = 0 if q κ(I) ∈ supp R. It follows from (2.5), (2.8), and (2.9) that a I , b I are well-defined with
Thus we obtain the estimates for A I = (a κ(I) f 1 , b κ(I) ):
The phase function ξ I is a linear function defined as
where
The definition of [k] ensures that e iλξI and e iλξJ are separated in frequencies whenever Q κ(I) ∩ Q κ(J) = ∅ and J =Ī, where the conjugate index is defined bȳ I = (k(I), −s(I)), ∀I = (k(I), s(I)).
For any such indices I and J, one can verify that
(3.44)
Notice that ξ I solves the following transport equation with constant coefficients:
Furthermore, the following orthogonality condition holds:
which ensures that e iλξI W I is divergence-free to the leading order of λ. To find the small corrections δW I , we define
and set
It follows from the definitions and (3.23) that w I = w I , with
Therefore, the correction w = I w I is real-valued and divergence-free. Furthermore, the following expressions hold for w I :
where C I,β are constants given by
Indeed, direct computations give
Thus
Recalling that f 1 · ∇ x ξ κ = 0, one gets
Consequently, (3.48) follows.
3.3. The equations for the new stress. To obtain the equation forR, we set 
Due to (2.6), the new stressR can be decomposed as two parts:
Let e ℓ and (S ℓ , Y ℓ ) be the mollifications of e and (S 1 , Y 1 ) defined as
(3.51)
is required to solve the following divergence equations:
Here, as in [23] , the term e ℓ f 1 ⊗ f 1 is added to ensure the coefficient e ℓ + S ℓ ≥ 0.
Estimates of the new velocity and stress
In this section, we estimate the new velocity and stress in order to prove Lemma 1. When there is no need to retain the dependence on B explicitly, as in the estimates for the derivatives of w,ũ,ṽ and R, we write C B for some generic polynomial functions of B. The constant C ϑ in Lemma 1 depending on ϑ and C B will be determined at the end of this section. 
it follows from Lemma 3 and (3.15) that for |s| ≤ τ, (x, y) ∈Qκ (I) ,
where we have used (2.7), (3.3) for the last inequality and denoted (t I , x I , y I ) = q κ(I) for q κ(I) in (3.21). It follows from the definition of Q κ in (3.21) that
Recalling from (3.23) that supp η κ0 ψ κ ⊂ Q κ , so one can get
It follows from the definitions (2.7), (3.2) and (3.51) that 
Due to (3.11) and (4.3), P t,y (Q κ ) ∩ N (supp e; It is easy to see from (3.22) that the number of non-zero η I ψ I is at most 2 4 = 64 at any point. Hence to estimate w = I w I , it suffices to estimate each w I for any Q κ(I) ⊂ D.
Recalling the expression (3.48), it follows from (3.32) and (3.40) that 10) where one has used the fact ℓ x ≤ ℓ y from (2.7). Thus the correction w is bounded by
Due to (3.48), one has
It follows from (3.32) and (3.40) that for |α|, β ≥ 0,
For the derivatives ofW I involving D Dt , it follows from the expression (3.48) and the estimates (3.17), (3.35) and (3.40) 
Now we estimate the derivatives of w and (ũ,ṽ). It follows from (4.12) that
It thus follows from (2.4) and (3.4) that
Similarly, (2.4), (3.4) and (4.12) imply that
Similar estimates yield also
To estimate the material derivatives, one will use the following lemma.
Proof. Denote (t κ , x κ , y κ ) = q κ for q κ in (3.21). Recall that Φ s is the flow generated by (∂ t + u ℓ · ∇ x + v ℓ ∂ y ) in (3.20) . It follows from (3.15), (3.31) and the mean value theorem that, for (t κ , x, y) ∈Qκ, |s| ≤ τ ,
Since Q κ = {Φ s (t κ , x, y) : (t κ , x, y) ∈Qκ, |s| ≤ τ }, so (4.20) follows. Since supp (e, S 1 , Y 1 ) ⊂ supp e ⊂ D due to (2.8), it follows from the estimates (2.5), (2.7), (2.9), and (3.14) that
Using the same proof for (4.20) with (2.5) and (2.9), one obtains (4.21).
It follows from (3.45) and ∂ y ξ I (x, t) = 0 that
Hence,
It follows from (3.4) , (4.14) and (4.20) that
one obtains from the estimates (2.7), (3.14), (4.11), (4.16), (4.18), and (4.24) that
Since ∂ t +ũ · ∇ x +ṽ∂ y = (∂ t + u · ∇ x + v∂ y ) + w · ∇, it follows from (2.4) and (4.11) that
This completes the estimates for w and (ũ,ṽ).
Estimates of the errors. Recall that the new stressR is given bỹ
and we decompose δR = (R S +R M )+(R H +R T +R L ) into two parts. The first part will be estimated below, and the second part will be handled by solving divergence equations with oscillatory sources in Section 4.3.
Mollification errors. Recall that
The supports of R M can be estimate from (4.5), (4.6) and (4.7) as
Then (4.21) implies that
While (3.14) and (4.11) lead to
Now we estimate the derivatives of R M . It follows from (2.5), (2.9), (3.32) and (4.21) that
1 . Due to (2.4), (3.4), (3.14), (3.15), (4.11) and (4.18), one gets
In the same manner, it follows from (2.4), (2.5), (3.14), (3.15), (3.32), (4.11), (4.16), and (4.21) that
Since D Dt ψ κ = 0, it follows from (3.17), (4.21) and (4.22) that
As a consequence of (3.14), (3.27),(3.28), (3.31), (4.11) and (4.24), it holds that
The stress term. Note that
It follows from the definitions of R S in (3.52) that
The constructions in (3.39), (3.51), and (4.7) yield
Then (4.9) and (4.10) imply that
Now we estimate derivatives of R S . It follows from (3.4), (4.12), and (4.13) that
Similarly, making use of (3.4), (4.14), and (4.15), one can get
4.3.
The new stress from solving divergence equations. The part of the new stress consisting of R H + R T + R L will be estimated by solving divergence equations of the form
. To this end, we adapt the method in [22] to solve partially symmetric divergence equations with compactly supported sources. Heuristically one can obtain a solution R I ∈ C ∞ c (Q I ) such that R I ∼ λ −1 h I with a slightly enlarged supportQ I . The precise statements are contained in the following lemma.
Given a smooth vector fieldŪ = (
, a set of positive numbersτ ,l 1 , · · · ,l d , and a point (t 0 , z 0 ) ∈ R×R d , the Eulerian cylinders convected by the flow ofŪ is defined as in [22] :
where Φ is the flow generated by (∂ t +Ū · ∇ z ) defined in (3.8) . Setting as in (4.1), one gets from Lemma 3 that, for |s| ≤ τ, (x, y) ∈Qκ (I) ,
where (t I , x I , y I ) = q κ(I) for q κ(I) in (3.21). Hence from the definitions of Q κ in (3.21), one has x) is a constant and satisfies the estimate
2 ) satisfies the compatibility conditions 32) and the estimates that, for 0 ≤ |β
Then there exist two constants
, and a 2 × 3 matrix T = T kl ∈ C ∞ c (Q) which solves the equations
Furthermore, T satisfies the following estimates
(4.37)
Remark 3. Using integration by parts, one can verify directly that if H is of the form Lemma 6. Letτ ,l x ,l y , Λ t , Λ x , Λ y , δ U , δ H be given positive constants that satisfȳ
where for some point q 0 = (t 0 , x 0 , y 0 ) ∈ R × R 2 × R, we denotê Q =QŪ (τ ,l x ,l x ,l y ; (t 0 , x 0 , y 0 )).
satisfy the conditions (4.32) and the estimates
depending linearly on H, and a constant C = C(C 0 ) such that
We postpone the proof of Lemma 6 to Appendix B. Using Lemma 6, one can prove Lemma 5 by following the approach in [20, 22] .
Proof of Lemma 5. Following [20, 22] , one can construct the solution T as the sum of an approximate solution T (D) and a correction R:
Here D is the smallest integer such that
where ϑ is the constant of Lemma 1 in (2.10). The amplitudes q jl (k) are symmetric matrices obtained by solving the following linear equations, for k = 1, · · · , D:
Set, for k = 1, · · · , D:
It is straightforward to verify that q jl (k) is symmetric in jl, and solves (4.45) with supp q (k) ⊂ supp H ⊂Q. The definitions (4.45) and (4.46) imply that
for some constant tensors C (k+1) . Thus,
1 . This and the relation (3.4) imply that
It follows from (4.31) and (3.4) that
Hence the estimates (4.37) hold for T (D)
Note that (4.45) implies that, for k = 1, · · · , D:
Due to (4.34) and (4.43), R satisfies the divergence equations: 
where (2.10) and (4.44) have been used for the last inequality. It follows from (4.48) and Remark 3 that H l (D+1) also satisfies the compatibility conditions (4.32). In view of (3.15) and the above estimates, one can apply Lemma 6 with
1 . to obtain a solution R jl ∈ C ∞ c (Q) to (4.49) with the estimates (4.37). 4.3.2. Verifications of the assumptions. Note that one can write
The individual terms in (4.50) are either of the form e iλξI h I or e iλ(ξI +ξJ ) h IJ , J =Ī, with supports in Q κ(I) ⊂Q κ(I) (recall (4.30)). It follows from (4. 
Using integrations by parts, one has, for any t ∈ R + , e iλξIŨ l I dxdy = 0,
This shows that ∂ t (e iλξIŨ I ) also satisfies (4.32). It remains to verify the estimates (4.33) for the terms in (4.50), which are given in the following subsections.
4.3.3.
The high-high interactions terms R H . Recall from (3.54) that
It follows from the definitions (3.38) and (3.41) that, for any index I and J,
It follows from (3.2), (4.14) and (4.15) that h H,IJ,(1) satisfies (4.33). Since ξ I = ξ(t, x) is independent of y due to (3.41), one has
Consequently, (2.7), (3.2) and (4.14) show that h Y,IJ,(2) also satisfies (4.33).
The high-low interactions terms
It follows from (2.7), (3.15), (3.31), and (4.14) that h L,I satisfies (4.33).
4.3.5.
The transport-diffusion terms R T . Since ∇ x ·u ℓ +∂ y v ℓ = 0 in D due to (3.13) and supp U ⊂ D, one gets from (4.23) that
It follows from (3.15), (3.31), (4.14) and (4.20) that h T,I,(1) satisfies (4.33). While that h T,I,(2) and h T,I,(3) satisfy (4.33) follows easily from (4.14).
4.3.6. Conclusion of the proof of Lemma 1. It follows from (3.52) and (3.53) that
Recall from (4.50) that R H , R L , and R T are obtained by solving divergence equations of the form ∇ · T I = h I , with supp h I ⊂ Q I ⊂ supp w. Thus, (4.36) implies that
As a consequence of (3.49), (2.8), (4.5), (4.6), and (4.7), it holds that
if one chooses the constant B ≥ 8. Therefore, supp t,yR ⊂ supp t,y R ∪ supp t,y δR ⊂ N (supp e; ℓ 2 , ℓ).
Together with (4.7), this yields the desired estimates (2.13) for the supports.
Collecting all the estimates above shows that there exists a constant C 1 = C 1 (ϑ) which is independent of B and N such that
Now one can fix the constant B such that
It follows from the estimates above and the relations (2.10) that there exists a constant C ϑ such that (ũ,ṽ,R) have frequency-energy levels below (Ξ,Ẽ) as given by (2.11). The proof of Lemma 1 is completed.
Proof of the theorems
5.1. Proof of Theorem 1.
5.1.1. Setting up. Let (u, v) be given as in Theorem 1. Starting with (u (0) , v (0) ) = (u, v), we will use Lemma 1 to construct iteratively a sequence of solutions (u (n) , v (n) , R (n) ) to the approximate system (2.1), with frequency-energy levels below
Let δ, ε ∈ (0, 1) be positive constants to be chosen as follows. Given two constants α 0 ∈ (0, 1/21) and β 0 ∈ (0, 1/10), we choose the constant δ ∈ (0, 1) sufficiently small so that 
x ∇ x · is the projection into divergence-free vector field on T 2 . It is straightforward to verify that R[H] is a symmetric 2 × 2 matrix and solves
It follows from (1.4) that the following mean-zero conditions are satisfied:
, and
Due to the assumptions (1.3) and that (u C , v C ) is a classical solution to the system (1.1), it is straightforward to verify that (u (0) , v (0) , R (0) ) solves the approximate system (2.1) with supp t,y
Fix Ξ (0) to be a large constant such that
and for 0 ≤ |α| + β/2 + γ ≤ 1,
Then it is direct to verify that (u (0) , v (0) , R (0) ) has frequency-energy levels below (Ξ (0) , E (0) ). Choose ε sufficiently small so that
The parameters of the iterations. The sequence of frequency-energy levels {(Ξ (n) , E (n) } are chosen as follows. Recall that {(Ξ (0) , E (0) )} has already been determined above. Set
for n ≥ 1, (5.12)
Now we choose a sequences of parameters {N (n) } to apply Lemma 1. Note that {N (n) } and (Ξ (n) , E (n) ) need to satisfy (2.7) and (2.10). Furthermore, (2.10) requires that E (n+1),
, for n ≥ 0. (5.14)
Accordingly, we set 15) and, for n ≥ 1,
It follows from the definitions (5.11), (5.12) and (5.16) that
n−2 ) for n ≥ 4, (5.18)
19)
The inequality (5.14) follows from the definitions of N (n+1) and the fact that E (n),3 ≤ 1. It is straightforward to verify that the inequality (2.3) holds for (Ξ (0) , E (0) ). Suppose it holds for (Ξ (n) , E (n) ) for some n ≥ 0. Then
Thus the inequality (2.3) is verified for all n ≥ 0.
5.1.3. The iteration step. Starting from (u (0) , v (0) , R (0) ), suppose that one has obtained functions (u (n) , v (n) , R (n) ) which solve the approximate system (2.1) with frequency-energy levels below (Ξ (n) , E (n) ) and supp t,y R (n) ⊂ D (n) , iteratively by applying Lemma 1 to (u (n−1) , v (n−1) , R (n−1) ) with frequency-energy levels below (Ξ (n−1) , E (n−1) ) and supp t,y R (n−1) ⊂ D (n−1) . We first establish some bounds on the supports of R (n) and v (n) L ∞ .
It follows from (2.3), (5.10),(5.11), (5.13), and (5.14) that
Note that (5.5) and (5.7) imply that
It follows from (5.4), (5.13) and (5.24) that for n ≥ 0,
Recalling (5.5) and (5.11), one has
It follows from the estimates (2.12) that
Note that (5.5) and (5.7) yield
Suppose that Ξ (n) E 1/2 (n),u ≥ (100C ϑĒ ) 2 for some n ≥ 0. Then (5.14) implies
where the last inequality follows from (5.28). Thus (2.7) holds for all n ≥ 0. Set 29) where
,2ℓ (n) ) denotes the indicator function for the set N (D (n) ; 2ℓ
(n+1) is a smooth function with
It is straightforward to verify that e (n+1) satisfies the estimates (2.8) and (2.9).
In order to apply Lemma 1, it remains to show that
Indeed, it follows from (5.15), (5.16) and (5.23) that the following rough bounds hold
Thus using (5.8), one can obtain
This, together with (5.3), shows that
Now we use induction on n. Suppose that for some n ≥ 5,
Then using the expression (5.23) for N (n+1) leads to
, where the first inequality follows from (5.3) and (5.8), and the induction assumption (5.32) is used in the last inequality. This confirms (5.31). Now one can apply Lemma 1 to obtain (u (n+1) , v (n+1) , R (n+1) ) with frequencyenergy levels below (Ξ (n) , E (n) ). It follows from (2.13) and (5.30) that
(5.33) 5.1.4. Convergence and regularity. Denote
Then (2.12) implies that for 0 ≤ |α| + 2β ≤ 1,
(n),1 } is a Cauchy series due to (5.18). So it follows from (5.34) and (5.35) that the sequence {(u (n) , v (n) )} converges uniformly to a continuous function (u, v). Since (u (n) , v (n) , R (n) ) solves the approximate system (2.1) with frequency-energy levels below (
due to (5.18), thus (u, v) is a weak solution to the Prandtl system (1.1).
Next we consider the regularity of the solutions. It follows from the estimates (5.34), (5.35) and standard interpolations that for α ∈ (0, 1),
(n−1),1 . It follows from (5.10), (5.11), (5.20) and (5.23) that for n ≥ 4,
Set α = α 0 . Then (5.2) shows that
Hence lim sup n an+1 an = 0 and thus
} is a Cauchy series. Similarly, using the estimates (5.34), (5.35) and standard interpolations one can get that, for β ∈ (0, 1),
(n−1),1 . Then, (5.10), (5.11), (5.20) and (5.23) yield that for n ≥ 4,
Hence lim sup n bn+1 bn = 0 and thus { w (n+1) C β 0 y } is a Cauchy series. We thus have proved the estimates (1.5).
Furthremore, (5.25) and (5.33) yield that
5.1.5. Weak convergence of the solution sequence. The above scheme shows that there exists a constantε > 0, such that for any choice of ε <ε in (5.8), there exists a weak solution to the system (1.1) of the form
satisfying the estimate (1.5). It follows from (5.26) and (5.34) that
In particular one has
be a smooth test function. Recall that
Using integration by parts, (4.12), (5.8), (5.15), (5.16), and (5.26), one gets
Hence for any ϕ ∈ C
Let (u k , v k ) be the weak solutions corresponding to a sequence of positive numbers {ε k } with ε k <ε, ε k → 0. It follows from the above estimates and the standard density argument that (u k , v k ) → (u, v) in the weak- * topology on L ∞ (R + × T 2 × R + ). This finishes the proof of Theorem 1.
5.2.
Proof of Corollary 1. Let φ ε (t, x, y) be a smooth bump function supported in a small ball B ε (t 0 , x 0 , y 0 ) ⊂ B 2ε (t 0 , x 0 , y 0 ) ⊂ R + × T 2 × R + , such that ∂ 2 yy ∂ x2 φ ε changes signs. Set (u, v) = (u S , 0) + (∂ y ∂ x2 φ ε , 0, −∂ x1 ∂ x2 φ ε ). It is clear that (u, v) satisfies the conditions (1.3) and (1.4). Applying Theorem 1 to (u, v) with ρ = ε, one can obtain a sequence of Hölder continuous weak solutions {(u k , v k )} ∞ k=1 to the system (1.1) satisfying the estimates (1.5), such that supp t,y (u k − u S , v k ) ⊂ supp t,y (u k − u, v k − v) ∪ supp t,y (∂ y φ ε , 0, −∂ x1 φ ε ) ⊂ N (supp t,y (φ ε ); ε, ε 1/2 ) ⊂ B 2ε (t 0 , y 0 ) ⊂ R + × R + , and (u k , v k ) ⇀ (u, v) in the weak- * topology on L ∞ (R + × T 2 × R + ). Furthermore,
yy ∂ x2 φ ε , 0), v k ⇀ −∂ x1 ∂ x2 φ ε , in the sense of distribution. Thus for k sufficiently large and ε sufficiently small, u k is not monotonic in y and (u k , v k ) has motion transverse to the outflow (U, 0).
5.3.
Proof of Theorem 2. The proof of Theorem 2 is just a slight modification of the proof of Theorem 1. We outline the main differences in the constructions. Similar to (2.1) we consider the following approximate system Lemma 7. Given ϑ > 0, there exists a constant C ϑ such that the following holds. Suppose that (u, R) = (u, S, Y, r) is a smooth solution to (5.36) with frequencyenergy levels below (Ξ, E), with ℓ := Ξ −1/2 E −1/4 u ≤ 1. Let e(t) be a given nonnegative function satisfying e(t) ≥ 4E 1 on N (supp t R; ℓ 2 ), N (supp e, 50ℓ 2 ) ⊂ R + , (5.37)
Then for any N > 0 satisfying (2.10) there exists a smooth solution (ũ,R) to the system (5.36) with frequency-energy levels below (Ξ,Ẽ) = (Ξ,Ẽ u ,Ẽ 1 ,Ẽ 2 ,Ẽ 3 ) as given in (2.11). Furthermore, the correction w =ũ − u satisfies the estimates (2.12), and supp t (w,R) ⊂ N (supp e; ℓ 2 ). Plugging in the correctionũ = u + w and using the expressions (2.6) as before, one can decompose the new stressR as: Hence one can show that the main part of R S vanishes as in Section 4.2.2.
It follows from the Gronwall's inequality that
Due to (3.9) and (A.4), it holds that
Taking |s| ≤ δ 
