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Abstract
In this thesis, we study the timing and frequency synchronization and channel 
estimation for multicarrier mobile communication systems. Two typical multicarrier 
systems, MC-CDMA and OFDMA are considered. The sensitivity of multicarrier 
systems to the timing and frequency offsets are studied, and system performance is 
deduced by analytical methods. Analysis shows that both MC-CDMA and OFDMA 
are very sensitive to the timing and frequency offsets. The OFDMA system with the 
subband-based subcarrier assignment scheme is more sensitive to the synchronization 
errors of the reference user than that with interleaved subcarrier assignment scheme, 
while less sensitive to the synchronization errors of the interference users.
W e investigate the timing and frequency synchronization methods for multicarrier 
systems in both the downlink and uplink transmissions. The uplink case is more 
challenging because the uplink synchronization has to cope with independent 
frequency and timing offsets for each individual user. A novel timing and frequency 
offset estimation scheme for the uplink is proposed exploiting the principle of best 
linear estimation. The timing and frequency offsets are estimated by identifying the 
differential phases of the training pilots in frequency and time dimensions 
respectively. In contrast to other methods, the proposed scheme has moderate 
complexity and allows flexible subcarrier assignment schemes for the OFDMA 
system. The analysis and simulation results show that the proposed method performs 
well in the uplink channels.
The initial synchronization tasks in the downlink including the cell identification, and 
the timing and frequency synchronization are studied. Several typical synchronization 
methods are presented and compared with each other. It shows that the MMSE 
method achieves the best performance for the timing estimation. In order to reduce 
the plateau of the metrics, a time domain smooth window is used with which a single 
peak is observed for all metrics. After the timing and frequency synchronization, a 
frequency domain correlation algorithm is applied for the cell identification. The 
overall performance of the initial synchronization was evaluated under multiple 
access interference, which gives the reference preamble power for designing the 
system.
Finally, channel estimation algorithms are investigated. MMSE interpolation, FFT- 
based interpolation and polynomial interpolation methods are presented and 
compared with each other. Simulation results show that MMSE interpolation is 
superior to other methods in terms of MSE performance. However considering the 
trade-off between performance and complexity, the polynomial interpolation is a 
good approach. The effect of residual synchronization errors on channel estimation 
performance is studied. The modified channel estimation method to compensate 
residual synchronization errors is proposed. It shows that our compensation methods 
considerably improve the performance of channel estimators in imperfect 
synchronization conditions.
Key words: Multicarrier, OFDM, OFDM A, MC-CDMA, Performance,
Synchronization, Channel estimation, etc.
Acknowledgments
I would like to express my gratitude to my supervisors Prof. Rahim Tafazolli and Dr. 
Reza Hoshyar for their supervision, encouragement and all kinds of help during this 
research. My special thanks are due to Prof. Tafazolli and the Centre for 
Communication Systems Research (CCSR), University of Surrey for the research 
funding that they kindly provided. Without those, this work would have been 
impossible.
I would like to thank all my friends in CCSR and the administrative staffs. Last but 
not least, my warmest thanks go to my family for the moral support throughout the 
study.
To my dearest mum!
She has been waited for this day too long, while can never see it by herself. 
I hope that she enjoys the peace in the heaven.
C ontents
Contents
Abstract........................................................................................................................................ii
Acknowledgments.................................................................................................................... iv
Contents..................................................................................................................................... iii
List of Figures...........................................................................................................................vii
Acronyms................................................................................................................................... xi
Notations.................................................................................................................................. xiv
1 Introduction.............................................................................................................................. 1
1.1 Wireless Communications beyond the Third G eneration....................................1
1.2 Multicarrier Transmission Techniques in Wireless Communications.............. 3
1.3 Synchronization Issues in Multicarrier System s................................................... 5
1.4 Outline of the Thesis and Novel Achievements.................................................... 7
2 Mobile Radio Channel and Description of the System..................................................13
2.1 Characteristics of Mobile Radio C hannels........................................................... 13
2.1.1 Channel Impulse Response M odel................................................................... 14
2.1.2 Transmission through the C hannel.................................................................. 16
2.1.3 Frequency Selective Characteristic -  Coherence Bandwidth......................17
2.1.4 Time Varying Characteristic -  Coherence T im e...........................................18
2.1.5 Channel Im plem entation.................................................................................... 18
2.2 Multicarrier System Description.............................................................................20
2.2.1 OFDM Techniques..............................................................................................21
2.2.2 Multiple Access M ethods.................................................................................. 24
2.2.3 Signal Structure................................................................................................... 26
2.2.3.1 Uplink System M odel....................................................................................28
2.2.3.2 Downlink System M odel.............................................................................. 33
2.2.3.3 Frame Structure..............................................................................................34
3 Performance Analysis of Multicarrier Systems with Synchronization Errors 39
3.1 Introduction...........................................................................................................39
i i i
C ontents
3.2 Qualitative Description of Timing and Frequency Offset E ffects.................... 41
3.2.1 Timing Offset E ffect........................................................................................... 41
3.2.2 Carrier Frequency O ffse t....................................................................................43
3.3 Performance of Downlink Multicarrier Systems with Timing and Frequency
O ffsets................................................................................................................................... 44
3.3.1 Performance A nalysis......................................................................................... 44
3.3.1.1 System Param eters........................................................................................ 47
3.3.1.2 System Performance......................................................................................48
3.4 Performance of Uplink multicarrier Systems with Timing and Frequency
O ffsets....................................................................................................................................53
3.4.1 Performance A nalysis...............................................................................   53
3.4.2 Numerical R esults................................................................................................ 56
3.5 Sum m ary......................................................................................................................64
4 Timing and Frequency Synchronization for Uplink Transmission............................. 65
4.1 Introduction................................................................................................................. 65
4.2 System M odel............................................................................................................. 67
4.2.1 Uplink Synchronization Requirements and Procedure..................................67
4.2.2 Pilot Pattern........................................................................................................... 69
4.2.3 Signal M odel.........................................................................................................70
4.3 Timing and Frequency Offset Estim ation .............................................................75
4.3.1 The Best Linear Estimation Principle.............................................................. 75
4.3.2 Frequency Offset Estim ation .................   76
4.3.3 ICI Com pensation................................................................................................ 80
4.3.4 Timing Offset Estimation....................................................................................82
4.4 Performance A nalysis................................................................................................83
4.4.1 Variance and Mean Value Analysis................................................................. 83
4.4.2 Effect of Multiple Users Accessing the N etw ork..........................................84
4.5 Numerical Results...................................................................................................... 86
4.5.1 Simulation Scenarios...........................................................................................86
4.5.2 System Performance  ............................................................................... 87
4.6 Sum m ary........................................................................................   92
5 Timing and Frequency Synchronization for Downlink Transmission........................94
C ontents
5 .1 Introduction.................................................................................................................. 94
5.2 Timing and Frequency Synchronization M ethods............................................... 96
5.2.1 Timing Estimation M ethods............................................................................... 96
5.2.1.1 Data-aided M ethods...................................................................................... 96
5.2.1.2 Blind M ethods.............................................................................................. 100
5.2.2 Frequency Offset Estimation M ethods...........................................................101
5.2.2.1 Data-aided M ethods.................................................................................... 101
5.2.2.2 Blind M ethods.............................................................................................. 103
5.3 A Case Study -  WiMax System ............................................................................ 104
5.3.1 Introduction..........................................................................................................104
5.3.2 Timing and Frequency Synchronization........................................................ 106
5.3.3 Cell Identification............................................................................................... 107
5.4 Simulation R esults....................................................................................................110
5.4.1 Simulation Scenarios..........................................................................................110
5.4.2 Simulation R esu lts ............................................................................................. I l l
5.4.2.1 Performance of Algorithms in Presence of Interfering Signal with 
Different D elays......................................................................................................... I l l
5.4.2.2 Performance of Algorithms in Presence of Interfering Signal with 
Different Frequency O ffsets.................................................................................... 112
5.5 Sum m ary.....................................................................................................................117
6  Channel Estimation.............................................................................................................119
6.1 Introduction..................   119
6 . 2  Channel Estimation with Ideal Synchronization.................................................121
6.2.1 Pilot Pattern ......................................................................................................... 121
6.2.2 Signal M odel....................................................................................................... 123
6.2.3 LS Estimation of Channel Coefficients over Pilot Subcarriers................. 124
6.2.4 Interpolation Methods..........................................................................................124
6.2.4.1 MMSE Interpolation.................................................................................... 124
6.2.4.2 FFT-based Time Domain Interpolation....................................................... 127
6.2.4.3 Polynomial Interpolation............................................................................ 128
6.3 Channel Estimation with Synchronization E rrors.............................................. 130
6.3.1 Senitivity to Synchronization Errors............................................................... 130
6.3.2 Synchronization Error Compensation M ethod............................................. 131
v
C ontents
6.3.2.1 Compensation of Timing Offset................................................................132
6.3.2.2 Compensation o f Frequency O ffse t......................................................... 133
6.4 Simulation R esults................................................................................................... 135
6.4.1 Simulation Param etres...................................................................................... 135
6.4.2 Performance o f CE without Synchronization E rrors................................... 135
6.4.3 Performance of CE with Synchronization E rrors.........................................141
6.5 Sum m ary.................................................................................................................... 143
7 Conclusions and Future W ork..........................................................................................144
7.1 Conclusions................................................................................................................144
7.2 Future W ork.............................................................................................................. 147
A ppendix.................................................................................................................................149
Appendix A: Derivation of Equation (4.40)................................................................. 149
Appendix B: Bias of the Timing Offset Estim ator......................................................150
Appendix C: Derivation of Equation (4 .49)................................................................. 151
Appendix D: Derivation of Equation (3 .1)......................................................  152
Appendix E: Derivation of Equation (3 .26)................................................................. 156
Bibliography  ................................................................................................................... 160
L is t o f  F igures
List of Figures
Figure 1-1: Complement type scenario for Beyond IMT-2000 systems........................ 2
Figure 1-2: A general model of a digital wireless communication system ................... 5
Figure 2-1: The category of channel fading ...................................................................... 13
Figure 2-2: The power delay profile of BRAN channel E .............................................. 15
Figure 2-3: The transfer function of BRAN channel E ....................................................16
Figure 2-4: Block diagram of the channel implementation............................................19
Figure 2-5: (a) Example of orthogonal waveform in one OFDM symbol; (b) Spectra
of subcarriers in one OFDM symbol............................................................................21
Figure 2-6: Multiple access schemes based on multicarrier transmission.................... 24
Figure 2-7: MC-CDMA transmission principle.................................................................26
Figure 2-8: The transmission chain of the considered uplink multicarrier systems... 28
Figure 2-9: SBS and IS subcarrier assignment schemes in OFDM A............................ 30
Figure 2-10: The transmission chain of the considered downlink multicarrier systems
.............................................................................................................................................33
Figure 2-11: Frame structure of (a) the general MC systems (b) Hiperlan/2 as an
example.............................................................................................................................. 35
Figure 2-12: Preamble structures in H iperlan/2.................................................................37
Figure 2-13: Amplitudes and phases of different sections............................................... 38
Figure 3-1: Different timing positions................................................................................ 42
Figure 3-2: Shift o f the received spectrum on the frequency ax is ..................................43
Figure 3-3: BER performance of downlink OFDMA systems under the interference
caused by the frequency offset o f the reference u ser................................................ 49
Figure 3-4: BER degradation of downlink OFDMA systems with increase of
frequency offset of the reference u ser..........................................................................50
Figure 3-5: BER performance of downlink OFDMA systems with the interference
caused by the timing offset of the reference user.......................................................50
Figure 3-6: BER degradation of downlink OFDMA systems due to the timing offset
of the reference u se r........................................................................................................ 51
Figure 3-7: BER performance of downlink OFDMA systems under interference
caused by synchronization errors versus the number of active u sers .................... 51
v ii
L ist o f  F igures
Figure 3-8: Performance o f downlink MC-CDMA systems under interference caused
by the frequency offset of the reference user............................................................. 52
Figure 3-9: Performance of downlink MC-CDMA systems under interference caused
by the timing offset of the reference user.................................................................... 52
Figure 3-10: Discrete sine function......................................................................................54
Figure 3-11: BER performance of uplink OFDMA systems under the MUI caused by
frequency synchronization errors................................................................................. 57
Figure 3-12: SIR degradation of uplink OFDMA systems with increase of frequency
offsets of interfering users.......................  58
Figure 3-13: BER degradation of uplink OFDMA systems with increase of frequency
offset of interfering u se rs ...............................................................................................58
Figure 3-14: BER performance of uplink OFDMA systems with MUI caused by
timing synchronization error of interfering u se rs ......................................................59
Figure 3-15: SIR degradation of uplink OFDMA systems due to the timing error of
interfering users............................................................................................................... 59
Figure 3-16: BER degradation of uplink OFDMA systems due to timing error of
interfering users............................................................................................................... 60
Figure 3-17: SIR of uplink OFDMA systems versus the length of C P .........................60
Figure 3-18: BER of uplink OFDMA systems versus the length of C P ........................61
Figure 3-19: Performance of uplink MC-CDMA systems under MUI caused by
frequency synchronization errors of interfering u sers ..............................................62
Figure 3-20: Performance of uplink MC-CDMA systems under MUI caused by
timing errors of interfering users.................................................................................. 63
Figure 3-21: BER performance of uplink MC-CDMA systems under MUI caused by
synchronization errors versus the number of the active u sers .................................63
Figure 4-1: Uplink synchronization procedure..................................................................67
Figure 4-2: Time-frequency grid o f the transmitted uplink OFDMA frame: (a) SBS
subcarrier assignment scheme; (b) IS subcarrier assignment schem e................... 69
Figure 4-3: Block diagram of the considered OFSMA system (a) the k th transmitter
(b) the channel and the /cth receiver (c) the proposed timing and frequency offset
estimation schem e...........................................................................................................70
Figure 4-4: Illustration of approximation in (4.28)......................................................78
L ist o f  F igures
Figure 4-5: SIR performance of the ICI compensation scheme: (a) IS scheme; (b)
SBS schem e.......................................................................................................................81
Figure 4-6: SIR of the target user under MUI vs. frequency distance and CFO of the
interfering user (a) SBS (b) IS ....................................................................................... 85
Figure 4-7: MSE performance of the frequency offset estim ator...................................87
Figure 4-8:MSE performance of the timing offset estimator (a) SBS (b) IS................ 88
Figure 4-9: MSE performance of the timing offset estimator with different amount of 
MUI (a) vs. subcarrier spacing between the reference user and the interfering 
user (b) vs. normalized frequency offset of interfering user (c) vs. No. interfering
users (SNR=10dB).......................................................................................................... 89
Figure 4-10: MSE performance of the timing offset estimator for K=4, 8 active
ranging SSs........................................................................................................................90
Figure 4-11: Frequency spacing between the reference user and the interfering user:
(a) SBS scheme; (b) IS scheme......................................................................................91
Figure 4-12: BER performance of the proposed timing and frequency synchronization
schem e............................................................................................................................... 92
Figure 5-1: Preamble structure for timing and frequency synchronization...................97
Figure 5-2: Autocorrelation algorithm ................................................................................ 97
Figure 5-3: The autocorrelation o f the preamble with M identical parts.......................98
Figure 5-4: Block diagram of van de Beek’s method [6 4 ]............................................ 103
Figure 5-5: Basic structure o f the preamble sym bol....................................................... 105
Figure 5-6: Timing metrics of different methods.............................................................106
Figure 5-7: Timing metrics of different methods with smooth w indow .....................107
Figure 5-8: Block diagram of code identification procedure.........................................108
Figure 5-9: Legend................................................................................................................ 113
Figure 5-10: Effect of timing offset on timing synchronization [sam ples]................ 113
Figure 5-11: Effect of Timing Offset on Frequency Synchronization........................ 114
Figure 5-12: Effect of timing offset on cell detection.....................................................114
Figure 5-13: L egend ..............................................................................................................115
Figure 5-14: Effect of frequency offset on timing synchronization [samples] 115
Figure 5-15: Effect of frequency offset on frequency synchronization....................... 116
Figure 5-16: Effect of frequency offset on cell detection.............................................. 116
Figure 6-1: Pilot burst structure...........................................................................................122
L is t o f  F igures
Figure 6-2: Linear interpolation and second-order polynomial interpolation 128
Figure 6-3: Effect of timing offset on the performance of channel estimators (Dt
denotes the timing offset in samples).........................................................................130
Figure 6-4: Effect of frequency offset on performance of channel estimators (De
denotes the normalized frequency offset)................................................................. 130
Figure 6-5: Timing and frequency offset compensation m ethods................................133
Figure 6-6: The channel response, 60Km/h and SNR=10dB: (a) Ideal channel (b)
Estimated channel with MMSE interpolation.......................................................... 137
Figure 6-7: Channel estimation with polynomial interpolation.................................... 138
Figure 6-8: Channel estimation with FFT interpolation................................................ 138
Figure 6-9: MSE performance of channel estimation with MMSE interpolation.... 139 
Figure 6-10: MSE performance of channel estimation with different interpolation
methods............................................................................................................................139
Figure 6-11: Performance of channel estimation regarding the pilot spacing: (a) BER 
performance with pilot spacing of 8 (b) MSE performance with pilot spacing of 8
(c) BER performance with pilot spacing of 16 (d) MSE performance with pilot
spacing of 16................................................................................................................... 140
Figure 6-12: BER performance of channel estimation with different interpolation
methods............................................................................................................................140
Figure 6-13: Performance of timing offset compensation method for channel
estimation.........................................................................................................................142
Figure 6-14: Performance of frequency offset compensation method for channel
estimation.........................................................................................................................142
Figure 6-15: Overall performance of the synchronization errors compensated channel 
estimation.................................      142
x
A cronym s
Acronyms
2D Two Dimensional
3G The Third Generation
3GPP Third Generation Partnership Project
4G The Fourth Generation
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BS Base Station
CDMA Code Division Multiple Access
CFO Carrier Frequency Offset
CFR Channel Frequency Response
CP Cyclic Prefix
DAB Digital Audio Broadcasting
DS Direct Sequence
DSP Digital Signal Processing
DVB Digital Video Broadcasting
ETSI European Telecommunication Standards Institute
FDMA Frequency Division Multiple Access
EFT Fast Fourier Transform
HSDPA High-speed Downlink Packet Access
ICI Intercarrier Interference
IFFT Inverse Fast Fourier Transform
IMT International Mobile Telecommunications
INR Interference to Noise Ratio
A cronym s
IS Interleaved Scheme
ISI Intersymbol Interference
ITU International Telecommunication Union
LOS Line of Sight
LS Least Squares
MC-CDMA Multicarrier CDMA
MC-SS-MA Mutlicarrier Spread-spectrum Multiple Access
MIMO Multiple Input Multiple Output
MMSE Minimum Mean Square Error
MUI Multiple User Interference
NLOS None Line of Sight
OFDM Orthogonal Frequency Division Multiplexing
PAP Peak-to-Average Power
PDF Probability Density Function
PDP Power Delay Profile
QPSK Quadrature Phase Shift Keying
RF Radio Frequency
RMS Root Mean Square
RSS Ranging Subscriber Station
SBS Subband Based Scheme
SIR Signal to Interference Ratio
SNR Signal to Noise Ratio
SS Subscriber Station
TDD Time Division Duplex
TDMA Time Division Multiple Access
wssus
A cronym s
Wide Sense Stationary Uncorrelated Scattering
N ota tions
Notations
a k,i The /th chip of spread data o f user k
ft Training symbol at the /th subcarrier
B  Coherence bandwidth of the channel
B ,( i)  Correlation result o f R, with the training symbol bp
c  Speed of light
c k,i The /th chip of the kth user’s spreading sequence
C (x ) Function defined as C (x ) = ®(x)e~Mx(N~l)/N‘
C H (A/; At) Autocorrelation of the channel coefficients
Cf Covariance matrix of J (e)
CHft, Cross-covariance matrix between the channel coefficients at
data subcarrier positions
Cflfft, Auto-covariance matrix of channel at pilot positions
Ck Diagonal matrix with diagonal elements of the /cth spreading
sequence
Ct Covariance matrix of J (>,)
Cy Covariance matrix of y
d  Time index of the sliding window of correlation metric
d f  Spacing between two pilot subcarriers in frequency dimension
d k (i) MC-CDMA complex data symbol of user k  at time i
d t Spacing between two pilot subcarriers in time dimension
D  Decision variable of MC-CDMA symbol of the Oth user
D i Decision value of the /th subcarrier of OFDM symbol
D k Decision variable o f M C -C D M A symbol o f the /cth user
x iv
N ota tions
f  Frequency
f c Carrier frequency
fd  Maximum Doppler frequency
fk ,i The Zth carrier frequency of user k
f s Sampling frequency
A/ Frequency offset of all users in downlink
Af k Frequency offset of the /cth user
F  Diagonal matrix o f the frequency offset
Fna Fourier matrix of N sx N s
80, g i, 82 Coefficients of the second-order polynomial interpolation
function
G Coefficient vector of the polynomial interpolation function
h (t\ t)  Time variant channel impulse response
h p ( t) Channel complex amplitude of the pth path
hk,p(t) Channel complex amplitude of the /?th path of the M i user
H  A designed parameter of frequency offset estimation
Channel transfer function 
H k l Channel coefficient of user lc at the /th subcarrier
H i Channel coefficient of user 0 at the /th subcarrier
H lp Estimate o f the channel coefficient at the pilot position
Hp Vector of the channel coefficient estimates at the pilot position
I  Symbol index
h ,1 Multiple user interference of user lc at the /th subcarrier
h  Multiple user interference of user 0  at the /th subcarrier
I . . ( i)  Interference at the null subcarrier
t c i  ,u v /
N ota tions
J  Imaginary unit
T0 (jc) Zero order Bessel function of the first kind
Jk ,i Inter-carrier interference of user k  at the Zth subcarrier
J i  Inter-carrier interference of user 0  at the Zth subcarrier
K  Number o f the maximum active users
L  Subcarrier index
L  Number of subcarriers per user (For MC-CDMA, i.e. spreading
factor; In time domain, i.e. number of time domain samples if 
the sampling rate is 1)
L  \ lx2 lx l
Matrix o f Z defined as l =  i22 i2 i
I2 I 1_ 3 3 -*■_
M  Number of identical parts in the preamble
N  N -  N g+ N s
N g Number of samples in the CP
N p Number of pilots in one multicarrier symbol
N s Number of samples in the multicarrier symbol (equal to the
number of sucarriers)
P r Probability of the average SER
P rJ Probability of SER at the Zth subcarrier
p r (x) Probability density function
P  Number of discrete multipath taps
Pc(d ) Correlation of the received preamble time domain samples
with its delayed version
q k,i Index of the Zth subcarrier of user k
Term defined as Q (m )  ------   V rM r l.
L * M  —m L i=^ l w w -n* .
N ota tions
r ( t) Multicarrier received signal
rn Received time domain samples of the preamble
R  Vector of the received time domain samples
R Vector of the frequency offset compensated time domain
samples
R ( d )  Energy o f the first half time domain samples o f the preamble
Rk l (0 Demodulated data o f user k  at the /th subcarrier
R,(i) Demodulated data of user 0  at the /th subcarrier
R fii) Frequency offset compensated demodulated data of user 0  at
the /th subcarrier
Rp Vector of demodulated data at the pilot positions
s (t)  Multiple user baseband transmitted signal
sb(t) Transmitted baseband preamble symbol
sk (t) Transmitted baseband signal of the /cth user
Sc( d ) Energy of the second half time domain samples of the
preamble
Su O') EFT output at the null subcarrier
Su Vector of FFT output at the all null subcarriers
T  Time
A t Time difference
T  Multicarrier symbol duration plus the CP duration
T c Coherence time
T g CP duration
T s Multicarrier symbol duration
ui ( 0  Term defined as w; (/) = im g  ( w t ( i )  / ^  (i)|)
N ota tions
U(t)
Vmax
V/(0
Vl
w(t)
Wktl
Wi
x(t)
X
y ( f )
Y
z (x) 
ttk,l
<
0
0 L
/ II,tt
m
A(s)
J 00
A f
Rectangular waveform
M axim um  m obile term inal speed
Term  defined as vl (0 = img (w) (/) / 1ft 11Hx (i)|)
U seful part o f the sym bol at the /th subcarrier
Additive G aussian noise
Additive noise o f  user lc at the /th subcarrier
Additive noise o f user 0  at the /th subcarrier
G eneral expression o f the transm itted signal
G eneral expression o f the transm itted sequence
G eneral expression o f the transm itted signal at /th subcarrier
General expression o f the received signal 
G eneral expression o f the received sequence
Function defined as Z(x) = J1, * “ 0
[0, *<0
Equalization factor o f the /th chip o f the M C-CDM A  symbol o f 
/cth user
Term  defined as a kn = 27r(qn +ek)/N s 
R olloff factor o f the w indow ing function 
Term  defined as /?*„, = 2jz(qn, - q kn - s k)/N s 
Term  defined as = 2x(qn-q kn. +ek)/Ns 
k ,l) Term  defined as r(^ ;/c ,/) = (pk l(ek\k,l)eJ2ltSkilNs
V ector o f A\£)
V ector o f A{;;)
D ifferential phase o f two consecutive training symbols at the 
/th subcarrier in  tim e dim ension
N ota tions
Nfr D ifferential phase o f  two adjacent training symbols at the Zth
subcarrier in frequency dim ension
S(t) U nit im pulse signal
6 k N orm alized frequency offset o f user Zc
£(rjk;k,l) Term  defined as £(r/k;k,l) = e~j2*qkM'Ns
rjk N orm alized tim ing offset o f user k
rjk,P N orm alized relative delay o f the p th  path o f the Zcth user
6c  U nknown param eter at the receiver related to the channel
Or U nknow n param eter at the receiver related to the modulator
N o 1
Term  defined as k
C '  Term  defined as £*„• = H t nJXnck n4
p 1 A verage pow er o f  the channel coefficients
p] Constant o f Rayleigh distribution
p2p V ariance o f the channel com plex am plitude o f the p th  path
<7* A verage additive noise pow er
a ]  A verage pow er o f  r n
x Tim ing offset o f all users in downlink
Tim ing offset o f the Zcth user 
Tjc,p Relative delay o f the p th  path o f the Zcth user
Tmax M axim um  delay spread
t ms Root m ean squared delay spread
Tp Relative delay o f the p th  path
<Pkfi£k’>k'J') Term  defined as <pkl(£k;k',l') = d>(qk.r - q kl + ^ )e " r(9*'r9w+£*P s"1)/Ari
xix
o)c(m)
CD
(D opt
Clffi)
XJJ
EQ
var(.)
O*
O r
O "
n
re
img
argO
0 * 0
min(.)
max(.)
M CRB(.)
SIR/0
[XL
FFTfx)
«(*) Function defined as sm 7i x
Ns sin ttx/Ns 
Coefficient o f the linear estimation 
Coefficient vector o f the linear estimation 
Coefficient vector o f the best linear estimation
L—\
T erm  defined  as Q.t (i) = Y ki / ')D(77; / ’)
/■=o
Power o f all nu ll subcarriers 
Expectation o f random variables 
Variance o f random variables 
Complex Conjugate 
M atrix/Vector transpose 
Complex conjugate transpose
Norm o f a complex value 
Real part o f a complex value 
Imaginary part o f a complex value 
Phase o f a complex value 
Convolution 
M inim um  value 
Maxim um  value
M odified Cramer-Rao lower bound 
SIR o f the target user at the /th subcarrier
Value o f x reduced to the interval \-n,n)
Diagonal m atrix w ith  diagonal elements o f x 
N -point FFT to the vector x
N ota tions
IF F T ffx )  N -point IFFT to the vector x
In this thesis the follow ing rules apply:
M atrices are denoted by bold and upper case letters (e.g. A). 
V ectors are denoted by bold low er case letters (e.g. a).
The estim ate o f the unknow n param eter a is denoted by a 
A ll other variables and param eters are scalar.
xx i
C hapter 1. In troduction
Chapter 1
1 Introduction
1.1 Wireless Communications beyond the Third Generation
The third generation (3G) m obile com m unication systems have been introduced in 
m any countries since first in 2001 in Japan. It is based on digital technologies for 
m ixed voice, data and m ultim edia traffic. International M obile Telecom m unications 
(IM T)-2000 [1], the 3G system, aims to support various services from  voice to high- 
rate data up to 144 Kbps in vehicular, 384 Kbps in outdoor-to-indoor, and 2 M bps in 
indoor environm ents. It provides continuous service coverage in 2-GHz band w ith 
code division multiple access (CDM A) scheme. Furtherm ore, high-speed downlink 
packet access (HSDPA) is proposed for higher throughput and under standardization 
in the Third G eneration Partnership Project (3GPP) [3]. H SD PA  can be categorized 
into enhanced IM T-2000 systems, and know n as 3.5G systems.
To com m unicate betw een com puters in an indoor environm ent, wireless local area 
networks (W LANs) such as IEEE 802.11 [4] and high perform ance radio LA N  
(HIPERLAN) [5] are introduced to provide data transm ission up to 54 M bps in 5- 
GHz band. And a later developed standard, IEEE 802. 16e or W orldwide 
Interoperability for M icrow ave A ccess (W iM ax) [6], provides the fixed and mobile 
wireless service o f higher throughput over long distances. It claims to provide data 
rate up to 70 M bps, and the linear service area range is up to 50 km  for stationary 
devices.
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Despite the high capacity offered by the 3G technology, the rapid growth o f Internet 
services and multim edia services in mobile networks are likely to create a strong 
dem and for higher-speed wireless data services, possibly with a m axim um  
inform ation bit rate o f around 2-20M bps in a vehicular environm ent and 50 -100Mbps 
in indoor to pedestrian environm ents, using a 50-100M Hz bandwidth. Especially in 
the downlink, high throughput is needed since the num ber o f downloads o f large data 
files from web sites and servers will increase, and broadcast/m ulticast services may 
becom e a reality, w hich should be accom m odated by the fourth generation (4G) 
systems.
Mobility
60 to 
and
pedestrian speed
D ata
Dashed lines indicate that exact data 
rates associated with systems Beyond 
IMT-200C are not yet determined
Nomadic/Local Area 
Access systems
Peak useful 
(to be shared between
denotes Interconnection between systems via networks, 
flexible use in any environment without making users aware
Figure 1-1: Complement type scenario for Beyond IMT-2000 systems.
Figure 1-1 shows the sketch o f beyond 3G mobile com m unication systems. It is 
based on the com plem ent-type scenario proposed by International Telecommunication 
Union (ITU)-R Vision [2], which is an all-round type scenario where the system 
would have to cover the w hole range o f the mobility and the transm ission rate. The 
various system bit rates and m obility and their relationships between each other are 
illustrated in the figure. D ifferent com plem entary access schemes will be part of 
systems beyond 3G. The different system s are cooperating in term s o f vertical 
handover and seamless service provision. Reconfigurable term inal devices and 
netw ork infrastructure will be an essential part o f such systems. The European vision
Digital Broadcast 
Systems
Systems beyond IMT-200C will 
encompass the capabilities of 
previous systems
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for beyond 3G system s is a fully IP-based integrated system  offering all services all 
the tim e and designed to support m ultiple classes o f terminals.
The data rate requirem ent is a big challenge for the new mobile access from  the 
technical perspective. N ew  radio access technologies w ith high data rate for the 
w ireless nom adic case w ith low m obility and for the cellular case w ith high m obility 
need to be investigated, w hich will be discussed in the next section.
1.2 Multicarrier Transmission Techniques in Wireless 
Communications
As w e m entioned above, a dedicated air interface for 4G m obile system s will have to 
satisfy strong constraints to ensure the higher throughput and higher mobility needs 
o f future systems. The m ain specifications to fulfil are a robust and spectrally 
efficient use o f the radio resource, featuring reasonable im plem entation com plexity. 
Several techniques are envisaged as com ponents o f a future air interface to achieve 
these challenging goals.
One candidate for air interface for beyond 3G systems is direct sequence (DS)- 
CDM A, w hich is the core w ireless technology in 3G m obile systems. However, 
conventional CDM A system s are lim ited in their ability to deliver higher data rates 
due to im plem entation issues associated with higher chip rates and com plexity issues 
related to higher intersym bol interference (ISI) [7].
In recent years, alternative m ulticarrier system s [8]-[10], [13]-[14] have been 
proposed and draw n a lot o f interest to support higher rates in the future w ireless 
systems. The m ulticarrier m odulation concept is to split a serial high rate source 
stream  into m ultiple parallel low rate substream s and to m odulate each substream  on 
a subcarrier. Since the symbol rate on each subcarrier is m uch less than the serial 
source symbol rate, the effects o f delay spread significantly decrease. The longer 
symbol duration helps to  change frequency selective fading to flat fading over each 
subcarrier. In  order to m itigate ISI, a cyclic prefix (CP) is usually inserted ahead o f 
each symbol w here w aveform  o f the m ulticarrier symbol is cyclically extended. In 
conjugation with the CP, ISI can be m itigated significantly.
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Orthogonal Frequency D ivision M ultiplexing (OFDM ) is a low -com plex technique 
for m ulticarrier transm ission, w hich bandw idth-efficiently m odulates m ultiple 
subcarriers thanks to digital signal processing (DSP) techniques. The carriers are 
m ade orthogonal to one another by appropriately choosing the frequency spacing 
among them. In contrast to conventional Frequency D ivision M ultiplexing, the 
spectral overlapping am ong subcarriers are allowed in O FD M  since orthogonality can 
ensure the subcarrier separation at the receiver, provide better spectral efficiency and 
elim inate the use o f steep bandpass filter.
The concept o f m ulticarrier m odulation was first published in the m id 1960s [8]. 
A fter m ore than forty years o f research and development, OFDM  technique has been 
widely im plem ented in w ideband w ireless com m unication systems, such as digital 
audio/video broadcasting (DAB/DVB) [11] and W LANs [4], [5]. M uch research is 
done on the com bination o f O FD M  w ith m ultiple access techniques. Generally, 
O FD M  can be com bined w ith Frequency D ivision M ultiple Access (FDM A), Tim e 
D ivision M ultiple Access (TDM A), and CDM A techniques. O FDM -TD M A is 
em ployed in W LA N  standards [4], [5]. O FDM -FDM A is know n as OFDM A, w hich 
is under standardization by IEEE 802.16 w orking group [6]. The com bination o f 
O FD M  w ith CDM A yields several schemes: when the spreading takes place on the 
frequency dim ension, we get M C-CDM A ; w hen it takes place on the tim e dim ension, 
it yields M C-DS-CD M A. Spreading m ay also be envisaged on both the tim e and 
frequency axes. W e will discuss these schem es in detail in the next chapter.
M ulticarrier systems are w idely considered as a promising, candidate for radio access 
techniques o f beyond-3G  systems. The advantages o f m ulticarrier techniques for 4G 
systems are outlined as follows:
A ttractive characteristic in frequency selective fading channels
> H igh spectrum  efficiency m odulation technique
a Low  com plexity signal processing at the receiver and easy im plem entation 
thanks to advances o f D SP techniques
« W ell-m atured technique through research and developm ent for W LAN s and 
DVB/DAB
■ Flexible combination w ith  different m ultip le access schemes
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m Easy com bination with new M ultiple Input M ultiple Output (M IMO) 
transm ission techniques
One o f major problem s in m ulticarrier transm ission is that it is very sensitive to 
synchronization errors, w hich will be addressed in the next section.
1.3 Synchronization Issues in Multicarrier Systems
Source
Encoder
Source
Decoder
O u t e r
Figure 1-2: A general model of a digital wireless communication system
Besides having advantages, m ulticarrier systems are also affected by some limiting 
aspects. One o f the m ajor drawbacks is its high sensitivity to synchronization errors.
Synchronization is one o f the m ost im portant functionalities o f digital wireless 
com m unication receivers. A detailed discussion on synchronization issues for digital 
com m unication systems can be found in [12]. Here we give a b rief introduction on 
the function o f synchronization for wireless com munications. A general model o f a 
digital w ireless com m unication system is shown in Figure 1-2. In the figure, x 
denotes the transm itted sequence after source coding and channel coding, which is 
passed through the m odulator and the radio channel. The received sequence y at the 
receiver is dependent on x and a set o f unknown param eters [Or, Qc}, where Qj is 
related to the m odulator and Qc is related to the channel. In order to retrieve the 
transm itted sequence x, the receiver m ust estim ate the unknown param eters. And the 
estim ates are used as if they were true values. This is know n as “synchronized
p(y I x)
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detection” . In a w ide sense, synchronization issues are com posed o f  param eter 
estim ation and adjustment, w hich includes tim ing and frequency synchronization, and 
channel estim ation in radio channels. According to the different functions, the 
receiver can be divided into the inner receiver part and the outer receiver part as 
shown in the figure. The task o f  the inner receiver is to estim ate the unknow n 
param eters and produce a good channel for the decoder. A nd the task o f the outer 
receiver is to optim ally decode the transm itted sequence. In this thesis, we will focus 
on the inner receiver part o f m ulticarrier system s in m obile radio channels.
Synchronization issues are one o f the m ajor research areas in m ulticarrier systems 
due to the fact that m ulticarrier system s are very sensitive to synchronization errors, 
especially to frequency synchronization errors. A small am ount o f synchronization 
errors can cause large perform ance loss, and m ake the transm ission unsuccessful. 
Because the frequency offset betw een carrier oscillators at the transm itter and the 
receiver can distort the orthogonality among subcarriers, and bring severe intercarrier 
interference (ICI), w hich results in a significant degradation o f the system  
perform ance. On the other hand, the tim ing synchronization error results in ISI 
between two consecutive symbols. M ulticarrier systems are less sensitive to the 
tim ing error than the frequency error because usually there is a cyclic prefix ahead o f 
each m ulticarrier symbol, w hich provides some tolerance and releases the 
synchronization requirem ent. However, tim ing accuracy is still desirable in practical 
applications to m inim ize the overhead o f the CP.
Besides, the radio channel introduces am plitude and phase shifts to transm itted 
signals due to the channel’s frequency selective and tim e varying property. To 
achieve the synchronized detection, inform ation about the channel state is required 
and needs be estim ated at the receiver.
The synchronization tasks o f m ulticarrier systems are outlined as follows:
Symbol timing offset. The symbol tim ing offset is brought by sym bol edge 
m isjudgem ents at the receiver. If  the error is too large to be extended over the CP, ISI 
occurs. Further after OFD M  dem odulation, IC I also occurs because orthogonality is 
destroyed owing to ISI. Besides, sym bol tim ing error results in phase rotations w ithin 
each subcarrier after OFDM  dem odulation, w hich m ust be com pensated by channel
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estim ation for each subcarrier. The effect o f tim ing error w ill be analysed in detail in 
Chapter 3.
Carrier frequency offset. W hen the carrier frequency o f received signal is different 
from  that o f the local oscillators, the carrier frequency offset occurs. Tw o possible 
causes for a carrier frequency offset are the poor stability o f the oscillators and the 
D oppler shift in a m obile environm ent. The am ount o f the D oppler shift in m obile 
channels is decided by the speed o f the mobile term inal and the radio frequency (RF) 
o f the signal. For exam ple, a m obile term inal w ith the speed o f 80km /h and the R F of 
5GHz can have the m axim um  D oppler shift o f 370.37Hz. The frequency offset 
distorts the orthogonality betw een subcarriers and cause serious ICI.
Sam pling frequency offset. Sam pling frequency offset is caused by tim ing difference 
betw een transm itter clock and receiver clock. The effect gradually increases phase 
errors and am plitude attenuation till IC I occurs.
Time varying multipath fading. M ultipath fading occurs due to reflections, scattering, 
and diffraction o f the transm itted electrom agnetic w ave in the propagation 
environment. D ue to the relative m ovem ent betw een the transm itter and receiver, 
changes in the am plitude and phase o f  the transm itted signal occur, resulting in time- 
variant m ultipath propagation.
1.4 Outline of the Thesis and Novel Achievements
In this thesis, we study the tim ing and frequency synchronization and channel 
estim ation for m ulticarrier m obile com m unication systems. Two typical m ulticarrier 
systems, M C-CDM A and O FDM A  are considered. The sensitivity o f m ulticarrier 
systems to the tim ing and frequency offsets are studied, and system  perform ance is 
deduced by analytical m ethods. Com pared w ith the existing results, w e focus on the 
synchronization error effects in uplink transm ission. Both the tim ing offset and 
carrier frequency offset effects are included in the analytical model, and the im pact o f 
the cyclic prefix is considered. W e also com pare the sensitivity o f synchronization 
errors to different subcarrier assignm ent schem es in OFDM A systems. Analysis 
shows that both M C-CD M A  and O FDM A  are very sensitive to asynchronous 
interferences w ith the tim ing and frequency offsets in the uplink. The OFDM A 
system with the subband based subcarrier assignm ent scheme is m ore sensitive to the
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synchronization errors o f the reference user than that w ith interleaved subcarrier 
assignm ent scheme, w hile less sensitive to the synchronization errors o f the 
interference users.
W e investigate the tim ing and frequency synchronization methods for m ulticarrier 
systems in both dow nlink and uplink transm ission. The uplink case is paid m ore 
attention, because in com parison w ith the dow nlink system, the synchronization 
design o f the uplink o f  OFD M A  systems supporting multiple user access has to cope 
w ith independent frequency and tim ing offsets for each individual user, and this 
results in new challenges. A  novel tim ing and frequency offset estim ation scheme is 
proposed for the uplink. The tim ing and frequency offsets are estim ated by 
identifying the differential phases o f the training subcarriers in frequency and tim e 
dim ensions respectively. The principle o f best linear estim ation is applied. Both the 
case o f a single user and that o f m ultiple users sim ultaneously accessing the netw ork 
are considered. Form ulae for the m ean and variance o f the proposed estim ators were 
also provided. In contrast to other methods, the proposed schem e has m oderate 
com plexity and allows flexible subcarrier assignm ent schemes o f OFDM A systems.
The initial synchronization tasks in  the dow nlink including the cell identification, and 
the tim ing and frequency synchronization are studied in the scenario o f W iM ax. 
Several typical synchronization methods are presented and com pared with each other. 
It shows that the M M SE m ethod achieves the best perform ance for the tim ing 
estimation. In order to reduce the plateau o f the metrics, a tim e domain sm ooth 
window is used w ith w hich a single peak is observed for all metrics. A fter the tim ing 
and frequency synchronization, a frequency dom ain correlation algorithm  is 
presented for the cell identification. The algorithm  is enhancem ent o f that presented 
in [100]-[102]. Here, the algorithm  used for cell identification does not rely on 
channel inform ation as ref. [100] does. The overall perform ance o f the initial 
synchronization was evaluated under m ultiple access interference, which gives the 
reference pream ble pow er for designing the system.
Finally, channel estim ation algorithm s are investigated. M M SE interpolation, FFT- 
based interpolation and polynom ial interpolation methods are presented and 
com pared w ith each other. Sim ulation results show that M M SE interpolation is 
superior to other m ethods in term s o f M SE perform ance. H ow ever considering the
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tradeoff betw een perform ance and com plexity, the polynom ial interpolation is a good 
approach. The effect o f residual synchronization errors on channel estim ation 
perform ance is studied. The m odified channel estim ation m ethod to com pensate 
residual synchronization errors is proposed. It shows that our com pensation m ethods 
considerably im prove the perform ance o f channel estim ators in im perfect 
synchronization conditions.
The rest o f  the thesis is organised as fo llow s:
Since radio propagation characterization plays an essential role on the inner receiver 
design, in the first part o f Chapter 2, w e give a b rief overview on the m obile radio 
channel. The m athem atical m odel o f  the m ultipath fading channel is given, and some 
im portant characteristics are highlighted. In the second part, w e address the basic 
principle o f the m ulticarrier transm ission, the multiple access m ethods o f m ulticarrier 
systems, the training design. A nd the signal m odels o f the considered m ulticarrier 
system s at the transm itter and receiver is described in detail.
B efore discussing the synchronization algorithm s, we analyse the sensitivity o f 
m ulticarrier system s to tim ing and frequency synchronization errors in C hapter 3. 
The analytical m odel o f the received signal w ith the tim ing and frequency offsets are 
com posed. The accurate form  o f the signal to interference ratio (SIR) and the bit error 
rate (BER) are given. A nd the perform ance is accessed by analysis and simulations. 
These analyses can be used to evaluate and im prove the perform ance o f the 
synchronization m ethods.
In Chapter 4, w e discuss the tim ing and frequency synchronization for uplink 
transm ission. It should be note that in the order o f tim e the dow nlink synchronization 
should be presented ahead o f the uplink synchronization, because before any uplink 
data transm ission, initial dow nlink synchronization is perform ed w hen a new  user 
accesses the network. However, the uplink; synchronization is presented first, since 
the uplink problem s is the m ain focus o f this thesis.
The review  o f the typical synchronization methods and discussion o f some 
fundam ental points can be found in  the next chapter.The m echanism  o f the uplink 
synchronization is addressed. Before deducing our method, the best linear estim ation 
principle is addressed. A  data-aided tim ing and frequency offset estim ation m ethod is 
proposed. The frequency offset is estim ated ahead o f the tim ing offset, after which
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ICI com pensation is carried out based on the estim ated frequency offset. Finally, the 
tim ing offset is estim ated after elim inating the frequency offset’s influence. The 
variance and m ean values o f the proposed scheme are analyzed, and the analysis of 
the signal to interference ratio (SIR) for the target user w hen m ultiple users 
sim ultaneously access the netw ork is given. The perform ance is evaluated by 
simulations.
In Chapter 5, we investigate the initial synchronization for dow nlink m ulticarrier 
systems. W iM ax scenario is used as an exam ple, the training structure o f w hich is 
defined in [6]. The w hole initial synchronization tasks, the acquisition o f symbol 
tim ing and carrier frequency, and cell identification algorithm s are discussed. Firstly, 
w e present several typical tim ing and frequency synchronization m ethods based on 
literature survey. Then, w e com pare and analyse the perform ances o f the data-aided 
m ethods w hich can be used in W iM ax scenarios. To reduce the large variance o f the 
tim e dom ain tim ing estim ation m ethods, a w indowing m ethod is presented. Finally, 
the overall perform ance o f the initial synchronization was evaluated under multiple 
access interference, w hich gives the reference pream ble pow er for designing the 
system.
In Chapter 6, we study channel estim ation techniques for m ulticarrier systems. 
D ifferent interpolation m ethods are studied based on two-dim ensional scattered pilot 
pattern. The am ount o f training overhead for different interpolations is also taken into 
account. M odel m ism atch problem s for M M SE method are addressed. Furtherm ore, 
we analyze the effect o f synchronization errors on the perform ance o f channel 
estimation, and propose low com plexity m ethod to com pensate the residual tim ing 
and frequency offsets.
Finally, the conclusions are draw n in Chapter 7, and some further w ork is outlined in 
the chapter as well.
The novel achievements o f  this research are listed as follow s:
•  The accurate analytical m odel o f m ulticarrier systems under tim ing and 
frequency synchronization errors is given for both dow nlink and uplink. The 
BER perform ance o f the system s w ith the timing and frequency offsets are 
accessed by m athem atical analysis. Com pared w ith others’ w ork in literature, 
we focus on the synchronization error effects in the uplink transm ission. W e
10
C hapter 1. In troduction
provide an integrated signal m odel distorted by both tim ing and frequency 
synchronizations errors, and effect o f the CP is included in the model. The 
sensitivities o f  different subcarrier assignment schem es in OFDM A to 
synchronization errors are studied.
•  A  new tim ing and frequency offset estim ation m ethod for uplink transm ission 
is proposed. This m ethod is shown to be suitable for any subcarrier 
assignm ent scheme. The tim ing and frequency offsets are estim ated utilizing 
the best linear estim ation principle. In contrast to other published methods, the 
proposed m ethod has m oderate com plexity and allows flexible subcarrier 
assignment schem es for OFDM A systems. The validity o f the algorithm  is 
studied for a single user as well as a multi-user case. The variance and m ean 
values o f the tim ing and frequency offset estim ates are given. The 
perform ance is evaluated by sim ulations and analysis.
•  A  m oderate-com plexity ICI com pensation m ethod is proposed based on the 
assum ption that the total energy o f sampling at the correctly positioned 
subcarriers can be approxim ated by the ones w ith frequency offset if  the offset 
is w ithin a given limit. Com paring w ith the current ones, it achieves the 
sim ilar SIR perform ance w hile need less processing at the receiver.
•  The dow nlink synchronization algorithm s are also discussed based on W iM ax 
specification. Several typical synchronization m ethods are presented and 
com pared w ith each other. In order to reduce the plateau o f the metrics, a time 
dom ain sm ooth w indow  is used w ith w hich a single peak is observed for all 
metrics. A fter the tim ing and frequency synchronization, a frequency dom ain 
correlation algorithm  is applied for the cell identification. The overall 
perform ance o f the initial synchronization was evaluated in a m ultiple cell 
environm ent w ith m ultiple access interference. The evaluated perform ances 
can be used to  determ ine the required level o f accuracy for synchronization 
algorithms. Im plicitly this w ill also help to determ ine the necessary level o f 
pream ble transm it power.
•  D ifferent interpolation algorithm s for channel estim ation in m ulticarrier 
systems are com pared w ith each other, and am ount o f training overhead is 
taken into account. E ffect o f residual synchronization errors on channel
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estim ation methods is studied. The com pensation m ethod in channel 
estim ation for the residual tim ing and frequency offsets are proposed, and 
their perform ance is evaluated by simulations.
•  Parts o f the research results in this thesis have been published in [15]-[19].
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Chapter 2
2 Mobile Radio Channel and Description of 
the System
This chapter discusses the system  m odel o f the considered m ulitcarrier systems. 
Firstly, a review o f radio channels is given. The essential characteristics are presented 
and formulated, and it w ill be used in the subsequent chapters. In the second part, the 
system  model is described in details. W e address the multiple access m ethods o f our 
studied m ulticarrier systems, the training sequence design and the form ulation o f 
signal at the transm itter and the receiver.
2.1 Characteristics of Mobile Radio Channels
h ( t \ f )
Time varying property 
(Due to Doppler spread)
Time dispersive property 
(Due to multipath)
Slow fading 
Fast fading
Flat fading
Frequency selective fading
Figure 2-1: The category of channel fading
Ladio propagation characteristic is a basic issue for w ireless engineering. W ithout 
now ledge o f radio propagation, a w ireless system could never be developed. The
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radio propagation is not as sm ooth as in w ire transm ission, because the received 
signal is the com bination o f reflected, diffracted, and scattered copies o f the 
transm itted signal w ith the direct signal. R eflection occurs w hen the signal hits a 
sm ooth surface. D iffraction occurs when the signal is obstructed by a sharp object. 
Scattering occurs w hen the signal arrives on rough surfaces or small objects.
D etailed discussions on characteristics o f m obile radio channels can be found in [20]- 
[22]. In this section, we highlight the essence in the literature. M obile radio channels 
have fading both in tim e and frequency dom ains. Tim e dom ain fading is due to the 
D oppler effect caused by the relative m ovem ent betw een the transm itter and the 
receiver, w hich is considered as the tim e varying property o f the channel. Frequency 
dom ain fading is due to m ultipath reflections o f a transm itted w ave by local scatterers, 
w hich is considered as tim e dispersive property o f  the channel.
The overall effect o f channel fading is also influenced by the channel bandw idth and 
the sym bol duration. The m ultipath channel generally has a bandw idth w here channel 
variations are highly correlated. This bandw idth is called the coherence bandw idth o f 
the channel. I f  coherence bandw idth o f the channel is larger than signal bandw idth, it 
is called as flat fading. O therwise if  coherence bandwidth o f the channel is sm aller 
than signal bandw idth, it becom es frequency selective fading. D oppler spread causes 
fading in  tim e dim ension. W hen coherence tim e o f the channel is sm aller than 
sym bol duration, it is called as fast fading, otherw ise it is slow fading. The category 
o f channel fading is shown in Figure 2-1.
2.1.1 Channel Impulse Response Model
D ue to reflection, diffraction and scattering in radio channels, copies o f the 
transm itted signal through different propagation path arrive at the receiver at different 
times. The total transm itted pow er is dispersed in time. The pow er delay profile o f a 
typical m ultipath channel, the European Telecom m unication Standards Institute 
(ETSI) BRA N  channel E  [23], is shown in F igure 2-2 as an exam ple. The transm itted 
pow er is divided into 18 discrete taps along tim e axis w ith m axim um  delay o f 1760 
ns. Since BRA N channel E  describes outdoor/open space environm ent, non-line-of- 
sight (NLOS) case is considered. Thus the strongest tap is not the one first arrives.
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A  m obile  rad io  channel m ay  b e  m odelled  as a fin ite  im pulse response (FIR ) filte r 
w ith  tim e vary ing  im pulse  response. T he channel im pulse response  contains all 
in fo rm ation  necessary  to  sim ulate  o r analyze any type o f  rad io  transm ission  th rough  
the  channel. A ssum ing  there  are P  d iscre te  m ultipath  taps, the  channel im pulse 
response can  be  m odelled  as
h ( t \ r )  =  Y  h p ( t ) S ( T - T p )  ( 2 J )
p =o
w here Tp is the  rela tive delay  o f  the  p th  path , and  hp(t) is the  corresponding  com plex  
am plitude, w hich  is considered  as a  w ide  sense stationary  uncorre la ted  scattering  
(W SSU S) com plex  G aussian  process, w ith  zero  m ean and variance  p] .
1
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Figure 2-2: The power delay profile of BRAN channel E
W e note  that the  phase o f  hp(t) is un ifo rm ly  d istributed, and the  am plitude o f  hp(t) is 
sub jected  to  R ay le igh  d istribu tion  in  N L O S case, and R ic ian  d istribu tion  in  line-of- 
sigh t (LO S) situation. T he p robab ility  density  function  (PD F) o f  R ay le igh  d istribu tion  
is g iven  by
pr(x) = — e 2 Pl T>0 (2.2)
w here  p] is the  constan t to  be  determ ined . T he baseband  fo rm  o f  the transfer 
function  fo r the channel at instan t t is g iven  by
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+00
= J h(t;T)e~j2*frdT,
A ccording to (2.1) and (2.3), w e plot H (f;t) o f BRA N channel E  in Figure 2-3. The 
figure is generated using Fast Fourier Transform  (FFT), and the discrete frequency 
spacing is 56.3 K Hz W e choose 56.3KH z as the frequency spacing because it is the 
subcarrier spacing o f the considered m ulticarrier system  w ith 57.6M Hz bandw idth 
and FFT  size o f 1024. The frequency selectivity due to m ultipath is clearly shown in 
this figure. To quantify the frequency selectivity, the autocorrelation function o f the 
channel coefficients is always used [31, p. 19], w hich is defined as
C„ (A/; Ar) = ± E [H (J+  Af;t+At)H ' ( /;/)]  (2‘4)
Figure 2-3: The transfer function of BRAN channel E 
2.1.2 Transm ission through the Channel
W e denote the transm itted signal and the received signal as x(t) and y(t) respectively. 
A fter passing through the channel, the received signal can be w ritten as
+00
y(t)=  J  x (t-f)h (t\T )d r+ w (t)  (2-5)
w here w(t) denotes the additive w hite G aussian noise (AW GN). Substitute (2.1) into 
(2.5), w e get
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y(t) = kp (t) -x ( t-T p)+w(t) (2.6)
p=0
w hich is a general m odel o f received signal in mobile radio channels [31].
2.1.3 Frequency Selective Characteristic - Coherence Bandwidth
In (2.4), if  At=0, we get the frequency correlation o f channel, w hich is denoted by 
Cn(Af;0). Since the m ultipath is m odelled as a FIR  filter, it generally has a bandw idth 
w here channel variations are highly correlated, i.e. Cn(Af;0)/ C#(O;0)~1, when A f< B . 
B  is called as the coherence bandwidth. I f  the signal bandw idth is less than the 
coherence bandwidth, channel is considered as narrow band channel and the 
transm itted signal experiences flat fading, otherw ise channel is regarded as w ideband 
channel and the transm itted signal experiences frequency selective fading. The latter 
w ill severely im pair the w aveform  o f the signal and need tim e dom ain or frequency 
dom ain equalization.
The coherence bandw idth is directly related to m ultipath characteristic o f the channel. 
For approxim ate m easurem ent o f the coherence bandwidth, we introduce tw o 
im portant param eters o f the channel, w hich are the m axim um  delay spread and the 
root m ean square (RM S) delay spread. The m axim um  delay spread is the length o f 
the im pulse response o f the channel. It is given by
Tmax = max(Tp) -  min(Tp) 
where rp is the tim e delay o f the p \h  path. The RM S delay spread is given by
w here p\ is the average pow er o f the /?th path. W e note RM S delay spread is the
second order m om ent o f the channel pow er delay profile. In ETSI BRAN channel 
models for exam ple [23], TM„is  50ns in indoor office condition and 250ns in open 
space environment. The bandw idth over which the frequency correlation above 50% 
is approxim ately [22]
(2.8)
(2.9)
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2.1.4 Time Varying Characteristic - Coherence Time
The relative m ovem ent betw een the transm itter and receiver results in a D oppler shift 
o f the frequency. The am ount o f D oppler shift o f each path is different since relative 
velocity is not the same. Thus, the received frequency com bined w ith all paths w ill be 
a frequency spread around the carrier frequency. It is know n that when a single 
frequency wave is transm itted, the received signal has a spectrum  in the range from  
f c -fd  to f c +fd» w hich fd  is the m axim um  D oppler frequency. The m easurem ent o f this 
spectrum  is called D oppler spread.
D oppler spread causes that the channel random ly changes w ith tim e, w hich is 
m easured by coherence time. In (2.4), if  Af=0, we get the tim e correlation o f channel, 
w hich is denoted by Cn(0;At). It generally has a tim e w here channel variations are 
highly correlated, i.e. C/X0;AO/C#(O;0)~1, .when At<Tc. Tc is called as the coherence 
time. I f  the coherence tim e is sm aller than the symbol duration o f the transm itted 
signal, the channel is called as fast fading channel, otherwise if  the coherence tim e is 
m uch larger than the symbol duration, it is called as slow fading channel.
The coherence tim e over w hich the tim e correlation above 50% is approxim ately 
0.4
Tc » -----  [22]. For exam ple, w ith a relative speed at 3m/s and a carrier frequency o f
f d
5.32GHz, the coherence tim e w ould be about 7.5 ms.
2.1.5 Channel Implementation
D ifferent kinds o f radio channel models, i.e. statistical [89], em pirical [90] or 
determ inistic [24], are proposed in the literature:
• Statistical models try to reproduce some characteristics o f the propagation by 
statistical means.
• Em pirical models attem pt to directly im itate the channel based on m easurements.
• Determ inistic models aim  at reproducing the actual physical wave propagation 
process.
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Figure 2-4: Block diagram of the channel implementation
Considering the tradeoff betw een accuracy and complexity, we use deterministic 
m ethod. The block diagram  o f channel im plem entation is shown in Figure 2-4. In 
Figure 2-4, the Rayleigh process is approxim ated by a finite sum  o f weighted 
sinusoids according to the m ethod in  [24]. Then multipath propagation is m odelled by 
using the n-tap delay line model. The am plitude and delay o f each tap are decided by 
the average relative pow er and delay o f each channel path o f the im plem ented 
m ultipath channel.
Table 2-1 Parameters of BRAN multipath channels
BRA N  Channel A  (indoor) BRAN Channel E  (open space)
Tap
num ber
Delay tn 
(ns)
A verage relative 
pow er a„2(dB)
D elay t„ 
(ns)
A verage relative 
power a,,2 (dB)
1 0 0 0 -4.9
2 10 -0.9 10 -5.1
3 20 -1.7 20 -5.2
4 30 -2.6 40 -.8
5 40 -3.5 70 -1.3
6 50 -4.3 100 -1.9
7 60 -5.2 140 -.3
8 70 -6.1 190 -1.2
9 80 -6.9 240 -2.1
10 90 -7.8 320 0
11 110 -4.7 430 -1.9
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12 140 -7.3 560 -2.8
13 170 -9.9 710 -5.4
14 200 -12.5 880 -7.3
15 240 -13.7 1070 -10.6
16 290 -18.0 1280 -13.4
17 340 -22.4 1510 -17.4
18 390 -26.7 1760 -20.9
Firstly the transm itted signal is up-sam pled to m atch the m inim um  delay betw een tw o 
channel paths. Then the nth version o f  the transm itted signal is delayed by  tn, and is 
m ultiplied by the Rayleigh-distributed random  variable w eighted by an> w here tn and 
an are the relative delay and the square root o f the average pow er o f the nth channel 
path. Finally the different delay versions o f the transm itted signal are added together 
and then the resulted signal is dow n-sam pled to the norm al data rate.
In simulation, w e m odel a typical m ultipath fading channel know n as ETSI BRAN 
channel [23]. The pow er delay profiles o f the ETSI BRAN Channel A  and Channel E  
are given in Table 2-1. In Table 2-1 the channels are described by 18 paths w ith 
different delays and average powers. To im plem ent these channels, the m ethod 
described in Figure 2-4 is applied, the param eters tn and an in the Figure 2-4 are given 
in Table 2-1. For exam ple, w hen im plem enting BRA N Channel E, the tap delay line 
m odel has 18 taps, and for the first tap ti is 0 ns, and a 2 is -4.9dB, etc.
2.2 Multicarrier System Description
In this section, w e describe m ulticarrier systems. As we m entioned before, O FDM  is 
a special form  o f m ulticarrier transm ission, where a single data stream  is m odulated 
to a num ber o f orthogonal subcarriers. D ue to the development o f the D SP techniques 
nowadays, O FD M  is a dom inant realization method in m ulticarrier transm ission. 
Therefore we consider OFD M  system  as m ulticarrier system  w ithout distinguishing 
the difference between OFD M  and general m ulticarrier system. To com pose a 
multiple access network, OFD M  can be com bined with the m ultiple access schemes 
FDM A, TDM A, and CD M A [25]-[28]. W e will overview these different schem es in 
this section, and finally, present the system  m odel we considered in this thesis.
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2.2.1 OFDM Techniques
In OFDM , orthogonality is realized by carefully tuning the spacing between two 
adjacent subcarriers in frequency domain. M odulation and dem odulation o f OFDM  
signals can be achieved by applying inverse fast Fourier transform  (IFFT) and fast 
Fourier transform  (FFT). The detailed discussion about OFDM  can be found in [30] 
and [31]. Some im portant characteristic o f OFDM  is highlighted as follows.
Signal E xpression
An OFDM  signal consists o f a sum o f subcarriers. The equivalent com plex baseband 
notation for the symbol in the interval o f [0, Ts] is given by
N s - 1
x(t) = £  X,expO’2 n it IT,) t s  [0,7;] (2 '10)
1=0
where { X , } are com plex data symbols transm itted through the /th subcarrier, Ts is the 
symbol duration.
O rthogonality
(a) (b)
Figure 2-5: (a) Example of orthogonal waveform in one OFDM symbol; (b) Spectra of
subcarriers in one OFDM symbol
Figure 2-5 shows the w aveform  o f an OFDM  symbol in time domain and its 
spectrum in frequency domain. The symbol duration is norm alized to 1 in the figure. 
In Figure 2-5 (a), every subcarrier has exactly an integer num ber o f cycles in the 
symbol interval. This property accounts for the orthogonality between the subcarriers. 
As a result o f Figure 2-5 (a), the spectra o f individual subcarriers are depicted in 
Figure 2-5 (b). W e note that at the m axim um  of each subcarrier spectrum, all other
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subcarrier spectra are zero. Therefore, it can dem odulate each subcarrier free o f 
interference from  other subcarriers.
The characteristic o f orthogonality o f O FD M  symbols can also be accurately depicted 
in following m athem atical expressions. W hen we dem odulate the F th  subcarrier 
signal using correlation dem odulator (not considering the channel distortion and 
additive noise), the output o f integrator can be w ritten as
1 CT N‘~1
Dr -  — j ' exp(-j2/rZ ' t lT ) -  X, Qxp(j2/rlt/ T )dt
T* ° M (2.11)
= v  £  X , f e M j W - O t l T , ] d t
A ‘=0
There is £ s exp[ j2 7 r ( l- l ') t /T s]dt = 0 w hen I + V \ 1 exp[ j2 / r ( l - l ') t I T s\ d t - T s when
1 = 1', therefore w e can get Dv = X r from  the above equation. In the dem odulation
phase, there is no steep band pass filters needed, for the reason that the correlation 
betw een the M i subcarrier and all the other subcarriers is zero, w hich elim inates the 
effect o f  other subcarriers on integration output.
Zero Padding
OFD M  signals can be generated by IFFT. B efore applying IFFT, w e need rearrange 
the input data vector and pad a num ber o f zeros in the m iddle o f the vector as 
{X 0,X l ,...X NI2_1,0 i0 ,...0 ,0 ,X _NI2i...X_2 t .It is because that for IFFT/FFT
algorithm s, the num ber o f sam ples to process should be 2".
A nother reason for padding zeros is that oversam pling is needed to satisfy N yquist 
sam pling criterion w ithout introducing intolerable aliasing.
Cyclic Prefix
O ne o f the m ost im portant reasons to use O FD M  is the efficient w ay it deals w ith 
m ultipath delay spread. Since the m ulticarrier m odulation schem e increases the 
symbol period by a factor equal to the num ber o f subcarriers, the ratio o f the delay 
spread to the symbol period is reduced by the sam e factor. In order to elim inate ISI 
caused by the delay spread o f the channel, a C P that is a copy o f the tim e waveform  
at the tail end o f  the O FD M  sym bol is used [32]. By placing the CP in front o f the 
O FD M  symbol, the effects o f m ultipath can be m itigated w ithout generating ICI. If
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this cyclic prefix is longer than the length o f the channel im pulse response, ISI can be 
eliminated.
Windowing
As m entioned above, w e did not filter the samples for every subcarrier, so the phase 
transitions caused by m odulation are still very sharp at the symbol boundaries. As a 
result, the out-of-band spectrum  decreases rather slowly according to the spectra of 
subcarriers. In order to m ake the spectrum  go dow n m ore rapidly to fit the channel 
bandwidth, a raised cosine w indow can be applied to OFDM  signals in tim e domain, 
w hich is defined as
0.5 + 0.5 cosQr+tn  l( f iT )), 0 <t<  /8T 
v(t) = \\,P T s < t< (\-/3 )T 1 ' I2 ' 12?
0.5+0.5cos(# + (Ts-t)n /(j3 T )),( l-]3 )T  < t<T, 
where f i  is the ro lloff factor.
The Peak Pow er Problem  and Clipping
One o f the m ost serious problem s w ith OFD M  transm ission is that, it exhibits a high 
peak-to-average pow er (PAP) ratio. A n O FD M  symbol consists o f a num ber o f 
independently m odulated subcarrier signals, w hen N s signals are added with the same 
phase, they produce a peak pow er that is N s tim es as the average power. Once this 
happens, the waveform  o f transm itted signals will be greatly distorted due to the 
nonlinearity o f the front-end amplifier. There are some different approaches to reduce 
the PAP. The sim plest one is to clip the signal [91], that is, some part o f the 
waveform  that has an instant pow er over a certain degree is clipped. Some problem s 
occurred after clipping. Firstly, by distorting the signal am plitude, a kind o f self­
interference is introduced. Secondly, the nonlinear distortion o f the signal 
significantly increases the am ount o f out-of-band radiation. Other m ethods include 
peak cancellation [92], PA P reduction coding [30], [93], etc.
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2.2.2 Multiple Access Methods
OFDM symbols OFDM symbols
(a)
OFDM symbols
Subcameis
(frequency)
OFDM- CDMA (MG CDMA
OFDM symbols
MC-DS- CDMA, ..)
(c) (d)
□  Subcarrier used by user 1 ^  Subcarrier used by user 2
Figure 2-6: Multiple access schemes based on multicarrier transmission
Com bined with different multiple access methods, m ulticarrier systems can be 
OFDM -FDM A, OFDM -TDM A, OFDM -CDM A  or hybrid M A methods. W e depict 
the principles o f the OFDM -FDM A (OFDM A), OFDM -TDM A, OFDM -CDM A 
(M C-CDM A, M C-DS-CDM A, etc.) and hybrid MA schemes in Figure 2-6, for the 
case o f two active users. In the case o f OFDM A shown in Figure 2-6 (a), one or 
several subcarriers are exclusively allocated to a user for transm ission. A daptive bit- 
loading can be applied in each allocated subcarrier. Adaptive bit-loading assigns a 
different m odulation schem e in order to assign a different num ber o f bits to each 
subcarrier. It is desirable when the channel shows different gains in different 
subcarriers. Two m ajor subcarrier-assignm ent approaches in OFDM A are subband 
based scheme (SBS) and interleaved schem e (IS) [29]. In the former, the whole 
bandw idth is divided into small adjacent subbands, and each user is assigned to one 
subband. In the latter, subcarriers from different users are interleaved over the whole 
bandwidth.
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In the case o f O FD M -TD M A  shown in Figure 2-6 (b), the w hole transm ission 
bandw idth is exclusively allocated to a single user for a tim e slot, and users share the 
spectrum  resources by different tim e slots. It makes a user utilize all available 
spectrum  at a certain time. TD M A  transm ission is discontinuous and suitable burst 
transm ission, which is used in W LA N  based applications, such as IEEE 802.11 or 
HIPERLAN/2.
In the case o f OFD M -CDM A show n in Figure 2-6 (c), different users spread 
inform ation using spreading sequence in the same frequency band, i.e., the same 
subcarriers, at the same time. A ll users use the entire tim e and frequency resources. 
The spectrum  resources are shared through different codes. Several types o f OFDM - 
CDM A systems have been proposed such as M C-CDM A [10], [33] and M C-DS- 
CDM A[34]. Am ong them , M C-CDM A  is one that raises a lot o f interests. M C- 
CD M A spreads the original data stream  using a given spreading code over the 
frequency domain.
In the case o f hybrid M A  schem es shown in Figure 2-6 (d), the radio recourses in 
time, frequency and code domains are shared by users in a hybrid way. For example, 
m utlicarrier spread-spectrum  m ultiple access (M C-SS-M A) can be considered as a 
hybrid M A  schem e [93], w hich com bines SS and FDM A. The FD M A  com ponent is 
based on the transm ission o f several subband o f subcarriers in parallel, each subset 
being exclusively assigned to a specific user. The SS com ponent allows each user to 
multiplex several symbols by spreading them  over the allocated subband. As 
addressed in [93], M C-SS-M A  is m ore attractive to be used for the uplink 
transm ission com paring to OFDM -CDM A.
In this thesis, w e will focus on O FDM A  and M C-CDM A  systems due to their 
increasing interests for the 4G  system.
M C-CDM A  transm ission principle is shown in Figure 2-7. H igh data-rate stream  is 
firstly Serial/Parallel converted in order to convert frequency selective fading to flat 
fading. Then the branches o f data stream  for each group are spread by the spreading 
code. Finally each branch m odulates a subcarrier using OFDM  method.
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Figure 2-7: MC-CDMA transmission principle
A n advantage o f OFD M A  com pared to conventional FDM A  is that w ith O FD M  an 
optimal bandwidth utilization o f the available bandw idth is guaranteed without ICI. 
H owever, the perform ance o f an uncoded OFDM A system  is poor in a mobile radio 
channel since the frequency nonselectivity per subchannel causes dom inant 
perform ance degradations if  a subcarrier is located in a deep fade. Channel coding is 
necessary for OFDM A system s to enable the exploitation o f diversity. On the other 
hand, M C-CDM A has some ability to deal w ith the degradation o f deep fade, because 
the inform ation symbol is spread over a large num ber o f subcarriers. However, at the 
same time, the orthogonality o f the spreading code is destroyed by deep fade. 
Furtherm ore, the perform ances o f O FDM A and M C-CDM A  w ith synchronization 
errors have not been fully investigated, especially for the asynchronous uplink 
transm ission, w hich will be our goal in the following chapter.
2.2.3 Signal Structure
In this subsection, w e present the signal model o f the considered m ulticarrier systems 
in uplink and dow nlink channels. The transm ission from  the base station (BS) to the 
subscriber station (SS) is called as dow nlink transm ission, w hile the reverse one is 
considered as uplink. One significant difference betw een uplink and dow nlink 
transm issions is that in the dow nlink the different users’ signals received by a specific 
user will experience the sam e channel distortion, and arrive at the receiver at the 
sam e time.
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The m ain function units in the transm itter and receiver are described. Since the inner 
receiver (synchronization) is our interest, the channel coding and b it interleaving 
parts are ignored in our description.
Since the training structure o f  the signal fram e plays a very im portant role in inner 
receiver signal processing, w e will describe the general training structure o f 
m ulticarrier system s in the last part o f the subsection.
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2.2.3.1 Uplink System Model
Figure 2-8: The transmission chain of the considered uplink multicarrier systems
28
C hapter 2  M ob ile  R ad io  C hannel a n d  D escrip tion  o f  the System
The transm ission chain o f  the considered uplink m ulticarrier systems is shown in 
Figure 2-8. For com parison reasons, we show M C-CDM A  and OFDM A in the same 
figure, in w hich the highlighted blocks are only for M C-CDM A . Com pared with 
OFDM A, M C-CDM A needs to spread the inform ation symbol first before OFDM  
modulation. In the OFD M  fram ing block, the subcarrier selection rules are different 
for the tw o multiple access methods.
In the figure, for each user k, a binary source generates a random  stream  o f binary 
information. A  m apping function builds a com plex data symbol that may belong to a 
BPSK, QPSK, 8-PSK, 16-QAM, 64-QAM  or other alphabets. For M C-CDM A, the 
data symbols are then spread by a use-specific orthogonal spreading sequence. The 
resulting chip stream  is interleaved in frequency to benefit from  frequency diversity 
while de-spreading. O FD M  fram ing block allocates each data symbol (OFDM A) or 
data chip (M C-CDM A) in the appropriate subcarrier position, and inserts the training 
symbols and null symbols. The fram e structure will be explained in m ore details in 
the following section. Then OFD M  m odulation w ith guard interval insertion is 
carried out to generate tim e dom ain signal.
In the uplink, each SS com m unicates BS through an independent channel. A t the 
receiver, the transm itted signals are corrupted by channel im pairm ent and AW GN, 
and the signals from  all users are m ixed together. The timing and carrier frequency o f 
the signal is adjusted based on the results o f tim ing and frequency offsets estimation. 
A fter the CP removal, the received signal is OFDM  dem odulated and O FD M  
defram ing extracts the frequency dom ain signal and training inform ation w hich is fed 
to channel estim ation block. The signal is equalized by one-tap-per-carrier factor 
based on the result o f channel estim ation. For OFDM A, user separation is done in 
OFD M  defram ing by selecting the appropriate subcarrier positions for the sam e user. 
For M C-CDM A , user separation is accom plished in frequency de-interleaving and 
de-spreading blocks. Frequency de-interleaving gathers the chips belonging to the 
same com plex data symbol. Then, single-user detection can be carried out by the de­
spreading block according to the spreading sequence o f user 7c. A fter that, the symbol 
dem apping provides an estim ate o f the original inform ation bit.
29
C hapter 2 M ob ile  R ad io  C hannel a n d  D escrip tion  o f  the System
The signal is mathem atically expressed as follows. By carefully choosing system 
design param eters, it can be assum ed that each subcarrier undergoes flat fading. W e 
consider the m ulticarrier system  w ith N s subcarriers and a m axim um  o f K  active SSs.
A fter symbol m apping, the com plex data sym bol o f user k  at tim e i is denoted by <4(0. 
For M C-CDM A, data symbol is spread before OFDM  fram ing by m ultiplying each 
chip o f the spreading sequence. The /th  chip o f spread data o f user k  is given by
akj(,i) = dk(i)ckj (2*13)
w here Ck,i is the /th chip o f the Ath user’s spreading sequence. W e assum e a case that 
data is spread over all available subcarriers. Therefore the spreading factor L  is the 
sam e as the num ber o f available subcarriers N s (L=NS). In this case, subcarrier 
interleaving is not applied.
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Figure 2-9: SBS and IS subcarrier assignment schemes in OFDMA
The subcarrier selection rules in O FDM  fram ing block for M C-CDM A  and OFDM A 
are different. D enote {fk,i} a set o f selected subcarriers o f user /c, w here I is the 
subcarrier index. For M C -C D M A ,/^ / is given by fk,i-HTSi 1=0, 1, ..., Ns~l. For 
OFDM A system, the total num ber o f Ns subcarriers is divided by K active users and 
each o f them  occupies L subcarriers, where L=N/K. The data stream  is 1-to-L 
serial/parallel converted. A t each subcarrier, the com plex symbol is denoted as «*,/(/), 
w here ak,i(i)-dk,i(i). As we m entioned before, SBS and IS are the tw o m ajor subcarrier 
assignm ent approaches in OFDM A. They are described in Figure 2-9. In SBS scheme, 
each user occupies a set o f adjacent subcarriers, while in IS scheme, different users’
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subcarriers are interlaced. Com pared w ith SBS, IS achieves frequency diversity while 
need m ore training in channel estimation.
For IS scheme, A / is given by fkj=(lK+k)/Ts, 1=0, 1, ... ,  L - l , and for SBS scheme, 
fk,i=(kL+l)/Ts, 1=0, 1, . . . ,  L - l ,  w here Ts is the duration o f one OFDM A symbol. After 
subcarrier allocation, the training data w ill be inserted in the frame.
A fter OFDM  framing, both O FD M A  and M C-CDM A  systems apply O FDM  
m odulation, and they can be expressed in the same m athem atical model. The 
baseband signal o f user k  after OFD M  m odulation, the CP insertion, can be w ritten as
l'=-~ 1=0 ’
w here T= Ts +Tg>> Tg is the duration o f the CP, and U(t) is the rectangular w aveform  
defined as
U ( t ) N  ° f f r T  (2-15)
[0, otherwise
In the uplink since each user passes through an independent channel, the tim ing and 
frequency offsets for different SSs are independent o f each other, which o f the kth  SS 
are denoted by and Afic respectively. A fter passing through the channel, the received 
baseband signal is given by
KO = +w(0 (2 -16)
k=Q
w here
p-i
S * «  = 2 > M (fK ( '- n ,p )  (2-17)
p=0
and hk,p, tu,p are the com plex gain and the relative delay o f the p th  path o f the kth SS’s 
channel. A t the BS, after sampling at the rate f s= N /r s, the discrete form  o f the 
received signal (2.16) can be expressed as
r(rt) = £ s t ( n - % V 2"*”"'' +n<n) (2 ' 18)
k=Q
w here we denote the discrete tim ing offset, channel delay and frequency offset o f SS 
k  as tRyffsTk, ?iklP-fsTk,p and s k= AfkTs- The signal is dem odulated using N s point FFT. 
For OFDM A, the dem odulated data o f SS k  at the /th subcarrier is given by
RkJ(i) = l /N slN,Y  1 r(n)e-J2*qk;0t~iN,)lN* (2 *19)
n=iN,
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w here qk,i is given by qk,i=fkjTs, and N t = N s +Ng)> Ng is the num ber o f samples in the 
CP.
Com parably for M C-CDM A , after N s point FFT, the dem odulated data at the 7th 
subcarrier is given by
Wf+2,-1 /r\ a  a \Rl(i) = l /N s £  r ( n ) e - j2 x H n -iN ,)I N s (2.20)
n=iN,
For OFDM A user separation is achieved in (2.19). W hile for M C-CDM A, the 
received signal is still user-m ixed after O FDM  dem odulation. U ser separation is 
achieved after dispreading. W ith coherent reception, the decision variable Dfrf) o f the 
7th M C-CDM A  symbol o f the /cth user is given by
A ( o = 2 > , ( o  < a .,(o (2-21)1=0
w here a*,/(7) is the equalization factor w hich decides on the type o f detection. H ere we 
consider the equal gain com bining (EGC) in the single user detection. W e note that 
m ultiuser detection (M UD) techniques are m ore desirable in interference-lim ited 
uplink channel. These techniques can be found in [35]. For the simplicity of 
evaluation, we only consider EG C in this thesis. Nevertheless, our proposed 
synchronization techniques are also valid to M U D  systems.
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2.23,2 Downlink System Model
Figure 2-10: The transmission chain of the considered downlink multicarrier systems
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The transm ission chain o f the considered dow nlink m ulticarrier system s is shown in 
Figure 2-10. In  the downlink, the signals o f all active users from  the BS arrive at the 
target SS through the sam e channel. Therefore, the signals o f all users have the same 
tim ing and frequency offsets at the target SS.
Sim ilar w ith uplink transm ission, the transm itter processing includes symbol 
m apping, OFD M  fram ing, O FD M  m odulation, and the CP insertion. And for M C- 
CDM A, the data is spread before O FD M  fram ing. Because o f the synchronism  
betw een users, the data stream  generated by K  users can be m ultiplexed in the 
transm ission chain before passing through the channel. Com parable w ith the uplink 
case, the m ultiple user baseband signal after O FD M  m odulation can be w ritten as
■»«= 1  (2 -22>,■=_ 1=0 k=0 '
A t the target SS, w e denote the tim ing and frequency offsets o f  all users as r  and A f  
respectively. The received baseband signal is given by
P —1
r(t) = ej2/rAft Y  hp (t)s(t-T p - r ) + w(t) (2.23)
P=o
A nd the discrete version o f (2.23) after sam pling at receiver can be expressed as
P-\
r(n) = ej2K£n,N’ ^  hp (n)s(n -Tjp -7]) + w(n) (2.24)
p=0
w here w e denote the discrete tim ing offset, channel delay and frequency offset o f the 
reference SS as rj=fsT, rjp=fsTp and s  =  AJTS.
\
The signal processing at the receiver is the sam e as the uplink. For OFDM A, after 
FFT the dem odulated data o f SS k  at the /th  subcarrier is given by (2.19). For M C- 
CDM A, the O FD M  dem odulation and dispreading are given by (2.20) and (2.21) 
respectively.
2.2.3.3 Frame Structure
To achieve coherent detection, som e training data are usually transm itted along with 
data traffic. These training sym bols can be used for estim ation o f unknow n 
param eters at the receiver, such as tim ing and frequency offsets, and channel state 
inform ation. The training data is inserted in certain places o f the O FD M  frame. The 
detailed design o f the training sym bols, (e.g. the values, powers and positions o f the 
training symbols) m ay vary according to the channel conditions and algorithm s 
applied. However, m ost o f the m ulticarrier system s have a sim ilar fram e structure. In
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this section, we describe the general fram e structure o f a m ulticarrier system and try 
to give reader a m acroscopical view about the training structure in the m ulticarrier 
systems. The training structure o f H iperlan/2 system  [5] is taken as an example.
frequency Preamble Pilot Q  Data
(s) time
Figure 2-11: Frame structure of (a) the general MC systems (b) Hiperlan/2 as an example
Figure 2-11 (a) shows the general fram e structure o f a m ulticarrier system. Before 
any data transm itted, som e pream ble symbols are inserted at the beginning o f the 
frame. These pream ble sym bols can be used for identification o f the cell index, 
tim ing and frequency synchronization, and channel estim ation. Also some pilot 
sym bols are m ultiplexed with data sym bols at certain time and frequency positions as 
shown in the figure. These pilot sym bols are used for channel estim ation as well as 
tracking the residual tim ing and frequency synchronization errors. W e note that 
Figure 2-11 (a) only presents a general structure o f pilot insertion. Practically some 
pilot positions in the tim e-frequency grid may not be used according to the channel 
conditions, the system  param eters and the applied synchronization algorithm s. For 
exam ple, in H iperlan/2 [5] system s, some pilot symbols are omitted in frequency
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dim ension as shown in Figure 2-11 (b). It is due to the fact that in the Hiperlan/2 
system, the length o f the fram e is by far less than the coherence tim e o f the channels, 
therefore the equalization o f the channel coefficients o f the w hole fram e can be relied 
on the channel estim ation at the beginning part o f the frame. Some pilot tones are 
inserted in the tim e dim ension, w hich are m ainly for the frequency offset tracking.
The pream ble symbols play an im portant role in the tim ing and frequency 
synchronization and channel estim ation. The detailed structure o f the pream bles m ay 
vary among different systems. W e take the ETSI Hiperlan/2 as an example. The air 
interface o f Hiperlan/2 is based on tim e division duplex (TDD) and TDM A. There is 
a basic fram e w ith a fixed length o f 2 ms, which com prises the phases for broadcast, 
fram e control, downlink, direct link (optional) and uplink [95]. Five kinds o f bust 
pream bles are defined in [5] as broadcast pream ble, dow nlink pream ble, long uplink 
pream ble, short uplink pream ble, and direct link pream ble (optional). Figure 2-12 
shows the structures o f  the pream bles. According to the standard [5], broadcast 
pream ble is used for fram e detection, tim ing and frequency synchronization, 
autom atic gain control and channel estimation. D ow nlink pream ble is used only for 
channel estimation, since it is always transm itted along w ith broadcast fram e where 
the tim ing and frequency synchronization has been done. U plink and direct link 
pream bles are designed for tim ing and frequency synchronization and channel 
estim ation o f the corresponding links.
The timing and frequency synchronization is usually divided into two steps: coarse 
and fine synchronization. In the coarse synchronization step, the initial timing and 
frequency offsets are acquired. In the fine synchronization step, the residual tim ing 
and frequency offsets are tracked.
As shown in Figure 2-12, m ost o f  the pream bles are form ed by two sections (except 
dow nlink pream ble). The first section is form ed by short symbols A  and B o f 16 tim e 
samples, w here AI and BI are the negative replica o f A  and B. The second section 
contains two training sym bols o f 64 sam ples and a cyclic prefix o f 32 samples. The 
am plitudes and phases o f Section A, B and C are shown in Figure 2-13. The tim e 
dom ain repetitive structure o f the pream bles is exploited for tim ing and frequency 
synchronization. The autocorrelation is usually applied [57]. The detailed algorithm s 
w ill be addressed in later chapters. W e note that the first section with short symbols is
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used for coarse time and frequency synchronization, because in time domain 
autocorrelation (e.g. [57]), the larger estimation range can be achieved with a shorter 
length of the training symbols. On the other hand the section with long symbols is 
used for fine synchronization because in time domain autocorrelation, the more 
accurate estimation can be achieved with increasing the length of the training 
symbols. Also the section with long symbols can be used for channel estimation since 
it occupy all subcarriers in frequency domain [95].
^preamble 1 Q-0 yS< ►
Section A Section B Section C
5*0.8 ps = 4.0 ms 5*0.8 ys = 4.0 ys 2*0.8 ys + 2*3,2 ys = 8.0 ys
M ►-*  ►
A Al A Al Al B B B B Bi CP C c  u I
i
Broadcast Preamble
tpreambla = |JS 
<  ►
C P c c L_, ;Ji
Downlink Preamble
tpreambie =  1 ft®
Section B + Section B Section C
5 *0 .8  ys =  4 .0  ys 5 *0 .8  m s =  4 .0 y s  2 *0 .8  [js +  2 *3 ,2  ys =  8 .0  ys
< --------------------------------
B B B B B B B B B BI C P C c L_ i
tpreambls — 12.0 [JS 
<  ►
Section B Section C
5 *0 .8  ys =  4 .0  ys 2 *0 .8  ys +  2*3 ,2  ys =  8 .0  ys 
<  ►
B B B B BI C P C c L,
J1
Long uplink preamble (direct link preamble)/Short uplink preamble 
Figure 2-12: Preamble structures in Hiperlan/2
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Figure 2-13: Amplitudes and phases of different sections
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I
C h a p t e r  3
3 Performance Analysis of Multicarrier 
Systems with Synchronization Errors
3.1 Introduction
One of the major drawbacks of the multicarrier system is its high sensitivity to 
synchronization errors, especially to the frequency synchronization error. That is 
because the frequency offset between carrier oscillators at the transmitter and the 
receiver can distort the orthogonality between subcarriers, and bring severe ICI, 
which results in a significant degradation of the system performance. On the other 
hand, the timing synchronization error may result in ISI between two consecutive 
symbols. OFDM is less sensitive to the timing error than the frequency error because 
the CP provides some tolerance and releases the synchronization requirement. 
However, timing accuracy is still desirable in practical applications to minimize the 
overhead of the CP.
Before we begin to discuss the synchronization algorithms, we will study the 
performance of multicarrier systems with synchronization errors in this chapter. We 
deduce the analytical model of the received signal with the timing and frequency 
offsets. The theoretical analyses can be used to evaluate and improve the performance 
of the synchronization methods. The considered systems are OFDMA and MC- 
CDMA systems, both in uplink and downlink transmission.
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There have been some publications working on the sensitivity of multicarrier systems 
to the timing and frequency offsets, e.g. [36]-[45]. For single user OFDM, Pollet [36] 
studies the SIR resulting from frequency offset in AWGN channel, and the work later 
extends to MC-CDMA systems in [39]. In [40], the BER performance of a downlink 
MC-CDMA system with frequency offset is calculated. Authors in [41] provides an 
approximated formula for SIR resulting from the timing offset for downlink OFDM 
systems, and it extends to a more accurate model in [42]. BER performance of MC- 
CDMA systems with perfect synchronization are studied in [13], [14] and [45]. In 
[45], Gaussian approximation is used for the performance analysis. The effects of 
frequency offset on the MC-CDMA system performance are studied for downlink 
and uplink in [43] and [44] respectively. However the work in [43] and [44] assume 
the synchronized transmission which means that there is no timing offset in the 
symbol, or the residual timing offset is within the range of CP.
Most of current works focus on the single user downlink transmission. Since in 
downlink all users’ signals are synchronized, they only consider the effects of 
synchronization errors of the target user. Generally only one synchronization error 
effect (either frequency offset or timing offset) is considered, and the other one is 
assumed perfect. Also the effect of CP is not considered in the uplink analysis, since 
insertion of CP makes mathematical modelling more complex and hard to be 
analyzed. However, as we mentioned before, the length of CP considerably affects 
the system sensitivity to the timing offset. Therefore it is essential to study the CP 
effect on the timing offset for uplink transmission. In this chapter, we will focus on 
the synchronization error effects on the considered multicarrier systems in 
asynchronous uplink transmission, and both timing and frequency errors are 
discussed. In uplink, we assume the target user has perfect synchronization, and focus 
on interference users’ effects which have the timing and frequency offsets. We also 
compare synchronization errors’ sensitivity to the two subcarrier allocation schemes, 
the SBS and IS schemes of OFDMA systems. And for comparison reasons, the 
downlink transmission is also discussed.
We give a multicarrier signal model suffering both the timing and frequency offsets. 
In a multiple access network, the timing and frequency offsets of both the reference 
user and the interfering users can cause interference to the desired signal. In the 
downlink, all users’ signal from the base station arrive at the reference subscriber
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station through the same channel. At the reference subscriber station, all users’ 
signals have the same timing and frequency offsets. For example, the frequency 
offset is caused by the frequency difference between the oscillator of the base station 
and that of the reference subscriber station. Therefore in the downlink, we will focus 
on the effect of the timing and frequency offsets of the reference user. In the uplink, 
different users’ signal from subscriber stations arrive the base station through 
independent propagation distortions. At the base station, all users’ signal have 
different timing and frequency offsets. For example, the frequency offsets of different 
users are caused by the frequency differences between the oscillator of the base 
station and those of the subscriber stations. In the uplink, we will focus on the effect 
of the interfering users’ timing and frequency offsets on the reference user. The rest 
of the chapter is organized as follows. Firstly in Section 3.2 we give a qualitative 
description of sensitivity of OFDM to the timing and frequency offsets. In Section 3.3, 
the quantitative analysis of performance of downlink systems are provided, followed 
by those of uplink systems in Section 3.4. Finally the summary is given in Section 3.5.
3.2 Qualitative Description of Timing and Frequency Offset Effects
3.2.1 Timing Offset Effect
A multicarrier symbol consists of a CP part and a data part. First of all, a receiver has 
to align the data window with the useful part of a multicarrier symbol and remove the 
CP. Therefore, the optimum timing position is the boundary between the CP and the 
data part. The data observation window can be allocated in three possible situations, 
as is depicted in Figure 3-1.
If the observation window delays as shown in case c), samples from the following 
OFDM symbol interfere with the current symbol. On the other hand, an early window, 
case b), is filled with samples from the previous symbol. In both cases, ISI is 
introduced. Furthermore, since the observation window includes the phase shift at the 
boundary of symbols, orthogonality between subcarriers is lost, as a result, ICI occurs.
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Figure 3-1: Different timing positions
In a good timing synchronization point, the observation window should be placed in 
the shaded area as shown in case a), where no ISI or ICI occurs. Usually we choose 
the middle point of the shaded area as the symbol start, which can get most tolerance 
for symbol timing errors. The length of shaded area is equal to the length of the CP 
minus the maximal delay spread of the channel. We note that the main function of CP 
is to compensate the distortion brought by multipath delay. However, in the actual 
case, CP is usually longer than the maximum delay spread. The reasons for this are as 
follows. Firstly, the system may operate at different channel conditions, the system is 
designed regarding to the worst case. Secondly, it can be observed from the figure 
that there is usually some tolerance for symbol timing errors in OFDM even in 
largely dispersive channel as long as maximum delay spread of the channel does not 
exceed the CP. Therefore the redundancy in the CP can release the requirement o f the 
timing synchronization in some sense. However this will reduce the spectrum 
efficiency of transmission.
As an additional effect, a FFT window misalignment causes an evolving phase shift 
in the frequency domain. Any misalignment r of the receiver FFT window introduces 
a phase rotation of 2tct/T s between two adjacent subcarriers. If the time shift is an 
integer multiple of the sampling time, the phase shift introduced for instance between 
two consecutive subcarriers is 270] / N s , where N s is the FFT length. These phase
errors introduced by timing errors are superimposed in the channel’s frequency 
domain transfer function.
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3.2.2 Carrier Frequency Offset
The above subsection shows that there is some tolerance for the timing offset in 
OFDM, if the duration of the CP is greater than or equal to the time spread of the 
channel. However, OFDM is extremely sensitive to the frequency offset since any of 
it will make subcarriers lose orthogonality between each other and cause ICI.
One of the primary sources of frequency offset is a mismatch between the frequencies 
of the RF local oscillators at the transmitter and the receiver. Doppler shifts can also 
contribute to the frequency offset.
Amplitude
Figure 3-2: Shift of the received spectrum on the frequency axis
Due to the frequency offset, a shift of the received spectrum on the frequency axis 
occurs. If A/ is an integer multiple k of the subcarrier spacing, the received 
subcarriers are shifted by k subcarrier positions in the frequency domain. The 
subcarriers are still mutually orthogonal, but the data symbols fall in the wrong 
position in the demodulated spectrum, resulting in a high bit error rate. So we need 
estimate this shift before demodulation.
If the carrier frequency error is not an integer multiple of the subcarrier spacing, 
mutual orthogonality between the subcarriers loses. This effect is described in Figure 
3-2. The dashed lines denote the decision positions in the received spectrum. We find 
that at the decision positions, the powers of other subcarriers are not zero. ICI then 
occur between the subcarriers.
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3.3 Performance of Downlink Multicarrier Systems with Timing 
and Frequency Offsets
In this section, we study the performance of downlink multicarrier systems using 
analytical method. We note that the objective of Section 3.3.1 is to derive an explicit 
expression of BER as a function of the timing and frequency offsets. The results of 
Section 3.3.1 (the BER function) are plotted in Section 3.3.2 by setting different 
amounts of timing and frequency offsets. The sensitivity of the multicarrier systems 
to the timing and frequency offsets are clearly shown in Section 3.3.2. The trend of  
performance degradation with increase of the timing and frequency offsets is also 
shown.
The analysis in Section 3.3.1 is based on the signal model given in Section 2.2.3, i.e. 
equations (2.13)-(2.24). We assume that the ICI from different subcarriers are 
uncorrelated, therefore the sum of the ICI from different subcarriers is approximately 
Gaussian [14]. By deriving the signal power and interference-noise power as 
functions of the timing and frequency offsets, the close-form of BER is derived using 
Q function [81]. The detail derivation process is as follows.
3.3.1 Performance Analysis
In the downlink, since the users’ signals are synchronized, we will investigate on 
single user case, and focus on the effect o f the interference brought by the timing and 
frequency offsets o f the reference user. Firstly we study the OFDMA system then the 
MC-CDMA system. From Section 2.2.3, we found that the signal models of OFDMA 
and MC-CDMA are very similar. As a result, the BER derivation process for these 
two systems also has much similarity. Therefore we only highlight the difference for 
these two systems.
O FD M A  Systems
Without loss of generality, we omit the related subscript of the reference user 0 , e.g. 
we rewrite Ro,i(i) as Ri(i). Collecting (2.22)-(2.24) and (2.19), we get
R, (<) =  a,H, (0r(e; 0, 0,1)+ J, ( / ) + W, (i) ( 3 -1>
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where H i and Ji are the channel frequency response and the interference from the 
reference user respectively, and Wi denotes additive noise at subcarrier L The detailed 
derivation of (3.1) is given in Appendix D.
The various terms are presented mainly for the simplification and readability of the 
equations, which are described in Appendix D.
. sin#* (3 2)
°(*)=Tr—=----n r  K }Nssm7TxlNs
<pt f te l - ,k \ l)  = <b(qk.p - q „ + e t )ej’ iqkr-qkl*hW ‘^ IN‘ ( 3 3 >^
r  , M ; k \ n  = <pk,,(ek;k■/V 2*6*1'"- (3-4)
((7jk;k,l) = e~m 'hl',‘IN- ( 3 ' 5)
And
fn,n'=2^ n - q t.„'+et'>IN s (3’6)
a*n =2x(qn +ek) /N s (3'7)
P L  = ^ q (3 ' 8> 
Therefore H i and //  are given by
p-i
H,(i) = £  hp(i)e-m w ' IN- , (3-9 )
p =0
and
j ,®  = g a ,©  ,.sin,( y - /2)
^sin(^ ,/2)
'■=« Ns s in (^ ,,/2 J  *- -I
(3.10)
where Z(jc) is defined as
1, *>0 (3.11)
0, xcOZ(X) = -
We note that the second part in J,(i) denotes for ISI, which exists only when rj > Ng by 
using Z(x).
After frequency domain equalization, the decision value £>/(i) is given by
d , (o=/?,o>,(o=v,(i>+/;(o+w /(i) (3-12)
where
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Vt = a / |H / |0 ( f )  (3 -13)
We note that we assume the ideal channel estimation here, and the actual channel 
estimation algorithms will be discussed in Chapter 6.
We assume that all terms in the summation of (3.10) are uncorrelated. Hence, / /  are 
approximately zero mean Gaussian. The variance of J j  is given by
r w  ,  y _  sin2(^ ,A T ,/2) «  2 s i n - q p) ) /2 ] Z 0 } - ( N s -% ) )  (3 U )
where p is the average power of the channel coefficients. Hence the mean and 
variance of the decision value are given respectively by
E(Dl ) = E(y,) = \H,\®(£) <3 -15)
and
Var (D,) = Var(Jl) + Var(Wt ) (3 ‘16 )
In our derivation, QPSK constellation is assumed. Therefore, SER probability over 
the /th subcarrier is given by [81]
P ^ e r f c j - f ^  ) 
FrJ
1 - 1  erfcC EW  ) 
4
(3.17)
The definition of erfcix) can be found in [81]. And the average SER is
pr = l /L Y p i1=0 r j
(3.18)
M C -C D M A  Systems
The derivation of SER performance of MC-CDMA systems is similar with OFDMA 
systems. We highlight the essential steps as follows. From (2.21) we get
D(i) = V(i) + J ( i )+ W(i) 19 )
Where
V(i) = </(j)|;|H,|4>(et ) (3-20)
1=0
and
m = t t N,sm(ri./2)  ( 3 2 1 )
0 ’ Y ys i n [ ^ (, / 2 )  L J
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The term g H. is defined as
£n,n' E  k,n'^ n^ k,n'^ n
The variance of the interference in MC-CDMA systems is deduced as
(3.22)
2 sin2[ ?fJ.(7 - ( ^ - > 7, ) ) / 2]Z (?;-(jV s - ^ ) )  (3  2 3 ) 
JV2sin2( t f , . / 2)
The mean and variance of the decision value are given respectively by
E(D ,) = E(V,) = 0 ( £ ) 2 |H , | (3.24)
and
Var(D, ) = Var(J,) + Var(W, ) (3.25)
Using (3.21)-(3.25), the average SER can be derived according to (3.17)-(3.18).
The final results of this section are the SER shown in (3.18), which can be calculated 
using (3.15)-(3.16) for OFDMA systems, and (3.24)-(3.25) for MC-CDMA systems. 
We note that (3.18) is a function of three parameters: timing and frequency offsets 
and SNR. Keep two of the parameters fixed and change the third, the trend of (3.18) 
can be illustrated. The detailed discussion of the numerial results can be found in the 
following section.
3.3.1.1 System Parameters
We consider the OFDMA and MC-CDMA systems with the same bandwidths. 256 
subcarriers are available to transmit data in one OFDMA symbol. The number of 
subcarriers L  for each SS is 32, and full loaded SS number K  is 8. And the length of 
the CP is 32 samples. QPSK is used for the constellation and no channel coding is 
included in our simulations. The SBS and IS schemes are tested, which are described 
in the previous chapter.
In one MC-CDMA symbol, there are 256 subcarriers which parallel transmit 32 data 
symbols, and each data symbol is spread by a spreading sequence of length 8. 
Therefore the full-loaded user number is 8.
It is assumed that the average channel gain is normalized to 1, and the reference user 
is the 4th user. And the timing offset is normalized to the sample time interval. We 
note that in all figures shown, the legends of subband, interleaved, e, N , L, K  denote
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SBS, IS, the normalized carrier frequency offset (CFO), the total number of 
subcarriers, the number of subcarriers per user and the maximum number of users 
respectively.
3.3.1.2 System Performance
In the downlink, since all users suffer the same timing and frequency offsets, we 
consider the single user case. We study the BER performance of the downlink system 
with the timing and frequency offsets versus SNR in Figure 3-3 and Figure 3-4. In 
Figure 3-3, the system is assumed perfectly timing synchronized, and frequency 
offset is set from 0 to 0.2 subcarrier spacing. It shows that the SBS is much more 
sensitive to frequency offset than IS in single user case. That is because frequency 
offset brings larger interference to the neighbour band, which is decided by the 
characteristic of sine function. Since in single user ease with IS, the transmitted 
subcarriers are dispersed in the whole bandwidth, they get less ICI from each other.
Figure 3-4 shows BER performance of the reference user versus the carrier frequency 
offset (CFO). In order to make a comparison, we plot the performance of single user 
with IS and SBS, and the performance of full-loaded users with IS. It shows that in 
full-load case (K  active users) with IS, the sensitivity of frequency offset coincides 
with that in single user case with SBS, which is because the subcarrier assignment of 
these two scenarios are comparable with that of single user OFDM systems. We note 
that the curve of the full-loaded case with SBS, which is not plotted here, coincides 
with that of full-loaded case with IS. And also from the figure, we find that neither 
full-loaded IS nor SBS can tolerate a frequency offset larger than 0.05 subcarrier 
spacing.
Figure 3-5 shows the BER performance of the downlink single user system with 
different timing offsets. It shows that SBS in single user case is more sensitive to 
timing offset than IS. Figure 3-6 shows the BER performance of the reference user 
versus the value of frequency offset. SNR is 15dB. The floor at the beginning of the 
curve indicates the tolerance of the CP to the timing synchronization error. It is found 
that the performance degrades rapidly when timing offset is larger than duration of 
the CP.
Figure 3-7 shows the sensitivity of the performance to synchronization errors with 
different user numbers. We set the timing and frequency offsets to 0.05 symbol
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duration and 0.05 subcarrier spacing respectively. And SNR is 15 dB. It is found that 
the sensitivity o f SBS to synchronization errors is not changed with increase of users, 
while IS suffers more degradation from synchronization errors when number of users 
increases.
The BER performance of the MC-CDMA system with the timing and frequency 
offsets versus SNR in Figure 3-8 and Figure 3-9. It shows that in considered channel 
conditions, i.e. every subcarrier experiencing independent fadings, its performance 
with synchronization errors is comparative with that of the OFDMA system.
Figure 3-3: BER performance of downlink OFDMA systems under the interference caused by
the frequency offset of the reference user
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CFO
Figure 3-4: BER degradation of downlink OFDMA systems with increase of frequency offset of
the reference user
Figure 3-5: BER performance of downlink OFDMA systems with the interference caused by the
timing offset of the reference user
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Figure 3-6: BER degradation of downlink OFDMA systems due to the timing offset of the
reference user
Figure 3-7: BER performance of downlink OFDMA systems under interference caused by 
synchronization errors versus the number of active users
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Figure 3-8: Perform ance of downlink MC-CDMA systems under interference caused by the
frequency offset of the reference user
Figure 3-9: Perform ance of downlink MC-CDMA systems under interference caused by the
timing offset of the reference user
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3.4 Performance of Uplink multicarrier Systems with Timing and 
Frequency Offsets
3.4.1 Performance Analysis
In this subsection, we study the performance of uplink multicarrier systems. In the 
uplink, the timing and frequency offsets of different users are independent. Without 
timing and frequency offset equalization, different users’ signals will be misaligned 
in the time-frequency grid. Due to this misalignment, ISI and ICI occur. And users 
interfere between each other. In this subsection, we assume that the system uses the 
reference user’s timing and carrier frequency. When the receiver demodulates the 
signal, the timing and frequency offsets of the received multiuser signal is equalized 
by the timing and frequency offset of the reference user. Considering user 0 is the 
reference user, we have the timing and frequency offsets of user 0 are zero, i.e. r\o~ 
£o-0, while the timing and frequency offsets of other users are not zero, i.e. rjifrO, 
SffrO, i f  IcfrO. By this means, we will clearly show the impact of the interfering users 
with timing and frequency offsets on the reference user in the asynchronous uplink 
channels.
O FD M A  Systems
The demodulated signal at the Zth subarrier is derived in Appendix E, and expressed 
as
(3.26)
where f  is MUI. And // is given by
r fid^ .n+pfM-q.71,] sin [fiyN Jl)
kr N,sm(dj,/2)
s in j+ .f a - ( U ,  -H „))/2]Z(if, ~(N t -% .,)) 
JVs sin (ri,./2)
After frequency domain equalization, the decision value DRi). is given by
D, (0  =  R, (i)a t ( i ) = v t ( i ) + 1, ( 0 + W, (i) (3.28)
where
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V, = a ,\H \ <3-29>
The variance of 7/ is given by
X _ si"2( ^  ^  /2) + 2sin' [j4 .01.-(.N , -% ,))/2]Z(% -(2V,- VtJ )  o  m
vai\ i t) p  2^2~i , r2 . , /  l
m i *o V 2sin2( ^ , / 2 )
We note that the detailed derivation of the equations and definition of the terms in the
section can be found in Appendix E.
We discuss (3.30) as follows:
Firstly, The timing offset among SSs in the uplink is mainly due to different 
propagation distance between SS and BS, which is smaller than the round-trip 
transmission delay at the cell boundary. Reasonably, we assume 0< <TS. Especially 
if 0< Tt <Tg, k = l, . . . ,  K - l ,  there will be no ISI left. Here t/Ts the timing offset of the 
/cth SS, and Tg is duration of CP
Thus (3.30) reduces to
Figure 3-10: Discrete sine function
var(7/) = ^ S Zk=o r=ov
(3.31)
i=0/'=0
k *0
Ns sinfyft/2)
We note the interference in (3.31) is completely caused by the frequency 
synchronization error, and the argument in the bracket has a form of discrete sine 
function O(x), the shape of which is shown in Figure 3-10, given Ns=12. It is shown
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in the figure that with the range of [-6, 6], the amplitude of the function <£(*)
decreases with increase of absolute value of x. That means that the interference 
caused by the frequency synchronization error more likely affects its adjacent 
subcarriers.
Secondly, When Afk=0, k = l ,  . .., K - l ,  i. e. no frequency offsets among SSs, (3.30) 
reduces to
<3.32,
t=o r=o N s sin % , / 2 )
where the interference is only due to the timing synchronization error.
Hence the mean and variance of the decision value are given respectively by
E(D,) = E(y,) = \H,\ (3 -3 3 >
and
Var(D,) = V br(/j) + Var(Wl ) (3 3 4 )
And the average SER is achived using (3.17) and (3.18).
M C -C D M A  Systems
From Equation (2.20) we get
D(i) = V (i)+ m + W ( i )  (3 3 5 )
where
V(i) = d ( i f \ H l\ (3 -3 6 >
and
Ns s m ( f r /2)
« « « «  s i n [ ^ ' ( 7 ,  ~(N g -7jkp))/2]7i?]k ~(N g - 7] kiP) )  ( 3 3 ? )
 ^ /=o*=tr=o V  sill (rfj./Lj
-d k(i)e-^ ]
The variance of MUI in MC-CDMA systems is deduced as
_ ^M^,iMSin2(4W ,/2)+ 2sin 2[4 i,.(7t - ( N , ->?t,))/2 ]Z (% -(A f,-ft ,,))  (3 38)
var(/) = /72X Z Z/=0 k=0l'=0 *^0 N* sin2 (yj, /  2)
55
Chapter 3 Perform ance Analysis with Synchronization Errors
The following steps are identical to the corresponding steps of derivation of MC- 
CDMA in downlink, which are omitted here.
Finally with (3.33) and (3.34), the averaging SER of the OFDMA system can be 
achieved using (3.18). And with (3.36) and (3.38), the SER of MC-CDMA system 
can got. As in downlink, keep two of the parameters fixed and change the third, the 
trend of (3.18) can be illustrated. The detailed discussion of the numerial results can 
be found in the following section.
3.4.2 Numerical Results
Due to asynchronous nature of uplink transmission, the timing and frequency offsets 
of interfering users are not the same. Therefore we only set the maximum value of 
these offsets, and assume that the timing and frequency offsets of all interfering users 
are uniformly distributed between 0 and the maximum value, e.g. if  £“=0.1, then 
ek e [0,0.1] for k=0, ..., K -l,  k Y 4 .  It is applied to all the following results for uplink 
transmission.
Firstly let us study the performance of uplink OFDMA systems. Figure 3-11 shows 
the BER performance of the reference user under multiple user interference (MUI) 
caused by the frequency offsets of the interfering users. The maximum values of 
frequency offsets are set to 0.1, 0.2 and 0.3 of the subcarrier spacing. It shows that IS 
is more sensitive than SBS to MUI caused by frequency synchronization errors. That 
is because the interference caused by frequency offset is more likely to affect 
neighbour subcarriers.
Figure 3-12 and 3-13 demonstrate the performance degradation of the reference user 
against the amount of frequency offsets of the interfering users. SNR is set to 15 dB. 
Figure 3-12 gives the SIR of the reference user. It shows that both SBS and IS are 
sensitive to MUI caused by frequency offsets. For SIR>30dB, the maximum value of 
interfering users’ frequency offsets must be less than 0.1 for SBS, and around 0.03 
for IS. Relatively, BER degradation of the reference user with increase of frequency 
offsets is shown in Figure 3-13. It shows that the maximum frequency offset of 0.1 
for SBS and 0.03 for IS will cause a performance loss of 1 dB.
Figure 3-14 shows the BER performance of the reference user under MUI caused by 
the timing offsets o f the interfering users. The maximum values of timing offsets are
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set to Ns/4 and Ns/2 samples, which are overflowed over the CP range (Ns/8 samples). 
Therefore the both cases experience ICI and ISI shown in (3.30). Similar with Figure 
3-11, IS is more sensitive to timing synchronization errors than SBS.
Figure 3-11: BER performance of uplink OFDMA systems under the MUI caused by frequency
synchronization errors
Figure 3-15 and 3-16 demonstrate the performance degradation of the reference user 
with increase of the timing offsets of the interfering users. SNR is set to 15 dB. 
Figure 3-15 shows the SIR of the reference user. For SIR > 30dB, the maximum 
value of interfering users’ timing offsets must be less than 0.14 of the symbol 
duration for both SBS and IS. And BER degradation of the reference user with 
increase of timing offsets is shown in Figure 3-16. It shows that the maximum timing 
offset of 0.14 of the symbol duration will cause a performance loss of 1 dB. We note 
that there is floor in Figure 3-16 at the beginning, which indicates the tolerance of the 
system to timing synchronization error due to the CP. To study the CP effect on the 
timing synchronization error, we give SIR and BER performance of the reference 
user under MUI caused by timing synchronization error versus different length of the 
CP in Figure 3-17 and 3-18. SNR is set to 15 dB. The maximum value of the timing 
offset is set to Ns/2 samples. And the CP length is from 0 to N s/4 samples. The
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figures show the CP could compensate the timing offset in some sense. However, it is 
at the price of losing the spectrum efficiency.
maxim um  value of C FO
Figure 3-12: SIR degradation of uplink OFDMA systems with increase of frequency offsets of
interfering users
Figure 3-13: BER degradation of uplink OFDMA systems with increase of frequency offset of
interfering users
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Figure 3-14: BER performance of uplink OFDMA systems with MUI caused by timing 
synchronization error of interfering users
Ratio of Maximum timing offset and OFDM symbol duratior
Figure 3-15: SIR degradation of uplink OFDMA systems due to the timing error of interfering
users
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Ratio of Maximum timing offset and OFDM symbol duration
Figure 3-16: BER degradation of uplink OFDMA systems due to timing error of interfering
users
Ratio of CP duration and OFDM symbol duration
Figure 3-17: SIR of uplink OFDMA systems versus the length of CP
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Figure 3-18: BER of uplink OFDMA systems versus the length of CP
We study the performance of uplink MC-CDMA systems under MUI caused by 
synchronization errors, which are shown in Figure 3-19 and 3-21. We find that the 
BER performance of uplink MC-CDMA without synchronization errors coincides 
with that of OFDMA. That is due to the following reasons. Firstly, we did not 
consider the frequency selectivity in frequency domain during mathematical 
deduction. We note that in frequency selective channels MC-CDMA provides some 
degree of diversity and the performance may be superior to that of uncoded OFDMA. 
On the other hand, no timing error means all users are perfectly aligned in the 
reference time, therefore the orthogonality between spreading codes are completely 
achieved, which is unlikely to happen in actual cases.
Figure 3-19 shows the BER performance of the reference user under multiple user 
interference (MUI) caused by the frequency offsets of the interfering users. The 
maximum values of frequency offsets are set to 0.1 and 0.2 of the subcarrier spacing 
respectively. It shows that uplink MC-CDMA is more sensitive to MUI caused by 
frequency synchronization error of interfering users than OFDMA, because (a), the 
frequency offset distorts the orthogonality between spreading codes; (b), since
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interfering users occupy all the subbcarriers in the spectrum, the ICI to the reference 
user come from all subcarriers.
Figure 3-20 shows that the BER performance of the reference user under MUI caused 
by the timing offsets of the interfering users. The maximum values of timing offsets 
are set to Ns/4 and N s/2 samples. We find that degradation of performance due to 
timing error in MC-CMDA is comparable with that of OFDMA with IS.
Figure 3-21 shows that BER performance of uplink MC-CDMA systems under MUI 
caused by synchronization errors versus the number of the active users. We consider 
the synchronous case where the timing offsets of interference users are within the 
length of the CP, and the asynchronous case where the maximum timing offsets of 
interference users are about symbol duration. And the maximum frequency offsets 
are 0.1 and 0.2 subcarrier spacing. It indicates in the figure that spreading can not 
significantly mitigate MUI caused by timing errors of the interfering users. Therefore 
the asynchronous transmission for uplink MC-CDMA is not promising.
Figure 3-19: Performance of uplink MC-CDMA systems under MUI caused by frequency 
synchronization errors of interfering users
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Figure  3-20: Performance of uplink MC-CDMA systems under MUI caused by timing errors of
interfering users
Figure 3-21: BER performance of uplink MC-CDMA systems under MUI caused by 
synchronization errors versus the number of the active users
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3.5 Summary
In this chapter, we studied the performance of multicarrier systems with timing and 
frequency synchronization errors. Both the uplink and downlink transmission are 
considered. In the uplink case, we assume that the reference user is well synchronized 
while it suffers from some interfering users with synchronization errors. In the 
downlink case, we focus on the distortion caused by synchronization error of the 
reference user itself. Numerical results are achieved in flat fading channels.
It shows that in the uplink both OFDMA and MC-CDMA systems are very sensitive 
to asynchronous interference. Therefore the asynchronous transmission is not 
promising for multicarrier systems. In the WiMax standard, multicarrier transmission 
is achieved with some synchronization mechanism which will be discussed in the 
next chapter. Furthermore, OFDMA and MC-CDMA have similar performance in 
flat fading channels. We note that in frequency selective channels MC-CDMA is 
expected to have better performance, which is confirmed in [14]. Since our interests 
are to study the synchronization error impact on the system performance, we did not 
give the system performance in frequency selective channels. The OFDMA system 
with the SBS scheme is more sensitive to the synchronization errors o f the reference 
user than that with IS scheme, while less sensitive to the synchronization errors of the 
interference users. While with increase o f active users, the degradation trends of the 
two schemes become the same.
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C h a p t e r  4
4 Timing and Frequency Synchronization 
for Uplink Transmission
4.1 Introduction
In this chapter, we study the timing and frequency synchronization for the uplink of 
multicarrier systems. We note that in the order of time the downlink synchronization 
should be presented ahead of the uplink synchronization, because before any uplink 
data transmission, initial downlink synchronization is performed when a new user 
accesses the network. However we discuss the uplink synchronization first in the 
order of importance, since the uplink problems are our main focus. The review of the 
typical synchronization methods and discussion of some fundamental points can be 
found in the next chapter.
From the previous chapter, we know that the asynchronous transmission in uplink 
significantly affects the performance of multicarrier systems. To achieve the potential 
of multicarrier transmission in uplink, the timing and frequency of all active users 
need to be aligned within the reference grid. Some mechanism of uplink 
synchronization has been proposed and adopted in WiMax standard [6], where the 
timing and frequency offsets are estimated at the BS, while the adjustment of these 
parameters will be done at the SS. We employ the same synchronization procedure, 
which will be introduced later in this chapter. Our focus will be on the estimation of
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the timing and frequency offsets. The system that we study in this chapter is the 
WiMax system, i.e. the OFDMA system. However, the methods proposed in this 
chapter can be applied in any of uplink multicarrier systems adopting the same 
synchronization procedure.
Compared with downlink transmission, the challenges of the timing and frequency 
synchronization in the uplink multicarrier transmission are outlined as follows [46]:
--First, due to the asynchronism of the uplink, the timing and frequency offsets 
of each user have to be estimated individually. Therefore user separation is needed 
before estimation.
—Second, the equalization is more difficult than the downlink because the 
correction of one user’s timing and frequency offsets will misalign those of the other 
users.
Some approaches for the uplink synchronizations in multicarrier systems have been 
discussed in [46]-[52]. Van de Beek [46] was the first to address the uplink 
synchronization problem, and proposed a maximum-likelihood (ML) method to 
estimate the timing and frequency offsets using the CP. However, the algorithm is 
only suitable for SBS, and also sensitive to the number of subcarriers applied to. In 
the case where each user has a small number of subcarriers, the high correlation 
among the time domain samples will degrade the algorithm severely. Morelli [47] 
proposes an alternative method based on repetitively transmitted training symbols. He 
assumes that only one new user enters the network at each time. Unlike Van de 
Beek’s algorithm, Morelli’s algorithm is applied in the frequency domain after 
OFDM demodulation. Thus it provides the flexibility of the subcarrier assignment 
scheme. However the performance for SBS is not so good, because assigning training 
symbols in a subband results in a large effective noise item in the formulation. Also 
the channel order needs to be known. The common drawbacks of other contributions 
[48]-[52] are either that they addressed only one problem —  the timing or frequency 
synchronization, or that they are only suitable for one subcarrier assignment scheme.
In this chapter, we address the problems of both timing and frequency 
synchronization in the uplink. A new data-aided method is proposed for estimating 
the timing and frequency offsets, which is applied after OFDM demodulation. 
Therefore, it is suitable for any subcarrier assignment scheme. The timing and
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frequency offsets are estimated by observing the differential phases of the training 
symbols utilizing the best linear estimation principle. The validity of the algorithm is 
studied for the case that a single user as well as multiple users accesses the network 
simultaneously. The performance of the proposed method is assessed by simulations 
and theoretical analyses. It will be shown that the proposed scheme achieves good 
performance in the uplink multipath channels.
4.2 System Model
4.2.1 Uplink Synchronization Requirements and Procedure
Subscriber Station Base Station
Figure 4-1: U plink synchronization p rocedure
Acquisition of the synchronization parameters is accomplished in the network access 
stage in downlink. Before any uplink data transmission, an initial synchronization is 
performed to guarantee that the residual synchronization errors are within the range 
of tolerance. The residual timing offset among SSs in the uplink is mainly due to 
different propagation distance between SS and BS, which is smaller than the round- 
trip transmission delay at the cell boundary. The residual frequency offset between SS 
and BS is caused by the Doppler spread and the instability of local oscillators. 
Considering the initial synchronization in the downlink, we assume that it is smaller 
than the half of the subcarrier spacing.
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As mentioned before, it is difficult to compensate the timing and frequency offsets at 
the BS. It is suggested in [46] and [47] that the timing and frequency offsets are 
estimated at the BS, whereas adjustment of the synchronization parameters is 
performed at the SS based on instructions transmitted on a downlink control channel. 
In such a way, all SSs can be aligned in the reference time and frequency grid. 
WiMax [6] adopts the idea and introduces a so-called uplink ranging process to 
accomplish the task. The uplink synchronization procedure applied in the WiMax 
standard is shown in Figure 4-1. When a new ranging SS (RSS) accesses the network, 
the cell synchronization, including timing and frequency synchronization and cell 
identification is carried out in downlink based on the broadcast channel. The 
algorithms for cell synchronization will be presented in the next chapter. After that, 
the SS listens to the broadcast channel. When the ranging channel is available, the SS 
will send the ranging sequence to the BS via it. Using the information provided by 
the ranging sequence, the timing and frequency offsets of the new SS to the reference 
grid are estimated, and compared with the requirement. If it satisfies the requirement, 
then the ranging process will succeed. Otherwise, the BS will send back the 
information of the timing and frequency offsets, and ask the SS to adjust them and 
send the ranging code again.
With proper protocol control, the ranging process can be contention free, where only 
one SS sends its ranging code at one time. Therefore as in [47], we will first consider 
the case where only a single ranging SS enters the network. We note this single user 
case is distinguished from the downlink case in that user separation can be only 
achieved after OFDM demodulation. Therefore the frequency domain processing 
techniques are expected. Since contention mode is also optional in the standard, we 
will study the performance of our scheme when multiple ranging SSs simultaneously 
access the network.
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4.2.2 Pilot Pattern
I I D a ta  s u b c a r r ic r  ^  R a n g in g  p i lo t ,  | j R a n g in g  p i l o t  
u s e r  2
S'.S cS» j
J 1
S’
1
■
time 
(b) IS scheme
time 
(a) SBS scheme
F igure 4-2: T im e-frequency grid  of the tran sm itted  up link  OFDM A fram e: (a) SBS su b c a rrie r  
assignm ent schem e; (b) IS su b c a rrie r  assignm ent scheme
Our proposed method is based on the training pilots transmitted by the SSs. The 
training design is according to the scenario defined in IEEE 802.16 [6]. When SSs 
start to communicate with BS, the ranging pilots are transmitted during two OFDMA 
symbol intervals via the ranging subchannels. The same pilots are transmitted during 
each symbol, with no phase discontinuity between two symbols. A CP is inserted in 
each of the two symbols. These ranging subchannels are allocated by BS, and they 
are multiplexed with data subchannels of the synchronized users in the transmitted 
OFDMA frame. Figure 4-2 shows the time-frequency grid of the transmitted 
OFDMA frame for SBS subcarrier assignment scheme and IS scheme. Within each 
trainining symbol, the ranging pilots of each accessing SS are assigned to a 
subchannel containing a set of subcarriers according to the subcarrier assignment 
scheme. In the SBS scheme, the ranging pilots for each accessing user are assigned to 
a number of adjacent subcarriers. In the IS scheme, the ranging pilots for different 
users are interleaved in frequency dimension, d denotes the spacing of two training 
pilots from the same SS in frequency dimension.
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4.2.3 Signal Model
(a)
(b)
(c) .
Figure  4-3: B lock d iag ram  of the  considered O FSM A  system  (a) the  fcth tra n sm itte r  (b) the 
channel and  the /cth receiver (c) the proposed  tim ing  and  frequency offset estim ation schem e
The considered system has N s subcarriers and a maximum of K  simultaneous SSs. 
Each SS communicates with the BS through an independent channel. Figure 4-3 
illustrates the synchronization blocks at the BS and the SS. As shown in Figure 4-3 
(b), at the BS, the training pilots are extracted after OFDM demodulation and used to 
estimate the timing and frequency offsets. The estimates of the timing and frequency 
offsets are transmitted to the SS on a control channel, and synchronization parameters 
are adjusted at the SS, which is shown in Figure 4-3 (a). Figure 4-3 (c) illustrates the
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process of the timing and frequency offset estimation. The frequency offset is 
estimated firstly, after which ICI compensation is carried out based on the estimated 
frequency offset. Finally, the timing offset is estimated after eliminating the 
frequency offset’s influence. The purpose of this section is to derive the received 
signal model at the input point of the timing and frequency estimation blocks, which 
will be used in the next section.
When new users access the network, the training pilots of the new users will be 
transmitted along with the data o f the synchronized users. We assume that SS 0 is the 
reference user (new user).
The signal model o f the uplink system is presented in Section 2.2.3.1. The discrete 
form of the transmitted signal in (2.14) after sampling is given by
S, (n) = tE <hi (0 • ei2m‘A"-'N‘'U (n -iN, + ) (4.1)
I——oo 1=0
where the sampling rate is f s= N /T s> and N t = N s + N gji N g is the number of samples in 
the CP. qk,i is given by qk,i-fk,iTs. akj(i) denotes the transmitted symbol o f user lc at the 
/th subcarrier at the time index i.
The discrete form of the transmitted signal in (2.17) can be expressed as
p-1
Sk («) = Z  K P (n)sk ( n - 1}k>p) (4.2)
p =  o
where hk)P, tjk,p are the complex gain and the relative delay of the pth path of the /cth 
SS’s channel.
The discrete received signal is given by (2.18), i.e.
r(n) = Y  Sk (n -  rjk )eJ2^ n,N‘ + w(n)
k= 0
where we denote the discrete timing offset, channel delay and frequency offset of SS 
k as r\k=fs^h nk,p^Uk,P and s k=  AfkTs.
The demodulated data o f SS k at the /th subcarrier is given by (2.19), i.e.
n=iN,
Substituting (4 .1 ) and (4 .2 ) into (4 .3 ), w e get
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K - 1
r(n) = X  S  %p “  7* K  fa ” :Vk ~  nk,p) e j2nek"IN’ +  vrfn)
Xrl/'p-l . . , s  Y\ „ (A. S')
j l K £ k nlN,
k=0
+>v(rt)
V p =° /=0
We assume that every user has the timing and frequency offsets, i.e. qifrO, sjfrO, 
k ~ 0 ,l , .. .K -L  The received signal of reference user 0 is demodulated using (4.4). 
Without loss of generality, we omit the related subscript of the reference user 0, e.g. 
we rewrite Ro,i(i) as Ri(i).
Substituting (4.5) into (4.4), we have
W,+Ar,-l
R,(i) = i /N s £  e-j2xql0>-iN,)/N, .
n=lN,
£  E  aU© • % +Wf +M<n)|
li= oV p= o  V<=-~/=o y y  J
f/>-i /  ~ L-l NY
= 1/NS 2  e -W -u M g J ™ *. * qr{n~np~,N')U (n -q -q p-iN l + N f i \ \
n=iN, Lp=0 \i=-oo /=0 / J (4.6)
IN, +N, -1
+ 1 / y y  ^  e -j2ttq,{n-iN,)IN, < 
iN,
E  -7,., -W, +AT8) 1
Jt=l \p=0 \.l=-~ 1=0
+W,(0
where W/(7) is the additive noise defined as
W,(i) = l/W, ^  C-J2»«i(«-W»)/^ .W(„)
n=iN,
As we addressed in Section 4.2.2, SS 6 will transmits the ranging pilots during two 
OFDM symbol intervals at the beginning of the frame, and these two ranging pilots 
have the same value. The transmitted symbol of SS 0 at the time index 0 is equal to 
the transmitted symbol of SS 0 at the time index 1, i.e. ao,i(0)= ao,i(l). There is no 
phase discontinuity between aofiO) and ao fil). We assume that the channel is 
unchanged during two symbol time, i.e. hkp(n+nc) = hkp(n), nc < 2Nt .Therefore at the 
time index 7=0,1, (4.6) can be rewritten as
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iN,+Ns- l  f  P-l L- 1 )
RtQO^l/N, Y  • £ ^ (n ) £ a /(0-rf2;r9'-( w '’"'w')
n=iN, [p=0 1=0 J
K - l  iN,+Ns-1
+ Z 1/Ar* Z  •
jfc=l n=iN,
VpWf L !t ch:F0-e,1’ ,‘A" - * ^ ' <M n -1 1 i -ft ,, -,w ,+ /v!) l l e«  +w,(0
\p=0
,/gna/ o / user k
P -l iN,+Ns- l  K - l  iN ,+N s - l= 1/JV,£> ,(») £  £  e-J2,„(n-<N,yN, .-(;)
p=0 n=iW, £=1 n=iW,V--------------------- V--------------------- '
/  part
P -l £-1 [Wj+A^-l / / I  o x
+i/ n , i ;^ (»)S  Z  a, > + (4. / )
p=0 r=0 n=iW,/V/
/  part
= a, (fiff, (0----------  ej2nEi/N’ eJmN’ ~l),N’ e~i2>rqiVlN’
1 1 Nssin/re/Ns
P-l L-l iN,+N,-\
+1/W.Z‘. w i  X
p=0 / - 0  ii=/AI,/VI'-------------------------------------- V-------------------------------------- '
7 part
K - l  iN ,+N s - l
+ Z 1/Ar, Z  e -J2*9l(n- iN‘)IN* f i f + w f i )
fc=l /i=iW,
/  part
where J  p a rt and /  part in the equation are ICI and MUI respectively, and rk (z) is the 
signal o f user /c, which is given by
= f z  V , Z  -ft ., +w>)'|)p'2”*""'- (4 .8)
\,p=o \/=—oo /=o yy
We note that the further processing of I  p a rt is identical to the corresponding part in 
(3.1) and can refer to Appendix D, and the further processing of I  part is identical to 
the corresponding part in (3.26) and can refer to Appendix E. According to the results 
in Appendix D and Appendix E, (4.7) can be rewritten as
RAi) =  at ( i ) H f i )   ej™iK.ejmN-oi«,e-n w i* ,  +  V ar (i)Hr (i)eJ^ jN‘ s m ( r f r ^ / 2 )
Ns sin jte! Ns r=0 Ns sin / 2J
/V/
+Z Z  + M + + )  (4-9)k=i r=o
. „ „ s M - O k - ( N ,  -ft.,))/2]z(ft - ( f t  -ft,,))
t=i/’=o ^  sin / 2)
where the channel coefficient o f user k  at the /th subcarrier is defined as
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=  (4'10)
p= 0
and some angles are defined as
r tv . = 2x(qn- q t ,„.+ek) / N ,<4-n >
a*=2x(q„+et )/N, <4 ' 1 2 >
A L = 2 r t .q * -q k» - e k) IN ,  <4 '13)
We note that the above defined angles have no significant technical meanings, but 
they made (4.9) more concise. The function Z(x) defined as
1, *>0 (4.14)
0, x<0ZU) =
In order to make (4.9) more concise, we define various terms as follows
<p(jc) =  g jn g * _  (4.15)
Ns sin k x /N s
<pkJ(ek- , k \n  = $ ( q k, j - q kJ + f4 ' 16)
T ( 4-17)
C(rit ;k,l) = e I2'T"‘J"’ IN' (4 .i8)
We note that <J>(x) in (4.15) is the discrete sine function. T kl(£k;k\T) in (4.16) is the 
distortion of the signal of user k ’ at the subcarrier V due to the /cth user’s signal at the 
/th subcarrier with the frequency offset ek . For example, we consider that the
distortion of the 0th user’s signal at the /th subcarrier due to the frequency offset itself, 
we will getrw(£0;0,/). Without the loss o f generality, we rewrite r o,(£0;0,Z) asr(£;/).
4(qk-,k,l) in (4.17) is the phase rotation part of the Mi user’s signal at the /th
subcarrier due to the timing offset itself.
With (4.15)-(4.17), (4.9) is rewritten as
Rt (i) = a( (077/ (0r(f; 1)4 (p; l) + Jl (i) + /, (/)+Wt (0 * 9)
where Ji and 7/ are the ICI and MUI respectively, and they are expressed as
Jl (0 = X ar ^ H i40Tl(£ ;n ( (r j;n  (4.20)
r=o r*i
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fe’=0/'=0
k'*k
+ V  V i T  - 7 » . p ) ) / 2 ] Z ( 7 »  - ( A T ,  ( 4 -2 1 )
t k h  kJ' i e  N,sin ( ^ , / 2)
We note that the purpose of this section is to get the received signal model at the 
input point of the timing and frequency estimation processing blocks, i.e. (4.9) and 
(4.19), which will be used in the following sections to derive our timing and 
frequency offset estimation methods. Some terms are defined in order to make (4.19) 
more concise compared with (4.9).
4.3 Timing and Frequency Offset Estimation
In (4.19), r(£;/) and £(jj\l) have linear phase rotations modulated to the received 
signal due to existence of the frequency and timing offsets. This motivates us to 
estimate them by identifying these phase rotations. However, these phase rotations 
are distorted by ICI and channel fading. We will show later that ICI and channel 
fading do not significantly affect the frequency offset estimation. On the other hand 
they significantly affect the timing offset estimation. Therefore, as shown in Figure 4- 
3, the frequency offset estimation is carried out before the timing offset estimation. 
After that, a frequency domain ICI compensation method is carried out using the 
estimated frequency offset. Based on the compensated received symbols, the timing 
offset is estimated. We note that due to the challenge of the uplink, ICI can not be 
compensated completely at the BS, but it is satisfactory for the timing offset 
estimation of our proposed scheme.
4.3.1 The Best Linear Estimation Principle
Before we get into the proposed method, we would like to review the best linear 
estimation principle. The detailed discussion of this statistical signal processing topic 
can be found in [53].
From the estimation theory point of view, the overall best estimator is the minimum 
variance unbiased (MVU) estimator. However, it frequently occurs in practice that 
the MVU estimator cannot be found. A common approach is to restrict the estimator
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to be linear in the data and find the linear estimator has minimum variance. This 
estimator is termed as the best linear estimator. The benefit of the best linear 
estimator includes that only the first and second moments are needed to derive it. We 
note that if the data is Gaussian distributed, the best linear estimator is equivalent to 
the MVU estimator.
Assume the vector of the observed data y=[y(0), y (l), y(N -l)]T whose PDF 
depends on an unknown parameter 0 . Given E(y(ri))= 9, the linear estimation of 9 is 
given by [53]
a t  (4.22)9 = o y v '
where (O=[coo, coi,... col-i \ T is the vector of constants to be decided. In order to make 
the estimation unbiased, i.e. 9 = e (9'J, a constraint on co is given b y o Tl  = l ,  where
rp
1 -[1 , / , . . . / ]  . The variance of (4.22) is well-known as var(e) = coTCyG>, where Cy is the
covariance matrix of y. The optimum constants thus are to minimize the variance of 
the estimation, and coopt is given by
a opt = arg min((DTCyco) (4.23)
CO
According to the result of [53], the solution is coopt = C;T/1TC;T.
4.3.2 Frequency Offset Estimation
Let us first consider the case where only one SS accesses the network and other 
active SSs are well synchronized. Since the synchronized users have no timing and 
frequency offsets regarding to the reference time and frequency, they do not bring 
MUI to the reference user, i.e. // = 0  in (4.19). Therefore, (4.19) reduces to
R, © = a, (Off, ( m e - J K W )  + J, (Q + W, (0 (4'24)
Let
a , © = §  avm vm ,  (e-j % (m i') (4-25)
/’=o
and keep in  m ind (4 .1 5 )-(4 .1 8 ) and (4 .20 ), (4 .24 ) can be rewritten as
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Rt (i) — at (i)Ht (i)T(e; T)£ (q; /) + /, (7)+W, (i)
/'=0/w
= 2 a l(0fl',(0r,(e;0f(7;0+Hy,(0 = E a/’(i)H,.(i)f(7;O?',(e;«>-''2'E'/''‘ +W,,(i) (4.26)
/=0 /'=0
= £ a,. (/)//,. (i)f(7 ; z >, («z') + w, (0
/■=0V v ,
n,
=Q/(tV2^ ,/JV* +w;(7)=|n/(z)|ey(2OT//Ar,+arg(n'(0)) +w;(i) 
where | | and arg( ) denote the norm and phase of a complex value respectively.
(4.26) is the signal model that we use to estimate the frequency offset e . In the phase 
of the signal 2neUNs +arg(fi,(o), there is an unknown part arg(o, (/)). As we addressed in 
Section 4.2.2, SS 0 will transmits the same ranging pilots during two OFDM symbol 
intervals, i.e. ai(0)= aR l). We also assume that the channel is constant during two 
symbol time, i.e. #/(7)= H i(i+ 1 ). According to (4.25), we have I^ COl = |^/(*+l)| and 
arg(a,(o) = arg(Q,o+i)) for 7=0. It motivates us to estimate the frequency offset by 
observing the differential phase in time dimension. We note that in (4.26) both signal 
part and ICI part (7/ part) has the phase e]2neUN>, therefore ICI part will contribute the 
frequency estimation. Observe the differential phase of two consecutive training 
symbols at the same subcarrier in time dimension as
A\£) = arg (Rf (7+1)) -  arg (R, (7)) = arg(R, (7+1 )R( (7))
= arg(|Q;(7+l)|^(2^ a+1)/^ +ZQ/U+I))+WA7+l))-arg(|O/(7)|e;(2;rdm,+zn,(0)+W/(7)^
= arg | eJp^i+9/Ns+zsi,) +w  ^ + L)j _ ^  | ej(2Mi/Ns+zn,) +  ^
= arg|e7{2;se(,+1)/;Vl+^ fl') +W/(7+l)/|Q/|j-arg^';(2;r'e</;v"+Z£1/) +W/(7)/|£2/|j 
At moderately high SNR we h a v e ^ D  W, , i.e. W, 1 □ 1. According to [53], the
phase of eJ^ ,/Ns+aig{n'^+W,(i)/\Q,\ is approximately 2/rei/ Ns + arg[a,)+img(w,(7)/1 ,^ |) ,
where img denotes the imaginary part of a complex value. This approximation is 
illustrated in Figure 4-4. In Figure 4-4, a= img{w,(i)l loj)
b= arg - argp(2’*,7Ar,+„g(a,))j . It shows that ; i.e .
aig(e-,'(2ra'/w’+a,8(a,,)+W)(()/|£l,|) -arg(y(2“ '"''+“s(n,)1)+!mg(w,(i)/|a,|). Therefore, (4.27) is 
rewritten as
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A!£>=arg(e42” (i+1)/^ +^ ))+WK/ + l)/|a /| ) - a r g ( ^ 7^ +arg(^ ))+^(0/1^1)
= 27t£{i +1)/ Ns + arg(Cl, ) + img (\V, (i +1)/ |Q, |) -  (2jcei/ Ns + arg(££) + img (W)(i)/ \Q, |)) (4 .2 8 )
= 2m -/N s +img(Wl(i + \)/\Q.l\)-img(W l(i)/\Q,\)
= l / te l  Ns + u, ( i+1) -  u, (/) 
w h e re  ui is g iv en  b y
Figure 4-4: Illustration of approxim ation in (4.28)
S in ce  Wl (i) is z e ro -m e a n  co m p le x  G a u ss ia n  n o ise , its im ag in a ry  p a r t d iv id ed  b y  a
sca la r, i.e. u,(i) is z e ro -m e a n  G a u ss ia n  d is tr ib u te d . E q u a tio n  (4 .2 8 ) g iv es  th e  lin ea r
m o d e l o f  th e  re c e iv e d  s ig n a l w ith  freq u en c y  o ffse t e. A (s) is a v e c to r  w ith  en tr ie s  [Ao(e), 
A](£),... A l. / e)]T, th e  lin e a r  e s tim a to r  o f  e is g iv e n  b y
£ = coT A(E) (4 .3 0 )
w h e re  co=[coo, c o j col-i] T is th e  v e c to r  o f  c o n s ta n ts  to  b e  d ec id ed . In  o rd e r  to  m ak e  
th e  e s tim a tio n  u n b ia sed , i.e . e  =  E ( i ) , a co n s tra in t o n  co is g iv en  b y  coT l  =  N J  2k  , w h e re
2=[7, 7,... 7] . This can be proved as follows.
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(4.31)
£(£) = £ (cotA(e)) = £  2>,A<£) = £ > ,£ ( a,(c))
V/=o )  1=0
L-l
= N s +ul(i + l ) —ul (i))
1=0
= 2  a>{ [E ( 2 m l N s) ■+ E(ut ( i+1)) + E(u, (/))]
1=0
= £-(2k / N s) Y ^
1=0
L-l
In order to make e = E (e ), co must satisfy the condition that ( 2 =1» i-e-
1=0
( 2 k I Ns)<orl  = l ,  therefore <aTl  = Ns/2 k  .
The variance of (4.30) is well-known as var(£) = coTCfto [53], where Cf is the covariance 
matrix of A(e). Cf is given by
Cf
[ C f ] , ,  
[ C , ] , ,  [ C f ] , ,
[ C , ] , , _ , N 
IA]U-1 (4.32)
J Q U  f i U  -  K U
where [Cf ];r is the entry of Cf at the (/+ i)th  row and the (/’+ i)th  column, and [Cf ] 
is given by
(4.33)
When 1=1’, we have
[ C f ] , , = B ( ( A W - £ ( A « ) ) ( A < f > - E ( A < f > ) ) )
= e((A<£)- 2 m l N s){Ai£)- 2 m l  N s))
= E^A(j£)A(jf)) - ( 2 m / N s)2
[ C t ] „ ,  =  E ( ( A W ) j - ( 2 ^ / A f , ) 2
= E ^ (2 m lN s +w/ (Z+1)-m / ( i ) f  Y (27 t£ /N s)2
= E((ul ( i+ l ) - u l( i ) f )
= E (uf (i+l))+E (uf (0) + 2 E(u, (i +1 )ut (0)
We note that for different time index, the additive noise is uncorrelated, i.e.
E(ul(i+l)ul(i)) = Q, and E(uf(i+l)) = E(uf(i)) ,  thus
[C, ]„. = 2E(uf(i)) = 2E[img ( |w ,(i) / |Q ,f)), 
When I # I ', we have
i = r
[Cf ]; r = E ((2m l Ns + Uj (i + 1) - u t (i))(27t£lNs + ur (i+ l)  -  ur(i))) -  (2 m l Ns f  
= E  ((ut (/+1) -  M, (0) ( W/. 0*+1) -  U r  (0))
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We note that for different frequency index, the additive noise is uncorrelated, i.e. 
E(u, (/)«/■ (0) = 0, I *  I ’, thus
[C,]„.=0, 1*1'.
Therefore, (4.32) is rewritten by
a c , i , 0 o -  o '
0 [c f]u -  0 (4.34)
. 0 0 -  [CfLu-,,
The optimum constants thus are to minimize the variance of the estimation, and coopt 
is given by
o  opt = arg min(coTCf co) (4.35)
According to the result of [53], the solution is coopt = (N J2k ) (C;11/1TC;T). Therefore the 
best linear estimator is given by
N  IT*1£ ~  coT A = — ------ — A(c>
opt 2 n lTC / l
(4.36)
Substitute (4.34) and A{£) = arg(R ,(i+ l)R fi))  into (4.36), we have
£ =
2NSE img^ rf,co/|<
I’ l
] la rg ( /? ,( ;+ l)f i;(0 ) 
) 1=0
4tiE img\ ] w ; ( 0 / |n , | f
'
L (4.37)
Ns±aig(R,(i+l)R;(i))
2ttL
The corresponding minimum variance of the estimator [53] is given by
NJ 1 N; (4.38)var(£) = 
where <r2 is noise power.
4.3.3 ICI Compensation
From (4.24)~(4.26) we find that ICI contributes to the frequency offset estimation, 
because both signal and ICI have the same linear frequency in time dimension due to 
the frequency offset. However, the forms of phase rotation in frequency dimension 
due to the timing offset are different for the signal part and the ICI part. ICI will
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degrade the timing estimation. Therefore we will compensate ICI using the frequency 
offset estimate e before the timing offset estimation.
The frequency offset equalization or ICI compensation is straightforward in the 
downlink by multiplying the complex exponents of the estimated frequency in time 
domain. However it is not valid in the uplink, as we mentioned in the first section. 
Especially in our case, correcting the frequency offset of the new user will misalign 
the frequencies of all other synchronized users by the same amount, which results in a 
large amount of MUI. The processing in the frequency domain after user separation is 
therefore necessary. A scheme for uplink frequency offset equalization is proposed in 
[54], which applies circular convolution (CC) in the frequency domain; and is
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Figure  4-5: SIR  perfo rm ance of the IC I  com pensation schem e: (a) IS schem e; (b) SBS schem e
improved in [51] by an iterative approach. The scheme in [54] applies CC over the 
whole bandwidth. If the number of users is large, i.e. the L  to Ns ratio is small, there 
will be a significant waste of processing power. Here we present a method that 
reduces the processing length from Ns to L. Let us define a function
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C(x) = <&(*)<?' 
The ICI compensated signal is given by
(4.39)
R, (i) = Z  Rr (0 C^1 ~ qv + E)r=o
(4.40)
Appendix A gives the derivation of (4.40), and provides SIR after ICI compensation 
expressed as
Figure 4-5 demonstrates the SIR performance of the ICI compensation scheme 
according to (4.41). The SIR for IS scheme and SBS scheme are shown in Figure 4-5 
(a) and (b) respectively. We note that in all figures shown in this chapter, the legends 
of subband, interleaved, e, N, L, and K denote SBS, IS, the normalized carrier 
frequency offset (CFO), the number of subcarriers in OFDMA symbol, the number of 
subcarriers occupied by each user and the maximum number of users respectively. In 
the Figure 4-5, the number of subcarriers in OFDMA symbol is set to 256, and the 
numbers of subcarriers occupied by each user are set to 16, 32, 64 respectively. 
Figure 4-5 (a) shows that SIR for IS is around 300 dB after ICI compensation, which 
means the residual interference becomes negligible. Figure 4-5 (b) shows that SIR for 
SBS is above 25 dB when the normalized frequency offset is up to 0.2. The ICI 
compensation scheme performs worse for SBS than for IS, because the 
approximation that the main energy of the received signal is within the signal 
bandwidth is not held well in the former case. In another word, a larger amount of 
signal energy gets out of the signal bandwidth. However, we will show that the 
compensation scheme is satisfactory for the further processing.
4.3.4 Timing Offset Estimation
After ICI compensation, we simplify our signal model from (4.24) to
where W, is the additive noise after ICI compensation. Multiplying R, with the local 
training symbol a/, we have
j « o = 2 ^ ( o c ( * f-<&.+*) /’=0
(4.41)
Rfii) = a f r W a m D + W f i i ) (4.42)
(4.43)
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Assuming H i unchanged during two adjacent training subcarriers in frequency 
dimension, observe the differential phase of Bi
A f = arg (Bl+l (i)) -  arg (Bt (i) )» 2ndf q! Ns + vM  (i) -  vt (i) (4.44)
where df= qi+i-qi, and
v, (0 = img (W fiO /M H 'V )]) (4 -45>
v/ is the zero-mean Gaussian distributed random variable. Based on the linear model
(4.44), the same approach as the frequency offset estimation is applied The best linear 
estimator of the timing offset rj is given by
f l -  H  EC/A01* (4.46)
1 2nd EC;1!
where A (t^ =[A?n\  A/*?{... AlJ ^ E ,  and Ct is the covariance matrix of A (t,K And the 
variance of the estimator is given by
var(+) = r2 J 2  i T r u l - (4.47)AYd) EC;1!
4.4 Performance Analysis
4.4.1 Variance and Mean Value Analysis
Two important parameters to evaluate the estimation are the variance and 
expectation. The theoretical variances o f the proposed frequency and timing offset 
estimators are given by (4.38) and (4.47) respectively. We find the variance o f the 
frequency offset estimator is decided by the number of training pilots and the 
effective SNR at the receiver. Beside those, the variance of the timing offset 
estimator is also relative to the distance df o f two adjacent training subcarriers in 
frequency dimension. To compare the performance of frequency estimators, the 
Cramer-Rao lower bound (CRB) is frequently used, which gives fundamental lower 
limits to the variance of estimators. For the simplicity of calculation, we get the 
modified CRB (MCRB) [55] of our frequency offset estimator as
MCRB(e) =  -  ----- (4*48)
v 7 167U L-SNR
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Comparing (4.48) with (4.38), given Z |£ } |2/cf2 = L  - S N R , we find that the variance of
N 2the proposed estimator is very close to the MCRB. The loss is —---- ------------
4^2Z ^ |  /Oj
3 Aft _ Nf 
16k2 L -S N R  16k2 L -S N R  *
If the approximations in (4.28) and (4.44) are valid, the estimators are unbiased. They 
are under the assumptions that the channel coefficients of two adjacent training 
subcarriers in time and frequency dimensions are unchanged. Since the coherence 
time of the channel is generally much larger than the symbol duration, (4.28) is held 
well. However in highly dispersive channels, the change of channel coefficients in 
frequency dimension will bring some bias to the timing estimator. The detailed 
analysis can be found in Appendix B. For the considered channel conditions 
(maximum delay spread is 6 ps), the biases of the timing estimator for IS and SBS are 
about 0.5 and 4 samples respectively. Considering the tolerance of the CP, they are 
acceptable for practical interests.
4.4.2 Effect of Multiple Users Accessing the Network
(a)
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(b)
F igure  4-6: SIR of the target user under MUI vs. frequency distance and CFO of the interfering user (a)
SBS (b) IS
We have considered the case where only one new SS enters the network. When 
multiple users simultaneously access the network, due to the uncompensated 
frequency offsets, the ranging SSs will bring MUI to each other, which will degrade 
our scheme. To study the amount o f degradation, we give the analytical form of SIR 
of the target SS at the /th subcarrier as (SS 0 is assumed as the target SS, and other 
ranging SSs are interferences)
'Z ® 2(q ,-q r +£)
r=o
2
*2-1 L-l
£  I*=o r =o
L-l 2
£  O(qk r~qr +£k )<$>(qr -q ,~ £ )  
/'=0
L-l
where Ko denotes the number of ranging SSs, and the average SIR is SIR00 = Y s i R j u) ! L .
1=0
The derivation of (4.49) is given in Appendix C. For simplicity, all SSs are assumed 
to have equal power, therefore no near-far effect is considered.
From (4.49), we find that the amount of SIR is decided by the frequency spacing of 
the interfering SS to the target SS and its frequency offset. The numerical result about 
these factors is shown in Figure 4-6. And different system parameters in terms of N, 
K  and L  are tested. In the above subfigures of Figure 4-6 (a) and (b), one interfering 
SS with different frequency spacing to the target SS is considered. The distance of the
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interference is defined by A1c=k-k\ where k and k ’ are the user indexes o f the target 
SS and interfering SS respectively. And the normalized CFO is set to 0.2 subccarrier 
spacing. In the below ones, one interfering SS with different CFOs is considered. 
And the distance of the interference is Ak=4. It shows in the considered situations, 
SIR for SBS is above 20 dB, while SIR for IS is around 14 dB for the worst case. IS 
is more sensitive to MUI due to the fact that subcarriers for different SSs are 
interlaced, and they are more likely to interfere their adjacent subccarriers. The 
further results of the MUI effect on our algorithm are demonstrated in the next 
section.
4.5 Numerical Results
4.5.1 Simulation Scenarios
The performance of the proposed scheme has been investigated by computer 
simulations. Table 4-1 specifies the system parameters of the considered uplink 
OFDMA system. 256 subcarriers are available to transmit data in one OFDMA 
symbol. The number of subcarriers L  for each SS is 32, and full loaded SS number K  
is 8. QPSK is used for the constellation and no channel coding is included in our 
simulations.
T able 4-1 System  P aram eters
Sampling time 0.5 ps
No. subcarriers in OFDMA 
symbol 256
Cyclic prefix 32 samples
No. subcarrier for each MSS (L) 32
No. MSS (X) 8
Subcarrier assignment scheme SBS or IS
Constellation QPSK
Channel coding None
A 12-tap Channel model with exponential power delay profile is used. Any of two 
taps have equal spacing with one sample, and a power difference of 5 dB. The 
channel environment is associated with the one used in [8]. The channel taps are
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complex Gaussian random variables with zero mean, fading with Jakes’ Doppler 
spectrum. The channel taps are generated using the deterministic method. According 
to the uplink transmission characteristics, fadings between different users are 
independent. The RF frequency is set to 5GHz, and the mobile speed is 80 km/h, 
therefore the maximum Doppler frequency is about 370 Hz.
4.5.2 System Performance
Figure 4-7 shows the mean-squared error (MSE) performance of the frequency offset 
estimator. Both SBS and IS are tested. The MCRB is drawn as a reference. It shows 
that the slope of the frequency estimator coincides with the MCRB, and the 
performance loss is around 1 dB. We note the MCRB is lower than the real CRB 
[55], thus the loss is negligible. The performance at low SNR is worse, due to the 
approximation (4.28) only held well at moderate high SNRs.
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Figure 4-7: MSE performance of the frequency offset estimator
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Figure 4-8: MSE performance of the timing offset estimator (a) SBS (b) IS
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The MSE performance of the timing offset estimator is illustrated in Figure 4-8. To 
evaluate the performance of the proposed scheme in a large ICI case, we set the CFO 
e=0.4. And it is compared with the case without ICI. It shows that our proposed 
timing offset estimator achieves very good performance, e.g. at SNR=10dB, the MSE 
in both IS and SBS is smaller than 0.01, which means the error is by far less than one 
OFDM sample. The result also indicates that with our ICI compensation scheme, the 
estimator works well under large ICI. The performance with ICI compensation 
(£=0.4) is very close to that without ICI (£=0), on the other hand it has a significant 
performance loss for the one without ICI compensation. For comparison, we also 
give the theoretical variance according to (4.47). It indicates the coincidence of 
simulation results and theoretical analysis. Furthermore, we note from (4.47) that the 
slope of the performance is relative to the distance of training pilots d. Therefore, the 
descending trends of MSE for IS and SBS are not the same.
F igu re  4-9: MSE performance of the timing offset estimator with different amount of MUI (a) vs. 
subcarrier spacing between the reference user and the interfering user (b) vs. normalized frequency offset 
of interfering user (c) vs. No. interfering users (SNR=10dB)
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F igu re  4-10: MSE performance of the timing offset estimator for K =4,8 active ranging SSs
Figure 4-9 and Figure 4-10 show the performance of the proposed scheme with MUI 
when multiple users simultaneously access the network. In Figure 4-9, the MSE 
performance of the proposed timing estimator with different amount of MUI is 
demonstrated. The simulations are carried out at SNR=10 dB. In Figure 4-9(a), one 
interfering user with different frequency spacing to the target user is considered. The 
CFO of the interfering user is set to 0.2. Figure 4-11 illustrates the frequency spacing 
between the reference user and the interfering user for SBS scheme and IS scheme 
respectively. In Figure 4-9 (a), we keep the reference user unchanged in the certain 
frequency position, and change the frequency position of the interfering user and 
increase the subcarrier spacing between the two users. From Figure 4-9 (a) we find 
that for IS scheme, the timing estimator achieves the best performance when the 
subcarrier spacing between the reference user and the interfering user is half of the 
maximum spacing. That is because when the interference user is at the middle point 
of the largest spacing, the SIR achieves maximum value, as is shown in Figure 4-9
(a). While for SBS scheme, the MSE performance of the timing estimator is not 
affected much by the subcarrier spacing between the reference and interference. That 
is because the interference cancellation part for SBS scheme is not ideal. Although
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SIR at the middle point is improving, the interference cancellation part performance 
remains almost the same. In Figure 4-9(b), an interfering user with different CFO is 
considered and the distance of the interference rf/c=4. In Figure 4-9(c), MSE is given 
vs. the number of interfering users. The CFO of interfering users are set to 0.2. We 
see that the timing estimator for SBS is not very sensitive to the MUI. But that for the 
IS is quite sensitive to MUI. For example, there is a maximum 2 dB difference if the 
interfering user has different frequency spacing to the target user; there is about 1.5 
dB loss when CFO is up to 0.4; and there is about 3.5 dB loss for 7 interfering users 
compared with one interfering user. We note even in the worse case, the MSE 
performance of the proposed estimator is about 0.015, which is acceptable for 
practical interests. Figure 4-10 gives the MSE performance of the timing offset 
estimator vs SNR with different number of interfering SSs. The full-loaded and half­
loaded cases denote K  and K /2  active ranging SSs respectively. And the CFO is set to 
0.2. The result is in agreement with Figure 4-9. It indicates that our algorithm works 
well under the situation with multiple ranging SSs.
R eference user
Interference user
/fr 4s /fr
I I I
I I I
I I I
I I I
(a ) SB S schem e
(b) IS schem e
F igu re  4-11: Frequency spacing between the reference user and the interfering user: (a) SBS scheme; (b)
IS scheme.
Figure 4-12 shows the uncoded BER performance of the considered uplink OFDMA 
system with our synchronization scheme. It is compared with the case without any
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timing and frequency offsets. It can be seen that for all SNR values, the proposed 
method has very close performance to the perfectly synchronized system.
SNR (dB)
F igure  4-12: B ER  perfo rm ance of the proposed  tim ing and  frequency synchronization  schem e
4.6 Summary
In this chapter, the timing and frequency synchronization for uplink OFDMA systems 
is studied. A timing and frequency offset estimation scheme is proposed utilizing the 
best linear estimation principle. Estimation is achieved by identifying the single 
frequencies in the time and frequency dimensions respectively. In contrast to other 
schemes, the proposed scheme is suitable for both SBS and IS subcarrier assignment 
schemes. And analysis and simulation indicate our scheme can be used in a multiuser 
scenario with MUI. One possible drawback of the method is that simplified 
assumptions make the timing offset estimator biased in highly dispersive channels. 
However, the amount of bias is negligible for practical interests. Finally, it is found in 
simulations and analyses that the proposed scheme performs very well through the 
uplink multipath channels, and achieves great potential for multicarrier transmission 
in uplink systems.
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C h a p t e r  5
5 Timing and Frequency Synchronization 
for Downlink Transmission
5.1 Introduction
As discussed in Chapter 3, multicarrier systems are very sensitive to the timing and 
frequency offsets, which cause loss of orthogonality among subcarriers and 
considerably degrade the performance.
In the downlink, a new user will apply initial synchronization when it accesses the 
multiple cell network including acquisition of the timing and frequency information, 
and cell identification. In the acquisition phase (or coarse synchronization phase), all 
other relevant system parameters are still unknown and initial estimates of the timing 
and frequency offsets are acquired
There have been a lot of approaches to time and frequency synchronization for 
multicarrier systems in downlink transmission in literature that can be categorized as 
data-aided methods [56]-[63], [69] and blind ones [64]-[68]. Data-aided methods 
using reference symbols ahead of data payload is more suitable for fast and reliable 
synchronization required by burst transmission. However, the insertion of the training 
symbols causes loss in information rate. Blind schemes usually exploit the specific 
redundancy associated with the cyclic prefix and more suitable for continuous 
transmission. But it needs more time processing which cannot be tolerated in burst
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mode. The multicarrier symbol boundaries are determined by searching the specific 
data structure within the time domain received signal. These structures can be the 
training symbols [57, 59, 61], the CP [64], or the null symbols [66]. From another 
point of view, the timing synchronization algorithms can be categorized by these 
structures.
Symbol timing synchronization is usually the first task in this initial synchronization 
phase. During this, the frequency offset is assumed unknown, and its effect is not 
compensated. Demodulated signal outputs in frequency domain are expected to be 
affected by large ICI. Therefore, acquisition of the symbol timing usually exploits 
only time domain samples for fast and reliable synchronization. Time domain timing 
synchronization methods observe a large variance in multipath fading channels due to 
the interference of delayed signals. However it is acceptable for coarse 
synchronization since it has been verified if the residual timing offset is shorter than 
the difference between length of the guard interval and that of the channel impulse 
response, it only appears a linear phase rotation across the subcarrier FFT outputs.
As for blind frequency synchronization algorithms, Van de Beek gives a maximum 
likelihood estimator exploiting the CP in ideal channels [64]. And some later work 
extends it to, dispersive channels [66] respectively. The data-aided methods, e.g. 
Moose’s [56], use two consecutive and identical reference symbols, and frequency 
offset is calculated in frequency domain after taking the FFT. The acquisition range is 
limited to ±1/2 subcarrier spacing. Schmidl and Cox extend the estimation range to 
the overall transmission spectrum theoretically [57], where the first symbol is used to 
estimate fractional frequency offset and the second one for integral frequency offset. 
Modified versions of [57] are proposed in [58] and [62] based on different training 
symbol structures. Other approaches include Lambrette’s scheme using single carrier 
training data [60], etc.
Considering fast and reliable synchronization requested by burst transmission, we 
will focus on the data-aided synchronization methods in this chapter. The data-aided 
algorithms are highly relied on the specific training structure. We will use WiMax 
(IEEE 802.16e) scenarios as an example, the training structure of which is defined in
[6]. The whole initial synchronization tasks, the acquisition of symbol timing and 
carrier frequency, and cell identification algorithms are discussed. Firstly we will
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present several typical timing and frequency synchronization methods based on 
literature survey. Then we compare and analyse the performances of the data-aided 
methods which can be used in WiMax scenarios. To reduce the large variance of the 
time domain timing estimation methods, a windowing method is presented. Besides 
the timing and frequency synchronizations, the identification of the cell which has the 
strongest power is also part of initial synchronization task in the multiple-cell cellular 
system. The new accessing user has to search and identify all the neighbouring 
preambles, calculate their signal quality and decide on the best cell to follow. 
Therefore the initial synchronization is usually applied in MUI environment. We 
identify the cell using a frequency domain correlation algorithm. The overall 
performance of the synchronization method is evaluated under interferences with 
different timing and frequency offsets in simulations. It gives the reference preamble 
power for designing the system. This work is also part of a CCSR internal project on 
WiMax physical layer issues.
5.2 Timing and Frequency Synchronization Methods
5.2.1 Timing Estimation Methods
Symbol timing estimation for a multicarrier signal is significantly different with 
methods for a single carrier signal since there is not an “eye opening” where a best 
sampling time can be found. The waveform of a multicarrier symbol in time domain 
can be considered as a combination of many subcarrier signals. There are hundreds of 
samples per multicarrier symbol proportional to the number of subcarriers. The 
symbol timing for a multicarrier symbol means the start point of the FFT processing 
window.
5.2.1.1 Data-aided Methods
All the data-aided schemes rely on their specific training symbol structures. At the 
beginning of one multicarrier frame, some special training symbols are transmitted. A  
two-symbol training sequence is used in Schmidl and Cox’s algorithm [57], which 
has two identical parts in time domain. Keller and Hanzo revise Schmidl’s algorithm 
[59] by using a training sequence which has four identical parts in time doman. 
Generally, two or more identical parts in time domain can be seen in the preamble,
96
Chapter 5 Timing and Frequency Synchronization fo r  D ow nlink Transmission
which is known by the receiver. Figure 5-1 shows a preamble structure of 
multicarrier frames for timing and frequency synchronization. The data frame 
structure can refer to Section 2. 2. 3. 3.
! Preamble Data symbols
*
i-----------* =
k-CP-)if Identical parti-^-Identical pail2+ifldentical part3+i
i i i i i
F igure  5-1: P ream ble  s tru c tu re  fo r  tim ing and  frequency synchronization .
The preamble symbol is generated by modulating a specific pseudo-noise (PN) code 
over all subcarriers. Denoting the BPSK modulated PN code as {+/}, the time index is 
from 0 (because preamble symbol is the first symbol in the whole data frame), from 
(2.14), the transmitted preamble symbol in time domain is given by
1=0
where L =N S, and fj= l/T s. Assuming there are M  identical parts in preambles, we have 
Sb(t)~ sb(t+ T s)= . . .=  sb( t+ (M - l ) * T s).
At the receiver, after sampling at the rate/s=V /T a, the signal is demodulated using N s 
point FFT. According to (2.16), the discrete samples after passing through the 
channel can be expressed as
rn = 4 r Z biH ,ej2^k+£){"~n)'N' +"<»). n = ~N  -1  <5-2>N s i=o
where H i is the frequency response of the channel at the Zth subcarrier, which is 
defined in (3.9), 7] and e are integer timing offset and normalized frequency offset 
respectively, and N g is number of samples in the cyclic prefix.
Figure 5-2: Autocorrelation algorithm
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The autocorrelation algorithm is always used for the timing offset estimation. A 
typical autocorrelation algorithm is shown in Figure 5-2. In the figure, the received 
signal is correlated with its delayed version then normalized by its energy. The output 
is the amplitude of the autocorrelation. If the received signal is identical to its delayed 
version, the output will be a large value.
When there are M  identical parts in the time domain samples of the preamble, with L  
samples in each part, the delayed samples and processing length of the 
autocorrelation will both be L  samples, i.e., the first L  samples will correlate with the 
second L  samples, and the second L  samples will correlate with the third L  samples, 
and so on. The autocorrelation of the preamble is illustrated in Figure 5-3.
1* autocorrelation (M -1),h autocorrelation
1*1 identical part 2nd identical part W,h identical part
I L 1 L 1------------------------- 1-----------L------------1
1s identical part 
I
2nfl identical pari 
1
1
I  J
M"1 identical part 
1 L 1r 11 L 1
R e ce ived  signa
D e la y e d  by L 
sam p les
Figure 5-3: The au toco rre la tion  of the pream ble with M identical p a rts
Define the autocorrelation between the received time domain samples and its delayed 
version as follows,
M-2L~X (5.3)P ( d ) = Y  y r- r-c d+l+Lm d+t+L(m+1)m=v l^)
where d is the time index of the sliding window, and * denotes conjugate. In (5.3),
we summarize the outputs of (M - l )  autocorrelations. When d =0, the magnitude of 
the above correlation will be achieves the maximum value.
In order to get the metric of the timing offset estimation, the energy of the received 
signal is also taken into account. We define two terms implying the energy of the 
received signal as follows
And
w = i i
_  M -2 L-l
I Im=0 1=0
r~
d+IH m+l)L
(5 .4 )
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— M-2 L-\ i ,2 <<
s . w - S S h —  ( }m=0 /=0 1
(5.4) indicates the total energy of every first L  samples in M - l  autocorrelations, in 
another word, the energy of the latest version of the received signal. While (5.5) 
indicates the total energy of every second L  samples in M -l  autocorrelations, in 
another word, the energy of the delayed version of the received signal. In the timing 
offset metrics that we will address in the following parts, Schmidl [57] only use Rc(d) 
to normalize the autocorrelation output, while Coulson [61] use both Rc(d) and Sc(d) 
to do normalization. We note that Schmidl’s method [57] is a very early approach in 
the literature, and later research criticises that it lacks a theoretical motivation.
Schmidl and Cox's metric
A timing metric is defined by Schmidl in [57] as the square of the sum Pc(d) 
normalized by the received energy Rc(d )
M  (d) = -
\ P M f (5.6)
{R M ))
The estimate of symbol timing is given by sliding the summation window to 
determine the location that maximizes the metric M ( d )
rj = arg max |Mr (d ) j •$)
We note that if there is only two identical parts in preamble, i. e. M=2, (5.6) will be 
Schmidl’s algorithm. Otherwise if M =4, (5.6) will be the revised version proposed by 
Keller and Hanzo.
M M S E  metric
A  MMSE metric is proposed in [88], which is based on the principles of minimizing 
the mean-squared errors between the true timing and our estimates. The author notes 
that the performance of MMSE estimator is similar to the ML approach proposed in 
[64], especially at high SNR values. The estimated timing is given by
d
Maximum correlation metric
fl = argminjsc(d)+/?c(d)-2|j^(d)|j (5*8)
A simplified frame synchronization metric is proposed in [59]. The estimated timing 
is given by
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 ^= argmax|i^(d)| (5.9)
If the received signal has a constant envelope and the noise is moderate, the metric is 
comparable to (5.8). However that is not the case for the OFDM signals in multipath. 
Consequently, (5.9) is suboptimum estimation.
Coulson’s metric
The metric proposed by Coulson in [61] is a modification of Cox’s metric with regard 
to the DSP implementation. The performances of these two metrics are comparable. 
The estimated timing is given by
fj =  argmax-
\pXd)\ (5.10)
, X J U U A  i .......     —
* j R c(d)Sc(d )
5.2.1.2 B lind Methods
The basic work on blind synchronization technique in OFDM is done by J-J van de 
Beek and M. Sandell [64]. They states that the multicarrier symbols contain sufficient 
information to find the symbol timing and frequency offset. They present a joint ML 
estimation of the timing and frequency offset, which exploits the time domain 
correlation property between samples in the CP preceding a multicarrier symbol and 
its original copy at the end of the same symbol.
Suppose that samples {r„} can be modeled as independent random variables with 
zero mean and variance <r2, the correlation characteristic of the samples is as follows
E { rF,.»n} =
'of +  o i  m =  0
crfej2mm m = Ns (5-U )
0 otherwise
Here is the variance of the zero-mean additive Gaussian noise.
Let Ng and Ns be the length of the CP and the useful part respectively. The length of 
the observation window will be at least (2NS+ Ng) to ensure that a complete 
multicarrier symbol is covered.
Based on the ML criterion, then estimation of the symbol timing is given by
Vml=  argmax
tl+N-l
zn=d
w here K  is a constant defined as
rf+JV.-I
AT
2 £ ( k r * M  l512>n=d ' '
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K - (5.13)_2 . 2 <X +g„s n
One of the drawback of the algorithm is that a : is usually unknown and has to be 
estimated at the receiver. Van de Beek has proved their algorithm to be an optimal 
one in the nondispersive channel. However, in a multipath fading channel, the 
identical nature between the CP and data symbols will be distorted by the delay 
spread, and the performance will be degraded greatly. Some later work extends Van 
de Beek’s algorithm to frequency-selective channels, e.g. [65] and [66].
5.2.2 Frequency Offset Estimation Methods
The relative frequency offset is defined as the difference in frequency between 
oscillators in the transmitter and receiver normalized by subcarrier frequency spacing. 
Frequency offset estimation methods also can be divided into data-aided ones and 
blind ones. The same training symbol structure and signal model are used as is 
introduced above.
5.2.2.1 Data-aided Methods
Moose’s method (Frequency domain processing)
Moose’s paper [56] has been given a lot of attention since he firstly presented a 
maximum likelihood estimator for the carrier frequency offset using autocorrelation 
of the two identical symbols in the frequency domain after taking FFT.
He assumes that the symbol timing is known, so he just has to find the carrier 
frequency offset. He uses two consecutive and identical symbols each of which is Ns 
point of length. After FFT, he obtains at every subcarrier
where VXD denotes the signal part of the Zth subcarrier at time i, and W/(i) denotes 
additive Gaussian noise.
The ML estimate of e is given by
(5.15)
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Here im g  [] and re  [] are the imaginary and real parts of the complex value 
respectively.
In M oose’s algorithm, since both the ICI and the signal are phase-rotated in the same 
way, it is possible to obtain accurate estimates even when the offset is too large for 
satisfactory demodulation. But it has a limit of the acquisition range for the carrier 
frequency offset, which is ±1/2 the subcarrier spacing.
S c h m id l a n d  C o x ’s  m e th o d  (T im e  d o m a in  p r o c e s s in g )
Schmidl and Cox proposed a frequency offset estimation method exploiting the time 
domain samples [57]. In the Schmidl’s model, if multicarrier symbol rate is much 
higher than the channel fading rate, we have rn+L = rnei2mUN>. Therefore,
r *r  ~ r *r orinsUN, _ I I2 jlneUN, (5.16)
n n+L ~ 'n ri+ “ I «l
After the symbol timing has been found, the frequency offset can be estimated by
M pM )  (5‘17)
M o r e l l i ’s  M e t h o d
Morelli proposed a frequency offset estimator [62] for the case that the training 
symbols composed of more than 2 identical parts, e. g. M  parts. There are L  samples 
in each part. The best linear unbiased estimation criterion is applied.
Let the metric Q (m )  be
^  , 1 * (5.18)
L * M - m L  % l  W w - n r
and get the differential angle
(pirn) = [arg (Q(m)) -  arg (Q(m  -1))]^ (5.19)
where [x] is the value of x  reduced to the interval [~k ,k ) . The best linear estimator is 
given by
2 = 7 ^ 7 7  I> c  (m)<pim) (5*20)
LTV IL  m
where cofm ) are coefficients defined as
f _q ( M - m ) ( M - m + l ) ~ H ( M - H )  (5.21)
H ( 4 H 2 - 6m H + 3 M 2 -1)
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Here H  is a designed parameter [62]. The details of these algorithms can be found in 
[62].
S.2.2.2 B lind Methods
As for blind methods, Van de Beek [64] proposed a joint ML estimation of the timing 
and frequency offsets exploiting the repeat characteristic of the CP. Since the timing 
offset estimation part o f this method has been presented above, here we only 
introduce the frequency offset estimation part. From (5.12), after the symbol timing 
has been found, the estimate of the frequency offset is given by
'ML 2 n
arg
(  4+N-l
E  r„>
\  n=r)
(5.22)
The overall process of van de Beek’s method is shown in Figure 5-4.
Figure 5-4: Block diagram of van de Beek’s method [64]
Barbarossa [66] extends Van de Beek’s method to time-dispersive channel conditions. 
Other methods includes subspace-based ones exploit the low-rank properties of the 
virtual carriers. The average energy falling across the virtual subcarriers at the guard 
band are measured and the carrier frequency is updated until reaching a minimum of 
the measured energy.
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5.3 A Case Study -  W iM ax System
5.3.1 Introduction
The typical timing and frequency synchronization methods presented above are 
mainly developed for the broadcasting/single-user systems, e.g. DVB system. Since 
recently multicarrier systems have been proposed as the air interface for the cellular 
systems, it is interesting to know how these typical timing and frequency 
synchronization methods perform in a cellular environment. In broadcasting/single­
user systems, the functionality required for an initial synchronization includes signal 
detection, frame timing estimation, and frequency offset estimation. Besides these, in 
a cellular system, initial synchronization should also be able to discriminate signals 
from different neighbouring cells. Every cell has a unique number called as cell 
identification number (cell ID), which needs to be known by the mobile subscriber 
station during the initial synchronization phase. Thus, the functionality required for 
the synchronization in a cellular system includes frame timing estimation, frequency 
offset estimation, and cell identification. Once the cell ID is obtained, a receiver can 
receive the broadcasting channel of the cell and the whole cell information can be 
retrieved.
The objective of this section is to study the initial synchronization for a multicarrier- 
based cellular system with inter-cell interference. We investigate the performance of 
the typical timing and frequency synchronization methods in a multi-cell 
environment. Although the performance of these methods are well known in the 
broadcasting channel [56]-[69], there are few published results considering inter-cell 
interference. Also we investigate the cell search method using the preamble symbols. 
Several cell search methods have been proposed for multicarrier cellular systems 
[100]-[102]. In these methods, the channel information is required for the code 
correlation. Thus the channel estimation before cell search is needed, which will 
significantly increase the processing complexity. In this section, some modifications 
on the existing cell search techniques based on frequency domain correlation are 
presented when the channel information is not available. And the overall performance 
of timing and frequency synchronization and cell search are evaluated with inter-cell 
interference.
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A typical OFDMA-based cellular system, WiMax system [6] is taken as an example. 
In WiMax system, a downlink preamble symbol is inserted at the beginning of each 
frame, which is used for initial synchronization. Figure 5-5 [96, figure 233] illustrates 
the subcarrier allocation for the preamble symbol used for 2048 FFT-point system. 
One subcarrier is selected within every three subcarriers to assign a bit of the 
preamble sequence. And other subcarriers are kept zeros. The first bit of the preamble 
sequence can be transmitted on either the 0th subcarrier or the 7 th subcarrier or the 
2th subcarrier. This is decided by the segment identification number (segment ID). 
Three segment IDs are decided by three sectors in one cell.
A cell-specific Pseudo-Noise (PN) code is used for preamble sequence. For 2048 
FFT-point system, the length of the sequence is 568. The code index depends on the 
cell ID and segment ID.
t
Note 1 arrow with index n means that the subcarrier n 
is occupied by the preamble sequence
2 Other subcarriers are set to zeros
3 The number of subcarrier in one preamble symbol is 
2048
One preamble symbol in frequency domain
x
0 3 6 1 6 9 8 1 7 0 1  Subcarrier index
Figure 5-5: Basic structure of the preamble symbol
The transmitted preamble symbol in time domain is given by (5.1). From signal 
processing point of view, if a frequency domain sequence has data in equal spacing, 
and has zeros between data, like the sequence shown in Figure 5-5, after IFFT, the 
time domain sequence will have a repetitive structure [53]. We assume that the time 
domain samples of the preamble sequence are denoted as {s(-Ng), ....s (-l), s(0), ... 
s(Ns- l) } .  Considering the case that there are M  identical parts in the time domain 
samples, we have s(l)=s(l+L ’)= ...= s ( l+ (M - l)*L ’), when 0=< 1<L \ where L ’= N /M . 
The above equation illustrates that the first L  samples are equal to the second L  
samples, and equal to the third L  samples till the Mth L  samples.
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The received signal after passing through the channel can be expressed by (5.2).
5.3.2 Timing and Frequency Synchronization
The property of the WiMax preamble makes the time domain auto-correlation 
algorithms introduced Section 5.2.2.1 applicable. We show the timing metrics of the 
Cox’s, MMSE, MC and Coulson’s methods based on the WiMax specification in 
Figure 5-6. The x axis is number of samples and y axis denotes the output of the 
metrics. And a frequency offset of 0.2 subcarrier spacing is used. It shows that for all 
methods, the timing metrics reach a plateau which has a length equal to the length of 
the CP since there is no ISI within this plateau to distort the signal. We note that in 
multipath channels, the length of the plateau will be the length of the CP minus that 
of the channel maximum delay spread. As we discussed in Chapter 3, due to the 
tolerance of the CP to the timing error, any point within this plateau can be 
considered as the start point of the frame without a loss of performance. The figure 
also shows that in comparison with other methods, MMSE achieves the best 
performance since the steepest peak is observed.
Figure 5-6: Timing metrics of different methods
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Figure 5-7: Timing metrics of different methods with smooth window
To reduce the uncertainty of the estimate of the frame start, a windowing method is 
exploited. Instead of finding the single maximum or minimum point in the metrics, 
we find the start point of a sliding window in which the summation of all samples is 
maximum or minimum. The length of the window is designed as the length of the CP. 
Take Cox’s method as an example. Instead of finding the timing using (5.7), we find 
it using
f j =  arg max j  M r (i) j  (5 .2 3 )
Figure 5-7 shows the results of the modified timing metrics with the sliding window, 
where the plateau is replaced by a single peak. The numerial results of the 
performance of the timing and frequency synchronization with the inter-cell 
interference will be discussed in Section 5.4.
5.3.3 Cell Identification
In the initial timing and frequency synchronization phase, the reference timing and 
frequency of the cell with strongest power are got at the receiver. However, the cell 
ID is still unknown. Ref. [100]-[102] suggest that the received signal after timing and 
frequency compensation can be correlated with all possible preamble sequences in
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frequency domain to get the cell ID. In most multipath fading environments, the 
frequency domain cross-correlation is likely to corrupt in case of frequency selective 
fading. Therefore the channel information is needed for the correlation to equalize the 
frequency selective fading [101]. This will increase the processing complexity at the 
cell search phase. In this section, some modifications of the present frequency 
domain correlation algorithms are made to avoid channel estimation at the cell search 
phase.
Figure 5-8: Block diagram of code identification procedure
The procedure of the cell identification is shown in Figure 5-8. As shown in block (a), 
firstly the frequency offset are compensated based on the its estimate. Then the Ap­
point FFT is applied, as shown in block (b). In frequency domain, the received signal 
is multiplied with the conjugate of the local code sequence as shown in block (c). The 
output of the multiplication is transformed to time domain by IFFT as shown in block 
(d). Afterwards as shown in block (e), the P  points sliding window is used to find 
consecutive P  samples with the maximum energy, where P  is the number of channel 
taps and P < N S. Finally, the maximum energy of these P  samples is compared with a 
threshold to make the decision. We explain the procedure in details as follows.
C om pen sa tion  o f  F requ en cy O ffset
The frequency offset of the received signal will distort the performance of frequency 
domain correlation, thus it must be compensated by the cell identification algorithms 
is applied. It is usually done in time domain by multiplying the received signal with a 
complex frequency U 2^ in ,  ^ wjiere  ^ js the estimate of normalized frequency offset.
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Let us denote the time domain samples of the preamble symbols as rn, n = 0, 1 , ..., N s- 
1 , and compose a vector containing all these samples as r=[r& r?( ... rNs.j] and a 
diagonal matrix F=diag{ e'j2^ //v- , n = 0 , ..., N s-1 ) .  The multiplication of the received 
signal with the complex frequency can be expressed in the matrix form as
r = rF
where r is a vector containing the time domain samples after frequency offset 
compensation, and r = [/ft ry>... 7^ ]. The process in this part corresponds to block (a)
in Figure 5-8.
N s p o in t  F F T
After frequency offset compensation, we get the frequency domain signal by 
applying FFT to the time domain samples r , as is shown in block (b). Compose a
matrix FN N with entries
N^SNS ~
(I 1 ... 1 "I
j  e J 2 x /N ,  . . .  J 2 u (N ,- l ) /N ,
i } 2 i t( N ,- i ) I N ,  j2/r(.N3- l ) ( N ,- l ) I N ,
\ l e e
The N s point FFT of vector r can be expressed as.
R = F ‘ rTA  -*■ N.N, *
where R is a vector containing the frequency domain signal, and R = [7?0, Rlt ... 
F req u en cy  D o m a in  M u ltip lica tio n
As is shown in blocks (c) and (d), the received frequency domain signal is multiplied 
by the conjugate of local preamble sequence, then transformed to time domain 
samples by 1FFT.
In the present cell identification methods [100]-[102], the frequency domain signal is 
equalized with channel state information, correlated with the local sequence, and the 
output is measured. Since we assume that the channel state information is not 
available at block (c), the correlation results will be corrupted by the frequency 
selective fading. Even correlated with the same sequence as the transmitted one, we 
can not get the large value at the correlation output. However, when we multiply the 
received preamble sequence with the conjugate of the same local sequence, the output 
sequence is actually the frequency response of the channel, and IFFT of this output
109
C h a p ter  5  T im ing a n d  F req u en cy  S yn ch ron iza tion  f o r  D o w n lin k  T ran sm ission
sequence is the channel impulse response. This motivates us to measure the energy of 
these time domain samples, which is the output of block (d).
Compose a diagonal matrix C^=diag{c*(o, ckj , .... Ck,Ns-i}, where ck,n is the nth bit of the 
/cth preamble sequence. We express the multiplication of the received signal with 
conjugate of the Mi preamble sequence as
Gk=R TCk
which is the output of block (c) in the figure.
And the time domain samples of sequence G k  can be achieved by applying E F F T ,  
which is expressed as
0 =F G (5.25)
fe k  A N ,N .V r k
where gk=[ go, g i  ,g N s - i]  is the output of block (d) in the figure, and its length is N s.
M o vin g  A ve ra g e  a n d  F indin g the M axim um
We assume that the maximum channel delay is P  samples. If the received sequence is 
multiplied with the same sequence, the output of block (d) gk will be impulse 
response of the channel, and its energy will be within a window with length of P. 
Otherwise the energy will spread in all N s samples. Thus we search the gk with a 
sliding window to get the maximum energy of P consecutive time domain samples, 
and get decision by comparing with the threshold value.
The search process can be expressed as
Lk = argmax(X)gn+Uc), 0 < 1 < N - P - 1  (5.26)
l 11=0
The performance of the cell identification method is evaluated in the next section.
5.4 Simulation Results
5.4.1 Simulation Scenarios
In this section, the overall performance of the presented synchronization methods are 
evaluated under MUI interference with different timing and frequency offsets in 
multipath channels. The modified MMSE timing estimation and Morelli’s method for 
frequency offset estimation are used. We assume three cases as shown in Table 5-1. 
In case A, the interference user is with relative timing offsets Ng/2 or Ns/2 and no
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frequency offset. In case B, the interference user is with normalized frequency offsets
0.1 or 0.5 subcarrier spacing and no timing offset. In case C, both the timing and 
frequency offsets of the interference are considered. The segment ID (parameter 
indicationg the segment index of the preamble) of the target user is 0. And the 
segment ID of the interference is set to 0 or 1. For the fair comparison, the 
interference to noise ratio (INR) is set to a constant value, either 4 dB or -4dB. The 
specification of the WiMax is fully followed and the Bran channel E is used for 
simulations. The Bran channel E is introduced in Section 2.1.5.
Table 5-1 Interfering User Characteristics in Simulations
Case A: Effect of relative delay of 
interfering user
Case B: Effect of relative offset of 
interfering user
Case C: Worst Case
R_t Ng/2 or Ns/2 R_t 0 R_t Ns/2
R_f 0 R_f 0.1 or 0.5 F_s R_f 0.5 F_s
Segment ID Oor 1 Segment 0 or 1 Segment Oor 1
Note: R_t: relative delay between interference and desired user (Ng: guard interval samples; Ns: number of
FFT)
R_f: relative frequency offset between interference and desired user(F_s: subcarrier spacing)
5.4.2 Simulation Results
5.4.2.1 Performance of Algorithms in  Presence o f Interfering Signal
w ith D ifferent Delays
Figure 5-9 gives the legend used in Figure 5-10-Figure 5-12. Figure 5-10-Figure 5-12 
show the timing, frequency and cell identification performance in presence of 
interfering signal with different delays respectively. In the figures, we find that in low 
INR case (-4dB), the performance under the interference with different delays and 
segment IDs are similar. It is because the effect of interference is negligible 
compared with additive noise.
Figure 5-10 shows that in high INR cases (4dB) with small delay interferences, the 
performances are improved. That is because the interference signal has the same 
repetitive structure as the desired one in time domain, which will “help” 
autocorrelation. On the other hand, if the delay extends to half of the preamble 
symbol duration, the performances are degraded comparing with INR=-4dB cases. As 
for the segment IDs, interference from the same segment ID is superior to different
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segment ID. It is because there is frequency offset between different segment ID’s 
signal in time domain, which will degrade the performance of timing estimation.
In Figure 5-11, in high INR cases, it shows that interferences with the same segment 
ID improve the frequency estimation performance while those with different segment 
ID degrade the performance. It is due to the frequency offset between different 
segment IDs.
In Figure 5-12, it shows the large amount of interference degrades the cell 
identification performance, though it brings different effect on the timing and 
frequency estimation. And interference from other segment ID achieves better 
performance than the same segment ID. It is due to the orthogonality characteristic of 
code sequences of different segment IDs in frequency domain.
S.4.2.2 Performance o f Algorithms in  Presence of Interfering Signal
w ith D ifferent Frequency Offsets
Figure 5-13 gives the legend used in Figure 5-14-Figure 5-16. Figure 5-14—Figure 5- 
16 show the timing, frequency and cell identification performance in presence of 
interfering signal with different frequency offsets respectively. In Figure 5-15 in high 
INR case, the performance with same segment ID is better than that with different 
segment ID. That is because frequency algorithm is sensitive to the frequency offset 
between segment IDs we mentioned above. Other performance are comparable to the 
discussion above.
Generally the effect of the inferences with different timing and frequency offsets on 
the timing and frequency estimation may vary. However the way they affect the cell 
identification is the same. The larger amount of interference with larger timing and 
frequency offsets will result greater degradation of the identification method. The 
results shown above can used as a reference of desired the preamble power when 
designing the system.
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Figure 5-10: Effect of timing offset on timing synchronization (samples)
Figure 5-9: Legend
SNR
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Figure 5-11: Effect of Timing Offset on Frequency Synchronization
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Figure 5-12: Effect of timing offset on cell detection
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Figure 5-14: Effect of frequency offset on timing synchronization [samples)
Figure 5-13: Legend
SN R
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S N R
Figure 5-15: Effect of frequency offset on frequency synchronization
SN R
Figure 5-16: Effect of frequency offset on cell detection
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5.5 Summary
In this chapter, the initial synchronization tasks for downlink transmission in a 
multiple cell environment were studied. Several typical timing and frequency 
synchronization algorithms were presented and compared with each other. It shows 
that the MMSE metric for the timing estimation achieves the best performance 
comparing with others. And a time domain smooth window can reduce the plateau of 
all metrics. Modifications on the existing cell search techniques based on frequency 
domain correlation are presented when the channel information is not available. The 
overall performance of the algorithms was evaluated under multiple access 
interference, i.e. the preambles from other segments or cells with difference INRs. It 
gives the reference SNR values of the preambles for designing the system.
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C h a p t e r  6
6 Channel Estimation
6.1 Introduction
As we mentioned before, the radio channel introduces amplitude and phase shifts to 
transmitted signals due to frequency selective and time varying nature of wireless 
channels. To combat these changes, the receiver applies either coherent detection or 
noncoherent detection to recover the transmitted information. Coherent detection uses 
channel estimates to restore the channel distortion. On the other hand, noncoherent 
detection applies differential modulation where information is modulated to 
difference of the two successive symbols.
Channel estimation is another important task for multicarrier systems in mobile radio 
channels. The coherent detection can be applied at the receiver with channel 
information. It is proved that there is 3dB improvement for coherent detection 
comparing with noncherent detection. Furthermore, different level of adaptive 
transmission techniques can be applied if the information of the channel is available 
at the transmitter and the receiver.
Available channel estimation techniques can be categorized as blind ones and data- 
aided ones. The blind ones employ the statistic characteristic of the received signal, 
and do not need any training overhead, e.g. finite-alphabet based ones [78], and 
subspace based ones [79]. In order to get the statistic information of the received
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signal, generally a large amount of observation is required, which is more suitable for 
continuous transmission such as voice service. Also the channel needs to be assumed 
as a stationary random process. Data-aided channel estimations use the knowledge of 
the training symbols. Comparing with blind approaches, the data-aided methods 
provide fastest and accurate estimate and require less computational complexity and 
memory, and are more suitable for data transmission, which is our main focus in this 
chapter.
A number of data-aided channel estimation algorithms have been proposed in 
literature, e.g. [70]-[77]. Data-aided channel estimation in multicarrier systems is 
based on the use of pilot subcarriers in given positions of the frequency-time grid. 
Usually the estimates can be achieved using the least square (LS) criterion [70], the 
minimum mean square error (MMSE) estimation [71] and [72], or low rank 
approximation of MMSE using singular value decomposition [73]. And frequency 
domain interpolation [74], time domain interpolation [75], or both [76] are carried out 
based on different pilot patterns. Interpolation methods include linear interpolation, 
second-order polynomial ones [70], MMSE interpolation, and FFT-based approaches.
In this chapter, we study the channel estimation for downlink multicarrier systems. 
We use the parameters defined within the 1ST MATRICE project, for a broadband 
MC-CDMA communications system, nevertheless the discussed algorithms can be 
applied in OFDMA systems. Different interpolation methods are studied based on 
two-dimensional scattered pilot pattern. And the amount of training overhead for 
different interpolations is also taken into account. Simulation results, carried out over 
a multipath mobile channel, compare the presented channel estimation algorithms, in 
terms of the BER performance for multicarrier systems.
Most channel estimation methods in literature assume perfect synchronization. 
However, practically there will be some residual synchronization errors after the 
timing and frequency synchronization, and channel estimators are always expected to 
work as a fine synchronizer which has some ability to compensate synchronization 
errors [46]. Uncorrected errors cause ICI and degrade the performance significantly. 
We analyze the effect of synchronization errors on the performance of pilot-aided 
channel estimators, and propose low complexity method to compensate residual 
timing and frequency offsets. Simulation results show that our methods improve the
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performance of channel estimators considerably in imperfect synchronization 
conditions.
6.2 Channel Estimation w ith Ideal Synchronization
6.2.1 Pilot Pattern
Typical procedures for identifying the channel based on training utilize full pilot 
symbols transmitted over all subcarriers. In such systems, the channel frequency 
response (CFR) is estimated prior to any data transmission and assumed unchanged 
before the next retraining. Between retraining, these systems experience an increased 
BER due to the outdated channel estimates.
To achieve the better performance, the scattered pilot pattern can also be used, where 
the pilots are transmitted on the selected subcarriers in time and frequency 
dimensions. Figure 6-1 shows rectangular-arranged scattered pilot pattern. In the 
figure, the white positions represent the data subcarriers, while the grey positions 
represent pilot subcarriers. d t and d f denote the spacing between two adjacent pilot 
subcarriers in time dimension and frequency dimension respectively. Using such pilot 
pattern, channel estimation operates in two steps: In the first step, the initial estimates 
of the channel coefficients on pilot subcarriers are obtained by dividing the received 
symbols by the originally transmitted pilot symbols. In a second step, the final 
estimates of the complete channel coefficients of the whole frame are obtained from 
the initial estimates on pilot subcarriers by interpolation or filtering. Since the 
wireless channel is fading both in timing and frequency dimensions, the two- 
dimensional (i.e. time dimension and frequency dimension) filtering or two cascaded 
one-dimensional filter should be applied [76].
Choosing the proper pilot spacing in time and frequency dimensions is very 
important to the filter performance. If pilot spacing is too large, the filtered signal 
will have large error. On the other hand, if the pilot spacing is too small, a huge 
number of pilots will be transmitted which is a waste of the transmitted power. Since 
the filter relies on the channel information at the pilot positions, arrangement of pilot 
on time-frequency grid is comparable with a sampling problem [72], [76].
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As discussed in [72], [76], the grid density of the pilot symbols must satisfy the 
sampling theorem. According to [20], the bandwidth of channel fading in time 
dimension is approximately the maximum Doppler frequency. We denote the 
maximum Doppler frequency as fd , thus fd =  f cvmaJc, where c is the speed of light, vmax 
represent the maximum speed of the mobile subscriber station, and f c is the carrier 
frequency. According to the sampling theorem, the sampling frequency should be 
larger than twice of the signal bandwidth. In time dimension, the sampling frequency 
is denoted by 1/Tdt, where T  is the duration of a OFDM symbol including the cyclic 
prefix, and d t is pilot spacing in time dimension. Therefore, we have2/d < U T d ,, i.e.
d , < \ / 2 f dT . Similarly, we have d f < T J 2rmax in the frequency domain, where df is
pilot spacing in frequency dimension, Ts is the duration of a OFDM symbol without 
the cyclic prefix, and Tmax represents the maximum delay spread of the channel. Thus 
the arrangement of the scattered pilot should satisfy the following condition,
f„Td, <1/2, rm„4 / /r ,<  1/2 (6-D
The detailed discussion of (6.1) can be found in Section 5.5 of Ref. [76].
For the simplicity and robustness of the channel estimator, an adjustment according 
to the worst-case scenario for maximum Doppler frequency fd .and maximum delay 
spread z^ ax is often suggested.
Time ts dt
Figure 6-1: Pilot burst structure
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In this chapter we use the parameters defined in the 1ST MATRICE project. The 
following parameters will be used: f c= 5  GHz, vmax=300 Km/h, (resulting in a 
maximum Doppler shift jfomax=l-38 KHz), the signal bandwidth 57.6 MHz, and the 
number of subcarriers A£=1024. The symbol duration without CP is 17.4 ns. 
Considering that the length of CP is 20% of data symbol duration, we get the symbol 
duration with CP 7=21.3 jlls. Using these parameters and considering the condition in 
equation (6.1), we have T dt < 3 6 2  [is, or d t<  17 OFDM symbols. Also, for the worst- 
case scenario of the BRAN-E outdoor radio channel with maximum delay spread of 
1760 ns [23], the frequency distance is calculated as d /T s <284 KHz, or df <5 
subcarriers.
6.2.2 Signal Model
The downlink signal model is given by (3.1), i.e.
^(7) = «/H;(7)r(f;0,/)^(T7;0,/)+7/(7)+W;(7)
Firstly let us consider the channel estimation without the timing and frequency offset, 
i.e.£ = 0 , 7/ = 0.
According to (3.2)-(3.4), when e  = 0 , we have r(£;0,/)=l. It means when there is no 
frequency offset, the phase rotation and amplitude attenuation factor T(£;0,/) by the 
frequency offset will be 1. According to (3.5), when t/ = 0 , we have £ (q ;0,l) =1, 
which means when there is no timing offset, the phase rotation factor £ (q ;0,l) by the 
timing offset will be 1. According to (3.10) and (3.6)~(3.8), when s  = 0 , q  = 0 ,  we 
have 7, (0=0, which means when there is no frequency and timing offsets, there will 
not be the interference J, (0 . Therefore (3.1) reduces to
R,(i) =  a,H ,(i)+W ,(i) (6'2> 
The traditional data-aided channel estimation algorithms consist of two steps. First, 
estimates of the channel coefficients over the pilot subcarriers are achieved.The the 
channel coefficients of data subcarriers can be interpolated according to adjacent pilot 
subcarriers. The interpolation can be applied by means of MMSE interpolation [62], 
FFT-based time domain interpolation [77], or second order polynomial 
interpolation[70].
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6.2.3 LS Estimation of Channel Coefficients over Pilot Subcarriers
The initial estimate of the channel coefficient h [  over the pilot subcarriers could be
obtained using LS approach [97]. In conventional LS approach, the pilot estimation is 
simply obtained by dividing the received signal over pilot tones with the known 
transmitted pilot symbols. In a matrix form this can be written as:
IV = B 1Rp
where B = diag{[60,bx,...bN A]}e  x N p is a diagonal matrix of the transmitted pilot symbols
included in one OFDM symbol, and R p J ,  pn -  df n + d 0, n=0, ..., Np-1 is the
received vector in frequency domain over pilot tones. Here Np denotes number of pilots 
in one multicarrier symbol.
6.2.4 Interpolation Methods
6.2.4.1 MMSE Interpolation
It was mentioned in Chapter 2 that the mobile multipath channel are correlated in 
both time and frequency domain. Following (2.4), the discrete form of this correlation 
can be presented as:
C„ (n,nf ) = E  (h,W/ (i+ n, )//,*(<)) = P 2C, (n, )C ,(n f ) (6'4>
where, p 2 is the total average power of the channel impulse response, which is
defined as:
p 2= 2 > :  (6-5)
p
C, [n,) andc7(n7) are the time and frequency domain correlation functions respectively, 
which can be written as:
C,(n,) = Ja(2xnl1fd)
p-i ft (6'6)
p 2p is the normalized power in the p \h  path of the propagation channel and70(x)is the 
zero order Bessel function of the first kind. nf and n, denote the number of sub carriers 
and OFDM symbols distance, respectively.
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(6.4) is called as the separation property of wireless channels, and its detailed 
derivation can be found in [97]. We discuss it briefly as follows.
The channel coefficient H, (j) is given in (3.9), which is
(6.7)
Substitue (6.7) into (6.4), we have
CH(nt nf ) = E i + nt)e
= E hp(i + nt)e~jr j2lt(q,+nf )qp IN , j f
(6.8)
= Z Z E(hp(i+n ,)/z*.(ij)e
P=0 p-0 \-----------„-----------!
K + i E ( h p(i+n,)hl(i))e
p= 0
= 'Z E (h p(i + n,)tip(i))e  -
p=Q
-)2nnsr}p / iV,
We note that kp(0 is the pth path channel complex amplitude, which is considered as 
a wide sense stationary uncorrelated scattering (WSSUS) complex Gaussian process. 
It has the character that E(hp(/)/£. (O) = 0, p *  p ' .
It is assumed in [97] that hp(i) has the same normalized correlation function Ct(nt) for 
all p . Hence Ct(nt ) is defined as (i.e. Equation (2) in [97])
i.e. (6.4). From Jakes’ model [20], C,(nt) is given by C,(nt) = J0 (27tntTfd).
Equation (6.4) shows that the correlation function can be decomposed as a product of 
a time-domain correlation c, (n,) and frequency domain correlation c } (n{). Notice that
c, (n() depends on the terminal speed, or equivalently Doppler frequency, while Cf (nf )
depends on the multi-path delay profile. This property makes it possible to implement 
a low complex channel estimator structure, as described later.
A general MMSE interpolation approach uses the estimated channel coefficients at 
the position of pilot symbols to obtain the channel response over frequency and time. 
Interpolation algorithm can be implemented as a two-dimensional (2D) frequency­
time domain Wiener filter, or two cascaded, one-dimensional (2* ID) filters; which is
C, cn,)U E(hp(i + n,)h*p(i)) = pfC ,(n ,) 
Using (6.9), (6.8) can be rewritten as
(6.9)
(6.10)
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a frequency domain followed by a time domain interpolator. Since the 2D approach is 
computationally excessive, 2*ID algorithm is more practical, and provides a good 
trade-off between performance and complexity.
In a one dimensional frequency domain MMSE approach, the channel estimation can 
be presented as:
where Clrfl„ denotes the cross-covariance matrix between the channel coefficients at
data subcarrier positions (i.e. the sub carriers that their channel coefficients should be 
estimated) and pilot tones. is the auto-covariance matrix of channel at pilot
positions. is the noise variance.
After estimating the channel at the position of some consequent pilot inserted 
multicarrier symbols, a similar time domain interpolation is applied to estimate the 
time varying channel coefficients over different subcarriers.
Inspection of equation (6.11) reveals that application of this algorithm requires the 
channel power delay profile (PDP) and the Doppler frequency to be known. However 
this information is usually unavailable at the receiver side. One approach is to use an 
appropriate pre-set PDP. We assume that the PDP is exponentially reduced very 
sample, thus p 2 is given by
where rmw is maximum delay spread. In (6.12), the total number of paths is Tnm, and 
path spacing is 1.
Substitute (6.12) into (6.6), we have the following frequency domain correlation 
function [98]
(6.13) shows that the amount of frequency domain correlation of the exponential 
channel is only related to the channel maximum delay profile and frequency spacing 
of the two correlated channel coefficients.
(6.11)
P p P  P■> P
(6.12)
C f (nf ) = t e - pe-jZm'plN’
p=0 (6.13)
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6.2.4.2 FFT-based Time Domain Interpolation
Assuming the channel impulse response (CIR) is integer-sample spaced, it is easy to 
show that the number of taps of CIR is always less than Np. Firstly the estimate of the 
CIR can be achieved by applying Np- point IFFT of pilot estimates
m  = + Z r t .,®  • .° S * S AT, -1
N „ i=o
(6.14)
Compose a vector Hp with entries [ H eqp(0 ),H eqp(1), ... H eqp(N p -1) ]T, and a matrix
FN Np with entries
f l 
1 e
-n dn d
1 e e
1 ^
ej2x(Np-l)INp
j2K(Np-i){Np-l)/Np
(6.14) can expressed in matrix form as
h = F H p
where h is the estimate of the CIR with entries [h (0) ,h ( l ) , ..., h(Np -1 )]  . When we
get the estimate of CIR, the channel frequency response over all subcarriers can be 
achieved by apply FFT to the CIR estimates.a
Padding N -N p zero samples in sequence {&(£)}, the estimates of channel coefficients 
over all subcarriers can be achieved by applying Ns-point FFT
Heq (0 *£&(*)• e i2Kik'N‘,0 < i < Ns - 1 (6.15)
4=0
Compose a vector hN with entries [h, 0, ...,0]T and with length of N s, and a matrix 
Fn n< with entries
F,N«NS
1
J2ir/Ns
j  ej2n(N,-\)IN,
(6.15) can expressed in matrix form as
1 >
e j2/c(N3-l)IN,
R -  FNNhN
where H is the estimate of the channel frequency response over all subcarriers with 
entries [ffe<?(0),ffe9(l), . . . ,H eq(N s - 1)]
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To achieve the better performance, some time domain processing are always applied 
for this kind of channel estimators such as windowing or selecting the most 
significant taps, which is not focused in our discussion.
6.2.4.3 Polynomial Interpolation
The linear interpolation method has been studied in [99] which are easy to implement.
Theoretically, using higher-order polynomial interpolation will fit the channel 
response better than the linear interpolation [70]. However, the computational 
complexity grows as the order is increased. Hsieh [70] suggests using the second- 
order polynomial interpolation for its acceptable computational complexity. Our 
second-order polynomial interpolation is based on the results in [18] and [70].
Figure 6-2 illustrates the linear interpolation and second-order polynomial 
interpolation in the frequency domain.
Figure 6-2: Linear interpolation and second-order polynomial interpolation
In the figure, U, l2 and I3 are the pilot positions where the estimates of the channel 
coefficients are achieved by Section 6.2.3 method. In the linear interpolation, we 
assume that any channel coefficient between position /; and l2 is on the straight line 
decided by H p(lx) and H p(l2) , and any channel coefficient between position l 2 and I3 is
on the straight line decided by H p(l2) and H p(lQ . In the second-order polynomial 
interpolation, we assume that any channel coefficient between U and I3 is on the curve 
of the second-order polynomial decided by H p(lx) , H p(l2) and H p (l3) .
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The second-order polynomial interpolation function is given by,
H ^ g f + g j  +  go ; (616)
The corresponding weighting vector is given by G = [g 2,g i,go]T- In order to get H{, we 
need to know the weighting factor g 2,g i and go, i.e. the following equations regarding 
to g 2,g i and go need to be solved.
H  p(l\) — g 2h + 8J1+80
H p(k )  ~ 82l l  + 8\l2 + g0
H  p (Z3) = g 2l3 + g j 2 + 80 
where H p(/,) ,H p(l2) ,H p(l3) , l2 and I3 are known.
We construct the following matrix regarding to h ,  l2 and I3 as follows
J? l 
If l2 1
H2 b 1
and construct a vector for channel estimates at the pilot subcarriers
H, = [» ,« )  Hrd
then the coefficients vector of interpolation function are given by,
(6.17)
(6.18)
(6.19)
(6.20)g = l xh p
(6.21) is the solution of equations (6.17). With (6.21) and (6.17), we can get channel 
estimates at any subcarrier position between h  and I3. Following the same procedure, 
the channel estimates for all subcarriers can be achieved.
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6.3 Channel Estimation w ith Synchronization Errors
6.3.1 Senitivity to Synchronization Errors
Figure 6-3: Effect of timing offset on the performance of channel estimators (Dt denotes the
timing offset in samples)
Figure 6-4: Effect of frequency offset on performance of channel estimators (De denotes the
normalized frequency offset)
130
C h a p te r  6  C han n el E stim a tio n
The discussion o f the channel estimation above assumes the perfect timing and 
frequency synchronization. Now  w e consider the algorithms’ perfomance in the 
imperfect synchronization case.
Effects o f synchronization errors on the channel estimation are evaluated in 
simulation. Figure 6-3 shows the BER performance o f the channel estimation 
algorithms with timing offset o f rj (D t in the figure) samples, r) < -1 denotes that the 
offset is to the left, which means the timing offset is within the guard interval. It is 
observed that MMSE interpolation is very sensitive to the leftward offset (i.e. the 
estimate o f the symbol timing at the receiver is ahead o f the real symbol timing), 
while FFT-based interpolation has some ability to compensate it. On the other hand, 
FFT-based interpolation is more sensitive to the rightward offset. That is because the 
linear phase modulated in frequency domain corresponds to a position shift o f the 
CIR in time domain. For MMSE interpolation, it brings additional channel model 
mismatch. For FFT-based time domain interpolation, there are two different cases. If 
q < -1, the position o f the CIR w ill rotate to the right by 77 samples. If the absolute 
value o f 7/ is smaller than the difference between Np and the number o f taps o f the 
CIR, this rotation will be completely identified by (6.14) and recovered in frequency 
domain by (6.15). However if  77 > 1, the position o f the CIR w ill rotate to the left by
77 samples. Then the first several taps will rotate to the right end o f the {h m  
sequence. After padding zeros, the estimated CIR will be completely mismatched, 
which cannot be recovered. Figure 6-4 demonstrates the performance o f channel 
estimators with frequency offset o f e (Df. in the figure) Both MMSE interpolation and 
FFT-based interpolation are very sensitive to the frequency offset, because the 
frequency offset introduces the additive interference term and greatly degrades the 
accuracy o f pilot channel estimates, which cannot be compensated in the 
interpolation phase.
6.3.2 Synchronization Error Compensation Method
We assume the timing offset rj is within the length difference o f the cyclic prefix and 
maximum delay o f the channel, and then its effect is equal to a circular shift o f FFT 
window by 77 point at the receiver and output o f OFDM demodulation is obtained in 
(3.1), which is repeated here
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R, (/) = a,H, (One;0, Of (ft 0 ,l)+ J ,(i)+ W , (0  <6-22?
In (6.22), ^(77; 0,/) is the only term related to the timing offset 77. According to (3.5), 
£(Tj;0, l ) ~ e ~j27rqi7?/Ns. The equation indicates that the timing offset 77 results in a linear 
phase rotation of the signal part. And effects of the frequency offset include two 
parts: one is the attenuation to useful symbols shown in r ( e \0, l ) ,  another is additive 
ICI shown in Jffi). We note that both residual timing and frequency errors affect the
performance of detection. And the method to compensate these effects will be 
discussed as follows.
6.3.2.1 Compensation o f Tim ing Offset
The timing estimation methods discussed in the last chaper exploit auto-correlation of 
training samples in time domain, which are not effective when the offset is within the 
difference between the guard interval and the channel impulse response. Channel 
estimation methods are sensitive to this kind of offset because it causes the additional 
model mismatch in interpolation. Therefore, the residual timing offset needs to be 
identified and compensated before interpolation. If (6.1) is satisfied, the frequency 
spacing of pilots will be smaller than the coherence bandwidth of channel [76], and 
there is
H  ~ H  (6.23)n i n i+i
And {Heqp(i)} can be considered as a sequence with a single frequency and the phase 
error can be estimated by
7
6X - 2 k U N s = a r g
1 -. *
 Y  H,H
(N - l)N f gu M
(6 .2 4 )
And channel estimates over pilot subcarriers can be compensated by multiplying the 
single frequency
H ,= H ,e -A l (6'25)
After the compensation, the channel model mismatch is considerably reduced, and 
compensated pilot channel estimates can be exploited in the interpolation algorithms. 
After the interpolation, the phase rotation is restored by
f t  — f r  ejeTi (6.26)
rL eq,l
T he w hole  p rocedure  is dep icted  in  F igu re  6-5.
132
C h a p ter  6  C hannel E stim a tion
The performance of the above residual timing offset compensation method will be 
evaluated in Section 6.4.
OFDM deframing 
(extraction of pilots
OFDM demod. & 
CP removal
received signal
Point A
Residual Syn Error P ° int B 
Compensation Block
Channel Estimation
Figure 6-5: Timing and frequency offset compensation methods
6.3.2.2 Compensation o f Frequency Offset
The major effect of the residual frequency offset is the additive ICI, which is difficult 
to compensate at the channel estimation phase in the frequency domain. Thus we will 
estimate the residual frequency offset in frequency domain while compensate it in 
time domain as shown in Figure 6-5.
In multicarrier systems, in order to avoid aliasing and ease the transmit filtering, 
subcarriers are generally not full-loaded and the guard band is used at the edge of the 
signal band. In this case, certain number of subcarriers at the both end of the signal 
band will be reserved, e.g. in a system with N s subcarriers, subcarriers {0 ,l , . . .N gb/2 - l}  
and { N s-N gb /2 ,...N s- l } will always transmit nothing, where Ngb is the number of the 
subcarriers used for guard band We call these subcarriers as null subcarriers or virtual 
subcarriers [65], [66].
The received signal model with the residual timing and frequency offsets at the FFT 
output (point B in Figure 6-5), i.e. (6.22), is represented here
R, (7) = a, H, (i)r(e; 0, l)£(q; 0 J ) + J, (7) + W, (7)
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In (6.22), when 0 < I < Ngb -1 or Ns -  Ngb < I < Ns -1 , Ri is the received signal on the null
subcarrier. Considering a i= 0 , i.e. no power is transmitted on subcarrier I, (6.22) is 
rewritten as
R,(i) = Jl (i)+W ,(i) (6-27>
We note that the received signal R,(i) is completely decided by inter-carrier 
interference from other subcarriers containing data Jt (i) and additive noise W Ji) . 
Jj (0 is caused by the residual frequency offset. If there is no residual frequency 
offset, we have R, (i) =  Wt (i) , and the energy on the null subcarriers will reduce to the
noise level. This motivates us to estimate the residual frequency offset by measuring 
the energy on the null subcarriers.
Compose the vector Su with entities [Ro, R i, ... RNsb,2- i , RNi-Nsbn . •••> ^V-i ]*
contains all the received signals on the null subcarriers. The total energy in the guard 
band (measured at the point B in Figure 6-5) is given by
'F = SuSl' (6'28)
where (.) denotes complex conjugate transpose.
Since the frequency offset considered in this chapter is the residual frequency offset 
after coarse synchronization, it should be a very small fraction of the subcarrier 
spacing. Denoting the maximum possible value of the residual frequency offset as 
e l_x, the real frequency offset s  is within the range between 0 and e t_x. We compose
a vector E  with entries [ £ 0, £x, £2, . . . £ f_x\, where £{ ~ i - £ s , and £s is a small step. 
We try every entry of E  to compensate the received signal at the point A in Figure 6- 
5 by multiplying e j2n£i'llN, and calculate the related signal energy in the guard band at 
the point B in Figure 6-5 using (5.29). The optimal compensation factor of the 
residual frequency offset is achieved when the energy in the guard band T gets the 
minimum value. The mathematical expression of this process is written as
£ = minvP(£f) (6.29)
£ j e E
We note that the step £s should smaller that the maximum residual frequency offset 
that channel estimate algorithms can tolerate. And since £}_x is very small in our 
case, only a few trials are needed. Otherwise if £}_x is very large, a lot of trials will be
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necessary to get£5, which will occupy too much processing time and memory. Thus 
the method introduced here is not suitable for the coarse frequency offset estimation.
The performance of the synchronization error compensated channel estimator is 
evaluated in simulation in the following section.
6.4 Simulation Results
6.4.1 Simulation Parametres
In this section the performance of the channel estimation algorithms are evaluated for 
the downlink of MC-CDMA systems. The system parameters are presented in Table 
6-1 according to the definition in the MATRICE project. We generate MC-CDMA 
signals using 1024 point IFFT and spreading sequences of length 32. QPSK 
constellation is chosen for all users and no channel coding considered. The length of 
the cyclic prefix is 216 samples. The system bandwidth is 57.6MHz, and sample 
time Ts is 17.36ns. The Bran Channel E is used which is introduced in Chapter 2. We
only consider the case of one active user. Because in downlink transmission all users 
are synchronous and pilot symbols are allocated in the unique time-frequency grid, 
there is no inter-user interference in channel estimation phase. Simulations for 
multiuser case can get the similar result which is not demonstrated here.
6.4.2 Performance of CE without Synchronization Errors
Firstly let us compare the performance o f the channel estimation with different 
interpolation methods. Figure 6-6 illustrates the waveform of the ideal channel and 
MMSE channel estimation in 30 symbols. The speed of the mobile terminal is 
60km/h, and SNR=10dB. To clearly show the performance of different interpolation 
methods, we get the cross section along the frequency axis, and the curves are shown 
in Figure 6-7 -  Figure 6-9. In these figures, dashed lines denote the ideal channel, and 
solid lines denote the estimated channel. The upper figure shows the channel 
estimation over the whole bandwidth. To make it clearer, estimation from subcarrier 
0 to 50 is plotted below. It shows that polynomial and MMSE interpolations are 
slightly better than FFT interpolation, which is confirmed in Figure 6-10. Figure 6-10 
shows the MSE performance of different interpolation methods against SNR. It
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shows that MMSE are superior to all other methods, and FFT achieves worst 
performance. The reason of FFT performing poor is that in our case, the channel taps 
are by far less than the size for FFT, which bring a lot of out-band noise. To improve 
it, we can reduce the FFT size according to the size of channel taps. Considering the 
tradeoff of performance and complexity, the polynomial interpolation is a good 
approach for the downlink channel estimation.
Table 6-1 Parameters of the simulated MC-CDMA system
RF bandwidth 57.6 MHz
No. of users Single user, downlink
Carrier frequency 5 GHz
Spreading factor 32 (Walsh-Hadamard code)
Equalization scheme Equal Gain Combining
FFT size 1024
Available subcarriers 736
Length of cyclic prefix 216 samples
Channel BRAN Channel E
Maximum delay 1700ns (100 samples)
Speed 60 Km/h
Modulation QPSK
Figure 6-11 studies the interpolation methods regarding the pilot spacing. The BER 
and MSE performance are shown in the figure. And frequency spacing of pilots are 
chosen twice and four times of the normal spacing respectively. When increasing the 
frequency space twice as the normal spacing, the BER performance is not 
significantly changed for all methods. If we keep on increase the spacing of pilots, 
the BER performance degrades, which is obviously seen in four times of the normal 
spacing case. The polynomial method is most sensitive to the pilot spacing, while 
FFT interpolation the least. Because with increase of the pilot spacing, the FFT 
possessing size reduces, this contributes some performance improvement. And Figure 
6-12 gives the BER performance o f different interpolation methods with speeds of 60 
km/h and 300 km/h.
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(a)
(b)
Figure 6-6: The channel response, 60Km/h and SNR=10dB: (a) Ideal channel (b) Estimated
channel with MMSE interpolation
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Subcarrier index
Subcarrier index
Figure 6-7: Channel estimation with polynomial interpolation
3 j------------ i------------ r~——..........r
 Ideal CFR
 FFT interpolation
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Subcarrier index
Figure 6-8: Channel estimation with FFT interpolation
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Subcarrier index
Subcarrier index
Figure 6-9: MSE performance of channel estimation with MMSE interpolation
SNR (dB)
Figure 6-10: MSE performance of channel estimation with different interpolation methods
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Figure 6-11: Performance of channel estimation regarding the pilot spacing: (a) BER  
performance with pilot spacing of 8 (b) MSE performance with pilot spacing of 8 (c) BER  
performance with pilot spacing of 16 (d) M SE performance with pilot spacing of 16
Figure 6-12: BER performance of channel estimation with different interpolation methods
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6.4.3 Performance of CE with Synchronization Errors
The performances of data-aided channel estimators are evaluated with the time and 
frequency synchronization errors. Figure 6-3 and Figure 6-4 show the performance of 
the channel estimators without compensating the synchronization errors, which have 
been discussed above. Figure 6-13 demonstrates the performance of the compensated 
channel estimators with the constant timing offset q . q  is set to -4 0  and 5 
respectively for MMSE interpolation and FFT-based interpolation. It shows that the 
proposed method considerably compensates the effect of the timing offset, and the 
BER curves are very close to that with ideal time synchronization. There is some 
performance loss for the FFT-based algorithm, because the timing offset to the right 
induces the inter-symbol interference, which cannot be corrected by frequency 
domain approach. Considering the tolerance of the guard interval, the rightward 
offset unlikely occurs in actual case. Figure 6-14 shows the performance of the 
compensated method with the constant frequency offset e .  It achieves satisfactory 
performance for all channel estimators. Finally, an overall performance of our 
method with time and frequency synchronization error is illustrated in Figure 6-15, 
and compared with that of ideal synchronization.
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Figure 6-13: Performance of timing offset compensation method for channel estimation
Figure 6-14: Performance of frequency offset compensation method for channel estimation
Figure 6-15: Overall performance o f the synchronization errors compensated channel estimation
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6.5 Summary
In this chapter, the channel estimation approaches based on MMSE interpolation, 
FFT interpolation and second order polynomial interpolation, for a broadband MC- 
CDMA system, were investigated. The effects of the residual timing and frequency 
offset are considered on the different data-aided channel estimators. Low complexity 
methods for compensation synchronization errors are proposed without applying any 
additional training. Simulations show that it considerably improves the performance 
of channel estimators in imperfect synchronization conditions.
The robustness of the system to the pilot distance was also studied through the 
simulation results. This information is crucial for a high bit rate system to provide an 
acceptable balance between the pilot redundancy and BER performance.
The uplink case, where users are quasi-synchronous or asynchronous between each 
other, is of interests for the further research.
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C h a p t e r  7
7 Conclusions and Future Work
7.1 Conclusions
In this thesis the timing and frequency synchronization, and channel estimation for 
the multicarrier mobile systems have been discussed. Two typical multicarrier 
systems, OFDMA and MC-CDMA were considered.
Synchronization problem is one of the major research areas in multicarrier systems 
due to the fact that multicarrier systems are very sensitive to the synchronization 
errors, especially to frequency synchronization errors. Because the frequency offset 
between carrier oscillators at the transmitter and the receiver can distort the 
orthogonality among subcarriers, and result in a significant degradation of the system 
performance. Most of existing research on the synchronization of multicarrier 
systems focus on the conventional single-user/downlink OFDM system. In 
comparison to it, the synchronization design of the uplink systems supporting 
multiple users has to cope with independent frequency and timing offsets for each 
individual user, which results in new difficulties. User separation is required before 
estimation, and conventional frequency offset adjustment structures are unsuitable, as 
they will result in misalignment of the other users’ subcarrier positions by solving 
one user’s problem. We investigated the synchronization problems of multicarrier 
systems in both uplink and downlink transmissions and emphasized the uplink case.
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The analytical models of the multicarrier systems with synchronization errors in both 
downlink and uplink transmissions were presented. The accurate results considering 
the effect of the CP were given. And the sensitivities of synchronization errors to the 
different subcarrier assignment schemes of OFDMA systems were compared. The 
results show that:
1, both OFDMA and MC-CDMA systems are very sensitive to the timing and 
frequency offsets in either downlink or uplink transmission;
2, the BER performance of the target user is not only distorted by the synchronization 
errors itself, but also by the synchronization errors of the interference users. 
Therefore, all active users need to be aligned within the same reference time and 
frequency. It brings the additional challenge to the synchronization for multicarrier 
systems in the uplink. The novel synchronization algorithm therefore needs to be 
considered;
3, for the OFDMA system, IS scheme is more sensitive than SBS scheme to the 
interference caused by synchronization errors of the interfering users, while SBS 
scheme is more sensitive than IS scheme to the interference caused by 
synchronization errors o f the target user itself;
4, increasing the length of the CP will reduce the sensitivity of the system to the 
timing offset, however it is at the price of reducing the spectrum efficiency.
To meet the requirement, the synchronization procedure in the uplink was presented, 
where the timing and frequency offsets are estimated at the base station, while the 
adjustment of these parameters are done at the subscriber station. Based on that, a 
data-aided timing and frequency offset estimation scheme was proposed using the 
best linear estimation principle. In contrast to other schemes, the proposed one is 
suitable for both SBS and IS schmes in OFDMA systems, and can used in single user 
and multiple user cases. Mathematical analysis and simulations show that
1, the timing and frequency offsets result in the linear phase rotation modulated to the 
demodulated signals in the frequency and time dimensions respectively, which 
motivates us to estimate them by identifying these frequencies. However the linear 
frequency caused by the timing offset is distorted by ICI. Therefore, we estimate the 
frequency offset before the timing offset. After that, an ICI compensation method is
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carried out using the estimated frequency offset. The timing offset is estimated based 
on the compensated received symbols.
2, ICI compensation method was proposed based on the assumption that the total 
energy of sampling at the correctly positioned subcarriers can be approximated by the 
ones with frequency offset if the offset is within a given limit. ICI can not be 
compensated completely using the method, but the compensation is satisfactory for 
the timing offset estimation of our proposed scheme. After ICI compensation, SIR for 
IS scheme is around 300 dB, which means the residual interference becomes 
negligible. And SIR for SBS scheme is above 25 dB when the normalized frequency 
offset is up to 0.2. The ICI compensation scheme performs worse for SBS than for IS, 
because the assumption is not hold well in the former case. In another word, a larger 
amount of signal energy gets out of the sampling positions. Comparing with the 
others, the proposed ICI compensation achieves the same performance with low 
processing complexity.
3, the analysis and simulation results show that our methods work well in uplink 
multipath channels even when ICI or MUI presents. With our algorithm, the 
multicarrier system in uplink performs very well, and degradation compared with 
ideal synchronous systems is negligible.
The downlink synchronization problems, including the timing and frequency 
synchronization and cell identification algorithms, were studied in the scenario of 
WiMax system. The typical data-aided timing and frequency algorithms were 
presented, and their performance were compared with each other. In order to reduce 
the large variance of the timing estimation methods, a time domain smooth window 
was added. It shows that the MMSE method achieves the best performance for the 
timing estimation, and with the smooth window all metrics observe a single peak. 
The overall performance of the initial synchronization was evaluated under multiple 
access interference, which gives the reference preamble power for designing the 
system.
Finally, the channel estimation methods for multicarrier systems were studied. The 
methods based on polynomial interpolation, MMSE interpolation and FFT-based 
interpolation were presented and compared with each other in the scenario of the 
downlink MC-CDMA system. MMSE interpolation method performs the best with
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overloaded number of pilots, while FFT-based interpolation performs well with less 
number of pilots. Considering the tradeoff between the processing complexity and the 
performance, polynomial interpolation is a good choice. Also the effect of the 
residual timing and frequency offsets on these interpolation methods was studied. It 
shows that the residual synchronization errors greatly affect the performance of the 
interpolation algorithms. The modified interpolation method with synchronization 
error compensation was proposed. Simulations indicate the efficiency of our 
proposed method.
With the above study, we went through the every part of synchronization in 
multicarrier systems, and provided the useful information on multicarrier system 
design. Our algorithms are suitable for different multiple access methods of 
multicarrier transmission, either OFDMA or MC-CDMA.
7.2 Future W ork
The objective of this research is to provide the solutions for signal processing at the 
inner receiver of multicarrier systems which provides high data rate in high mobility 
environment. To achieve this goal, further research on a number of issues are needed 
to extend this work, which are listed as follows:
Synchronization Problems fo r  M IM O -M ultica rrie r systems
In order to achieve the full capacity of the mobile radio channel, the multiple input 
multiple output (MIMO) systems have been proposed [84]-[8 8] and raise a lot of 
interests in recent years. The combination of MIMO and multicarrier transmission is 
promising due to the fact that since the multicarrier system experiences flat fading at 
each subcarrier, the MIMO channel can be easily expressed as a matrix. Therefore 
simple linear space time coding scheme can be applied. New problems arise when 
combining MIMO with multicarrier systems:
1, the sensitivity of MIMO systems to synchronization errors needs further 
investigation. The accurate model of the interference brought by different antennas 
need to be studied.
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2, the timing and frequency synchronization requirements for MIMO systems need to 
be studied. And the validity o f our proposed timing and frequency synchronization 
methods for MIMO systems needs to be investigated.
H igh  M o b ility  C a se
Beyond 3G systems aim to support high mobility transmission up to 300 km/h. In the 
high mobility case, some problems need to be highlighted:
1, in this thesis, we assume the channel is constant during one OFDM symbol. In the 
high mobility case, this assumption is at risk since the higher Doppler spread makes 
the coherence time comparable with the symbol duration. The time varying of the 
channel in one OFDM symbol will distort the orthogonality between subcarriers. This 
kind of interference need further investigation.
2, In Chapter 4, a closed-loop synchronization procedure was presented, where the 
timing and frequency offsets were estimated at the BS, while adjusted at the SS. In 
high mobility case, since the position of the SS is changed rapidly, the feedback 
information of the synchronization parameters may outdate.
C hannel E stim a tio n
In this thesis, the data-aided channel estimation algorithms for downlink transmission 
were studied. We note that the uplink channel estimation is a more challenging topic 
since the all users pass independent channels. To get the channel information, K  (the 
number of active users) times of training data are needed comparing with the 
downlink transmission. In order to achieve the spectrum efficient transmission, the 
semi-blind or blind channel estimation methods with low complexity and fast 
acquisition need to be investigated. Meanwhile the channel estimation for MIMO 
systems is part of this topic.
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Appendix
Appendix A: Derivation of Equation (4.40)
After sampling, the discrete model of the received signal is written as
r(n) =  Y i Si (n-7}k)ei2*e“'w - +w(n) (A .l)
Consider one new user is entering the network, and other users are synchronized, 
(A .l) becomes
r(n) =  S (n -r j)e pm,IN‘ +J]) (A.2)
k=l
Denote S(n-rj)ej2™'IN’ by M o(n). The perfect ICI cancellation is given by
n n )  = M 0(n)e-j2™ilN’ + Y S k(n -r jk) + w(n). (A.3)
jt=i
After OFDM demodulation, the received signal is given by
R, (0 = 1 / r(n )e-i2*q'n,N°
n=0
= 1 / Ns ft'f-M0 (n)e-J2mW- +  £  S* (»-%)+«<")
n=0 
Nm~ 1
*= 1
Ns (A.4)
= l / N s Y  M 0(n)e~j2*(q,+e)nlNs +W}(i)
n=o
Since the main energy of the received signal is within the signal bandwidth, let us 
assume
M 0(n) = '^ R ,(i)eJ2’^ m- (A.5)
1=0
Substitute (A.5) into (A.4), we get [i.e. (4.40)]
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Rt(i) = 1 /N , ^ ( Y i Ri'(i)eJ2**pH,rtl \ ~ jl7t{qi+£)nlNs +Wl (i)
n=0 \/'=0 )
= l//V ,g^.(og  e~J2+q‘-qr+£)nlNs (A.6)
/'=0 »=0
L—1
= Z X (0C ($ ,-$ ,.+£)
/■=o
where
1 rt-i
C(x) = —  Ye-* 2™ '"’
Ns h  (A.7)
= € > (x )^ (/v‘“1)/w*
From (A.2), (A.6) and (4.19),
£,(0 = -* •  + £)«(?,• - f t  -£ )
/"=0 /’=0
= h i(Oa ’*’(a v .oS ® , (4 -«<■+£)+
,,=°    (A.8)Signal
H r (i)ar ' ¥ ( e ,q ,v J z ® ( q , . - q r + e m q r - f t  -£ )
r=o /'=oiv/
Residual interference
where x¥ (eyr\,l) are defined as
T ( f , 77, J) =  e j2m:UN* e - V w / N s  ( A . 9 )
From (A.8), the SIR of the received signal at the /th subcarrier after ICI compensation 
can be obtained as
/vo
L-l
r=o/v/
L-l
Z 0 (^ /' +*>&(£/' “ 9/ -^)/'=0
(A. 10)
And the average SIR is SiT? = ^  SW, / L.
1=0
Appendix B: Bias o f the Tim ing Offset Estimator
In order to derive our timing offset estimator, channel coefficients at adjacent 
subcarriers in frequency dimension are assumed constant. However, the average 
phase difference of them in highly dispersive channels will introduce bias.
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Assuming the channel gains of different delay taps in (4.10) are independent, the 
average phase difference of HI and Hl+1 is given by
A = £(arg (HM (/)) -  arg (H , (j))) = E (arg{H,„ ®H', ©))
E
= E
arg 2>„(i) ■ ! » >
P P
argf £ fy , ( 0 |2 e -JW^
(B.l)
arg
j2rtdi}„ IN,
From (4.44)-(4.45), the amount of A N /2 n d  bias is introduced to the timing offset 
estimator. We note the bias is decided by channel power delay profile and the 
distance of the training subcarriers in frequency dimension. Therefore, IS has higher 
bias than SBS.
Appendix C: Derivation of Equation (4.49)
We assume that MUI and ICI are independent and Gaussian distributed. From (A.8), 
the received signal power at the Zth subcarrier after ICI compensation is given by
Z ® 2 fa;-#/■+£);'=o (C.1)
The residual ICI at the Zth subcarrier is given by
ICI, = Z E  [\Hrr=o ;v;
Z  ^ far -% '+  £)$(#/■ - % - £ ) (C.2)
From (4.20)-(4.21), the ICI and MUI have the similar forms, the only difference is 
the subcarrier positions occupied. Therefore, the MUI at the Zth subcarrier is written 
as
k=i r=o Z  " Vr + £k )®far ~ h ~ £) (C.3)
Here Ko is the total number of ranging SSs, and e* denotes the CFO of the Zcth 
interfering SS. Using (C.1)-(C.3), assuming all the MSS average received signal 
powers are the same at the BS, the SIR for the target user at the Zth subcarrier [i.e 
(4.49)] is
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SIR™ = / ’=0
2
*0-1 L-l
I  I
*=o r=o
Qk.r^Qoj
L-l 2
Z  ® (<Ik,r ~  Q-l' Rk ) 0 ( # / ‘ - < h - £)l'=0
(C.4)
Appendix D: Derivation o f Equation (3.1)
The discrete form of the transmitted signal (2.22) after sampling is given by
s W = t  t T . a y O - e n "“A"-m "t'U (n -iN , + N S) (D .l)/=0 *=0
where the sampling rate is  f s= N / r s, and we denote the discrete timing offset, channel 
delay and frequency offset of the reference SS as rj=fsT, riP~fs^ P and s =  A jT s. And qk,i is 
given by qk,i-fk,iTs, and N t = N s + N gti N g is the number of samples in the CP.
Substituting (D .l) into (2.24), we get
p=0
i-1 K-l
+ w(n) (D.2)
1=0 k=0
Since we focus on the performance degradation of the reference user due to the 
timing and frequency offsets itself, we assume that only the reference user is active in 
the downlink, i.e. K =  1, and the reference user is user 0, i.e. k = 0 . Without loss of 
generality, we omit the related subscript of the reference user 0, e.g. we rewrite Ro,i(i) 
as R ji ) .
Substituting (D.2) into (2.19), and considering K = 0 , we have
iN ,+ N s ~l
R,(i) = l /N s Y  e-j27rqi(n~iNl)IN' ■
n=iN,
(D.3)
e J27r£niN’ Y h P ( n ) ±  V K n - n , - r f t - i N ,  +  w . ) +  w(n) I
p=0 I ------ OO / —0 V '-"  ■" 'Ufimciton J
We note that the U function  part in the equation is defined in (2.15), and it decides if 
ISI occurs. We rewrite the discrete form of (2.15) as follows,
U(n) — j1, (D.4)
[0, otherwise
The U function  part in (D.3) is rewritten as U ((n-iN t)+ (N s . In (D.3) we would 
like to demodulate the /th symbol, therefore n is within the period [iN t> iN t+ N s- l ] ,  i.e.
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ne [iN,,iNt +N S ~ l] . We discuss the UJunction  part in two different cases: no ISI case 
and ISI case.
C a s e l : no ISI case . When the timing offset is smaller than or equal to the difference 
between the cyclic prefix and the maximum delay spread, i .e .(N g - q p) > q ,  we have
0 < (n -iN ,)+ (N g — 77 )—77 < N ,. According to (D.4), (D.3) can be rewritten by
h-iiN ,+Ns- 1 J
0 (0  = 1 / Ns Y  e-J2*q‘(n-iNt),N* Aep™',N’ Y h p (n )  Y ar(i? e n*q'"
n=iN, ( p=0 L/'=0
+ W(n)[ (D.5)
C ase2: ISI case . When the timing offset is larger than the difference between the 
cyclic prefix and the maximum delay spread, i.e. (Ng - q p) < q  , we have
- [ 7j - ( N g - 7jp) j < ( n - i N l) + ( Ng - 7jp) - 7i < N l . According to (D.4), (D.3) can be rewritten
by
iN,+Ns- 1
R{(i) = l / N s Y  e~j2zqi{n~iN,)INs •
n=iN,
P - 1
Z  Y aM ^ i2’qrm~V,~ ^ ,)'NV d n - q p - i p - i N ,  + N S) 
p=0 Li=-~r=o
iN,+Ns- 1
+ w(n)
p - i
= 1/N S Y  e~j2lcqi{n-iN'),Ns ■\ej2*£nlN’Y hp(n')
n=iN,+(r}-{Ns-!ip)) [  p = 0
iN,+{rj-(.Ns-tjp )) f  p _ j
+ l / N s Y  e- j2*q‘(n-iN')IN> ■\ej2KEn,N’ Y h p (n )
n-iN, I p=0
L-1
Y ar(i)'r=o
)2rxqt.\{n~qp
(D.6)
v
iW ,+W s - l
+1/H, £  .^(n)
n=iN,
According to the orthogonality of the subcarriers introduced in Section 2.2.1, we have
iN.+N -1V' -nx<lkM-M,)IH, )2nqij{n-iN,)IN, _  _ ■
2-i e e ^
i7V,+A7 -1V  nnqtl(n-iN,)IN, _  .
n=iN,
(D.7)
We denote the channel coefficient at the Zth subcarrier as
h ,(«) = £ /* p(0 > 2"w' " \
p=0
and we denote the additive noise at the Zth subcarrier as
iN,+Ns- 1
W,(Z) = l/iVs Y  e~j27rq,0,~iN,)IN^ w (n )
n=iN,
According to (D.7)-(D.9), (D.5) is rewritten as
(D.8)
(D.9)
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L-l
L/-0 
,/2 /r ft •(n-tJ-iN, )IN,
ify + rt-l f  P -l
7?; (0 = 1/ iVs Y  e-j2/rqi(n-iN')IN’ ■ i eJ2mnlN- Y  hp in)
n=iN, (  p = 0
iN,+N,-l
= 1 /N s Y  e-j2/rq‘{n-!N‘y ^ ei2mnlN‘ H, (i)at (i)e
n=iN,
iN,+N,~ 1 £ -1
+1 / N s Y  e~j2*q'{n~m‘),N‘eJ2n£nlN' Y HrO X (i)eJ2/rqr(n~,HN')IN‘ +W,(i)
n=iN. I’= 0/V/
W,+rt-l
= Hl(i)al(i)e-}2*‘!''!lN‘ - l /N s Y  J 2™ '"1
n=iN,
L-l iN,+N,-l
+ Y H r(i)ar(0(1 i N s) Y  e-J2*q,{n~,N° ,N‘ej2mnlN'eJ2*1rXn-q-INl),N' +W,(i)
n=iW,
J2irql. •((n -ft, - ip - iN ,  )/ N , + w(n)
r=o/V/
rr ,-x Sln^= H, (i)a, 0 )----:  — e
N sm jteIN,
J2rrq,nlN, 12^ 1/N, Jxe(N,-l)IN,
+!>,•(o H ,A A"'m A “- ^  • siBU ir t /2) +H, (i)
^ N'Sm(yi r / 2)r=oIVI
(D.10)
where some angles are defined as
K n' =  2^(qn- q k y + £ k) /N s 
a kn = 2x(qn+£ k) / N s 
Pn,n'=lK(qn' - q ktn- £ k)I N s
(D .ll)
(D.12)
(D.13)
We note that (D .ll)-(D .13) are presented mainly for the simplification and 
readability of the equations. According to (D.7)-(D.9), (D.6) is rewritten as
j2irq,. ( ( i i-f t , - i f l - IN ,  >/ N,
iN,+N, - 1 f p-l
Rl(i) = l / N s Y  e-j2’rq,0,-iN‘)IN‘ ' \e 3M N‘Y hpin)
n=iN,+(.ij-(Nl-qp)) [  p = 0  L / - 0
f P-l r £_!
+l / Ns Y  e - ^ q‘(n~iN‘),N‘ A ei2mn,N- Y h p(n) £«;.(/
n=iN, [  p = 0 _ ( - 0
iW.+rt-l
+l//rf ^
n=iN,
iN, +N, -1  (  p _ i  r  l _ i
= l//rf Y  e~i2mU'~iN,)/Nt • j ej2mnlN'Z K (”) Z ^ .(0 -^ '
«=iW, (, p=0 _r=o
-i2xq,(n-iN,)IN,+11N, £
n=(W,
p = 0  L p =0 
sin/ZE
-l.-rt-U-ON.UN, , .s  J2sv,,. « „ -n  -tf)-,W ,)/W , \-a;.(z)-e j
V sin/zE/V r=o/V/
sin |~jlr (r]-{N, - f t ,) ) /2 ] |
Ns sin |K , / 2 )1 1
(D.14)
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Comparing (D.14) with (D.10), we find that the only difference of the two equations 
is the ISI part in (D.14). When 7i > ( N g -7jp) , we have ISI part. Otherwise we do not 
have ISI part. We introduce function Z(x) defined as
Z ( x ) J l  X ~ °  <D -1 5 )( } [0, *<0
With (D.15), the (DIO) and (D.I4) can be expressed using a single equation as
R .  ( j )  =  H ,  ( i )a , ( i )   ------------------  e -n*<h -h n , g  W / n, j *«n, - din,
/W iW /W v sin/re/tf.
+V a,,(0
;:=o Y sin(^ ,/2)
r=o Ns sin(?ft./2)
+W,(0
We denote the ICI and ISI part in (D .l6) as Jt(i) , which is
7 _  v f t  /.•' r/ /2)
;v t~7~T7a
m ' sm! ! (D .l7)
+ g  .^[>fi.07-(W.-^))/2]Z(»>-(W.-^))r i y ^ ,
A /s in ( ;^ ./2 )  L J
Ifi
In order to make (D .l6) more concise, we define various terms as follows
OQt) = __________  (D .l 8)
A /  s i n K x / N s
r  lJ(el - ,k \n =  <pk.i (fit-.k'J y 2“*""- (D’20)
C(tit ;k ,l) = e~i2"“J",lf!: (D.21)
We note that O(x) in (D .l8) is the discrete sine function. Tu (ek\k \V )  in (D.20) is the
distortion of the signal of user k ’ at the subcarrier V due to the kth user’s signal at the 
/th subcarrier with the frequency offset ek . For example, we consider that the
distortion of the Oth user’s signal at the /th subcarrier due to the frequency offset itself, 
we will getro/(f05°’0  • Without the loss of generality, we rewrite r o;(£0;0,/) as r(£;0,/).
4(pk\kJ)  in (D.21) is the phase rotation part of the /cth user’s signal at the /th
subcarrier due to  the  tim ing  o ffset itself.
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Collecting (D.17)-(D.21), (D.16) can be rewritten as
R, (0 = a, H, (OHe; 0, 0 , 0 + ( 0  + (0 (D'22)
which is (3.1).
Appendix E: Derivation o f Equation (3.26)
The discrete form of the transmitted signal (2.14) after sampling is given by
*»(»)= £  I a w( 0 '> ’,"<"'"',>H(«-«W, + N t ) (E .l)
where the sampling rate is f s= N /T s, and we denote the discrete timing offset, channel 
delay and frequency offset of the reference SS as q=fsr, qP-fs^P and s =  A jT s. And q^i is 
given by qk,i=fk,iTSf and N t = N s + N g>> N g is the number of samples in the CP.
The discrete form of (2.17) is given by
p -1
s* fa) = X X ?  faK fa -;Vk,P) (E.2)p=0
Substituting (E .l) and (E.2) into (2.18), we get
K - \ f  P-l \
rfa) = ZI E  hk.P (n “ 7* X  fa-7*“ Vk.p) ej2K£k"m’ +  win )
k=0\P=0 yl
k=0 
+w(n)
\p-°
j2jtekn!N1 (E.3)
i=o JJ
We note that in (E.3) r\o = eo -0  and q/frO, s/frO, i f  hfrO. We would like to demodulate 
the reference user 0  using (2.19). Without loss of generality, we omit the related 
subscript o f the reference user 0, e.g. we rewrite Ro.iif) as Ri(f).
Substituting (E.3) into (2.19), we have
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iN,+Ns-l
Rt(i) = l / N s £  e-j2^ n~iN-),Na •
n=iN,
K-1 f  oo L - l
X  X  -W , +Afj)
t=0\p=0 v=-oo /=o
7j2nekn/N, + w(n)
ify+A^ -l
= l / y  X  e - ^ - ^  -]X  V «)| X  X a^ - e J2’‘,‘<"-"'-‘NM n - V p -iN , + N e)
K=Wf [p=0
tW,+A'i-l
+1/A/ X  e-j2rrq,(n-iN,)INs . 
n=iN,
L - l
X 'f=-oo ;=o
/c-i
X  E E aw6)*e[ L'=l V. p=0 \/=-oo /=0
+w;(o
L - l j2xqir (n-Jik-T}k'P-iN,)U (n-J]k - t ] k p - iN , + N g) J 2neknlN,
(E.4)
where Wj(z) is defined in (D.9), which is
;jv,+Yj- i
n=iN,
According to (D.7) and (D.8), (E.4) can be rewritten as
K -l iN,+Ns-l
P,(i) = H,(;)a,(i)+»',(;) + X 1/y  X
k=l n=iN,
Z ' t t - y I  X  -IN, + * !)p=0 \i=-oo /=0
J2neknlN,
signal of user k 
K-l IN, +N, -1
= H,(i)a,(i)++W,(0+X1/Jv. X  (0fc=l «=W,
/  part
where rt(z) is given by
^ © = f X  % )f X  X «»  © • tt* '-1"-'" >F(rt-%-77tw,-i/V,+Aft) 7j2nskn/N,
'J
(E.5)
We note the last part in (E.5) is related to the multiple user interference caused by the 
timing and frequency offsets of interfering users.
In (E.5) we would like to demodulate the zth symbol, therefore n is within the period 
[iN t, iN t+ N s- l ] ,  i.e. n e  [z'AftiW, +N S - l ] . As in Appendix D, we discuss the U function in
(E.5) in two cases. The U function is defined in (D.4).
C a s e l : no ISI case . When the timing offset of the /cth user is smaller than or equal to 
the difference between the cyclic prefix and the maximum delay spread, 
i .e .(N g -r}k p)>rik, we have0<02-/W,)+(/Vg -r jk p) - r jk < N , . We assume that the channel
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keeps constant within qk time, i.e. hkp( n - q k) = hkp(n) . The I  p a r t  in (E.5) can be 
further processed as
iN,+N,~ 1 iN,+Ns-l
l / N s Z  e~j2Kq,(n~iN')IN‘ -7k(i) = l / N s Y  e~j2nqi(n~iN‘)IN‘
n=iN, n=iN,
( P - l  t - 1  A
\p = 0 1=0
J2nskn/N,
(E.6)
t-i
=  Y jakr6JH k,l'el'=0
where yfun,, or* and are defined in (D. 11 )-(D. 13) respectively.
C a se2 : ISI case . When the timing offset of user k  is larger than the difference 
between the cyclic prefix and the maximum delay spread, i.e. (Ng - q ktP) < q k , we have
-[% -(H, -% „)]£ («-W,) + (iV8 <W,.
The / part in (E.5) can be further processed as
iN,+Ns- 1
1/% Xn=iN,
e
iN,+Ns - 1 P-l t - 1
1 / i V ,  X !  e-j2xq,(n-iN,)/Ns J  J X ^ n )
n=iN,+(t)k-(Ng-th.p)) [ P=0  L / '= 0
iN,+(nk-(Ns-rik,p)) r p - i  r t - i
n=iW, [ p=0 ,/'=0 (E.7)
V *  -  /_•% r r  S 1 I1 ( ? t / " %  ^ 2 )  , ( f t - I V ^ + Z f t - w ]  S B l [ ? { / ’ ( %  ( %  Vk.p ) ) 1 2 ]
“  2-iak,A1' *re A t . I V ,rt\ Z j n k.l'e . . .  /  Jt . 0 \r=o A£sin(??./2) /•=„ Ns sin ( / , ,  12)
'akV( i - l ) e j^ N- ^ - a kffi)e~ jaX  J
Comparing (E.7) with (E.6), we find that the only difference of the two equations is 
the ISI part in (E.7). With (D.15), the (E.6) and (E.7) can be expressed using a single 
equation as
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iN,+Ns- 1
1 / N ,  Y  e~j2,rq'0>- ‘N')/N‘ -Yk (i) =
n=iN,
r.o Ns sm) 
^ jT*«k-».»A«l sin[^ r(% -ft,„))/2]z(ft -(W, -ft,,))
f t  U'e JV,Si n f e / 2 )
akj.( i-V )eIat-(N-''‘ ) - a kj.(i)e-Jaf"'‘
Therefore, MUI part in (E.5) is written as
£ -1  W.+Af.-I
/,(/} = Z 1/^  Z -rt (f)
4=1 »=W,
_  f t '  f t  _  , ; S „
4=1 r=o
4-V  V  77 s in [ ^  <7t - ( * ,  - 7 t,P) ) / 2 ] Z ( ^  - ( V  -7Jkp))
4=1/to 4,1 JV, sin (^r/2)
Collecting (D.18)-(D.21) and (E.9), (E.5) can be rewritten as
/?,(/) = fl/ff;(0 + /l(i)+W/(0
which is (3.26).
(E.8)
(E.9)
(E.IO)
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