We introduce polyhedra circuits. Each polyhedra circuit characterizes a geometric region in R d . They can be applied to represent a rich class of geometric objects, which include all polyhedra and the union of a finite number of polyhedra. They can be used to approximate a large class of d-dimensional manifolds in R d . Barvinok [3] developed polynomial time algorithms to compute the volume of a rational polyhedra, and to count the number of lattice points in a rational polyhedra in a fixed dimensional space R d with a fix d. Define TV (d, n) be the polynomial time in n to compute the volume of one rational polyhedra, TL(d, n) be the polynomial time in n to count the number of lattice points in one rational polyhedra with d be a fixed dimensional number, TI (d, n) be the polynomial time in n to solve integer linear programming time with d be the fixed dimensional number, where n is the total number of linear inequalities from input polyhedra. We develop algorithms to count the number of lattice points in the geometric region determined by a polyhedra circuit in O (nd · r d (n) · TV (d, n)) time and to compute the volume of the geometric region determined by a polyhedra circuit in
Introduction
Polyhedra is an important topic in mathematics, and has close connection to theoretical computer science. There are two natural topics in polyhedra, computing the volume and counting the number of lattice points.
The problem of counting the number of lattice points in a polyhedra has a wide variety of applicaitons in many areas, for example, number theory, combinatorics, representation theory, discrete optimization, and cryptography. It is related to the following problem: given a polyhedra P which is given by a list of its vertices or by a list of linear inequalities, our goal is to compute the number |P ∩ Z d | of lattice points in P. Researchers have paid much attention to this problem. Ehrhart [15] introduced Ehrhart polynomials that were a higherdimensional generalization of Pick's theorem in the Euclidean plane. Dyer [14] found polynomial time algorithms to count the number of lattice points in polyhedra when dimensional number d = 3, 4. Barvinok [4, 5] designed a polynomial time algorithm for counting the number of lattice points in polyhedra when the dimension is fixed. The main ideas of the algorithm were using exponential sums [8, 9] and decomposition of rational cones to primitive cones [26] of the polyhedra. Dyer and Kannan [13] simplied Barvinok's polynomial time algorithm and showed that only very elementary properties of exponential sums were needed to develop a polynomial time algorithm. De Loera et al. [22] described the first implementation of Barvinok's algorithm called LattE. Some other algebraic-analytic algorithms have been proposed by many authors (for example, see [2, 6, 7, 20, 23, 24] .)
Computing exactly the volume of a polyhedra is a basic problem that have drawn lots of researchers' attentions [19, 11, 17, 1, 21, 3] . It is known that this problem is #P -complete if the polyhedra is given by its vertices or by its facets [12, 18] . Cohen and Hickey [11] and Von Hohenbalken [17] proposed to compute the volume of a polyhedra by trianguating and summing the polyhedra. Allgower and Schmidt [1] trianguated the boundary of the polyhedra to compute the volume of polyhedra. Lasserre [19] developed a recursive method to compute the volume of polyhedra. Lawrence [21] computed the volume of polyhedra based on Gram's relation for polyhedra. Barvinok [3] developed a polynomialtime algorithm to compute the volume of polyhedra by using the exponentional integral.
Motivation: The existing algorithms related to count the number of lattice points and to compute the volume of the polyhedra concerned with only one polyhedra. In order to have broader applications, it is essential to develop algorithms to deal with geometric objects that can be generated by a list of polyhedra via unions, intersections, and complementations. In this paper, we propose polyhedra circuits. Polyhedra circuits can be used to represent a large class of geometric objects. We propose algorithms to compute the volume of the geometric regions by polyhedra circuits, and to count the number of lattice points in the geometric regions by polyhedra circuits.
Contributions: We have the following contributions to polyhedra. 1. We introduce polyhedra circuits. Each polyhedra circuit characterizes a geometric region in R d . They can be applied to represent a rich class of geometric objects, which include all polyhedra and the union of a finite number of polyhedra. They can be used to approximate a large class of d-dimensional manifolds in R d . 2. We develop an algorithm to compute the volume of the geometric region determined by a polyhedra circuit. We also develop an algorithm to count the number of lattice points of the geometric region determined by a polyhedra circuit. Our method is based on Barvinok's algorithm, which is only suitable for polyhedra. 3. We apply the methods for polyhedra circuits to support new greedy algorithms for the maximum coverage problem and set cover problem, which involve more complex geometric objects. The existing research results about the geometric maximum coverage problem and set cover problem only handle simple objects such as balls and rectangular shapes. All of our algorithms run in polynomial time in R d with a fixed d. Organization: The rest of paper is organized as follows. In Section 2, we introduce some important theorems and definitions. In Section 3, we introduce polyhedra circuits and develop polynomial time algorithms to compute the volume of a given list of linear inequalities and to count the number of lattice points in a given list of linear inequalities. In Section 4, we apply the algorithm to polyhedra maximum coverage probelm. In Section 5, we apply the aglorithm to polyhedra maximum lattice coverage problem. In Section 6, we apply the algorithm to polyhedra (1 − β)-lattice set cover problem. In Section 7, we apply the algorithm to (1 − β)-continuous polyhedra set cover problem. Section 8 shows the NP-hardness of the maximum coverage problem and set cover problem when each set is represented as union of polyhedrons. Section 9 summarizes the conclusions.
Preliminaries
In this section, we introduce some definitions and some important theorems that play a basic role in our algorithms.
d is a set defined by finitely many linear inequalities:
for some finite (possibly empty) set I, where a ij and b i are integer numebrs.
Note that we always assume that the polyhedra that we deal with are rational polyhedra throughout the paper.
Theorem 2 ([3]
). There exists a polynomial time algorithm for computing the volume of one rational polyhedra. 
where A is a given n × d matrix, b an n-vector and c a d-vector, and the entries of A, b and c are rational numbers. Definition 6. Let us fix d ∈ N. Define T V (d, n) be the polynomial time in n to compute the volume of one rational polyhedra by Theorem 2, T L (d, n) be the polynomial time in n to count the number of lattice points in one rational polyhedra with d be a fixed dimensional number by Theorem 3, T I (d, n) be the polynomial time in n to solve integer linear programming time with the fixed dimensional number d by Theorem 5, where n is the total number of linear inequalities from input polyhedra.
Algorithms about Polyhedra Circuits
In this section, we give the definition of polyhedra circuits and develop algorithms to compute the volume of a region given by a polyhedra circuit and to count the number of lattice points inside a region given by a polyhedra circuit. We always assume that the linear inequalities that we deal with are linear inequalities in R d and the coefficient of each linear inequalities are integers throughout the paper, which means the polyhedra that we deal with are rational polyhedra throughout the paper. 
where a 1 , a 2 , ..., a d and b are constants.
Definition 8. Define r d (n) to be the maximal number of regions that n hyper planes partition R d .
Lemma 9 gives the lower bound and upper bound of the maximal number r d (n) of regions that n hyper planes partition R d .
Proof:
We have the recursion r d+1 (n + 1) = r d+1 (n) + r d (n). This is because the n + 1-th d-dimensional hyper plane can have at most r d (n) regions in it, and increases the number of regions by at most r d (n). It is trivial r 1 (n) ≤ n + 1, and also trivial for n = 0 or 1 for all d ≥ 1. It follows a simple induction. Assume
For the left side of the inequalities, we just let there are Definition 11. A polyhedra circuit consists is a circuit that consists of multiple layers of gates:
• Each input gate is a linear inequality of format
• Each internal gate is either union or intersection operation, and
• The only output gate is on the top of the circuit. 
1 polyhedra circuit to express to the union of (1, 3] and [2, 5] . Its output is the region (1, 5] in R 1 . Note that we do not consider the negation operation in our circuit gates, since a negation operation in a gate can be handled by taking the negation of the input linear inequalities via De Morgan's laws. We note also that a union of multiple polyhedra can produce very complicate shape in a d-dimensional space for d ≥ 2.
Lemma 12 shows that the output of a polyhedra circuit is a disjoint union of atomic regions.
Lemma 12. The region generated by a polyhedra circuit is a disjoint union of atomic regions via the hyper planes of the input polyhedra.

Proof:
It can be proven via an induction on the depth of the circuits. It is trivial when the circuits has depth zero. Assume that there are G 1 , · · · , G k gates in depth k, and each G i generates a region to be the union of atomic regions for i = 1, · · · , k. We need to show that each gate G j in depth k + 1 generates a region to be the union of atomic regions.
The union or intersection of the union of atomic regions also be the union of atomic regions. Every gate is either union or intersection via Definition 11, therefore, every gate G j in depth k + 1 generates a region to be the union of atomic regions.
Assume that G is the output gate. By the induction, we can say that region from G is also the union of atomic regions.
Lemma 13 shows that the volume of rational polyhedra formed by Ax < b equals the volume of rational polyhedra formed by Ax ≤ b.
Lemma 13. The volume of atomic region formed by Ax < b equals the volume of atomic region formed by
Since the boundaries of the atomic region formed by Ax ≤ b have no volume, then the volume of atomic region that is formed by Ax < b equals the volume of atomic region that is formed by Ax ≤ b, where A is a given n × d matrix and b is an n-dimensional vector.
Lemma 14 shows that the number of lattice points in rational polyhedra formed by Ax < b equals the the number of lattice points in rational polyhedra formed by Ax ≤ b−I, where all the elements of n×d matrix A and n-dimensional vector b are inegers, and I is n-dimensional vector with all 1s. 
Proof:
The number of lattice points in linear inequality
is the same as the number of lattice points in linear inequality
.., a d and b 1 are integers and each x i will take an integer value. Therefore, the number of lattice points in atomic region formed by Ax < b equals the number of lattice points in atomic region formed by Ax ≤ c, where A is a given n × d matrix with integer elements, b is an n-dimensional vector with integer elements and c is an n-dimensional vector with c = b − I for ndimensional vector I whose elements are all 1s.
Lemma 15 shows that a list of linear inequalities partition space R d into all of the atomic regions with an interior point in each atomic region. Assume that we have obtained atomic regions S 1 , S 2 , · · · , S t that are formed by L 1 , · · · , L k , and each S i has an interior point p i ∈ S i for i = 1, · · · , t. We need to show that we can obtian all of the atomic regions that are formed by
, and one interior point from each of them.
For each S i , assume that S i is formed by hyper planes L Case 2: Otherwise, L k+1 partitions S i into two regions S i, 1 and S i, 2 , and we have to find the interior point for each regions. In this case,
By using this way, we can easily find a interior point in 0-dimensional atomic region, which is an interior point p j of B d−1 .
Construct line l = p j + tv perpendicular to L k+1 where v is the vector that is perpendicular to L k+1 . Find the points p h , p z that l intersection of the first hyper plane of S i,1 and the first hyper plane of S i,2 , respectively (See Fig. 3 ), then the interior point of S i,1 is pj +p h 2
, and the interior point of S i,2 is pj +pz 2 .
Figure 3
Therefore, we have obtained atomic regions
for some interger h > t, and one interior point form each of them.
Define T R (d, n) be the running time to generate an interior point in d-dimensional atomic region S i with n linear inequalities. Then, we have
and
Therefore, the running of the algorithm is O (nd
Lemma 16 shows that a list of linear inequalities partition space R d into all of the atomic regions with one integer point from each of them if exists. into two atomic regions S 1 and S 2 , where S 1 is formed by L 1 and S 2 is formed by ¬L 1 , it is easy to generate two integer points p 1 ∈ S 1 and p 2 ∈ S 2 .
Assume that we have obtained atomic regions S 1 , S 2 , · · · , S t that are formed by L 1 , · · · , L k , and each S i has an integer point p i ∈ S i for i = 1, · · · , t. We need to show that we can obtian all of the atomic regions that are formed by
and one integer point from each of them if exists.
For each S i , assume that S i is formed by linear inequalities L
We use Theorem 5 to find if there is an integer point in S i, 1 and S i, 2 . If it exists, we keep the corresponding atomic region.
for some interger h > t, and one integer point form each of them.
Define T R (d, n) be the running time to generate an integer point in ddimensional atomic region S i with n linear inequalities. Then, we have
Therefore, the running of the algorithm is O (n · r d (n) · T I (d, n)) .
Theorem 17 shows that the algorithm can compute the volume of the region by the polyhedra circuits. n) ) time algorithm such that given a polyhedra circuit in R d , the algorithm computes the volume of the region determined by the input polyhedra circuit, where T V (.) is the time to compute the volume of one rational polyhedra, and n is the number of linear inequalities in the input layer of the polyhedra circuit.
Proof:
By Lemma 12 the region generated by a polyhedra circuits is a disjoint union of atomic regions, by Lemma 
And the running time of the algorithm is
Theorem 18 shows that the algorithm can count the number of lattice points in the region by the polyhedra circuits.
the algorithm counts the number of lattice points in the region determined by the input polyhedra circuit, where T L (.) is the time to compute the number of lattice points of one rational polyhedra and T I (.) is the time to solve integer linear programming problem and and n is the number of linear inequalities in the input layer of the polyhedra circuit.
Proof:
By Lemma 12 the region generated by a polyhedra circuits is a disjoint union of atomic regions, and by Lemma 16 there is an integer point p i for each atomic region. For each integer point p i , we check if it is contained by polyhedra circuits, if it doese, then add the number of lattice points in the atomic region which can be computed Theorem 3.
An immediate application of the algorithm is to compute the volume of polyhedra union, and count the number of lattice points in the union of polyhedra. n) ) time algorithm to compute the volume of the union of polyhedra when give a list of polyhedra, where T V (.) is the time to compute the volume of one rational polyhedra.
Corollary 19. There is a O (nd
· r d (n) · T V (d,
Proof:
Let the output gate of the polyhedra circuitsis is union ( See Fig. 4 ). Then it follows Theorem 17. 
)) time algorithm to count the number of lattice points in the union of polyhedra when give a list of polyhedra, where T L (.) is the time to compute the number of lattice points of one rational polyhedra and T I (.) is the time to find a integer point in one rational polyhedra.
Proof:
Let the output gate of the polyhedra circuitsis is union (See Fig. 5 ). Then it follows Theorem 18. 
Application in Continuous Polyhedra Maximum Coverage Problem
In this section, we show how to apply the method at Section 3 to the continuous polyhedra maximum coverage problem. Before present the algorithm, we give some definitions about the continuous polyhedra maximum coverage problem.
Definition 22. Continuous Maximum Coverage Problem:
Given an integer k, a set of regions
Definition 23. Continuous Polyhedra Maximum Coverage Problem:
It is a continuous maximum coverage problem when S 1 , · · · , S m are all polyhedra.
Theorem 24. There is a O (km · T U, V (d, n)) time approximation algorithm for the continuous polyhedra maximum coverage problem with approximation ratio
1 − 1 e ,
where T U, V (d, n) be the running time to compute the volume of the union of polyhedra with n be the total number of linear inequalities from input polyhedra.
Proof:
It follows from greedy algorithm and Theorem 17. Let vol(P ) denotes the volume of region P and let V denotes vol (S 1 ∪ · · · ∪ S m ) . The greedy method works by picking, at each stage, the algorithm select region S that covers the maximum volume that are uncovered. Assume that t regions have been selected, say, S i1 , S i2 , ..., S it , the greedy approach needs to select S j such that vol (S j − (S i1 ∪ S i2 ∪ ... ∪ S it )) is maximal for the next choice.
Since
and we can compute vol (S j ∪ S i1 ∪ S i2 ∪ ... ∪ S it ) and vol (S i1 ∪ S i2 ∪ ... ∪ S it ) via Theorem 17 and Corollary 19, then at each stage, we just need to traversal m polyhedra to find S j . Let V (l) be the volume of coverage for l regions, and let OP T be the maximum volume of union of a optimal solution S i1 , S i2 , ..., S i k for the continuous polyhedra maximum coverage problem.
First, we show that
by using induction method.
It is trivial at t = 1, since
Consider the case t + 1.
Therefore,
Since 1 − 1 k k is increasing and
There are k stages. At each stage, the algorithm needs to check m polyhedra in order to select the next region that covers the maximum volume that are uncovered. By Definition 21, T U, V (d, n) is the running time to compute the volume of the union of polyhedra, therefore the running time of the algorithm is O (km · T U, V (d, n)) .
Application in Polyhedra Maximum Lattice Coverage Problem
In this section, we show how to apply the method at Section 3 to the polyhedra maximum lattice coverage problem. Before present the algorithm, we give some definitions about polyhedra maximum lattice coverage problem.
Definition 25. Maximum Lattice Coverage Problem:
Given an integer k, a set of regions 
Proof:
It follows from greedy algorithm and Theorem 18. Let L(P ) denotes the volume of region P and let V denotes L (S 1 ∪ · · · ∪ S m ) . The greedy method works by picking, at each stage, the algorithm select region S that covers the maximum volume that are uncovered. Assume that t regions have been selected, say, S i1 , S i2 , ..., S it , the greedy approach needs to select S j such that
and we can compute
Theorem 18 and Corollary 20, then at each stage, we just need to traversal m polyhedra to find S j . Let V (l) be the number of lattice points of coverage for l regions, and let OP T be the maximum number of lattice points of union of a optimal solution S i1 , S i2 , ..., S i k for the polyhedra maximum lattice coverage problem.
k is increasing and
There are k stages. At each stage, the algorithm needs to check m polyhedra in order to select the next region that covers the maximum number of lattice points that are uncovered. By Definition 21, T U, L (d, n) is the running time to compute the number of lattice points of the union of polyhedra, therefore the running time of the algorithm is O (km · T U, L (d, n)) .
Application in Polyhedra
In this section, we show how to apply the method at Section 3 to the polyhedra (1 − β)-lattice set cover problem. Before present the algorithm, we give some definitions about polyhedra (1 − β)-lattice set cover problem.
Definition 28.
(1 − β)-Lattice Set Cover Problem: For a real β ∈ [0, 1), and a set of regions
with L(P ) denotes the number of lattice points of region P .
Definition 29. Polyhedra (1 − β)-Lattice Set Cover Problem: It is a lattice set cover problem when S 1 , · · · , S m are all polyhedra.
Theorem 30. For reals α ∈ (0, 1) and
where H is the number of sets in an optimal solution for the polyhedra (1 − β)-lattice set cover problem, and T U, L (d, n) is the running time to count the number of lattice points in the union of polyhedra with n be the total number of linear inequalities from input polyhedra.
Proof:
It follows from greedy algorithm and Theorem 17. Let L(P ) denotes the number of lattice points of region P and let V denotes L (S 1 ∪ · · · ∪ S m ) . The greedy method works by picking, at each stage, the algorithm select region S that covers the maximum number of lattice points that are uncovered. Assume that t regions have been selected, say, S i1 , S i2 , ..., S it , the greedy approach needs to select S j such that L (S j − (S i1 ∪ S i2 ∪ ... ∪ S it )) is maximal for the next choice. The algorithm stops if
Theorem 18 and Corollary 20, then at each stage, we just need to traversal m polyhedra to find S j . First, we show that
For each k satisfying
then it will satisfy inequality (1). Since
then we have k as k ≥ H · ln 1 α that will satisfy the inequality (2), which means it will also satisfy inequality (1). We can let
The algorithm has to traversal m polyhedra. At each stage, the algorithm needs to check m polyhedra in order to select the next region that covers the maximum number of lattice points that are uncovered. By Definition 21, the running time to compute the number of lattice points of the union of polyhedra is O (T U, L (d, n)) , therefore, the running time of the algorithm is
Application in (1 − β)-Continuous Polyhedra Set Cover
In this section, we show how to apply the method at Section 3 to (1 − β)-continuous polyhedra set cover problem. Before present the algorithm, we give some definitions about (1 − β)-continuous polyhedra set cover problem.
Definition 31.
(1 − β)-Continuous Set Cover Problem: For a real β ∈ [0, 1), and a set of regions then it will satisfy inequality (3). Since
then we have k as k ≥ H · ln 1 α that will satisfy the inequality (4), which means it will also satisfy inequality (3). We can let
The algorithm has to traversal m polyhedra. At each stage, the algorithm needs to check m polyhedra in order to select the next region that covers the maximum volume that are uncovered. By Definition 21, the running time to compute the volume of the union of polyhedra is O (T U, V (d, n)) , therefore, the running time of the algorithm is O m 2 · T U, V (d, n) .
NP-hardness and Inapproximation
In this section, we show the NP-hardness of the maximum coverage problem and set cover problem when each set is represented as union of polyhedrons.
Definition 34. The maximum region coverage problem is that given a list A 1 , · · · , A m of regions in R d , and an integer k ≥ 1. Find k regions with the largest volume for their union. Definition 36. The maximum region coverage problem with each set to be axis parallel rectangle union region is called axis parallel rectangle union maximum region coverage problem.
Definition 37. The lattice set cover problem with each set to be all lattice points in axis parallel rectangle union region is called lattice axis parallel rectangle union region maximum coverage problem. Proof: Let S 1 , · · · , S m be an input for a (classical) maximum coverage problem or set cover problem. Let U be S 1 ∪ S 2 ∪ · · · ∪ S m . We construct a axis parallel rectangle union maximum region coverage problem. Without loss of generality, we assume U = {1, 2, · · · , n}. For each S i , we construct A i , which is an axis parallel rectangle region. Let D represent the line segment of length 2n from (0, 
It is easy to see to this reduction reserves the ratio of approximation for both maximum coverage and set cover problems.
Using reasonable hypothesis of complexity theory, Feige [16] showed that 1 − 1 e is the best possible polynomial time approximation ratio for the maximum coverage problem, and ln n is the best possible polynomial time approximation ratio for the set cover problem, where n is the number of elements in the universe set for the classical set cover. Our Theorem 38 shows the connection of inapproximation between the classical problems and their corresponding geometric versions.
Conclusions
We introduce polyhedra circuits. Each polyhedra circuit characterizes a geometric region in R d . They can be applied to represent a rich class of geometric objects, which include all polyhedra and the union of a finite number of polyhedra. They can be used to approximate a large class of d-dimensional manifolds in R d . Define T V (d, n) be the polynomial time in n to compute the volume of one rational polyhedra, T L (d, n) be the polynomial time in n to count the number of lattice points in one rational polyhedra with d be a fixed dimensional number, T I (d, n) be the polynomial time in n to solve integer linear programming time when the fixed dimensional number d is small, where n is the total number of linear inequalities from input polyhedra. We develop algorithms to count the number of lattice points in the geometric region determined by a polyhedra circuit in O (nd · r d (n) · T V (d, n)) time and to compute the volume of the geometric region determined by a polyhedra circuit in O (n · r d (n) · T I (d, n) + r d (n)T L (d, n)) time, where n is the number of input linear inequalities, d is number of variables and r d (n) be the maximal number of regions that n linear inequalities with d variables partition R d .Define T U, L (d, n) be the running time to count the number of lattice points in the union of polyhedra and T U, V (d, n) be the running time to compute the volume of the union of polyhedra when given a list of polyhedra where n is the total number of linear inequalities from input polyhedra and d is number of varibales. We applied the algorithms to continuous polyhedra maximum coverage problem and polyhedra maximum lattice coverage problem. The algorithm for continuous polyhedra maximum coverage problem gives 1 − 1 e -approximation in O (km · T U, V (d, n)) running time and the algorithm for polyhedra maximum lattice coverage problem gives 1 − 1 e -approximation in O (km · T U, L (d, n)) running time. We also applied the algorithms to polyhedra (1 − β)-lattice set cover problem and (1 − β)-continuous polyhedra set cover problem. The algorithm for polyhedra (1 − β)-lattice set cover problem such that the optimal k regions cover (1 − α)(1 − β) of the number of lattice points V of region S 1 ∪· · ·∪S m with k ≤ 1 + ln
where H is the number of sets in an optimal solution for the polyhedra (1 − β)-lattice set cover problem, and the algorithm for (1 − β)-continuous polyhedra set cover problem such that the optimal k regions cover (1−α)(1−β) of the volume V of region S 1 ∪· · ·∪S m with k ≤ 1 + ln
where H is the number of sets in an optimal solution for the (1 − β)-continuous set cover problem. We also showed the NP-hardness of the continous maximum coverage problem and set cover problem when each set is represented as union of polyhedra.
