This paper proposes to apply a probability density ratio estimation technique to stochastic robust control design. The approach has the potential to reduce computational load during stochastic optimization. It is applied to a simple example problem of flight control and the result is promising.
Introduction
A stochastic evaluation technique using Monte-Carlo Simulation (MCS) is one of the popular methods to evaluate the performance of guidance and control systems for aerospace vehicles. Stochastic synthesis has also been applied to several control problems, where a stochastic cost function is calculated by MCS, and optimized to design a robust controller. Miyazawa and Motoda applied stochastic optimization to control an automatic flight experiment (ALFLEX).
1)2) Ishimoto developed a robust control design toolbox using stochastic optimization.
3) Kawaguchi and Ninomiya combined stochastic synthesis with a nonlinear dynamic inversion technique to design a controller for supersonic aircraft, that is capable of a broad flight envelope.
4)
Stochastic techniques have various superiorities; especially they are able to handle various design requirements in a unified manner. However, computational load is one of the serious problems to be solved.
One approach to this problem is parallel computing using clustered processers.
2)5) However, it is also important to research effective algorithmic methodologies. In this paper, we propose a probability density ratio estimation technique to apply to flight control design problems as a promising approach to reduce computational load.
Estimating probability density is one of the major issues in pattern matching and machine-learning. There are several methods such as expectation-maximization (EM) algorithm and variational Bayesian estimation to estimate probability density from a given sample set.
6)
Recently, methods have been proposed to directly estimate the ratio of probability densities between two sample sets. 7) In this paper, we apply these estimation methods to flight control problems to evaluate their availability in the context of stochastic robust control design.
Stochastic Robust Control Design

Stochastic optimization
In the stochastic optimization approach, design parameters such as feedback gains of a controller are tuned so that the probability satisfying given requirements is maximized. In previous works, it was common that a performance index was calculated using Monte Carlo simulation with fixed control parameters, and then the control parameters were changed to optimize the performance index using an existent nonlinear optimization algorithm such as the gradient method. In this approach, reliable results are obtained regardless of the dimensionality of parameters. However, the computational load is significantly high because a Monte Carlo evaluation is required with respect to each parameter value.
Mean tracking technique
One of the possible ways to reduce computational load is letting the control parameters vary simultaneously with error parameters in order to search the point where the probability of success is maximized. The mean tracking technique is a simple approach to do this.
2) In this approach, parameters are searched using iterative Monte Carlo evaluations in the following manner. 1) Execute Monte Carlo evaluation with adjustable parameters uniformly distributed within a pre-determined range, while uncertainty parameters are also randomly changed simultaneously.
2) Calculate the mean of the adjustable parameter corresponding to satisfactory samples and update the center and extent of the search area for adjustable parameters for the next iteration.
Probability Density Ratio Estimation
To find parameters that have higher success probability, we try to estimate the conditional probability to satisfy design requirements. This probability is proportional to the ratio of two probability density distributions as follows: (Success probability at parameter value x)
where
represents the probability density distribution for all trial samples from the control parameter space, while (x) success p represents that for samples satisfying requirements. A straightforward way to calculate this ratio is first estimating the two densities separately, and then taking their ratio.
There are several methods to estimate probability densities from a set of samples. EM algorithms with a Gaussian mixture distribution model are popular methods applicable to a variety of distributions.
On the other hand, direct density ratio estimation techniques are recently being proposed, as the density ratio can be estimated more accurately than in-direct methods. 7) 3.1. Two-step approach using density estimation with a Gaussian mixture model
In the two-step approach, probability densities
success p are estimated separately, and then the ratio between them is used to obtain the density ratio r(x). Each density is estimated using the Gaussian mixture model (GMM). GMM is a parametric model to approximate a general distribution ( ) p x with a linear combination of Gaussian distributions:
is a normal distribution with mean k  and covariant matrix k  , and k  is the k-th mixing coefficient that should satisfy the following relation:
log-likelihood of posterior probability log ( , , )
is maximized. 6) Here, X={x n } is the set of observed samples.
Direct density ratio estimation with GMM
In this section, we describe a direct density ratio estimation method using GMM. Sugiyama 4) has proposed several approaches to estimate density ratio directly from two given sample sets. In the GM-KLIEP approach, which is one such approach, we approximate the density ratio by using GMM.
The parameters k  , k  and k  are estimated using the EM algorithm.
7)
4. Numerical Example
Plant model
In this section, we present a longitudinal controller design problem for an aircraft as a simple numerical example. The target plant dynamics are described using the following linear state equations. 
The variables w, q, α and δ e are velocity component in z-axis, pitch rate, angle of attack and elevator deflection, respectively. A PID feedback control law is applied to this system.
Uncertainty model
We introduce additional control gain K δe and time delay T D as parameters to represent uncertainties of the system. These uncertainty parameters vary randomly following uniform distribution with the range shown in the The block diagram of the system is shown below. . 
Design criteria
The step response envelope of angle of attack, shown in Fig.2 , is introduced as the success/fail performance criteria. In Fig.2 , a typical desirable response is also shown with the envelope. Fig.2 Step response envelope.
Mean tracking
Firstly, a mean tracking technique is applied to find a rough solution. An iterative Monte Carlo evaluation is conducted to find the adjustable parameter region of higher success probability using the following procedure.
1)
Define the initial search range for adjustable parameter vector k.
2)
Execute Monte Carlo evaluation with 500 simulations with adjustable parameter k uniformly distributed within the range defined in Step 1. Note that uncertainty parameters are randomly generated simultaneously.
3) Calculate mean value m, and standard deviationσ for satisfactory samples. 4) Set [m-2σ, m+2σ] as the range of the adjustable parameter k for the next iteration 5) Return to Step 2. Fig.3 Step responses (mean tracking).
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Improvement in solutions by density ratio estimation
Two-step estimation
The density distributions for all of the samples is calculated to find the point with relatively higher success probability. Each probability density distribution is estimated using GMM, which consists of 40 Gaussian components. Fig.4 shows all 2000 trial case samples, with satisfactory cases shown in red. On the other hand, in Fig.5 , only the satisfactory points are shown, with color gradients from blue to red, depending on the density ratio r(x). The point indicated by the star is the maximum density ratio estimated by this method. Fig.6 shows the simulation results using the parameters at the maximum density ratio (i.e., K α =-0.24, K Iα =-4.00, K q =-0.02). In this case, robust performance is considerably improved compared to the case using the simple means of satisfactory samples. Step responses (two-step density ratio estimation).
Direct estimation
Next, we apply Gaussian mixture Kullback-Leibler importance estimation procedure (GM-KLIEP) approach to estimate the density ratio directly. The resulting parameters are K α =-0.50, K Iα =-4.45 and K q =-0.06, and the responses are shown in Fig.7. 
Comparison of success probability
To compare the results of the above three methods more quantitatively, Monte Carlo evaluation with 5,000 simulations are run to calculate the success probability for each method. The resultant probabilities are shown in Table 2 . The two-step estimation approach slightly improves the success probability compared to mean tracking. On the other hand, the direct density ratio estimation approach shows a significant improvement. Dividing an estimated density by another estimated density increased the estimation error in the two-step approach. The direct estimation approach is more favorable from this viewpoint. Fig.7 Step responses (direct density ratio estimation).
(upper: nominal case lower: error case). Table 2 . Comparison of success probability.
Method
Number of samples ( satisfactory / all ) Success probability Mean tracking 3320/5000 66% Density ratio estimation (two-step estimation) 3406/5000 68% Density ratio estimation (direct estimation) 4025/5000 81%
Conclusion
Techniques to find a point of high success probability from the results of Monte Carlo evaluation using randomly distributed control parameters were investigated. Estimating the probability density ratio between the density of successful cases and that of all trial cases helps to find a desirable design parameter. The probability density ratio estimation approach, which is introduced here, can effectively utilize the information generated during the search process, and has the potential to reduce computational load significantly to find optimal control parameters. In this paper, basic availability is illustrated by applying the approach to a simple design problem. However, there are still many issues to be solved; for example, finding an effective sampling strategy suitable to estimate the density ratio around optimal parameters. Application to more realistic design problems is also a future issue.
