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ON A FAMILY OF INTEGRAL OPERATORS OF HANKEL TYPE
CHRISTOPH UEBERSOHN
ABSTRACT. In this paper we perform an explicit diagonalization of Hankel in-
tegral operatorsK(0),K(1),K(2), ... It turns out that each of these operators has
a simple purely absolutely continuous spectrum filling in the interval [−1, 1].
This generalizes a result of Kostrykin and Makarov (2008).
1. INTRODUCTION AND THE MAIN THEOREM
We denote by S1 = {z ∈ C : |z| = 1} and H2 the unit circle and the Hardy
space on the circle, respectively. Here and for the rest of the paper we use the
following representation of a Hankel operator on H2 with symbol ϕ ∈ L∞(S1):
Sϕ = PJMϕ|H2
where P : L2(S1)→ L2(S1) is the orthogonal projection onto the closed subspace
H2 of L2(S1), J : L2(S1) → L2(S1) denotes the flip operator, (Jf)(z) = f(z¯),
andMϕ : L2(S1)→ L2(S1) is the multiplication operator defined byMϕf = ϕ·f .
In his 1953 paper [3] Mark Krein considered two bounded integral operatorsAj ,
j = 0, 1, on L2(0,∞) with kernels
a0(x, y) =
{
sinh(x)e−y if x ≤ y
sinh(y)e−x if x ≥ y and a1(x, y) =
{
cosh(x)e−y if x ≤ y
cosh(y)e−x if x ≥ y .
The operators Aj , j = 0, 1, are the resolvents of the one-dimensional Dirichlet
(j = 0) and Neumann (j = 1) Laplacians −d2/dx2 at the spectral point −1,
respectively. Krein showed that the difference of the spectral projections for the
operators A0 and A1 is given by
Kµ = E(−∞,µ)(A1)− E(−∞,µ)(A0), 0 < µ < 1,
where the kernel function of the integral operator Kµ is of the form kµ(x + y).
More precisely,
kµ(x) =
2
pi
sin
(√
λ(µ)x
)
x
with λ(µ) =
1
µ
− 1.
In [2] Vadim Kostrykin and Konstantin A. Makarov deduced from this that Kµ is
unitarily equivalent to K1/2 with kernel k1/2(x + y) = 2pi
sin(x+y)
x+y , and K1/2 is
unitarily equivalent to the Hankel operator Szφ on H2 where
φ : S1 → R, φ(z) = 2 · 1Hr∩S1(z),
andHr = {z ∈ C : Re(z) > 0} denotes the right half plane. By 1Hr∩S1 we denote
the characteristic function of Hr ∩ S1 = {z ∈ S1 : Re(z) ≥ 0}.
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2 C. UEBERSOHN
In the present paper we consider a ”natural” generalization of this operator Szφ,
namely the family of operators Szφ, Sz2φ, Sz3φ, ... As we will show in Theorem
2.6, these Hankel operators on H2 are unitarily equivalent to the Hankel integral
operators K(0),K(1), K(2), ... on L2(0,∞) with kernels (0,∞) × (0,∞) → R,
(x, y) 7→ k(`)(x+ y). These kernels are determined by the functions
k(0)(x) :=
2
pi
sin(x)
x
,
k(`)(x) :=
1
pi
1
2`−1
2∑`
n=0
(−1)n
(
2`
n
)
dn
dxn
((
e−|w| p`(|w|)
) ∗ ( sin(w)
w
))
(x),
defined even on the whole of R, where sin(0)/0 := 1,
p`(w) =
`−1∑
j=0
1
2j
(
`+ j − 1
`− 1
)
1
(`− j − 1)!w
`−j−1, w ∈ R,
and ` ∈ N := {1, 2, 3, ...}. Here and for the rest of the paper we denote by (Nn) =
N !
n!(N−n)! the binomial coefficient ”N choose n” if n and N are in N0 := N ∪ {0}
such that n ≤ N . Furthermore, if f ∈ Lp(R) for some p ∈ [1,∞] and g ∈ L1(R),
we denote by f ∗ g the convolution of f and g,
(f ∗ g)(y) := ( f(w) ∗ g(w)) (y) := ∫ ∞
−∞
f(y − x)g(x)dx, y ∈ R.
In Theorem 1.1 we will give a full description of the spectrum of each K(0),
K(1), K(2), ...
Theorem 1.1. Let p ≤ 1/2 be a real number. Define the functions ρp : (0,∞) →
(0,∞) and h : (0,∞)→ (0,∞) by
ρp(λ) =
1
2pi2
sinh
(
2pi
√
λ
) ∣∣∣∣Γ(12 − p− i√λ
)∣∣∣∣2 and h(λ) = pi
cosh
(
pi
√
λ
) ,
respectively, where Γ denotes the Gamma function. For all m ∈ N0 the following
results hold true:
(1) The operator K(2m) is unitarily equivalent to
M (−1)m
pi
h
⊕M (−1)m+1
pi
h
on L2
(
(0,∞); ρ 1
2
−m(λ)dλ
)
⊕L2
(
(0,∞); ρ− 1
2
−m(λ)dλ
)
and has a simple purely absolutely continuous spectrum filling in the
interval [−1, 1].
(2) The operator K(2m+1) is unitarily equivalent to
M (−1)m+1
pi
h
⊕M (−1)m
pi
h
on L2
(
(0,∞); ρ− 1
2
−m(λ)dλ
)
⊕L2
(
(0,∞); ρ− 1
2
−m(λ)dλ
)
and has a simple purely absolutely continuous spectrum filling in the
interval [−1, 1].
Furthermore, we will prove some properties of the functions k(1), k(2), k(3), ...
such as regularity and integrability, and we will study the behaviour of k(`)(x) as
|x| → ∞, see Theorem 3.4 and Corollary 3.5. In Theorem 4.5 we present an
”explicit” formula for k(`)(x) if ` ∈ N and x > 0, i. e., a formula which nei-
ther contains integrals nor convolutions. From this representation of the functions
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k(1), k(2), k(3), ... it is immediate that each function k(`) is real analytic on (0,∞),
see Corollary 4.6.
We know only a few examples of Hankel operators which can be explicitly diag-
onalized, see Yafaev [7]. From this point of view, it would be interesting to consider
K(0),K(1),K(2), ... even if we had not known that the operatorsK(1),K(2), ... can
be regarded as a ”natural” generalization of the Hankel operator of Krein’s exam-
ple. Unfortunately, Yafaev’s commutator method for the diagonalization of Hankel
operators which is described in [7] is not applicable to our problem.
2. PROOF OF THE MAIN THEOREM
On the basis of Theorem 2.6 below, we will slightly generalize the proof of
Theorem 1 by Kostrykin and Makarov [2] to develop a proof of Theorem 1.1.
In order to derive Theorem 2.6, we first need to prove some auxiliary results.
We denote by H2(R) the Hardy space on the line. A Hankel operator on H2(R)
with symbol ψ ∈ L∞(R) acts as follows:
Sψ = QRMψ|H2(R)
where Q : L2(R) → L2(R) is the orthogonal projection onto the closed sub-
space H2(R) of L2(R), R : L2(R) → L2(R) denotes the reflection operator,
(Rf)(x) = f(−x), and Mψ : L2(R) → L2(R) is the multiplication operator
defined by Mψf = ψ · f .
We use the following definition of the Fourier transform: if f ∈ L1(R)∩L2(R)
then
(Ff)(x) =
1√
2pi
∫ ∞
−∞
f(t)e−itxdt, x ∈ R.
Define
ψ : R→ R, ψ(t) = 2 · 1[−1,1](t),
and
(2.1) φ : S1 → R, φ(z) = 2 · 1Hr∩S1(z) =
{
ψ
(
i1−z1+z
)
if z 6= −1
0 if z = −1
.
Lemma 2.1. Let ` ∈ N0. Then
1
2pi
∫ ∞
−∞
t`ψ(t)e−itxdt =
√
2
pi
(
F
{
t` 1[−1,1](t)
})
(x) =
2
pi
i`
d`
dx`
{
sin(x)
x
}
holds true for all x ∈ R.
Proof. This is straightforward. 
Let ` ∈ N0. Since
(2.2) ψ`(t) :=
(
1 + it
1− it
)`
φ
(
1 + it
1− it
)
=
(
1 + it
1− it
)`
ψ(t)
for all t ∈ R we know by Power [5], p. 14, that the Hankel operator Sψ` on H2(R)
is unitarily equivalent to the Hankel operator Sz`+1φ on H
2.
We will compute the Fourier transform of t 7→
(
1+it
1−it
)`
ψ(t) for all ` ∈ N0.
Define ξ : R → R, t 7→ 1
1+t2
, and ψ˜` : R → C, t 7→ (1 + it)2` · ψ(t). Since
1+it
1−it =
(1+it)2
1+t2
we have to determine the Fourier transform of ξ` · ψ˜`.
4 C. UEBERSOHN
We start by computing F ψ˜`. Obviously, ψ˜` ∈ L1(R) ∩ L2(R) for all ` ∈ N0.
Now the binomial theorem, the linearity of the Fourier transform, and Lemma 2.1
imply the following representation for F ψ˜`:
Proposition 2.2. Let ` ∈ N0. Then(
F ψ˜`
)
(w) =
√
8
pi
2∑`
n=0
(
2`
n
)
(−1)n d
n
dwn
sin(w)
w
, w ∈ R,
holds true. The function z 7→ sin(z)z is entire; if we restrict it to R then the function
z 7→ sin(z)z and all of its derivatives of arbitrary order are bounded.
Proof. It remains to show that the function z 7→ sin(z)z =
∑∞
n=0(−1)n z
2n
(2n+1)!
possesses the properties claimed above. It follows from the Cauchy-Hadamard
theorem and Stirling’s approximation that the function z 7→ sin(z)z is entire.
Let n ∈ N0. Leibniz’ rule implies that
dn
dxn
sin(x)
x
=
n∑
j=0
(
n
j
)
(−1)j j! x−j−1 d
n−j
dxn−j
sin(x)→ 0
as |x| → ∞ where x is real. Therefore, Proposition 2.2 is proved. 
Theorem 2.3. For each ` ∈ N the Fourier transform of ξ` is given by(
F{ξ`}) (w) = 1√
2pi
· pi
2`−1
· e−|w| p`(|w|), w ∈ R, where
p`(w) =
`−1∑
j=0
1
2j
(
`+ j − 1
`− 1
)
1
(`− j − 1)!w
`−j−1, w ∈ R.
Remark (to Theorem 2.3). There is a more general result in ”Tabellen zur Fourier
Transformation” [4] by Oberhettinger; according to p. 202 in [4] one has∫ ∞
−∞
eixy
{a2 + (x± b)2}ν dx = 2e
∓iby
√
pi
Γ(ν)
( |y|
2a
)ν−1/2
Kν−1/2(a|y|), Re(ν) > 0,
where Γ denotes the Gamma function and
Kν(z) =
pi
2
I−ν(z)− Iν(z)
sin(piν)
, Iν(z) = e
−ipiν/2Jν(zeipi/2),
Jν(z) =
∞∑
n=0
(−1)n(z/2)ν+2n
n! Γ(ν + n+ 1)
.
In case that a = 1, b = 0, and ν = ` ∈ N, we are in the situation of Theorem 2.3.
We will need the following
Lemma 2.4. Let ` ∈ N0. Then∫ ∞
−∞
|x|` e−|x|e−|y−x|dx = e
−|y|
`+ 1
{
|y|`+1 +
`−1∑
j=0
(`+ 1)!
(`− j)!
|y|`−j
21+j
+
(`+ 1)!
2`
}
holds true for all y ∈ R.
ON A FAMILY OF INTEGRAL OPERATORS OF HANKEL TYPE 5
Proof. In this proof we denote by H the Heaviside function.
Let ` ∈ N0, y ∈ R \ {0}. By elementary computations it follows that
I1 :=
∫ ∞
0
x` e−x e−y+x 1{x<y}(x)dx = e−y
y`+1
`+ 1
·H(y),
I2 :=
∫ ∞
0
x`e−xey−x 1{x>y}(x)dx
= e−|y|
{
`!
2`+1
·H(−y) + 1
2`+1
∑`
j=0
(2y)`−j
`!
(`− j)! ·H(y)
}
,
I3 :=
∫ 0
−∞
(−x)`exe−y+x 1{x<y}(x)dx
= e−|y|
{
`!
2`+1
·H(y) + 1
2`+1
∑`
j=0
(2y)`−j
`!
(`− j)! ·H(−y)
}
,
I4 :=
∫ 0
−∞
(−x)`exey−x 1{x>y}(x)dx = ey
(−y)`+1
`+ 1
·H(−y).
Altogether, we get that∫ ∞
−∞
|x|` e−|x|e−|y−x|dx = I1 + I2 + I3 + I4
=
e−|y|
`+ 1
{
|y|`+1 +
`−1∑
j=0
2−1−j · (`+ 1)!
(`− j)! · |y|
`−j +
(`+ 1)!
2`
}
.
Since
∞∫
−∞
|x|` e−|x|e−|0−x|dx = 2
∞∫
0
x`e−2xdx = `!
2`
the proof is complete. 
We can now prove Theorem 2.3.
Proof of Theorem 2.3. Obviously, ξ` ∈ L1(R) ∩ L2(R) for each ` ∈ N. We prove
Theorem 2.3 by induction on ` ∈ N. For ` = 1 we use the inverse operator F−1
to show that
(F ξ)(w) =
√
pi
2
· e−|w|, w ∈ R.
Integration by parts easily leads to(
F−1
{√
pi
2
e−|w|
})
(t) =
∫ ∞
0
e−w cos(tw)dw =
1
1 + t2
, t ∈ R.
Suppose that the claim holds up to `. We have to show that it still holds for ` + 1.
Taken together, the well-known behaviour of the Fourier transform of the convolu-
tion of two functions in L1(R)∩L2(R), the induction hypothesis, Lemma 2.4, and
a comparison of coefficients yield
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(
F{ξ`+1}) (w) = 1√
2pi
(
(F{ξ`}) ∗ (F ξ)
)
(w)
=
1√
2pi
pi
2`
`−1∑
j=0
1
2j
(
`+ j − 1
`− 1
)
1
(`− j − 1)!
(
(e−|x| |x|`−j−1) ∗ (e−|x|)
)
(w)
=
1√
2pi
pi
2`
e−|w|
`−1∑
j=0
1
2j
(
`+ j − 1
`− 1
)
1
(`− j)!
·
{
|w|`−j +
`−j−2∑
m=0
2−1−m
(`− j)!
(`− 1− j −m)! |w|
`−1−j−m +
(`− j)!
2`−j−1
}
=
e−|w|√
2pi
pi
2`
{
1
2`−1
`−1∑
j=0
(
`+ j − 1
`− 1
)
+
∑`
β=1
1
2`−β
1
β!
`−β∑
α=0
(
`+ α− 1
`− 1
)
|w|β
}
=
1√
2pi
pi
2`
e−|w|
{
1
2`−1
(
2`− 1
`
)
+
∑`
β=1
1
2`−β
1
β!
(
2`− β
`
)
|w|β
}
=
1√
2pi
pi
2`
e−|w|
∑`
j=0
1
2j
(
`+ j
`
)
1
(`− j)! |w|
`−j , w ∈ R;
note that 1
2`
(
2`
`
)
= 1
2`
{(
2`−1
`−1
)
+
(
2`−1
`
)}
= 1
2`−1
(
2`−1
`
)
. This finishes the proof of
Theorem 2.3. 
Now Proposition 2.2 and Theorem 2.3 lead to
Corollary 2.5. For the functions
k(`) : R→ R, x 7→ k(`)(x) = 1
2pi
∫ ∞
−∞
ψ`(t)e
−itxdt, ` ∈ N,
one has
k(`)(x) =
1√
2pi
(
F
{
ξ` · ψ˜`
})
(x)
=
1
pi
1
2`−1
2∑`
n=0
(−1)n
(
2`
n
)
dn
dxn
((
e−|w| p`(|w|)
) ∗ ( sin(w)
w
))
(x).
We denote by D(0,∞) the set of all test functions on (0,∞), i. e. the set of all
infinitely differentiable functions on (0,∞) with compact support.
Theorem 2.6. Let ` ∈ N0. Consider the integral operator K(`) : L2(0,∞) →
L2(0,∞) with kernel function k(`)(x+ y),(
K(`)f
)
(x) =
∫ ∞
0
k(`)(x+ y) f(y)dy, f ∈ D(0,∞), x > 0,
on the dense subspaceD(0,∞) ⊂ L2(0,∞). Recall that k(0)(x+y) = 2pi sin(x+y)x+y .
Then K(`) is a bounded self-adjoint Hankel operator which is unitarily equivalent
to the Hankel operator Sψ` with symbol ψ` on H
2(R), and Sψ` is unitarily equiv-
alent to the Hankel operator Sz`+1φ on H
2, for all ` ∈ N0. Here φ denotes the
function which is defined as in (2.1).
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Proof. Let ` ∈ N. According to Theorem 3.4 below, the function k(`) is continuous
on (0,∞), and one has k(`)(x) = O(x−1) both as x → 0+ and as x → ∞.
Obviously, the function ψ` = ξ` · ψ˜` defined as in (2.2) is in L1(R) ∩ L2(R) ∩
L∞(R), and according to Corollary 2.5 one has
1√
2pi
Fψ` =
1√
2pi
F{ξ` · ψ˜`} = k(`)
on the whole of R. It follows that the integral operator K(`) with kernel function
k(`)(x + y) is the uniquely defined bounded Hankel operator on L2(0,∞) which
is defined by(
K(`)f
)
(x) =
∫ ∞
0
k(`)(x+ y) f(y)dy, f ∈ D(0,∞), x > 0,
on the dense subspace D(0,∞) ⊂ L2(0,∞). According to Corollary 2.5 the
function k(`) is real-valued so k(`)(y + x) = k(`)(x+y) for all x, y > 0. Therefore,
K(`) is self-adjoint. Now K(`) is unitarily equivalent to Sψ` with symbol ψ` on
H2(R), and Sψ` is unitarily equivalent to Sz`+1φ on H2 by Power [5], p. 14.
In case that ` = 0 the proof runs analogously. 
We denote by `2+ the Hilbert space of all complex square-summable one-sided
sequences x = (x0, x1, ...).
Lemma 2.7. Let φ be defined as in (2.1) and
ck =
1
2pi
∫ 2pi
0
eikθφ
(
eiθ
)
dθ =
2
pik
sin(pik/2), k ∈ N.
Then for each x ∈ `2+(
Sz`+1φx
)
n
=
∞∑
k=0
ck+`+n+1xk, ` ∈ N0,
holds true.
Proof. This is straightforward. 
Let P+ and P− be the orthogonal projections in `2+ onto L+ and L−, respec-
tively, where
L+ =
{
x ∈ `2+ : x2k+1 = 0 for all k ∈ N0
}
,
L− =
{
x ∈ `2+ : x2k = 0 for all k ∈ N0
}
.
Let p ≤ 1/2 be a real number. Consider the operators Hp : `2+ → `2+ and
H˜p : `
2
+ → `2+ defined by
(Hpx)n =
∞∑
k=0
xk
1 + k + n− p and
(
H˜px
)
n
=
∞∑
k=0
(−1)k+n
1 + k + n− pxk, x ∈ `
2
+,
respectively. Both the operators Hp and H˜p are bounded and self-adjoint, and one
has V H˜pV = Hp where
(2.3) V : `2+ → `2+, (x0, x1, x2, x3, ...) 7→ (x0,−x1, x2,−x3, ...) ,
is unitary and V −1 = V .
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First, consider the case when ` ∈ N0 is even, i. e. ` = 2m, m ∈ N0. With
Lemma 2.7, it is easy to compute that(
P+Sz2m+1φP+x
)
2n
=
1
pi
∞∑
k=0
(−1)k+m+n
k +m+ n+ 1/2
x2k,
(
P−Sz2m+1φP−x
)
2n+1
= − 1
pi
∞∑
k=0
(−1)k+m+n
k +m+ n+ 3/2
x2k+1,
P+Sz2m+1φP− = 0 = P−Sz2m+1φP+.
Define the operators
U+ : `
2
+ → U+(`2+), x = (x0, x1, x2, ...) 7→ (x0, 0, x1, 0, x2, 0, ...) ,
and
U− : `2+ → U−(`2+), x = (x0, x1, x2, ...) 7→ (0, x0, 0, x1, 0, x2, 0, ...) .
Both U+ and U− are unitary, and it is easy to see that
P+Sz2m+1φP+ leaves invariant U+(`
2
+),
P−Sz2m+1φP− leaves invariant U−(`2+).
One has
V ◦ U−1± ◦
(
P±Sz2m+1φP±
) ◦ U± ◦ V = ±(−1)m
pi
H± 1
2
−m
where V is defined as in (2.3). Since the operator U : `2+ → U+(`2+) ⊕ U−(`2+)
defined by Ux = P+x⊕ P−x is unitary we have shown:
Lemma 2.8. For all m ∈ N0 the operator Sz2m+1φ : `2+ → `2+ is unitarily equiva-
lent to the operator
(
(−1)m
pi H 12−m
)
⊕
(
(−1)m+1
pi H− 12−m
)
: `2+ ⊕ `2+ → `2+ ⊕ `2+.
Now consider the case when ` ∈ N0 is odd, i. e. ` = 2m + 1, m ∈ N0. With
Lemma 2.7, it is easy to check that
P+Sz2m+2φP+ = 0 = P−Sz2m+2φP−,(
P+Sz2m+2φP−x
)
2n
= − 1
pi
∞∑
k=0
(−1)k+m+n
k +m+ n+ 3/2
x2k+1,
(
P−Sz2m+2φP+x
)
2n+1
= − 1
pi
∞∑
k=0
(−1)k+m+n
k +m+ n+ 3/2
x2k.
Let x⊕ y ∈ `2+ ⊕ `2+. One has[
V 0
0 V
] [
U−1+ 0
0 U−1−
] [
0 P+Sz2m+2φP−
P−Sz2m+2φP+ 0
] [
U+ 0
0 U−
] [
V 0
0 V
] [
x
y
]
=
 0 (−1)m+1pi H− 12−m
(−1)m+1
pi H− 12−m 0
[x
y
]
.
We denote by I the identity operator `2+ → `2+. Obviously, the operator
1√
2
[
I −I
I I
]
: `2+ ⊕ `2+ → `2+ ⊕ `2+
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is unitary and its inverse is given by
1√
2
[
I I
−I I
]
: `2+ ⊕ `2+ → `2+ ⊕ `2+.
Since
1√
2
[
I I
−I I
] 0 (−1)m+1pi H− 12−m
(−1)m+1
pi H− 12−m 0
 1√
2
[
I −I
I I
]
=
 (−1)m+1pi H− 12−m 0
0 (−1)
m
pi H− 12−m

we have shown:
Lemma 2.9. For all m ∈ N0 the operator Sz2m+2φ : `2+ → `2+ is unitarily equiva-
lent to the operator
(
(−1)m+1
pi H− 12−m
)
⊕
(
(−1)m
pi H− 12−m
)
: `2+⊕ `2+ → `2+⊕ `2+.
Now Theorem 2.6, Lemma 2.8, and Lemma 2.9 allow us to complete the proof
of Theorem 1.1.
Proof of Theorem 1.1. Let h : (0,∞) → (0,∞) be defined as in Theorem 1.1.
Due to Rosenblum [6], Theorem 4, the operator Hp is unitarily equivalent to the
multiplication operatorMh onL2
(
(0,∞); ρp(λ)dλ
)
for all p ≤ 1/2, in particular
if p ∈ {12 −m : m ∈ N0} . Therefore, the operators 1piHp and − 1piHp are unitarily
equivalent to the multiplication operatorsMh˜ andM−h˜ on L
2
(
(0,∞); ρp(λ)dλ
)
,
respectively, where h˜ := h/pi and p ∈ {12 −m : m ∈ N0} . From this, Theorem
2.6, and from the Lemmas 2.8 and 2.9, all the assertions in Theorem 1.1 follow. 
3. SOME PROPERTIES OF THE FUNCTIONS k(`) FOR ` ∈ N
If ` = 0 then the function k(0) : R → R is given by k(0)(x) = 2pi sin(x)x ; this
function is fully understood. In this section, we will prove some properties of k(`)
for ` ∈ N. First we need to prove some lemmas.
Lemma 3.1. Let ` ∈ N. Then one has
(1)
`−1∑
j=0
cos
(
(`−j)pi/4
)
2(`+j−2)/2
(
`+j−1
`−1
)
= 1.
(2)
∑`
n=0
(−1)n (2`2n) = cos(`pi/2) · 2`.
(3)
`−1∑
n=0
(−1)n+1 ( 2`2n+1) = sin(−`pi/2) · 2`.
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Proof. (1) Let ` ∈ N. Define a` :=
`−1∑
j=0
ei·(`−j)pi/4
2(`+j)/2
(
`+j−1
`−1
)
. It is easy to com-
pute
a`+1 =
∑`
j=0
ei·(`+1−j)pi/4
2(`+1+j)/2
(
`+ j − 1
`− 1
)
+
∑`
j=1
ei·(`+1−j)pi/4
2(`+1+j)/2
(
`+ j − 1
`
)
= a` · 1 + i
2
+
1 + i
2`+1
(
2`− 1
`− 1
)
+ a`+1 · 1− i
2
− 1
2`+1
(
2`
`
)
which is equivalent to
a`+1 = a` +
i
2`+1
(
2`
`
)
.
From this it follows that
1
2
= Re (a1) = ... = Re (a`) =
`−1∑
j=0
cos
(
(`− j)pi/4)
2(`+j)/2
(
`+ j − 1
`− 1
)
.
(2) If ` ∈ N then
∑`
n=0
(−1)n
(
2`
2n
)
= Re
{
(1 + i)2`
}
= cos(`pi/2) · 2`.
(3) If ` ∈ N then
`−1∑
n=0
(−1)n+1
(
2`
2n+ 1
)
= − Im
{
(1 + i)2`
}
= sin(−`pi/2) · 2`.

Lemma 3.2. Let m ∈ N0. Then one has
(1)
∞∫
−∞
e−|y| |y|m sin(x− y)dy = m!
2(m−1)/2 cos
(
(m+ 1)pi/4
)
· sin(x)
for all x ∈ R.
(2)
∞∫
−∞
e−|y| |y|m cos(x− y)dy = m!
2(m−1)/2 cos
(
(m+ 1)pi/4
)
· cos(x)
for all x ∈ R.
Proof. Let m ∈ N0.
(1) Let x ∈ R. It is straightforward to compute∫ ∞
−∞
e−|y| |y|m sin(x− y)dy = 2 sin(x)
∫ ∞
0
e−yym cos(y)dy
= sin(x)
{
m!
2(m−1)/2
cos
(
(m+ 1)pi/4
)}
.
(2) Put x˜ = x+ pi/2, x ∈ R. Since sin(x˜− y) = cos(x− y) for every y ∈ R
the claim follows from the first part of the lemma.

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Lemma 3.3. Let ` ∈ N. Then
1
pi
1
2`−1
2∑`
n=0
(−1)n
(
2`
n
) ((
e−|w| p`(|w|)
) ∗ ( dn
dwn
sin(w)
))
(x)
=
2
pi
· sin(x− `pi/2)
holds true for each x ∈ R.
Proof. Let ` ∈ N. It follows from Lemma 3.2 and Lemma 3.1 that
1
pi
1
2`−1
2∑`
n=0
(−1)n
(
2`
n
) ((
e−|w| p`(|w|)
) ∗ ( dn
dwn
sin(w)
))
(x)
=
sin(x)
pi · 2`−1
`−1∑
j=0
cos
(
(`− j)pi/4
)
2(`+j−2)/2
(
`+ j − 1
`− 1
) · [∑`
n˜=0
(−1)n˜
(
2`
2n˜
)]
+
cos(x)
pi · 2`−1
`−1∑
j=0
cos
(
(`− j)pi/4
)
2(`+j−2)/2
(
`+ j − 1
`− 1
) · [`−1∑
n˜=0
(−1)n˜+1
(
2`
2n˜+ 1
)]
=
2
pi
· sin(x− `pi/2), x ∈ R.

We denote by C∞(R) the set of all infinitely differentiable functions on R.
Theorem 3.4. Let ` ∈ N. Then one has:
(1) k(`) ∈ C∞(R)∩L2(R)∩L∞(R). All derivatives of arbitrary order of k(`)
are in C∞(R) ∩ L∞(R). In particular, the limit lim
x→0+
k(`)(x) exists in R.
(2) k(`)(x) = O(x−1) as |x| → ∞, i. e. lim sup
|x|→∞
|x · k(`)(x)| ≤ C < ∞
for some constant C > 0.
(3) lim
|x|→∞
∣∣x · k(`)(x)− 2pi · sin(x− `pi/2)∣∣ = 0.
Proof. Let ` ∈ N.
(1) We just show the boundedness. All the other assertions are obvious. Let
m ∈ N0. Define the following positive constants:
C ′′ := max
{
sup
w∈R
∣∣∣∣ djdwj sin(w)w
∣∣∣∣ : j ∈ {0, 1, ..., 2`+m}} ,
C ′ := max
{
1
pi
(
`+j−1
`−1
)
2j+`−1
(
2`
n
)
(`− j − 1)! : j ∈ {0, ..., `− 1}, n ∈ {0, ..., 2`}
}
,
C := C ′ · C ′′.
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One has∣∣∣∣ dmdxmk(`)(x)
∣∣∣∣ ≤ C · `−1∑
j=0
2∑`
n=0
∫ ∞
−∞
e−|y| |y|`−j−1 dy
= 2(2`+ 1)C ·
`−1∑
j=0
(`− j − 1)!
for all x ∈ R. Since this constant is finite and does not depend on x we
have shown that each derivative of arbitrary order of k(`) is in L∞(R).
(2) This is immediate by the third part of the theorem.
(3) Let n ∈ N0. The functions
F2n : z 7→ z · d
2n
dz2n
sin(z)
z
− (−1)n sin(z)
and
G2n+1 : z 7→ z · d
2n+1
dz2n+1
sin(z)
z
− (−1)n cos(z)
are entire. Furthermore, Leibniz’ rule implies that
x · d
2n
dx2n
sin(x)
x
− (−1)n sin(x) =
2n∑
m=1
(
2n
m
)
(−1)m m! x−m d
2n−m
dx2n−m
sin(x)
and
x · d
2n+1
dx2n+1
sin(x)
x
− (−1)n cos(x)
=
2n+1∑
m=1
(
2n+ 1
m
)
(−1)m m! x−m d
2n+1−m
dx2n+1−m
sin(x)
tend to zero as |x| → ∞ where x is real. Therefore, F2n, G2n+1 ∈
C∞(R) ∩ L∞(R). It is easy to show that the dominated convergence the-
orem implies
lim
|x|→∞
∞∫
−∞
e−|y|p`(|y|)F2n(x− y)dy = 0,
lim
|x|→∞
∞∫
−∞
e−|y|p`(|y|)G2n+1(x− y)dy = 0,
(∗)
for all ` ∈ N.
We already know that the function x 7→ dndxn sin(x)x is in C∞(R) ∩
L∞(R) and that dndxn
sin(x)
x → 0 for each sequence of real numbers such
that |x| → ∞. It is easy to show that the dominated convergence theorem
implies
(∗∗) lim
|x|→∞
∫ ∞
−∞
e−|y|p`(|y|) · y · ∂
n
∂xn
sin(x− y)
x− y dy = 0
for all ` ∈ N. Now Lemma 3.3, (∗), and (∗∗) yield
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∣∣∣∣x · k(`)(x)− 2pi · sin(x− `pi/2)
∣∣∣∣
=
∣∣∣∣∣ 1pi 12`−1 ∑`
n˜=0
(
2`
2n˜
)∫ ∞
−∞
e−|y| p`(|y|) F2n˜(x− y)dy
− 1
pi
1
2`−1
`−1∑
n˜=0
(
2`
2n˜+ 1
)∫ ∞
−∞
e−|y| p`(|y|) G2n˜+1(x− y)dy
+
1
pi
1
2`−1
2∑`
n=0
(−1)n
(
2`
n
)∫ ∞
−∞
e−|y| p`(|y|) · y · ∂
n
∂xn
sin(x− y)
x− y dy
∣∣∣∣∣
≤ 1
pi
1
2`−1
∑`
n˜=0
(
2`
2n˜
) ∣∣∣∣ ∫ ∞−∞ e−|y| p`(|y|) F2n˜(x− y)dy
∣∣∣∣
+
1
pi
1
2`−1
`−1∑
n˜=0
(
2`
2n˜+ 1
) ∣∣∣∣ ∫ ∞−∞ e−|y| p`(|y|) G2n˜+1(x− y)dy
∣∣∣∣
+
1
pi
1
2`−1
2∑`
n=0
(
2`
n
) ∣∣∣∣ ∫ ∞−∞ e−|y| p`(|y|) · y · ∂
n
∂xn
sin(x− y)
x− y dy
∣∣∣∣
→ 0
as |x| → ∞, for all ` ∈ N.

Corollary 3.5. Let ` ∈ N. Then one has:
(1) k(`) ∈ Lp(R) for all p ∈ (1,∞].
(2) k(`) /∈ L1(R).
Proof. Let ` ∈ N.
(1) We already know that k(`) ∈ L∞(R). If p ∈ (1,∞) and N ∈ N, it is
straightforward to compute∫ ∞
−∞
∣∣∣k(`)(x)∣∣∣p dx ≤ C1 + 2C2
p− 1 N
−p+1 <∞
where C1 := 2N ·
∥∥k(`)∥∥p
L∞(R) < ∞ and C2 := sup
x∈R
∣∣x · k(`)(x)∣∣p < ∞
by Theorem 3.4.
(2) Denote by Bρ(y) ⊂ R the open ball of radius ρ > 0 around a real number
y.
Put ε := pi4 > 0. Now it follows from the third part of Theorem 3.4 that
lim
n→∞
k(`)(xn)
2
pi
sin(xn−`pi/2)
xn
= 1 for each sequence (xn)n∈N
in Ω := R \ ⋃
m∈Z
Bε
(
(m + `/2)pi
)
such that lim
n→∞ |xn| = ∞. Since the
function x 7→ k(`)(x)
2
pi
sin(x−`pi/2)
x
is continuous on Ω there exists some number
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N ∈ N such that N ≥ `pi/2 and
k(`)(x)
2
pi
sin(x−`pi/2)
x
≥ 1− ε > 0
for all x ∈ [N,∞) ∩ Ω. If we put Ω˜ = R \ ⋃
m∈Z
Bε(mpi), one has∫ ∞
−∞
∣∣∣k(`)(x)∣∣∣ dx ≥ (1− ε) 2
pi
∫
Ω∩(N,∞)
∣∣∣∣sin(x− `pi/2)x
∣∣∣∣ dx
= (1− ε) 2
pi
∫
Ω˜∩(N+`pi/2,∞)
∣∣∣∣sin(x˜− `pi)x˜− `pi/2
∣∣∣∣dx˜
≥ (1− ε) 2
pi
∫
Ω˜∩(N+`pi/2,∞)
| sin(x˜)|
x˜
dx˜
where we substituted x˜ := x+ `pi/2. Since N ≥ `pi/2 and | sin(x)| ≥ 1√
2
for all x ∈ Ω˜ this implies∫ ∞
−∞
∣∣∣k(`)(x)∣∣∣dx ≥ (1− ε) √2
pi
∫
Ω˜∩(Npi+pi/4,∞)
1
x
dx
= (1− ε)
√
2
pi
∞∑
n=N
∫ npi+3pi/4
npi+pi/4
1
x
dx
≥ (1− ε)
√
2
2pi
∞∑
n=N+1
1
n
=∞.

4. EXPLICIT COMPUTATION OF THE FUNCTIONS k(`) FOR ` ∈ N
In this section, we will compute the functions k(`) on (0,∞). For this we need
the exponential integral function E1 and the complementary exponential integral
function Ein. Recall that Ein : C→ C is entire and can be represented as follows:
Ein(z) =
∫ 1
0
1− e−tz
t
dt, z ∈ C.(4.1)
It is well-known that the exponential integral functionE1 is holomorphic onC− :=
C \ (−∞, 0] and can be represented on Hr \ {0} as follows:
(4.2) E1(z) =
∫ ∞
1
e−tz
t
dt, z ∈ Hr \ {0}.
Furthermore, if z is in C− then
(4.3) E1(z) = Ein(z)− log(z)− γ
where log is the principal value of the complex logarithm and γ denotes Euler’s
constant.
First we will prove some lemmas.
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According to [1], p. 217, formula (14), we know the following fact:
Lemma 4.1. Let a be in C, Re(a) > 0, and n ∈ N0. Then the following formula
holds true for all x > 0:∫ ∞
0
yne−ay
1
x+ y
dy = (−1)nxneaxE1(ax) +
n∑
r=1
(−1)n−r(r − 1)! a−rxn−r.
We will also need
Lemma 4.2. The following formulas hold true:
(1) For all x > 0,∫ ∞
0
e−y
sin(x− y)
x− y dy = pie
−x +
i
2
e−x · {E1(−x− ix)− E1(−x+ ix)} .
(2) Let m ∈ N. If r ∈ {1, ...,m} then
m∑
j=r
(−1)j
(
m
j
)
(j − 1)!
(j − r)! = (−1)
r(r − 1)!.
(3) If m ∈ N0 then∫ ∞
0
e−yym
sin(x− y)
x− y dy
=
(
pie−x +
i
2
e−x · {E1(−x− ix)− E1(−x+ ix)}
)
· xm
+
m∑
r=1
(r − 1)!
2r/2
xm−r sin
( rpi
4
− x
)
, x > 0.
Proof. (1) From (4.1) and (4.3) it follows that∫ 1
−1
e−y(x−ix) − e−y(x+ix)
y
dy
= −Ein(x− ix) + Ein(−x+ ix) + Ein(x+ ix)− Ein(−x− ix)
= −E1(x− ix) + E1(−x+ ix) + E1(x+ ix)− E1(−x− ix) + 2pii, x > 0.
If we substitute yˆ := −1 + y/x and then apply (4.2) we get that∫ ∞
0
e−y
sin(x− y)
x− y dy =
e−x
2i
∫ ∞
−1
(
−e−yˆ(x+ix) + e−yˆ(x−ix)
) 1
yˆ
dyˆ
=
e−x
2i
{
E1(x− ix)− E1(x+ ix) +
∫ 1
−1
e−yˆ(x−ix) − e−yˆ(x+ix)
yˆ
dyˆ
}
= pie−x +
i
2
e−x · {E1(−x− ix)− E1(−x+ ix)} , x > 0.
(2) It is not hard to show
m∑
j=r
(−1)j
(
m
j
)(
j − 1
r − 1
)
= (−1)r for all r ∈ {1, ...,m}
by induction on m ∈ N.
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(3) If m = 0 then the assertion follows immediately from (1).
Now let m be in N. Let a be in C such that Re(a) > 0. Then the
substitution r := 1 + k, a comparison of coefficients, and the second part
of this lemma imply
xm
m∑
j=1
(
m
j
)
(−1)j
j−1∑
k=0
(
j − 1
k
)
(−1)kx−1−k
∫ ∞
0
e−ayykdy
= xm
m∑
j=1
(
m
j
)
(−1)j
j−1∑
k=0
(
j − 1
k
)
(−1)k k!
a1+k
x−1−k
= xm
m∑
r=1
a−rx−r(−1)r+1
m∑
j=r
(−1)j
(
m
j
)
(j − 1)!
(j − r)!
= −
m∑
r=1
a−r(r − 1)! xm−r, x > 0.(∗)
From the binomial theorem, (∗), and the first part of this lemma it follows
that∫ ∞
0
e−y{(y − x) + x}m sin(x− y)
x− y dy
= xm
∫ ∞
0
e−y
sin(x− y)
x− y dy
+
eix
2i
xm
m∑
j=1
(
m
j
)
(−1)j
j−1∑
k=0
(
j − 1
k
)
(−1)k
xk+1
∫ ∞
0
e−(1+i)yykdy
− e
−ix
2i
xm
m∑
j=1
(
m
j
)
(−1)j
j−1∑
k=0
(
j − 1
k
)
(−1)k
xk+1
∫ ∞
0
e−(1−i)yykdy
=
(
pie−x +
i
2
e−x · {E1(−x− ix)− E1(−x+ ix)}
)
· xm
− e
ix
2i
m∑
r=1
(1 + i)−r(r − 1)! xm−r + e
−ix
2i
m∑
r=1
(1− i)−r(r − 1)! xm−r
=
(
pie−x +
i
2
e−x · {E1(−x− ix)− E1(−x+ ix)}
)
· xm
+
m∑
r=1
(r − 1)!
2r/2
xm−r sin
( rpi
4
− x
)
, x > 0,
as was to be shown.

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Lemma 4.3. Let m,n ∈ N0 such that m ≥ n. Then one has:
(1) For all x > 0,
P−m,n(x) :=
∫ ∞
0
e−yym
∂n
∂xn
sin(x− y)
x− y dy
=
(
pie−x +
i
2
e−x {E1(−x− ix)− E1(−x+ ix)}
) n∑
j=0
(
n
j
)
(−1)n−j m!
(m− j)! x
m−j
+
n∑
j=0
(
n
j
)
(−1)n−j m!
(m− j)!
m−j∑
r=1
(r − 1)!
2r/2
sin
( rpi
4
− x
)
xm−j−r.
(2) For all x > 0,
P+m,n(x) :=
∫ ∞
0
e−yym
∂n
∂xn
sin(x+ y)
x+ y
dy
= (−1)m i
2
ex {E1(x+ ix)− E1(x− ix)}
n∑
j=0
(
n
j
)
m!
(m− j)!x
m−j
+
n∑
j=0
(
n
j
)
m!
(m− j)!
m−j∑
r=1
(−1)m−r (r − 1)!
2r/2
sin
( rpi
4
+ x
)
xm−j−r.
Proof. (1) It is straightforward to compute∫ ∞
0
e−yym
∂n
∂xn
sin(x− y)
x− y dy =
∫ ∞
0
∂n
∂yn
{e−yym} sin(x− y)
x− y dy
=
n∑
j=0
(
n
j
)
(−1)n−j m!
(m− j)!
∫ ∞
0
e−yym−j
sin(x− y)
x− y dy, x > 0,
where we used integration by parts and Leibniz’ rule. Now the claim fol-
lows from the third part of Lemma 4.2.
(2) This is proved analogously to the first part of this lemma; just use Lemma
4.1 instead of Lemma 4.2.

Lemma 4.4. Let m ∈ N and n ∈ N0. Then the following results hold true:
(1) For all x > 0,
∞∫
0
e−y
∂n
∂yn
sin(x− y)
x− y dy =
n−1∑
b=0
(−1)n+b d
n−1−b
dxn−1−b
sin(x)
x
+
∞∫
0
e−y
sin(x− y)
x− y dy.
(2) For all x > 0,∫ ∞
0
e−y
∂n
∂yn
sin(x+ y)
x+ y
dy = −
n−1∑
b=0
dn−1−b
dxn−1−b
sin(x)
x
+
∫ ∞
0
e−y
sin(x+ y)
x+ y
dy.
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(3) If m < n then
Q−m,n(x) :=
∫ ∞
0
e−yym
∂n
∂xn
sin(x− y)
x− y dy
= (−1)n−m−1
n−m−1∑
s=0
(−1)s (n− s− 1)!
(n−m− s− 1)!
ds
dxs
sin(x)
x
+
(
pie−x +
i
2
e−x {E1(−x− ix)− E1(ix− x)}
) m∑
j=0
(
n
j
)
(−1)n−j m!
(m− j)! x
m−j
+
m∑
j=0
(
n
j
)
(−1)n−j m!
(m− j)!
m−j∑
r=1
(r − 1)!
2r/2
sin
( rpi
4
− x
)
xm−j−r, x > 0.
(4) If m < n then
Q+m,n(x) :=
∫ ∞
0
e−yym
∂n
∂xn
sin(x+ y)
x+ y
dy
= (−1)m+1
n−m−1∑
s=0
(n− s− 1)!
(n−m− s− 1)!
ds
dxs
sin(x)
x
+ (−1)m i
2
ex {E1(x+ ix)− E1(x− ix)}
m∑
j=0
(
n
j
)
m!
(m− j)!x
m−j
+
m∑
j=0
(
n
j
)
m!
(m− j)!
m−j∑
r=1
(−1)m−r (r − 1)!
2r/2
sin
( rpi
4
+ x
)
xm−j−r, x > 0.
Proof. (1) This is easily proved by induction on n ∈ N0.
(2) This is easily proved by induction on n ∈ N0, too.
(3) It follows analogously to the proof of the first part of Lemma 4.3 that∫ ∞
0
e−yym
∂n
∂xn
sin(x− y)
x− y dy
= e−x
(
pi +
i
2
{E1(−x− ix)− E1(ix− x)}
) m∑
j=0
(
n
j
)
(−1)n−jm!
(m− j)! x
m−j
+
m∑
j=0
(
n
j
)
(−1)n−j m!
(m− j)!
m−j∑
r=1
(r − 1)!
2r/2
sin
( rpi
4
− x
)
xm−j−r
+ boundary terms(∗)
for all x > 0. Since∫ ∞
0
e−y
∂j
∂yj
sin(x− y)
x− y dy =
∫ ∞
0
e−y
∂j−1
∂yj−1
sin(x− y)
x− y dy + boundary term
and
dm+j
dym+j
{
e−yym
}
= m! (−1)j
(
m+ j
m
)
e−y + remainder
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for all j ∈ N it follows with (1) that the boundary terms in (∗) are given by
m!
n−m−1∑
a=0
(
m+ a− 1
m− 1
)
(−1)a
n−m−a−1∑
b=0
(−1)b d
n−m−a−1−b
dxn−m−a−1−b
sin(x)
x
= m!
n−m−1∑
r=0
(−1)r d
n−m−r−1
dxn−m−r−1
sin(x)
x
r∑
a=0
(
m+ a− 1
m− 1
)
= (−1)n−m−1
n−m−1∑
s=0
(−1)s (n− s− 1)!
(n−m− s− 1)!
ds
dxs
sin(x)
x
, x > 0,
where we substituted r := a + b, compared coefficients, and put s :=
n−m− r − 1. Now the claim follows.
(4) This is proved analogously to the third part of this lemma; just use (2)
instead of (1).

Theorem 4.5. Let ` ∈ N. Then one has
k(`)(x)
=
1
pi
1
22`−2
{
`−1∑
m=0
m∑
n=0
(−1)n
(
2`
n
)
2m
m!
(
2`−m− 2
`− 1
)[
P−m,n(x) + P
+
m,n(x)
]
+
`−1∑
m=0
2∑`
n=m+1
(−1)n
(
2`
n
)
2m
m!
(
2`−m− 2
`− 1
)[
Q−m,n(x) +Q
+
m,n(x)
]}
for all x > 0 where the functions P±m,n(·) and Q±m,n(·) are defined as in Lemma
4.3 and Lemma 4.4, respectively.
Proof. Under the assumptions of this theorem and with the index shift defined by
m := `− j − 1 it is straightforward to prove the formula in Theorem 4.5. 
Corollary 4.6. Let ` be in N. Then the function k(`) is real analytic on (0,∞).
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