Efficient Use of Spectral Resources in Wireless Communication Using
  Training Data Optimization by Mousaei, Mohammadreza
Efficient Use of Spectral Resources in Wireless Communication Using Training Data
Optimization
BY
MOHAMMADREZA MOUSAEI
B.Sc., Shahid Beheshti University, Tehran, Iran, 2015
THESIS
Submitted as partial fulfillment of the requirements
for the degree of Master of Science in Electrical and Computer Engineering
in the Graduate College of the
University of Illinois at Chicago, 2019
Chicago, Illinois
Defense Committee:
Besma Smida, Chair and Advisor
Danilo Erricolo
Vitali Metlushko
ar
X
iv
:1
90
3.
12
25
9v
1 
 [e
es
s.S
P]
  1
0 M
ar 
20
19
Copyright by
Mohammadreza Mousaei
2019
ii
To my mother, who believed in me when not even myself did.
To my father, who spent his life to provide a brighter future for us.
And to my advisor, who taught and supported me both in academia and life
iii
ACKNOWLEDGMENTS
I’m indebted to many people for their continuing support leading to this thesis. First, I would like to
thank my adviser, Besma Smida, for her support and trust. Her supportive guidance helped me navigate
through the problems and her trust gave me enough freedom to enjoy exploring the field. Being a
member of Wireless lab at the University of Illinois at Chicago (UIC) was a great experience for me.
The collaborations and discussions over the years helped me grow, personally and intellectually. I thank
my co-authors, Besma Smida and Mojtaba Soltanalian, for their contributions in the projects. Many
of the ideas in our work emerged from our discussions and teamwork. Also many thanks go to my
labmates and officemates.
MM
iv
PREFACE
This thesis is an original intellectual product of the author, M. Mousaei. All of the work presented
here was conducted in the Wireless Lab at the University of Illinois at Chicago. The main project has
been partially supported by National Science Foundation (NSF) under Grant Number 1620794. The
results of these works have previously appeared (or is appearing) as conference publications: ICC’17
(1), Milcom’17 (2). The copyright permissions for reusing the published materials have been presented
in Appendix.
Mohammadreza Mousaei
April 1, 2019
v
CONTRIBUTION OF AUTHORS
A version of Chapter 3 has been published in IEEE International Conference on Communication (1).
I was responsible for developing the majority of the ideas, mathematically representing the optimization
problem, conducting the simulations and comparing the results and finally, composing the manuscript.
A version of Chapter 4 has been published in IEEE Military Conference on Communication (2). I
was responsible for developing the majority of the ideas, mathematically representing the optimization
problem, representation of optimization algorithm, evaluating the performance through simulations and
finally, composing the manuscript.
vi
TABLE OF CONTENTS
CHAPTER PAGE
1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Existing Approaches Toward Spectral Efficiency Improvement . . . . 1
1.1.1 Training Data Size Optimization . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Tight Optimization Metric . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.3 Designing Multifunction Systems . . . . . . . . . . . . . . . . . . . . 3
1.2 Thesis Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Training Data Size Optimization for Short Packet Applications . . . . 4
1.2.2 Designing an Integrated Radar and Communication Platform using
Training Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 PREVIOUS WORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Optimizing Training Data . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Finite Blocklength Regime . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Integrated Radar and Communication . . . . . . . . . . . . . . . . . . 15
2.4 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.1 Optimizing Training Data in Finite Blocklength Regime . . . . . . . . 19
2.4.2 Designing an Integrated Communication and Sensing Platform Us-
ing Training Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3 TRAINING DATA SIZE OPTIMIZATION FOR FINITE-BLOCKLENGTH
REGIME . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.1 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2 Coding Theory Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.3 Packet Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Training Data Size Optimization . . . . . . . . . . . . . . . . . . . . . 26
3.2.1 Training-Based Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.1.1 Training Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.1.2 Data Transmission Phase . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.2 Pilot-Based Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.2.1 Channel Estimation with Block Fading . . . . . . . . . . . . . . . . . 28
3.2.2.2 Channel Estimation with Continuous Fading . . . . . . . . . . . . . . 29
3.2.3 Pilot-Based Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Short Packet Data Optimization Metric . . . . . . . . . . . . . . . . . 33
vii
TABLE OF CONTENTS (Continued)
CHAPTER PAGE
3.3.1 Traditional Optimization Metric: Ergodic Capacity . . . . . . . . . . . 34
3.3.2 Proposed Optimization Metric: Maximal Achievable Rate . . . . . . 36
3.3.2.1 Channel Dispersion for Memoryless Channels . . . . . . . . . . . . . 37
3.3.2.2 Extension of Channel Dispersion for Fading Channels . . . . . . . . . 37
3.4 Optimizing Training Data Size for Short Packet Communication . . . 39
3.4.1 Using Maximal Acheivable Rate as Optimization Metric . . . . . . . 39
3.4.2 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.2.1 Optimal Training Data Size vs Probability of Error . . . . . . . . . . . 40
3.4.2.2 Optimal Training Data Size vs Blocklength . . . . . . . . . . . . . . . 41
3.4.2.3 Optimal Training Data Size vs SNR and Normalized Doppler Fre-
quency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.2.4 Effect of Optimal Training Data Size on Optimal Rate . . . . . . . . . 45
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 TRAINING DATA DESIGN FOR INTEGRATED COMMUNICATION AND
SENSING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1 Fusion of Communication and Radar Operations . . . . . . . . . . . . 48
4.1.1 The Proposed Integration Scheme . . . . . . . . . . . . . . . . . . . . 48
4.1.2 Time and Range Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.2.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.2.2 Practical Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.3 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Training Sequence Design . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.1 Simulation Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.2 Channel MSE Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.3 Radar Training Sequence Specifications . . . . . . . . . . . . . . . . . 61
4.3.4 Correlation of training sequences . . . . . . . . . . . . . . . . . . . . . 62
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.1 Review of The Research . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.1.1 Optimizing Training Data Size Using Maximal Achievable Rate Ap-
proximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.1.2 Utilizing Training Data to Design a Multifunction Communication
and Sensing System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Implications of Findings . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.1 Better Performance in Short Packet Ultra Reliable Communication . 65
5.2.2 Ubiquitous Spectrum Sharing Between Communication and Sensing 66
5.3 Limitaitons of Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3.1 Asymptotically Similar Performance for Long Packets . . . . . . . . . 67
5.3.2 Increased Computational Complexity . . . . . . . . . . . . . . . . . . 67
viii
TABLE OF CONTENTS (Continued)
CHAPTER PAGE
5.3.2.1 Complexity of Proposed Optimization Metric . . . . . . . . . . . . . . 67
5.3.2.2 Complexity of Integrated Communication and Sensing System . . . . 68
5.4 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.4.1 Analytical Analysis of Optimal Training Data Size . . . . . . . . . . . 68
5.4.2 Complexity Trade-off for Integrated Communication and Sensing
System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Appendix A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Appendix B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
CITED LITERATURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
ix
LIST OF TABLES
TABLE PAGE
I RELATED WORKS: OPTIMIZING TRAINING DATA. . . . . . . . . . . 9
II RELATED WORKS: FINITE BLOCKLENGTH REGIME. . . . . . . . . 13
III RELATED WORKS: INTEGRATED RADAR AND COMMUNICA-
TION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
ALGORITHM I: CYCLIC OPTIMIZATION ALGORITHM FOR INTEGRATED
TRAINING SEQUENCE DESIGN . . . . . . . . . . . . . . . . . . . . . . . 59
x
LIST OF FIGURES
FIGURE PAGE
1 Fundamental elements in a communication framework. . . . . . . . . . . . . 24
2 The coding theory view of communication channel. . . . . . . . . . . . . . . 25
3 The structure of the packet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4 Packing messages (balls) in coding space. . . . . . . . . . . . . . . . . . . . . 35
5 Optimal pilot overhead for infinite and finite blocklength in block and con-
tinuous fading model vs. ε with n= 30 and SNR = 15dB. . . . . . . . . . . . . . 41
6 Optimal pilot overhead for infinite and finite blocklength in block fading
model vs. Blocklength with SNR = 8dB and ε = 1e-9. . . . . . . . . . . . . . . . 42
7 Optimal pilot overhead for infinite and finite blocklength in continuous fad-
ing model vs. Blocklength with SNR = 23dB, ε = 1e-9 and fD = 0.02. . . . . . . 43
8 Optimal pilot overhead for infinite and finite blocklength in block and con-
tinuous fading model vs. SNR with n= 40 and ε = 1e-9. . . . . . . . . . . . . . 44
9 Optimal pilot overhead for infinite and finite blocklength in continuous fad-
ing model vs. fD with n= 10, SNR = 16dB and ε = 1e-9. . . . . . . . . . . . . . 45
10 Acheivable rate using infinite and finite blocklength αopt in continuous fad-
ing model vs. n with SNR = 20dB, ε = 1e-12 and fD = 0.02. . . . . . . . . . . . 46
11 Achievable rate using infinite and finite blocklength αopt in block fading
model vs. n with SNR = 7dB, ε = 1e-9 and fD = 0.02. . . . . . . . . . . . . . . . 46
12 The ComSens communication and sensing integration framework. . . . . . . 49
13 The radar operational range of ComSens. . . . . . . . . . . . . . . . . . . . . 53
14 Comparison between different schemes with MIMO channel (4× 4) with
8 training symbols per antenna vs MSE as the performance metric. To show
the enhancement in the performance metric, MSE values are shown at each
iterations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
xi
LIST OF FIGURES (Continued)
FIGURE PAGE
15 Autocorrelation of radar training sequence (xTl Jixl) where 1 ≤ l ≤ 8, and
each l denotes a transmit antenna so we have totally 4 autocorrelation plots in
this figure, and also −8≤ i≤ 8 denote time lags . . . . . . . . . . . . . . . . . . 62
16 Cross-correlation of radar and communication training sequences (xTq Jiyl)
where 1≤ q≤ 8, and each q denotes different transmit antenna, 1≤ l ≤ 8, and
each l denotes different receive antenna so we have totally 16 cross-correlation
plots in this figure, and also −8≤ i≤ 8 denote time lags . . . . . . . . . . . . . 63
xii
LIST OF ABBREVIATIONS
WSN Wireless Sensor Networks
AWGN Additive White Gaussian Noise
CSI Channel State Information
SNR Signal (to) Noise Ratio
MMSE Minimum Mean Squared Error
DMC Discrete (to) Memmoryless Channel
BEC Binary Erasure Channel
BSC Binary Symmetric Channel
BPSK Binary Phase Shift Keying
QPSK Quadratic Phase Shift Keying
CDMA Code Division Multiple Access
PSAM Pilot Symbol Assisted Modulation
BER Bit Error Rate
xiii
SUMMARY
Wireless communication applications has acquired a vastly increasing range over the past decade.
This rapidly increasing demand implies limitations on utilizing wireless resources. One of the most
important resources in wireless communication is frequency spectrum. This thesis provides different
solutions towards increasing the spectral efficiency. The first solution provided in this thesis is to use
a more accurate optimization metric: maximal acheivable rate (compared to traditional metric: ergodic
capacity) to optimize training data size in wireless communication. Training data symbols are previously
known symbols to the receiver inserted in data packets which are used by receiver to acquire channel
state information (CSI). Optimizing training data size with respect to our proposed tight optimization
metric, we could achieve higher rates especially for short packet and ultra reliable applications. Our
second proposed solution to increase spectral efficiency is to design a multifunction communication
and sensing platform utilizing a special training sequence design. We proposed a platform where two
training sequences are designed, one for the base-station and the other for the user. By designing these
two training sequence such that they are uncorrelated to each other, the base station will be able to
distinguish between the two training sequence. Having one of the sequences especially designed for
radar purposes (by designing it such that it has an impulse-like autocorrelation), the system will be able
to sense the environment, transmit and receive the communication data simultaneously.
xiv
CHAPTER 1
INTRODUCTION
Wireless Communication has a tremendous advance in the course of recent decades. However, the
improvement in the present technology requires considerably more expanding request in the sense of
efficient use of resources. Such an expanding demand requires extraordinary research in this area. As
wireless communication applications become more advanced and broadly utilized, the demand for more
efficient use of resources is significantly increasing. One of the most important resources in wireless
communication is the frequency spectrum. Since available bandwidth of frequency spectrum is limited,
growing demand for wireless applications requires ideas to use spectral resources more efficiently.
1.1 Existing Approaches Toward Spectral Efficiency Improvement
In order to satisfy the demand for higher spectral efficiency, new concepts of efficient use of spectral
resources should be conceived and traditional approaches to use spectrum in wireless communication
should be rethought. Here we introduce some of the existing ideas which can be utilized to achieve
higher spectrum efficiency.
1.1.1 Training Data Size Optimization
One of the primary issues in wireless communication is that Channel State Information (CSI) is
obscure to the receiver. Not only the channel is unknown, but also it varies over time. This issue
emerges the demand to estimate the channel in time. Channel estimation in wireless communication
can be done utilizing training symbols. Training symbols are previously known symbols to the receiver.
1
2These symbols are inserted periodically into the data stream (in order to capture time variations of the
channel). At the receiver side, channel can be estimated comparing the received training symbols and
the known values of them. Clearly, the more training symbols we have, the better estimation of the
channel we can obtain, resulting in a higher communicarion rate. However, if we increase the number
of training symbols, it will cost us to loose the actual data symbols and hence decreasing data rate.
Therefore, between the training data size and the communication rate, there exists a trade-off. In this
manner, it is crucial to design and optimize the training symbols to achieve the optimal training data size
and consequently higher rate and spectral efficiency. Traditional approaches towards this end, although
efficient for general applications, are not specifically designed for particular applications (such as short
packet communication). Therefore, one way to achieve more efficient use of spectral resources can be
optimizing training data for specific applications.
1.1.2 Tight Optimization Metric
Wireless network research has traditionally focused on increasing the information rate to meet the
demand generated by human-operated mobiles. However, all sorts of autonomous machines ”things”
with communication capabilities will soon need to be connected as well. The data transmitted to and
from autonomous machines is very different from the data to and from human-operated mobile de-
vices. The autonomous machines exchange a massive number of short data bursts at moderate data rates
but with stringent reliability requirements. These data bursts may result from industrial automation,
wireless coordination among vehicles (self driving cars), smart grid control functions, wireless sen-
sor networks (WSN) or health-monitoring activities (wearable health-monitoring devices). The central
challenge with these new wireless services is that current wireless systems are not properly designed
3to support high-reliable short-packet transmission. Traditional wireless communication approaches try
to optimize different parameters in wireless communication platform (such as training data, transmit
power, the ratio of power allocated to training data, etc) with respect to channel ergodic capacity which
leads to inaccurate results especially in short packet applications. Thus, a tighter and more accurate
optimization metric is needed for short packet communication. Since traditional wireless communica-
tion optimization approaches are not designed for short packet communication applications, they are not
optimal in this area, thus, spectrum is not used optimally. Changing this metric is another way of having
impact on spectrum efficiency.
1.1.3 Designing Multifunction Systems
Another traditional approach in wireless application is individual design for different wireless ap-
plication. Traditionally, various applications in wireless communication (e.g. data transfer, radar and
sensing applications, broadcasting, etc) had to be individually designed for specific platforms. Spectrum
efficiency can be increased tremendously by designing multifunction platforms. In particular, designing
a single platform for various wireless applications such as radar and communication purposes is a way
of increasing spectrum efficiency. Therefore, another solution which is discussed in this thesis is to
design a multifunction platform to add sensing abbilities to an already existing communication system
in order to increase spectral efficiency .
41.2 Thesis Motivations
Some of various existing approaches towards increasing spectral efficiency has been mentioned in
previous section. In this section, we will introduce our solutions to address the problem of enhancing
spectral efficiency.
1.2.1 Training Data Size Optimization for Short Packet Applications
Previously, we discussed that two major approaches to achieve higher spectral efficiency are op-
timizing Training Data Size and using more accurate optimization metrics especially for specific ap-
plications. Combining these two ideas together, Our first approach to increase spectral efficiency is to
Optimize Training Data Size for Short Packet Applications. To that end, we optimize the training data
size and investigate the dependence of this training data size on packet size and the probability of er-
ror, especially for ultra-reliable and short-packet transmission applications. This solution is explained
in detail in Chapter 3. In particular, a point to point communication model where one sensor or node
sends messages to a central node, or base-station, over Rayleigh fading AWGN channel is considered.
Then, the optimization problem is formalized in terms of approximate achievable rates at a given block
length, training data size, and the probability of error, which results in more accurate training data size
optimization. Our Simulation results in Chapter 3 show that while optimizing the training data size, it
is critical consider the packet size and the error probability.
1.2.2 Designing an Integrated Radar and Communication Platform using Training Data
As mentioned in previous section, another way of gaining spectral efficiency is to design multifunc-
tion platforms. Such a platform to integrate sensing abilities to an already built communication system
is explained in Chapter 4 where we design an integrated communication and sensing platform by uti-
5lizing training data design techniques. We utilize two different training data sequences (one is used for
uplink and the other one is designed for downlink) with the condition that they must be uncorrelated
to each other. Within such a framework, the signal received from the user and the backscattered signal
from the desired objects have uncorrelated training data sequences. Therefore, the base-station is able
to distinguish between the data sequence from user and the back-scattered sequence from object. We
assume a time division duplex (TDD) framework. The pilot sequences are designed for MIMO chan-
nels. We evaluate channel MSE as a figure of merit for communication system. We also show that the
designed training data sequences are uncorrelated for a range of time lags. Moreover, designed uplink
training data sequence has negligable autocorrelation for a range of time lags leading to an impulse-like
autocorrelation for radar sensing.
1.3 Notation
In this thesis, vectors/sequences are demonstrated with lowercase bold letters and uppercase bold
letters represent matrices. The Hermitian transpose, the complex conjugate, and the transpose of the
vector/matrix are represented respectively with (·)H , (·)∗ and (·)T . The ln-norm of the vector x (showed
as ‖x‖n) is defined as (∑k |x(k)|n)
1
n in which {x(k)} are the entries of x. for a matrix X , the Frobenius
norm is represented as ‖X‖F =
(
∑k,l |X(k, l)|2
) 1
2 when entries of the matrix are represented as {X(k, l)}.
Finally, the set of real and complex numbers are represented by R and C respectively.
1.4 Thesis Structure
The thesis can be organized as follows: Chapter 2 gives a background about previous works and
explains the thesis contributions compared with previous works. Chapter 3 introduces our new opti-
mization method for finite blocklength and compares its results through simulations. In Chapter 4, a
6novel idea for integrating communication and sensing abilities in a single platform is proposed; the idea
is formulated and then investigated through simulation. Finally, Chapter 5 concludes the thesis along
with mentioning limitations of our research and providing solutions for those limitations as future work.
CHAPTER 2
PREVIOUS WORKS
This research focuses on three major topics in areas of wireless communication and information the-
ory. First, the area of optimizing training data, which has extensively gained the attention of researchers
in wireless communications. Second, the area of finding asymptotically tight expression for maximum
achievable rate , which dates back to the dawn of information theory itself, but has recently attracted
broad research because of its applications. Finally, the area of joint radar and communication systems,
that recently has gained extensive research due to the effort to increase bandwidth efficiency. This chap-
ter tries to give a brief background about these areas of research and investigate some of previous works
that has been done in these areas.
2.1 Optimizing Training Data
One of the earliest studies on the effect of training data on a channel capacity is (3), where It presents
closed form expressions for the bit error rate (BER) in pilot assisted BPSK and QPSK modulations, for
an upper bound on error rate in 16QAM, and for the optimized receiver coefficients. Another pioneer
study of training data is (4), where they have optimized number of training data symbols specifically
for CDMA channels for both high and low rates based on channel capacity. Wireless data links promise
high data rates with low probability of error when the receiver khows the Channel State Information
(CSI). The receiver requires the transmitter to send the known training data during the training time (a
portion of transmission time) to acquire CSI. One other factor which can contribute towards efficiency
7
8is placing of training data symbols in the packet. The optimal placing of the training data is discussed
in (5) where the expression in closed-form for the MMSE estimate of the channel assess as a function
of training data arrangement for block fading channels is acquired.
The concept of optimizing training data is investigated extensively in (6), where the relation between
training data and the capacity of fading channel is being investigated. As it is discused previously in
Chapter 1, the basic concept about this relation is that there is a trade-off between the performance of
the wireless system and the training data; and there is an optimal point in which the best performance
is acquired. (6) investigates this trade-off, and find the optimal point by optimizing over a average
ergodic channel capacity. They also optimize the power allocation for training phase versus the data
transmission phase then find the optimal training data that is required for the optimal power. (6) inves-
tigates the optimization in flat fading channels. The training symbol power is fixed in more common
systems. Therefore, the optimization is over the quantity of training symbols. In that case, some ex-
plicit outcomes have been set up in both low and high power regimes. Another investigation of training
data size optimization is (7) where a closed form answer for the average rate of training data in block
fading is proposed. More recently, the optimization of the training data size in a unified continuous
and block fading model is researched in (8; 9). They also investigate continuous fading channels and
the effects of Doppler Frequency on training data size and power allocation and the dependence of the
optimum training data size on different parameters of the system (e.g. signal-to-noise ratio, fading rate)
is quantified.
One of the most recent works on this topic is (10). In this article, authors considered a more practical
scenario where K users are using a M antenna MIMO system. Then both the number of users and
9the number of training data are optimized to achieve maximal ergodic capacity. Unlike conventional
training-based systems, optimization of one-bit training-based system is investigated in (11), where
one-bit analog-to-digital converters (ADCs) is used. Authors in (11) show that optimal training length
in such a system is greater than conventional ones. A brief comparison of the development of the
researches in this area is also provided in Table I.
TABLE I: RELATED WORKS: OPTIMIZING TRAINING DATA.
Citation Model Results
(3) Gaussian Fading Channel Closed form expressions
for the bit error rate
(BER) in pilot assisted
BPSK and QPSK
Early Works (4) CDMA with AWGN
Multi-path Fading Chan-
nel
Optimizing number of
training data symbols
specifically for CDMA
(5) Gaussian Fading Channel Closed form expressions
for the bit error rate
(BER) in BPSK and
QPSK
Continued on next page
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Table I – continued from previous page
Citation Model Contribution
(6) Rayleigh block fading
channel
Optimizing number of
training data symbols and
power allocation
Recent Works (7) PSAM with Different
Fading Models
Closed form MMSE for
Fading Channels
(9) PSAM with Block and
Continuous Fading
Closed form for optimal
number of training data
symbols for both contin-
uous and
Most Recent (10) K users which are using
a Rayleigh Fading MIMO
system
Finding closed form ex-
pression for optimal num-
ber of training data sym-
bols and optimal number
of users
Continued on next page
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Table I – continued from previous page
Citation Model Contribution
Most Recent (11) One bit modulation with
Rayleigh Fading
Finding closed form ex-
pression for optimal num-
ber of training data with
one bit modulation
2.2 Finite Blocklength Regime
The problem of precisely computing the rate for various communication channels has the most
measure of research from the dawn of communication theory. In this section, the earliest works in this
area will be introduced and their contributions will be discussed. Then recent works towards finding a
tight approximation for maximum achievable rate will be introduced. Finally, the most recent works in
this area will be discussed.
Without doubt, the most fundamental property of a communication channel is the capacity intro-
duced by Shannon (12). The maximal bound for achievable rate with a vanishing probability of error
when the codeword length goes to infinity is called the Channel Capacity. This fundamental bound was
introduced by Shannon for different channels, for example, the additive white gaussian noise channel
(AWGN) an the discrete memoryless channel (DMC) (12). The basic problem with Shannon capacity is
that it cannot express the relation between a target error probability and the corresponding blocklength,
i.e, it doesn’t answer the question of ”how much large should the blocklength be to attain a certain prob-
12
ability of error?” and it simply states that if the blocklength is ”large enough”, the probability of error
vanishes to zero.
The behavior of the communication rate with respect to other parameters of interest, i.e. achievable
rate for limited blocklength, is an essential problem going back to to Feinstein and Gallager in the 60’s
(13; 14). Feinstein’s acheivibility lower bound on rate is introduced in (13) and Gallager’s random
coding lower bound on average probability of error is introduced in (14). Recently, Polyanskiy et
al. reformulated the issue and altogether determined some non-asymptotic achievability and converse
bounds for the finite blocklength regime (15). They showed that for various channels, the data rate
varies with packet sizes, desired error probabilities, and channel dispersions. The channel dispersion for
various channel models is investigated by Polyanskiy. In particular, the channel dispersion for coherent
fading channels is investigated in (16) and closed form for channel dispersion is derived.
The most recent researches on this area includes (17; 18). Where finite blocklength bounds on the
maximum achievable rate when channel state information is obscure both from transmitter and receiver
in MIMO Rayleigh block-fading channels is presented in (17) and a closed form expression for channel
dispersion in MIMO block-fading channels is derived in (18). A brief comparison of the development
of the researches in this area is also provided in Table II.
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TABLE II: RELATED WORKS: FINITE BLOCKLENGTH REGIME.
Citation Model Contribution
(12) DMC channels and Dis-
crete channels with finite
memory
Showing that for a chan-
nel with vanishing error
and infinite blockingth,
rate has an upper boundC
Early Works (13) General Coding Theory
Bound
Introducing an achiev-
ability lower bound lead-
ing to a relationship be-
tween rate and probabil-
ity of error
(14) Coding Theory Bound
applied on BSC and
AWGN channels
Introducing a random
coding lower bound
leading to a relationship
between probability of
error and channel coding
length
Continued on next page
14
Table II – continued from previous page
Citation Model Contribution
Recent Works (15) Binary Erasure Channel
(BEC), BSC and AWGN
channels
Finding tight approxima-
tion of maximum achiev-
able rate in terms of chan-
nel capacity and channel
dispersion
(16) SISO coherent fading
AWGN channel
Finding closed form ex-
pression for channel dis-
persion in fading chan-
nels
Most Recent (17) MIMO Rayleigh block-
fading channel
Presenting finite block-
length bounds on the
maximum achievable rate
in absence of CSI from
both transmitter and re-
ceiver.
Continued on next page
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Table II – continued from previous page
Citation Model Contribution
Most Recent (18) MIMO block-fading
AWGN channel
Finding closed form ex-
pression for channel dis-
persion in MIMO block-
fading channels.
2.3 Integrated Radar and Communication
Due to the increasing demand in wireless communication services, achieving higher data rates and
more reliable trans- missions have become a fundamental goal . Considering the consistently expanding
interest for both high-speed communication services and accurate remote sensing capabilities, present
day wireless frameworks will progressively require more effective procedures for utilization of the ac-
cessible frequency spectrum. In particular, the coexistence of communication and radar systems has
recently attracted a significant research interest. Using the same frequency spectrum for both com-
munication applications and radar tasks can significantly increase spectral efficiency. That is why the
integration of various functions such as communication applications with navigation and radar tasks has
attracted substantial interest in recent years.
The idea of combining communication and radar systems in a single platform has been proposed in
(19) and such a system has been developed and implemented in (20). One of early works in integration of
radar and communication platforms is the work by Office of Naval Research that propelled the Advanced
Multifunction Radio Frequency Concept (AMRFC) program (21). The AMRFC program was persuaded
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by the absence of integrated radar, communication platform. The idea proposed in this work went for
reasonable broadband RF gaps that can deal with concurrent operation of different functionalities and
is focused on the RF front-end. Thereafter, extensive research has been done to this end. Exploiting
the main lobe of the beam for radar purposes, and the sidelobes (which are of no significance to the
radar pulse compression) for data transmission purposes is investigated in (22). (23; 24) approach
the same problem by devising similar methods to allow comparably low data rates into an already
existing radar system. Assuming for Global Navigation Satellite System (GNSS) (25) utilizes weighted
pulse trains for data signal and analytically shows that in such system, data transfer can be integrated.
Using OFDM signal structure to construct a joint radar-communication system (RadCom) is discussed
in the literature (26), mainly by utilizing the distortion of back-scattered OFDM signal compared to
transmitted OFDM signal to achieve range and Doppler profiles of the object. OFDM based RadCom is
extended for multipath and multiuser scenario in (27). A MIMO OFDM RadCom system is proposed in
(28), in which a OFDM waveform is designed to be suitable for performing both radar sensing and data
transmission. Contrary to former literatures, RadCom has higher data rates. A brief comparison of the
development of the researches in this area is also provided in Table III.
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TABLE III: RELATED WORKS: INTEGRATED RADAR AND COMMUNICATION.
Citation Technique Contributions
(19) Spread Spectrum Tech-
nique
Proposing a simulation
prototype of a vehicle
to vehicle communication
and ranging system
Early Works (21) Utilizing a set of broad-
band array antennas
Introduced suitable
broadband RF apertures
for integrating com-
munication and radar
platforms
(25) Utilizing weighted pulse
trains
Analatical analysis of us-
ing weighted pulse trains
for communication and
radar integration
(26) Utilizing the distortion of
backscattered OFDM sig-
nals
Acheiving range and
doppler profiles of object
in a communication
system
Continued on next page
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Table III – continued from previous page
Citation Technique Contributions
Recent Works (7) PSAM with Different
Fading Models
Closed form MMSE for
Fading Channels
(28) Special OFDM waveform
design
OFDM waveforms are
designed specifically for
integration of radar and
communication system
Most Recent (24) Utilizing time modulated
arrays
Specifying mainlobe for
radar and sidelobes for
communication purposes
using time modulated ar-
rays
Most Recent (22) Utilizing antenna lobes Exploiting the main lobe
of the antenna for radar
purposes and the side
lobes for communication
purposes
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2.4 Contribution
In this section, we briefly explain the departure of our work from previous ones and how the dis-
tinction of our work can help improving the spectral efficiency. As mentioned before, our work can be
divided in two major contributions:
2.4.1 Optimizing Training Data in Finite Blocklength Regime
Optimization posed in prior works is predicated on the maximization of the ergodic channel ca-
pacity. They all assume that the packet error probability can be reduced by picking the packet length
adequately large. This optimization, based on large block-length, is unsuitable for short-packet trans-
mission. In short-packet communications, low packet efficiency is a concern: the relative proportions
allocated to different portions (training and data) must be carefully optimized (29). Indeed, we need
a new analysis of the achievable rate to assess the performance of short-packet communication (15).
Unfortunately, even for channel models that are much simpler to analyze than the one encountered in
this thesis, the exact value of achievable rate is unknown (29). Polyanskiy and al. recently provided a
unified approach to obtain tight asymptotic on achievable rate by providing lower bound that coincides
with an upper bound in (15). They showed that for various channels, the data-rate varies with packet
sizes, desired error probabilities, and channel dispersions.
The key departure from prior works on pilot overhead optimization is that we (a) use asymptoti-
cally tight expression on maximum achievable-rate as the optimization metric to optimize the training
data size. Therefore, our optimal training results are more accurate for short-packet transmission, (b)
expressed the minimum mean square error for continuous fading in a closed form expression as func-
tion of the packet size. These results are later used to optimize the training data for continuous fading
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channel models, (c) investigate the dependence of the training data size on different system parameters,
e.g. packet size, error probability, signal-to-noise ratio (SNR) and fading rate. Our investigations shows
that our optimal training data has better performance especially in short packet communication and ultra
reliable applications.
2.4.2 Designing an Integrated Communication and Sensing Platform Using Training Data
While integrating radar and communication operation in one system has been considered in the
mentioned litriture in previous section, such efforts are typically centered around incorporating commu-
nication as a secondary operation alongside a primary radar operation. Some litriture like (30) proposed
a system for adding radar tasks to an already existing communication system. However, such systems
are proposed for a specific communication model ((30) is designed for GSM Communication systems).
In this work, we propose an integrated system of communication and sensing (which we call ComSens)
that relies on the communication pilot overhead— thus paving the way for pilot design and exploiting
pilot diversity to achieve a satsifactory performance in both communication and radar tasks. As opposed
to prior works, we propose a novel general system, which is not designed for a specific communication
system. Our work has two primary advantage in compare with prior works:
• The first novelty of our work is that we proposed the idea of utilizing training data to achieve
the integrated system. Training based channel estimation is very common. As it is mention in
previous sections, accurate knowledge of channel state information (CSI) is important for wireless
communication systems. Most modern wireless systems acquire the CSI with the assistance of
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training data. For that reason, our proposed system can be implemented in many commonly used
wireless models.
• Another distinction of our work is that we propose a system where a secondary sensing system is
added to an already existing primary communication system. The reason behind this idea is that
communication devices are more ubiquitous than radar systems. We note that incorporating the
communication signals in the primary radar probing waveforms may not be an efficient fusion of
communication and radar systems. In fact, the communication task must play a primary rule not
only because of the pervasive usage of comuunication devices, but also the fact that the commu-
nication systems typically require a larger capacity of conveying information than radar systems.
Additionally, considering the communication operation as the primary lays the ground for making
the radar systems ubiquitous (for example having radar capability on cellphones).
2.5 Conclusion
This chapter discussed previous works in areas of focus in this research. In each area, earliest
works has been introduced and briefly explained and discussed. Then core literature has been discussed
more deeply. Afterwards, the most recent literature has been explained and finally a brief history of
development in each area is provided in tables I, II and III. Moreover, the contribution of our work
compared with the discussed literature has been explained. It was discussed that our proposed solutions
for increasing the spectral efficiency are to (a) use tight maximal achievable rate approximations as
a metric to optimize training data size to be able to design more accurate systems for short packet
communication systems, and (b) design a multifunction communication and sensing system, enabling
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the system to use frequency spectrum more efficiently. This chapter, along with chapter 1, has built a
road-map to this research. In next two chapters, the details for these two contributions will be presented.
CHAPTER 3
TRAINING DATA SIZE OPTIMIZATION FOR FINITE-BLOCKLENGTH REGIME
As mentioned before, one solution that we present through this thesis is to optimize the training data
size with maximal achievable rate approximation as the optimization metric. This chapter specifically
explains our method of optimizing training data size, provides optimization problem of finding opti-
mal training data sequence size, and compares our proposed optimal training data size performance to
previous methods through soultions.
3.1 Preliminaries
This section is dedicated to explain pre-requisites for explaining mathematical representation of the
problem. The communication model for which we introduce our optimization method will be introduced
in this section.
3.1.1 Channel Model
In general, a communication framework comprises of four essential components, the transmitter,
noise, channel and the receiver. As it is shown in Fig 1, the transmitter sends the data and the superpo-
sition of noise and the data goes through channel to the receiver. Data winds up distorted in the process
of going through the channel. That is the reason the data should be recovered at the receiver side. Re-
covery occurs at the receiver side in equalizer. Equalizer is basically the inverse of the channel, so that
the original data is recovered after going through equalizer.
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Figure 1: Fundamental elements in a communication framework.
In this thesis, we consider an AWGN channel with Rayleigh fading channel. Training data symbols
are periodically inserted in every packet. Assuming that each communication packet contains n symbols.
Under this model, the relationship between input and output of ith received symbol can be represented
as:
y(i) =
√
ρx(i)h(i)+w(i), i= 0,1, . . . ,n−1 (3.1)
where x(i) is the ith symbol, y(i) is the corresponding received symbol, w(i) is AWGN with zero-mean.
We normalize the Rayleigh fading channel (|h|2 = 1), and we assume x(i) and w(i) have unit mean
square. Thus, ρ is the SNR at the receiver.
3.1.2 Coding Theory Model
Coding theory has a slightly different and more mathematical definition of a communication frame-
work. Consider a source , modeled as a random variable which equi-probably takes values in the
set {1, . . . ,M}. The channel is a noisy medium which takes a symbol in the alphabet A and output
a symbol in the alphabet B. An encoder is a mapping from messages ({1, . . . ,M}) into sequences
where n symbols are used A n(”codewords”). Therefore, the encoder can be considered as a function
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f : {1, . . . ,M} → A n. Estimation of original message by looking at sequences of channel output with
length n can be considered as a function g :Bn→ {1, . . . ,M}, which is done by the decoder. The prin-
cipal goal in communication is to find an encoder-decoder pair (code) which is able to communicate
messages with some fixed probability of error ε . Such code is called (n,M,ε)-code.
Figure 2: The coding theory view of communication channel.
3.1.3 Packet Structure
Information is transmitted in chunks of data called packet. As it is clarified beforehand, Packet is
comprised of training symbols and data symbols. Through this thesis, we assume that the packet is of
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size n and there are nt pilot symbols in a packet (each of which periodically inserted in the packet with
period 1α ). Therefore, the equality n=
1
α nt holds for any n.
Figure 3: The structure of the packet.
3.2 Training Data Size Optimization
We consider a point-to-point communication, in which one sensor wishes to send messages to a
central node, or base-station. The sensor enables the base-station to estimate the channel gain by sending
training symbols known to the base-station. As it is previously mentioned in Chapter 2, in this section
we use maximal achievable-rate tight approximation as the optimization metric which is more accurate
for short-packet transmission. Then we derive the minimum mean square error for continuous fading
as function of the packet size; and investigate the dependence of the training data on different system
parameters, e.g. packet size, error probability, signal-to-noise ratio (SNR) and fading rate.
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To acquire the knowledge of CSI at the receiver, transmitter sends training symbols (xt(i)) to the
receiver. The training symbols are already known at the receiver. Having the knowledge of transmitted
training symbols xt(i) and the corresponding received symbols at the receiver yt(i), the receiver tries to
acquire an estimate of the channel ĥ. This channel estimation then is used during the data transmission
as the known channel response (CSI).
3.2.1 Training-Based Scheme
The transmission is divided into two phases. The training phase includes nt symbols and the data
transmission phase includes n−nt symbols. We define parameter α = nt/n1.
3.2.1.1 Training Phase
During this phase, training symbols are transmitted. Although the transmission of training symbols
is not sequential, it is considered as a separate phase for mathematical simplicity. During this phase, we
can rewrite Eq. (3.1) as follows
yt(i) =
√
ρxt(i)h(i)+wt(i), i= K,2K, . . . ,MK = N (3.2)
where xt(i) and yt(i) are the ith transmitted training symbol and the corresponding received symbol re-
spectively. The receiver in this phase utilizes yt and xt to generate the estimation ĥ of channel h.
1 α should be not less than αmin = 1/n.
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3.2.1.2 Data Transmission Phase
The data symbols are transmitted during this phase. Here we may write
yd(i) =
√
ρxd(i)h(i)+wd(i), 1≤ i≤ N, i 6= mK ∀m ∈ N (3.3)
where xd(i) and yd(i) are the ith transmitted data symbol and the corresponding received symbol respec-
tively. The receiver in this phase tries to recover the data xd(i) using the estimated channel ĥ obtained
in the training phase
3.2.2 Pilot-Based Estimation
The nt training symbols are utilized for channel h(i) estimation for all i in the data transmis-
sion stage. We initially assess the minimum channel estimation error of the channel vector h :=
[h(0), . . . ,h(n)]T , as a function of nt , which is needed to consequently infer the inexact achievable rate.
Let h˜ = h− ĥ mean the mismatch between the original channel vector h and the estimation of the chan-
nel ĥ := [ĥ(0), . . . , ĥ(n)]T . The process of acquiring an estimate ĥ using xt and yt differs according to
channel fading model. In this work, two distinctive fading models are considered which are introduced
in the accompanying.
3.2.2.1 Channel Estimation with Block Fading
The block fading model applies to a channel in which every communication packet is influenced by
a similar fading value and the fading in various packets are independent and identically distributed. For
instance, this model is pertinent to wearable health sensors which are transferring short-packet commu-
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nication (such as body temperature and heart bit rate) to smartphones. Communication environment in
such framework changes in a low speed in such a way that channel gain fluctuates so gradually with
time that it can be accepted as constant along a packet. Considering this fading model, to to acquire the
channel estimate ĥ, we can use Minimum Mean Squared Error (MMSE) estimator. The MMSE channel
estimate can be expressed as bellow (6)
ĥ =
√
ρ(1+ρ|xt |2)−1x∗t yt
=
1√ρ
(
1
ρ
+ |xt |2
)−1
x∗t yt (3.4)
where xt , yt are input and output training symbol vectors. Defining h˜ as the channel estimation
mismatch (h˜ = h− ĥ), the variance of channel estimate mismatch can be expressed as below (6)
σ2
h˜
=
1
1+αnρ
(3.5)
3.2.2.2 Channel Estimation with Continuous Fading
For wireless communication the continuous fading channel model is more realistic. Indeed, the
channel is constantly changing, so the real channel will deviate progressively from the estimation of the
channel acquired at the training time. The channel estimation error for the continuous fading channels
occurs because of the noise and in addition by the temporal variation of the channel (31). We can hence
30
model our channel as a block fading channel with an additional noise due to the temporal variation of
the channel. Assuming MMSE estimator and continuous fading model, we can obtain σ2
h˜
as following
σ2h˜ =
1
1+αnρ
+σ2Doppler, (3.6)
where the additional channel estimation error σ2Doppler is derived, in the appendix, for Rayleigh fading
as
σ2Doppler = 2
(
piαnρ fD
1+αnρ
)2(
n− αn
2
)2
. (3.7)
where fD is the Doppler frequency normalized to the data rate. (see appendix for proof)
3.2.3 Pilot-Based Detection
During the last section, it was shown how a channel estimation (ĥ) is acquired using pilot symbols
during the training phase. Now that a channel realization is known to the receiver, the receiver should
actually use this information in the data transmission phase to detect the data symbols. This section tries
to elaborate the process of detection during data transmission phase and investigate how it affects the
capacity and performance of the system. During the data transmission phase, the channel model (3.3)
can be rewritten as
yd(i) =
√
ρxd(i)ĥ(i)+
√
ρxd(i)h˜(i)+wd(i), (3.8)
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where h˜= h− ĥ is the channel estimation mismatch. The receiver is provided perfectly with CSI (ĥ(i)).
Eq. (3.34) can be viewed as a data transmission through a perfectly known channel (ĥ(i)), with addi-
tional noise
√ρxd(i)h˜(i)+w(i). To investigate how it affects the performance, we should investigate
the effects on the capacity.
Channel capacity is defined as the maximal mutual information between known and observed signals
(xt , yt , yd) and the transmitted signal (xd) over transmit signal distribution (Pxd ). (12)
C := sup
Pxd
1
N
I(xt ,yt ,yd ;xd) (3.9)
(3.10)
Applying chain rule for mutual information we have
I(xt ,yt ,yd ;xd) = I(xd ;yd |xt ,yt)+ I(xd ;xt ,yt) (3.11)
= I(xd ;yd |xt ,yt) (3.12)
where I(xd ;xt ,yt) = 0, since data symbols (xd) are independent of choosing training symbols and their
corresponding output (xt , yt). Therefore the capacity is the maximal mutual information between trans-
mitted and received data symbols (xd , yd) given transmitted training symbols and their corresponding
received symbols (xt , yt).
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C := sup
Psd
1
N
I(xd ;yd |xt ,yt) (3.13)
The capacity depends upon the conditional distribution of given yt and xt . For receiver structures
that shape a particular estimation of the channel ĥ, as long as information isn’t ”discarded” during the
process, it is conceivable to achieve limit as given in (3.13). However, a couple of data transmission
systems that use training data do dispose of information in light of the fact that they frame an unequivocal
estimation of the channel ĥ and use it as though it were right. The technique exhibited in this chapter
to find a lower bound for capacity C processes an unequivocal estimation of the channel ĥ, reglates
the estimation error to the added gaussian noise, and a short time later considers just the correlation
between the transmitted signal and the subsequent noise. We, by then, get a lower bound by supplanting
the subsequent noise by the most pessimistic situation with this same correlation. Under the assumption
that ĥ is the conditional mean of h (which is the estimate derived by MMSE estimator), given yt and xt .
We may now write (during the data transmission phase) that
yd =
√
ρxd ĥ+
√
ρxd h˜+wd (3.14)
where h˜ = h− ĥ and we define the combined noise of AWGN and channel estimation error as
wd =
√ρxd h˜+w. Finding the capacity of the known-channel framework expects us to look at the most
pessimistic impact that the added noise can have amid data transmission. We accordingly wish to find
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C ≥Cworst = inf
Pwd
sup
Pxd
I(yd ;xd |ĥ) (3.15)
= min
σ2wd
max
σ2xd
E
[
log(1+
σ2xd |ĥ|2
σ2wd
)
]
(3.16)
= min
σ2wd
max
σ2xd
(1−α)E
[
log(1+
ρσ2
ĥ
1+ρσ2
h˜
)|h|2
]
(3.17)
The ratio
ρeff =
ρ(1−σ2
h˜
)
1+ρσ2
h˜
. (3.18)
can, therefore, be considered as an effective SNR. This bound does not require to be Gaussian.
3.3 Short Packet Data Optimization Metric
Consider a codingl model as described in the first section. At the receiver side, an error occurs if the
decoder estimated message differs from the original message. It is desirable to find an encoder-decoder
pair for some required error probability (ε) with the minimum blocklength n possible. Such goal can be
represented as selecting M, n−string messages, and their sets decoding pairs in theA n space, such that
after transmitting the original message, the corresponding estimated message after decoder can capture
the original information with probability of at least 1− ε . Therefore, the ratio logM/n is known as rate
(with unit ”bits/channel use”).
R=
logM
n
(3.19)
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3.3.1 Traditional Optimization Metric: Ergodic Capacity
As mentioned before, the traditional optimization metric for training data size optimization is er-
godic capacity. Shannon states in (12) that there exist a (n, Mn, ε) code with increasing blocklength
which can achieve the communication rate of
R= lim
n→∞
1
n
logMn > 0 (3.20)
with vanishing probability of error
lim
n→∞εn→ 0 (3.21)
Lets fix n and 0 < ε < 1 and define the function
M∗(n,ε) = max{M : ∃(n,M,ε)codes} (3.22)
which is the solution to the desired problem. M∗(n,ε) can be explained as maximum number of n−
string messages, ”balls” that can be packed into the space Bn; each of them should be able to capture
the information with the probability 1−ε when the center of the ”ball” is being transmitted (as depicted
in Fig. 4). Even for the simplest cases, finding the precise value of M∗(n,ε) is almost impossible.
Shannon results states that independant of value of ε
R= limsup
n→∞
1
n
logM∗(n,ε)≤C := max
PX (x)
I(X ;Y ) (3.23)
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Figure 4: Packing messages (balls) in coding space.
where PX(x) is the probability distribution over original message set at the transmitter, I(X ,Y ) is the
mutual information between transmit random variable X and receive random variable Y defined as
I(X ,Y ) := EPXY
[
log(
PXY (x,y)
PX(x)PY (y)
)
]
(3.24)
C is called capacity of the channel and it is the maximum possible rate. Eq. (3.23) can be interpreted as:
reliably transmiting nC data symbols with n use of channel is possible. As an example, in an AWGN
channel with signal to noise ratio (ρ), the capacity CAWGN(.) is given by
CAWGN(ρ) = log(1+ρ) (3.25)
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Shannon capacity perfectly described communication channels in a mathematical form, the only prob-
lem with the result (3.23) is that it does not take ε into consideration i.e. it does not say that for a fixed
ε , what is the best value for blocklength n.
3.3.2 Proposed Optimization Metric: Maximal Achievable Rate
Traditionally, the problem of finding the dependence between optimal blocklength and a fixed prob-
ability of error has been associated with finding the channel reliability function. However, the reliability
function results is only available for block-fading channels and even for block-fading channels, this ap-
proach provides inferior results. For a variety of channels, (16) shows that the best approach to tackle
this problem is through defining the channel dispersion. For a fixed probability of error (ε) and a set of
channels with capacity C, the channel dispersion is defined as (16)
V := sup
1
n
(
nC− logM∗(n,ε)
Q−1(ε)
)2
(3.26)
The idea behind defining channel dispersion is to achieve tight asymptotic expression for channel rate.
From the definition of channel dispersion (3.26), one can easily find asymptotic maximum achievable
rate for a channel with known C and V .
R∗(n,ε) :=
1
n
logM∗(n,ε)'C−
√
V
n
Q−1(ε) (3.27)
where Q−1(x) is the inverse Q-function. As it is shown in Eq. (3.27), channel dispersion (V ) and channel
capacity (C) are fundamental elements of finding such asymptotic expression for maximum achievable
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rate. Note that Eq. (3.27) implies that there is a penalty on the rate that is proportional to 1/
√
n to
maintain the desired probability of error ε at a length n.
3.3.2.1 Channel Dispersion for Memoryless Channels
Finding the precise channel dispersion (V ) for a channel is an impossible task since it requires
finding the exact M∗(.). Polyanskiy in (16) has studied different memoryless channels and tried to find
tight approximations for channel dispersion. They used different lower and upper bounds to tightly
approximate the channel dispersion. They show that for a variety of memoryless channels, the channel
dispersion can be asymptotically computed as
V = Var [iX ;Y (X ,Y )|X ] (3.28)
where the distribution of the X is the capacity achieving distribution. and
iX ;Y (x,y) := log
dPXY
d(PXPY )
(x,y) = log
dPY |X=x
dPY
(y) (3.29)
Note that taking expectation from Eq. (3.29) will result in channel capacity, then again, if we take a
variance of it, we will end up with the channel dispersion.
3.3.2.2 Extension of Channel Dispersion for Fading Channels
Fading channels can be modelled as a stationary process Hi. The channel is modeled as a cy-
clostationary process H ′i with the cycle T for simplification purposes. Each cycle {H ′1,H ′2, . . . ,H ′T} is
independent from the other cycles and they are distributed as {H1,H2, . . . ,HT}. Then channel dispersion
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results of H ′i are extend for the case T → ∞, so that they can be extended to fading channel Hi. Such a
channel (H ′i ) can be represented as
yk = h
′
kxk+wk k = 1, . . . ,n (3.30)
where n is the coding blocklength, yk = (Y1,Y2, . . . ,YT )k, xk = (X1,X2, . . . ,XT )k, h′k = (H ′1,H ′2, . . . ,H ′T )k
and wk ∼N (0,ρIT ) where ρ is the SNR. Since each cycle is independent of other cycles, Eq. (3.30)
represents a memoryless channel. Therefore the channel dispersion can be represented using Eq. (3.28).
According to (32), the input capacity achieving distribution for (3.30) is when x∼N (0,IT ). using this
distribution and (3.30) in (3.29), it can be shown that the information density can be expressed as
iXY (x,y) =
1
2
T
∑
i=1
log(1+ρ(H ′i )
2)+
(H ′i )
2X2i +2H
′
iXiWi−ρ(H ′i )2W 2i
1+ρ(H ′i )2
loge (3.31)
using (3.28), the dispersion can be represented as
VT = Var
[
0.5
T
∑
i=1
log(1+ρ(H ′i )
2)
]
+T
log2 e
2
(
1−E2
[
1
1+ρ(H ′i )2
])
. (3.32)
Then extending to the case T → ∞
V(ρ) = lim
T→∞
VT
T
= Var[C(ρH2)]+
log2 e
2
(
1−E2
[
1
1+ρH2
])
(3.33)
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3.4 Optimizing Training Data Size for Short Packet Communication
In this section, we provide an approximation of the achievable rate of a point-to-point communica-
tion (R∗Tr(n,ε,ρ)) when training symbols and MMSE estimator are used to extract CSI at the receiver.
Contrary to the assumption in previous section, here the channel is not known to the receiver but esti-
mated using training symbols.
3.4.1 Using Maximal Acheivable Rate as Optimization Metric
During the data transmission phase, after MMSE estimation channel can be rewritten as:
y(i) =
√
ρx(i)ĥ(i)+
√
ρx(i)h˜(i)+w(i), (3.34)
where the CSI, ĥ(i), is perfectly known at receiver. The main problem here is the fact that the noise
√ρx(i)h˜(i)+w(i) includes the channel estimation error. So the noise is not necessarily independent
from the transmitted signal nor Gaussian. First, we assume MMSE estimator, so that h˜(i) and ĥ(i) are
orthogonal. Then we consider Gaussian noise, following the same approach used in (6). Using those
assumptions, the channel defined in Eq. (3.34) became similar to the channel introduced in previous
section, with effective SNR equal to
ρeff =
ρ(1−σ2
h˜
)
1+ρσ2
h˜
. (3.35)
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Finally, we took into account the number of symbols dedicated to the training phase (nt symbols
don’t carry data) to approximate the achievable rate as:
R∗Tr(n,ε,ρeff)≈ (1−α)C(ρeff)−Q−1(ε)
√
(1−α)V(ρeff)
n
. (3.36)
where efficient SNR can be derived using Eq. (3.35) and
C(ρ) = log2(e)e
1/ρE1(
1
ρ
), (3.37)
and E1(x) =
∫ ∞
1 t
−1e−xtdt is the exponential integral. The channel dispersion V(ρ) can be derived as
shown in Eq. (3.33):
3.4.2 Numerical Results
In this section, we numerically evaluate the optimal pilot overhead for ultra-reliable short-packet
transmission. These numerical results are derived by solving the derivative of Eq. (3.36) w.r.t α equal
to zero. For comparison purpose we also optimize the training data using the ergodic capacity (8).
These comparisons are shown in Fig. 5-11. Our simulation results prove that our optimization approach
will result in increase of around 10% in optimal rate for short packet communication. We performed
simulations for a broad range of variables such as:
3.4.2.1 Optimal Training Data Size vs Probability of Error
We first compare the optimal pilot overhead for different error probabilities. The difference between
our optimal pilot overhead values and those derived using ergodic capacity increases with decreasing
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probability of error. Thus, it is very important to use the new formulation for ultra-reliable communica-
tion systems. We have similar results for both block and continuous fading (Fig. 5).
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Figure 5: Optimal pilot overhead for infinite and finite blocklength in block and continuous fading model vs. ε
with n= 30 and SNR = 15dB.
3.4.2.2 Optimal Training Data Size vs Blocklength
We numerically evaluated the optimal pilot overhead for different blocklength. We considered both
block and continuous fading. Note that when we use ergodic capacity optimization, the blocklength
is assumed infinite but the variance of the channel estimation error varies with n for block fading.
As shown in Fig. 6, the difference is higher in small blocklength. This suggests that our approach
is more adequate to short packet transmission. Moreover, we can see in Fig. 7 that the pilot overhead
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increases with small blocklength when we need more and more pilot symbols to compensate the channel
estimation mismatch.
Figure 6: Optimal pilot overhead for infinite and finite blocklength in block fading model vs. Blocklength with
SNR = 8dB and ε = 1e-9.
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Figure 7: Optimal pilot overhead for infinite and finite blocklength in continuous fading model vs. Blocklength
with SNR = 23dB, ε = 1e-9 and fD = 0.02.
3.4.2.3 Optimal Training Data Size vs SNR and Normalized Doppler Frequency
The simulations, illustrated in Fig. 8 and Fig. 9, show that the optimal pilot overhead decreases with
SNR and increases with fD, as expected. In addition, the difference between our optimal pilot overhead
values and those derived using ergodic capacity is greater at low SNR and high normalized Doppler
frequency.
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Figure 8: Optimal pilot overhead for infinite and finite blocklength in block and continuous fading model vs. SNR
with n= 40 and ε = 1e-9.
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Figure 9: Optimal pilot overhead for infinite and finite blocklength in continuous fading model vs. fD with n= 10,
SNR = 16dB and ε = 1e-9.
3.4.2.4 Effect of Optimal Training Data Size on Optimal Rate
We evaluated the rate at the optimum values of α evaluated in this paper and optimum alpha for
infinite blocklength. As illustrated in Fig. 11 our optimization approach will result in increase of
roughly 10% in rate with block fading. Fig. 10 shows even more significant increase in rate with
continuous fading. Simulations show that our approach always results in a higher rate. Fig. 10 also
shows that due to the channel estimation mismatch in continuous fading, increasing blocklength after a
certain blocklength (n= 29 in this case) results in decreasing rate.
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Figure 10: Acheivable rate using infinite and finite blocklength αopt in continuous fading model vs. n with SNR
= 20dB, ε = 1e-12 and fD = 0.02.
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Figure 11: Achievable rate using infinite and finite blocklength αopt in block fading model vs. n with SNR = 7dB,
ε = 1e-9 and fD = 0.02.
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3.5 Conclusion
The objective of this chapter is to enhance the packet efficiency by optimizing the training data size
for ultra-reliable short packetl transmission. We considered a point-to-point communication model in
which one node sends messages to a central node, or base-station, over AWGN channel with Rayleigh
fading channel. We formalized the optimization problem as far as surmised achievable rates as capacity
of square length, pilot length, and mistake likelihood. Simulation resluts demonstrated that it is critical
to consider the training data size and the error probability while optimizing the training data size.
CHAPTER 4
TRAINING DATA DESIGN FOR INTEGRATED COMMUNICATION AND SENSING
Our second proposed solution to increase spectral efficiency has been briefly introduced in Chapters
1 and 2. As mentioned before, the idea is to design a multifunction radar and communication sys-
tem which integrates sensing abilities into an already existing communication system. In this chapter,
this idea will be explained in detail, the proposed scheme will be explained and analyzed, the design
algorithm will be discussed, and the performance of the designed system will be evaluated through
simulations.
4.1 Fusion of Communication and Radar Operations
The problem settings and the proposed scheme details are described in this section.
4.1.1 The Proposed Integration Scheme
The ComSens framework operates by exploiting the two-way communication between the end-users
and base-station. Before discussing the issue of designing the training data sequences, we will initially
address how the base-station and end-client trade messages and sense the environment simultaneously
and over a similar spectrum. We consider a model with M-user multiple-access-broadcast channel
(MABC) as depicted in Fig. 12. Note that such a system model, in which several end-users wish
to trade messages with a base-station, is a model that catches the behavior of present and future cell
systems. We assume half-duplex end-user nodes that may transmit or receive at a given time, on a given
frequency, but not both, leading to the need to describe protocols, or which nodes transmit when. We
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Figure 12: The ComSens communication and sensing integration framework.
consider time division duplex (TDD) two-way system as duplex scheme and for multiple access both
FDMA and TDMA can be used. For each user, time is devided into forward channel and reverse channel
(as in TDD scheme). During the former time, Base-station transmits the packet and during the latter
user transmits the packet. The base-station (BS) sends a packet s to the end-user U. The end-user can
extract its own message after channel estimation using the downlink training data – labeled X . Contrary
to most of the current works on integrated radar and communication systems, the data transmission
proposed here is similar to the conventional half-duplex transmission. This guarantees a high-data rate
to efficiently accommodate downlink traffic. In the meantime, the packet s is reflected from objects in
the area. The base-station watches the echo of its own transmit sequence, and distinguishes the objects
and their distance and relative speed. With ComSens, the base-station jointly estimates the radar return
and extract the uplink message from end-user U after channel estimation using uplink training data –
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labeled Y . The principal constraint in the performance of radar sensing is the simultaneous reception
of the radar echo and uplink packet. Therefore the main goal of this work is to design the uplink and
downlink training data sequences. We design the two training data sequences to be uncorrelated to each
other so that they can be distinguished from each other at the base-station. After separation of two
training data sequences, the base-station uses the packet with uplink training data for communication
purposes and the reflected downlink packet for sensing.
Remark: From the above discussion it must be clear that ComSens uplink communications may be
subject to interference from the radar echo. Note that the echo signal is received at the base-station with
high attenuation due to the two-way link (from the base-station to the object and from the object to the
base-station) and the absorption at the object so its impact on the uplink communication is negligible.
4.1.2 Time and Range Analysis
Here we analyze the timing for the proposed protocol and discuss the limitations on the range of the
objects that the sensing system is able to detect. Then we evaluate the limitations in a practical scenario
to get a better sense of them.
4.1.2.1 Limitations
Consider one TDD frame for an end-user U (as it is shown in Fig. 12). At the forward channel
time, base-station transmits the packet. End-user receives the packet at tmod + tUdelay where tmod is the
modulation and transmission time and tUdelay is the propagation time between end-user and the base-
station. Packet is processed at the end-user in tpr time. Then, end-user transmits the packet in the
reverse channel time and base-station receives it at the time t1 = tmod+2tUdelay+ tpr. On the other hand,
transmitted packet from the base-station is also received at the object at the time tmod+ tObdelay where t
Ob
delay
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is the propagation time between object and the base-station. The packet is then back-scattered from
the object and received at the base-station at the time t2 = tmod + 2tObdelay. We design downlink training
sequence and uplink training sequence to be uncorrelated to each other for k time lags. Therefore, if
two received signals (from user and object) have arrival time difference (t2− t1) of at most k, they are
distinguishable from each other. On the other hand, if t2− t1 > k, the radar signal cannot be recognized
and it will be considered as weak interference for communication system. Consequently, our proposed
integrated radar system will perform when t2− t1 ≤ k. Substituting t1 and t2 we have:
tUdelay− tObdelay ≤
tpr+ k
2
(4.1)
where
tOb,Udelay =
dOb,U
νTs
(4.2)
and dU and dOb are respectively the distance of user and the object from the base-station, Ts is symbol
time in our system and ν is the speed of electromagnetic wave in the space. Using Eq. (4.1, 4.2) we
have
dOb ≤ dU + νT (tpr+ k)
2
(4.3)
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4.1.2.2 Practical Scenario
Communication cell towers have a range between 35km to 72km. We consider our user to be (as a
medium distance) at the distance dU = 25km of the base-station. Assume that the symbol time Ts= 25µs
and processing time tpr = Ts where speed of electromagnetic wave is ν = 3×108, assuming we design
our training sequences to be uncorrelated for k= 4. Such a system would have a radar range of 43.75km
(dOb ≤ 43.75km).
4.1.3 Channel Model
We consider the same settings as in (33). More precisely, we consider a point-to-point block fading
narrowband MIMO channel where transmit and receive antennas are represented with nT and nR respec-
tively. Deffining P ∈ C B×nT as a matrix where the rows are the training sequence at every transmitter
antenna. At the training stage, channel can be represented as
Y = HPT +N (4.4)
where Y ∈ C nR×B is the received sequence, H ∈ C nR×nT is the MIMO channel when H(i, j) denotes
the MIMO channel gain between ith transmitter and jth receiver and N ∈ C nR×B is the noise matrix. We
assume Gaussian noise i.e. vec(N)∼CN (0,M) where M ∈C BnR×BnR denotes noise covariance matrix.
We also assume vec(H)∼ CN (0,R) where R ∈ C nT nR×nT nR denotes channel covariance matrix.
4.2 Training Sequence Design
In this section, we design the training coefficients gathered in the matrix P–to acquire an accurate
channe estimate l H–while simultaneously satisfying a set of radar performance criteria. For an accu-
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Figure 13: The radar operational range of ComSens.
rate channel estimation, one may resort to a minimization of the channel mean-squared error (MSE),
expressed as (33)
MSE = tr
[(
R−1+(P⊗ InR)HM−1(P⊗ InR)
)−1]
. (4.5)
Let P˜, f P⊗ f InR ∈ CBnR×nT nR , and by utilizing matrix inversion lemma we have
θ ,
(
R−1+ P˜
H
M−1P˜
)−1
(4.6)
= R−RP˜H
(
M+ P˜RP˜
H
)−1
P˜R, (4.7)
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where MSE = tr[θ ]. Now let
Q,
 R RP˜
H
P˜R M+ P˜RP˜
H
 ∈ C(B+nT )nR×(B+nT )nR , (4.8)
U , (InT nR 0nT nR×BnR)T ∈ C(B+nT )nR×nT nR , (4.9)
and observe that (34),
UHQ−1U = θ−1. (4.10)
In light of the above, the authors in (33) propose a cyclic optimization approach to minimizing the MSE
in (4.5): Consider an auxiliary variable V ∈ C nT nR×BnR such that
F(V ,P) := tr
[
VHQV
]
. (4.11)
The minimizer V of (4.11) can be obtained as (35, p. 354)
V ∗ =
 InT nR
−
(
M+ P˜RP˜
H
)−1
P˜R
 (4.12)
By substituting (4.12) in (4.11), one can verify that
F(V ∗,P) = tr [θ ] =MSE. (4.13)
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Therefore, in order to optimize the MSE we can use a cyclic optimization of (4.11) with respect to V
and P. In particular, it was shown in (33) that the optimization of (4.11) with respect to P can be cast at
each (cyclic) iteration as:
min
Ph+1∈Ω
∣∣∣∣∣∣P(h+1)−P(h)Σ ∣∣∣∣∣∣22 , (4.14)
where P(h)Σ is constructed from P
(h) at each iteration (see (33) for details). For the two-part training
sequence employed in ComSens, define:
PDL := X (4.15)
PUL := Y (4.16)
where X ∈ C B×nT is the downlink training sequence contributing at both radar and communication
modes and Y ∈ C B×nR is the uplink training sequence which contributes only in communication mode.
Thus, (4.14) becomes
min
x,Y∈Ω
||X−XΣ||22+ ||Y −YΣ||22 , (4.17)
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where the constraint setΩ is yet to be defined. As indicated earlier, X andY should have low correlation
with each other and X should have an impulse-like autocorrelation. We describe the training constraints
in three categories:
1. Both training sequences should have fixed transmit powers given by
||xq||22 ≤ p, 1≤ q≤ nT (4.18)
||yl||22 ≤ p, 1≤ l ≤ nR (4.19)
where xq and yl are column vectors of X and Y and p is the power upper-bound.
2. To resolve ambiguity between radar reflections and communication signals, training sequences
(and their time lags up to k lags) should be uncorrelated to each other; i.e their cross correlation
must be zero or very small at least for a number of time lags (forming a zero correlation zone (36)):
XT JiY ' 0nT×nR , 0≤ i≤ k, (4.20)
where Jk ∈CB×B is a shift matrix that shifts a matrix by k time lags. Clearly J0 is identity matrix.
3. Radar training sequence should be impulse-like; i.e. its auto-correlation must be zero or very
small at least for a number of time lags:
XT JiX ' 0nT×nT , 0≤ i≤ k. (4.21)
Consequently, one can solve the following optimization problem to design our training sequences:
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min
X ,Y∈Ω
||X−XΣ||22+ ||Y −YΣ||22 (4.22)
s.t. ||xq||22 ≤ p, 1≤ q≤ nT ;
||yl||22 ≤ p, 1≤ l ≤ nR;
xTq Jiyl ≤ ε, 1≤ i≤ k;
xTq Jixq ≤ ε, 1≤ i≤ k;
where ε is a very small number (in this paper we use 10−5) to achieve equality constraints. In order to
tackle (4.22) we can use cyclic optimization(37). We define:
G(X ,Y ) := ||X−XΣ||22+ ||Y −YΣ||22 (4.23)
Then one can perform a cyclic procedure to minimize G(X ,Y ) as follows: We start with an initial value
Y = Y 0. Then we comupte X i by tackling minimization problem in Eq. (4.24) and Y i by tackling
minimization problem in Eq. (4.25). More precisely:
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X i = argmin
X
G(X ,Y i−1) (4.24)
s.t. ||xq||22 ≤ p, 1≤ q≤ nT ;
xTq Jmy
i−1
l = 0, 1≤ m≤ k;
xTq Jmxq ≤ ε, 1≤ m≤ k;
Y i = argmin
Y
G(X i,Y ) (4.25)
s.t. ||yl||22 ≤ p, 1≤ l ≤ nT ;
(xiq)
T Jmyl ≤ 0, 1≤ m≤ k;
where 1 ≤ q ≤ nT and 1 ≤ l ≤ nR. Note that since now the second constraint in both (4.24) and (4.25)
are affine constraints, we replaced them with equality. Eq. (4.25) is now a convex optimization problem
and solvable using convex optimization. However, the third constraint in (4.24) is not convex. We can
rewrite Eq. (4.24) in form:
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X i = argmin
X
G(X ,Y i−1) (4.26)
s.t. ||xq||22 ≤ p, 1≤ q≤ nT ;
xTq Jmy
i−1
l = 0, 1≤ m≤ k;
xTq (J
T
m+ Jm+2Im)xq ≤ 2p, 1≤ m≤ k;
the third constraint in (4.26) is now in quadratic convex form since (JTm+ Jm+ 2Im) is a symmetric
positive semi-definite matrix. Note that the optimization problem is still the same (since xTq Jmxq ≤ ε
and JTm = J−m then xTq JTmxq ≤ ε also holds and from the first constraint xTq Imxq ≤ p). Now we can follow
the steps of the algorithm below to design the training sequence.
Algorithm 1 CYCLIC OPTIMIZATION ALGORITHM FOR INTEGRATED TRAINING SE-
QUENCE DESIGN
1: Initialize PDL and PUL by assigning a matrix by random in the space Ω.
2: Update the minimizer V of Eq. (4.11) using Eq. (4.12).
3: Update the current X and Y by solving cyclic optimization problem (4.26) and (4.25) until conver-
gence or µ times.
4: Repeat the second and the third steps until the point that a stop criteria is fulfilled, e.g.∣∣MSE(m+1)−MSE(m)∣∣< η for some given η > 0, where m means the external loop cycle.
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4.3 Simulation Results
The performance of the communication mode is evaluted in this section through simulations with
respect to the channel MSE metric. Afterwards, for the radar mode we illustrate the cross and auto-
correlation between two training sequences.
4.3.1 Simulation Settings
We used the exponential model to generate covariance matrices. This model is particularly appro-
priate whenever a control over correlation is required. We let [C]k,l = ρ l−k for k ≤ l for a covariance
matrix C, and [C]k,l = [C]∗l,k for l < k, when |ρ| < 1 denotes the correlation coefficient. Furthermore,
we assume that both the noise matrix M and the channel matrix R are following the Kronecker model;
i.e for covariance matrix R defined as R = (RTT⊗RR) we suppose ρrt = 0.91e− jθrt and ρrr = 0.6e− jθrr
to construct RT and RR (respectively at the transmit side and at the receive side) using exponential
model. Also, for covariance matrix of noise M defined as M = (MTT⊗MR) where MR = RR, we let
ρmt = 0.8e− jθmt to construct MT at the transmitter side.The phase arguments (θrt ,θrr,θmt) are chosen
random with the values (0.83pi,0.42pi,0.53pi).
Also R and M are normalized in a way that tr{R} = 1 and tr{M} = 1, also we define the SNR as
SNR , γ , and γ = ‖P‖2F shows the total energy training phase. We consider γ = BnT , and set the stop
criteria threshold of the loops for iterations in Algorithm I as η = 10−6.
4.3.2 Channel MSE Metric
We show the performance of the suggested approach for communication purposes using MSE as
the figure of merit. The channel considered in this chapter is a 4×4 MIMO channel and the number of
training data symbols per antenna B= 8. The results are appeared in Fig. 14. For each power, we have
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Figure 14: Comparison between different schemes with MIMO channel (4× 4) with 8 training symbols per
antenna vs MSE as the performance metric. To show the enhancement in the performance metric, MSE values are
shown at each iterations.
utilized the proposed strategy 50 times ,utilizing different settings, and have announced the average of
the acquired MSE values. It can be seen from Fig. 14 that the proposed algorithm performs better in
every iteration until the point when it focalizes to the ideal MSE.
4.3.3 Radar Training Sequence Specifications
To ensure radar part of the system performs properly, our training sequence for radar part should
have very small auto-correlation for at least a range of time lags so that this training sequence have an
impulse like shape. In Fig. 15 this auto-correlation is shown. For each lag, auto-correlation level is
shown in dB. Fig. 15 shows that auto-correlation levels for time lags 2-8 are almost zero compared to
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Figure 15: Autocorrelation of radar training sequence (xTl Jixl) where 1 ≤ l ≤ 8, and each l denotes a transmit
antenna so we have totally 4 autocorrelation plots in this figure, and also −8≤ i≤ 8 denote time lags
autocorrelation for the first lag. Which gives us the impulse-like correlation for the training sequence
contributing in sensing mode.
4.3.4 Correlation of training sequences
The key factor for our system to distinguish between radar signal and communication signal is that
two training sequences should be uncorrelated with each other for a number of time lags. Fig. 16
shows cross-correlation between two training sequences for our simulations in dB. As it is obvious
from simulations results, correlation between these two signals are really small so they can be assumed
uncorrelated.
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Figure 16: Cross-correlation of radar and communication training sequences (xTq Jiyl) where 1≤ q≤ 8, and each
q denotes different transmit antenna, 1≤ l ≤ 8, and each l denotes different receive antenna so we have totally 16
cross-correlation plots in this figure, and also −8≤ i≤ 8 denote time lags
4.4 Conclusion
The idea of designing training sequences for a communication system to be able to operate also in
an integrated radar mode has been proposed and the protocol and limitations has been explained. We
evaluate the channel MSE for communication system and show that training sequences are uncorrelated,
and also one of the sequences have impulse-like correlation (suitable for radar sensing). The proposed
system can perform as a radar and communication system. Considering the communication operation
as the primary also lays the ground for making the radar systems ubiquitous.
CHAPTER 5
CONCLUSION
5.1 Review of The Research
With growing utilization of wireless communication systems, and also having limited spectral re-
sources, using these resources more efficiently has become absolutely critical. That is the reason that
this research has focussed on efficient ways of using spectral resources in wireless communication. This
thesis proposed two main ideas to increase spectral efficiency. First, to change traditional optimization
metrics, which was channel ergodic capacity, to more accurate maximal achievable rate approximations
and use this metric to optimize the training data size for a wireless communication system. Using pro-
posed accurate metric for optimization purposes results in more realistic optimization and of course
more spectral efficiency, especially for short packet communication and ultra reliable applications. Sec-
ond, to utilize training data to design a multifunction communication and sensing system in an inte-
grated platform. This allows communication and sensing systems to share the same spectrum and in
result achieve better spectral efficiency. Main findings of this research can be summarized in two main
categories:
5.1.1 Optimizing Training Data Size Using Maximal Achievable Rate Approximation
This was our first solution to achieve better spectral efficiency which was discussed in Chapter 3
where the idea of optimizing training data size using ergodic capacity (previously used method) was
explained in detail. Then the proposed optimization metric which is maximal achievable rate approx-
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imation has been introduced. Finally, the idea of using this metric to optimize the training data size
has been introduced. Furthermore, it was shown through simulation that our proposed method achieves
higher performance especially when the packet size is small (short packet communication) and also
when low probability of error is required (ultra reliable system).
5.1.2 Utilizing Training Data to Design a Multifunction Communication and Sensing System
The second solution that has been provided in this thesis is to utilize the training data to design an
integrated communication and sensing system. The details behind the proposed idea has been discussed
in Chapter 4. The proposed integrated scheme has been introduced in Chapter 4 in detail. We proposed
that to integrate sensing abilities into an already built communication system, we can design a pair
of training data sequences, one for the base-station, and one for the user. Then the design procedure
for training data sequences is provided. It is shown through simulations that the designed training
data sequences are perfectly uncorrelated for a range of time lags. Also simulation results shows that
the training data sequence which is designed for sensing purposes has an impulse-like autocorrelation.
This allows base-station to distinguish between them and in result it can utilize those sequences for
communication and sensing proposes simultaneously.
5.2 Implications of Findings
Our research has specific aspects, in which its performance is superior to the prior works. Here we
explain those aspects and also the real world applications of those aspects.
5.2.1 Better Performance in Short Packet Ultra Reliable Communication
The idea of using maximal achievable rate approximation as the optimization metric to optimize
training data size has shown better performance especially in the case of having a short packet (small
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n). This means the difference between our method of optimizing in compare with traditional methods
is a considerable amount when the packet size is short. Also, simulation results in Chapter 3 shows
that this difference is considerable when low probability of error is required (small ε). This situation
happens in Wireless Sensor Networks (WSN), Internet of Things, Smart Homes, etc. Where sensors or
things are connected together, they usually transmit small packets through communication network, but
high certainty of securely receiving the packet is required. In such applications, our method works with
considerably better performance.
5.2.2 Ubiquitous Spectrum Sharing Between Communication and Sensing
The proposed platform in Chapter 4 to integrate sensing functionality into an already existing com-
munication system has shown the ability for communication and sensing system to coexist in the same
spectrum. Since the training sequences are designed to be uncorrelated to each other, they can be de-
tected even in the same platform and also the same spectrum. Also, our proposed integrated system has
more readily applications than previous attempts of integrated platforms, because of the fact that it is
designed to add sensing ability to a communication system. Since nowadays communication systems
are more ubiquitous than radar platforms, our proposed system can be used in a wide variety of applica-
tions. For instance, Mobile Network base-stations with adjustable beam-forming can use such sensing
ability to shape the main lobe beam of their antenna array to enhance their performance.
5.3 Limitaitons of Study
The research presented in this thesis, although superior in some aspects, has some limitations com-
pared with other works. Here the limitations of our study will be mentioned and the situations in which
our proposed ideas should not be used will be discussed.
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5.3.1 Asymptotically Similar Performance for Long Packets
The training data size is optimized using approximate maximal achievable rate as the optimization
metric in Chapter 3. As it can be seen in simulation results in Fig. 10, the difference of performance
between the proposed approach and the previous ones asymptotically goes to zero for long packet sizes
(n→∞). The same phenomena occurs when higher probability of error is required (ε→ 1). This suggest
that our approach does not offer any advantage for long packet sizes or high error probabilities. There-
fore, for applications with long packet size or high probability of error, using our proposed approach is
not justifiable because it does not offer any advantage in those cases.
5.3.2 Increased Computational Complexity
It is common that in an attempt to enhance efficiency and accuracy, one can increase the compu-
tational complexity of a problem and this research is no exception. Here we discuss computational
complexities of Chapters 3 and 4.
5.3.2.1 Complexity of Proposed Optimization Metric
In Chapter 3, we replaced traditionally used optimization metric, ergodic capacity, with approxi-
mate maximal achievable rate expression. Just through looking at Eq. (3.36), it can be seen that to
optimize using such metric is more complex than optimizing the ergodic capacity. Therefore, our pro-
posed method achieves more performance and rate with the cost of having increased complexity. This
increased complexity could cause increased costs of implementation; however, with ever increasing
processors speed, the issue of increased computational complexity is of lower importance nowadays.
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5.3.2.2 Complexity of Integrated Communication and Sensing System
The idea of designing two distinct training data sequence is discussed in Chapter 4. To this end,
in Eq. 4.22, a whole new constrained optimization problem was introduced in every cycle. This in-
creases computational complexity compared with the case when the system was only responsible for
communication purposes. Thus, it can be seen again, that the advantage of adding sensing abilities to a
communication system is gained with the cost of increasing computational complexity.
5.4 Future Work
In last section, the limitations of our study was discussed. Here we introduce some solutions in
attempt to eliminate or minimize mentioned limitations.
5.4.1 Analytical Analysis of Optimal Training Data Size
In an attempt to decrease computational complexity of optimization with respect to maximal achiev-
able rate expression, the most effective solution is to analytically solve the optimization problem. Al-
though this specific optimization problem is almost impossible to solve analytically, using Taylor ex-
pansion and some other tight approximations, it can be solved analytically. Another tool that can be
used to this end is to analyze extreme cases (low and high SNR regimes). The mentioned methods are
being done in our current research. We used Taylor expansion to simplify the optimization problem to
make it easier to be solved analytically and analyzed it in low and high SNR regimes. The results of this
research is expected to be submitted in a foreseeable future.
5.4.2 Complexity Trade-off for Integrated Communication and Sensing System
As mentioned in previous section, adding sensing abilities to an already built communication system
costs us increasing complexity. One way to deal with this problem is to have control over optimizing
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algorithm iterations. The integrated device does not need its sensing abilities to be accurate at all times.
However, there are certain times when the sensing output is required to be accurate. The optimization
algorithm can be designed in two different modes, one where the quality of communication system is
the first priority, therefore, the optimization algorithm can use less iterations to increase speed with cost
of loosing sensing accuracy. Other one where sensing is the first priority at which the algorithm can run
more iterations to increase sensing accuracy with the cost of loosing speed.
Appendices
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Appendix A
PROOF OF EQ. (3.7)
The user transmit nt training symbols known to the mobile and base-station, enabling the base-
station to estimate the channel gain. The MMSE channel gain estimator can be derived as (6)
ĥ =
√
ρ(1+ρ|xt |2)−1x∗t yt
=
1√ρ
(
1
ρ
+ |xt |2
)−1
x∗t yt (A.1)
where xt , yt are input and output training symbol vectors. Note that yt =
√ρxth+wt+√ρxt∆ht , where
yt = [y(1),y(2), . . . ,y(αn)], xt = [x(1),x(2), . . . ,x(αn)], wt = [w(1),w(2), . . . ,w(αn)] are output, input
and noise vectors respectively. Also ∆ht = [∆h(1),∆h(2), . . . ,∆h(αn)] is the channel mismatch due to
the temporal variation of the channel. Since |xt |2 = αn, we get
ĥ =
√
1
ρ
(
ρ
1+αnρ
)
[
√
ραnh+
wx∗t +
√
ρ∆htx∗t xt ]
=
(
αnρ
1+αnρ
)
h+
√
1
ρ
(
ρ
1+αnρ
)
wx∗t
+
(
αnρ
1+αnρ
)
∆ht . (A.2)
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Hence the channel estimation error h˜ = h− ĥ can be derived as:
h˜ = h− ĥ
=
1
1+αnρ
h−
√
1
ρ
(
ρ
1+αnρ
)
wtx∗t
−
(
αnρ
1+αnρ
)
∆ht (A.3)
Finally, we derive the mean square error of the MMSE channel estimation error as
σ2h˜ =
1
1+αnρ
+σ2Doppler (A.4)
where we derived σ2Doppler using the mathematical derivation proposed in (38) for maximum likelihood
(ML) channel estimator in Rayleigh fading channel
σ2Doppler = 2
(
piαnρ fD
1+αnρ
)2(
n− αn
2
)2
, (A.5)
where fD is the Doppler frequency normalized to the symbol rate (Rsymbol = 1/Ts) given by
Tsv fc
c
, Ts is
the symbol period, v is the mobile velocity, fc is carrier frequency and c is the speed of electromagnetic
wave.
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