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LABVIEW 
Об’єкт дослідження – процеси в динамічних системах з регулярною, хаотич-
ною, стохастичною поведінкою. 
Ціль роботи: а) дослідити переходи, індуковані взаємно корельованими гау-
сівськими білими шумами, методами теорії катастроф; б) розробити віртуальні 
стенди для демонстрації різних типів поведінки динамічних систем методом 
комп’ютерного моделювання. 
Із загальних міркувань показано, що індуковані шумами переходи від одно-
модального (з одним максимумом) ймовірнісного розподілу стану системи до дво-
модального (з двома максимумами) можуть якісно описуватися нормальною фор-
мою біфуркації типу вил, що збурюється єдиним адитивним гаусівським білим шу-
мом. Розглянуто конкретний приклад динамічної системи, приведені ілюстрації. 
Для моделі, яка в свій час вводилась із математичних міркувань, насьогодні не ви-
явлено застережень щодо опису нею процесів в природі. 
В середовищі LabVIEW розроблено віртуальні стенди для демонстрації: хао-
тичної поведінки для одновимірного відображення з нелінійністю типу функції Га-
уса, помноженої на її аргумент, що описує сигнали електронного автогенератора з 
запізненням; випадкової – для процесів Вінера й Орнштейна-Уленбека та генетич-
ної моделі; регулярної – для послідовного коливального контуру. Віртуальні 
стенди є науково-обґрунтованими і можуть бути впровадженні в якості електрон-
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Сучасна динаміка є міждисциплінарною наукою, в якій вивчається зміна 
стану систем з часом та його причини [1]. Вона бере початок в законах Ньютона, 
спирається на теорію диференціальних рівнянь, охоплює не тільки класичну меха-
ніку з іншими розділами фізики, а також електроніку, хімію, біологію, економіку. 
Центральним поняттям динаміки слугує динамічна система. Розрізняють три типи 
її поведінки: регулярна, хаотична та стохастична [2-4]. 
Стохастична динаміка властива системам, які знаходять під впливом одного 
або декількох джерел шуму. Причому останні всюдисущі і породжуються дискре-
тною будовою матерії [5], її тепловим або турбулентним рухом. У теоретичних до-
слідженнях широко застосовується так званий білий шум [4-6], для якого автоко-
реляція задається дельта-функцією, а спектр коливань, відповідно, набуває вигляду 
плато в нескінченному інтервалі частот. Він має нескінченну потужність і не може 
бути на практиці реалізований. Однак будь-який фізичний шум з плоским спектром 
в обмеженому діапазоні частот може бути добре апроксимований білим шумом, 
якщо характерні частоти динамічної системи набагато нижче максимальної шумо-
вої частоти. Приклади: випадкова сила, що діє на броунівську частинку з боку ото-
чуючих її молекул рідини (сила Ланжевена); флуктуації електричної напруги на 
опорі (шум Джонсона-Найквіста) та інше. Обмежений за частотою білий шум зна-
ходить і практичне використання, наприклад, в електроніці для обчислення часто-
тної характеристики лінійних динамічних систем – електронних фільтрів, підсилю-
вачів і т.п. [7-8]. Він як зондувальний сигнал подається на вхід такої системи. А 
пропускаючи вихідний сигнал через аналізатор спектра, отримують шукану залеж-
ність. 
Прикладом нелінійної системи служить лампа біжної хвилі (ЛБХ) – вакуум-
ний електронний прилад, робота якого ґрунтується на взаємодії біжної електрома-
гнітної хвилі та електронного потоку, що рухаються в одному напрямку [9]. Приз-
начена для ґенерування та (або) підсилення коливань надвисоких частот (НВЧ) в 
діапазоні від 300 МГц до 300 ГГц. На відміну від твердотільної електроніки, ЛБХ є 
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потужним і високонадійним приладом, стійким до впливу інтенсивного електрома-
гнітного випромінювання і радіації. Тому вона і на сьогодні залишається затребу-
ваною [10-15]. Сфери застосування: супутниковий зв'язок, радіолокація, системи 
запуску ракет тощо. Основні недоліки ЛБХ – значні маса і розміри. Один із спосо-
бів їх зниження полягає у використанні холодних катодів на основі вуглецевих на-
нотрубок [16]. Також розроблена концепція вуглецевої нанотрубки як мономоле-
кулярної ЛБХ [17,18]. 
Дві ЛБХ, замкнуті в кільце, утворюють електронний пристрій – генератор 
хаотичних (шумоподібних) коливань. Подібно тому, як оптичні квантові генера-
тори (лазери) є джерелами вузькосмугового світла, генератори хаотичних коливань 
є джерелами широкосмугових аналогових шумоподібних коливань [19,20]. Останні 
пристрої застосовуються в системах радіоелектронної боротьби. Виникнення шу-
моподібних коливань в ЛБХ-генераторах із запізнілим зворотним зв’язком 
пов’язане з фундаментальним явищем – динамічним хаосом [1-3,21], при якому не-
лінійна, виключно детермінована система, будучі чутливою до малих збурень по-
чаткових умов, поводить себе непередбачувано, як і випадкова (стохастична) сис-
тема. Тому шумоподібні коливання, як і шуми, характеризуються суцільними спе-
ктрами і швидко спадаючими до нуля автокореляційними функціями. 
Інтерес до вивчення електронних генераторів хаосу, як і до самих шумоподі-
бних коливань, також пояснюється тим, що останні можуть бути використані в ко-
мунікаційних електронних системах в якості несущих або модульованих інформа-
ційними сигналами коливань [22-27]. Традиційно як носії інформації використову-
ються гармонічні коливання (радіо, телебачення, мобільний і супутниковий зв'язок, 
Wi-Fi тощо). Але хаотичні коливання мають більшу інформаційну ємність, ніж га-
рмонічні. Тому це надає можливість збільшити або швидкість передачі інформації, 
або кількість каналів зв’язку. 
При дослідженнях у галузі нелінійної динаміки, в тому числі стохастичних 
явищ, широке застосування знаходять аналогові електронні схеми [28-30]. Їх прое-
ктувати, збирати та використовувати в лабораторному експерименті значно прос-
тіше та економніше, ніж звичайні натурні установки. Для моделювання за 
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допомогою аналогової електронної схеми того чи іншого процесу використову-
ється його диференціальне рівняння. При цьому дослідницький стенд містить від-
повідні електронні пристрої – суматори, помножувачі, інтегратори тощо. На вхід 
аналогової електронної схеми подається сигнал відомої форми з генератора, вихід-
ний сигнал вивчається за допомогою осцилографа, аналізатора спектра тощо. 
Комп’ютерне моделювання, в свою чергу, простіше за аналогове. Все, що не-
обхідно мати, – персональний комп’ютер і відповідне програмне забезпечення. На 
роль останнього добре підходить середовище LabVIEW з візуальною мовою про-
грамування, створене не для програмістів, а для інженерів (в тому числі і в сфері 
електроніки), яке дозволяє зосереджуватися на віртуальних приладах і зв’язках між 
ними, а не написанні програмного коду [31-33]. Воно має високий функціонал, зру-
чне графічне меню. Величезна бібліотека функцій та віртуальних інструментів до-
зволяє виконувати як прості алгебраїчні операції над числами, так і чисельно 
розв’язувати диференціальні рівняння, візуалізувати дані тощо. 
Віртуальні стенди, розроблені в LabVIEW, використовуються не тільки в на-
укових дослідження, а і в навчальних [34-40]. Електронні засоби навчального при-
значення призводять до підвищення ефективності навчання, спонукають студентів, 
учнів до активної навчальної діяльності, самонавчання [41,42]. Особливу роль такі 
засоби відіграють в дистанційному та змішаному навчанні [43]. 
Одним з видів електронних засобів навчання є інтерактивні демонстрації або 
віртуальні лабораторні роботи. Знамениті безкоштовні інтерактивні демонстрації 
для природничих наук і математики можна знайти на сайті PhET University of Col-
orado Boulder. Проект заснований у 2002 році лауреатом Нобелівської премії з фі-
зики Карлом Віманом. PhET-симуляції є науково-обґрунтованими і спонукають уч-
нів до навчальних досліджень з використанням інтуїції в середовищі, подібному до 
гри. Вони написані на Java, Flash або HTML5 і можуть бути виконані прямо в Інте-
рнеті або завантажені на комп’ютер. Перекладені на 93 мови світу, в тому числі 
українську. Постійно оновлюються і доповнюється новими зразками [44]. 
Коливальний контур – електрична схема, що складається з послідовно з’єд-
наних конденсатора C, котушки індуктивності L та резистора R. На основі нього 
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побудовано багато електронних пристроїв: фільтри, генератори [28]. Деякі при-
строї, наприклад, кварцовий генератор, репрезентуються еквівалентним коливаль-
ним контуром [29]. Щоб розуміти принцип їх роботи, треба знатися на роботі ко-
ливального контуру і процесах, що в ньому відбуваються. 
Актуальність теми. Зазвичай шум є завадою, він дезорганізує поведінку си-
стеми, приводячи до розмазування її стану поблизу середнього значення. Однак в 
нелінійних динамічних системах шум може відігравати конструктивну роль, як і в 
явищі індукованих шумом переходів [6,45-48], при яких щільність ймовірності 
стану системи не тільки розпливається, а й якісно трансформується, наприклад, з 
одномодальної у двомодальну. Можна відзначити, що важливу роль при експери-
ментальному дослідженні даного явища грають електронні аналогові схеми 
[6,48,49], що містять генератори широкосмугового гаусівського шуму з постійною 
спектральною щільністю. 
Вплив мультиплікативного й адитивного шумів, їх взаємної кореляції на фо-
рму ймовірнісного розподілу стану деяких абстрактних динамічних систем вивча-
ється в [50-52]. (Про абстрактні моделі написано, наприклад, в [52,53]). Мета даної 
роботи – записати ефективний (ймовірнісний) потенціал і розкласти його в степе-
невий ряд в околі критичної точки. Це дозволить переходах, індукованим взаємно 
корельованими шумами, надати не тільки наочності, а й дослідити їх за допомогою 
теорії катастроф [6,48,54]. Згідно неї існує всього декілька форм розкладів потен-
ційних функцій в ряд Тейлора. Однією з них є катастрофа типу збірки, з якою пов'-
язана біфуркація типу вил. Приклади розкладань в ряд Тейлора ефективних потен-
ціалів для класичних моделей теорії індукованих шумом переходів – генетичної 
моделі [55] та моделі Хонглера [56] – можна знайти в роботі [57]. 
В роботі [58] описується моделювання в середовищі LabVIEW логістичного 
відображення – однієї з найпростіших систем, що уможливлюють генерування ха-
отичних сигналів. В даній роботі ми розглядаємо одновимірне відображення з не-
лінійністю типу функції Гауса, помноженої на її аргумент, що описує хаотичні ко-
ливання в ЛБХ-генераторі. 
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Вивчення коливального контуру і процесів в ньому передбачено навчаль-
ними програмами з дисципліни «Фізика» як для студентів, так і школярів. Але в 
підручниках ми можемо спостерігати лише статичні графіки для заданих значень 
параметрів системи. Можливість спостерігати осцилограми коливального контуру 
в динаміці має призвести до більшого розуміння коливальних процесів в ньому. 
Метою роботи є розробка віртуального стенда в LabVIEW для дослідження коли-
вального контуру, який можна було б використовувати як інтерактивну демонстра-




1 МЕТОД ЕФЕКТИВНОГО ПОТЕНЦІАЛУ В ДОСЛІДЖЕННІ ПЕРЕХОДІВ, 
ІНДУКОВАНИХ ВЗАЄМНО КОРЕЛЬОВАНИМИ ГАУСІВСЬКИМИ 
БІЛИМИ ШУМАМИ 
 
1.1 Математична модель динамічної системи з двома шумами 
 
Стохастичне диференціальне рівняння динамічної системи в загальній формі 
має вигляд [50,51] 
 
 σ ξ σ ξ= + + 1 1 2 2( ) ( ( )) ( ( )) ( ) ( )x t f x t g x t t t , (1.1) 
 
де x(t) – параметр стану системи, є випадковим процесом; 
крапка – похідна за часом t; 
f(x) – детермінована сила, f(x) = –V ′(x); 
V(x) – детермінований потенціал; 
штрих – похідна за x; 
ξ1(t) і ξ2(t) – мультиплікативний та адитивний гаусівські білі шуми з ампліту-
дами σ1 і σ2 (σ1 ≥ 0 і σ2 ≥ 0, ми говоримо «амплітуди» в тому сенсі, що їх ква-
драти визначають інтенсивності шумів); 
g(x) – просторова складова амплітуди мультиплікативного шуму (мультипліка-
тивний фактор). 
Середні значення шумів дорівнюють нулю, кореляційні функції задаються вира-
зом: 
 
 ξ ξ δ
=′ ′〈 〉 = − 
≠
1,( ) ( ) ( )i j




де кутові дужки означають статистичне усереднення; 
δ(t) – дельта-функція Дірака; 
r – коефіцієнт кореляції між шумами, |r| ≤ 1. 
Всі величини в рівнянні (1.1) безрозмірні. Для параметра стану системи прий-
маються природні граничні умови, тобто x(t) ∈ (–∞, ∞). Для мультиплікативного 
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шуму вводиться параметр λ, λ ∈ [0, 1], який визначає числення стохастичного ди-
ференціального рівняння. Зокрема, значення λ = 0 відповідає численню Іто, зна-
чення λ = 1/2 – численню Стратоновича. 
Рівняння (1.1) має перший порядок. Якщо x(t) – координата частинки, напри-
клад броунівської, тоді її швидкість пропорційна силі. Це випадок так званого си-
льного загасання. Він відповідає одновимірному руху в досить в'язкому середо-
вищі, при якому інерційними властивостями частинки можна знехтувати. Якщо x(t) 
трактується як швидкість частинки, тоді вже її прискорення пропорційне силі, що 
узгоджується з добре відомим другим законом динаміки Ньютона. В електронних 
генераторах x(t) – це сила струму, в хімічній кінетиці – концентрація реагенту, в 
динаміці біологічної популяції – її чисельність, приклади можна наводити і далі. 
Рівноважна щільність ймовірності того, що x(t) = x при t → ∞ для системи 
(1.1)–(1.2), має вигляд 
 




1 ( )( ) exp)
( )
(
x f y dyP
B y
xx NB , (1.3) 
 
де N – константа нормування, яка визначається з умови ( ) 1P x∞−∞ =∫ ; 
2B(x) – коефіцієнт дифузії, рівний 
 
 σ σσ σ= + +
2 2
21 2
1 2( ) ( ) ( )2 2
B x g x r g x ; (1.4) 
 
σ 21 2  і σ
2
2 2  – інтенсивності мультиплікативного і адитивного шумів. 
 
1.2 Метод ефективного потенціалу 
 
Для знаходження ефективного потенціалу перейдемо від рівняння (1.1) з 
двома шумами, враховуючи їх характеристики (1.2), до статистично еквівалентного 
стохастичного диференціального рівняння з одним адитивним шумом: 
 
 ζ′= − +( ) ( ( )) ( )x t U x t t , (1.5) 
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де U(x) – ефективний потенціал, є детермінованою функцією; 
ζ(t) – гаусівський білий шум з нульовим середнім значенням і кореляційної фу-
нкцією 〈ζ(t)ζ(t′)〉 = δ(t − t′). 
При цьому амплітуда ефективного шуму ζ(t) приймається рівною одиниці: всі па-
раметри системи (1.1)–(1.2) входять в ефективний потенціал U(x). Рівняння (1.5) 
описує одновимірний рух уявної броунівської частинки в зовнішньому силовому 
полі з потенціалом U(x) в наближенні сильного загасання. Рівноважна щільність 
ймовірності для її координати x задовольняє експоненціальному розподілу Боль-
цмана: 
 
 −= 2 ( )( ) U xP x Ne . (1.6) 
 
Прирівнюючи праві частини виразів (1.3) і (1.6), виразимо ефективний потенціал: 
 
 λ= − + −∫
0
1 ( ) 1( ) (1 )ln ( )
2 ( ) 2




Він визначається з точністю до довільної константи. Якщо амплітуда мультипліка-













2 ( )( ) exp V xP x N . 
 
В цьому випадку потенціали, ефективний U(x) і детермінований V(x), якісно одна-
кові. Для адитивного теплового шуму його інтенсивність σ 22 2  пропорційна абсо-
лютній температурі. 
Розкладемо ефективний потенціал (1.7) в ряд за ступенями x в околі точки 










U u xx , (1.8) 
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де uk = U(k)(0)/k! (верхній індекс у круглих дужках позначає порядок похідної). Ми 
вважаємо, що при індукованих шумами переходах якісні зміни рівноважної щіль-
ності ймовірності системи, а значить й ефективного потенціалу, відбуваються ло-
кально в околі точки x = 0 (якщо ж це не так, то можна виконати відповідне перет-
ворення координати). Запишемо першу похідну ефективного потенціалу (1.7): 
 






де F(x) ≡ −f(x) + (1 − λ)B ′(x). 
Для подальшого обчислення похідних вищих порядків від U(x) можна або послідо-
вно диференціювати вираз (1.9), або використовувати формулу Лейбніца для k-ої 




 =   
∑
( )
( 1) ( )
0
1 1( ) ( )
2 ( )
mkk m k m
k
m




де mkC  – біноміальний коефіцієнт. 
У даній роботі розглядаються такі індуковані шумами переходи, при яких рі-
вноважна щільність ймовірності системи з одномодальної (з одним максимумом) 
перетворюється в двомодальну (з двома максимумами), а ефективний потенціал, 
відповідно, з одноямного – в двох’ямний. Тому ми очікуємо, що в розвиненні (1.8) 



















′′′ ′′′ ′ ′′ ′′ ′+ ′ ′′ ′ ′ ′+
= − + −
+ 2 3(4)
2 3 4
3 3 3( 3 3)
2 2
F FB F B F B FB B F B FBU x
B B B B
, (1.11) 
 
де F ≡ F(x) і B ≡ B(x). 
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Беручи до уваги вирази (1.9) і (1.11), обмежимося першими чотирма похідними ко-
ефіцієнта дифузії (1.4): 
 
σ σ σ′ ′ ′= +21 1 2B gg r g , 
σ σ σ′′ ′ ′′ ′′= + +2 21 1 2( )B g gg r g , 
σ σ σ′ ′′′′′ ′′′ ′′′= + +21 1 2( )3B g g gg r g , 
 σ σ σ′′ ′ ′′′= + + +(4) 2 2 (4) (4)1 1 2( )3 4B g g g gg r g , (1.12) 
 
де g ≡ g(x). 
Вирази (1.4), (1.9), (1.11) і (1.12) дозволяють виразити коефіцієнти uk степе-
невого ряду (1.8) при n = 4 безпосередньо через детерміновану силу f(x) і мультип-
лікативний фактор g(x), що входять в рівняння (1.1). Перш ніж конкретизувати їх 
вид, зробимо припущення про симетрію рівноважної щільності ймовірності сис-
теми: P(–x) = P(x). Її графік симетричний відносно осі ординат. У цьому випадку 
значення в точці x = 0 непарних похідних ефективного потенціалу U(x) дорівнюють 
нулю. Тому 
 
 + 2 42 4( ) , 1U x u x u x x  (1.13) 
 
(тут покладається, що U(0) = 0). Коефіцієнт u2 приймає як позитивні, так і негативні 
значення. При u2 > 0 ефективний потенціал U(x) є одноямним з мінімумом в точці 
x = 0, при u2 < 0 – двох’ямним з локальним максимумом в нулі. Типовим прикладом 
потенціалу виду (1.13) служить потенціал Ландау-Гінзбурга, що застосовується в 
теорії рівноважних фазових переходів. 
Таким чином, коефіцієнт u2 визначає форму ефективного потенціалу і грає 
роль біфуркаційного параметра з критичним значенням u2cr = 0. При цьому нерів-
новажні переходи, індуковані взаємно корельованими шумами, можуть бути якісно 
описані нормальної формою біфуркації типу вил, що збуджується адитивним гау-




1.3 Приклад системи з лінійною відновлювальною силою та нелінійним  
мультиплікативним фактором 
 
Розглянемо конкретний приклад системи (1.1)–(1.2): 
 
 = − =
+
2
2( ) , ( ) 1




Детермінована сила f(x) приймається лінійною відновлювальною. Відповідний де-
термінований потенціал V(x) є параболічним (одноямним). Функції в (1.14) не міс-
тять будь-яких параметрів. Тим самим система (1.1)–(1.2) в даному прикладі хара-
ктеризується чотирма параметрами: σ1, σ2, r, λ. Можна показати, що будь-які дода-
ткові параметри будуть надлишкові: виконавши відповідні перетворення коорди-
нати і часу, задача зведеться до зазначеної кількості. 
Коефіцієнти u2 і u4 в (1.13) є функціями чотирьох аргументів. Для знахо-
дження їх явного вигляду запишемо перші три похідні для сили f(x) і перші чотири 
– для мультиплікативного фактора g(x): 
 
 ′ ′′ ′′′= − = = −′ ′′= =
+ +
2
2 2 2 3




f f f x xg g
x x
  




2 4 2 5
24 (1 ) 24(1 10 5, .
(1 ) (1 )




Обчислюючи значення виразів (1.14) і (1.15), (1.4) і (1.12), (1.9) і (1.11) при x = 0, 
отримаємо 
 
 λ σ σ
σ
+ −




ru , (1.16) 
 λ σ σ σ σ λ σ σ
σ σ
− − + −
= −
2
1 1 2 1 1 2
4 2 3
2 2
(1 )( 2 ) [1 2(1 ) ]
2 2
r r ru . (1.17) 
 
З (1.16) випливає, що при 1 + 2(1 − λ)rσ1σ2 > 0 ефективний потенціал одноямний, 
інакше – двох’ямний. Дана умова повністю узгоджується з отриманими раніше 
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[50,52] з інших міркувань. Графіки ефективного потенціалу даної системи предста-
влені на рис. 1.1, біфуркаційного параметра u2 – на рис. 1.2. 
Залежність біфуркаційного параметра u2 від коефіцієнта взаємної кореляції r 
при постійних амплітудах шумів σ1 і σ2 є лінійної неспадною (див. рис. 1.2a). Чим 
більше амплітуда мультиплікативного шуму σ1 (при фіксованій амплітуді σ2), тим 
більше кут нахилу прямої u2(r). При цьому існує таке порогове значення 
σ1cr = 1/[2(1 − λ)σ2] (йому відповідає пряма 2), що при σ1 < σ1cr ні при якому зна-
ченні r біфуркаційний параметр u2 не буде негативним, тобто в цьому випадку зміна 
коефіцієнта взаємної кореляції шумів не призводить до якісної зміни одномодаль-
ного розподілу стану системи. При σ1 > σ1cr існує таке негативне порогове значення 
rcr = −σ1cr /σ1 (точка B на прямій 3), що при r > rcr біфуркаційний параметр u2 пози-
тивний, а при r < rcr – негативний, тобто при r = rcr відбувається перехід від одно-
модального розподілу стану системи до двомодального (ефективний потенціал тра-
нсформується, відповідно, з одноямного в двох’ямний як на рис. 1.1). При цьому 




Рисунок 1.1 – Графіки ефективного потенціалу для точного виразу (1.7) (суцільна 
лінія) і розкладання в ряд Маклорена (1.13) з коефіцієнтами (1.16) і (1.17) (пунк-
тирна лінія) в численні Стратоновича (λ = 1/2) при постійних амплітудах шумів 
(σ1 = 2 і σ2 = 1) і змінюваному коефіцієнті взаємної кореляції: (1) r = 0.5 (u2 > 0); 





Рисунок 1.2 – Графіки біфуркаційного параметра u2 для числення Стратоновича 
(λ = 1/2) в залежності від: (а) коефіцієнта взаємної кореляції при σ2 = 1 і σ1 = 0 
(пряма 1), σ1 = 1 (пряма 2), σ1 = 2 (пряма 3), σ1 = 3 (пряма 4), σ1 = 4 (пряма 5);  
(b) амплітуди мультиплікативного шуму при σ2 = 1 і r = 1 (пряма 1), r = 0.5 
(пряма 2), r = 0 (пряма 3), r = –0.5 (пряма 4), r = –1 (пряма 5); (c) амплітуди адити-
вного шуму при σ1 = 1 і r = 1 (крива 1), r = 0.5 (крива 2), r = 0 (крива 3),  
r = –0.5 (крива 4), r = –1 (крива 5). Для значень u2 з верхньої півплощини (u2 > 0) 
ефективний потенціал одноямний, з нижньої – двох’ямний. Точки A, B, C відпові-
дають кривим 1, 2, 3 на рис. 1.1. 
19 
Відзначимо, що при збільшенні амплітуди адитивного шуму σ2 при фіксованій ам-
плітуді мультиплікативного шуму σ1 кут нахилу прямої u2(r), навпаки, зменшу-
ється, але при цьому також зменшується висота її точки перетину з вертикальною 
віссю ординат [див. вираз (1.16)]. 
Залежність біфуркаційного параметра u2 від параметра σ1 при постійних па-
раметрах r і σ2 є також лінійної (див. рис. 1.2b). Причому її характер визначається 
коефіцієнтом взаємної кореляції: при r > 0 – зростальний, при r < 0 – спадний, при 
r = 0 – ні зростальний, ні спадний (пряма 3). Таким чином, існує таке порогове зна-
чення rcr = 0, що при r > rcr (позитивна взаємна кореляція) ні при якому значенні 
амплітуди мультиплікативного шуму σ1 біфуркаційний параметр u2 не змінює свій 
позитивний знак на негативний. При r < rcr (негативна взаємна кореляція) існує таке 
порогове значенняσ1cr = −1/[2(1 − λ)rσ2], що при σ1 < σ1cr параметр u2 позитивний, 
а при σ1 > σ1cr – негативний. Отже, при σ1 = σ1cr відбувається одномодальний-дво-
модальний перехід. Причому σ1cr → ∞ при r → 0−. 
Нарешті, залежність біфуркаційного параметра u2 від амплітуди адитивного 
шуму σ2 при постійних параметрах r і σ1, на відміну від розглянутих раніше, нелі-
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тобто для великих значень σ2 параметр u2 прагне до нуля: зверху, якщо взаємна 
кореляція невід’ємна, і знизу, якщо вона від’ємна. Таким чином, існує таке поро-
гове значення rcr = 0, що при r > rcr для будь-яких значень амплітуди адитивного 
шуму σ2 біфуркаційний параметр u2 позитивний. У цьому випадку залежність u2(σ2) 
монотонно спадна. Якщо ж r < rcr, існує таке порогове значення 
σ2cr = −1/[2(1 − λ)rσ1], що u2 > 0 при σ2 < σ2cr і u2 < 0 при σ2 > σ2cr, тобто при σ2 = σ2cr 
в системі відбувається одномодальний-двомодальний перехід. Для випадку негати-
вної взаємної кореляції залежність u2(σ2) немонотонна з мінімумом в точці 
20 
σ λ σ=− −2 1    1 1   [( ) ]m r  і λ σ= − − 2 2 22 1(1 ) 2mu r . Зі збільшенням σ1 він зміщується в 
область малих значень σ2 і стає більш глибоким. 
На завершення кілька слів про коефіцієнт u4 (1.17). В ідеалі він має залиша-
тися позитивним, як, наприклад, при r = 0. Але у випадку r ≠ 0 знайдуться такі зна-
чення для σ1 і σ2, при яких u4 змінить свій знак, тобто наближений ефективний по-
тенціал (1.13) перекинеться, що насправді не відбувається згідно його точного ви-
разу (1.7). Але якщо дана особливість в розвиненні U(x) і спостерігається, то за ме-
жами малого околу критичної точки x = 0. Відзначимо, що зміна знаку доданка че-
твертої степені в розкладанні ефективного потенціалу можлива і для генетичної 
моделі [57]. 
 
1.4 Висновки до розділу 1 
 
В рамках методу ефективного потенціалу із загальних міркувань показано, 
що одномодальні-двомодальні переходи, індуковані взаємно корельованими гау-
сівськими білими шумами, один з яких адитивний, інший – мультиплікативний, 
можуть якісно описуватися нормальною формою біфуркації типу вил, що збурю-
ється адитивним гаусівським білим шумом. Її явний вигляд для системи з лінійною 
відновлювальною силою і мультиплікативним фактором, квадратичним при малих 
за абсолютною величиною значеннях динамічної змінної і постійним – при вели-
ких, отриманий вперше. Встановлено, що при варіюванні коефіцієнта взаємної ко-
реляції шумів або амплітуди мультиплікативного шуму біфуркаційний параметр 





2 ВІРТУАЛЬНИЙ СТЕНД ДЛЯ ДОСЛІДЖЕННЯ ХАРАКТЕРИСТИК 
ШУМОПОДІБНИХ СИГНАЛІВ АВТОГЕНЕРАТОРА З ЗАПІЗНЕННЯМ 
 
2.1 Математична модель хаотичних коливань 
 
Для аналізу хаотичних коливань ЛБХ-генератора використовується елемен-
тарна феноменологічна модель [60], яка включає в себе послідовно з’єднані і за-
мкнуті ланцюгом зворотного зв’язку безінерційний підсилювач з функцією перет-
ворення сигналу, лінійний фільтр, лінію затримки. Для вузькосмугового фільтра, у 
випадку швидкого встановлення коливань в генераторі, задача зводиться до прос-
того дискретно-різницевого рівняння (одновимірного відображення): 
 
𝑥𝑥𝑛𝑛 = 𝐹𝐹(𝑥𝑥𝑛𝑛−1), (2.1) 
 
де 𝑥𝑥𝑛𝑛 – значення амплітуди сигналу в момент часу 𝑡𝑡𝑛𝑛 = 𝑛𝑛𝑛𝑛; 
F(x) – функція перетворення сигналу; 
Т – тривалість запізнення в лінії затримки. 
Функція перетворення сигналу F(x) у загальному випадку може містити амп-
літудну або фазову нелінійність (змінну затримку). Топологічно, найбільш близька 
до амплітудної характеристики ЛБХ нелінійна апроксимація типу функції Гауса, 
помноженої на її аргумент: 
 
𝐹𝐹(𝑥𝑥) = 𝑘𝑘𝑥𝑥𝑒𝑒−𝑥𝑥2 , (2.2) 
 
де k – коефіцієнт підсилення. 
Існує два підходи для опису хаотичних сигналів [61]. Якщо взяти до уваги пе-
рший підхід, то процеси, які вивчаються, вважаються досить складними, але дете-
рмінованими, що реалізовуються за допомогою певного алгоритму. В цьому разі 
досліджується динамічна система, поведінка якої в часі визначена наперед, тобто 
описується системою диференціальних або різницевих рівнянь з заданими почат-
ковими умовами, і вичислюються такі характеристики, як показник Ляпунова, фра-
ктальна розмірність атрактора тощо. 
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При другому підході виходять з того, що сигнал, який потрібно дослідити, є 
випадковим, алгоритмічно зовсім непередбачуваним процесом. Вивчаючи безліч 
реалізацій такого процесу виявляються певні статистичні закономірності у часовій 
структурі сигналу, у ймовірностях появи різних значень величин сигналу і так далі. 
Такий підхід ґрунтується на добре розвиненому математичному апараті, який по-
єднує теорію ймовірностей та математичну статистику. 
Під час розробки віртуального стенда будемо дотримуватися другого підходу 
і визначати кореляційну функцію та спектр коливань. 
 
2.2 Опис віртуального стенда 
 
В середовищі LabVIEW створено віртуальний стенд для дослідження харак-
теристик шумоподібних сигналів автогенератора з запізненням. Його лицьова па-
нель представлена на рис. 2.1. 
 
 
Рисунок 2.1 – Лицьова панель віртуального стенда для дослідження характерис-
тик шумоподібних сигналів автогенератора з запізненням 
 
Лабораторний стенд складається з наступних віртуальних пристроїв 
(рис. 2.2): 1) генератора хаотичних коливань; 2) генератора білого шуму; 3) генера-
тора синусоїдального сигналу; 4) графічного індикатора сигналу; 5) обчислювача 
автокореляційної функції; 6) аналізатора спектра коливань. 
Розглянемо ручки керування генераторів: Для генератора хаосу: 1) початкова 




Рисунок 2.2 – Блок-схема віртуального стенда 
 
квадратичне відхилення («сигма»). Для генератора синусоїдального сигналу: 1) ам-
плітуда; 2) частота. Для перемикання генераторів використовується куляста ручка 
під назвою «Тип генератора». 
Генератор хаосу створює сигнал у відповідності до одновимірного відобра-
ження (2.1) з нелінійним перетворенням (2.2) у вигляді функції Гауса, помноженої 
на її аргумент. Початкову амплітуду сигналу та коефіцієнт підсилення можна ви-
ставити приблизно за допомогою відповідних кулястих ручок управління на лицьо-
вій панелі. Для точного задавання значень вказаних параметрів використовуються 
цифрові поля введення під ручками. Блок-діаграма генератора хаосу представлена 
на рис. 2.3, приклад його роботи – на рис. 2.4. 
 
 
Рисунок 2.3 – Блок-діаграма генератора хаосу 
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Рисунок 2.4 – Генератор хаосу в роботі  
 
Генератор (гаусівського) білого шуму реалізується з двох циклів For Loop. У 
внутрішньому циклі знаходиться сума дванадцяти випадкових величин γj, рівномі-
рно розподілених на відрізку [0,1]. Після цього від суми віднімається шість та ре-
зультат множиться на «сигму», яку ми задаємо за допомогою відповідної ручки. 
Отже, підпрограма реалізовує відому формулу: 
 





Блок-діаграма генератора білого шуму представлена на рис. 2.5, приклад його ро-
боти – на рис. 2.6. 
 
Рисунок 2.5 – Блок-діаграма генератора білого шуму 
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Рисунок 2.6 – Генератор білого шуму в роботі (сигнал, спектр та автокореляція) 
 
Віртуальний генератор синусоїдального сигналу містить цикл For Loop, в 
якому за допомогою компонентів LabVIEW реалізована наступна формула: 
𝑥𝑥 = 𝐴𝐴 sin 2𝜋𝜋 𝜈𝜈𝑡𝑡. 
Керування представлене чотирма компонентами Numeric, за допомогою яких зада-
ються: довжина вибірки (кількість ітерацій циклу For Loop), амплітуда, час дискре-
тизації T та частота ν. Блок-діаграма генератора представлена на рис. 2.7, приклад 
його роботи – на рис. 2.8. 
 
Рисунок 2.7 – Блок-діаграма генератора синусоїдального сигналу 
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Рисунок 2.8 – Синус-генератор в роботі (сигнал, спектр та автокореляція) 
 
Графічний індикатор сигналу будує його графік. По осі абсцис відкладається 
безрозмірний час 𝑡𝑡𝑖𝑖 = 𝑖𝑖 ∙ 𝑛𝑛, де 𝑖𝑖 = 0,𝑁𝑁 − 1����������, Т – час дискретизації, N – довжина ви-
бірки (виставляється відповідною ручкою); по осі ординат – значення безрозмірної 
амплітуди сигналу. Обчислювач автокореляційної функції дозволяє знаходити ав-
токореляційну функцію сигналу трьох типів: ненормовану, нормовану незміщену, 
нормовану зміщену. Тип виставляється за допомогою трьохпозиційного переми-
кача на лицьовій панелі стенда. Для зміни режиму відтворення на екрані (сигнал, 
спектр, автокореляція) використовується ручка «Тип характеристик». Підписи 
«Time» і «Amplitude» відповідають тільки для сигналу. 
Блок-діаграма віртуального стенда представлена на рис. 2.9. На ній зобра-
жені елементи, які були використані: шість елементів керування Knob для встано-
влення початкової амплітуди або «сигми», типу автокореляційної функції, коефіці-
єнта підсилення або частоти, довжини вибірки, типу генератора, типу характерис-
тик. Один компонент Numeric, щоб задати час дискретизації. 
Віртуальний інструмент Auto Power Spectrum розраховує спектр коливань. 
Обчислення автокореляції відбувається за допомогою інструменту AutoCorrelation. 











Рисунок 2.9 – Блок-діаграма віртуального стенда 
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2.3 Результати досліджень сигналів генератора 
 
На початку експерименту з дослідження характеристик шумоподібних сигна-
лів автогенератора з запізненням коефіцієнт підсилення та початкова амплітуда до-
рівнюють нулю (тут і в подальшому всі величини безрозмірні). При цьому на гра-
фічному індикаторі спостерігається пряма лінія х = 0 (див. рис. 2.1). На графічних 
індикаторах «Автокореляційна функція» та «Спектр коливань» також скрізь ну-
льові значення.  
Довжину вибірки виставляємо на 1000; час дискретизації обираємо 1E-10, щоб 
частоти сигналу знаходились в гігагерцовому діапазоні, в якому працює лампа бі-
жної хвилі. 
Виставляємо за допомогою ручки керування значення 0,1 початкової амплі-
туди; обираємо автокореляційну функцію ненормованого типу (відповідна ручка 
управління на лицевій панелі залишається на позначці «ненорм.»), починаємо збі-
льшувати коефіцієнт підсилення k. 
При k = 1 сигнал набуває форми монотонно спадаючої до нуля кривої, при 
цьому початкова амплітуда x0 = 0,1 є його максимальним значенням (рис. 2.10). Ав-
токореляційна функція набуває форму, схожу на трикутник. Екран зі спектром ко-
ливань поки що порожній. 
При коефіцієнті підсилення k = 1,1 (див. рис. 2.11), на відміну від поперед-
нього випадку k = 1, сигнал монотонно зростає від початкового значення амплітуди 
0,1 до значення 0,31, при якому подальше його збільшення припиняється (крива 
виходить на насичення). Автокореляційна функція такого сигналу стає трикутною, 
при чому її значення в центральній нульовій точці помітно зростає. Це можна по-
яснити тим, що збільшується розкид значень сигналу. Екран аналізатора спектра 


















Рисунок 2.11 – Сигнал (а) та автокореляційна функція (б) при k = 1,1 
 
При коефіцієнті підсилення k = 2,7 сигнал спочатку швидко монотонно зрос-
тає від початкового значення, потім, як добре видно з рис. 2.12, починає осцилю-
вати в діапазоні приблизно від 0,8 до 1,2, але згодом ці коливання затухають, і сиг-
нал перетворюється на горизонтальну пряму лінію. Автокореляційна функція які-
сно схожа на попередній результат, але відбулися кількісні зміни: її значення в 









Рисунок 2.12 – Сигнал (а) та автокореляційна функція (б) при k = 2,7 
 
При збільшенні коефіцієнта підсилення до k = 3,6 (рис. 2.13) замість затуха-
ючих коливань, як в попередньому випадку, спостерігаються незатухаючі автоко-
ливання. При цьому сигнал набуває пилкоподібну форму (рис. 2.13а). В центрі ек-
рана аналізатора спектра з’являється окремий ледь помітний пік. Автокореляційна 











Рисунок 2.13 –Сигнал (а), спектр (б), автокореляційна функція (в) при k = 3,6 
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При збільшенні коефіцієнта підсилення до k = 4,3 (рис. 2.14) динаміка коли-








Рисунок 2.14 – Сигнал (а), спектр (б), автокореляційна функція (в) при k = 4,3 
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При коефіцієнті підсилення k = 5 (рис. 2.15) розкид значень періодичної ав-
токореляційної функції збільшується. В спектрі коливань наявний один пік: коли-








Рисунок 2.15 – Сигнал (а), спектр (б), автокореляційна функція (в) при k = 5 
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При коефіцієнті підсилення k = 9 автокореляційна функція сигналу ще зали-
шається періодичною (рис. 2.16), але для деяких значень аргументу вона вже прий-
має нульові або принаймні близькі до нуля значення. В спектрі коливань спостері-







Рисунок 2.16 – Сигнал (а), спектр (б), автокореляційна функція (в) при k = 9 
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При коефіцієнті підсилення k = 20 (рис. 2.17) автокореляційна функція в нулі 
має високий пік, а у всіх інших точках приймає значення значно меншої висоти 
(схожа на автокореляційну функцію білого шуму). Спектр коливань стає суціль-
ним, в ньому вже не можна виділити окремі гармоніки. Все це свідчить про те, що 









Рисунок 2.17 – Сигнал (а), спектр (б), автокореляційна функція (в) при k = 20 
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2.4 Висновки до розділу 2 
 
Розглянуто математичну модель – одновимірне відображення з нелінійністю 
типу функції Гауса, помноженої на її аргумент, що описує сигнали автогенератора 
з запізненням, який складається з двох ламп біжної хвилі, замкнутих у кільце. В 
середовищі LabVIEW розроблено віртуальний стенд для визначення характеристик 
сигналів – автокореляційної функції та спектра коливань. Коректність роботи сте-
нда підтверджено додатково реалізованими для тестування генераторами білого 
шуму та синусоїдального сигналу. 
Показано, що при збільшенні коефіцієнта підсилення автогенератора: 
• сигнали набувають все більш складної форми – від аперіодичної (k = 1–1,1) до 
періодичної (k = 2,7–9) та нерегулярної, шумоподібної (k ≥ 20); 
• спектр змінюється від одночастотного (k = 5) до багаточастотного (k = 9) і хао-
тичного (k =20) (від дискретного з одним піком до суцільного); 
• автокореляційна функція з трикутної (k = 1–2,7) переходить у осцилюючу 
вздовж сторін трикутника (k = 3,6–9), потім приймає форму високого піка в нулі 
(k = 20) (як для білого шуму). 
При збільшенні коефіцієнта підсилення до k = 20 автогенератор починає пра-
цювати в хаотичному режимі. 
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3 ВІРТУАЛЬНИЙ СТЕНД ДЛЯ ДОСЛІДЖЕННЯ ІНДУКОВАНИХ 
ШУМОМ ПЕРЕХОДІВ 
 
3.1 Класична модель індукованих шумом переходів 
 
Розглядаємо генетичну модель для індукованих шумом переходів [6,62]. Сто-
хастичне диференціальне рівняння має вигляд: 
 
?̇?𝑥 = −𝑥𝑥 + 𝜎𝜎(1 − 𝑥𝑥2)𝜉𝜉(𝑡𝑡). (3.1) 
 
Рівняння (3.1) випливає з рівняння (1.1) у випадку f(x) = –x, g(x) = 1 – x2, σ1 ≡ σ і 
ξ1(t) ≡ ξ(t). Тут випадковий процес x(t) приймає значення в межах інтервалу від –1 
до 1. Якщо в (3.1) мультиплікативний фактор g(x) дорівнює нулю, x(t) – процес 
Орнштейна-Уленбека, якщо при цьому і сила f(x) дорівнює нулю, x(t) – 
вінерівський процес. Зазвичай генетична модель подається у формі, при якій випа-
дковий процес змінюється в інтервалі від 0 до 1 і має центр розсіювання в точці 
x = ½. В даній роботі ми обрали стохастичне диференціальне рівняння у формі (3.1) 
тому, що центр розсіювання ймовірнісного розподілу знаходиться в точці x = 0, як 
і у випадку процесу Орнштейна-Уленбека. Це зручно для порівняння щільності 
ймовірності в подальшому. 
Стаціонарна щільність ймовірності p(x) для процесу, що задовольняє рів-






− 1𝜎𝜎2(1−𝑥𝑥2), (3.2) 
 
де C – константа нормування. 
Щільність ймовірності р(х) випадкової величини х така, що в інтервалі від –1 до 1 
ймовірність події –1 < х < 1 дорівнює ∫ 𝑝𝑝(𝑥𝑥)𝑑𝑑𝑥𝑥1−1 = 1. Отже, константа нормування 








− 1𝜎𝜎2(1−𝑥𝑥2)𝑑𝑑𝑥𝑥 = 1. (3.3) 
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Щільність ймовірності (3.2) не є гаусівською. Але при малій амплітуді шуму 
вона на неї якісно схожа (має єдиний максимуму). Для великої амплітуди шуму p(x) 
має вже два максимуми. Тобто, при збільшенні шуму відбувається перехід від ймо-
вірнісного розподілу з одним максимумом до розподілу з двома максимумами. 
 
3.2 Методика проведення комп'ютерного експерименту 
 
Індуковані шумом переходи проявляються у якісній зміні стаціонарної щіль-
ності ймовірності системи. Тому необхідно експериментально будувати гістограми 
– її наближення. А для цього спершу потрібно знайти траєкторії (реалізації) випад-
кового процесу. Від диференціального рівняння перейдемо до різницевого. Для 
цього неперервну вісь часу t розіб’ємо на N точок (вузлів). Відстань між сусідніми 
вузлами однакова і дорівнює Δt. Отже, різницеве рівняння для знаходження моме-
нтів часу набуде вигляду: 
 
𝑡𝑡𝑖𝑖+1 = 𝑡𝑡𝑖𝑖 + ∆𝑡𝑡, (3.4) 
 
де i – параметр, що пробігає натуральні значення від 1 до N; 
Δt – крок дискретизації за часом. 
Якщо початковий момент часу дорівнює 0, тоді рівняння (3.4) можна записати так: 
 
𝑡𝑡𝑖𝑖 = (𝑖𝑖 − 1)∆𝑡𝑡. (3.5) 
 
Рівняння (3.5) зручно використовувати для визначення загальної тривалості tN реа-
лізації випадкового процесу, підставивши N замість i. 
Для визначення значень xi випадкового процесу для моментів часу ti у відпо-











Підставимо (3.6) в (3.1). Помножимо ліву та праву частину рівняння на Δt. Отрима-
ємо в правій частині прирости ΔWi вінерівського процесу (в численні Іто значення 
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величин правої частини стохастичного диференціального рівняння визначається на 
лівій межі інтервалу). Для знаходження величин ΔWi використовується відома фо-
рмула (див., наприклад, [51]): 
 
Δ𝑊𝑊𝑖𝑖 = 𝜉𝜉𝑖𝑖√∆𝑡𝑡, (3.7) 
 
де 𝜉𝜉𝑖𝑖 – незалежні гаусівські випадкові величини з нульовими середніми значеннями 
та одиничними дисперсіями. 
Враховуючи (3.7), запишемо різницеве рівняння, відповідне стохастичному 
диференціальному рівнянню (3.1): 
 
𝑥𝑥𝑖𝑖+1 = 𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖∆𝑡𝑡 + 𝜎𝜎�1 − 𝑥𝑥𝑖𝑖2�𝜉𝜉і√∆𝑡𝑡 (3.8) 
 
Різницеві рівняння для процесів Вінера та Орнштейна-Уленбека, відповідно, мають 
вигляд 
 
𝑥𝑥𝑖𝑖+1 = 𝑥𝑥𝑖𝑖 + 𝜎𝜎𝜉𝜉𝑖𝑖√∆𝑡𝑡, (3.9) 
𝑥𝑥𝑖𝑖+1 = 𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖∆𝑡𝑡 + 𝜎𝜎𝜉𝜉і√∆𝑡𝑡. (3.10) 
 
Для отримання (3.8)–(3.10) ми фактично застосували метод Ейлера [63] – найпрос-
тіший чисельний метод розв’язку звичайних диференціальних рівнянь. 
Для побудови гістограми ймовірнісного розподілу знаходимо M реалізації 
випадкового процесу (див. рис. 3.1). Чим їх більше, тим точніше гістограма буде 
відображати щільність ймовірності. Множину значень випадкового процесу розби-
ваємо на однакові інтервали і для заданого часу визначаємо кількість реалізацій, 
що потрапили до кожного інтервалу. На рис. 3.1 представлено 6 інтервалів роз-
биття, три реалізації. Так як нас цікавить стаціонарна щільність ймовірності, яка не 
залежить від часу, необхідно знаходити реалізації достатньо великої тривалості. По 
горизонтальній осі відкладаються координати центрів інтервалів, по вертикальній 




Рисунок 3.1 – До побудови гістограми 
 
3.3 Опис віртуального стенда 
 
Лицьова панель віртуального стенда для дослідження процесів Вінера,  
Орнштейна-Уленбека та індукованих шумом переходів в генетичній моделі зобра-
жена на рис. 3.2. Вона має графічний індикатор під назвою «Реалізація / Гістог-
рама»; кулясту ручку вибору процесу: В – вінерівський процес, ОУ – процес Орн-
штейна-Уленбека, ХЛ – генетична модель (Хорстхемке-Лефевр); кулясті ручки уп-
равління амплітудою шуму σ, кількістю вузлів N, кількістю реалізацій M; цифрові 
поля індикації процесу, введення амплітуди шуму 𝜎𝜎, кількості вузлів N, кількості 
реалізацій M; цифрові поля введення початкового часу t0, початкового зміщення X0, 
кроку дискретизації за часом ∆t; а також кнопку "Start". 
Цифрові поля під ручками дозволяють вручну вводити значення відповідних 
величин, кулясті ручки – без набору цифр. Графічний індикатор відображає графік 
реалізації обраного випадкового процесу, якщо ручка «Кількість реалізацій» вказує 
на 1. Тоді по осі абсцис відкладається час t, а по осі ординат – зміщення Х. Якщо за 
допомогою ручки «Кількість реалізацій» виставляється значення більше за 1, тоді 
графічний індикатор відтворює гістограму. При цьому по осі абсцис відкладається 
зміщення X (центри інтервалів розбиття), по осі ординат – виражена у відсотках 
відносна кількість потраплянь реалізацій до інтервалів. 
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На віртуальному стенді за допомогою кулястої ручки управління кількістю 
вузлів N можна встановити максимальну кількість N = 1000; за допомогою кулястої 
ручки управління амплітудою шуму σ – максимальне значення амплітуди шуму 
σ = 5; за допомогою кулястої ручки управління кількістю реалізацій M – максима-




Рисунок 3.2 – Лицьова панель віртуального стенда: 1 – графічний індикатор 
«Реалізація / Гістограма»; 2 – ручка вибору процесу: В – вінерівський процес, ОУ 
– процес Орнштейна-Уленбека, ХЛ – генетична модель (Хорстхемке-Лефевр);  
3 –ручка управління амплітудою шуму 𝜎𝜎; 4 – ручка управління кількістю вузлів N; 
5 – ручка управління кількістю реалізацій M; 6 – поле індикації обраного процесу; 
7 – поле введення амплітуди шуму 𝜎𝜎; 8 – поле введення кількості вузлів N; 9 – поле 
введення кількості реалізацій M; 10 – поле введення початкового часу t0; 11 – поле 
введення початкового зміщення X0; 12 – поле введення кроку дискретизації ∆t;  
13 – кнопка "Start" 
 
Блок-діаграма віртуального стенда зображена на рис. 3.3. В циклі For Loop 
міститься підпрограма (SubVI) «Генератор процесів», яка дозволяє знаходити реа-
лізації трьох випадкових процесів. Цикл виконується M разів (задається кількістю 
реалізацій). Якщо M = 1, тоді на селектор структури Case поступає значення логіч-
ного типу False, і виконується піддіаграма як на рис. 3.4а. Відповідні дані з генера-




Рисунок 3.3 – Блок-діаграма віртуального стенда 
 
на якому відтворюється реалізація випадкового процесу. Якщо M > 1, тоді на селе-
ктор поступає значення логічного типу True, виконується піддіаграма як на 
рис. 3.4б (вона також представлена на загальному рис. 3.3). Відповідні дані з гене-
ратора процесів спочатку поступають на вхід віртуального приладу Create Histo-
gram Express, за допомогою якого знаходяться гістограми. Він має власне меню, в 
якому виставляється кількість інтервалів розбиття (100), а також мінімальне (–1) та 
максимальне (1) значення. Ширина інтервалів при цьому дорівнює 0,02. З його ви-




           а            б 
Рисунок 3.4 – Піддіаграми структури Case, що входить до складу блок-діаграми 
віртуального стенда: а – на селекторі False; б – на селекторі True 
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Блок-діаграма підпрограми генератора процесів представлена на рис. 3.5. Га-
усівська випадкова величина генерується віртуальним приладом Continuous Ran-
dom, який підтримує також багато інших випадкових розподілів. На його входи по-
даються величини 1, 0, 1, які задають відповідно кількість значень на виході, сере-
днє значення, середньоквадратичне відхилення. Використовуються структури: 
цикл з фіксованим числом ітерацій For Loop, вузол зворотного зв'язку Feedback 
Node. Числові функції Add, Multiply, Square Root, Square і Subtract виконують від-
повідно арифметичні операції додавання, множення, взяття квадратного кореня, 
возведення у квадрат і віднімання. 
 
 
Рисунок 3.5 – Блок-діаграма підпрограми «Генератор процесів» 
 
Структура Case містить три піддіаграми (див. рис. 3.6), які дозволяють зна-
ходити траєкторії випадкових процесів у відповідності з різницевими рівняннями 
(3.8) – (3.10). 
 
3.4 Результати дослідження випадкових процесів 
 
Проведемо з використанням віртуального стенда як на рисунках 3.2 і 3.3 екс-




     а            б          в 
Рисунок 3.6 – Піддіаграми структури Case, що входить до складу підпрограми 
«Генератор процесів». Вони реалізують: а – випадковий процес генетичної мо-
делі; б – вінерівський процес; в – процес Орнштейна-Уленбека 
 
На рисунку 3.7 представлена реалізація вінерівського процесу, яка моделює 
рух броунівської частинки в рідині. По горизонтальній осі відкладається час t. Без-
розмірний крок дискретизації Δt за часом приймається рівним 0,01. По вертикаль-
ній осі відкладається безрозмірна координата частинки Х. Приймається кількість 
вузлів N = 1000, що відповідає безрозмірному інтервалу часу приблизно 10. На 
ньому спостерігається випадкова зміна координати частинки з часом. Амплітуда 
шуму 𝜎𝜎 дорівнює 1. Для вінерівського процесу не існує стаціонарної щільності 
ймовірності та граничних умов. 
 
 
Рисунок 3.7 – Реалізація вінерівського процесу при σ = 1 
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На рис. 3.8 представлені реалізації процесу Орнштейна-Уленбека. По гори-
зонтальній осі відкладається безрозмірний час, во вертикальній – безрозмірне змі-
щення Х. Якщо безрозмірна амплітуда гаусівського білого шуму мала (σ дорівнює 
0,5 як на рис. 3.8а), спостерігаються випадкові коливання з малим розмахом в околі 
нуля. Безрозмірне зміщення Х на графіку не виходить за межі від  –1 до 1. 
Якщо безрозмірна амплітуда гаусівського білого шуму збільшується (σ дорі-
внює 1 як на рис. 3.8б), розмах випадкових коливань відносно нуля збільшується. 
Безрозмірне зміщення Х на графіку не виходить за межі від –2 до 2. Більші значення 
можливі, але ймовірність їх менше. 
 
 
       а               б 
Рисунок 3.8 – Реалізації процесу Орнштейна-Уленбека: (а) σ = 0,5; (б) σ = 1 
 
На рис. 3.9 представлені реалізації випадкового процесу для генетичної мо-
делі. По горизонтальній осі відкладається безрозмірний час. По вертикальній осі 
відкладається безрозмірна координата частинки Х. Якщо безрозмірна амплітуда га-
усівського білого шуму мала (𝜎𝜎 дорівнює 0,5 як на рис. 3.9а), спостерігаються ви-
падкові коливання з розмахом в околі нуля. Безрозмірне зміщення Х на конкрет-
ному графіку не виходить за межі від –0,6 до 0,6. Якщо безрозмірна амплітуда гау-
сівського білого шуму порівняно велика (𝜎𝜎 дорівнює 2 як на рис. 3.9б), спостеріга-
ються вже два найбільш ймовірних стани: в околі точки –1 і в околі точки 1. Тобто, 
випадкові коливання з малим розмахом спочатку відбуваються біля, наприклад, 
значення X = –1, потім через деякий випадковий час в системі відбувається 
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перемикання, і випадкові коливання вже здійснюються в околі іншого найбільш 
ймовірного стану біля X = 1. Такі перемикання повторюються знову і знову. При 
цьому зміщення Х на графіку не виходить за природні межі від –1 до 1. Отже, при 
малому шумі система має один найбільш ймовірний стан, а при великому – два. 
Таким чином, при збільшенні амплітуди шум індукує перехід від одномодального 
ймовірнісного розподілу стану системи до двомодального розподілу. 
 
 
       а               б 
Рисунок 3.9 – Реалізації процесу генетичної моделі: (а) σ = 0,5; (б) σ = 2 
 
Для більшого розуміння розглядуваного явища побудуємо гістограми. Спо-
чатку – для процесу Орнштейна-Уленбека (рис. 3.10), потім – для процесу генети-
чної моделі (рис. 3.11). 
Для побудови гістограм для процесу Орнштейна-Уленбека знаходяться реа-
лізації (M = 105). Кількість вузлів на осі часу N = 1000 при Δt = 0,01. По горизонта-
льній осі відкладаються інтервали значень безрозмірного зміщення Х в межах від 
1−  до 1, по вертикальній – відсоток реалізацій від загальної кількості, що потра-
пили в кожен інтервал. Якщо безрозмірна амплітуда гаусівського білого шуму мала 
(σ дорівнює 0,5 як на рис. 3.10а), спостерігається єдиний максимум в околі зна-




а               б 
Рисунок 3.10 – Гістограми для процесу Орнштейна-Уленбека: (а) σ = 0,5; (б) σ =1 
 
за межі від –1 до 1. Якщо амплітуда шуму збільшується (σ дорівнює 1 як на 
рис. 3.10б), гістограма розпливатися. Вона більш полога при великій амплітуді, ніж 
при малій. 
На рис. 3.11 представлені гістограми для генетичної моделі. Гістограми на-
дають уявлення про стаціонарну (незалежну від часу) щільність імовірності розпо-
ділу. Знаходяться реалізації процесу в загальній кількості M = 105. Тривалість кож-
ної реалізації дорівнює безрозмірному часу t = 9,99 (кількість вузлів на осі часу 
N = 1000 при кроці дискретизації Δt = 0,01). По горизонтальній осі відкладаються 
інтервали значень безрозмірного зміщення Х в межах від 1−  до 1. По вертикальній 
осі відкладається відсоток реалізацій від загальної кількості, що потрапили в кожен 
інтервал. Якщо безрозмірна амплітуда гаусівського білого шуму мала (σ = 0,5, як 
на рис. 3.11а), спостерігається єдиний максимум в околі Х = 0. При збільшенні ам-
плітуди до значення σ = 0,7071 (рис. 3.11б), спостерігається розпливання єдиного 
максимуму до форми плато. Якщо амплітуду ще збільшити до значення σ = 2, то 
гістограма матиме два максимуми біля значень 1X = −  та 1X =  (рис. 3.11в). Змі-
щення Х на графіках не виходять за межі від –1 до 1. Отже, для генетичної моделі 
при збільшенні амплітуди шуму гістограми не тільки розпливаються, а і якісно змі-
нюються: замість одного максимуму з’являються два. 
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       а            б           в 
Рисунок 3.11 – Гістограми для процесу генетичної моделі:  
(а) σ = 0,5; (б) σ = 0,7071; (в) σ = 2 
 
Виконаємо перевірку експериментальних даних з теоретичними, які розрахо-
вуються у відповідності з виразами щільності ймовірності для процесу Орнштейна-
Уленбека і генетичної моделі (3.2) в Microsoft Excel (рисунки 3.12 і 3.13). 
На рис. 3.12 представлені перевірочні діаграми для процесу Орнштейна-
Уленбека, на рис. 3.13 – для генетичної моделі. Вони порівнюються з гістограмами 
на рисунках 3.10 і 3.11, відповідно. 
Перевірка показує, що гістограми, отримані за допомогою віртуального сте-
нда LabVIEW і програми Excel, співпадають не тільки якісно, а і кількісно.  
 
 
          а                б 
Рисунок 3.12 – Перевірочні діаграми для процесу Орнштейна-Уленбека: 
 (а) σ = 0,5; (б) σ = 1 
50 
 
     а          б           в 
Рисунок 3.13 – Перевірочні діаграми для генетичної моделі:  
(а) σ = 0,5; (б) σ = 0,7071; (в) σ = 2 
 
Важливо відмітити, що в детермінованій динаміці (в цьому випадку σ = 0), 
згідно рівняння (3.1), система має стаціонарний стан в точці Х = 0. Відповідна ста-
ціонарна щільність імовірності має форму дельта-піка. Під впливом шуму вона ро-
зпливається і набуває форми як на рисунку 3.11а. Такий ефект є інтуїтивно очіку-
ваним. Але при подальшому збільшенні амплітуди шуму стаціонарна щільність 
імовірності трансформується і набуває форми з двома максимумами як на рису-
нку 3.11в, що протирічить інтуїтивним уявленням про вплив шуму. 
Таким чином, білий шум відіграє конструктивну роль в явищі індукованих 
шумом переходів у розглянутій нелінійній динамічній системі. Він створює в ній 
нові стани, поява яких неможлива при детермінованому описанні. 
 
3.5 Висновки до розділу 3 
 
1. В середовищі LabVIEW розроблено віртуальний стенд для дослідження ре-
алізацій процесів Вінера й Орнштейна-Уленбека та генетичної моделі. Стохастичні 
диференціальні рівняння зводилися до різницевих. Гаусівська випадкова послідов-
ність генерувалася віртуальним приладом Continuous Random, а гістограми знахо-
дилися за допомогою віртуального приладу Create Histogram Express. 
2. Отримано реалізації процесу Орнштейна-Уленбека. Показано, якщо гау-
сівський білий шум малий (безрозмірна амплітуда дорівнює 0,5), спостерігаються 
випадкові коливання з малим розмахом в околі нуля. Якщо шум збільшується (без-
розмірна амплітуда дорівнює 1), розмах випадкових коливань відносно нуля 
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збільшується. Побудовані відповідні гістограми мають один максимум в першому 
і другому випадках. При збільшенні амплітуди шуми вони лише розпливаються. 
3. Отримано реалізації випадкового процесу для генетичної моделі. Пока-
зано, що його значення для малого шуму (безрозмірна амплітуда дорівнює 0,5) ви-
падково змінюються з малим розмахом біля нуля. Для великого шуму (безрозмірна 
амплітуда дорівнює 2) спостерігаються вже два найбільш ймовірних стани, поблизу 
значень –1 і 1. Побудовані відповідні гістограми мають один максимум в першому 
випадку і два – в другому. Отже, при збільшенні амплітуди гаусівського білого 
шуму відбуваються індуковані шумом переходи. 
4. При порівнянні гістограм, побудованих експериментально в LabVIEW, з 
гістограмами, отриманими в Microsoft Excel із теоретичних міркувань, встанов-
лено, що вони співпадають і якісно, і кількісно. 
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4 ВІРТУАЛЬНИЙ СТЕНД ДЛЯ ДОСЛІДЖЕННЯ КОЛИВАЛЬНИХ 
КОНТУРІВ 
 
4.1 Математична модель вимушених коливань 
 
Диференціальне рівняння вимушених коливань в коливальному контурі має 
вигляд [64] 
 
 ( )202 cosmq q q U L tβ ω ω+ + =  , (4.1) 
 
де q  – заряд на обкладинках конденсатора; 
β – коефіцієнт згасання, (2 )R Lβ = ; 
ω0 – власна частота коливань, 20 1 ( )LCω = ;  
R – опір резистора; 
L – індуктивність котушки; 
C – електроємність конденсатора; 
Um – амплітуда зовнішньої напруги;  
ω – циклічна частота зовнішньої напруги. 
Від диференціального рівняння другого порядку (4.1) для вимушених коли-


















де I – миттєве значення сили струму. 
Система (4.2) зручна для чисельно розв’язку. 
Використаємо спочатку різницевий метод Ейлера [63] для найпростішого ви-
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де Δt – крок дискретизації за часом. 
Система (4.3) дозволяє знаходити наступні значення заряду, миттєвої сили струму, 
моменту часу через попередні. Віртуальний стенд, розроблений на основі методу 
Ейлера, для дослідження вільних коливань представлений в підрозділі 4.2, резуль-
тати, отримані за його допомогою, – в підрозділі 4.3. На основі останніх можна 
зробити висновок, що метод Ейлера недостатньо точний для даної задачі. 
Розглянемо метод Рунге-Кутта 4-го порядку [63], який є удосконаленням ме-
тоду Ейлера. В середовищі LabVIEW для даного методу є відповідний віртуальний 




Рисунок 4.1 – Графічне представлення віртуального інструмента  
«ODE Runge Kutta 4th Order» [65] 
 
Значення входів та виходів розглядуваного віртуального інструменту: 
• X – масив рядків змінних;  
• час початку – це початкова точка звичайних диференціальних рівнянь, стандарт-
ним значенням є 0;  
• час завершення – це кінцева точка досліджуваного інтервалу часу, за замовчу-
ванням дорівнює 1.0;  
• h – фіксований крок, типовим значенням є 0.1;  
• X0 – вектор початкової умови x [10],…, x [n0]; 
• час – рядок, що позначає змінну часу, типова змінна – t; 
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• F(X, t) – це 1D-масив рядків, що представляє праву сторону диференціальних рі-
внянь, формули можуть містити будь-яку кількість дійсних змінних;  
• значення часів – це масив, що представляє значення часу; метод Рунге-Кутта дає 
рівновіддалені часові кроки між часом початку і часом завершення; 
• X значення – це 2D масив вектора розв’язку x [10],…, x [n];  
• помилка попереджає про наявність будь-якої помилки. Помилки виникають з ви-
користанням неправильних входів X, X0 і F(X, t).  
Віртуальний стенд, розроблений на основі методу Рунге-Кутта 4-го порядку, 
для дослідження вимушених коливань (4.2) приводиться в підрозділі 4.2, резуль-
тати, отримані за його допомогою, – в підрозділі 4.3. 
 
4.2 Опис віртуальних стендів 
 
Лицева панель віртуального стенда, розробленого на основі методу Ейлера, 
для дослідження вільних коливань представлена на рис. 4.2. 
 
 
Рисунок 4.2 – Лицева панель віртуального стенда, розробленої на основі  
методу Ейлера, для дослідження вільних коливань 
 
На даній панелі знаходиться так звана «панель керування», яка має поля для 
вводу параметрів системи, два екрани для графічного відображення зміни заряду 
та сили струму. 
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Блок-діаграма віртуального стенда зображена на рис. 4.3. Використовується 
цикл For Loop (виконує підпрограму n разів, де n – це значення, підключене до те-
рміналу підрахунку N). Термінал ітерації (i) забезпечує поточну кількість ітерацій 
циклу, яка знаходиться в діапазоні від 0 до n–1.) Також застосовується структура 
Feedback Node і математичні функції: додавання, віднімання, множення і підне-
сення в квадрат. Для введення параметрів використовується Numeric Control, для 




Рисунок 4.3 – Блок-діаграма інтерактивної демонстрації, розробленої на основі 
методу Ейлера, для дослідження вільних коливань 
 
На рисунку 4.4а показана лицева панель віртуального стенда, розробленого 
на основі методу Рунге-Кутта 4-го порядку. Вона має в своєму складі панель для 
графічного відображення інформації (для побудови осцилограм) і панель керу-
вання. На рисунку 4.4б представлена блок-діаграма віртуального стенда. 
Панель керування складається з багатьох блоків, які мають функціональне 
призначення. Блок «Параметри контуру» складається з 3 ручок, які задають елект-
роємність, індуктивність і опір. Блок «Діапазони величин» має дві ручки: для пере-








Рисунок 4.4 – Лицева панель (а) та блок-діаграма (б) віртуального стенда,  
розробленого на основі методу Рунге-Кутта 4-го порядку 
57 
перемикання діапазону індуктивності від мілігенрі до пікогенрі. В блоці «Почат-
кові умови» є два поля, в яких ми вказуємо початкову силу струму і напругу, яка 
впливає на величину заряду. Є блок «Режими екрану», який дозволяє спостерігати 
коливання: тільки заряду, тільки сили струму, заряду і сили струму одночасно на 
одному екрані. Для цього треба переключити ручку у відповідне положення. Для 
спостереження вимушених коливань є блок «Джерело зовнішньої напруги». В 
ньому є дві ручки: одна змінює амплітуду, а друга встановлює співвідношення зо-
внішньої частоти коливання до власної. Також важливими параметрами є крок дис-
кретизації h і кінцевий час t. Якщо неправильно виставити ці параметри, то не по-
бачимо осцилограми, тому на панелі написані допоміжні формули. Крок дискрети-
зації має бути набагато менший за період коливань, а кінцевий час – набагато біль-
ший за період. Щоб не розраховувати період і власну частоту самому, було зроб-
лено так, щоб ці дві величини розраховувалися автоматично і виводились на па-
нель. Також є кнопка «Stop», яка зупиняє роботу демонстрації. 
На блок-діаграмі є «Number To Fractional String Function». Вона перетворює 
число в рядок символів. Віртуальний прилад «Substitute Variables» підставляє зна-
чення у формулу за заданими правилами. Також є «Bundle Function» (збирає клас-
тер з окремих елементів), «Index Array Function» (повертає елемент або підмасив n-
вимірного масиву). Не раз використовуємо «Build Array Function» (об'єднує декі-
лька масивів або додає елементи до n-мірного масиву). Для перемикання діапазонів 
і переключення режиму екрана використовуємо «Case Structure» (містить одну або 
більше піддіаграм, або випадків, одна з яких виконується, коли структура викону-
ється. Значення, підключене до селектора випадків, визначає, який випадок буде 
виконано. 
Для вводу інформації використовуємо «DBL Numeric Control», для відобра-
ження осцилограм – «Mixed Graph». 
Використаємо віртуальні стенди для отримання експериментальних резуль-
татів – осцилограм коливального контуру. 
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4.3 Результати досліджень осцилограм 
 
Спочатку розглянемо результати експериментів з віртуальним стендом, роз-
робленим на основі методу Ейлера для вільних коливань. Для того, щоб отримати 
графіки вільних коливань, ми задаємо початкові значення заряду q0 і сили струму i0 
та власну частоту коливань ω0. Також ми задаємо кількість ітерацій N і час дискре-
тизації Δt. Встановлюємо початковий час t0 = 0. Ми маємо спостерігати осцилограми 
заряду та сили струму зі сталими амплітудами. Натомість ми отримуємо коливання, 
для яких амплітуди заряду та сили струму с часом збільшуються (рис. 4.5). А це є 
суттєвим недоліком. Тому метод Ейлера є незастосовним для моделювання фізичних 
процесів в коливальному контурі, і ми переходимо до експериментів з віртуальним 
стендом, розробленим на основі методу Рунге-Кутта четвертого порядку. 
Створена інтерактивна демонстрація (віртуальний стенд) дозволяє викорис-
товувати діапазон величин від мілі- до піко- як для індуктивності, так і для елект-
роємності. Отримаємо результати експериментів в реалістичному діапазоні мікро-
фарад і мікрогенрі. Початковий заряд визначається через початкову напругу та еле-
ктроємність за формулою q = CU. На екрані можна спостерігати коливання заряду, 
сили струму, а також заряду і сили струму одночасно. 
Для отримання вільних коливань задаємо параметри коливального контуру: еле-
ктроємність конденсатора С = 1 мкФ, індуктивність котушки L = 1 мкГн, опір резис-
тора залишаємо на нулі (R = 0). В початкових умовах напруга U = 1 В, сила струму I = 0 
A. Крок дискретизації 81 10 с−⋅ , кінцевий час 20 мкс. Блок «Джерело зовнішньої на-
пруги» не використовуємо, тобто амплітуда зовнішньої періодичної напруги Um = 0. В 
блоці «Режими екрану» переключаємо режими і спостерігаємо осцилограми для заряду 
та сили струму, які приведені на рис. 4.6. Важливо відмітити, що амплітуди заряду та 





Рисунок 4.5 – Вільні коливання заряду та сили струму (метод Ейлера) 
 
 
        а              б 
Рисунок 4.6 – Вільні коливання заряду (а), сили струму (б)  
(метод Рунге-Кутта 4-го порядку) 
 
 
        а                 б 
Рисунок 4.7 – Загасальні періодичні коливання заряду (а), сили струму (б) 
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Досліджуємо загасальні коливання (див. рис. 4.7). Задаємо параметри контуру: 
електроємність С = 1 мкФ, індуктивність L = 1 мкГн, опір робимо не дуже великим 
(R = 0,2 Ом). В початкових умовах напруга U = 1 В і сила струму I = 0 A. Крок дискре-
тизації 81 10 с−⋅ , кінцевий час 20 мкс. Блок «Джерело зовнішньої напруги» не викорис-
товуємо, тобто амплітуда зовнішньої напруги дорівнює нулю (Um = 0). В блоці «Ре-
жими екрану» переключаємо режими і спостерігаємо осцилограми. З них видно, що 
амплітуди коливань заряду і сили струму з часом поступово зменшуються. Потім 
коливання зовсім зникають. 
Отримуємо результати для вимушених коливань. Перший випадок – коефіці-
єнт 0/ω ω  дорівнює 0,5, тобто зовнішня циклічна частота менша за власну. Опір 
R = 0,3 Ом, електроємність С = 1 мкФ, індуктивність L = 1 мкГн. В початкових умо-
вах напруга на конденсаторі U = 1 В, сила струму дорівнює нулю (I = 0 A). Крок дис-
кретизації 81 10 с−⋅ , кінцевий час 50 мкс. Амплітуда зовнішньої напруги Um дорівнює 
1 В. Осцилограми можемо побачити на рис. 4.8. На них з часом встановлюються 
гармонічні коливання сили струму і заряду. Також можемо спостерігати перехідні 
процеси. 
У другому випадку коефіцієнт 0/ω ω  дорівнює 1. Параметри коливального ко-
нтуру не змінюємо. В початкових умовах напруга U = 1 В, сила струму I = 0 A. Крок 
дискретизації 81 10 с−⋅ , кінцевий час 50 мкс. Амплітуда зовнішньої напруги Um = 1 В. 
Як видно з осцилограм на рис. 4.9, амплітуди заряду та сили струму протягом перехі-
дного процесу поступово зростають і приймають сталі значення, більші за попередній 
випадок на рис. 4.8. Це є проявом нелінійного явища резонансу. 
Розглядаємо останній випадок вимушених коливань, коли коефіцієнт 0/ω ω  
дорівнює 1,5 (див. рис. 4.10). Параметри коливального контуру залишаємо без змін. В 
початкових умовах напруга U = 1 В, сила струму I = 0 A. Крок дискретизації  81 10−⋅  с, 
кінцевий час 50 мкс. Як видно з осцилограм, амплітуди значно менші порівняно з по-
переднім випадком. З початку відбуваються перехідні процеси, а потім в системі 
йдуть періодичні гармонічні коливання. 
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Рисунок 4.10 – Вимушені коливання ( 0 1/ ,5ω ω = ) заряду (а), сили струму (б) 
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4.4 Кількісна перевірка результатів досліджень 
 
За допомогою інтерактивної демонстрації були отримані графіки коливань за-
ряду та сили струму кожного типу (вільні, загасальні, вимушені). Щоб перевірити, чи 
коректно вона працює, розрахуємо відповідні теоретичні значення для кожного типу 
коливань і перевіримо їх з експериментальними даними. Побудуємо в Microsoft Excel 
графіки для візуального порівняння. 
 
4.4.1 Вільні коливання заряду та сили струму 
 
Коливання заряду можемо розрахувати по формулі [64]: 
 
0cos( )mq q tω α= + , 
 
де qm – амплітудне значення заряду, ω0 – власна частота коливань, t – час, α – почат-
кова фаза (в нашому випадку дорівнює 0). 
Власна частота коливань ω0: 
 
0 1 LCω = . 
 
В нашому випадку індуктивність L = 1 мкГн, електроємність С = 1 мкФ, кінце-
вий час 20 мкс. Знаходимо власну частоту коливань по формулі. Потім будуємо гра-
фіки по теоретичним і експериментальним значенням (рис. 4.11а). 
Для теоретичного розрахунку сили струму маємо формулу 
 
0 0sin( )mI q tω ω α= − + . 
 
Знаходимо значення сили струму, будуємо графіки (рис. 4.11б). 
Після порівняння можемо відзначити, що експериментальні значення заряду 
і сили струму для вільних коливань ідеально збігаються з теоретичними. 
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       а              б 
Рисунок 4.11 – Вільні коливання заряду (а), сили струму (б) 
 
4.4.2 Затухаючі коливання заряду та сили струму 
 
Обираємо параметри системи: індуктивність L = 1 мкГн, електроємність 
С = 1 мкФ, кінцевий час 20 мкс і опір R = 0,2 Ом. Спочатку розглядаємо затухаючі 
коливання заряду. Теоретичний розв’язок має вигляд [64] 
 
exp( )cos( )mq q t tβ ω α= − + , 
 
де β – коефіцієнт загасання, ω – частота згасаючих коливань. 
Дані величини визначаються по формулам: 
 
2R Lβ = ,    2 20ω ω β= − . 
 
Знаходимо значення заряду, будуємо графіки (рис. 4.12а). 
Розглядаємо затухаючі коливання сили струму. Формула для теоретичного 
розрахунку має вигляд 
 
0 exp( )cos( )mI q t tω β ω α ψ= − + + , 
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Рисунок 4.12 – Згасальні коливання заряду (а), сили струму (б) 
 
Графіки для сили струму представлені на рисунку 4.12б. 
Порівнюючи, можемо зазначити, що експериментальні значення заряду і сили 
струму для затухаючих коливань добре збігаються з теоретичними. 
 
4.4.3 Вимушені коливання заряду та сили струму 
 
Задаємо параметри системи: електроємність С = 1 мкФ, індуктивність 
L = 1 мкГн, опір R = 0,3 Ом. Кінцевий час 50 мкс. Виставляємо амплітуду Um = 1 В, 
коефіцієнт 0/ω ω  дорівнює 1,5. 
Спочатку розглядаємо коливання заряду (рис. 4.13а). Для розрахунку теоретич-
них значень використаємо формулу [64]: 
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Розглядаємо коливання сили струму. Формула для теоретичного розрахунку 
має вигляд 
 
cos( / 2)mI I tω ψ π= − + ,                                           (4.5) 
 






































































































































    
       а              б 
Рисунок 4.13 – Вимушені коливання заряду (а), сили струму (б) 
 
Графіки вимушених коливань сили струму представлені на рисунку 4.13б. 
Експериментальні значення заряду і сили струму при вимушених коливаннях 
ідеально збігаються з теоретичними. 
Таким чином, перевірка показала, що розроблена нами інтерактивна демонс-
трація показує достовірні результати для кожного типу коливань, причому з майже 
непомітною візуально похибкою. Для вимушених коливань ми підбирали час, з 
якого починали порівнювати теоретичні та експериментальні результати. Це тому, 
що  формули (4.4) та (4.5) описують коливання, які вже встановилися. В той час як 
інтерактивна демонстрація дозволяє досліджувати і перехідні процеси. Прийма-
лись реалістичні значення параметрів коливального контуру (відповідають серед-
нім хвилям радіодіапазону). 
 
4.5 Висновки до розділу 4 
 
1. Розглянуто послідовний коливальний контур – електричну схему, що вхо-
дить до складу електронних фільтрів та генераторів, і яка є базовою коливальною си-
стемою в курсі «Фізика» як в середній, так і вищій школі. В середовищі LabVIEW «із 
перших принципів» розробили інтерактивну демонстрацію для його дослідження. 
Тобто для моделювання фізичних процесів використовувалися чисельні розв’язки ві-























































































































































2. Інтерактивна демонстрація дозволяє досліджувати вільні, загасаючі періоди-
чні й аперіодичні, вимушені коливання заряду та сили струму в коливальному кон-
турі. 
3. Отримані конкретні осцилограми заряду та сили струму: 
• для вільних коливань (електроємність С = 1 мкФ, індуктивність L = 1 мкГн, опір 
R = 0 Ом, початкова напруга на конденсаторі U = 1 В та початкова сила струму 
I = 0 A, тривалість 20 мкс); 
• для загасаючих періодичних коливань (електроємність С = 1 мкФ, індуктивність 
L = 1 мкГн, опір R = 0,2 Ом, початкова напруга на конденсаторі U = 1 В та початкова 
сила струму I = 0 A, тривалість 20 мкс); 
• для вимушених коливань (електроємність С = 1 мкФ, індуктивність L = 1 мкГн, 
опір R = 0,3 Ом, початкова напруга на конденсаторі U = 1 В та початкова сила 
струму I = 0 A, амплітуда зовнішньої напруги Um = 1 В, співвідношення 0/ω ω = 0,5, 
0/ω ω = 1, 0/ω ω = 1,5, тривалість 50 мкс). 
3. Перевірка експериментальних результатів з теоретичними показала, що ро-
зроблена інтерактивна демонстрація показує достовірні результати для кожного 
типу коливань. 
4. Важливо відмітити, що інтерактивна демонстрація також дозволяє спостері-






1. Розглянуто нелінійну стохастичну систему першого порядку з однією ди-
намічною змінною, детермінованою силою та двома взаємно корельованими гау-
сівськими білими шумами, один з яких адитивний, інший – мультиплікативний. 
Для довільного числення, яке, зокрема, включає числення Іто та Стратоновича, у 
вигляді квадратури отримано точний вираз ефективного потенціалу системи. За-
пропоновано методику запису його розвинення в ряд Маклорена. 
2. Із загальних міркувань показано, що індуковані взаємно корельованими га-
усівськими білими шумами переходи від одномодального (з одним максимумом – 
модою) ймовірнісного розподілу стану системи до двомодального (з двома макси-
мумами) можуть якісно описуватися нормальною формою біфуркації типу вил, що 
збурюється єдиним адитивним гаусівським білим шумом.  
3. Розглянуто конкретний приклад системи з лінійною відновлювальною си-
лою та мультиплікативним шумом, просторова складова амплітуди якого є квадра-
тичною при малих за абсолютною величиною значеннях динамічної змінної й пос-
тійною – при великих. Отримано явний вид нормальної форми біфуркації. Дослі-
джено залежності біфуркаційного параметра від параметрів шумів. Встановлено, 
що при варіюванні коефіцієнта взаємної кореляції шумів або амплітуди мультиплі-
кативного шуму біфуркаційний параметр змінюється за лінійним законом, а при 
варіюванні амплітуди адитивного шуму – за нелінійним. 
4. В середовищі LabVIEW розроблено віртуальний стенд для демонстрації 
хаотичної поведінки. Використане одновимірне відображення з нелінійністю типу 
функції Гауса, помноженої на її аргумент, що описує сигнали електронного автоге-
нератора з запізненням, який складається з двох ламп біжної хвилі, замкнутих у 
кільце. Знайдено характеристики сигналів – автокореляційну функцію та спектр 
коливань. Показано: при збільшенні коефіцієнта підсилення автогенератора сиг-
нали набувають все більш складної форми (від аперіодичної до періодичної та не-
регулярної, шумоподібної); спектр змінюється від одночастотного до багаточасто-
тного і хаотичного (від дискретного з одним піком до суцільного); автокореляційна 
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функція з трикутної переходить у осцилюючу вздовж сторін трикутника, потім 
приймає форму високого піка в нулі як для білого шуму. 
5. В середовищі LabVIEW розроблено віртуальний стенд для демонстрації 
випадкової поведінки. Використовуються чисельні розв’язки стохастичних дифе-
ренціальних рівнянь для процесів Вінера й Орнштейна-Уленбека та генетичної мо-
делі. Для візуалізації стаціонарної щільності ймовірності випадкових процесів по-
будовані гістограми. Показано, що при збільшенні амплітуди гаусівського білого 
шуму щільність ймовірності для процесу Орнштейна-Уленбека, яка має єдиний ма-
ксимум, розпливається, а для генетичної моделі і розпливається, і трансформується 
від одномодальної до двомодальної, тобто в останній відбувається індукований шу-
мом перехід. Результати комп’ютерних експериментів співпадають з аналітичними 
розрахунками. 
6. В середовищі LabVIEW розроблено віртуальний стенд для демонстрації ко-
ливальних процесів в послідовному коливальному контурі. Використовуються чисе-
льні розв’язки звичайного диференціального рівняння вимушених коливань. Отри-
мано типові осцилограми вільних, загасаючих періодичних й аперіодичних, вимуше-
них коливань заряду та сили струму. Результати комп’ютерних експериментів спів-
падають з аналітичними розрахунками. Віртуальний стенд також дозволяє демон-






1. Математична модель, розглянута в розділі 1, в свій час вводилась із мате-
матичних міркувань, а не законів фізики. Результати нових досліджень, приведені 
в цьому розділі, узгоджуються з положеннями математичної теорії катастроф. 
Отже, насьогодні немає застережень щодо опису розглянутою стохастичною мо-
деллю процесів в природі. Тому необхідно продовжити дослідження в цьому на-
прямку як аналітичними, так і чисельними методами. В нагоді при цьому має стати 
віртуальним стенд, представлений в розділі 3 і апробований на генетичній моделі. 
Величезний інструментарій LabVIEW, зручна візуалізація та керування фактично до-
зволить використовувати методологію експериментальних досліджень. 
2. Віртуальні стенди, представлені в розділах 2-4, можуть бути впровадженні 
в навчальний процес в якості електронних засобів навчального призначення (інте-
рактивних демонстрацій, віртуальних лабораторних робіт), в особливості в зміша-
ному та дистанційному навчанні. 
3. Результати розділів 2-4 можуть бути використані при написанні навчаль-
ного посібника з моделювання фізичних процесів (в електронних приладах і при-
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