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Die vorliegende Arbeit untersucht M¨oglichkeiten der Parallelisierung von Evolution¨aren Al-
gorithmen, welche hier zur Partitionierung von Daten f¨ur die parallele Logiksimulation be-
nutzt werden. Neben einer allgemeinen Einf¨uhrung in Grundbegriffe und Methoden von Evo-
lutionären Algorithmen, Parallelverarbeitung, Logiksimulation und Datenpartitionierung wird
das im Rahmen dieser Diplomarbeit entwickelte Programmpaketpga vorgestellt, sowie auf
die darin benutzten Parallelisierungsmethoden und Kommunikationsstrukturen eingegangen.
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1. Einleitung
Wissenschaft erw¨achst aus dem menschlichen Bestreben, die Welt zu verstehen und zu
verändern. So wie die Erfindung der Dampfmaschine die Industrielle Revolution ausl¨oste,
hat die Entwicklung des Computers eine Revolution verursacht, welche die Gesellschaft nicht
weniger verändern wird, als die erste genannte Umw¨alzung 150 Jahre zuvor. Bewirkte die er-
ste Industrielle Revolution, daß der Mensch seine physischen Kr¨afte vergrößern konnte, so ist
es die dem Computer geschuldete zweite Industrielle Revolution, welche die geistigen Kr¨afte
des Menschen immer mehr vergr¨oßern wird. Mit Hilfe der Mikroelektronik k¨onnen Probleme
bearbeitet werden, deren Komplexit¨at bei weitem das ¨uberschreitet, was ein Mensch allein in
seinem Leben bew¨altigen kann, Informationen k¨onnen in Sekunden ¨uber die gesamte Welt
verteilt und immense Datenmengen verwaltet werden.
Diese Revolution bewirkt, daß nicht nur in der Forschung, sondern auch in Bereichen der
Dienstleistung, Produktion und des t¨aglichen Lebens j¨ahrlich immer mehr Rechenleistung
benötigt wird. Für die Hersteller von Mikroprozessoren und anderen Computerschaltkreisen
bedeutet dies, in immer k¨urzerer Zeit immer leistungsf¨ahigere Mikrochips herzustellen. Bei
den IBM S/390 Großrechnern vervierfacht sich die Anzahl der integrierten Transistoren mit
jeder Prozessorgeneration (aller drei Jahre). Eine kurze Produktfertigungszeit und ein fr¨uh s
Erkennen und Beheben von Designfehlern ist essentiell f¨ur dasÜberleben einer Firma in die-
sem hart umk¨ampften Markt. Darum werden bei allen Herstellern von Mikroprozessoren Si-
mulatoren benutzt, um fr¨uhzeitig die korrekte Funktion des zu entwickelnden Schaltkreises
zu überprüfen. Solche Simulationen stellen eine große Herausforderung f¨ur die vorhandene
Hardware dar. Da ein Simulator bis zu 10 Millionen mal langsamer arbeitet als der fertige
Prozessor k¨onnen Simulationen durchaus einige Tage dauern.
Eine Möglichkeit, die Entwicklungszeit zu verk¨urzen, und somit Kosten zu reduzieren, ist
die Parallelisierung der Logiksimulation, indem sich mehrere Prozessoren die anfallende
Simulationsarbeit teilen. Die Qualit¨at eines parallelen Programmes h¨angt vor allem von der
geschickten Verteilung der Arbeit auf die einzelnen Prozessoren ab. Nur so kann gew¨ahrleistet
werden, daß der Verwaltungsaufwand und der Datenaustausch zwischen den Prozessoren die
erreichte Beschleunigung nicht wieder aufbraucht. Diese Verteilung, Partitionierung genannt,
ist ein wesentlicher Bestandteil bei der Entwicklung und Benutzung paralleler Programme.
Ein Verfahren zur Partitionierung sind Evolutionäre Algorithmen, eine Klasse von
Optimierungs- und Suchverfahren, die sich sehr stark an der biologischen Evolution orien-
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tieren. Mit Hilfe von Replikation, Variation und Selektion ist es m¨oglich, Optimierungen auf
Gebieten durchzufḧren,über die man kein konkretes Wissen besitzt. Das Grundprinzip ist
sehr einfach. Man ver¨andert und kombiniert bestehende L¨osungen zuf¨allig. Nach einem Ver-
gleich zwischen den Ausgangswerten und den neuen L¨osungen, verwirft man die schlechteren,
und beginnt von vorn. Die Erfolge Evolution¨arer Algorithmen zeigen, daß es sich hier um eine
Methode handelt, deren Potential bei weitem noch nicht ausgesch¨opft ist.
In Zusammenarbeit mit dem IBM FORSCHUNGS- UND ENTWICKLUNGSLABOR BÖBLIN-
GEN wurde an der UNIVERSITÄT LEIPZIG der Logiksimulator TEXSIM parallelisiert. An
der UNIVERSITÄT LEIPZIG wird im Rahmen des DFG-Projektes ”PARTIONIERUNGSALGO-
RITHMEN FÜR MODELLDATENSTRUKTUREN ZUR PARALLELEN COMPILERGESTEUERTEN
LOGIKSIMULATION ” [3] an der Entwicklung von optimalen Partitionierungsstrategien gear-
beitet.
Diese Diplomarbeit ist in dieses Projekt eingebettet und besch¨aftigt sich mit dem Einsatz von
Parallelen Evolution¨aren Algorithmen um bestehende Datenpartitionierungen f¨ur PARALLEL-
TEXSIM und dessen WeiterentwicklungPARALLELMVLSIM zu optimieren. Mit Hilfe des
Programmespga, das im Rahmen dieser Diplomarbeit entwickelt wurde, ist es m¨oglich, die
Simulationszeit von deterministisch erzeugten Partitionen um bis zu 40% zu verbessern. Dazu
wurden spezielle genetische Verfahren entwickelt. Umpga für den täglichen Einsatz auf stark
belasteten Systemen zu optimieren, ist ein neuartiges Parallelisierungskonzept entwickelt und
implementiert worden.
1.1. Danksagung
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Ich möchte mich bei meinen Betreuern DR. HERING, DR.HAUPT und HERRN PETRI für das
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Aus Gründen der besseren Lesbarkeit werden in dieser Arbeit folgende typografischen Stan-
dards benutzt: zur Darstellung von Personen- und Eigennamen werden ” SMALL CAPS” be-
nutzt und Hervorhebungenkursiv dargestellt. Der SchriftstilTypewriter findet Verwen-
dung, um Programm- und Dateinamen, Befehle und Listings hervorzuheben.
Geschützte Namen und eingetragene Warenzeichen wurden nicht als solche kenntlich ge-
macht. Aus dem Fehlen der MarkierungTM, c u.a. kann nicht geschlossen werden, daß die
Bezeichnung ein freier Warenname ist . Ebensowenig wurde auf Patente und Gebrauchsmu-
sterschutz hingewiesen.
Ein wichtiger Bestandteil dieser Diplomarbeit ist die Implementierung des Programmpaketes




Grundgedanke der Parallelverarbeitung ist, die Rechenleistung mehrerer Prozessoren auszu-
nutzen, um ein Problem schneller bearbeiten zu k¨onnen. Die heute am meisten verbreite-
ten Parallelrechner sind, entsprechend der Klassifizierung von FLYNN, MIMD-Computer1.
MIMD-Computer bestehen aus mehreren Prozessoren, die unabh¨a gig voneinander Instruk-
tionen ausf¨uhren. Je nachdem, ob sich Parallelrechner gemeinsamen Speicher teilen oder
nicht, werden sie inShared-Memoryoder Distributed-MemoryMaschinen unterteilt. In
Shared-Memory Computern teilen sich die integrierten Prozessoren Instruktionen und Da-
ten in einem gemeinsamen Speicher. Zus¨atzlich dazu kann jedem Prozessor auch noch lokaler
Speicher zur Verf¨ugung stehen. Weil die Hardwarestrukturen f¨ur die gemeinsame Speicher-
verwaltung sehr aufwendig sind, besitzen Shared-Memory Computer im Normalfall wenige
Prozessoren, haben aber den Vorteil, daß Austausch von Daten aufgrund des gemeinsamen
Speichers sehr effizient m¨oglich ist. Distributed-Memory Maschinen bestehen aus mehre-
ren Knoten, die ¨uber eine Kommunikationsstruktur miteinander verbunden sind. Jeder Kno-
ten kann als eigener sequentieller Computer betrachtet werden. Besteht f¨ur ine Menge von
Computern die M¨oglichkeit der kooperativen Bearbeitung eines Problemes, kann ein Work-
stationcluster, bestehend aus einzelnen Computern, als Parallelrechner2 aufgefaßt werden.
Distributed-Memory Computer sind wesentlich besser skalierbar und preislich g¨unsti er, als
Shared-Memory-Maschinen. In der Praxis existieren Distributed-Memory Rechner mit bis zu
mehreren hundert Knoten.
Der Nutzen von Parallelrechnern kann an den Werten desSp edupund derEffizienzabgelesen
werden. Der Speedup eines Parallelen Programmes berechnet sich aus dem Verh¨altnis der





1Multiple Instruction Multiple Data
21998 war erstmals ein Workstationcluster, bestehend aus 70 Rechnern mit Alphaprozessoren, unter den Top
500 der Supercomputer. Der Rechner des Los Alamos National Center erreichte 19.7 GFlops und kostet mit
150000 US$ ein Zehntel von vergleichbaren Parallelrechnern. Die einzelnen Knoten sind mit Fast Ethernet
vernetzt und arbeiten unter LINUX.
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Vernachlässigt man Effekte, wie superlinearen Speedup durch verkleinerte Problemgr¨oßen, so
gilt, daß der Speedup nie gr¨oßer werden kann, als die Zahl der eingesetzten Knoten (S npar)
und die Effizienz nie gr¨oßer als eins wird:
E  1 : (2.3)
Weil sich viele sequentielle Probleme nicht in gleichgroße Teilprobleme zerlegen lassen, Kno-
ten auf Zwischenergebnisse von anderen Knoten warten m¨ussen und weil Datenaustausch
zwischen den Prozessoren durchgef¨uhrt werden muß, ist eine Effizienz von 1 eher die
Ausnahme. Die in der Praxis erzielten Werte liegen zum Teil erheblich darunter3. N ben der
Ausführung von Parallelprogrammen auf einer angemessenen Architektur, ist es wichtig die
Aufgaben und Daten so zu verteilen, daß alle Knoten gleichm¨aßig belastet sind, und die Kom-
munikation zwischen ihnen m¨oglichst gering ist. Diese Verteilung, Partitionierung genannt,
kann bei bestimmten Problemen sehr komplex werden, und muß nicht immer optimal l¨osb r
sein. Die in dieser Arbeit betrachteten Probleme beziehen sich auf einen Einsatz auf Distribu-
ted Memory Computern.
2.2. Logiksimulation
Die Logiksimulation ist eine M¨oglichkeit, um digitale Schaltkreise zu verifizieren. Mit ihrer
Hilfe lassen sich Entwurfsfehler fr¨uhzeitig finden und beheben. Somit verk¨u zt sich die Ent-
wicklungszeit und Kosten k¨onnen gespart werden. F¨ur das Design eines Schaltkreises betrach-
tet man verschiedene Absraktionsebenen[13], die mit unterschiedlichen Simulationsmethoden
in Verbindung stehen. Die Logiksimulation ist auf der Gate- und Register-Transferebene an-
gesiedelt (siehe Abbildung 2.1). Je h¨oher der Abstraktionslevel, desto geringer ist die Kom-
plexität und somit der Entwurfs- und Simulationsaufwand. Leider gehen damit Informationen
verloren, so daß man Gefahr l¨auft, bestimmte Probleme auf niedrigerem Niveau zu ¨bersehen.
Bei der Komplexität moderner Schaltkreise ist es nicht m¨oglich, einen Schaltkreis ’ad hoc’
zu entwerfen. Stattdessen werden bereits vorhandene und getestete Bausteine einer Ebene
zu neuen Komponenten der n¨achsten Ebene kombiniert. Diese Grundbausteine werden als
Primitive bezeichnet und sind in Bibliotheken verf¨ugbar.
Die für diese Arbeit betrachteten Simulatoren TEXSIM und MVLSIM [11] [4] setzen auf
dem Register-Transfer-Gate-Level auf4. Mittels einer Hochsprache f¨ur den Schaltkreisent-
3Die Effizienz von ”Deep Blue”, dem IBM-Parallelrechner, der als erstes einen Schachweltmeister besiegte, lag
bei 0.25.
4In der Praxis k¨onnen Register-Transfer-Level und Gate-Level nicht immer eindeutig getrennt werden. TEX-































Abbildung 2.1.: links: Abstraktionsstufen im VLSI Design, rechts: Logiksimulationsum-
gebung
wurf5 werden Verhalten, Struktur und Architektur festgelegt und mit den zugrunde liegenden
Primitiven verbunden.̈Uber mehrstufige Compilerl¨aufe wird ein Simulationsmodell erzeugt,
über dem der Simulator arbeiten kann.
2.3. Parallele Logiksimulation
Um die Komplexität der Logiksimulation meistern zu k¨onnen, ist Parallelisierung eine geeig-
nete Vorgehensweise. Voraussetzung daf¨ur ist, daß die vorhandene Simulationsarbeit optimal
auf alle involvierten Instanzen verteilt wird, damit sich der Parallelisierungsaufwand und der
Einsatz von teurer Hardware, trotz des unvermeidlichen Overheads rentiert. Ein wichtiges
Problem ist, eine Struktur zu finden, die eine effiziente Parallelisierung zul¨aßt.
Der Parallelisierung von TEXSIM [4] und MVLSIM liegt die modellinh¨arente Parallelit¨at
der Prozessormodelle zugrunde. Hierbei wird das Modell in Teilmodelle (Bl¨ocke) zerlegt, die
parallel simuliert werden. Eine solche Zerlegung bezeichnet man als Partitionierung. Diese
hat einen sehr großen Einfluß auf die Effizienz der Parallelisierung.
Um den Datenaustausch zwischen den Bl¨ocken zu begrenzen, kommunizierenPARALLEL-
TEXSIM undPARALLELMVLSIM nur nachdem ein voller Taktschritt des Prozessormodel-
les simuliert worden ist. Sind die Daten zwischen den Bl¨ocken ausgetauscht, wird das Modell
mit Inputwerten und den im vorherigen Simulationsschritt berechneten Daten neu initialisiert
und der nächste Takt simuliert.
Damit ein voller Takt bei einem Modellblock ohne Datenaustausch mit anderen Bl¨ocken simu-
5z.B. VHDL, BDLS-3, DSL-1 (die beiden letztern sind IBM-interne Entwicklungen)
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liert werden kann, muß die Schaltung so zerlegt werden, daß alle zur Evaluierung des Blockes,
während eines Taktschrittes, ben¨otigten Daten in diesem Block erzeugt werden k¨onnen. Da-
zu werdenfan-in Conesbetrachtet, welche ausgehend von einem Kopfelement (Latch oder
Outputbox) alle Elemente beinhalten, die eine Verbindung zu dem Kopfelement haben und
selbst kein Kopfelement sind. Somit sind in dem fan-in Cone eines Conekopfes alle Elemente
(Boxen) enthalten, die zur Evaluierung des Kopfes relevante Daten beitragen. Abbildung 2.2
zeigt ein solches Cone (schattiert). Latche sind spezielle Boxen, welche die Daten speichern,
die für den nächsten Simulationsschritt wieder ben¨otigt werden. Outputboxen speichern den
Output eines simulierten Modelles.
Input Output
Latche
Abbildung 2.2.: Fan-In Cone in einem schematischen Prozessormodell.
Augenfällig ist dieÜberlappung der meisten Cones. Werden zwei sich ¨uberlappende Cones auf
unterschiedlichen Knoten evaluiert, so bedeutet dies, daß gemeinsame Teile der Logik mehr-
fach berechnet werden, da w¨ahrend eines Taktes keine Daten ausgetauscht werden k¨onnen.
Auf die genauen Eigenschaften des Hardwaremodelles und dieÜberlappung der Cones wird
in [9] und [10] eingegangen.
2.4. Partitionierung von Prozessormodellen
Ziel der Partitionierung ist eine Reduktion der parallelen SimulationszeitT̂p. Eine untere







wobeinp die Knotenzahl und̂Ts die sequentielle Simulationszeit ist.
Eine Modellpartition ist auffaßbar als eine Zuordnung von Teilmodellen zu Prozessoren, auf
denen diese simuliert werden. Wie in 3.1.2 noch n¨a er gezeigt wird, l¨aßt sich eine Partition
als ein Vektor~pi darstellen. Die Zeit f¨ur einen parallelen SimulationszyklusTp einer Modell-
partition~pi läßt sich mit:
Tp(~pi) = max
0< jnp
(Tj +Kj +Rj +Wj) (2.5)
abschätzen. Dabei istTj die Evaluierungszeit der Logik, undKj ist die Kommunikationszeit
des Knotensj. Rj undWj sind Zeiten, die f¨ur auszutauschende Daten zum Auslesen aus dem
Simulationsmodell bzw. zum Schreiben in dieses ben¨otigt werden. ist die Zeit, um die Daten,
die ausgetauscht werden m¨ussen, aus dem Simulationsmodell auszulesen und empfangene
Daten in dieses zu schreiben. Weil die Zeit f¨ur die Parallele Simulation im Wesentlichen von
der Simulationszeit und dem Kommunikations- und Synchronisationsoverhead bestimmt wird,
müssen für eine gute Partitionierungsstrategie folgende Punkte ber¨ucksichtigt werden:
 gleichmäßige Lastverteilung
 minimale Mehrfachauswertung von Logik
 minimale Kommunikation zwischen den einzelnen Knoten nach jedem Takt.
Das Problem bei der Modellpartitionierung ist, daß die betrachteten Prozessormodelle bis zu
107 Elemente enthalten und Gr¨oßen von einigen hundert Megabyte aufweisen. In [9] und [10]
wird gezeigt, daß sich auf Grundlage derÜberlappung der Cones und deren Kommunikati-
onsbeziehungen ein Hypergraph konstruieren l¨aßt, der das Prozessormodell repr¨asentiert. Das
Problem der Modellpartitionierung l¨aßt sich somit auf das Problem der Graphpartitionierung
abbilden, welches NP-vollst¨andig ist. Daher ist es mit heutiger Rechentechnik nicht m¨oglich,
eine optimale L¨osung in akzeptabler Zeit zu berechnen.
Eine suboptimale L¨osung läßt sich nur durch eine Reduktion der Daten erreichen, um die
Problemgröße auf ein handhabbares Maß zu verkleinern. Dazu wurde an der Universit¨at Leip-
zig eine Hierarchische Partitionierungsstrategie entwickelt [11]. Diese Strategie beginnt mit
sehr einfachen und schnellen Vorpartitionierungsalgorithmen, welche die Problemgr¨oße von
105-106 Cones auf 103-104 reduziert. Hierbei werden die Cones zu Supercones zusammenge-
faßt. Genau wie Cones ¨uberlappen sich die Supercones und m¨ussen nach jedem Zyklus Daten
austauschen, haben aber mehrere Conek¨pf . Auch auf Basis der Supercones kann ein Hy-
pergraph konstruiert werden, der dieÜberlappung der Supercones und die Kommunikations-
beziehungen widerspiegelt. Aufbauend auf den Supercones und dem Hypergraphen arbeiten
Partitionierungsalgorithmen der 2. Stufe und erstellen Partitionen, mit denen eine Logiksi-
mulation möglich ist. Die Qualität der so erzeugten Partitionen kann durch Optimierungs-
verfahren zum Teil deutlich6 verbessert werden. Evolution¨are Algorithmen sind ein solches
6Bei dem ”Monet”-Modell, daß auf 15 Bl¨ocke partitioniert wird, kann der Speedup mittels Evolution¨arer Al-
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Abbildung 2.3.: Reduktion der Problemgr¨oße durch hierarchische Partitionierung.
Optimierungsverfahren. Weil die parallele Hardware f¨ur die Simulation auch f¨ur die Parti-
tionierung verfügbar ist, bietet sich eine verteilte Partitionierungsstrategie an, mit Parallelen
Evolutionären Algorithmen als Optimierungsverfahren.
2.5. MPI - das Message Passing Interface
2.5.1. Einf ührung
Der Name MPI steht f¨ur Message Passing Interface und ist ein vom MPI FORUM entwickel-
ter Standard. Ziel ist es, einen allgemein akzeptierten Standard zu schaffen, um Plattform
unabhängig parallele Programme entwickeln zu k¨onnen. Eigenschaften dieses Standards sol-
len Praktikabilität, Portabilität, Effizienz und Flexibilit¨at sein. Um diese Ziele erreichen zu
können, wurde 1992 das MPI FORUM [16] ins Leben gerufen, unter dessen Dach 40 Organi-
sationen aus Wirtschaft und Wissenschaft zusammen den MPI Standard erarbeiteten. Statt ein
bestehendes System zu adaptieren, wurden in MPI die Vorteile vieler bestehender Message
Passing Systeme eingearbeitet. Nur so konnte ein allgemein akzeptiertes, theoretisch durch-
dachtes, als auch praktikables System entstehen. Stark beeinflußt wurde MPI aber trotzdem
von den Arbeiten des IBM T.J.WATSON RESEARCH CENTER, INTELS NX/2, EXPRESS,
NCUBE’ S VERTEX, P4 und PARMACS.
Auf der SUPERCOMPUTING93 konnte die erste Version des Standards pr¨asentiert werden,
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der als MPI 1.0 im Mai 1994 verabschiedet wurde. Im M¨arz 1995 erschien MPI 1.1 [17] um
kleinere Fehler gegen¨uber Version 1.0 zu korrigieren und ein paar Verbesserungen einzubauen.
MPI-2 [18] wurde April 1997 ver¨offentlicht. Zu Beginn dieser Arbeit lag noch keine stabile
Implementierung dieses Standards vor.
MPI 1.1 Implementierungen hingegen gibt es f¨ur viele verschiedene Rechnerarchitekturen
und deren Kommunikationssysteme[15]. So z.B:
 Workstationcluster (alle g¨angigen UNIX-Workstation incl. LINUX)





 CRAY T3D / T3E
 IBM SP2 MIT HIGH PERFORMANCE SWITCH
Ein entscheidender Vorteil von MPI ist, daß es sehr einfach zu benutzen ist. So reichen 6
MPI-Befehle aus, um ein funktionsf¨ahiges paralleles Programm zu schreiben. Dar¨ube hin-
aus stehen f¨ur komplizierte Kommunikationsstrukturen sehr komplexe Befehle zur Verf¨ugung
(siehe Abb. 2.4). Auch wenn die MPI Kommunikationsbibliothek alle systemspezifischen Be-
sonderheiten verdeckt, nutzen die Implementierungen von MPI dennoch das Potential spezi-
eller Hardware aus. Somit erm¨oglicht MPI, portierbare parallele Programme bei maximaler
Performance zu implementieren.
2.5.2. Das Kommunikationskonzept von MPI
MPI unterscheidet zwei große Gruppen der Kommunikation: Punkt-zu-Punkt Kommunikation
und Kollektive Kommunikation.
Punkt-zu-Punkt Kommunikation
Punkt-zu-Punkt Kommunikation ist die gezielte Kommunikation zwischen zwei Knoten, auf
denen ein paralleles Programm l¨auft. Hierbei wird noch einmal zwischen Blocking Commu-
nication und Nonblocking Communication unterschieden.
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Bei der Blocking Communication muß eine Instanz den Sendeprozeß einleiten, und dabei
u.a. den Empf¨anger, den Typ der Nachricht, die Zahl der gesendeten Bl¨ocke, sowie ein Tag7
festlegen. Der Empf¨anger verfährt analog8. Tabelle 2.1 zeigt die Syntax f¨ur diese Befehle.
Nach der Abarbeitung eines Blocking Send/Receive Befehles, wird dem Nutzer garantiert,
daß alle Daten ausgetauscht sind und die Puffer einen definierten Inhalt haben, oder aber ein
erkennbarer Fehler aufgetreten ist. Bei jedem Datenaustausch warten die kommunizierenden
Knoten aufeinander. Dies kann erw¨unscht sein, birgt aber den Nachteil, daß ein langsamer
Knoten das gesamte parallele Programm behindert, womit ein deutlicher Geschwindigkeits-
verlust verbunden sein kann. Um dies zu umgehen, gibt es die M¨oglichkeit der Nonblocking
Communication.
Nonblocking Send/Receive-Befehle leiten nur die Kommunikation ein, warten aber nicht auf
deren Abschluß, sondern geben die Kontrolle an den Programmierer zur¨uck, der somit die
Möglichkeit erhält, während der Kommunikation weitere Berechnungen durchzuf¨uhren. Es
obliegt der Verantwortung des Programmierers, daß bis zum Abschluß der Kommunikation
die Kommunikationspuffer nicht benutzt werden. Um den Erfolg eines Datenaustausches fest-
zustellen, stehen weitere Befehle zur Verf¨ugung (siehe Tabelle 2.2). Nonblocking Befehle
ermöglichen es, effizienter zu programmieren, doch nur zum Preis von gef¨ahrlichen, potenti-
ellen Fehlerquellen, und somit einer h¨oheren Verantwortung beim Implementieren von paral-
lelen Programmen.
Kollektive Kommunikation
Kollektive Kommunikation ist definiert als ein Datenaustausch, in dem eine Gruppe von Pro-
zessen involviert ist. Typische Funktionen sind z.B.:
Barrier ermöglicht eine Synchronisation aller Prozesse.
Broadcast verschickt ein Datum an alle Knoten.
Gather sammelt Daten von allen Prozessen auf einem Knoten.
Scatter verschickt dedizierte Daten an alle Prozesse.
Der wichtigste Parameter f¨ur die kollektive Kommunikation ist derKommunikator, mit dem
eine Untermenge aller vorhandenen Knoten selektiert werden kann. Die gr¨oßte Bedeutung
kommt dabei dem vordefinierten Kommunikator MPICOMM WORLD zu, über den alle
Prozessoren angesprochen werden k¨o nen. Es ist m¨oglich, Kommunikatoren dynamisch zu
erzeugen oder zu ver¨andern, und somit virtuelle Topologien zu erstellen und zu verwalten.
Dies vereinfacht die Verwaltung der Kommunikationsstrukturen und erh¨oht die Flexibilität
von MPI. Verwendung findet es zum Beispiel in der MAP [7] (siehe A.5).
7Ein Tag ist eine vom Nutzer festzulegende Id, welche die Art der Nachricht spezifiziert. Man kann somit
verschiedene Typen von Nachrichten unterscheiden und entsprechend reagieren.
8Es ist allerdings m¨oglich Wildcards zu benutzen und somit verschiedene Sender oder Tags zu akzeptieren.
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int MPI Send (void *buf, int cnt, MPI Datatype dat, int dst, int tag,
MPI Comm com);
int MPI Recv (void *buf, int cnt, MPI Datatype dat, int src, int tag,
MPI Comm com, MPIStatus *sta);
buf Adresse des Sende/Empfangspuffers
cnt Anzahl der verschickten bzw. erwarteten Daten
dat Datentyp
src Spezifikation des Senders (Wildcard m¨oglich)
dst Spezifikation des Empf¨angers
tag Spezifikation des Nachrichtentypes
com Spezifikation der Gruppe, in der kommuniziert wird
sta Status, der angibt, ob Kommunikation erfolgreich war
Tabelle 2.1.:Blocking Communication: Befehlssyntax
int MPI ISend (void *buf, int cnt, MPI Datatype dat, int dst, int tag,
MPI Comm com,MPIRequest *req);
Startet ein Nonblocking Send (I – immedeate)
int MPI IRecv (void *buf, int cnt, MPI Datatype dat, int src, int tag,
MPI Comm com, MPIStatus *sta, MPIRequest *req);
Startet ein Nonblocking Receive
MPI Test (MPI Request *rqst, int *flag, MPIStatus stat);
testet, ob Kommunikation abgeschlossen
MPI Wait (MPI Request *rqst, MPIStatus stat);
wartet, bis Kommunikation abgeschlossen
rqst Handle, mit dem jede Kommunikation identifiziert wird
flag Flag, welches anzeigt, ob Kommunikation erfolgreich
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Abbildung 2.4.: MPI Kollektive Kommunikation
2.5.3. MPI - Ausblick
Der Funktionsumfang von MPI ist sehr groß, und kann im vollen Umfang in seiner Spezifika-
tion [17] nachgelesen werden. Mit der Implementierung von MPI-2 als freie Software, bietet
MPI die besten Voraussetzungen sich zu dem Standard f¨ur Distributed Memory Systeme zu
entwickeln. Die Tatsache, daß MPI auch auf Shared Memory Maschinen lauff¨ahig ist, wird
dies vielleicht noch beschleunigen.
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3.1. Sequentielle Evolution äre Algorithmen
Evolutionäre Algorithmen (EA) verk¨orpern ein interdisziplin¨ares Forschungsgebiet der K¨unst-
lichen Intelligenz, Numerischen Optimierung, Ingenieurwissenschaften und der Biologie. EA
ermöglichen es, modellfreie1 Optimierungs- und Suchverfahren zu entwickeln.
3.1.1. Der biologische Hintergrund 2
Die Evolutionären Algorithmen wurden den Prinzipien der biologischen Evolution nachemp-
funden. Es ist daher sinnvoll, die grundlegenden Mechanismen der Evolution am Beispiel
der Evolutionstheorie, dem nat¨urlichen Vorbild der EA zu erkl¨aren, um die Zusammenh¨ange,
Hintergründe und Verfahrensweisen zu verdeutlichen.
C. DARWIN(1809-1882) hatte 1852 mit seinem Werk ”DIE ENTSTEHUNG DERARTEN ..”
die noch heute g¨ultigen Grundprinzipien der Evolution bekannt gemacht. Das ber¨uhmte Zi-
tat ”THE SURVIVAL OF THE FITTEST” beschreibt das Grundprinzip der Natur, in der, ¨uber
einen langen Zeitraum, nur die am besten angepaßten Individuen ¨uberleben werden. Darwin
hatte gezeigt, daß die Arten sich im Laufe der Zeit der Umwelt anpassen, und die bis dahin
angenommene Unver¨anderlichkeit der Arten widerlegt.
Grundlegende Elemente der Evolution sind die zuf¨allige Veränderung von Erbinformation
(Mutation), die Kombination von bestehenden Eigenschaften (Crossing-Over), und die h¨ohere
Überlebens- und Vermehrungschancen von besseren Individuen gegen¨ub r schlechteren (Se-
lektion). Ermöglicht werden Mutation und Crossing auf Zellebene. Die Erbinformation aller
höheren Organismen ist auf molekularer Ebene in der DNS (Desoxyribonukleins¨aure), einem
doppelhelixförmigen Makromolek¨ul, kodiert. Durch vier verschiedene Nukleotidbasen wird
die Kodierung der Erbinformation, der Genotyp eines Organismus, realisiert.
1Zur Optimierung ist nur eine (Fitneß)-Funktion n¨otig, um zwischen guten und schlechten Ergebnissen zu
unterscheiden, aber kein modellspezifisches Wissen.
2Hier kann leider nur eine stark vereinfachte Zusammenfassung widergegeben werden. Die molekulargeneti-
schen Vorg¨ange sind derart komplex, daß sie den Rahmen dieser Arbeit sprengen w¨urden.
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Einen kompletten Doppelhelixstrang bezeichnet man als Chromosom. Auf ihm befinden
sich funktionale Einheiten, die bestimmte Eigenschaften des Organismus repr¨a entieren (z.B.
Haar- oder Augenfarbe). Diese Einheiten, Gene genannt, beginnen mit einer Startsequenz
(Promotor), und h¨oren mit einer Terminatorsequenz auf. Gene bestehen aus verschieden vie-
len Basen-Triplets3, welche jeweils eine Aminos¨aure repr¨asentieren. Die Aminos¨auren sind
die Bausteine f¨ur Proteine, die wiederum maßgeblichen Einfluß auf den Stoffwechsel eines
Organismus, und somit auf seine Entwicklung und sein Verhalten haben. Es gibt 43 = 6
Kodierungen, aber nur 20 verschiedene Aminos¨auren. Dies bedeutet, verschiedene S¨auren
werden mehrfach repr¨asentiert. Einige Triplets kodieren Zusatzinformationen, wie Start- und
Stoppunkte von Genen.
Eine Funktion der DNS ist dieProtein Biosynthese. Das Enzym DNS-Polymerase spaltet die
DNS zwischen Promotor- und Terminatorsequenz auf. Daraufhin wird entlang eines Genes
die Kodesequenz kopiert, indem die RNS (Ribonukleins¨aure) als genaue Abschrift des DNS-
Abschnitts erzeugt wird. Dieser Vorgang des ”Umschreibens” wirdTransscriptiongenannt.
Die RNS wird zu den Ribosomen, einer speziellen Zellstruktur, transportiert. Dort wird aus
der Triplettsequenz das kodierte Protein aus Aminos¨auren zusammengesetzt. Die erzeugten
Proteine werden in den Stoffwechsel involviert, und nehmen direkt Einfluß auf denPh o-
typ, das Erscheinungsbild des Organismus. Der Phenotyp identischer Genotypen muß nicht
zwangsläufig gleich sein, nehmen ¨außere Faktoren doch maßgeblich Einfluß auf die Entwick-
lung von Organismen.
Die zweite Funktion der DNS ist die Erbinformationsweitergabe bei der Zellteilung. Bei der
normalen Zellteilung (Mitose) wird die DNS verdoppelt, und die Zelle teilt sich in zwei iden-
tische Tochterzellen. Sich sexuell vermehrende Organismen produzieren bei derMeioseaus
einer diploiden4 Zelle vier haploide Zellen. Dazu wird auch hier die DNS verdoppelt, und
dann auf vier Ei- bzw. Samenzellen aufgeteilt, welche nur einen einfachen Chromosomensatz
besitzen. Bei der Vermehrung verschmelzen dann Ei und Samenzelle zu einer diploiden Zelle.
Vorher werden aber die Gene der m¨utterlichen und v¨aterlichen DNS gemischt und zwei neue
Chromosomen gebildet. Dieser Vorgang heißtCrossing-Over. Crossing bewirkt ein Mischen
von Erbinformationen und somit von phenotypischen Eigenschaften.
Mutation ist ein zufälliges Verändern der DNS. Dies kann passieren, indem bei der Duplika-
tion der DNS Fehler auftreten; sei es zuf¨allig, oder durch ¨außere Einfl¨usse, wie Chemikalien
oder radioaktive Strahlung. Auch kann die DNS selbst durch Strahlung oder Chemikalien
(Mutagene) besch¨adigt werden. Tritt Mutation bei der Mitose auf, so besitzen alle Zellen, die
von der mutierten Zelle abstammen, die ver¨anderte Erbinformation. Ein Beispiel daf¨ur ist die
Krankheit Krebs. Findet eine Mutation hingegen bei der Meiose statt, so sind ausschließlich
die Kindorganismen von der Mutation betroffen. Der gr¨oßte Teil von Mutationen hat aber kei-
ne Auswirkungen auf ein Lebewesen. Daf¨ur sorgt die Redundanz der Erbinformation, sowie
diverse Reparaturmechanismen.
3Einheit von drei Nukleotidbasen
4Zellen, in dem jedes Chromosom doppelt vorhanden ist
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Die Selektion ist der komplexeste der genetischen Operatoren. Sie wirkt indirekt, und bewirkt,
daß besser an die Umwelt angepaßte Individuen h¨ohereÜberlebens- und Vermehrungschancen
haben, d.h. Gene (und somit Eigenschaften), die einem Individuum Vorteile gegen¨uber ande-
ren verschaffen, haben gr¨oßere Chancen sich zu vermehren und in zuk¨unftige Generationen
zu dominieren. Somit findet langsam eine Anpassung einer Population an die Umwelt statt.
Dieser Prozeß ist rekursiv, so ver¨andert die Anpassung an Umweltbedingungen die Umwelt
selbst.5
3.1.2. Funktionsweise von Evolution ären Algorithmen
Evolutionäre Algorithmen abstrahieren die grundlegenden evolutionstheoretischen Prinzipi-
en von Replikation, Variation und Selektion, und ¨ubertragen diese auf Such- und Optimie-
rungsverfahren. Angesichts einer Vielzahl von verschiedenen EA Varianten und Verfahren
ist es schwer, einen allgemeinen Algorithmus vorzustellen. Darum werden im Folgenden die
Grundprinzipien von EA und die prinzipielle Funktionsweise an Hand eines abstrakten Basis-
Algorithmus erklärt. Wo es sinnvoll ist, wird auf die konkrete Umsetzung bei der Modellpar-
titionierung verwiesen.
Der Begriff ”Evolutionärer Algorithmus” soll eine Vereinigung der Begriffe ”Genetischer Al-
gorithmus” und ”Evolution¨are Strategien” symbolisieren, die f¨ur zwei Schulen stehen, die un-
abhängig von einander die Prinzipien der EA entdeckt haben und sich lange Zeit ignorierten.
Die Genetischen Algorithmen wurden in den 60er Jahren von dem Amerikaner JOHN HOL-
LAND entwickelt, zur gleichen Zeit wie INGO RECHENBERG, ein deutscher Ingenieur, der
seine Entwicklung Evolution¨are Strategien nannte. Beide Schulen unterscheiden sich in eini-
gen Details und teilweise in der Terminologie. In dieser Arbeit wird von dem Wissen beider
Schulen Gebrauch gemacht, ohne n¨aher darauf einzugehen.
Bezüglich eines konkreten Problems, ist die wichtigste Voraussetzung f¨r eine erfolgreiche
Optimierung ein Kriterium, welches gefundene L¨osungen hinsichtlich ihrer G¨ute bewertet,
und somit erm¨oglicht, zwischen besseren und schlechteren L¨osungen zu unterscheiden. Mit
diesem Kriterium und einer geeignet gew¨ahlten Kodierung des Problems kann eine Fitneß-
funktion realisiert werden, die den problemspezifischen Kern des EA bildet. Alle weiteren
Komponenten eines EA sind problemunabh¨ngig, können aber mit modellspezifischen Wis-
sen erg¨anzt werden, sofern vorhanden.
Kodierung
Unter ungünstigen Umst¨anden kann es sehr schwer sein, eine geeignete Kodierung f¨ur ein spe-
zielles Problem zu finden. Doch es ist die Kodierung, die sehr stark ¨uber Erfolg oder Mißerfolg
5Wird zum Beispiel eine Raubtierpopulation zu erfolgreich, kann es passieren, daß alle potentiellen Beutetiere




eines EA entscheidet. Daher sollte dies sehr sorgf¨alti geschehen.
Im Kontext der Modellpartitionierung hingegen ist es recht einfach, eine sinnvolle Kodierung
zu finden. Die Aufgabe der Modellpartitionierung ist die Verteilung von Supercones auf die
Knoten eines Parallelrechners. Jedes Supercone wird durch eine nat¨urliche Zahl dargestellt
und repräsentiert ein Teilst¨uck der Logik, die im Logiksimulator simuliert werden soll. Es
liegt also nahe, zur Kodierung ein Array von Integern zu verwenden, dessen L¨ange gleich
der Anzahl der Supercones ist. Hierbei wird jedes Feldelement als Gen, und das Array als
Chromosom bezeichnet. Jedes Gen repr¨asentiert ein Supercone, w¨ahrend der Inhalt der Kno-
tennummer entspricht, auf dem dieses Supercone evaluiert werden soll. Jedes Chromosom
kodiert eine Partition, und entspricht einem Individuum. Formal soll ein Individuum mit~pi
bezeichnet werden, wobei der Indexi auf dasi-te Individuum einer PopulationP verweist.
Da es möglich ist, daß identische Individuen mehrmals in einer Population vorhanden sind,
sind die hier betrachteten Mengen Multisets. Die benutzten Mengenoperationen sind dann
Operationen ¨uber Multisets.
Fitneßfunktion
Um zwischen guten und weniger guten L¨osungen zu unterscheiden, wird eine Fitneßfunktion
F benötigt:
F : I ! R (3.1)
~pi 2P I 8i (3.2)
wobeiI ein beliebiger topologischer Raum sein kann.
Im Falle der Modellpartitionierung ist
I = Nn
und
F : Nn ! N (3.3)
entspricht der Zeit f¨ur einen SimulationszyklusTi aus Gleichung 2.5.n ist die Zahl der Super-
cones.
Replikation
Ein Evolutionärer Algorithmus arbeitet ¨uber Populationen von Partitionen, welche durch die














Abbildung 3.1.: EA-Basiszyklus: jede Generation durchl¨auft die Schritte der Replika-
tion (a), Variation mit Crossing-Over(b) und Mutation(c), sowie der
Selektion(d).
λ
µ wird als Selektionsdruck bezeichnet und spielt eine große Rolle f¨ur den Erfolg eines EA (s.
Selektion).
Mit jedem neuen Generationszyklus werden nach einem speziellen Auswahlschema Indivi-
duen selektiert und dupliziert. Die Duplikate bilden eine Population von Kindindividuen, die
gezielt verändert werden.
Selektionsschemata f¨ur die Replikation k¨onnen z.B. nach folgenden Prinzipien arbeiten:
 Auswahl der besten Individuen
 Auswahl der schlechtesten Individuen




Die Veränderung der Kinder geschieht in der Absicht, die L¨osung, die ein Individuum re-
präsentiert, zu variieren und zu verbessern.
Eine Methode ist die Mutation. Hierbei wird der Inhalt eines zuf¨allig ausgew¨ahlten Gens
verändert. Die Wahrscheinlichkeit, mit der ein Gen ver¨andert wird, bezeichnet man als Muta-
tionsrate. Die zweite wichtige Methode zur Variation ist das Crossing Over. Die Besonderheit
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Abbildung 3.2.: Crossing-Over: Die Chromosomen der beiden Elternindividuen werden
an zufällig bestimmten Crosspoints aufgetrennt. Die Chromosomen der
Kinder setzen sich aus den Bruchst¨ucken der Elternchromosomen zu-
sammen.
ist hierbei, daß Crossing die Chromosomen von zwei Eltern mischt (siehe Abbildung 3.2). Es
wird daher zusammen mit der Replikation durchgef¨uhrt.
Diese beiden genetischen Operatoren zur Variation, sind typisch f¨ur nahezu alle EA. Bei spe-
ziellen Anwendungen k¨onnen sich aber zus¨atzlich noch problemspezifische Operatoren als
sinnvoll erweisen, bzw. Mutation oder Crossing ersetzen.
Selektion
Wurden Replikation und Variation durchgef¨uhrt, so ist es die Aufgabe der Selektion die Indi-
viduen auszuw¨ahlen, die die n¨achste Generation bilden. Dazu m¨ussen alle Individuen durch
die Fitneßfunktion bewertet werden. Bei der Modellpartitionierung ist das Optimierungsziel
eine Minimierung der Simulationszeit, es werden also die Individuen mit den kleinsten Fitneß-




Roulette Wheel ist ein fitneßproportionales Auswahlverfahren. Die Grundidee ist, daß die
Wahrscheinlichkeit, mit der ein Individuum selektiert wird, proportional zur Fitneß ansteigt.
Dies hat zur Folge, daß auch schlechte Individuen eine Chance haben, in die n¨achste Genera-
tion übernommen zu werden. Die WahrscheinlichkeitPs(~pi), daß ein Individuum~pi selektiert





Die (µ+λ)-Strategieist ein Selektionsverfahren, bei dem dieµ besten Individuen aus Eltern-
und Kindpopulation in die n¨achste Generation ¨ubernommen werden. Sehr gute Individuen
haben die Chance, unbegrenzt zu existieren, schlechtere hingegen werden sofort eliminiert.
Die (µ;λ)-Strategiewählt die bestenµ Individuen aus denλ Kindern aus. Jedes Individuum
existiert nur eine Generation. Es ist durchaus m¨oglich, daß eine Generation schlechter ist, als
die vorherige.
Kombinierte Methoden erweisen sich als sinnvoll, um Nachteile der einzelnen Selektions-
methoden zu kompensieren. Bei Roulette Wheel und(µ;λ) ist es möglich, daß sich die Kind-
generation gegen¨uber der Elterngeneration verschlechtert. Die(µ+λ)-Strategie hat das Pro-
blem, daß eine gute Elterngeneration jede ihrer Kinder ¨uberlebt, und somit die Population zu
frühzeitiger Konvergenz gezwungen wird. Darum werden in der Praxis diese Methoden oft
kombiniert. Roulette Wheel kann um eine Elitefunktion erweitert werden, die eine festgelegte
Zahl von Eltern alsElite übernimmt.(µ;λ) läßt sich mit(µ+λ) zu (µλ)ν kombinieren. Hier
werdenν Individuen nach der(µ+λ)-Strategie, der Rest nach der(µ;λ)-Strategie kopiert.
Das Programmpga kann mit verschiedenen Selektionsstrategien arbeiten. Als g¨un tig hat sich
die (µλ)ν-Strategie erwiesen.
Evolution ärer Basis Algorithmus
Mit den vorher beschriebenen genetischen Operatoren und Methoden l¨aßt sich ein abstrakter
Basis Algorithmus beschreiben (siehe Algorithmus 1). In der Praxis werden die benutzten
Algorithmen problembedingt mehr oder weniger von diesem Algorithmus abweichen oder
zusätzliche Komponenten aufweisen.
Nach der Initialisierung wird f¨ur dieµ Individuen~pi die FitneßF(~pi) berechnet. Anschließend
werden durch Crossing-Over von Elternpaarenλ Kinder~ci erzeugt. Diese werden zuf¨allig mu-
tiert und durch die Fitneßfunktion bewertet. Aus der Menge aller Kinder und gegebenenfalls
aller Eltern werden entsprechend dem Selektionsverfahrenµ Individuen ausgew¨ahlt, welche
die neue Generation bilden. Dieses Verfahren wird so lange wiederholt, bis ein Abbruchkrite-
rium erfüllt ist.
Mit jeder Generation besteht die M¨oglichkeit, daß sich einzelne Individuen verbessern. Da
es aber nicht ausgeschlossen ist, daß sich Individuen verschlechtern, besteht f¨ur die Popu-
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Algorithmus 1 Basis EA
Vorbedingung: 0< µ λ
Initialisiere StartgenerationP(0)
t=0
while abort 6= TRUEdo
for i = 1 toµ do
berechne FitneßF(~pi)
end for
for i = 1 toλ step 2do
wähle 2 Individuen~px und~py ausP(t)




Selektiereµ Individuen ausf~c1; :::;~cλg[P(t) und bilde neue GenerationP(t +1)





lation die Chance, lokale Optima zu ¨uberwinden. Die M¨oglichkeit der Verschlechterung ist
essentiell, denn ein lokales Optimum ist gerade dadurch definiert, daß in einem bestimmten
Umkreis keine bessere L¨osung existiert und erst ab einem bestimmten Abstand die L¨osungen
besser werden. W¨aren Verschlechterungen von Individuen ausgeschlossen, dann konvergiert
eine Population fr¨uhzeitig im ersten erreichten lokalen Optimum.
3.1.3. Formale Darstellung von Evolution ären Algorithmen
Die in Abschnitt 3.1.2 beschriebenen Operatoren und Algorithmen sind, um ein leichtes Er-
fassen der zu Grunde liegenden Prinzipien zu erm¨oglichen, sehr einfach und allgemein for-
muliert. Im folgenden Abschnitt soll eine formale Beschreibung evolution¨arer Algorithmen
eingeführt werden, um eine exakte Formulierung dieser und ihrer Bestandteile zu erm¨ogli-
chen. Ausgehend von [1] kann ein Evolution¨arer Algorithmus wie folgt definiert werden.
Definition 1 (Evolutionärer Algorithmus) Ein Evolution̈arer Algorithmus (EA) ist definiert
als ein 8-Tupel
EA= (I ;F;Ω;Ψ;s; ι;µ;λ) : (3.5)
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Dabei ist I der topologische Raum der Individuen.F ist eine FitneßfunktionF : I ! R .
Ω = fωΘ1; :::;ωΘz j ωΘi : I
λ ! Iλg[fωΘ0 : I
µ! Iλg (3.6)
ist eine Menge von genetischen OperatorenωΘi , die jeweils durch eine Menge von Parametern
Θi  Rn spezifiziert werden.
sΘs = I
µ+λ ! I µ (3.7)
bezeichnet einen Selektionsoperator, welcher die Anzahl der Individuen vonλ oder µ+λ auf
µ ändert, wobei µ;λ 2 N ^µ λ. µ ist die Zahl der Elternindividuen undλ die des erzeugten
Nachwuchses.ι : I µ ! ftrue; f alseg ist ein Abbruchkriterium f̈ur den EA.Ψ ist eineÜber-
gangsfunktionΨ : I µ! I µ, die eine PopulationP in eine Folgepopulation̈uberf̈uhrt, indem
die genetischen Operatoren und die Selektion ausgef¨ hrt werden:
Ψ = sωΘ1  :::ωΘzωΘ0
Ψ(P) = sΘs(Q[ωΘ1(:::(ωΘz(ωΘ0(P))))) : (3.8)
Wobei Q2 f /0;Pg.
Ein Individuum~p ist demnach ein Vektor des RaumesI : ~p 2 I . Die Menge aller erzeugten
Kinder sei im Folgenden mitC bezeichnet. Es gilt:
C= ωΘ1(:::(ωΘz(ωΘ0(P)))) : (3.9)
Definition 2 (Populationsfolge) Gegeben sei ein Evolutionärer Algorithmus mit derÜber-
gangsfunktion Ψ : I µ ! I µ und einer initialen PopulationP(0) 2 I µ. Die Folge
P(0);P(1);P(2); ::: wird Populationsfolge oder Evolution vonP(0) genannt:,
8t  0 :P(t +1) = Ψ(P(t)) : (3.10)






P0 = rΘr (P) = fr̂Θr (~pi1;~pi2); :::; r̂Θr(~pi2λ 1;~pi2λ)g ; (3.11)
mit i1; :::i2λ zu fällig und~pj 2P :
Für die Mutation gilt analog:
mΘm 2Ω
mΘm : I
λ ! Iλ ^














Algorithmus 2 Formaler Basis EA
t = 0
initialisiereP(0) = f~p1(0); :::~pµ(0)g 2 I µ
evaluiereP(0) : fF(~p1(0)); :::;F(~pµ(0))g
while ι(P(t)) 6= truedo
P0(t) = r(P(t))
C=P00(t) = m(P0(t))
evaluiereC : fF(~c1); :::;F(~cλ)g
selektiereP(t +1) = s(C[P)
t = t +1
end while
Mit den bisher eingef¨uhrten Symbolen l¨aßt sich der Algorithmus 1 von Seite 21 formalisieren
(siehe Algorithmus 2).
3.2. Parallele Evolution äre Algorithmen
3.2.1. Das Inselmodell
Eine Möglichkeit Evolutionäre Algorithmen zu parallelisieren, beruht auf dem Inselmodell6.
Dabei teilt man eine große Population in mehrere kleinere Subpopulationen, die auf verschie-
dene Prozessoren (Inseln) verteilt werden, um dort einen sequentiellen Evolution¨aren Algo-
rithmus zu durchlaufen. Zwischen diesen Inseln k¨o nen jedoch Individuen von einer Populati-
on zu einer anderen migrieren.Über die Zahl und die H¨aufigkeit der migrierenden Individuen
kann maßgeblich Einfluß auf das Verhalten des Parallelen Evolution¨aren Algorithmus (PEA)
genommen werden. Weitere wichtige Parameter f¨ur das Verhalten sind die Struktur, die angibt,
welche Populationen miteinander kommunizieren und die Art der Selektion und Integration
migrierender Individuen.
Wie in 5.4 belegt, sprechen folgende Vorteile f¨ur PEA mit dem Inselmodell:
 inhärente Parallelit¨at auf Populationsbasis)
– einfache Implementierung
– effiziente Parallelisierung (Speedup Knotenanzahl)
– sehr gute Skalierbarkeit
6Das Inselmodell geht auf das gleichnamige biologische Modell der Populationsgenetik zur¨uc , wo davon
ausgegangen wird, daß mehrere Subpopulationen mit eingeschr¨ankte Kommunikation untereinander reali-
stischer sind, als eine sehr große Population mit vielen Individuen.
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 schnellere Optimierung als EA
 bessere Optimierung als EA
 stabilere Optimierung als EA.
PEA können somit auf jedem Knoten eine oder mehrere Populationen evaluieren. Beschr¨ankt
man die Kommunikation zwischen den Knoten, so k¨onnen diese weitestgehend unabh¨ngig
voneinander arbeiten und der Kommunikationsaufwand kann im Vergleich zur Gesamtrechen-
zeit sehr klein gehalten werden. Achtet man bei der Implementierung PEA darauf, daß sich
unterschiedlich schnelle Knoten nicht gegenseitig behindern, ist es m¨oglich, einen Zeitgewinn
proportional der eingesetzten Rechenknoten zu erreichen (Speedup Knotenanzahl).
Der zweite große Vorteil ist, daß die verschiedenen Subpopulationen verschiedene Teilberei-
che des Suchraumes absuchen k¨o nen. Somit sind qualitativ bessere L¨osungen m¨oglich und
können in kürzerer Zeit gefunden werden, als es mit einer einzigen großen Population m¨oglich
ist.
Die praktische Umsetzung PEA entspricht einer parallelen Ausf¨uhrung von sequentiellen Evo-
lutionären Algorithmen, die an einer bestimmten Stelle Individuen miteinander austauschen.
Algorithmus 3 verdeutlicht das Grundprinzip.
Algorithmus 3 Paralleler EA
FÜHRE AUF N KNOTEN PARALLEL AUS:
Initialisiere Startgeneration
while abort 6= TRUEdo
berechne FitneßF(~pi)
erzeuge Kinder durch Crossing und Mutation
Selektiere k Migranten~mj
Verteile~mj an andere Populationen
Empfange k Migranten~m0j von anderen Populationen
Selektiereµ Individuen aus der Menge der Kinder, der Eltern und der Migranten entspre-





ENDE DES PARALLELEN PROGRAMMES
Von der geschickten Einstellung der Migrationsrate, der Selektions- Integrationsmechanismen
und der Migrationsstruktur h¨angt ein Großteil des Erfolges der PEA ab. Ist die Migrationsrate
zu stark, so entspricht das Gesamtverhalten der PEA ungef¨ahr dem eines EA mit einer ein-
zigen großen Population. Die Gefahr fr¨uhzeitiger Konvergenz ist hier besonders groß. Wie
in Abschnitt 5.3.2 noch n¨aher gezeigt werden wird, hat es sich f¨ur die Modellpartitionierung
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als sinnvoll erwiesen, die Kommunikationsparameter so zu w¨ahlen, daß die einzelnen Sub-
populationen weitestgehend unabh¨ngig voneinander den Raum absuchen, aber dennoch von
Verbesserungen der anderen Populationen profitieren.
3.2.2. Formale Darstellung von Parallelen Evolution ären
Algorithmen
Die in Abschnitt 3.1.3 und [1] eingef¨uhrte formale Darstellung l¨aßt sich in Anlehnung an das
CP-Modell[8] auf Parallele Evolution¨are Algorithmen erweitern.
Definition 3 cEA sei ein EA nach Definition 1 mit folgender Erweiterung:
ξ;ρ 2Ω
ξ : Iλ ! Iλ I k
ρ : Iλ I k! Iλ j k2 N : (3.13)
Die in Definition 3 eingef¨uhrten Operatorenξ undρ werden im Folgenden die Migranten aus
einer Population erzeugen, bzw. diese in die Population integrieren. Die Zahl der migrierenden
Individuen wird durchk festgelegt.
Definition 4 (Paralleler Evolutionärer Algorithmus) Ein Paralleler Evolution̈arer Algo-
rithmus (PEA) ist definiert als ein Tupel:
PEA= (cEAκ;K ) : (3.14)
Dabei istcEAκ die Menge vonκ Evolution̈aren Algorithmen, entsprechend der Definition 3.K
ist ein globaler Genetischer Operator:
K : (Iλ I k)κ ! (Iλ I k)κ ; (3.15)
der über allen Algorithmen synchron arbeitet, die Bewegung der Individuen realisiert und
Bestandteil der̈UbergangsfunktionΨ ist.
Ψ1 = s1ρ1 K ξ1ω(1;Θ1)  :::ω(1;Θz) ω(1;Θ0)
: ::: K :::
: ::: K :::
Ψκ = sκ ρκ K ξκ ω(κ;Θ1)  :::ω(κ;Θz) ω(κ;Θ0) (3.16)
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Die ÜbergangsfunktionΨ kann wie folgt vereinfacht werden:
SeiK = (k1; :::;kκ)† j k j : Iλ I k! Iλ I k
Ψ(Pi) = si;Θs(Pi [ρi(ki(ξi(Ci)))) j 1 i  κ : (3.17)
Ausgeschrieben l¨aßt sich der̈Ubergang vonPi(t) nachPi(t +1) wie folgt formulieren:
Ci = mi(ri(Pi(t))) mit :
(Ci;C
k












Ĉi = ρi((Ci;Ĉki )) k2 N j 0< k λ
Pi(t +1) = si(Pi [ Ĉi) (3.18)
(3.19)
Der Austausch vonk Individuen pro Generation, erfolgt mittels der Operatorenξ;k;ρ. ξ se-
lektiert aus der Menge der KinderCi die Menge der MigrantenCki . k verteilt die Migranten
aller Populationen. Aus Sicht eines einzelnen EA erzeugtk Ĉki ausC
k
i , kann also bedingt als
sequentieller Operator aufgefaßt werden.ρ vereint die MengeCi undĈki wieder, so das mit
dem sequentiellen Evolution¨aren Algorithmus fortgefahren werden kann. Die Migration der
Individuen kann ¨uber beliebigen Topologien erfolgen. So ist es m¨oglich, daß jede Population
mit allen anderen kommuniziert, oder aber eine Population nur mit bestimmten Populationen
Individuen austauscht (siehe auch Abschnitt 4.2.1 und Abbildung A.2).
†Genaugenommen ist diese Annahme falsch, da sichK als Globaler (paralleler) Operator nicht in lokale (se-
quentielle) Operatoren zerlegen l¨aßt. Eine korrekte Schreibweise w¨urde außer der Exaktheit keine Vorteile
bieten, im Gegenteil, das Modell w¨urde wesentlich komplexer und un¨bersichtlicher.
Aus Sicht eines EA arbeitetk wie ein sequentieller genetischer Operator, der einen Teil der Population ver-
wirft und neue Individuen erzeugt.
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Evolution ären Algorithmen
Zur Umsetzung Evolution¨arer Algorithmen f¨ur die Modellpartitionierung wurde das Pro-
grammpga entwickelt. In diesem Kapitel soll auf einige interessante Teilprobleme bei der
Implementierung vonpga eingegangen werden.
Der Modellpartitionierungsprozeß zur Vorbereitung der parallelen Logiksimulation ist ein
zusätzlicher Zeitfaktor, welcher bei der sequentiellen Logiksimulation vollst¨andig wegfällt.
Da Partitionierung und Logiksimulation industriell eingesetzt werden, ist es besonders wich-
tig die Partitionierungszeiten gering zu halten. F¨ur pga wurden einige spezielle Methoden
entwickelt, um die Laufzeit zu verringern.
Die Ausgangsbasis f¨ur die effiziente Implementierung bildet das Pointerkonzept der Program-
miersprache C. C ist eine Programmiersprache, die dem Entwickler einen sehr guten Kom-
promiß zwischen Programmierkomfort (und damit geringer Entwicklungszeit) und Anwen-
dungsperformance bietet. Das Pointerkonzept von C erm¨oglicht es, mit Referenzen von Daten
zu arbeiten, statt die Daten im Hauptspeicher zu kopieren. Dies spart bei sehr großen Daten-
mengen extrem viel Rechenzeit. Viele Algorithmen lassen sich hinsichtlich Rechenzeit oder
Speicherbedarf optimieren. Angesichts der großz¨ugigen Speicherressourcen moderner Com-
puter wurde beipga auf Kosten des Speichers ausschließlich auf Rechenzeit optimiert.
4.1. Optimierung von sequentiellen Evolution ären
Algorithmen
4.1.1. Mutation
Die Mutation wird durch die Mutationsratepmut spezifiziert, die angibt, mit welcher Wahr-
scheinlichkeit ein Gen ver¨andert wird. Eine m¨ogliche Umsetzung wird in Algorithmus 4 be-
schrieben. Negativ wirken sich die zwei Berechnungen der Zufallszahlen pro Zyklus in Kom-
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Algorithmus 4 Standard Mutationsalgorithmus
Vorbedingung: 0 pmut 1
ngen- Anzahl der Gene pro Individuum
for all ~pi( j) : i  λ^ j  ngen do
rnd = random(MAX) fproduziert eine Zufallszahl zwischen 0 und MAXg
if (pmutMAX) rnd then
rnd = random()
mutiere~pi( j) in Abhängigkeit vonrnd
end if
end for
bination mit der hohen Zyklenzahl aus. Die Zeitkomplexit¨atCt dieses Algorithmus betr¨agt:
Ct = 2λngenRND ; (4.1)
wobeiRNDdie Zeit für die Bestimmung einer Zufallszahl ist. F¨ur jedes Gen eines jeden Indi-
viduums müssen zwei Zufallszahlen ermittelt werden. Die Bestimmung von Zufallszahlen ist
im Vergleich zu anderen Operationen relativ aufwendig. Pro Generation werden bei diesem
Algorithmus sehr viele erzeugt, so daß besonders bei hohen Individuenanzahlen oder Chro-
mosomenl¨angen viel Rechenzeit verbraucht wird.
Unter der Annahme, daß bei einer großen Zahl von Individuen oder Genen, die Zahl der
durchschnittlich mutierten Gene konstant ist, l¨aßt sich ein g¨unstigerer Algorithmus imple-
mentieren. Anhand der Mutationsrate und der Gesamtzahl von Genen, l¨aßt sich die Zahl der
durchzuführenden Mutationen vorher berechnen. Anschließend werden dann zuf¨allig Gene er-
mittelt, die mutiert werden. Die Einschr¨ankung, daß in jeder Generation die gleiche Zahl von
Genen mutiert wird, hat in der Praxis keine negativen Auswirkungen.
Algorithmus 5 Optimierter Mutationsalgorithmus
Vorbedingung: 0 pmut 1
ngen- Anzahl der Gene pro Individuum
muttotal = pmutλngen
for i = 1 to muttotal do
idv= random() fbestimme zuf¨allig Individuumg
gen= random() fbestimme zuf¨allig Geng
rnd = random()
mutiere ~pidv(gen) in Abhängigkeit vonrnd
end for
Die Komplexität für den optimierten Algorithmus betr¨agt:
Coptt = 3λ pmutngenRND : (4.2)
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Abbildung 4.1.: Fitneßkurve in Abh¨angigkeit der Generationen (links) und der Zeit
(rechts). Es ist deutlich zu erkennen, daß es keine wesentlichen qua-
litativen Unterschiede zwischen beiden Verfahren gibt, der optimierte







Da pmut  1 kann die Rechenzeit extrem1 verringert werden. Abbildung 4.1 zeigt, daß mit
dem optimierten Mutationsalgorithmus bis zu 30% Rechenzeit gespart werden kann.
4.1.2. Individuenverwaltung
Ein sehr großer Teil der Rechenzeit wird von der Berechnung der Fitneß verbraucht. Im Falle
von pga waren dies bis zu 90%. Wenn sich die Fitneßfunktion nicht beschleunigen oder ver-
einfachen läßt, so kann aber daf¨ur gesorgt werden, daß jedes Individuum nur einmal evaluiert
wird. Die Standard-EA evaluieren meist jedes Eltern- und Kindindividuum in jeder Generati-
on neu, obwohl f¨ur die Eltern die Fitneß bereits einmal berechnet wurde. Die Verwaltung der
Individuen erfordert komplexe Speicherstrukturen und Sicherheit im Umgang mit Pointern.
Das nachfolgend vorgestellte Konzept verbessert die Laufzeit auf drei verschiedenen Ebenen.
 Jedes Individuum wird nur einmal evaluiert.
 Das Kopieren von Speicherbereichen wird auf das N¨otigste beschr¨ankt.
 Die Zeitkomplexität bei der Verwaltung der Individuen kann gesenkt werden.
1Bei einer Mutationsrate vonpmut = 13000, ist die optimierte Methode ca. 2000 mal schneller. Bei einem norma-
lenpga -Lauf liegt die Zeitersparnis im Minutenbereich.
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Algorithmus 6 Individuenverwaltung
Vorbedingung: 0< µ λ
Sei 0 ν λ†
SeiP Menge aller Eltern,
C Menge aller Kinder und
T Menge aller selektierten Individuen
t = 0
el = ν
initialisiereP(0) = f~p1(0); :::~pµ(0)g 2 I µ
evaluiereP(0) : fF(~p1(0)); :::;F(~pµ(0))g
sortiereP(0) nach Fitneß
while ι(P(t)) 6= truedo
el = ν
C= m(r(P(t)))




for k= 1 toµ do
if el 0 then
el = el 1
if F(~pp)< F(~cc) then




elsefKind ist besser als Elternindividuum oder Elternindividuum ist
keine Elite mehr (el < 0)g





P() Tfvertausche MengeP mit Tg
F(P)() F(T)fvertausche Fitneß der MengeP mit Fitneß vonTg
t = t +1
end while
†Zahl der als Elite ¨ubernommenen Eltern (siehe(µλ)ν-Strategie in Abschnitt 3.1.2)
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pointer to idv pointer to idv
pointer to idv
fitness of idv fitness of idv
Abbildung 4.2.: Individuenverwaltung: Memorystruktur
Über 6 Pointer werden 6 verschiedene Felder verwaltet.pIdvArray ,
pCldArray , pTmpArray verweisen jeweils auf ein Feld von
Pointern, die wiederum ein Individuum referenzieren.pFitArray ,
pFitArray , pFitArray weisen auf die zugeh¨origen Fitneßwerte.
Der Algorithmus 6 geht von der in Abbildung 4.2 dargestellten Speicherstruktur aus. Eine Be-
sonderheit dieses Algorithmusses ist, daß alle Individuen und Kinder nach ihrer Fitneß sortiert
werden. Dieser Mehraufwand bringt bei der Selektion entscheidende Vorteile. Um die n¨achste
Generation zu erstellen, werden entsprechend ihrer Fitneß und der Elitewerte die Pointer der
Eltern- und Kindindividuen in ein tempor¨a es Array kopiert. Wichtig ist, daß nur die Poin-
ter vertauscht werden und keine Speicherinhalte verschoben werden. Weil Eltern und Kinder
jeweils in sortierter Form vorliegen, kann das Durchsuchen der Arrays sehr einfach und effek-
tiv gehalten werden. So lange Eltern als Elite in die n¨achste Generation ¨ubernommen werden
dürfen, werden Eltern und Kinder miteinander verglichen und der Bessere wird ¨ubernommen.
Unabhängig davon, ob Eltern- oder Kindindividuum ¨ubernommen wurde, wird der Wert, der
angibt, wie viele Individuen noch als Elite ¨ubernommen werden d¨urfen dekrementiert. Darf
keine Elite mehr ¨ubernommen werden, wird die neue Generation mit den besten, der noch
vorhandenen Kinder aufgef¨ullt. Gleichzeitig mit dem Aufbau des tempor¨aren Individuenar-
rays wird analog eine tempor¨are Fitneßtabelle generiert. Zum Schluß werden nur die Pointer,
die auf die tempor¨aren Arrays zeigen mit den Pointern f¨ur die Individuen- und Fitneßtabelle
vertauscht, so daß das tempor¨are Individuenarray zu dem Individuenarray wird und umge-
kehrt. Das gleiche geschieht mit den Fitneßtabellen. Somit wurden nur Pointer vertauscht und
kein einziger Speicherbereich physikalisch verschoben. Beim Aufbau des tempor¨aren Indivi-
duenarrays m¨ussen die Pointer unbedingt vertauscht werden, um die Integrit¨at des allozierten
Speichers zu gew¨ahrleisten, ein einfaches Kopieren in die Tempor¨artabelle reicht nicht aus.
Bei dem Vertauschen werden die alten Eltern- und Kindtabellen zerst¨ort. Da aber die Kindta-
belle bei der Replikation komplett ¨uberschrieben wird und die Elterntabelle zur Tempor¨arta-
belle und somit in der n¨achsten Generation neu erstellt wird, ist dies nicht von Relevanz.
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Abbildung 4.3.: Umsetzung der Selektion auf Speicherebene.a) verwaltet die Poin-
ter auf die Pointertabellen. Die gestrichelten Pfeile mit nebenstehender
Nummer zeigen die Reihenfolge f¨ur eine mögliche Vertauschung von
Pointern. Beim Ergebnis der Vertauschung (rechts) ist wichtig, daß das
Array für die Individuenb) mit dem Tempor¨arfeldd) vertauscht worden
ist und alle selektierten Pointer auf andere Speicherbereiche zeigen. Nur
die Tabellec), welche die Pointer auf die Kinder verwaltet bleibt gleich.
Die Zeitkomplexität für diesen Algorithmus setzt sich aus der Zeit f¨ur das Sortieren2 und die
Zeit für das Ausw¨ahlen der geeigneten Individuen zusammen. Im Folgenden seiM die Kom-
plexität für das Vertauschen zweier Pointer undC ie für einen Vergleich.ν ist die Zahl, der
als Elite kopierten Eltern. Die Komplexit¨a für Algorithmus 6 läßt sich wie folgt absch¨atzen:
Ct = O(sort)+O(selekt)
= λ log(λ)(C+M))+νC+µM : (4.4)
Es gilt M C :
Sei λ = 3µ= 6ν :











Ct = O(λ log(λ)) (4.6)
2Der Aufwand für Quicksort betr¨agtO(nlog(n))
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Dabei istM (move) die Zeit, um zwei Variablen zu vertauschen, undC (compare) die, f¨ur den
Vergleich von zwei Variablen.
Verzichtet man auf das Sortieren, so erh¨oht sich der Aufwand bei der Selektion. Um alleµ In-
dividuen zu selektieren, m¨ussenν mal alle Kinder und Eltern miteinander verglichen werden
undµ  ν mal alle Kinder. Hinzu kommenµ Verschiebungen undµ Vergleiche, die notwen-
dig sind um festzustellen, ob ein bestimmtes Individuum bereits selektiert worden ist. Die
Komplexität beträgt:
Caltt = ν(µ+λ)C+(µ ν)λC+µM+µC :
Es gilt M C :
























Abbildung 4.4.: In der graphischen Darstellung der Gleichungen 4.5 und 4.7 kann man
den Vorteil der optimierten Individuenverwaltung (mit Vorsortierung)
(C) gegen¨uber der normalen (Calt) sofort erkennen.
Es ist leicht zu erkennen, daßCt besser alsCaltt ist. Abbildung 4.4 zeigt, daß ab ca. 30 Kinder
der Algorithmus 6 schneller ist, als der Algorithmus ohne Sortieren, bei 100 Kindern ist er
schon mehr als doppelt so schnell.
33
4. Effiziente Implementierung von Evolution¨aren Algorithmen
4.2. Implementierung von Parallelen Evolution ären
Algorithmen
4.2.1. Das Kommunikationskonzept von pga
Die Effizienz eines parallelen Programmes h¨angt stark von einem sorgf¨altigen Entwurf des
Kommunikationskonzeptes ab. Das Kommunikationskonzept vonpga wurde unter zwei Ge-
sichtspunkten entworfen:
1. möglichst flexible Konfiguration zur Laufzeit,
2. robustes Verhalten bei Ausf¨uhrung auf unterschiedlich schnellen und stark belasteten
Rechnernetzen.
Punkt 1 wird durch die Tatsache motiviert, daß vor der Implementierung nicht bekannt war,
welche Kommunikationsstrukturen und -parameter zu akzeptablen Ergebnissen f¨uhr wer-
den. Um nicht st¨andig Änderungen im Quelltext vorzunehmen und anderen Nutzern die
Möglichkeit zum Experimentieren zu geben, wurde versucht die Konfiguration ¨uber Para-
meter beim Programmaufruf zu erm¨oglichen. Die Motivation f¨ur Punkt 2 liegt in der Tatsache
begründet, daßpga vor allem auf Clustern mit unterschiedlich schnellen oder verschieden
stark belasteten Knoten zum Einsatz kommen wird. Um zu verhindern, daß langsame Knoten
die Gesamtlaufzeit verschlechtern, wurde das Konzept der “Lazy Parallelisation” entworfen.
Wichtige Parameter f¨ur das Verhalten von PEA sind:
Kommunikationsstruktur bestimmt die virtuelle Topologie der Populationen und legt damit
explizit fest, welche Populationen miteinander kommunizieren.
Kommunikationsdynamik beschreibt die Ver¨anderung des Kommunikationsverhaltens im
Laufe der Evolution.
Migrationsrate bestimmt, wie oft Individuen ausgetauscht werden.
Migrationsstärke gibt an, wie viele Individuen migrieren.
Variable Einstellungsm¨oglichkeiten für Migrationsrate, Migrationsst¨arke und Kommunikati-
onsdynamik sind einfach zu implementieren. Anspruchsvoll hingegen ist die Programmierung
für variable Kommunikationsstrukturen. Abbildung A.2 zeigt einige vonpga unterstützte To-
pologien. Jede Kommunikationsstruktur l¨aßt sich als Graph darstellen, der in eineκκ Matrix
abgebildet werden kann, wobeiκ die Zahl der Knoten ist. SeiA=
0
@a0;0 : : : a0;κ: : : : : : : : : : : : :
aκ;0 : : : aκ;κ
1
A, dann
gibt ai; j die Zahl der Individuen an, die von Populationi zur Populationj migrieren werden
(Migrationsstärke).
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Abbildung 4.5.: Kommunikationsmatrix f¨ur den abgebildeten Graphen. Aus den Spalten
können die Receivevektoren und aus den Zeilen die Sendvektoren f¨ur
jede einzelne Population gewonnen werden.
Aus dieser globalen Kommunikationsmatrix kann jede Population die zugeh¨ori n Send- und
Receivevektoren ablesen und somit sofort entscheiden, wieviel Individuen zu welcher Popu-
lation geschickt werden m¨ussen und wieviel Individuen man empfangen muß.
Synchrone Kommunikation auf unterschiedlich schnellen Rechnern hat den Nachteil, daß der
schnellere Prozeß an jeder Kommunikationsbarriere auf den langsameren warten muß. Be-
trachtet man zum Beispiel ein Cluster von 8 gleichschnellen Knoten, bei denen 1 Knoten
durch einen Fremdprozeß zus¨atzlich belastet ist, so ist dieser belastete Knoten nur noch halb
so schnell wie die anderen. Diese m¨ussen dann bei gleicher Last jeweils 50% der Rechenzeit
auf den langsamsten Knoten warten, was wiederum bedeutet, daß nahezu 50% der Gesamt-
rechenzeit mit Warten verloren gehen. Das hier vorgestellte Prinzip der Lazy Parallelisation
geht von der Annahme aus, daß es f¨ur einen PEA zu keiner oder nur zu einer geringf¨ugi-
gen Verschlechterung f¨uhrt, wenn einige Kommunikationen nicht ausgef¨uhrt werden, weil der












Abbildung 4.6.: Kommunikationsarten: synchron im Vergleich zu lazy
MPI stellt mit den Nonblocking Send- und Receivefunktionen einen Mechanismus zur
Verfügung, der es erm¨oglicht, eine Kommunikation einzuleiten, aber im Programm fortzufah-
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Algorithmus 7 Lazy Communication
Vorbedingung: myid^commto 6= myid
success= nonbl receive f rom(commto;& Idvbu f f er)
if success= TRUE then
integrateidv(& Idvbu f f er)
end if
if last commto(commto) = TRUE then
nbl sendto(commto;&Sendbu f f er)
end if
ren und nicht auf den Abschluß der Kommunikation warten zu m¨ussen. Mit diesen Methoden
läßt sich der Algorithmus f¨ur die Lazy Parallelisation formulieren (siehe Algorithmus 7). Der
Befehl zum Empfangen von Individuen, fragt nur ab, ob diese schon empfangen wurden, war-
tet aber nicht auf den Erfolg, sondern gibt die Kontrolle an das Programm zur¨uck. Bevor man
Individuen versendet, fragt man den Erfolg der letzten Kommunikation ab. Ist dieser positiv, so
können neue Individuen verschickt werden, wieder ohne auf den Erfolg der Kommunikation
zu warten. Ist die letzte Kommunikation hingegen noch nicht abgeschlossen, so verwirft man








































Abbildung 4.7.: Fitneßkurven von Synchroner und Lazy Parallelisierung auf einem be-
lasteten System. Bei gleicher Qualit¨t ist Lazy Parallelisation schneller.
Abbildung 4.6 stellt Synchrone und Lazy Parallelisierung auf 2 Knoten gegen¨uber. Einem
Knoten werden erst wieder Individuen zugeschickt, wenn die vorherige Kommunikation er-
folgreich abgeschlossen wurde. Experimente haben bewiesen, daß es zu keiner Verschlechte-
rung im Verhalten des PEA kommt, wenn asynchrone Kommunikationsmethoden eingesetzt
wurden (siehe Abb. 4.7).
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In der praktischen Umsetzung mußpga 6 Tabellen verwalten (Abb.4.8). Zum einen die
Pointertabellen f¨ur den Send- und Receivepuffer, die Tabellen f¨ur die Send- und Receiver-
equests, ¨uber die der Erfolg der letzten Kommunikation abgefragt werden kann, und die
Send/Receivevektoren. Algorithmus 4.2.1 zeigt die praktische Umsetzung des Lazy- Send in
C-Code.






if(sendFlagV[i]==0){ /**keine anderes Send zu diesem Partner*/
size=pga_build_send_buf(i);/**erzeuge Sendpuffer*/
MPI_Isend(ppsendBuf[i],size,MPI_INT,i,TAG_IDV,\
MPI_COMM_WORLD,&psendReq[i]);/**rufe Nonblocking Sendprozess auf*/
sendFlagV[i]=1;} /**Markiere Send zu diesem Partner*/
if(sendFlagV[i]!=0){ /**anderes Send zu diesem Knoten*/
MPI_Test(&psendReq[i], &flag, &status);




4. Effiziente Implementierung von Evolution¨aren Algorithmen
4.3. Problemspezifische genetische Operatoren
Neben den allgemeinen genetischen Operatoren Mutation und Crossing-Over ist es oft sinn-
voll, auch Operatoren einzusetzen, die mit einem speziellen Modellwissen arbeiten. Problem-
spezifische Operatoren bieten die M¨oglichkeit, eventuell vorhandenes Wissen ¨uber den Such-
raum in die EA zu integrieren. Allerdings sollte man in jedem Fall ¨uberprüfen, ob das vorhan-
dene Wissen nicht ausreicht, einen deterministischen Optimierungsalgorithmus zu realisieren,
da diese meist bessere Resultate erbringen, als EA. Im Folgenden werden einige Operatoren
vorgestellt, die f¨ur die Modellpartitionierung zur parallelen Logiksimulation entworfen oder
angepaßt wurden.
4.3.1. Inversion und Flipping
Genaugenommen z¨ahlt Inversion zu den Standardoperatoren Genetischer Algorithmen. Es
wird aber in diesem Abschnitt vorgestellt, da der Nutzen sehr stark problemabh¨angig ist. Flip-
ping von Chromosomenst¨ucken kann sinnvoll sein, weil es bei der betrachteten Modellparti-
tionierung nur wichtig ist, daß bestimmte Supercones zusammen auf einem Knoten evaluiert
werden, aber nicht auf welchem. Sowohl Inversion, als auch Flipping w¨ahlen zufällig ein
Chromosomenteilst¨uck, zufälliger Länge und ver¨andern dies. W¨ahrend Inversion das gew¨ahl-
te Teilstück umdreht und wieder einf¨ugt, verändert Flipping den Inhalt der einzelnen Gene
(siehe Abb. 4.9). Wenngmin;gmax der kleinste bzw. gr¨oßte Wert ist, den ein Gen annehmen
kann, so berechnet sich der neue Inhalt eines Genes durchgf lpneu(i) = gmin+gmax galt(i).
1 5 1 5 3 3 4 0 3 1






































Abbildung 4.9.: Funktionsweise von Inversion und Flipping
In einem frühen Entwicklungsstadium vonpga hatte sich herausgestellt, daß Inversion und
Flipping einen Teil der Mutation ersetzen k¨onnen. Mit der Fertigstellung vonpga und der
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darin implementierten Operatoren kommt Inversion und Flipping praktisch keine Bedeutung
mehr zu. Zwar verschlechtern beide das Endergebnis nicht, aber bei optimaler Mutation sind
sieüberflüssig.
4.3.2. Alpha-Move
Alpha-Move ist ein deterministischer Operator, welcher auf zuf¨allig ausgew¨ahlte Individu-
en angewandt wird und im Rahmen dieser Diplomarbeit entwickelt wurde. Grundlage f¨ur
Alpha-Move ist die Tatsache, daß die einzelnen Blockzeiten eines Individuums stark variie-
ren können. Bei Partitionen mit gr¨oßerer Blockanzahlen ist es h¨aufig, daß sich Blockzeiten
um den Faktor 10 unterscheiden. Der Grundgedanke von Alpha-Move ist, dem langsamsten
Block explizit Rechenlast zu entziehen und diese dem bisher schnellsten Block zuzuteilen.
Sei tmaxe ; t
min
e die Evaluierungszeit des langsamsten, bzw. schnellsten Blocks. Unter der An-
nahme, die Simulationszeit eines Blockes (Blockzeit) besteht ausschließlich aus der durch die










entspricht. Dabei soll Last vorerst als eine Menge von abstrakten Objekten betrachtet werden,
welche einen Evaluierungsaufwand und somit Evaluierungszeit verursachen. Nach dieser Ver-
schiebung haben unter unserer Annahme beide beteiligten Bl¨ocke dieselbe Simulationszeit.
Allerdings setzt sich die Blockzeit aus Evaluierungszeit und Kommunikationszeit zusammen.
Letztere kann sich bei geringer Modifikation der Blockzusammensetzung drastisch ver¨andern.
Somit ist es wahrscheinlich, daß nach einer Lastverschiebung der bisher schnellste Block zum
langsamsten Block wird, weil sich zus¨atzlich zur Evaluierungszeit die Kommunikationszeit
erhöht. Die Änderung der Kommunikationszeit l¨aßt sich nicht absch¨atzen, sondern nur mit
einer Neuberechnung der Fitneßfunktion bestimmen. Dies w¨urde die Ausf¨uhrungszeit von
Alpha-Move aber zu stark erh¨o en. Daher wurde der Ansatz gew¨ahlt, nicht die Hälfte der
Blockzeitdifferenz zu verschieben, sondern einen durch 0< α  1 gewichteten Teil davon.
Somit muß die Last verschoben werden, die der mitα gewichteten Zeit̂mve entspricht:
lmve =̂ t̂
mv






Setzt man voraus, daß die Last auf einem Block homogen verteilt ist, und somit jede Lastein-
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time for communicationtime for evaluation
Abbildung 4.10.: Alpha-Move
Obwohl verschiedene Supercones unterschiedliche Evaluierungszeiten verursachen, wird un-
ter dem Aspekt einer schnellen Laufzeitlmaxe gleich der Anzahl, der auf dem langsamsten
Block evaluierten Supercones gesetzt. Somit entsprichtlmve der Zahl der Supercones, die ver-
schoben werden m¨ussen.
Eine genaue Untersuchung der Auswirkungen von Alpha-Move hat das Ergebnis gebracht,
daß Individuen, die durch Alpha-Move verbessert wurden, kaum Potential f¨ur weitere Ver-
besserungen w¨ahrend der Evolution mehr hatten und von nicht modifizierten Individuen ver-
drängt wurden. Dies ist vor allem darauf zur¨uckzuführen, daß sich bei einer Verschiebung die
Kommunikationslast der betroffenen Bl¨ocke stark ¨andert, und weil verschiedene Supercones
unterschiedliche Rechenlast erzeugen.
4.3.3. Komplexe Fitneßfunktion
Da bei einer parallelen Simulation der langsamste Block die Gesamtlaufzeit bestimmt, ber¨uck-
sichtigt die herk¨ommliche Fitneßfunktion ausschließlich das Maximum, aller Blockzeiten ei-
nes Individuums. Der Nachteil dieser Funktion ist, daß die anderen Blockzeiten v¨ollig weg-
fallen. Sind die Blockzeiten der anderen Individuen ¨ahnlich groß wie das Maximum, so ist
abzusehen, daß dieses Individuum sich nicht mehr viel verbessern wird. Abbildung 4.11 zeigt
zwei Individuen mit der gleichen Fitneß, wobei aber die linke Partition deutlich mehr Potential
bei einer weiteren Evolution besitzt, als die rechte.
Seiti die Blockzeit des Blockesi, so kann die herk¨ommliche Fitneßfunktion geschrieben wer-
den, als :
f1(~p) = maxi(ti(~p)) : (4.13)
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Abbildung 4.11.: Blockzeiten zweier Individuen






t2i (~p) : (4.14)
Erstaunlich ist, daß EA mitf2 als Fitneßfunktion gleichwertige Ergebnisse erreichen, wie mit
f1. Kombiniert man beide Funktionen zu einer komplexen Fitneßfunktion, so ist es mit dieser
möglich, EA zu realisieren, die nicht nur bessere Ergebnisse produzieren, sondern diese auch
viel schneller erreichen. Seigmax die Zahl der maximalen undg die der aktuellen Generatio-
















































Abbildung 4.12.: Vergleich zwischenf1 und f3 für sequentielle EA (links) und den par-
allelen EA(rechts).
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Abbildung 4.12 zeigt einen Vergleich zwischenf1 und f3. Bei f3 ist deutlich der schnelle
Abfall der Fitneß zu sehen. Dies hat zur Folge, daß bei L¨aufen von PEA mitf3 nach 300 bis
500 Generationen kaum eine Verbesserung mehr m¨oglich ist. Somit können PEA-Läufe früher
beendet werden.
Die Funktion f3 hat sehr interessante Auswirkungen auf die Funktionsweise anderer Operato-
ren. Prinzipiell kann festgestellt werden, daß die komplexe Fitneßfunktion die Evolution¨aren
Algorithmen von konkreten Parametereinstellungen unabh¨angiger macht und einige Operato-
ren ihren Einfluß auf die EA ganz verlieren3.
So hat zum Beispiel die Zahl der als Elite ¨ubernommenen Individuen keine Auswirkungen
mehr auf die Evolution (siehe Abbildung 4.13). Erweist sich bei EA mitf1 noch ein Elitewert
von 20% als sinnvoll, so spielt er bei EA mitf3 keine Rolle mehr. Dies liegt darin begr¨undet,
daß f2 durch den Faktor
gmax
10g mit den fortlaufenden Generationen abgek¨uhlt wird. Somit ge-
winnt zum einenf1 immer mehr an Einfluß, zum anderen wird dadurch das gleiche Individuum
zu einem sp¨ateren Zeitpunkt besser bewertet, als am Anfang der Evolution. Dieses Abklingen
der Fitneßfunktion f¨uhrt implizit ein Alter der Generationen ein, wobei j¨ungere Individuen be-
vorzugt werden. Untersuchungen haben gezeigt, daß Individuen h¨ochstens 4-5 Generationen
überleben. Weiter konnte untermauert werden, daß es die Kombination des Generationenal-
ters und der komplexen Fitneßfunktion ist, welche den Qualit¨atssprung erm¨oglicht. Trennt
man beide Faktoren4, so findet zwar immer noch eine Leistungssteigerung statt, doch ist diese







































Abbildung 4.13.: Die Fitneß in Abhängigkeit der Elite. Links mitf1 und rechts mitf3
als Fitneßfunktion.
3Beispiele daf¨ur sind u.a. Inversion,Flipping und Alpha-Move
4Das Generationenalter kann ausgeschaltet werden, indem man in jeder Generation die Fitneß aller Individuen




Parallel zur Entwicklung vonpga wurde der Einfluß verschiedener Parameter auf das Verhal-
ten von EA untersucht. Dazu mußten sehr umfangreiche Tests durchgef¨uhrt werden. In diesem
Kapitel sollen die Testszenarien und die Ergebnisse dieser Tests vorgestellt werden.
Das Problem bei der Untersuchung der PEA ist, daß es außer dem Fitneßverlauf kein prak-
tikables Kriteriumüber Güte und Verlauf Evolution¨arer Algorithmen gibt. Alle bekannten
theoretischen Absch¨atzungen ¨uber Parametereinstellungen von Genetischen Operatoren, das
Verhalten von Populationen im Suchraum und dergleichen beruhen entweder auf starken Ver-
einfachungen, sind abstrakter Natur oder setzen Wissen ¨ub r den Suchraum voraus. Da im
Falle der Modellpartitionierung kein konkretes Wissen ¨uber den Suchraum vorlag, sind diese
Kriterien und Absch¨atzungen hier wertlos. Die Untersuchung der PEA f¨ur die Modellpartitio-
nierung konnte demnach nur empirisch erfolgen.
5.1. Testszenarien
Das Ergebnis Evolution¨arer Algorithmen ist stark vom Zufall abh¨angig. Wird der Zufallsge-
nerator mit unterschiedlichen Werten initialisiert, ist es m¨oglich, daß die Ergebnisse sehr stark
voneinander abweichen.
Um die Zufallskomponente weitestgehend auszuschalten, wurden bei den sequentiellen EA
jeweils 16 Programme mit denselben Parametern ausgef¨hrt, die sich nur in der Initialisierung
der Zufallsgeneratoren unterschieden. Mit Hilfe von PERL-Scripten wurde der Durchschnitt
aller Läufe berechnet, sowie diverse andere Transformationen durchgef¨uhrt. Die statistische
Mittelung der Meßergebnisse erm¨oglicht es, konkrete Aussagen ¨uber die Auswirkungen von
Parametern zu treffen. Man muß allerdings beachten, daß pro Parametereinstellung aus Zeit-
gründen1 nur 16 verschiedene Versuche durchgef¨uhrt werden konnten und die Ergebnisse so-
mit noch immer statistisch verrauscht sind. Trotzdem ist es m¨oglich, für konkrete Parameter
optimale Werte zu ermitteln. Als g¨unstig hat sich die Darstellung der Fitneß in Abh¨angigkeit
eines Parameters nach einer bestimmten Zahl von Generationen gezeigt (siehe Abbildung 5.1
rechts.). Bei Parallelen Evolution¨aren Algorithmen hat sich gezeigt, daß die Parallelit¨at ei-
1Zur Ermittlung der in diesem Kapitel aufgef¨uhrten Daten wurden ca. 8000 Testl¨aufeá 10 min durchgef¨uhrt.
Zeitweise rechneten 112 SP2-Knoten an diesen Problemen.
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ne weitgehende Unabh¨angigkeit gegen¨uber der Initialisierung des Zufallsgenerators bewirkt.
Aus diesem Grund wurde bei parallelen L¨aufen meistens nur ein Lauf durchgef¨uhrt. Alle ele-
mentaren Parameter, wie die Anzahl von Individuen, Mutationsrate, Crosspoints, wurden bei
sequentiellen EA untersucht, um deren Auswirkung auf EA besser isolieren zu k¨onnen. Wie
später noch gezeigt wird, treten bei PEA Synergieeffekte auf, die die Ergebnisse von PEA
verbessern, aber auch robuster gegen¨ub r der konkreten Parameterwahl werden lassen. Falls
nicht anders angegeben beziehen sich die angegebenen Werte auf das Monet-Prozessormodell
mit 250 Supercones, Vorpartitionierung mit STEP und Startpartitionierung mit MOCC [11].
Dieses Modell beschreibt einen kompletten IBM 390 Prozessor und entspricht am ehesten
den relevanten Einsatzgebieten f¨ur TEXSIM/MVLSIM. Alle Fitneßwerte sind vorhergesagte




























Links: Durchschnittliche Fitneß im Vergleich zu 2 von 16 tats¨achlichen
Fitneßverläufen
Rechts: Durchschnittliche Fitneß in Abh¨angigkeit der Mutationsrate
nach 50, 100 und 250 Generationen.
5.2. Parameter bei sequentiellen Evolution ären
Algorithmen
5.2.1. Verhältnis von Individuen und Nachwuchs
Mit der Wahl der Anzahl von Individuen und Kindern, wird maßgeblich Einfluß auf das Ver-
halten eines Evolution¨aren Algorithmus genommen. Die Zahl der Kinder bestimmt die Ex-
plorationsrate des Algorithmus. Je gr¨oßer diese Zahl, desto gr¨oßer ist die Wahrscheinlichkeit,
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daß sich die Population verbessert. Weil aber jedes neu erzeugte Individuum durch die Fit-
neßfunktion bewertet werden muß, verursacht eine hohe Zahl von Nachwuchs eine l¨angere
Rechenzeit.
Die Zahl der Individuen bestimmt das Potential von m¨oglichen Lösungen, die in die n¨achste
Generation ¨ubernommen werden, oder anders ausgedr¨uckt, wieviele Individuen verworfen
werden müssen. Das Verh¨altnis von Kindern zu Eltern wird als Selektionsdruck bezeichnet. Ist
dieser zu gering, findet keine Evolution statt. Ist der Selektionsdruck zu hoch, leidet die Kon-
vergenzgeschwindigkeit. Dieser Zusammenhang wird in Abbildung 5.2 graphisch dargestellt.
Für kurze Läufe empfiehlt sich ein Verh¨altnis von 3:1 -5:1. Bei l¨angeren L¨aufen ist dieses
Verhältnis nicht ganz so kritisch und kann von 2:1 bis 10:1 reichen.











Abbildung 5.2.: Die durchschnittliche Fitneß in Abh¨angigkeit des inversen Selektions-
druckes in %.
Abbildung 5.3 verdeutlicht den Zusammenhang zwischen Zahl der evaluierten Kinder und
der Rechenzeit. W¨ahrend das Verh¨altnis Fitneß zu Generationen klar f¨ur hohe Kinder- und
Individuenzahlen spricht, zeigt die Darstellung in Abh¨angigkeit der realen Rechenzeit, daß es
bei kürzeren Läufen sinnvoller ist, mehr Generationen mit weniger Kindern zu evaluieren. F¨ur
Läufe, die unabh¨angig der Laufzeit nach der besten L¨osung suchen, ist eine hohe Zahl von
Individuen und Kindern geeigneter.
5.2.2. Mutationsrate
Unter dem Begriff Mutation sind mehr oder weniger drastischeÄnderungen einzelner Gene



















idv = 10,cld = 60
idv = 20,cld = 100
idv = 40,cld = 200

















idv =40, cld =200
idv =100, cld =500
idv =20, cld =100
Abbildung 5.3.: Die Fitneß in Abhängigkeit der Generationen (links) und der Zeit
(rechts).
1. Zufällige Veränderung des Genes m:~pi[m] = rnd(maxGen)
2. Veränderung des Genes durch Inkrementierung/Dekrementierung:~pi[m] = ~pi[m]1
In beiden Fällen wird das zu mutierende Gen zuf¨allig ermittelt. Weil es beipga nur wichtig ist,
welche Supercones gemeinsam auf einen Knoten evaluiert werden, aber nicht auf welchem,
ist der konkrete Wert eines Genes nicht relevant, sondern nur, wie viele und welche Gene
den gleichen Wert haben. Somit gibt es keine Nachbarschaftsbeziehung zwischen den Werten
einzelner Gene. Daher hat sich die erste Mutationsmethode als g¨unsti er erwiesen.
Proto Supercones Kinder optimale
Mutationsrate
Monet 250 20 0.0027
Monet 250 40 0.0025
Monet 250 100 0.0023
Monet 250 500 0.0025





















Abbildung 5.4.: Die durchschnittliche Fitneß in Abh¨angigkeit der Mutationsrate. Links




Ein Maß für die Stärke derÄnderungen, die pro Generation durchgef¨uhrt werden, ist die Mu-
tationsrate. Ist sie zu groß, werden dieÄnderungen zu stark und die Wahrscheinlichkeit auf
eine Verbesserung sinkt rapide. Ist die Mutationsrate zu klein, sinkt die Konvergenzgeschwin-
digkeit des EA. In beiden F¨allen werden die Ergebnisse des EA hinter den M¨oglichkeiten
zurückbleiben. Abbildung 5.4 zeigt die optimalen Mutationsraten2. Dem rechten Bild ist zu
entnehmen, daß bei wenig Generationen (50) die Mutation eine untergeordnete Rolle spielt.
Ab 100 Generationen kristallisiert sich ein Optimum um 0.0025 heraus.
5.2.3. Crossing-Over
Mit der Anzahl der Crosspoints kann festgelegt werden, wie oft zwei Individuen rekombiniert
werden. Experimente haben gezeigt, daß 1-Point-Crossing-Over die schlechtesten Ergebnisse
erzeugt. Ein klares Optimum existiert, wenn das Crossing-Over nicht benutzt wird (0 Cros-
spoints). In diesem Fall findet keine Durchmischung der Population statt. Jedes Individuum
erkundet allein den Suchraum. Das Ausschalten des Crossing-Over erweist sich aber bei PEA
als ungünstig (siehe Abschnitt5.3.1). Wie in Abbildung 5.5 zu sehen, k¨onnen bei längeren





















Abbildung 5.5.: Die durchschnittliche Fitneß in Abh¨angigkeit der Crosspoints.
2Die Werte wurden empirisch aus je 1615 Testläufen ermittelt.
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5.3. Parameter bei Parallelen Evolution ären
Algorithmen
5.3.1. Unterschiede zu sequentiellen Evolution ären Algorithmen
Prinzipiell können die optimalen Parameter von den sequentiellen EA ¨ubernommen werden.
Eine Ausnahme bildet das Crossing-Over. Ist es bei den EA noch g¨unsti , das Crossing ganz
auszuschalten, empfiehlt sich beipga eine Zahl der Crosspoints von 2-8. Je weniger Genera-
































Abbildung 5.6.: pga : Durchschnittliche Fitneß:
Links: in Abhängigkeit der Crosspoints
Rechts: in Abh¨angigkeit der Mutationsrate
Markant für pga ist die Robustheit gegen¨uber Parametereinstellungen. In Abbildung 5.6 kann
man sehen, daß der Bereich, innerhalb dessen optimale Ergebnisse erzielt werden, mit fort-
schreiten der Generationen immer gr¨oßer wird. Mutationsraten von 0.001-0.005 erzeugen nach
1000 Generationen Ergebnisse nahezu gleicher G¨ute. Somit ist beipga die Wahl der optima-
len Parameter bei weitem nicht so kritisch zu sehen, wie beiga .
5.3.2. Kommunikationsstruktur
Die Untersuchungen des Kommunikationsverhaltens haben gezeigt, optimale Ergebnisse wer-
den vor allem dann erreicht, wenn die Kommunikationsparameter so gew¨ahlt urden, daß jede
einzelne Population weitestgehend unabh¨ngig arbeiten kann.
48
5. Experimentelle Ergebnisse
Struktur Popu- Fitneß nach x Generationen inµs
lationen 50 100 250 500 1000
Shift 8 20823 19111 18712 18668 18668
Shift 16 20884 19968 19249 18992 18684
dShift 8 20904 19503 18983 18849 18624
dShift 16 20799 19787 19301 18707 18691
Matrix 8 20473 19407 19023 18678 18678
Matrix 16 20304 19458 18776 18678 18678
dMatrix 8 20997 19463 19063 18705 18688
dMatrix 16 20678 19515 19003 18688 18678
Star 8 21763 20160 19538 18833 18755
Star 16 21711 20091 19125 18778 18720
dStar 8 21254 19848 19266 18743 18687
dStar 16 21010 19501 19246 18678 18678
alltoall 8 21520 20744 19902 19037 18980
alltoall 16 21862 20958 20120 18923 18878
Tabelle 5.1.:Fitneß für verschiedene Kommunikationsstrukturen.
Selbstverst¨andlich muß es m¨oglich sein, daß globale Verbesserungen alle Subpopulationen
erreichen. Ist die Migration zwischen den Subpopulationen zu stark, so kann eine suboptimale
Lösung das gesamte Suchverhalten beeinflussen und verhindern, daß eine andere Population
ein besseres Ergebnis findet.
Wie den Tabellen 5.1 und 5.2 zu entnehmen ist, sollten Migrationsrate und Migrationsst¨arke
eher gering gew¨ahlt werden. Dies bedeutet, es ist besser sehr oft (aller 1-5 Generationen) sehr
wenige Individuen (1-5) auszutauschen, als seltener, große Individuenzahlen. Als Migrations-
topologie empfiehlt sich eine Struktur mit geringem Vernetzungsgrad. Die Sterntopologie und
vor allem die Alltoallverbindung erzeugen wesentlich schlechtere Ergebnisse als die anderen
Strukturen.
5.4. Zusammenfassung der Experimentellen
Ergebnisse
Die Experimente haben die in 3.2.1 getroffenen Behauptungen best¨atigt. PEA führen sehr
stabil zu sehr guten Optimierungsergebnissen und weisen eine große Toleranz gegen¨uber sub-
optimalen Parametereinstellungen auf. Die erreichten Ergebnisse sind durchg¨angig besser als





stärke 1 5 10 25 50 75 100
50 Generationen
1 20912 22457 22853 22460 22590 22590 22590
5 20623 22089 22502 22289 22590 22590 22590
10 20694 21767 22303 22518 22590 22590 22590
20 21756 22222 22293 22076 22590 22590 22590
250 Generationen
1 19374 19643 19753 20060 20190 19800 19920
5 19271 19575 19821 19994 20057 20000 19924
10 19429 19344 19489 20017 20099 19960 20032
20 19406 19398 19393 19630 19875 19631 19836
500 Generationen
1 19189 19389 19353 19530 19463 19448 19534
5 19181 19389 19353 19530 19463 19448 19534
10 19291 18747 19327 19214 19642 19569 19639
20 19386 18797 19364 19430 19398 19306 19391





































Abbildung 5.7.: Fitneß für PEA mit 8 Subpopulationen ´a 40 Eltern und 100 Kindern, EA
mit 8*40 Eltern und 8*100 Kindern (seq.Summe) und EA mit 40 Eltern
und 100 Kindern (seq.Einzel).
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Ausblick
Aufbauend auf dieser Arbeit sind 3 weiterf¨uhrende Arbeiten denkbar. Die Berechnung der
Fitneß verbraucht den gr¨oßten Teil der Rechenzeit. Eine Beschleunigung oder die Untersu-
chung anderer M¨oglichkeiten der Fitneßberechnung stellen eine lohnenswerte Aufgabe dar.
Dabei wäre zu untersuchen, ob es sinnvoll ist, die Fitneß zu Beginn der Evolution nur sehr
grob abzusch¨atzen, da in diesem Stadium eine genaue Simulationszeitvorhersage nicht n¨ot g
ist.
Für spezielle Anwendungen hat es sich als g¨unstig erwiesen, EA mit deterministischen Opti-
mierungsalgorithmen, wie Hill-Climbing oder Iterativen Algorithmen zu kombinieren. Es ist
zu untersuchen, ob durch eine Kombination verschiedener Algorithmenklassen oder die Inte-
gration von deterministischen Algorithmen als genetische Operatoren in Evolution¨are Algo-
rithmen bessere Modellpartitionen f¨ur die parallele Logiksimulation erzeugt werden k¨onnen.
Der Mehrpopulationsansatz vonpga bietet die Möglichkeitüber Gruppen von Subpopulatio-
nen eine Metaevolution durchzuf¨uhren. Damit w¨are es zum Beispiel m¨oglich, die optimale
Parametereinstellung f¨ur verschiedene Prozessormodelle zu ermitteln. Es ist sogar denkbar,







Dieser Abschnitt soll eine Einf¨uhrung in die Installation, Konfiguration und Benutzung von
pga geben. Das Programmpga ermöglicht die Optimierung von Modellpartitionen f¨ur die
parallele Logiksimulation mit Hilfe von parallelen Evolution¨aren Algorithmen. Inpga ist
ga enthalten, ein Programm, in dem sequentielle Evolution¨are Algorithmen realisiert sind.
Das Programmpaketpga der Version 1.0 liegt als gepacktes tar-Archiv vor. Es wurde unter
AIX4.1 sowie LINUX1 entwickelt und getestet, sollte aber problemlos auf andere UNIX-
Systeme portiert werden k¨onnen, da der Autor bei der Entwicklung strikt den ANSI C und




















Abbildung A.1.: Verzeichnisstruktur vonPGA nach dem Entpacken.
Directoriessrc undinclude enthalten den Quellcode und die Includedateien f¨ur pga bzw.
1Kernel 2.32
2INSTALLDIR ist ein vom Nutzer gew¨ahltes Verzeichnis, von dem auspga installiert werden soll.
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ga , PLOTdie entstehenden Plotfiles (s. A.4). In.conf stehen die Konfigurationsdateien f¨ur
die einzelnen Rechner bei parallelen Programml¨aufen. UnterHYPER/PARTITION werden
die Startgenerationen gesucht und inHYPER/HGdie Hypergraphdatei zur Fitneßberechnung.
Für die Benutzung vonparallel ga muß eine MPI Kommunikationsbibliothek (Message Pas-
sing Interface) installiert sein, die dem Standard MPI 1.1 oder h¨oher gen¨ugt3. Auch ist dafür
zu sorgen, daß bei jedem parallelen Lauf die ausf¨uhrbare Dateipga , die jeweilige Konfi-
gurationsdatei und die ben¨otigten Startpartitionen inklusive Hypergraph auf allen benutzten
Computern in der selben Version zur Verf¨ugung stehen. Am einfachsten ist dies realisierbar,
indempga auf einem Network File System (NFS, NFS+, AFS ...) installiert wird und so an
alle beteiligten Rechner exportiert werden kann.
A.1.1. Die Kompilation des Quellcodes
Um die Programme speziell f¨ur das verwendete Computersystem zu optimieren, empfiehlt
es sich, diese neu zu compilieren. Dazu adaptiert man inINSTALLDIR/PGA oder in
INSTALLDIR/PGA/GA das Makefile, je nachdem, ob man die parallele oder sequentielle
Version vonpga benutzen m¨ochte. Die Makefiles sind kommentiert, so das es mit geringem




werden die Programmdateien neu erstellt und ¨berflüssige Dateien gel¨oscht. Das Programm
läßt sich jetzt mitpga bzw. ga starten, auch wenn dies ohne vorherige Konfiguration der
Parameter nicht sehr sinnvoll ist.
A.2. Konfiguration und Parameterwahl
Das Programmkonzept sieht f¨ur die Konfiguration vonpga drei Möglichkeiten vor.
1. Im Quellcode (PGA/GA/include/defaults.h) ist es möglich, Default-
einstellungen festzulegen. Zweck dieser Datei ist es, alle Parametervariablen auf einen
definierten Wert zu initialisieren. Ver¨anderungen an dieser Datei sollten nur mit gr¨oßter
Vorsicht erfolgen. Nach einer Ver¨anderung muß der komplette Quellcode neu kompiliert
werden.
3Die Software MPICH ist eine solche Bibliothek. Sie wurde am ARGONNE NATIONAL LABORATORY ent-
wickelt und ist für nahezu alle UNIX-Systeme frei verf¨ugbar. Weitere Informationen und Sourcen unter:




2. Die Konfigurationsdateien /PGA/GA/.ga für ga und /PGA/GA/.ga ,
PGA/.conf/.ga 0 .. .ga n für pga bieten die Möglichkeit, Grundein-
stellungen vorzunehmen, die ¨uber mehrere Versuchsreihen hinweg g¨ulti sind, wie
z.B. Werte für den Hypergraphen, aber auch einzelne L¨aufe können so konfiguriert
werden. Die hier getroffenen Einstellungen aktualisieren die in Punkt 1 festgelegten
Werte. Beipga überschreiben die Werte vom.conf/.ga n die der Datei.ga . Es
ist also sinnvoll, in.ga die globalen Einstellungen festzulegen und in den spezifischen
Konfigurationsdateien spezielle Einstellungen f¨ur jeden Knoten.
3. ga und bedingt auchpga4 können mit Kommandozeilenparametern aufgerufen werden,
welche wiederum die in 1 und 2 getroffenen Einstellungen ¨uberschreiben.
# This is default config file for GA
# by Hendrik Schulze 1998
# every parameter needs a separate line
# commando -line parameter or parameter
# overides this parameter






Tabelle A.1.:Ausschnitt aus einer Konfigurationsdatei
EineÜbersichtüber alle möglichen Parameter und deren Definitionsbereiche geben die Tabel-
len A.3 und A.4 auf den Seiten 56 und 57.
A.2.1. Die Konfigurationsdatei
ga undpga erwarten in ihrem Hauptverzeichnis die Datei.ga . Die darin zugewiesenen Wer-
te werden nacheinander eingelesen und ¨berschreiben die vorher g¨ultigen Einstellungen. Soll
pga auf n Knoten parallel ausgef¨uhrt werden, so existiert auf jedem Knoten eine Instanz von
pga , die von 0 bis n-1 durchnumeriert sind. Die Reihenfolge wird in der Dateihost.list
festgelegt. Jede Instanzi (0 i < n) erwartet eine Datei.conf/.ga i , die analog zuga
4nur in Zusammenarbeit mit MAP
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Parameter min max Typ Bemerkung
gen 1 maxa int Anz. der zu berechnenden Generationen
idv 1 max int Anzahl der Individuen
cld idv max int Anzahl des Nachwuchses
mut 0 1 float Mutationsrate
eli 0 idv int Anz. der als Elite ¨ubernommenen Eltern in die n¨achste Ge-
neration
crs 0 19 int Anzahl der Crosspoints
inv 0 1 float Inversionsrate
flp 0 1 float Flippingrate
maxinv 0 100 int Maximale Inversionsl¨ange in %
maxflp 0 100 int Maximale Flippinglänge in %
hgf — — str Name der Hypergraphdatei
stp — — str Nameswurzel der Dateien mit den Startgenerationen
out — — str Verzeichnisname f¨ur PLOT-Dateien
minstp 1 max int min. Parameter f¨ur Startgenerationsdatei
maxstp minstp max int max. Parameter f¨ur Startgenerationsdatei
plt 0 1 int 1=PLOT-Datei erzeugen
log 0 1 int 1=LOG-Datei erzeugen (nur beipga )
fit 0 1 int 0: Fitneß = Simulationszeit
1: Fitneß= komplexe Fitneßfunktion
avr 0 1 int 1=Durchschnittsfitneß an
msg 0 4 int Message Level
crm 1 max int Anzahl der Gene
mincrm -max max int minimaler Wert, den ein Gen annehmen kann
maxcrm mincrm max int maximaler Wert, den ein Gen annehmen kann
modemut 0 2 int Art der Mutation, 1:genneu= rnd
2: genneu= genalt 1
0: zufällig Methode 1 oder 2
sed 0 max int Init. des Zufallsgenerators
sav 0 max int Anzahl der zu speichernden Dateien
ana dst 0 max int Distance vom besten Individuum
alpha 0 1 float Alpha für Alpha-Move
alpmv 0 1 float Alpha-Movingrate
coolmut 0 2 float Abkühlungsrate f¨ur Mutation
wenn coolmut> 1) Erhitzung
minmut 0 1 float Untere Grenze f¨ur Mutation bei Abkühlung





Parameter min max Typ Bemerkung
comm ring 0 1 int 1=Kommunikation ringf¨ormig
comm intgr 0 1 int 1=migrierende Individuen werden integriert
comm idvnr 0 maxa int Zahl der migrierenden Individuen
comm rate 0 max int Aller wieviel Generationen werden Individuen aus-
getauscht
comm fitrate 0 max int Aller wieviel Generationen werden Fitneßwerte aus-
getauscht.
coolcomm 0 2 float Abkühlungsrate f¨ur dynamische Kommunikations-
abkühlung
comm sigma 0 max float Sigma für Villmanabkühlung
comm dynamic - - str Modus für Kommunikationsdynamik. (static, dyna-
mic, villman)
comm structure - - str Name für Kommunikationsstruktur (shift, dshift,
star, dstar ,matrix, dmatrix, individual)
a2147483647
Tabelle A.4.:Parameter f¨ur pga
eingelesen wird und deren Werte gegebenenfalls ¨uberschreibt. Tabelle A.1 zeigt den prinzipi-
ellen Aufbau einer Konfigurationsdatei. Wichtig ist, daß Kommentare mit ”#” beginnen und
Parametereinstellungen mit ”*”. Steht derselbe Parameter mehrmals in der Datei, so wird der
zuletzt gültige Wertübernommen. Werden falsche Parameter in eingegeben, so versuchtpga
diese zu korrigieren und gibt eine Warnung aus, oderpga beendet sich mit einer Fehlermel-
dung.
A.2.2. Programmaufruf mit Parametern
Mit
ga -para1=wert1 -para2=wert2 ... -paraN=wertN
läßt sichga mit Kommandozeilenparametern starten. Bei der Vielzahl der m¨oglichen Parame-
ter kann leicht der̈Uberblick verloren gehen, weshalb empfohlen wird, die Konfigurationsdatei
sinnvoll zu adaptieren und nur die davon abweichenden Eingabeparameter in der Kommando-
zeile zuübergeben. Wirdpga in der parallelen LaufzeitumgebungPARALLELMAP gestartet
(siehe A.5), so kann, mittels der darin implementierten Mechanismen,pga mit Parametern
gestartet werden, die von der jeweiligen Konfigurationsdatei abweichen. Ansonsten verzichtet
der Autor darauf,pga mittels Parameter¨ubergabe konfigurierbar zu machen, da die Menge der




Unter AIX5 wird pga mittels des Aufrufs: ”pga ” gestartet6. Unter LINUX, mit einer Instal-
lation von MPICH erfolgt der Aufruf durch: ”mpirun -np<knotenzahl> pga ”.7
A.3. Arbeiten mit pga
Im Folgenden wird auf die wichtigsten Arbeitsschritte bei der Benutzung vonpga eingegan-
gen. Besonderheiten in Zusammenarbeit mit MAP sind dem Abschnitt A.5 zu entnehmen.
A.3.1. Laden von Hypergraphen
Um die Fitneß korrekt zu berechnen, ist es notwendig den zu den Startpartitionen geh¨oren-
den Hypergraphen zu laden.pga erwartet diesen in dem Verzeichnis.../PGA/HYPER/HG
bzw. in .../PGA/GA/HYPER/HG , welche per Symlink auch identisch sein d¨urfen. Bei der
Ausführung vonpga benötigt jede Instanz den gleichen Hypergraphen. Der Name der Hyper-
graphdatei wird mit dem Parameter-hgf <Dateiname> übergeben.
A.3.2. Laden von Startpartitionen
Das Programm pga ist in der Lage, eine Serie von Startpartitionen als An-
fangspopulation zu laden. Die Namen dieser Dateien m¨ussen folgender Konventi-
on genügen: <Dateiname> i .string , wobei i eine laufende Nummer ist, in der
sich die einzelnen Dateien unterscheiden. Die Dateien werden im dem Verzeichnis
.../PGA/HYPER/PARTITION bzw. in .../PGA/GA/HYPER/PARTITION gesucht.
Die zugehörigenÜbergabeparameter sind-stp <Dateiname> , -minstp <min Stp>
und-maxstp <max Stp> . min Stp und maxStp stehen f¨ur die kleinsten und gr¨oßten Wer-
te, diei annehmen kann. Stimmt die Anzahl der zu ladenden Partitionen nicht mit der Anzahl
der Individuen ¨uberein, so werden die Partitionen zyklisch mehrfach geladen, bzw. einige un-
terdrückt. Werden keine Startpartitionen angegeben, so werden die Startpartitionen zuf¨allig
erzeugt. Dapga aus den geladenen Partitionen die Anzahl der Gene und der Bl¨ocke berech-
net, müssen bei einer zuf¨alligen Initialisierung die Parameter f¨ur die Gen- und Blockanzahl8
richtig gesetzt werden.
5Nur wenn PARALLEL ENVIRONMENT installiert ist.
6Zuvor muß die SystemvariableMPPROCSauf die Zahl der gew¨unschten Knoten gesetzt werden und in der
Datei.../PGA/host.list alle beteiligten Knoten eingetragen werden.





Mit -sav < n > kann man festlegen, wieviel der besten Individuen abgespeichert wer-
den sollen. Die Individuen werden unter...HYPER/PARTITION/ unter dem Namen
<Dateiname>GA i Node.string gesichert, wobei ”Dateiname” der Name ist, der beim
Laden der Startpartitionen angegeben wurde.i ist eine laufende Nummer von 0 bisn -1. Node
enthält die Nummer des jeweiligen Knotens, auch dem diepga -Instanz läuft. Im sequen-
tiellen Fall entfällt Node. Wurde kein Name angegeben so wird unterGAi Node.string
gespeichert.
A.3.4. Sinnvolle Parametereinstellungen
Es ist sehr schwer, gute Parameter f¨ur Evolutionäre Algorithmen anzugeben, da diese sehr pro-
blemabhängig sind und auch bei gleichen Problemstellungen sehr stark in ihrer G¨ut schwan-
ken. Im Folgenden werden die wichtigsten Parameter vorgestellt. Dazu ist meist ein Intervall
angegeben, das den Bereich von sinnvollen Einstellungsm¨o lichkeiten vorgibt.
Individuen Die Anzahl der Individuen bestimmt im wesentlichen, wieviel Information
von Generation zu Generation vererbt werden kann.-idv (20-1000)
Kinder Die Zahl der Kinder legt fest, wieviel neue M¨oglichkeiten pro Generation eva-
luiert werden können. Je mehr, desto besser. Allerdings hat die Zahl der Kinder
fast alleinigen Einfluß auf den Rechenaufwand. Als g¨unstig hat sich das zwei-
bis zehnfache der Individuenanzahl herausgestellt.-cld (40-6000)
Generationen Hier legt man fest, wieviel Generationen berechnet werden sollen. Dieser Wert
hängt sehr stark von der Zahl der Kinder ab und der Rechenzeit, die einem zur
Verfügung steht.-gen (50-5000)
Fitneß Es gibt die Möglichkeit zwischen zwei verschiedenen Fitneßfunktionen um-
zuschalten (siehe Abschnitt 4.3.3).
-fit 0 : f1 Fitneß=Simulationszeit.
-fit 1 : f3 Fitneß=Komplexe Fitneßfunktion nach Gleichung 4.15.
Elite Da nicht gewährleistet ist, daß der Nachwuchs einer jeden Generation bessere
Ergebnisse als die Elterngeneration hervorbringt, ist es sinnvoll eine gewis-
se Anzahl von Eltern in die n¨achste Generation zu ¨bernehmen, wenn diese
besser sind, als der Nachwuchs. Mit der Benutzung vonf3 als Fitneßfunktion
(-fit 1 ), wird dieser Wert ¨uberflüssig (siehe Abschnitt 4.3.3).-eli
(4-idv) , mit idv - Zahl der Individuen




Mutation Bestimmt die Wahrscheinlichkeit, mit der jedes einzelne Gen eines Chromoso-
mens ver¨andert (mutiert) wird. Dieser Wert sollte nicht zu hoch liegen.-mut
(0.0002 -0.02)
OUTPUT Um bei einer gr¨oßeren Anzahl von Testl¨aufen dieÜbersicht zu behalten, ist es
möglich das Plotverzeichnis vom Defaultwert./PLOT auf einen beliebigen
Wert zu verändern.
-out path : ”path” ist der Pfad oberhalb despga /ga Basisver-
zeichnis, also./PGA/path, ./PGA/GA/path oder unter der MAP
.../MAP/usr/ga/path .






Abbildung A.2.: Beispiel für mögliche Kommunikationsstrukturen.
Neben den in A.3.4 aufgef¨uhrten Einstellungen kann man bei einem parallelen Lauf vonpga
zusätzlich noch Parameter bez¨uglich der Kommunikation einstellen.
Struktur Gibt an, innerhalb welcher Topologie die einzelnen Knoten vonpga miteinan-
der kommunizieren. Siehe Abbildung A.2.




Die mit ”d” beginnenden Einstellungen bedeuten, daß die Knoten in beide
Richtungen kommunizieren.
Dynamik Die Veränderung des Kommunikationverhaltens wird als Kommunikations-
dynamik bezeichnet. M¨ogliche Einstellungen sindstatic für konstan-
te Kommunikationsraten,dynamic für eine einfache Abk¨uhlung, und
villman eine von T.Villman [22] entwickelte Abk¨uhlungsstrategie. Parame-
ter: -comm dynamic .
Häufigkeit Mit der Häufigkeit wird festgelegt, wie oft Individuen ausgetauscht werden
sollen.-comm rate (1-100)
Anzahl Bei statischen Kommunikationen kann hier festgelegt werden, wieviele Indi-
viduen ausgetauscht werden m¨ussen. Bei dynamischen Kommunikationsarten,
wird damit der Startwert eingestellt.-comm idvnr (1-30)
Fitneß Mit -comm fitrate(1-25) läßt sich einstellen, wie oft die einzelnen Kno-
ten ihre aktuelle beste Fitneß ausgeben.
Abkühlung Bei einfacher Abk¨uhlung wird mit -coolcomm(0.9-0.99) die
Abkühlungsrate eingestellt. Mit jeder Generation wird entsprechend der
Abkühlungsrate ermittelt, wieviele Individuen ausgetauscht werden m¨ussen.
Der Parameter-minmut gibt eine untere Schranke an, die nicht unterschrit-
ten wird. So kann sichergestellt werden, daß die Zahl der auszutauschenden
Individuen nie Null werden kann.
Ringstruktur Mit -comm ring 1 kann wird die Kommunikationsstruktur zus¨atzlich noch
ringförmig geschlossen. (Stark abh¨angig von der gew¨ahlten Topologie.)
A.3.6. Analysefunktionen
Die Funktionen zur Analyse und Fehlersuche wurden implementiert, um das korrekte Arbeiten
von pga überprüfen zu können, sowie einzelne Informationen ¨uber das Verhalten der Evolu-
tionären Algorithmen zu gewinnen. Diese Funktionen sollten bei einem allt¨aglichen Einsatz
vonpga nicht relevant sein und werden darum hier nur kurz erw¨ahnt.
Abstand Der durchschnittliche Abstand vom besten Individuum kann mit-ana dst N
aller N Generationen berechnet und ausgegeben werden. Dabei wird der Abstand
zweier Individuen als die Zahl der Gene, in denen diese sich unterscheiden, de-
finiert. Der Wert wird in der DateiPLOT/NR NODE.stat ausgegeben, wobei
”NR” eine laufende Nummer ist und ”NODE” die Nummer derpga -Instanz.
Plotfiles Mit -plt 1 werden automatisch Plotfiles (siehe A.4 erzeugt, welche mit GNU-
PLOT ausgewertet werden k¨onnen.
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Fitneß Die durchschnittliche Fitneß wird mit durch den Parameter-av 1 bei jeder
Generation berechnet.
Meldungen Mit -msg (0-4) kann der Message-Level eingestellt werden, wobei f¨ur die
normale Arbeit 1-2 sinnvoll ist. 0 gibt keine Meldungen aus, 3 und 4 sind nur
zur Fehlersuche sinnvoll.
Blockzeiten Der konkrete Zeitbedarf einzelner Bl¨ocke der besten Partition kann mit-exa
N aller N Generationen abgespeichert werden. Die zugeh¨orige Datei steht unter
PGA/PLOT.
A.4. Auswerten von Plotdateien
Ist die Option -plt 1 gesetzt, speichertpga unter .../PGA/PLOT bzw.
.../PGA/GA/PLOT Plotdateien ab. Diese Dateien sind dazu gedacht, Programml¨aufe durch
Diagramme zu visualisieren. Im Dateinamen der Plotdatei ist eine laufende Nummer sowie
die Nummer des Knotens, auf dem diese erzeugt wurde codiert (nummer knoten.plt ).
Die laufende Nummer wird ¨uber die Datei.../PGA/.ga plot bestimmt. Um die
Nummer auf 1 zu stellen, braucht man nur diese Datei zu l¨oschen. Die Datei der Form
####################################
# Genetic Algorithms Plotfile
# Leipzig University / Hendrik Schulze
#GA-Plotfile-Nr.: 1
#Generations: 500
#Nr. of parents: 42





#Startparameter : ML100M0S STEP0 250 1 MOCC2.15
###################################
1 2 44145968 65132300
2 3 42159008 64313400
3 5 41005767 65401700
.
Tabelle A.5.:Ausschnitt aus einer Plotdatei
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nummer all.plt enthält die Informationen ¨uber die besten Fitneßwerte eines ganzen
parallelen Laufes, w¨ahrend die anderen sich auf einen speziellen Knoten beziehen. Es ist
leicht einzusehen, daß sehr schnell eine große Filemenge entstehen kann. Darum werden in
jeder Plotdatei zus¨atzlich noch die wichtigsten Parameter abgespeichert. (Siehe Tabelle A.5.)
A.4.1. MKPLOT
Ein wichtiges Werkzeug zum Auswerten der Plotdateien ist MKPLOT. Es erstellt automatisch
ein Script für GNUPLOT und erm¨oglicht es, verschiedene Plotfiles in einem Diagramm dar-
zustellen und dieses ggf. als Encapsulated Postscript zu speichern. Am besten erkl¨art sich
MKPLOT durch Beispiele.
1. mkplot gibt kurze Hilfe aus.
2. mkplot -f1 0,2 3,5 all erzeugt ein GNUPLOT-Script mit
dem Defaultnamen mkplt.out, welches die Dateien1 0.plt,
2 3.plt und5 all.plt visualisiert.
3. mkplot -t -eEA1.eps -oea1 -f1,2 generiert das Script
ea1 , welches ein eps-File (EA1.eps (Siehe Abbildung A.4.) er-
zeugt mit1.plt und2.plt , als Plots. Der Parameter-t bewirkt,
daß die Fitneß in Abh¨angigkeit der tats¨achlichen Laufzeit gezeich-
net wird. Ist er nicht gesetzt, so wird die Zahl der Generationen als
X-Achse genommen.
Abbildung A.3.: Beispiele für MKPLOT. Das Ergebnis, des in Punkt 3 gezeigten Bei-
spieles kann man in Abbildung A.4 sehen.
A.4.2. GNUPLOT
GNUPLOT ist ein Kommandozeilen orientiertes Programm zum Zeichnen von mathemati-
schen Funktionen und Visualisieren von Daten. Es unterliegt der GNU PUBLIC LICENCE
(GPL), ist also frei mit Quellcode verf¨ugbar. Es ist f¨ur alle UNIX Systeme vorhanden und
kann Ausgaben f¨ur eine Vielzahl von Devices erzeugen9. In dieser Arbeit wird vor allem seine
Fähigkeit, Scripte abzuarbeiten, benutzt.






















Abbildung A.4.: Beispiel für das in Abbildung A.3 erzeugte Diagramm.
Um ein von MKPLOT erzeugtes Script abzuarbeiten, muß man das Programm mit ”gnuplot ”
aufrufen. In der gnuplot-shell kann das auszuf¨uhrende Script mit ”load <ScriptName> ”
geladen werden. Es wird sofort ausgef¨uhrt. Soll GNUPLOT nur ein EPS-File erzeugen, so
kann das Programm auch direkt mit dem Scriptnamen aufrufen werden. F¨ur das Beispiel aus
Abbildung A.3 ist dies ”gnuplot ea1 ”. Für weiterführende Informationen ist die Online-
hilfe und [5] zu empfehlen.
A.5. pga und MAP
Parallel zupga wurde von H.Hennings die parallele Laufzeitumgebung MAP (Model Ana-
lysing and Partitioning) entwickelt[7]. MAP besteht aus Ebenen, welche durch 3 Programme
repräsentiert werden (siehe Abbildung A.5). Der Client ist die graphische Interface. Er wurde
in TCL/TK geschrieben. Der Server verwaltet die benutzbaren Knoten und weist freie Res-
sourcen zu, die von Benutzern ¨uber den Client angefordert wurden. Auf allen verf¨ugbaren
Knoten wird bei Bedarf der Worker gestartet, linkt dynamisch die angeforderten Program-
me und ruft diese auf. Die einzelnen Worker k¨onnenüber MPI kommunizieren, w¨ahrend die
Client-Server- und Server-Worker Kommunikation ¨uber Sockets realisiert wird.
Um pga unter MAP auszuf¨uhren, muß es mit der Option ”-D d MAP” kompiliert werden. Es
ist sicher zu stellen, daß der gesamte Quellcode mit ”ake shared ” neu kompiliert wird,
dapga sonst nicht lauff¨ahig ist.
















Abbildung A.5.: Die drei MAP -Level. Es kann beliebig viele Clients und Worker ge-
ben, aber nur einen Server. Auch k¨onnen alle Komponenten auf ver-
schiedenen Rechnern laufen.
” libname functionname <parameterlist> ”. Wurde die Library pga.so erfolg-
reich erstellt und nach.../MAP/shared kopiert, so kann manpga durch ”pga pga
<parameter> ” starten. ”pga ” ist in diesem Fall der Funktionsname, der erm¨oglicht, daß
pga sich unter MAP richtig initialisiert. F¨ur die Parametereingabe gilt das in A.2.2 f¨ur ga
gesagte (siehe auch Tabelle A.6). Wird nur der Libraryname eingegeben, so sucht der Worker
nach einer Funktion mit gleichem Namen, wie die Library. Der Aufrufpga ist alsoäquivalent
zupga pga .
A.5.1. Laden von Startpartitionen und Hypergraphen unter MAP
Mit den Defaulteinstellungen benutztpga die MAP -Mechanismen und ¨ubernimmt zuvor er-
stellte Hypergraphen und Startpartitionen10. Sollen eigene Hypergraphen und Startpartitionen
geladen werden, so muß-prt load 1 gesetzt werden11. Weiterhin müssen die Parame-
ter zum Laden von Hypergraphen und Startpartitionen richtig gesetzt sein (siehe A.3.1 und
A.3.2).
Wichtig: sollen die MAP internen Mechanismen zum Laden von Startpartitionen genutzt wer-
den und diese nicht extern geladen werden, so d¨urfen die Parameter-minstp und-maxstp
nirgendwo gesetzt werden!
10Es ist sicher zu stellen, daß diese auch erstellt wurden (siehe Tab.A.6)









base Step -pre yes -blocks 250 -num 1
hg hg
base Step -pre no -cones 250 -blocks 4 -num 10
delete dadb
#Aufruf von pga mit Matrix Topologie
pga -comm structure matrix




base Step -pre yes -blocks 250 -num 1
hg hg
base Step -pre no -cones 250 -blocks 4 -num 10
delete dadb
#Aufruf von pga mit Matrix Topologie und Mutation 0.0025
pga -comm structure matrix -mut 0.0025
Tabelle A.6.:Beispiel für ein MAP-Script zum Start vonpga auf 2 Knoten.
A.5.2. Besonderheiten von pga unter MAP
Wird pga von MAP aufgerufen, so werden alle vonpga benutzten Dateien relativ zum
MAP Pfad erwartet. MAP gew¨ahrt jedem Programm unter.../MAP/usr/<name>/ frei
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