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Photochemical reaction paths of cis-dienes studied with RASSCF: the changing balance between
ionic and covalent excited states
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The balanced description of ionic and covalent molecular excited electronic states still presents a challenge for current
electronic structure methods. In this contribution, we show how the restricted active space self-consistent field (RASSCF)
method can be used to address this problem, applied to two dienes in the cis conformation. As with the closely related
complete active space self-consistent field (CASSCF) method, the construction of the orbital active space in the RASSCF
methodology requires the a priori formulation of a physical or theoretical model of the system being studied. In this article,
we discuss how the active space can be constructed in a guided and systematic way, using pairs of natural bond orbitals
as correlating partner orbitals (oscillator orbitals) and semi-internal correlation. The resulting balanced description of the
covalent and ionic valence excited states – with the ionic state correctly lower in energy at the Franck–Condon geometry –
is suitable to study the photochemistry of these and other molecules.
Keywords: RASSCF; cis-butadiene; cyclopentadiene; natural bond orbitals (NBOs); ionic states; semi-internal correlation;
oscillator orbitals; σπ correlation
1. Introduction
Photochemical reaction paths [1–4] represent a challenge
to theoretical chemistry methods because they generally
involve a changing balance between open vs. closed shell
configurations and covalent vs. ionic valence bond (VB)
structures. Computational chemistry procedures need to be
able to represent these very different bonding situations
with the same relative accuracy.Most complete active space
self-consistent field (CASSCF) treatments that use rela-
tively small active spaces poorly represent ionic VB struc-
tures in preference to covalent structures [5–7]. Density
functional theory (DFT) methods can have problems repre-
senting charge transfer [8] and conical intersections (CIs)
[9]. CASPT2 can to a good extent improve the CASSCF
result, but because the orbitals are not optimised, orbital
relaxation effects are included only at the perturbative level
which can be a problem if the CASSCF reference wave-
function gives a poor description of the ionic electronic
state. In this work, we will explore an alternative route for
improving the CASSCF result by judiciously extending the
configuration interaction expansion using the restricted ac-
tive space self-consistent field (RASSCF) method [10–14],
which includes full orbital optimisation and for which an-
alytical gradient techniques are available. This approach
involves only a small increase in computational complex-
ity with the benefit of giving new insights into the factors
∗
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influencing the electronic correlation effects of the system.
The aim of this contribution is not to focus on accurate spec-
troscopic calculations achieved by highly correlated meth-
ods. Instead, we aim at a qualitatively correct and balanced
description which allows for the study of potential energy
surfaces relevant for photochemistry and subsequent on-
the-fly dynamics calculations, for which analytic gradients
techniques are indispensable.
We will be focussing our attention on the photochem-
istry of two well-studied conjugated cis-diene systems:
cis-butadiene (BD) [7,15–22] and cyclopentadiene (CPD)
[6,23–26]. In this context, the photochemical reaction path
can be understood as the intrinsic reaction path [27] starting
in the Franck–Condon (FC) region of the spectroscopically
bright excited state (1B2 in our case). For both molecules,
the FC region is zwitterionic, yet the reaction funnel (the
last CI on the reaction path) involves two electronic states
of covalent character. The reaction path therefore consists
C© 2015 The Author(s). Published by Taylor & Francis.
This is an OpenAccess article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/Licenses/by/4.0/), which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Molecular Physics 1979
of covalent–ionic photoexcitation, an initial reaction path
on an ionic state, a transition from an ionic to covalent elec-
tronic character (associated with a nearby ionic–covalent
CI) and finally a non-planar covalent–covalent CI [1,23]
giving access to the ground state surface where differ-
ent photoproducts can form [15,16,23]. In this work, we
will be concerned solely with the portion of the reac-
tion path taking place on the S1 surface. The correct de-
scription of such an intricate reaction path needs a bal-
anced treatment of both ionic and covalent electronic states,
which in the case of CIs needs to be obtained in a single
calculation.
A fundamental aspect of the photochemical reaction
path is the energetic ordering at the FCgeometry of the three
electronic states involved in the process, with the zwitteri-
onic bright state (whose wavefunction transforms accord-
ing to the B2 irreducible representation of the C2v point
group) lower in energy than the covalent dark state (with the
A1 symmetry character) [6,7,22,28]. The CASSCF method
when applied to twoπ bonds, involving a four electrons and
four π orbitals active space, fails to reproduce the correct
order of the states at the FC geometry [19]. The overes-
timation of the B2 state vertical excitation energy (above
the 2A1 state) implies that a more careful description of
electron correlation is necessary. It is the purpose of this
article to show that one can describe BD and CPD pho-
tochemistry, from the FC region through two CIs to the
ground state, using RASSCF, with an active space selected
according to a physical model that can realistically describe
the differences in electron correlation between both excited
states as a function of molecular geometry.
The RASSCF method can be seen as an extension of
CASSCF where the active space is divided into three sub-
spaces: RAS1, RAS2 and RAS3. As in CASSCF, all possi-
ble configurations of electrons within the RAS2 orbitals are
included in the multi-configurational self-consistent field
(MCSCF) expansion, which is extended by configurations
which feature a limited number of vacancies in the RAS1
orbitals (in this study, we will allow for single vacancies
only), and a limited number of occupancies in the RAS3
orbitals (one or two in our case).
The RASSCF method suffers from similar conceptual
difficulties to CASSCF because one needs to choose an ac-
tive space before the calculation begins. This needs to be
done using some physical or theoretical model. Two fun-
damental ideas will guide us in improving the treatment
of electron correlation beyond CASSCF(4,4) for these sys-
tems: the first is the notion of correlating orbital pairs, or
oscillator orbitals in Boys’ terminology [29,30], which will
assist in the choice of orbitals to include in the active space,
and the second is the notion of semi-internal correlation,
first discussed by Sinanog˘lu [31,32] for atoms, which will
determine the order to which the configuration interaction
expansion should be extended. (For other ways of choosing
a RASSCF active space, see [33] and [34].)
Correlating orbital pairs/oscillator orbitals have the
property that they are localised in the same region of space
as the occupied orbitals but have higher numbers of nodes,
and their inclusion in a configuration interaction expansion
provides a systematic way to account for electron correla-
tion [35]. The bonding and anti-bonding pairs of natural
bond orbitals (NBOs) of Weinhold [36] have this character-
istic. NBOs are built by combining natural atomic orbitals
(NAOs) [37,38]. The NAOs are obtained from the (block)
diagonalisation of the interatomic part of the one electron
density matrix. Note that ‘strongly’ occupied NBOs are of-
ten used in the analysis of chemical bonding [39]. In this
work, in addition to the strongly occupied NBOs, we use the
more weakly occupied NBOs to construct the active space
of a RASSCFwavefunction forming oscillator orbital pairs.
Here, this allows us to extend the active space to describe
the important correlation effects that differ between ionic
and covalent states.
In a multi-reference configuration interaction expan-
sion, if one allows only single excitations from the ‘closed
shell sea’ (RAS1 in RASSCF), then one recovers the
so-called semi-internal correlation of Sinanog˘lu. Strictly
speaking, configurations including single excitations from
RAS1 coupled with single excitations from RAS2 recover
semi-internal and spin polarisation effects. If one includes
double excitations from the closed shell sea, then it is dy-
namic correlation energy that is being recovered. The effect
of semi-internal correlation on the relative energies of ex-
cited states with different bonding characteristics (eg. co-
valent vs. ionic) is strongly structure dependent, and thus
critically affects the shape of potential energy surfaces (i.e.
the correlation of a σ electron with a π electron will be
very different for a covalent as opposed to a zwitterionic
state [40]). In contrast, dynamic correlation is much less
structure dependent because it is approximately the same
for each state.1
In Section 2, we will illustrate how the concepts of cor-
relating orbital pairs and semi-internal correlation can be
used to build a RASSCF active space for these and related
systems using NBOs. Section 3 offers some technical spec-
ifications for the calculations. In Section 4.1, we show how
the energy of the B2 state of BD and CPD at the FC geom-
etry progressively lowers as the active space is increased
to include different correlation effects, and in Section 4.2,
we show how the RASSCF methodology can provide infor-
mation about the photochemical reaction path away from
the FC region. The article ends with concluding remarks in
Section 5.
2. Constructing an active space from NBOs
In this section, we illustrate the practical construction of the
RASSCF active space using the correlating orbital pairs
idea discussed previously. As mentioned in the introduc-
tion, we use NBOs as the practical implementation of the
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Figure 1. NBOs used to build the largest RASSCF active space
used in this study for BD at a C2v geometry, using the extended
basis set.
correlating pairs/oscillator orbital concept for the choice of
orbitals in the active space.
In order to describe π → π* transitions involved in the
lower valence electronic states, the most important orbitals
to include in the (RAS2) active space are the four 2p π
orbitals involving the unsaturated carbon atoms of BD and
CPD which are used in a traditional CASSCF(4,4) calcu-
lation. In the present case, we choose these orbitals from
two bonding and anti-bonding NBO pairs corresponding
to the two formal double bonds in the ground state of the
molecule. As can be seen from Figures 1 and 2, orbitals 1π
and 4π , along with 2π and 3π , fulfil the criteria of pairs of
correlating orbital partners, in the sense that they occupy
the same region of space but possess a different nodal struc-
ture. This is a different but equivalent way of presenting the
CASSCF(4,4) minimal π active space.
A CASSCF(4,4) active space cannot represent both
the zwitterionic state (B2) and the covalent state (A1)
Figure 2. NBOs used to build the largest RASSCF active space
used in this study for CPD at a C2v geometry, using the extended
basis set.
adequately for two reasons.(1) It misses the differential
(ionic vs. covalent) effect of σπ correlation [5,22,40–42]
and (2) the orbital description of the ionic state is inherently
much more diffuse than the covalent state [5,19,22,42,43]
(because of configurations involving charge redistribution);
therefore, it requires both 2p-type atomic orbitals and a set
of four oscillator orbitals built from 3p carbon orbitals with
additional nodes above and below the molecular plane, to
describe the correlation energy of the π system.
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The first effect, the differential (ionic vs. covalent) effect
of σπ correlation on the ionic state, can be understood
as arising from the mutual polarisation of the π and σ
electrons. This is a semi-internal correlation due to the σ
frame orbitals and, as alluded to in the introduction, the
structure dependence of this effect can affect the shape of
the potential energy surfaces. The semi-internal correlation
effect will be included by adding to the RAS1 sub-space
the σ NBOs localised on the inter-atomic axes between
carbon atoms (three for BD and five for CPD), and the
corresponding σ* in RAS3, and allowing only for single
vacancies in RAS1 together with single excitations into
RAS3.Oncemore, {σ, σ*} orbital pairs constitute localised
oscillator orbitals.
The second effect, correlation of the π system itself
[5–7,19,22], can be recovered by adding to the active space
a set of orbitals which will act as oscillator orbitals for the
π system, which in this case will correspond to 3p-type
π orbitals providing the extra nodal structure (analogous
to the 3d double-shell effect in first row transition metal
species [44]). It is important for the basis set to have enough
flexibility to describe such orbitals, which we achieved by
extending a conventional Pople-type basis set and specif-
ically adding a set of more diffuse (and penetrating) 3p
orbitals (see Section 3 for details) which already have the
desired extra node. π oscillator orbitals are used by adding
to the RAS3 sub-space four largely non-bonding 3p-type
orbitals centred on the carbon atoms from the NBO set (see
Figures 1 and 2). The fact that such NBOs give rise to the
desired oscillator orbital pairs can perhaps be better appre-
ciated by inspecting the orbitals obtained after the MCSCF
procedure shown in Figures 3 and 4. Since we are aiming to
recover π dynamical correlation, double excitations from
2p-type orbitals in RAS2 into 3p-type orbitals in RAS3
must be included; thus, whenever 3p-type orbitals are used,
we shall allow double excitations intoRAS3 (keeping single
vacancies in RAS1).
An alternative way of improving the dynamical corre-
lation of the π system is to include the extra 3p-type π
orbitals into the RAS2 space, as it was done in Ref. [19]
(in this latter case selected from the Hartree–Fock molecu-
lar orbitals, instead of NBOs as in the present description).
However, this results in a calculation with a higher number
of terms in the MCSCF expansion with no significant im-
provement of the resulting excited state energies, since, as
it will be shown subsequently, major contributions to the
description of the lower valence excited states arise from
σπ semi-internal correlation.
The two elements of the physical model for the active
space used here are therefore (1) σπ semi-internal elec-
tron correlation with {σ, σ*} orbital pairs limited to single
excitations and (2) dynamic correlation of the π electrons
using a set of π 3p oscillator orbitals in RAS3.
We make a final practical note on the use of NBOs
to build the RASSCF active space. As these orbitals are
Figure 3. Orbitals forming the largest RASSCF active space
used in this study for BD, built from the initial NBOs in Figure 1.
localised and do not have the same symmetry as the
molecule, it is desirable to canonicalise them in some fash-
ion before stating the RASSCF procedure. This could be
done by block diagonalising some one-electron operator.2
3. Computational details
All the calculations were carried out with a development
version of Gaussian [45], with its RASSCF implementation
described in Ref. [12]. Unless stated otherwise, all calcula-
tions were performed state-averaging between all the first
three valence states. Unlike in Ref. [19], no symmetry re-
strictions were imposed on the wavefunction.
D
ow
nl
oa
de
d 
by
 [I
mp
eri
al 
Co
lle
ge
 L
on
do
n L
ibr
ary
] a
t 0
1:1
3 0
8 A
pr
il 2
01
6 
1982 V. Santolini et al.
Figure 4. Orbitals forming the largest RASSCF active space
used in this study for CPD, built from the initial NBOs in Figure 2.
Throughout the study, two different basis setswere used:
a standard Pople 6-31G* basis set and an extended basis
set [19] obtained from the former by explicitly adding 3p
atomic orbitals to carbon atoms (all BD carbon atoms, but
only to the four unsaturated carbon atoms of CPD). The
3p functions used were taken from the 6-31G basis set of
silicon, which in this case consists of a contracted p function
with a radial node and an uncontracted p function without
a radial node. The use of this extended basis set will be
indicated by the ‘+3p’ notation.
The ground-state equilibrium geometry was optimised
at the CASSCF level with an active space of four electrons
in four orbitals with no state-averaging, using the standard
basis set, yielding a C2v equilibrium geometry for both BD
and CPD. (Note that bigger CASSCF active spaces [46]
and highly correlated methods [47] have suggested that
the planar C2v BD geometry is unstable with respect to
deformation of the central bond backbone dihedral and that
the local minimum corresponds to a distorted structure. As
the differences in electronic character between electronic
states are more marked in the symmetric geometry and can
be given a symmetry label, we will consider a C2v initial
BD structure as the FC geometry.)
The initial set of NBOs was obtained by diagonalising
the one-electron density matrix of the Kohn–Sham orbitals
of a DFT calculation with the B3LYP functional.
Evaluation of the gradientswas performedwithout solv-
ing the coupled-perturbed equations in the MCSCF cycle
[48],3 which introduces a small correction to the gradient
neglected in this study. These corrections increase with the
energy gap between states, and therefore are expected to
be more important at the FC region and negligible at CIs.
They are also more important if the change in orbital re-
laxation with change in geometry is very different for the
states being averaged over. In order to test the effect of the
coupled-perturbed equations on the calculation of the gra-
dient, CASSCF(4,8) calculations including all π orbitals in
Figure 3 were performed for BD with and without these
corrections. The magnitude of the difference of the two
gradient calculations on the B2 state at the FC geometry is
about 3% of the gradient magnitude.
The intrinsic reaction paths presented in Section 4.2
were calculated using the damped velocity Verlet algorithm
[49], which only requires gradient information, with the
velocity being set to 0.01 Bohr fs−1 at each step.
4. Results and discussion
4.1. Excitation energies
4.1.1. cis-butadiene
In this section, we study how the relative energy of the
three lower valence singlet states of BD varies as the active
space is gradually enlarged to include different correlation
effects described in Section 2 via the RASSCF procedure.
In this work, the notation RASSCF(a,b,c) will be used to
define the active space size, with a, b and c representing the
number of orbitals included in the RAS1, RAS2 and RAS3
sub-spaces, respectively.
Figure 5 shows the effect of adding each of the ingre-
dients in a stepwise fashion. At the CASSCF(4,4) level, no
σπ correlation is included, and the result shows a highly
destabilised ionic 1B2 state. The effect of the σ polarisa-
tion is included in the RASSCF(3,4,3) calculation, where
single excitations are allowed from RAS1 σ into RAS3 σ*
orbitals. Even if the energetic order of the states in this
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Figure 5. cis-butadiene singlet electronic state energies at the
ground-state equilibrium geometry. The experimental value cor-
responds to the maximum of a broad UV absorption band [50].
case is still not correctly reproduced, the inclusion of the σ
orbitals into the RAS1 and RAS3 sub-spaces was effective
in bringing the 1B2 state down in energy.
Using the extended basis set in the RASSCF(3,4,3) cal-
culation, a better description of the polarisation of the π
system by the σ frame is achieved. The improved descrip-
tion of the orbital polarisation effect further stabilises the
1B2 state, which gets closer in energy to the 2A1 but nev-
ertheless without inverting the excited-state ordering.
Increasing the size of the RAS3 active space by in-
troducing the four additional π orbitals from the 3p shell
and including double excitations into RAS3 orbitals (while
keeping only single excitations from RAS1), thus improv-
ing the description of dynamical correlation of the π sys-
tem, has proved to be fundamental to reproduce the correct
energetic state ordering in BD. While the introduction of
double excitations to RAS3 has a little effect on the σ* or-
bitals which conserve similar values of occupation number,
it has an important effect on the increase of π 3p occupation
number (note that the 2A1 state has an important contribu-
tion from a doubly excited π → π* configuration), stabil-
ising the active space. In this RAS(3,4,7)+3p calculation,
the 1B2 electronic state is significantly stabilised and lies
0.38 eV (8.6 kcal mol−1) below the 2A1 state.
The vertical energy values in Figure 5 illustrate how the
1B2 state is gradually stabilised by the stepwise inclusion
of the effects discussed in Section 2, and approaches the
position of the maximum UV absorption value [50]. Even
if our best estimate for the excitation energy to the 1B2
state is about 0.8 eV (18 kcal mol−1) above the maximum
absorption band and the best estimates of highly correlated
methods [7,22,51,52], in this work we are aiming at a bal-
anced, and qualitatively correct, description of the three
valence states in a single calculation using a modest size
basis set suitable for geometry optimisation, as well as an
illustration of the factors influencing the electron correla-
tion in these systems, instead of a high-accuracy calcula-
tion. Regarding the low oscillator strength transition to the
valence 2A1 state, to our knowledge no experimental in-
formation is available about the energy of this transition
at the ground-state equilibrium geometry, but equation of
motion coupled cluster [52] and CASPT2 (with an enlarged
π active space CASSCF reference wavefunction) [7] cal-
culations estimate it to be 6.8 eV and 6.04 eV, respectively.
In our RASSCF(3,4,7) calculation, we obtained a vertical
excitation energy of 6.76 eV, in good agreement with the
former value. As can be seen in Figure 5, the relative energy
of the 2A1 state increases by about 0.3 eV by adding the
semi-internal correlation due to σ electrons, while improv-
ing π electron correlation has the opposing weaker effect
of lowering the state’s energy.
Although the RASSCF(3,4,7)+3p calculation is fully
converged and gives a qualitatively good result, one of the
π orbitals in the RAS3 active space, the 9a2 orbital shown
in Figure 3, has a low occupation number (about 0.003),
revealing its contribution to the wavefunction is small. In
practice, the presence of this orbital makes the active space
unstable upon geometry deformation (the orbital is often
rotated out of the active space in the MCSCF procedure).
We thus removed this orbital from the active space in a
RASSCF(3,4,6)+3p calculation, obtaining only marginally
different results fromRASSCF(3,4,7)+3p.Note that the for-
mer calculation cannot be done a priori from NBOs such
as described in Section 2, as the removed orbital is a linear
combination of all the π orbitals involving the four car-
bon atoms in the molecule. The RASSCF(3,4,6)+3p active
space is the one used subsequently in Section 4.2 to explore
the S1 state potential energy surface.
4.1.2. Cyclopentadiene
As with BD in Section 4.1.1, here we study the energy of
the three lowest singlet valence states of CPD (which differs
fromBD by only the CH2 group closing the ring), as a func-
tion of different active space configurations in a RASSCF
procedure. The results are summarised in Figure 6.
The first calculation performed on CPD to introduce the
σ semi-internal correlation effect, including the σ bond-
ing and anti-bonding orbitals in the RAS1 and RAS3 sub-
spaces, is a RASSCF(5,4,5) calculation (i.e. the active space
increases from RASSCF(3,4,3) in BD with the inclusion of
the extra σ and σ* orbitals in the ring, as can be seen in
Figure 2). Even if BD and CPD molecules present very
similar structures, the inclusion of this first effect for CPD
already highlights a difference between the two in the treat-
ment of the electronic structure, with the 1B2 state lying 0.3
eV (7 kcal mol−1) below 2A1. This shows how the polari-
sation of the σ frame already corrects the result previously
obtained at the CASSCF(4,4) level, which was showing
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Figure 6. Cyclopentadiene electronic energy values at the
ground-state equilibrium geometry. The experimental value cor-
responds to themaximum absorption position on theUV spectrum
[24].
the 1B2 state more than 1 eV (20 kcal mol−1) above the
covalent state.
Further extending the size of the basis set to increase π
orbital flexibility, keeping the same RASSCF(5,4,5) active
space, results in a further stabilised 1B2 state, now standing
0.45 eV (10 kcal mol−1) below 2A1, as shown in Figure 6.
This latter result was further improved by explicitly intro-
ducing four 3p-type orbitals into the RAS3 active space
(see Figure 4), and by allowing double excitation into this
sub-space. The π dynamical correlation effect further sta-
bilises the 1B2 state, bringing it closer to the experimental
excitation energy [24]. In this case, the stabilisation applies
equally to the 1B2 and 2A1 states, as their energy difference
does not significantly change from the previous calculation.
These results suggest that, in contrast with BD, in CPD the
π dynamical correlation is less important than the semi-
internal correlation due to σ orbitals in the description of
the relative stability of the ionic and covalent excited states,
even if it contributes to lowering the vertical excitation en-
ergy, bringing it closer to the experimental value.
Similar to the BD case, our results for CPD show
computed vertical excitation energies to the 1B2 state more
than 0.65 eV (15 kcal mol−1) higher than the ones predicted
by coupled-cluster [26,53] and CASPT2 (with a minimal
four electrons in four orbitals [25,53,54], or a more ex-
tended active space [6], CASSCF reference wavefunction)
methods, which are in better agreement with the maximum
absorption position of the UV spectrum [24] (see Ref. [26]
for a brief discussion on the difference between maximum
absorption intensity and vertical excitation energy in
this system). The 1A1 →2A1 transition has a very low
oscillator strength and is thought to spectrally overlap
with the stronger 1A1 →1B2 transition [55]. Although no
definite experimental assignment has been done, and one
resonance Raman analysis [55] of the spectrum hints at a
2A1 energy value below 1B2, most high-level theoretical
estimates [6,25,53,54] point to a 2A1 state above 1B2
by a variable amount, usually with an excitation energy
from 1A1 above 6.3 eV (145 kcal mol−1). In our best
calculations, the excitation energy to 2A1 is 6.81 eV (157
kcal mol−1), which is within the range obtained in other
computations (note, however, that because our excitation
energy to 1B2 is overestimated, our 1B2–2A1 energy gap
is somewhat underestimated). As in the case of BD, σ
semi-internal correlation destabilises the 2A1 state relative
to the ground state, while π correlation weakly stabilises it.
The results obtained for CPD highlight that some dif-
ferences arise when comparing the electronic structure to
BD. Since the only structural difference between the two
molecules is the CH2 group that closes the cyclopentadiene
unit into a ring, to further test the effect of this group on the
electronic structure of the molecule, we performed a set of
tests on CPD inwhich the backbone σ orbitals involving the
CH2 group, namely orbitals 1σ , 2σ and corresponding anti-
bonding orbitals in Figure 2, were not included in the active
space. A first calculation performed at the RASSCF(3,4,3)
level (not shown in the figure) shows a result similar to the
one obtained in the BD context, as only including the σ or-
bitals relative to the butadiene unit in CPD does not result
in the correct excited state energy ordering, and the 1B2
state is 0.20 eV (4.6 kcal mol−1) above the 2A1 state. The
addition of the extended basis set makes the ionic and cova-
lent states almost degenerate and only increasing the RAS3
active space by adding the four 3p orbitals brings the 1B2
state below the covalent one. At the RASSCF(3,4,7)+3p
level, the energetic order of the states is correctly repro-
duced (see Figure 6), even though the energy gap between
the ionic and covalent states is small and, by comparison, is
even more narrow than the one obtained at the same level
of theory on BD. Semi-internal correlation due to the CH2
group σ orbitals is thus important in the description of the
excited electronic structure description for CPD.
As in the case of BD, the largest active space used for
CPD proved unstable to structural deformation; therefore,
in the studies of the S1 potential energy surface in Section
4.2, the RASSCF(5,4,5)+3p active space has been used as
it is sufficient to describe the correct state ordering in the
FC region.
4.2. Potential energy surface features
In Section 4.1 we have shown that our RASSCF approach
achieves a balanced description of the ionic and covalent
excited states of BD and CPD in the FC region. With an
active space that can describe σ semi-internal correlation
and π dynamical correlation, the ionic excited state is cor-
rectly below the covalent excited state at the FC geom-
etry. In this section, we extend our treatment to nuclear
geometries away from the FC region, making use of the
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Figure 7. Electronic energy profile along the reaction path on S1, starting from the FC geometry, for BD (left) and CPD (right). Thick
lines follow the gradient and conserve the C2v symmetry. These lines are styled as in Figures 5 and 6 according to the nature of the
electronic state 1A1 (fine dash), 1B2 (large dash) and 2A1 (solid). Thinner lines correspond to reaction paths that deviate from the C2v
symmetry, where the electronic states start to mix. The thin line colour reflects the predominant state character. The reaction coordinate is
expressed in mass-scaled displacement units, A˚ngstrom times squared root atomic mass units.
analytical gradient techniques available for MCSCF wave-
functions, such as RASSCF wavefunctions, to explore the
features of the photochemistry of these molecules, describ-
ing their reaction path on the S1 potential energy surface
and its CIs. In this section, BD and CPD are treated with a
RASSCF(3,4,6)+3p and aRASSCF(5,4,5)+3p active space,
respectively.
The photochemistry of BD and CPD will be initiated
on S1, as it presents an ionic character in the FC region and
is the one populated by photoexcitation. Figure 7 shows an
energy profile along the photoreaction path on the S1 state
both for BD and for CPD starting at the FC geometry. As
the gradient transforms according to the totally symmet-
ric representation of the molecular point group, the motion
along the mass-weighted steepest descent path conserves
symmetry and both molecules stay in a C2v configuration
(solid lines in Figure 7). As seen in Figure 8, the defor-
mation along the path changes the bond length alternation
(BLA), with extension and contraction of formally dou-
ble and single bonds, respectively (see Figure 9), which in
CPD involves mostly the butadiene sub-unit in agreement
with results in Ref. [25]. Along this path, relatively close
to the FC region, both systems reach a CI (or very narrow
avoided crossing) between S1 and S2, located 0.33 eV (7.6
kcal mol−1) and 0.57 eV (13 kcal mol−1) below the FC re-
gion for BD and CPD, respectively (see Figure 10), where
the electronic character of S1 changes from B2 to A1.
Further deforming the molecules on S1 along the (to-
tally symmetric) gradient, a stationary point on a generally
rather flat region of the S1 surface is reached, which has
some local instability with respect to the non-totally sym-
metric disrotatory motion for both BD and CPD, and is also
unstable with respect to non-totally symmetric pyramidal-
isation of the CH2 group of CPD. However, one should
be cautious about overstating the importance of this path
based only on gradient information, as both molecules dur-
ing dynamics can be expected to distort and deviate from
the mass-weighted steepest descent path before reaching
this point of the potential energy surface.
The first reason for deviations from the mass-weighted
steepest descent path on S1 is the existence of an S2/S1 CI
along this path. Figure 11 schematically shows the potential
energy surfaces along the branching space coordinates, for
either of the molecules on the S1 ionic state approaching
the CI. In both cases, the C2v mass-weighted steepest de-
scent path close to the CI forms a ridge on the S1 potential
energy surface, with themotion along non-adiabatic deriva-
tive coupling lowering the symmetry of the structure and
the energy of S1. This is general for systems approaching a
CI from the lowest electronic state [56], and is not specific
to the molecules studied here. In the vicinity of a CI, there
will be a direction in the coordinate space, orthogonal to
the direction of approach, which lifts the degeneracy by
lowering the energy of the lower lying electronic state (see
Figure 11). As the non-adiabatic derivative coupling is al-
ways tangential to the direction of approach of a CI [57],
the molecules will deform along the direction of this vec-
tor. The magnitude of this deformation will depend on how
deep are the potential energy ‘valleys’ on the side of the
CI (see Figure 11). In the case of both molecules studied,
the deformation along the non-adiabatic derivative coupling
is an in-plane deformation changing bond angles between
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Figure 8. Geometry deformations along the S1 reaction path for BD (left) and CPD (right). As in Figure 7, thick lines correspond to a
path in C2v while thin lines deviate from it, and are styled according to the S1 electronic character. BLA deformation of the butadiene
unit is measured from distortions with respect to the ground-state equilibrium geometry: extension of double bond 1 − contraction of
single bond + extension of double bond 2. Disrotatory distortion is measured by the dihedral angle of the hydrogen atom at the end of the
butadiene unit and the three nearest carbon atoms of this unit. While for BD Cs symmetry is conserved along the path (see the backbone
dihedral on the lower panel) and both ends of the molecule describe similar motions, for CPD, the symmetry is lost and the motion of both
ends of the molecule differs: different lines correspond to the dihedral of atom numbers 5 and 9 in Figure 10.
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Figure 9. Graphical representation of the forces (negative the
gradient) acting on both molecules in the S1 FC region (a and
b). The direction of the derivative non-adiabatic coupling in the
vicinity of the S2/S1 CI along the reaction path (c and d).
Figure 10. CPD and BD MECIs (c, d, e, f) and C2v CIs located
along the steepest descent path on S1 (a, b). The labels on the
bonds refer to the bond lengths. The numbers in brackets are the
energy differences with respect to the S1 state at the FC geometry.
(The cartesian coordinates of these structures are available as
Supplemental data.)
Figure 11. Schematic representation of the S2 and S1 potential
energy surfaces in the vicinity of the S2/S1 C2v CI. Colour indi-
cates the electronic character of each surface which changes at the
CI: green corresponds to the B2 and red to the A1 character. Ar-
rows represent the branching of the system’s trajectories/nuclear
wavefunction in the approach to the CI. In this representation,
the y-direction is the totally symmetric BLA mode represented
in Figure 9(a) and 9(b), which corresponds to the gradient and
the S2/S1 gradient difference direction for the system approach-
ing the CI. The x-direction is the non-totally symmetric in-plane
distortion mode in Figure 9(c) and 9(d), corresponding to the non-
adiabatic derivative coupling direction for the system approaching
the CI.
neighbouring carbon atoms represented in Figure 9(c) and
9(d), which results in a small stabilisation of S1. Therefore,
although some degree of in-plane asymmetric deformation
can be expected, it should be relatively small, and the initial
stages of the dynamics should be dominated by the BLA
character of the gradient [25].
A second reason for deviations from the initial mass-
weighted steepest descent path, and more important from
the photochemistry point of view, is that along the initial
sections of this path on the 1B2 surface both molecules
are unstable with respect to the disrotatory motion of the
butadiene sub-unit. We therefore initiated a second reaction
path, represented as dashed lines in Figures 7 and 8, starting
close to the S2/S1 CI but with a small disrotatory distortion.
This path will develop in an area of the S1 potential energy
surface which has mostly a covalent character.
In the first stages of the disrotatory distorted reaction
path of BD, the system largely mirrors the C2v path, with
a predominance of the BLA distortion and no further dis-
rotatory deformation until the system reaches a fully dis-
tended structure. For CPD, however, the BLA motion is
accompanied by disrotatory motion (see Figure 8). This
difference between the two systems can also be observed
in the S2/S1 minimum energy conical intersection (MECI)
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structures shown in Figure 10. While the S2/S1 MECI for
BD is almost planar (with a somewhat more extended struc-
ture than the one reported in the supplementary material of
Ref. [19]), with a small 5◦ disrotatory distortion, the CPD
S2/S1 MECI is lower in energy with respect to the FC region
and has a much bigger disrotatory distortion, similar to the
one obtained in [25].
This somewhat counter-intuitive comparatively lower
propensity of the BD S1 excited state to deform out of
plane could justify why a marked change in electronic char-
acter of the S1 state along the photochemical reaction path
can in principle be observed in this system (for the trans-
butadiene case, see [58]), while being much more nuanced
in CPD [25]. The change in electronic character of the state
is associated with a planar structure, when the symmetry
labels B2 and A1 for the electronic state wavefunction are
well defined, and the CI represented in the energy profile
in Figure 7 or a closely lying avoided crossing. Given the
propensity of CPD to deform out of planarity, the molecule
evolves to a so-called ‘mixed state’ quickly after excitation,
when it becomes difficult to assign an ionic or covalent
character to the S1 electronic state [25].
After reaching the extended, almost planar structure, the
reaction path of BD in Figure 8 starts a more pronounced
disrotatory deformation, accompanied by a slight regres-
sion on the BLA motion, until it reaches a local minimum
on the S1 surface with Cs symmetry. This is in agreement
with previous reports [15,16,59].
Photochemistry of BD is thought to further proceed by
a backbone dihedral distortion, which is likely to occur with
a small energy barrier [15–17,20,60], until a CI between S1
and S0 with a so-called cisoid structure is reached. We thus
proceeded to search for the lowest energy points along the
S1/S0 seam using the RASSCF methodology. For BD, the
MECI between the two lowest states had been optimised
at a CASSCF(4,4) level [20]. Starting from this geometry,
we build a RASSCF(3,4,6)+3p active space from NBOs, as
described in Sections 2 and 4.1. The result of this optimisa-
tion is the MECI structure 1.80 eV (42 kcal mol−1) below
the FC region displayed in Figure 10. The result is qualita-
tively similar to the starting structure, but with one-third of
the molecule staying roughly planar and a terminal carbon
distorting out of plane with a dihedral angle in the carbon
backbone of 57.4◦.
In contrast with the reaction path of BD, the reac-
tion path of CPD does not reach a local minimum on the
S1 surface. After about 20◦ of disrotatory distortion (see
Figure 8), the molecule starts a more pronounced butadi-
ene unit dihedral deformation which breaks the symmetry
of the molecule and eventually leads to an S1/S0 CI which
largely resembles the MECI structure reported in Figure
10(f). This shows that a barrierless photochemical reaction
path exists between the FC region and an S1/S0 CI for CPD
at our chosen RASSCF level of theory, in agreement with
Ref. [25].
Ref. [25] reports finding three MECIs between the
S1/S0 in CPD calculated at the MS-CASPT2 level with a
CASSCF(4,4) reference wavefunction. Two of these result
from torsion around one of the two double bonds, whereas
the last one results from a disrotatory motion where both
double bonds in CPD are twisted. All these structures were
reported to lie in a very narrow interval of energies, sug-
gesting a very flat intersection space landscape. For each
of these structures, we constructed a RASSCF(5,4,5)+3p
active space from NBOs, and have obtained in all three
cases an energy gap between S1 and S0 of more than 1 eV.
We note, however, that the potential energy surfaces are
particularly steep in this region of nuclear coordinates (see
the S0 surface in Figure 7), and reoptimising each of these
structures, all three calculations converged to a singleMECI
structure shown in Figure 10. The optimised structure has
four carbon atoms (including that of theCH2 group) roughly
in a plane, with the remaining carbon atom distorting out
of plane in an analogous arrangement to the BD MECI.
Although different, the obtained structure most resembles
structure eth1 of Ref. [25], the lowest in energy from the
three originally reported, via which more than 70% of the
excited-state population decays to the ground state [25] and
closest to the structure at the end of the reaction path we
calculated.
5. Concluding remarks
The simultaneous description of ionic and covalent elec-
tronic excited states still presents a challenge to current
electronic structure methods. This is particularly important
in studying photochemistry, when the electronic character
of themolecular system changes along the reaction path and
a balanced description of ionic and covalent states critically
affects the shape of the potential energy surfaces.
In this study, we have illustrated for two simple, but
challenging, cis-diene systems how RASSCF is able to
provide a qualitatively correct description of the electronic
structure of the three lowest valence states in the FC region,
but also how it gives a correct account of the photochemical
path of these systems, with relatively modest computational
requirements.
We have shown how aRASSCF active space can be con-
structed from NBOs, with the orbital choice being guided
by the concept of correlating orbital pairs/oscillator orbitals
and the order of the configuration interaction expansion
guided by the concepts of semi-internal and dynamical cor-
relation.
For cis-butadiene, both semi-internal correlation be-
tween the π system and the σ framework and dynamical
correlation of π orbitals provide important contributions to
the stabilisation of the ionic excited state. For cyclopenta-
diene, σπ semi-internal correlation effects dominate over
π dynamical correlation.
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Notes
1. Initially, one might be tempted to suggest that the single ex-
citations of semi-internal correlation are merely polarisation
effects that are usually included in the orbital optimization.
However, as discussed by Sinanog˘lu and others, this is true
correlation between electrons in the RAS1 space and elec-
trons in the RAS2 space that cannot be recovered as a result
of orbital optimization.
2. This can be achieved using the forceabeliansymmetry key-
word in the Gaussian program.
3. This is achieved using the nocpmcscf keyword in theGaussian
program.
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