In this paper, the concept of a global generalised characteristic number is defined and global zero dynamics algorithm is developed. Based on the feasibility of this algorithm, a global diffeomorphism is constructed, under which the original system can be put into a global canonical form. Sufficeint conditions for the existence of the global diffeomorphism are provided.
Introduction
Consider a nonlinear singular systems in the following form,
where x ∈ R n is the vectors of differential variables, z ∈ R s is the vector of algebraic variables, u ∈ R m is the vector of input and y ∈ R m is the vector of output. f 1 (x), Copyright © 2008 Inderscience Enterprises Ltd. f 2 (x), p 1 (x), p 2 (x), g 1 (x), g 2 (x) and h(x) are matrix-valued smooth functions with dimensions n × 1, s × 1, n × s, s × s, n × m, s × m and m × 1, respectively. It is well known that canonical forms play an important role in both linear control and nonlinear control because they can be used to simplify many control problems, such as system identification, state estimation, model reduction, and controller design. The most popular canonical form is Brunovsky form (Brunovsky, 1970) for linear state-space systems and the most useful canonical form for nonlinear state-space systems is the normal form (Isidori, 1995) . The study of canonical forms for linear singular systems was done by Helmke and Shayman (1989) , Glusing-Luerben (1990) , Vafiadis and Karcanias (1997) and others. The standard canonical form defined for linear singular systems in Rosenbrock (1974) was extended to nonlinear system in Brenan et al. (1996) . A local standard form was defined for nonlinear singular systems in Liu and Ho (2004) by introducing the regularisation algorithm and stabilisation algorithm.
The aim of this paper is to extend the local standard form proposed in Liu and Ho (2004) to the global case. First the concept of a global generalised characteristic number is defined by using an algorithm, which is a generalisation of the first algorithm in Liu and Ho (2004) . Second, a global zero dynamics algorithm is introduced, which is a combination of the regularisation algorithm and stabilisation algorithm in Liu and Ho (2004) . With the assumption that the global zero dynamics algorithm is feasible and the vector fields defined in equations (39)-(41) are complete, a global diffeomorphism can be constructed. It is proved that the global diffeomorphism transforms the original system into a canonical form. The global canonical form can be considered as a generalisation of the global normal form for nonlinear state-space systems defined in Schwartz et al. (1999) . It is shown that the zero dynamics can be determined from the global canonical form. Finally, an example is given to show the existence of the global canonical form.
Throughout this paper, R n denotes the n-dimensional Euclidean space. For vector-valued smooth functions f (x) ∈ R n and g(x) ∈ R n , a smooth real function h(x), and a matrix-valued smooth function p(x) = [p 1 (x), . . . , p r (x)] with p i (x) ∈ R n , the following notations will be used.
where [f, g] denotes the Lie bracket and k is an integer.
Global zero dynamics algorithm
In this section, the concept of global generalised characteristic number is first introduced, which is a global version of Algorithm 1 in Liu and Ho (2004) . Then based on this concept, the global zero dynamics algorithm is developed.
Global generalised characteristic number
Consider an algebraic constraint described by
with the matrix [b 0 (x)c 0 (x)] having full row rank q for all x ∈ R n . Then, saying φ i (x), a given smooth function, has a global generalised characteristic number r i with respect to equation (4) means that the generalised characteristic number r i can be defined globally by carrying out Algorithm 2 in Liu and Ho (2004) or Algorithm 1 in Liu and Celikovsky (1997) . For completeness, the algorithm is recalled as follows:
Algorithm 1: (Generalised Characteristic Number)
Step 1:
has constant rank q for all x, then the
has full row rank q implies that there exists a unique vector valued smooth function
for all x. Thus define φ
, set k = 1 and go to the next step. Otherwise, set r i = 1 and terminate the algorithm.
Step k + 1: Assume that a function sequence of
has constant rank q for all x, then there exists a unique vector valued smooth function e
, set k = k + 1 and go to the next step. Otherwise, set r i = k + 1 and terminate the algorithm. The integer r i produced by Algorithm 1 is defined to be a global generalised characteristic number of function φ i (x) under the constraint (4). Differentiating φ i k (x) with respect to time gives
and
Note that the generalised characteristic number includes the characteristic number defined in Nijmeijer and Van der Shaft (1990) as a special case because the former becomes the latter if there is no algebraic equation in the system in consideration.
Global zero dynamics algorithm
This subsection will develop a global zero dynamics algorithm. The algorithm begins with decomposing the algebraic constraint equation (2) into the form of equations (10) and (11). Then, hiden constraints are combined with the output equation
Finally, the generalised characteristic number of φ i (x) is calculated.
Algorithm 2: (Global Zero Dynamics Algorithm)
Initialisation step: Consider the algebraic constraint (2) and suppose that the matrix
] has a constant rank, say s 0 , for all x. Without loss of generality, assume that its first s 0 rows, denoted by
where p s0+i 2 (x) and g s0+i 2 (x) are the (s 0 + i)th rows of p 2 (x) and g 2 (x), respectively. Set
where a 0 (x) is the vector valued function composed of the first s 0 rows of f 2 (x), and f s0+i 2 is the (s 0 + i)th row of f 2 (x). Then, it is easily seen that the algebraic equation (2) becomes
Substituting equations (10) into (11), the following hidden constraints are identified.
Now define functions
Let φ i (x) = 0 and k = 1. Go to Step k.
Step k: Suppose that
Step k − 1 produces the following algebraic constraint equation
Carry out Algorithm 1 on φ k (x) to calculate its generalised characteristic number under the constraint (14). Then,
and from equation (8) dφ
Substituting equations (14) into (15), it follows from
As a result, the new algebraic equation is given by
where
If the matrix b k (x) c k (x) has full row rank s 0 + k for all x, and k < p + m, then set k = k + 1 and go to the next step. Otherwise, terminate the algorithm.
Note that the algorithm may terminate at step k = p + m or at step k < p + m because the matrix b k (x) c k (x) does not have full row rank for all x. Algorithm 2 is said to be feasible if it terminates at step
, and c(x) = c p+m (x). Then, the feasibility of Algorithm 2 means that the matrix b(x) c(x) is nonsingular for all x.
Under the assumption that Algorithm 2 is feasible, a submanifold M * with
is obtained. Since M * ⊆ M, the solutions must be impulse-free for any initial condition
Remark 1: Note that Algorithm 2 can be obtained by first carrying out Algorithm 2 and then Algorithm 3 with F i (x) being set to zero in Liu and Ho (2004) . In this sense, Algorithm 2 can be considered as a combination of Algorithms 2 and 3 in Liu and Ho (2004) .
Global diffeomorphism
Based on the zero dynamics algorithm, a global diffeomorphism is defined, which gives the global normal form of the system (1)-(3) under the new coordinates. Before set up the global diffeomorphism, the following useful Lemmas are first developed. It is easily seen that the feasibility of Algorithm 2 guarantees that the matrix
is invertible for all x. Now define vector fields as follows.
Then, the vector fieldsf 1 (x) andg 1 (x) have the following property.
Lemma 1:
where e t kj (x) denotes the jth column of e t k (x).
] denotes the first (s 0 + t) rows of Π(x). So, it is easy to verify
with I j an identity matrix of dimension j. It follows from Algorithm 2 that for k = 0, 1, . . ., r t − 2, and t = 1, . . ., p + m,
and for t = 1, . . ., p + m,
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Using equations (29)- (34), together with equations (27) and (28 ), a simple calculation shows that for k = 0, 1, . . ., r t − 2 and t = 1, . . ., p + m,
Similarly, for k = 0, 1, . . ., r t − 2 and t = 1, . . ., p + m,
Thus, the proof is completed.
Now, define the following vector fields
whereg 1,s0+j (x) represents the (s 0 + j)th column ofg 1 . Then, the above vector fields have the following property.
Lemma 2:
Proof: By definition, Y p+m 1 (x) =g 1,s0+p+m (x). Thus, it follows from Lemma 1 that 
By using the identity (Isidori, 1995) , it is easy to show that
By induction, it can be verified that the lemma is true for Y p+m j (x), j = 1, . . ., r p+m .
By the construction of
Now assume the lemma is true for Y 
Similar to equation (45), it can be shown that
By induction, it can be verified that the lemma is true for Y 
are linearly independent for all x.
Proof: It follows from Algorithm 2 that e k i (x) satisfies the following equation
and the matrix [b
is nonsingular for all x. Then, multiplying both sides of equation (49) by
Now define f
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Note that the first matrix on the right-hand side has full row rank and
is nonsingular. Therefore, the matrix on the left-hand side has full row rank, which implies thatĉ t+1 (x) must be non-zero for all x.
In addition, the following conclusion is true for vector fields f t and g t .
In fact, a simple calculation shows that for i = 0 and k = 1,
where 0 ≤ j ≤ r t+1 − 1 and 0 ≤ t ≤ p + m − 1. Then, by using equation (57), together with equations (51)- (55), it is easily obtained that
which means that the conclusion (56) is true for the case of i = 0, k = 1 and all t. By the same reasoning as the case of i = 0 and k = 1, it is straightforward but tedious to prove that equation (56) is true. Now, by using equation (56), the following equality holds. 
where the symbol ' * ' denotes a nonzero function. Sinceĉ t+1 (x), t = 1, . . ., p + m, is nonzero for all x, the matrix on the right-hand side of equation (58) is nonsingular for all x, which implies that Lemma 3 is true.
The set of equations (62)- (67) is called the canonical form.
In what follows, we will determine the zero dynamics for the standard form. To this end, let
Due to the nonsingularity of Π(x), we have
Substituting equation (68) into equations (62)- (67) yields the following zero dynamicṡ
where f 1i (η, ξ, ς) =f 1i (η, ξ, ς) − [p 1i (η, ξ, ς)ĝ 1i (η, ξ, ς)]Π −1 (x)a(x) with x = Φ −1 (η, ξ, ς).
Remark 2: Note that the canonical form defined in equations (62)-(67) reduces to one defined by equation (62) and equations (66)-(67) when the algebraic equations are removed, which is the same as the normal form defined in Isidori (1995) or Schwartz et al. (1999) . Therefore, the global normal form in equations (62)- (67) is a generalisation of the global normal form in Schwartz et al. (1999) .
Example
In this section, we consider the following nonlinear singular systeṁ 
Conclusion
A zero dynamics algorithm has been proposed for nonlinear singular systems, which can be used to determine a part of new coordinates. Sufficient conditions for the existence of a global diffeomorphism are provided. Under the new coordinates, the nonlinear singular system admits a global canonical form. It is expected that the results given in this paper can be used to design global stabilising feedback controllers for nonlinear singular systems.
