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Abstract
This work is devoted to investigation of free-surface ow associated with drop im-
pact. The main goal of the work is the computational and the theoretical study of
the ow generated by drop collisions and drop impact onto dierent surfaces, with
relevance for spray impingement.
The considered ow congurations include drop impact onto a shallow liquid layer,
binary drop collision, drop impact onto a dry wall, nonisothermal drop impact onto
a heated wall with the accompanying simultaneous heat transfer within the wall,
and drop impact onto a porous substrate.
The potential of the new interface capturing methodology developed by OpenCFD
Ltd and based on the volume-of-uid (VOF) model within the framework of Compu-
tational Fluid Dynamics (CFD) is evaluated by contrasting the results of numerical
simulations to the in-house experimental results and the existing experimental and
numerical result databases. The novelty in the numerical approach is the introduc-
tion of an additional convective term into the equation for the indicator function,
which acts as an articial compressive contribution in the integrated equation and
enables suppression of the numerical diusion thereby providing a sharp denition
of free surfaces. The ows studied are treated as being laminar and computed in
the framework of the nite-volume numerical method.
In general, the numerical model and the computational procedure demonstrate
good predictive capabilities by reproducing correctly the studied ows mentioned
above, both qualitatively and quantitatively. All important eects observed in the
experiments are reproduced and particularly some distinctive features of the ow
are properly captured.
The numerical simulations of the dierent ow congurations pertinent to spray
impact provide a detailed insight into the dynamics of the ow and enable analytical
modeling using simplied theoretical approaches. In particular the computational
results provide all the ow details which are inaccessible by present experimental
techniques, they are used to prove the theoretical assumptions and yield the required
database for dening new ow patterns and their analytical modeling.
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Zusammenfassung
Untersuchung der Stromung mit freien Oberachen verbunden mit
Tropfenaufprall: numerische Simulationen und theoretische
Modellierung
Die vorliegende Arbeit beschaftigt sich mit Untersuchung von Stromungen mit
freien Oberachen verbunden mit Tropfenaufprall. Das Hauptziel der Arbeit ist
die numerische und die theoretische Untersuchung der Stromungen erzeugt durch
Tropfenkollisionen und Tropfenaufprall auf verschiedene Oberachen, die von Be-
deutung in Sprayaufprall sind.
Die in Betracht gezogenen Stromungskongurationen beziehen Tropfenaufprall
auf eine ache Flussigkeitsschicht, binare Tropfenkollisionen, Tropfenaufprall auf
eine trockene Wand, nicht isothermen Tropfenaufprall auf eine beheizte Wand mit
der gleichzeitigen Warmeubertragung innerhalb der Wand und Tropfenaufprall auf
eine porose Schicht ein.
Das Vermogen der neuen auf dem volume-of-uid (VOF) Model basierenden und
von OpenCFD Ltd vorgeschlagenen Methodologie zur Erfassung der freien Obera-
chen im Rahmen von Computational Fluid Dynamics (CFD) wird beurteilt durch
Gegenuberstellung der numerischen Ergebnisse den vor Ort gewonnenen experi-
mentellen Ergebnissen und der existierenden experimentellen und numerischen Da-
tenbank von Ergebnissen. Die Neuigkeit in dem numerischen Verfahren ist die
Einfuhrung eines zusatzlichen Konvektionsterms in die Transportgleichung fur die
Indikatorfunktion, welches eine kunstliche kompressive Auswirkung in der integri-
erten Gleichung erzeugt und zur Unterdruckung der numerisch erzeugten Diusion
fuhrt und dabei eine scharfe Denition der freien Oberachen ermoglicht. Die unter-
suchten Stromungen werden als laminar betrachtet und im Rahmen des numerischen
Finite-Volumen Verfahrens berechnet.
Generell, das numerische Model und die Rechenprozedur demonstrieren eine gute
pradiktive Kapazitat indem sie die untersuchten oben genannten Stromungen ko-
rrekt reproduzieren, sowohl im qualitativen als auch in quantitativen Sinne. Alle
wichtigen Eekte aus den Experimenten werden reproduziert, wobei speziell einige
kennzeichnenden Merkmale genau erfasst werden.
Numerische Simulationen der verschiedenen Stromungskongurationen bezogen
auf Sprayaufprall liefern einen detaillierten Einblick in das dynamische Verhalten
der Stromung und ermoglichen analytische Modellierung unter Einsatz von vere-
infachten theoretischen Ansatzen. Die Rechenergebnisse stellen insbesondere alle
derzeit mit experimentellen Methoden unzuganglichen Details der Stromung zur
Verfugung, sie bestatigen die theoretisch getroenen Annahmen und bringen die
erforderliche Datenbank der Ergebnisse zum Denieren neuer Stromungsstrukturen
und deren analytischen Modellierung hervor.
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1 Introduction
1.1 Background and Motivation
Collision of a drop with a surface can be observed in everyday life and also builds the
basis of spray impact. The phenomenon of a drop impact is not only aesthetically
beautiful, but also is a challenging physical problem, very rich in uid dynamics,
requiring insight which may enable improvements in many technical, environmental
and industrial elds to be achieved. The impact of a single drop on a surface has
attracted the attention of scientists for over one century, though detailed studies of
its dynamics were not possible before high-speed digital cameras could be used for
photography and powerful computers for calculations.
The imposing phenomena occurring when liquid drops splash on various surfaces
is of great relevance to various applications, ranging from sprinkler systems for
re suppression, soil erosion, dispersal of seed and microorganisms and pesticide
spraying in agriculture, steam turbines, spray cooling to enable high heat uxes in
microelectronics where even small temperature gradients across the chip may cause
component failure, high-quality ink-jet printing and coverage of surfaces in paint
spraying, to internal combustion engines with direct fuel injection, where the fuel is
sprayed into engine cylinders in a form of small droplets which splash on the inner
walls of cylinders and applications involving liquid deposition, where it is desirable
to deposit a droplet without trapping air bubbles. Splashing of drops on liquid
layers is of importance in atmospheric sciences for separation of electrical charges
by the liquid disintegration during splashing. Rainwater separation in water boxes
in air-conditioning systems in automobiles also requires knowledge and control over
this process. In medical science cryogenic spray cooling is used to pre-cool the outer
layer of the human skin during dermatological laser treatments such as hair removal.
Deposition of a liquid onto a solid surface is often performed with the use of
liquid droplets. Forced wetting is an important mechanism in coating processes,
where a thin liquid layer is continually deposited onto a moving solid surface, and
plays an important role in composite manufacture and designing molding processes
which require a knowledge of the lling front evolution in order to avoid defects
such as dry spots. Microfabrication of electronic circuits produced by precision
solder-drop dispensing requires knowledge in drop impact.
Investigations of heat transfer during impingement of small drops are of par-
ticular interest since the thin liquid layer formed by a number of small-size droplets
enhances heat transfer rates compared to thicker liquid layers. In the process indus-
try equipment is used that often requires rapid heat removal from solid surfaces to a
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liquid. The heat rate depends to a great extent on the manner in which heat is trans-
ferred from or to the surface. Heat removal from a hot surface by spraying it with
liquid represents an enhanced way of cooling. In such technologies the nonisother-
mal ow generated by impacts of drops and their interactions represents a core of
the physical process. The liquid-vapor phase change process, such as evaporation
of liquid drops, plays a major role in air-conditioning or refrigeration systems and
combustion engines. Another example is the solidication of rain droplets falling
onto airplane wings, which may lead to accumulation of ice structures within the
boundary layer and may signicantly inuence the aerodynamics of ight.
The development of fuel cell systems as an alternative power source in automo-
tive industry has become very attractive. Such systems consume either hydrogen or
hydrocarbon fuels to enable electrochemical reaction within the fuel cell membrane.
The water produced in the cell ensures the ion conductivity of the membrane, but
too large amounts of water may degrade the fuel cell performance. The water within
the cell forms droplets rather than a liquid lm, which are swept away by the air
owing with the velocity determined by the droplet size.
A distinct area of investigation in uid mechanics deals with the process of spray
impact. When a spray impacts on a target, single droplet collisions occur at time
scales determined by the spray impact parameters, such as distributions of drop sizes
and velocities and ux densities. During the process several interacting occurrences
take place. Single drops penetrate into the wall lm and cause cavities or craters to
be formed in the underlying liquid lm, the sides of which may rise and build thin
circumferential liquid sheets known as a crowns or coronas. The uprising crowns
collide with the incoming drops and inuence their motion. The collisions between
drops occur also already before reaching the surface, thereby exchanging mass, mo-
mentum and energy with each other. Due to continuously impacting droplets, the
surface of the wall lm covering the substrate is highly irregular and deformed, lead-
ing to a strong interaction between the falling droplets and the lm. In this manner
the continuous process of spray impact consists of a number of subsequent single
drop impacts and interactions, all having in general dierent impact conditions and
producing dierent outcomes. Tropea and Roisman [114] have shown that the sin-
gle droplet impingement models can be extrapolated to the spray impingement in
the case of sparse sprays, however this approximation is questionable for very dense
sprays.
The small scales and high velocities involved inhibit direct experimental access
to these phenomena where high-speed photography is a primary source of informa-
tion, which is the reason why numerical simulations are receiving more and more
attention. For practical reasons, direct numerical simulation (DNS) of spray im-
pingement is far beyond the capacity of the present computer power. This is because
spray impact involves a large range of dierent time and length scales. Sprays con-
sist of a large number of drops of dierent sizes and velocities impinging on a surface.
The length scale of the wall lm uctuation may be much larger than the diameter of
a single drop and the time scale determining these uctuations may be much larger
than the time scale of a single-drop impact. The two-phase ow of the underlying
gas and the falling droplets is rather complex and dicult to model by the existing
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turbulence models. Thus, a deterministic approach for spray impingement including
individual treatment of all droplets is still practically impossible.
Investigations of spray impact may be conducted twofold. For engineering ap-
plications the representative statistical values are of importance. These include
statistically averaged values using probability density functions to represent dis-
tributions of droplet sizes, their velocities as well as other data enabling integral
engineering analysis, such as average heat transfer from the surface to the spray in
cooling applications. Obtaining such values is rather dicult, both experimentally
and numerically. Therefore mathematical models resulting from simplied analy-
sis are commonly used in industry for optimization or parameter studies. On the
other hand, in order to gain insight into the fundamental underlaying physics of
spray impact, studying ows induced by single-drop impacts presents a reasonable
alternative. The key is the possibility to reproduce identical initial and boundary
conditions to a great extent in single-drop impacts. Thus, single-drop impact studies
may be conducted by isolating eects of one or several parameters, which represents
a great diculty in experiments with sprays. Clearly, such investigations cannot be
conducted by observing impacts of single drops during the impingement of a spray.
Impingement of an isolated single drop can be modeled relatively accurately, whereas
the impingement of a spray is much more complicated due to the complex drop-to-
drop and drop-to-wall lm interactions and vice versa. In simulations of spray
impingement such complicated eects are commonly neglected (Mundo et al. [61])
and the modeling is based solely on the splashing criterion which determines the
number and the sizes of the secondary droplets.
On the other hand a single-drop impact onto a surface also imposes challenges
for development of numerical models but it represents an excellent model system
which enables assessment of their capabilities. Rapid advances in computer hardware
and developments of numerical algorithms have enabled a broader use of computa-
tional methods for investigating the drop impact phenomena. Numerical simulations
provide a detailed database comprising not only the dynamics of the drop surface
with respect to its position and form but also the temporal behavior of entire velocity,
pressure and temperature elds, being beyond the reach of the existing experimental
methods.
A complete understanding of the drop impact phenomenon still remains non-
trivial and challenging. For many applications of practical interest, the hydrody-
namics and heat transfer, as well as physical and chemical mechanisms governing
the process of liquid displacing a uid from a solid surface are still unresolved. The
main reason is the dierence between the molecular or submicroscopic length scales
at which the process in reality takes place and the macroscopic scales accessible by
experimental equipment.
1.2 Flows Generated by Impacts of Drops
The nal outcome of drop impact depends on various parameters, such as the magni-
tude and direction of the impact velocity, physical properties of the liquid including
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surface tension, roughness and wettability of the impacting surface and optionally
nonisothermal eects including wall and ambient temperature and phase change.
Numerous additional inuencing factors may aect the outcome: the drop may not
be of a perfect spherical shape at the instant of impact, the impacting target may be
a perturbed surface of an underlying deep pool or a shallow lm of same or dierent
liquid, a dry or partially wetted hard, deformable or porous substrate, which may
further be at or curved, normal or inclined to the incoming drop, the liquids may
be non-Newtonian, miscible, etc.
1.2.1 Dimensionless Parameters Characterizing the Flow
In order to establish general parameters describing the impact conditions and to
enable the direct comparison between dierent cases, several dimensionless param-
eters can be used. These parameters are used to characterize the ow and heat
transfer using dimensional length and time scales and combining with them the
thermophysical properties of uids.
As a scale for the time, the time required for a drop to cover a distance of one
diameter, i.e. D0=U0 is commonly used. Thus, the time is made dimensionless as
t = t
U0
D0
: (1.1)
Normalization of lengths expressing dimensionless heights of spreading drops or
spreading diameters (termed spreading ratios), dimensionless boundary layer thick-
nesses or dimensionless penetration depths in cases of drop impact on a liquid lm,
is performed using drop diameter D0 and liquid lm height H0, or some equivalent,
as length scales
D =
D
D0
; (1.2)
H =
H
H0
or H =
H
D0
: (1.3)
Reynolds number represents a measure of relative importance of inertial and
viscous eects
Re =
D0U0

: (1.4)
Weber number presents a ratio between inertial and surface tension forces
We =
U20D0

: (1.5)
Ohnesorge number provides an estimate of the strength of the viscous forces
relative to inertial and surface tension forces
Oh =
p
We
Re
=
p
D0
: (1.6)
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Capillary number represents the inertial and viscous eects relative to the sur-
face tension
Ca =
U0

: (1.7)
In cases involving heat transfer, dimensionless parameters relating the ow to
the heat transfer are the Prandtl number
Pr =


; (1.8)
representing the ratio between momentum and thermal diusivities, then the Peclet
number
Pe = RePr =
D0U0

; (1.9)
relating the rate of advection of a ow to its rate of thermal diusion, and the Eckert
number
Eck =
U20
cpT
; (1.10)
providing the ratio of the kinetic energy and enthalpy and commonly used in esti-
mating the importance of viscous energy dissipation.
Froude number, comparing the eects of inertial and gravitational forces is used
in cases with signicant inuence of gravity
Fr =
U20
gD0
: (1.11)
If the ow includes more than one drop the characteristic dimensionless numbers
are commonly expressed using the relative drop velocity. For example, in the case
of binary drop collision the impact velocity of one drop is half of the relative drop
velocity and therefore Wer = 4We, Rer = 2Re. Here Wer and Rer are the impact
Weber and Reynolds numbers based on the relative velocity of the drops as often
used in the studies of binary drop collisions.
1.2.2 Flow Patterns
Drop impact onto a thin pre-existing liquid layer on the wall may lead to dierent
ow patterns depending on the drop impacting velocity. An experimental study on
the impact of a train of drops onto a solid surface conducted by Yarin and Weiss [135]
revealed two dierent outcomes. At lower impact velocities the drops deform into
a thin lamella spreading over the wall with a rim formed at its edge, whereas if the
impact velocities are higher and the surface is wetted the lamella deforms into an
uprising crown-like thin liquid sheet with a rim at its top edge ejecting a number of
secondary droplets. The crown formation is a consequence of the momentum jump
in the region where the fast-moving liquid in the lamella meets the liquid in the
stationary layer. It is referred to as splashing and this scenario is shown on the
photograph in Fig. 1.1 from Cossali et al. [17], which clearly resolves the unstable
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free rim where small nger-like jets are generated from bending perturbations of
the rim before braking up by surface tension and enabling secondary droplets of
dierent sizes to be detached from their tips. The free rim on the top of the crown
propagates with the velocity determined by the surface tension, the liquid density
and the thickness of the crown wall (Taylor [111]).
Figure 1.1: Drop splashing, from Cossali et al. [17]
Neglecting viscous losses at the instance of the impact Yarin and Weiss [135]
found an asymptotic solution to the ow in a thin liquid layer and derived an
analytical model for the dimensionless crown radius in the following form
Rcr = 
q
(t  ); (1.12)
applicable to single-drop impacts, where  depends on the impact velocity, the initial
drop diameter and the thickness of the pre-existing liquid lm and  is the time shift.
The critical conditions at which splashing occurs is termed the splashing thresh-
old. The threshold velocity for splashing is found by Yarin and Weiss [135] to be a
function only of physical properties, indicating the fact that the crown ejection has
its origin in the spreading lamella long after the actual time instance of the impact.
In single-drop impacts onto a thin liquid lm an equivalent parameter characterizing
the splashing threshold is the so-called K-parameter introduced by Cossali et al. [17]
K =
We
Oh0:4
; (1.13)
which depends on the relative lm thickness and on surface roughness for very thin
liquid lms. A higher roughness aects the ow in the thin region in the vicinity
of the surface, triggering the splash at lower impact velocities and therefore the
splashing threshold decreases with increasing surface roughness.
In the initial moments of the impact at higher velocities the formation of a
small-scale radial jet in the region of the neck between the drop and the liquid layer
may be observed. This jetting results from squeezing the liquid of the oncoming
drop and pushing it outward with the speed that can be an order of magnitude
higher than the drop impact velocity. Another phenomenon observed in the initial
moments of impact is the air encapsulation, pertinent also to drop collisions with
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the dry substrate or in binary drop collisions. An air lens may be entrapped between
the oncoming drop and the impacting target which evolves into a toroidal shape and
nally leads to formation of one or several small air bubbles.
In impacts onto a dry surface the possible ow patterns are much more diverse.
In experiments done by Rioboo et al. [91] several dierent outcomes were observed.
In Fig. 1.2 six horizontal lines represent time sequences of the ow regimes after
drop impact termed as deposition, prompt splash, corona splash, receding break-up,
partial rebound and complete rebound, respectively.
Figure 1.2: Drop impact onto a dry wall, from Rioboo et al. [91]
In the deposition regime the lamella stays spread over the surface. The spreading
ratio is proportional to the square root of time in the initial phase, whereas the
dependence on the liquid properties becomes pronounced only at later stages of the
spreading. Prompt splash is characterized by higher impact velocities and increased
surface roughness resulting in detachment of small-sized droplets from the edge of
the spreading lamella. The lamella stays spread over the surface as in the previous
case. If the surface tension is decreased, the lamella may detach from the wall and
crown is formed similar to the drop impact onto a liquid layer. The resulting ow
pattern is the corona splash and the formation of the crown is triggered by surface
roughness.
An important issue in drop impact on a surface is the surface capillarity, repre-
sented by the contact angle which develops between the impacting dry surface and
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the drop surface. In many industrial processes, speed and uniformity of wetting
must be controlled in such manner that overrunning and entrainment of the uid,
commonly gas, being displaced by the advancing liquid must be avoided. In impacts
at higher velocities, after the lamella has reached the maximum spreading ratio it
begins to recede driven mainly by the surface tension and the surface wettability.
According to the capability of a given surface to hold the drop, the surface is said
to be hydrophilic (with a contact angle lower than 90), or hydrophobic (with a
contact angle higher than 90). If the surface is hydrophobic with higher values of
the contact angle, the receding break-up ow pattern develops. The value of the
contact angle depends on numerous parameters, some of which are the capillary and
Weber numbers, ratios of densities and viscosities of lighter and heavier uids (gas
and liquid), the speed of the contact line, the material and the state of the target
surface (Sikalo et al. [107]). Moreover, the static contact angle is not single valued
and depends on the history of the system. The value of the contact angle may dier
according to whether the contact line was brought to rest by wetting or de-wetting,
i.e. by advancing or receding of the liquid. This behavior is known as the contact
angle hysteresis. Since even at very small distances from the contact line, the free
surface may be sharply curved and measured contact angles depend on the length
scales resolvable by experimental equipment, the measured contact angle is called
the apparent contact angle.
During the spreading motion of the lamella, the initial kinetic energy of the
impacting drop is partly dissipated due to viscosity and partly converted into the
surface energy due to the increased free-surface area. The surface energy of the
lamella at the beginning of the receding motion may be suciently large to produce
the receding velocity of the lamella high enough to result in its collapse around the
impact point and push the liquid upward in the form of a rising liquid column similar
to the Worthington jet. The uprising jet may stay connected to the surface and eject
one or more droplets, which is the partial rebound, or completely detach from the
surface as in the complete rebound. Rioboo et al. [91] have found that the onset
of the dierent ow regimes cannot be characterized solely with the dimensionless
groups outlined in Section 1.2.1, indicating the importance of the wettability and
surface roughness in drop impacts onto a dry wall.
In binary drop collisions the ow patterns are rather similar to those en-
countered in drop impact onto a dry wall. The experimental study of Willis and
Orme [130] performed with binary drop collisions in vacuum revealed two character-
istic ow regimes occurring after the collision, the sequence of which is depicted in
Fig. 1.3. Those were termed the oblate (the left column in Fig. 1.3) and the prolate
ow regime (the right column in Fig. 1.3).
The deformation of the drops after the collision in the oblate regime is charac-
terized by stretching and formation of an extremely thin liquid sheet bounded by
a rim at its edge. Similar to the drop impact onto a dry wall the kinetic energy of
the colliding drops is lost into heat by viscous actions and simultaneously converted
into the surface energy. After reaching the maximum spreading, the receding prolate
motion begins driven by surface tension, in which the liquid sheet collapses forming
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Figure 1.3: Normal binary drop collision, from Willis and Orme [130]
an almost spherical shape followed by a prolate elongation. Depending on the im-
pact parameters, the separation of the liquid may occur in either regimes, referred
to as the shattering collision, if it occurs during the oblate regime and the reexive
separation, if occurred within the prolate regime. It is interesting to note that the
normal axisymmetric collision of two drops may be represented as the impact of a
single drop onto a plane of symmetry, which is similar to the initial phase of the
impact onto a dry wall if the viscous eects near the wall can be neglected.
1.3 Overview of Related Studies
Because of their practical and industrial relevance a great amount of work has been
invested in studying drop impacts experimentally, theoretically and numerically in
the past decades. It is not possible to give a detailed overview of the entire avail-
able research and achievements made. Therefore only selected investigations are
presented that are considered to be the most interesting and relevant in the light of
the present work. Mainly computational and some theoretical studies are reviewed
and more comprehensive general reviews are provided by Rein [85] and Yarin [132].
1.3.1 Numerical Methods for Free-surface Flows
Due to the rapidly growing computer power, numerical methods have become at-
tractive for simulations of ows with free surfaces within the branch of the Compu-
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tational Fluid Dynamics (CFD). Even after more than three decades of work, the
numerical simulations of free-surface ows still remained a great challenge for CFD,
the main diculties being the accurate time and space tracking of the free surface,
the existence of high density ratios within the ow eld and the accurate calculation
of the surface tension forces.
Based on the methodology used to track or capture the free surface, two main
approaches are available for a free-surface ow simulation:
 interface tracking (also referred to as surface or front tracking) and
 interface capturing (also called volume tracking).
The interface tracking methods are Lagrangian, employing a computational
mesh that moves with the free surface and identies it with the cell faces of the
moving mesh. These methods consider the free surface as a boundary on which the
kinematic and dynamic boundary conditions are applied (Ferziger and Peric [25]):
the kinematic condition implies that no uid ow is allowed through the free sur-
face in the absence of phase change, whereas the dynamic condition requires the
normal stresses to be balanced and the tangential stresses to be continuous across
the interface. Commonly only the liquid ow is solved and the gas pressure from
the surroundings is set as a boundary condition along the interface. Although these
methods allow a sharp interface denition they encounter serious problems in cases
when the interface undergoes large deformations where the moving mesh may be-
come severely distorted, as depicted in Fig. 1.4.
Figure 1.4: Mesh deformation in interface tracking, from Scardovelli and Za-
leski [103].
Such situations are represented by breakup of thin liquid sheets or ejections of
dierent-sized secondary droplets commonly observed in drop impacts. The nu-
merical mesh has to respond correctly to the movement of the free surface and it
is dicult to develop an algorithm that will be robust and general at the same
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time, but it often requires a problem-specic procedure in cases with complicated
geometries. The interface tracking methods are not considered in the present work.
The interface capturing methods, on the other hand, use an Eulerian mesh
xed in space, where the position and the movement of the free surface have to be
captured by the solution algorithm itself. This can be achieved in three dierent
ways:
 by tracking the seeded particles,
 by introducing a level-set function and
 by tracking uid volumes using an indicator function.
The rst approach is the Marker and Cell (MAC) method of Harlow and
Welch [36], in which the space near the interface or the entire space of the mesh
representing one phase is seeded with massless tracer particles which follow the local
ow eld, as shown in Fig. 1.5. Although this method allows a subgrid interface
capturing, it is not suitable for ows with large density ratios since the subgrid
velocity and pressure scales may not be resolved.
MAC
Figure 1.5: An illustration of the MAC method.
The second is the level-set (LS) method of Osher and Sethian [71], in which a
continuous function is initialized throughout the computational domain as a signed
distance from the interface, positive in one phase and negative in the other, with the
contour of zero (zero level) representing the free surface, Fig. 1.6. The movement
of the interface is captured by solving the transport equation for the level-set func-
tion. However, since this transport equation does not represent a conservation law
(because the level-set function is not a physical quantity), the method is not mass
conservative and requires re-initialization procedures in every time step to control
the articial mass sources or sinks.
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Figure 1.6: Illustrations of the LS and VOF methods.
The most widely used interface capturing algorithms belong to the third cate-
gory, the volume-of-uid (VOF) method, rstly proposed by Hirt and Nichols [40].
These methods introduce an indicator function to track the volumes of dierent
uids by solving a transport equation for the indicator function. The values for the
indicator function are uniform and dierent, commonly zero and one, associated with
a particular phase and varying discontinuously across the phase-interface, Fig. 1.6.
The physical volume fraction or phase fraction of one phase is commonly used as the
indicator function. In the early numerical studies, including Hirt and Nichols [40],
the function is used to indicate cells lled with uid and cells not containing any
uid (empty cells), whereby only one phase is captured (liquid) while the presence
of the other phase (gas) is neglected. Only in recent years computational models
were developed that include both phases, some of which are mentioned below.
From the point of view of the nite-volume numerical method to be used in
the present work, one of the major diculties in the VOF method is ensuring the
transport of sharply dened interfaces without articial numerical diusion or dis-
persion. The distribution of the phase fraction is such that the contour of the free
surface is not uniquely dened, but it is commonly smeared over a few mesh cells.
Here one can distinguish between the geometrical interface-reconstructing methods
12
1.3 Overview of Related Studies
and methods based on algebraically formulated dierencing schemes without inter-
face reconstruction. The geometric methods consist of two basic steps in solving
the phase fraction transport equation, namely the explicit interface reconstruction
followed by the advection algorithm (Rider and Kothe [89]). These methods are de-
veloped mainly for two-dimensional geometries where the interface is represented as
a series of piecewise straight line segments. The problem reduces to nding the cor-
responding normal vector to the interface using the known distribution of the phase
fraction and reconstructing a straight line that exactly matches the computed phase
fraction values in each interface-containing cell. Several such models were proposed,
the most common being the Simple Line Interface Calculation (SLIC), where the
interface is reconstructed as a series of lines aligned to the mesh, and the Piecewise
Linear Interface Calculation (PLIC), which reconstructs the interface as a series of
linear function segments passing either through the cells or through the cell-faces
containing the interface, Fig. 1.7. A review of the geometric interface-reconstruction
methods is given by Rider and Kothe [89]. Once the interface is reconstructed, it
is advected by the underlying ow eld using the operator split procedure, i.e. the
phase fractions are advected along the coordinate directions in subsequent separate
one-dimensional steps.
SLIC PLIC
Figure 1.7: Representations of the free-surface in the SLIC and PLIC geometric
reconstruction.
The SLIC and PLIC methods do not reconstruct the interface as a series of con-
nected line segments. This leads to the formation of either isolated, subgrid-sized,
separated uid bodies or disconnected free surfaces. For this reason, in addition
to the above mentioned reconstruction techniques, more recently a lot of eorts is
devoted to developing more accurate interface calculation procedures. Rudman [99]
presented a direction-split interface capturing algorithm based on the ux-corrected
transport without explicit interface reconstruction. The idea is to determine inter-
mediate values for the phase fraction by using a diusive low-order scheme and cor-
rect them by applying higher-order anti-diusive uxes. Scardovelli and Zaleski [102]
used quadratic least-square t to approximate the interface as a portion of a circle
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and proposed a mixed Eulerian implicit-Lagrangian explicit advection algorithm.
The method was extended to three-dimensions by Aulisa et al. [3]. Lopez et al. [56]
introduced an interface reconstruction method based on spline interpolation. The
orientation of the segments representing the interface is re-adjusted using a cubic
spline interpolation through the segments' center points. Pilliod and Puckett [78]
presented a least-squares interface reconstruction algorithm with multidimensional
advection. The reconstruction algorithm is based on minimizing the error between
the computed phase fractions and their linear-segment approximations.
Contrary to the geometric reconstruction algorithms, the VOF method has
a notable feature that the volume uxes can be formulated algebraically, without
explicit interface reconstruction, by using the so-called High Resolution Dierenc-
ing Schemes. This approach is rather benecial since the schemes with geometric
reconstruction use operator splitting (separate one-dimensional advection steps),
thus making the advected volume uxes dependent on which order of coordinate
directions is used for the advection. Although the VOF method is generally con-
servative by denition, errors in mass conservation may arise in the direction-split
geometric interface reconstruction methods, where the uxes along one coordinate
are computed rst and the phase fraction values are updated to an intermediate level,
followed by the same procedure for the other coordinate. The mass conservation er-
rors come from adding these uxes which may lead to inconsistent phase fraction
eld (Ubbink and Isa [115]). In addition, the implementation of such algorithms
on arbitrary unstructured meshes is rather dicult. The problem in algebraically
formulated schemes represents the proper convection ux evaluation at cell-faces,
requiring a dierencing scheme which preserves boundedness and prevents smearing
of the sharp interfaces, but the computationally rather expensive explicit interface
reconstruction can be avoided. The requirements to be satised are rather contra-
dictory: while higher-order schemes result in unbounded solution, the rst-order
upwind dierencing (UD) scheme is bounded but produces an unacceptable amount
of numerical diusion and the rst-order downwind dierencing (DD) scheme yields
too much negative numerical diusion and tends to articially wrinkle and steepen
the interface (Hirt and Nichols [40], Ubbink and Issa [115]). As discussed by Rud-
man [99] an algebraic interface capturing algorithm may be designed by a suitable
combination of the UD and DD schemes. Such combined schemes are commonly
refereed to as compressive schemes to indicate their ability to sharpen smeared pro-
les.
The rstly proposed VOF method of Hirt and Nichols [40] represents basically
a compressive scheme with the donor-acceptor formulation for the approximation of
uxes to be advected through cell-faces and it reconstructs the interface as piecewise
constant line segments aligned with the mesh. Switching between the UD (donor
cell) and the DD (acceptor cell) is done according to the angle between the interface
and the direction of motion, UD being used when the interface is more tangentially
oriented to the ow and DD in the opposed case. It was indicated that the method
does not preserve local boundedness and therefore local ad-hoc corrections of the
computed phase fraction values are required.
The Compressive Interface Capturing Scheme for Arbitrary Meshes (CICSAM)
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of Ubbink and Issa [115] is based on the concept of the Normalized Variable Di-
agram (NVD) and makes use of the Convection Boundedness Criterion (CBC) of
Gaskell and Lau [29]. The scheme combines the Ultimate Quickest (UQ) scheme
and the upper bound of the CBC (Leonard [54]). The non-linear weighting factor is
determined based on the orientation of the interface relative to the mesh, such that
CBC is applied where UQ fails to maintain the interface sharpness and vice versa.
The operator splitting problem is overcome by advecting the phase fraction in one
step in all directions using averages of separate sweeps and a predictor-corrector
solution procedure to remove eventual non-physical values.
A similar approach was adopted by Muzaferija and Peric [62] in their High
Resolution Interface Capturing (HRIC) scheme. The normalized cell-face value is
calculated from a scheme combining the UD and DD schemes. Then the estimated
normalized cell-face value is corrected according to the orientation of the free surface
relative to the cell-face and the local Courant number. The nal cell-face value is
calculated as blended between the upstream and the downstream cell-center values
with the normalized cell-face value used as the blending factor.
A comparison of the performance of CICSAM and HRIC schemes was made
by Waclawczyk and Koronowicz [123] using the common test cases of rotation of
a slotted body and sloshing in an oscillating tank. It was shown that CICSAM
preserves a sharper dened interface with less smearing and produces more accurate
results. However, the CICSAM scheme becomes problematic in cases with very
low bulk velocity, such as stagnation points. The free surface receives not enough
compression from the numerical scheme and deforms non-physically. This was shown
by Ubbink [116] in the simulation of a rising bubble, where the free surface at the
bottom of the bubble was severely deformed at some time instant.
As already mentioned, the calculation of the surface tension forces is one of the
problems in simulations of ows with free surfaces. An ideal implementation would
impose the surface tension force as a discontinuous local source acting across the
free surface. However, this is not possible within the framework of the nite-volume
method, since it would impose innite gradients across the free surface. Several
models were proposed to overcome this diculty, but the most commonly used are
the Continuum Surface Force (CSF) model of Brackbill et al. [10] and its subse-
quent variant called Continuum Surface Stress (CSS) model of Lafaurie et al. [52].
Both models include some smoothing of the theoretically ideally sharp interface
to enable calculation of gradients and are suitable for the implementation as vol-
umetric sources within the nite-volume framework, rather than discontinuities.
In a recent study conducted by Gerlach et al. [31] the capabilities of three dier-
ent interface capturing methods with dierently implemented surface tension force
were presented. Compared were the Least-square Volume-of-uid Interface Recon-
struction Algorithm (LVIRA) of Pucket et al. [81], the Parabolic Reconstruction
Of Surface Tension (PROST) model of Renardy and Renardy [88] and a Com-
bined Level-Set and Volume-Of-Fluid method (CLSVOF). The surface tension force
in LVIRA is evaluated as smoothed over the interface using a radially symmetric
smoothing kernel, PROST uses the interface normal to the reconstructed parabolic
interface segments and CLSVOF a smoothed Heaviside step function to evaluate
15
1 Introduction
the curvature needed in the evaluation of the surface tension force. As expected,
the results showed the higher accuracy of the PROST method due to higher-order
representation of the interface, but on the other hand, the geometric reconstruction
here requires much more intensive computer eorts. The smoothed kernel method
was shown to be the most weak of the compared methods.
One of the well-known problems associated with the implementation of the sur-
face tension force as a continuous volumetric force is the occurrence of the so-called
parasitic currents. These articial velocities may lead to non-physical instabilities
of the interface in conditions of ows with high density ratios and high surface ten-
sion eects (capillary driven ows). Such situation is highlighted in Fig. 1.8 from
Harvie et al. [37], where the articial velocities obtained in the simulation of a sta-
tionary two-dimensional drop are shown. In an ideal VOF model, in the absence
of uid motion the surface tension force would be exactly balanced by the pressure
gradient across a curved surface, say of a stationary drop or a bubble. However, as
discussed by Harvie et al. [37], this is not the case in a real VOF simulation, where
numerical errors are introduced when the phase fraction equation is integrated over
the nite dimensions of the computational mesh cells. The errors, although small in
a case of a converging simulation, result in the normal vector not being determined
as precisely perpendicular to the interface, which in turn leads to inaccuracies in
the calculation of the surface curvature and the weighted physical properties at the
interface.
Figure 1.8: Parasitic currents at a stationary planar drop, Ca  10 4 (left) and
Ca  10 5 (right), from Harvie et al. [37].
Thus, even for a stationary drop or a bubble, a small rotational component of
the surface tension force is articially generated, that cannot be balanced by the
irrotational pressure gradient alone, but must instead be balanced by one or more
of the velocity dependent terms in the momentum equation. Once generated, the
parasitic currents will not disappear in a simulation. They will accordingly lead
to inaccuracies in the calculation of the pressure and may even cause a failure of
convergence on mesh renement (Harvie et al. [37], Tong et al. [113]).
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Based on dimensional analysis, Lafaurie et al. [52] suggested that the magnitude
of these velocities scale as the inverse of the capillary number, i.e. Up = KpCa
 1,
where the numerical experiments have shown that the proportionality constant is
Kp  10 2 for their implementation of the surface tension force. Tong at el. [113]
presented an implementation algorithm for the surface tension force as a pressure
gradient rather than a volumetric force in the CLSVOF scheme. The algorithm was
tested in two-dimensional simulations where it produced lower parasitic currents
compared to simulations with the CSF model. However this algorithm is more
computationally demanding since it requires two iteration cycles for pressure in every
time step. Harvie et al. [37] proposed a scaling for the estimation of the magnitude
of the parasitic currents based on the order-of-magnitude analysis of the terms in the
momentum equation. According to this scaling, the parasitic currents are limited
by the viscous term in ows with low inertial eects where the scaling reduces to the
same as the one of Lafaurie et al. [52], and they are limited by the convection term
in ows with higher velocities, decreasing as the Weber number increases for a ne
enough mesh. Francois et al. [26] reconstructed temporary distance functions from
computed phase fractions as accumulated normal distances from the piecewise linear
interface segments. The reconstructed distances were used to impose the surface
tension-induced pressure jump. However, the procedure was tested and the results
were compared with the CSF model only in a simple case of an equilibrium drop.
As expected the CFS model yielded a somewhat smoother interfacial transition, but
both methods produced the parasitic velocities of the same order of magnitude.
Finally, in addition to the interface tracking and capturing methods, worth
mentioning are the lattice-Boltzmann models that recently gained attention in free-
surface ow simulations (Mukherjee and Abraham [60]). In such models the uid
ow is modeled by movement of particles, each having mass and momentum corre-
sponding to the uid at given locations. The particles move along lattices and are
allowed to collide according to predened collision rules, thus providing a represen-
tation of the macroscopic uid ow based on a microscopic molecular approach.
All the mentioned approaches are aimed at solving the transport equations
describing the uid ow directly, without turbulence modeling. The methods are
commonly applied to simulate ow of a single, or at most two drops, due to the
high required space and time resolutions in order to resolve all the small scales of
the motion of the free surface. Therefore the ow is generally solved using two-
dimensional axisymmetric geometries, although there are no limitations, at least
conceptually, for incorporating turbulence models. Recently one such study was
performed byWatanabe et al. [124] by coupling the large eddy simulation (LES) with
the level-set method to simulate vortex rings forming in the underlying deep pool
after normal and oblique drop impacts. However, the validity of such approaches
is not within the scope of the present work and focus is given here to numerical
simulations of laminar ows.
According to the above mentioned and despite of some of the addressed decien-
cies, the VOF method is considered to be most suitable for simulation of free-surface
ows. The advantages rendering the method more powerful compared to the others
are:
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 the method is conservative by its denition (as opposed to the level-set method),
 it is robust and relatively easy to implement using the algebraic formulation,
 it is capable of handling large interface deformations and small-scale interface
topologies such as breakup and reconnection (as opposed to front tracking),
 it is local in the sense that only neighboring values are required to update the
phase fraction in a computational cell,
 it may be used for ows with more than two uids creating more than one
uid-uid interface and
 it can be extended to there dimensions and applied to arbitrary unstructured
meshes within the framework of the nite-volume numerical method (using
the algebraic formulation instead of the explicit interface reconstruction).
Due to the aforementioned reasons the VOF methodology has in a certain way
become a standard in the simulation of ow with free surfaces and is presently
available in the widely used commercial CFD software. Therefore, the interface
capturing procedure based on the VOF method is used in the present study.
1.3.2 Nonisothermal Drop Collisions
A computational study of drop impact on thin liquid lm with an analysis of vortic-
ity, velocity and pressure elds was reported by Gueyer and Zaleski [35]. Calcu-
lations were performed on a MAC mesh using a VOF-based method with the PLIC
method. Pressure elds obtained in simulations show a high-pressure region just
after the impact at the contact line between the impacting drop and the liquid lm.
Computed uid velocities at the beginning of the impact were several times larger
than the drop impact velocity and high vorticities were resolved in the region of the
rim formed on the top of the crown.
O~guz and Prosperetti [67] performed numerical simulations of the interface
dynamics using the boundary-integral method and treating the impact of drops on
liquid surfaces as a potential ow. The obtained results suggested that in a certain
range of impact parameters an air bubble is entrapped because the crater bottom
has a larger downward momentum than its sides and the buoyancy may not reverse
the motion of the crater bottom before the crater sidewalls collapse.
The evolution of the crown occurring during drop splashing on a shallow liquid
lm was numerically computed by Rieber and Frohn [90] using a VOF-based method
on a MAC mesh. In the simulations disturbances on the liquid lm surface were
initialized using Gaussian distribution in order to initiate and resolve instabilities of
the rim on top of the crown leading to creation and ejection of secondary droplets.
A theoretical and numerical investigation of droplet splashing on a thin liquid
lm was conducted by Josserand and Zaleski [46]. Numerical simulations based
on the VOF model with the PLIC calculation of the free surface were used. They
proposed a theory for prediction of the transition between splashing and deposition,
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based on the assumption that the width of the ejected liquid jet upon the impact is
controlled by an introduced viscous length scale.
Nikolopoulos et al. [64] computed drop impact onto a wall lm using a VOF-
based model with the adaptive mesh renement. The numerical model was capable
of predicting splash, crown dynamics and formation and detachment of secondary
droplets. The articial disturbances in the underlying liquid surface (as in Rieber
and Frohn [90]) were not applied in order to numerically resolve the details of splash.
Instead of it, the drop was initialized at a higher distance above the surface, thus
allowing the shape of the drop to deviate from spherical and small perturbations of
the liquid layer to be created by the interaction of the drop with the surrounding
air before the impact.
Morton et al. [59] applied a model based on the VOF method in their numerical
simulations of drop impact onto a deep pool. The model neglects the presence of
air, tracking only the liquid, and the surface tension force is treated as continuous
rather than as an imposed boundary condition. Although the mesh was rather ne
in simulations and air ow was not accounted for, a small closed cavity free of uid
interpreted as an entrapped bubble was resolved at the symmetry axis when the
crater was collapsing.
A theoretical analysis, supported by experimental investigation of single wa-
ter and propanol drops impacting onto a liquid layer at high Reynolds numbers
was conducted by Roisman et al. [98]. They derived an analytical solution for the
crater propagation speed in the same form as the asymptotic solution of Yarin and
Weiss [135] by applying a quasi-stationary Bernoulli equation to the propagation
direction. The obtained solution is used to estimate the time to reach and the value
of the maximum crater diameter.
Dai and Schmidt [18] simulated numerically a head-on collision of two equal-size
droplets using a moving mesh algorithm without explicit interface reconstruction.
The results of the simulations conrmed the observations and analysis of Willis and
Orme [130] that the dissipated energy and the maximum deformation depends on
Reynolds number, the dependency becoming negligible at high Reynolds numbers.
A level-set method was used by Pan and Suga [73] to simulate the binary drop
collision. The bouncing regime and formation of satellite droplets were captured well
in simulations, whereas the numerics was not able to correctly predict the secondary
coalescence collision occurring at lower Weber numbers.
A head-on collision dynamics of two impinging droplets was investigated by
Pan et al. [72]. Numerical computations were performed using a front tracking
method on a stationary mesh with explicitly representing the interface by a sepa-
rate, unstructured mesh that moves through the stationary mesh. The analysis of
the estimated energy budgets showed a negligible energy dissipation in the gaseous
phase.
Nikolopoulos et al. [63] simulated numerically a central collision of two equally
sized hydrocarbon droplets at various Reynolds and Weber numbers using an ex-
tended VOF method with two indicator functions, one associated with each droplet,
and utilizing adaptive local mesh renement. They showed that the droplet kinetic
energy is initially converted to surface energy upon collision, while at later stages
19
1 Introduction
the opposite occurs, and that energy losses are mainly due to viscous dissipation
in the liquid phase. In a subsequent study Nikolopoulos et al. [66] computed ow
arising from the o-center binary collision of equally sized drops. The simulations
were capable of predicting ow details such as air bubble entrapment and satellite
droplet formation.
Gotaas et al. [34] investigated experimentally and numerically the eects of
viscosity on droplet-droplet collision. Various liquids were used in experiments pro-
viding a wide range of viscosities and Weber numbers. Numerical computations
were performed using a VOF-based model. The model for the onset of separation
due to Qian and Law [82] implying a linear dependence between the Ohnesorge and
Weber numbers was proved to be valid only for small Ohnesorge numbers.
Roisman [96] investigated theoretically the unsteady viscous ow in a spreading
liquid lm at high Weber and Reynolds numbers. He derived an analytical self-
similar solution for the ow in the spreading drop which also satises full Navier-
Stokes equations. The boundary layer thickness was shown to consist of the inviscid
part, predicted by the remote asymptotic solution of Yarin and Weiss [135] and an
increment resulting from viscous eects, the latter becoming signicant at larger
times of spreading and small lamella thicknesses.
Bussmann et al. [12] computed droplet impact on an inclined wall and on a sharp
solid edge using the VOF model. Surface tension force was evaluated as a smoothed
step prole. Dynamic contact angles obtained in experiments were set as boundary
conditions and the model predicted accurately the uid deformation during the
impact. In a subsequent study Bussmann et al. [11] simulated numerically the
ngering and splashing of molten tin, water and heptane droplets impacting a solid
surface. They applied a perturbation in a combined exponential and trigonometric
form to the radial component of the velocity near the solid surface at a small time
after the moment of impact.
Afkhami and Bussmann [1] applied height functions for calculations of interface
normals and curvatures in the framework of a VOF-based model with PLIC tech-
nique. The height functions are calculated by summing phase fractions in a stencil
of cells around each cell containing the interface. The procedure was tested in the
simple surface tension driven ow representing movement of a sessile drop exposed
to a sudden change in the specied contact angle.
Sikalo et al. [107] performed numerical simulations of drop impact on a hor-
izontal wall. The dynamic contact angle was accounted for in the simulations by
applying the empirical correlation due to Kistler [49]. The experiments from the
studies of the same authors were numerically simulated by Lunkad et al. [57] who
applied a model based on the VOF method using both static and dynamic contact
angles. They showed that the model with the constant contact angle predicts the
ow well for less wettable horizontal surfaces, whereas it fails to correctly predict
the liquid deformation and rebound in the case of inclined impacts.
Numerical investigation of the normal impact of a water/glycerin drop on solid
dry at and rough surfaces were conducted by Geldorp et al. [30]. The computational
model utilized the VOF-based method with the HRIC scheme. A good agreement
with the experimental results was obtained during the spreading phase, but the in
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the receding phase the computed maximum values of the spreading ratio were lower.
The simulation predicted a perturbation of the tip of the spreading lamella on the
rough surface, an eect that enhances prompt splash.
Pasandideh-Fard et al. [75] studied experimentally and numerically the inuence
of surface tension and contact angle on the impact dynamics of water droplet falling
onto a dry stainless steel surface. The free-surface ow was computed using the
MAC technique neglecting the presence of air and the Laplace surface pressure
was imposed as a boundary condition at the free surface. In their experiments
a single bubble is observed in the drop at the point of impact that could not be
resolved in the simulation. They extended the energy conservation model of Chandra
and Avedisian [14] and estimated the viscous dissipation using the boundary layer
thickness instead of the proposed lamella thickness.
Mehdi-Nejad et al. [58] computed impacts of drops of dierent liquids on a dry
solid surface. Their simulations, based on the VOF model, resolved air bubbles
entrapped at the solid surface under the impacting drop. The bubbles were created
due to the increased air pressure beneath the falling drop which caused attening of
the drop surface and enabled a closed region lled with air to be formed. The bubble
remained attached to the wall for liquids with higher contact angles, whereas they
moved upward and escaped through the free surface for liquids with lower contact
angles.
Fukai et al. [28] used a numerical model utilizing a deforming nite-element
mesh to simulate deformation of molten tin and water droplets impinging upon a
at surface. Their study showed that the initial rate of change of the lamella height
is proportional to the droplet impact velocity. As expected, the maximum radius
of the lamella decreased with increasing the value of the dynamic contact angle in
the spreading stage and the eects of the impact velocity on droplet spreading were
more pronounced.
1.3.3 Drop Impact on a Heated Wall
Di Marco et al. [21] investigated thermal behavior of a water droplet gently de-
posited on a heated surface in a range of surface temperatures. They compared the
performance of two models, namely the coupled model for uid ow and simulta-
neous heat transfer in the droplet and the wall, and the decoupled model with a
constant heat ux imposed as a boundary condition at the uid-solid interface. The
constant heat ux model failed to capture the transient behavior correctly even in
the relatively slow ow with low inertia.
Chandra and Avedisian [14] studied collisions of n-heptane droplets with a dry
stainless steel surface and with a liquid lm created by deposition of prior droplets in
a wide range of temperatures. At lower temperatures the creation of a single bubble
was observed at the impact point, whereas at higher temperatures a population of
bubbles was formed due to activation of nucleation sites on the surface. The droplet
spreading and shape were shown to be unaected by the presence of the bubbles.
Nikolopoulos et al. [65] computed ow and evaporation of n-heptane and wa-
ter droplets during normal impingement onto a hot surface. An evaporation model
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predicting the vapor creation during the impact was coupled with the VOF proce-
dure for interface capturing utilizing an adaptive local mesh renement and applied
in simulations with dierent temperature ranges, below and above the Leidenfrost
temperature.
Bhardwaj and Attinger [9] used a nite-element model with a Lagrangian free-
surface tracking scheme to study dynamics of wetting during the impact of water
drop on a silica substrate under isothermal and nonisothermal conditions. The main
nding was that the drops at elevated temperatures spread more than cold drops
due to reduction of viscosity and not because of the increase of wetting.
Selvam et al. [104] studied spray cooling by simulating vapor bubble growth
within a thin liquid layer, followed by a subsequent impact of a liquid drop onto the
layer. Level-set method was used to capture the movement of the free surface. The
mechanism of enhanced spray cooling was explained by high heat uxes obtained
during a short period of transient heat conduction when the vapor bubble breaks
due to drop impact and the liquid spreads over the dry hot surface.
Pasandideh-Fard et al. [74] investigated experimentally and numerically, based
on the VOF model, the impact of a water drop on a heated steel surface in a
temperature range avoiding boiling ow regime. Increasing the impact velocity
did not enhance the heat ux from the substrate signicantly. They developed a
simplied theoretical model for heat transfer into the drop, based on one-dimensional
conduction across the boundary layer and estimated the cooling eectiveness of the
spreading drop, predicting the dependance of the cooling eectiveness on Weber
number only, if Reynolds number is high enough.
Healy et al. [39] applied level-set method to compute the ow and heat transfer
without boiling during spreading of a water droplet impacting on aluminium and
glass surfaces. The results showed that even if the amount of heat transfer during the
initial spreading period can be relatively low compared to heat transfer due to phase
change, the temperature rise in the liquid may cause changes in thermophysical
properties leading to a signicant increase in spreading ratio. They indicated that
neglecting heat transfer in the spreading stage of motion, as commonly done in
modeling spray impact, may therefore lead to erroneous initial conditions for the
subsequent analysis of the evaporation process.
Strotos et al. [109] used a VOF-based method in the numerical simulation of ow
and heat transfer under same conditions as Pasandideh-Fard et al. [74], but allowing
for phase change due to drop evaporation. The results of simulations indicated that
during the initial spreading stage the impact velocity has only small inuence on
the cooling eectiveness and that the eects of the phase change process are more
important not during the initial stages of the impact but during the receding phase.
More recently the results of investigations of heat transfer during water droplet
impact onto a dry epoxy target and onto a shallow water pool were reported by
Vu et al. [122]. They divided heat transfer from the dry surface into a convective
phase in which the droplet is initially spreading or penetrating into the water pool
and a conductive phase where the droplet becomes stagnant while still cooling the
surface. The rate of heat transfer from the wall was signicantly reduced in the
presence of the shallow liquid pool.
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1.3.4 Drop Impact on a Porous Substrate
A theoretical model describing the spreading and absorbtion of a liquid drop on
porous surfaces was proposed by Clarke et al. [16]. The porous substrate was as-
sumed to be lled vertically without radial ow within it and the lling at a par-
ticular radius started after the contact line reached that radius. The model was
experimentally veried for a range of porous membranes relevant to drop impact in
ink-jet printing.
Kumar and Deshpande [51] observed drops of silicon oil and alcohol-water solu-
tion spreading on heterogeneous and anisotropic brous porous media. The volume
of the drop absorbed in the porous material was found to increase with square root
of time for silicon oil, but it increased linearly with time for alcohol-water solution.
They divided the spreading process into two distinguishable stages: the rst stage,
in which the contact radius on the surface increases to its maximum, and the sec-
ond stage, where the contact radius shrinks and the drop disappears. For drops of
alcohol-water solution an intermediate stage could also be observed, in which the
contact radius remains relatively constant over a period of time.
Seveno et al. [105] developed a theoretical model for spreading in a single pore
and validated it using a molecular dynamics (MD) simulation. The drop placed
initially on a porous surface was assumed to retain the shape of an ideal spherical
cap during time and the instantaneous conguration of the spreading drop was
determined by the contact radius and the dynamic contact angle. Generalization
to the case of multiple pores, based on the assumption that the number of pores is
proportional to the contact area between the drop and the solid, enabled the time
for the complete absorbtion and the maximum contact radius to be computed.
Hsu and Ashgriz [41] computed the impact and penetration of a droplet in a
radial capillary modeled as a two-plate gap with an orice in the upper plate to
allow the liquid penetration. The numerical model, based on the VOF method was
used for the simulation. The presence of air was neglected and the surface-tension-
induced pressure jump was applied as a boundary condition across the free surface.
The simulations were carried out using prescribed constant values for the contact
angle. For the used conguration a limiting value for the contact angle was obtained
above which the capillary penetration was impossible.
Golpayan et al. [33] recently used the numerical model of Hsu and Ashgriz [41]
to study drop spreading and penetration in a porous medium. The porous substrate
was utilized as a stack of perforated plates placed on top of each other in a staggered
arrangement. These internal obstacles were numerically treated by introducing an
additional phase fraction for the solid with the cells containing the solid character-
ized by innite density and zero velocity. The general nding was that the liquid
spreading within and the penetration into the porous medium is governed by Weber
and Reynolds numbers, respectively.
Reis et al. [86] performed numerical simulations of drop impact onto a porous
medium using a VOF-based computational model with MAC particles, coupling the
external ow to the ow in the porous substrate. In solving the ow within the
porous medium viscous and inertial drag resistances were included. The presence
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of air was neglected, the pressure at the free surface outside the porous medium
was calculated using the mean curvature and surface tension coecient and inside
the porous medium the pressure is set as the capillary pressure of a fully saturated
medium. The impacting drops were considered to be perfectly wetting the impacting
surface.
More recently Reis et al. [87] used their computational model and conducted a
parametric study of drop impact on porous surfaces to obtain a detailed information
about the dynamics of the ow during the impact and the absorption. As expected
the main inuence of the Weber number is related to the capillary action, but the
eects of the Reynolds number were found to be important in both outside and
inside the porous region. Interestingly, in the case of a hydrophilic surface neither
the penetration depth nor the spreading ratio showed dependence on the contact
angle for a range of values and the obtained results were almost identical as in the
case of the completely wetting surface.
1.3.5 Summary
Following the current state-of-the-art there are denite gaps in understanding of
ows related to drop impacts and in the existing numerical methods. The VOF-
based methods lead to articially smeared interfaces requiring special care in sim-
ulations. Strategies for suppressing numerical diusion must be applied improving
predictive capabilities of numerical codes, thus allowing to investigate drop impact.
The existing experimental methods are not able to extract all features of a drop im-
pact. For example, it is impossible to measure the thickness of the lamella obscured
by a rim formed at its edge. It is also not possible to accurately measure the crown
thickness upon a splash. It is very dicult to measure temperature distributions in
a spreading drop or to observe the drop penetration into a porous medium. These
are the reasons why, in order to better understand the physics of drop impacts, one
cannot rely only upon experimental research and numerical simulations are required.
1.4 Objectives of the Study and Thesis Outline
The main subjects of the present study are the computational and the accompany-
ing theoretical investigations of ow induced by single-drop impacts. The objective
is to assess the capabilities of the computational procedure for interface capturing
based on the VOF-method and to improve the overall understanding of the under-
lying physical mechanisms. The following characteristic ows pertinent to spray
impingement are identied, computed and analyzed:
 drop collisions, comprising collision with a shallow liquid layer, binary drop
collision, and collision with a dry wall,
 drop impact onto a heated wall with the simultaneous heat transfer in the wall
and
 drop impact onto a porous substrate.
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All the ows studied are treated as laminar, although this might eventually
represent an approximation for some of the congurations. The numerical code
used is appropriately extended to account for the advancing and receding contact
angles, the nonisothermal free-surface ow and simultaneous heat transfer in the
solid and for uid penetration in the porous substrate.
The formation and evolution of the crater formed upon the drop impact on a
liquid layer are investigated. Based on the results obtained by numerical simulations,
the crater penetration and the formation of the residual liquid lm on the substrate
are theoretically described. The investigation of the ow generated by normal drop
collision with a rigid substrate or by collision with another drop enables the dynamics
of the expansion of the spreading lamella to be described. The existing results,
commonly based on the energy balance approach, are examined. The early stages
of the drop initial deformation and spreading are computed numerically providing
the database of results required for the theoretical modeling which are presently not
available in the literature. Modeling the complicated wall eects is avoided in the
simulation of binary drop collision.
Drop impact onto a heated wall is examined with respect to the developing
temperature distribution in the spreading lamella and simultaneously in the wall.
Coupled numerical simulations of the nonisothermal free-surface ow above and the
conjugate heat transfer in the wall are performed, utilizing temperature-dependent
thermophysical properties. The numerical simulation enables the temporal distri-
butions of the wall temperature and the removed heat ux to be determined.
Drop impact on a porous substrate is computed using two approaches. In the
rst approach, the computational model for interface capturing is extended and the
combined model is formulated including both the external ow for the spreading
and the ow of the absorbed uid in the porous substrate. In the second approach,
drop spreading on the porous surface is numerically simulated by computing only
the external ow generated by the drop impact and the existence of the porous
surface is accounted for by formulating an appropriate boundary condition for the
permeable wall. The capabilities of both approaches are analyzed.
In the introductory part, Chapter 1, a short background in drop and spray
impact is given outlining some of the important perspectives which were the basic
motivation for this work. The main phenomenological aspects of the ow are delin-
eated and main computational strategies for free-surface ows are revised. A brief
overview of some of the previously published research related to the present study
is given.
In Chapter 2 the numerical code and the computational procedure relying on
the nite-volume method are described.
The subsequent chapters comprise the analysis and results of the studied ow
congurations. The computational models are validated using the common test cases
from the existing literature. The governing equations and the main considerations
for the specic ow are given, followed by the presentation of the results obtained
by the numerical simulations and the theoretical models. Chapter 3 presents the
investigation of the ow generated by drop collisions, including collision with a
shallow liquid layer, binary drop collision and collision with a dry wall. In Chapter 4
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the results of the investigation of the nonisothermal drop impact onto a dry heated
wall with the simultaneous heat transfer within the wall are presented. Chapter 5
deals with the investigation of drop spreading on and absorbtion in the porous
substrate.
General conclusions are presented in Chapter 6 with the accompanying recom-
mendations for future work.
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In this Chapter the numerical code used for the simulation is briey described
and the basic discretization techniques applied in the framework of the nite-volume
numerical method are outlined. The discretization practice and the solution tech-
nique are applied to the generic transport equation, which has the same general
form taken by the transport equations governing the studied ows. These governing
equations form equation systems describing the ows and consist of the equations for
the conservation of mass, phase fraction (indicator function) and linear momentum,
including the energy conservation equation in the nonisothermal ow. The gov-
erning equations pertinent to the specic ow are introduced in the corresponding
subsequent Chapters where also some additional numerical features and the details
of the implementation are presented.
2.1 Description of the Open Source CFD Toolbox
OpenFOAM
All numerical simulations were performed using OpenFOAM (Open Field Opera-
tion And Manipulation), a free-source CFD-toolbox produced by OpenCFD Ltd.
It is based on the nite-volume numerical method with the co-located variable ar-
rangement for solving systems of transient transport equations on arbitrary un-
structured meshes in three-dimensional space. The software consists of a number of
pre-compiled libraries and solvers, accompanied by the corresponding open-source
codes written in C++ programming language in an object-oriented manner suitable
for solving problems in Computational Continuum Mechanics (CCM). Using the
object-oriented programming approach creation of data types (elds) closely mim-
icking those of mathematical eld theory is enabled, and the feature of operator
overloading in C++ allows mathematical symbols to be applied on scalar, vector
and tensor elds very similar to those in ordinary mathematics (vector and tensor
products or dierential operators). Contrary to numerical codes written in procedu-
ral languages (like FORTRAN) that require implementation of transport equations
and models at a low programming level, this task is accomplished at the highest
coding level (top user level) in OpenFOAM, resembling closely the standard tensor
notation. It is utilized by the OpenFOAM programming language which is generic,
making extensive use of C++ class and function templates and the principle of class
inheritance (Weller et al. [129]).
For the nite-volume discretization, a variety of discretization practices are im-
plemented for the temporal, convection, diusion and source terms in the transport
equations. All numerical schemes are run-time selectable and can be used indepen-
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dently of the geometry of the cases studied. Coupling between equations is handled
in a segregated fashion, by formulating and solving equations for each variable sep-
arately and iterating over the equations' system until the predened convergence
criteria are satised. From the implementation point of view boundary conditions
are treated as an integral part of the overall tensor eld, rather than being extra
added. Available are basic conditions, including xed value, zero gradient, xed gra-
dient, symmetry and cyclic, and a number of derived boundary conditions combining
the basic ones. A number of iterative solvers for linear systems of equations is avail-
able and run-time selectable, including conjugate gradient, algebraic and geometric
multigrid solvers.
For the code parallelization OpenFOAM uses the domain decomposition method,
where the computational domain is split into a number of subdomains, one for each
processor. At run-time each processor receives a separate copy of the compiled
code to be run on each subdomain. For the communication between processors the
Message Passing Interface (MPI) is used. The inter-processor communication is im-
plemented at the level of eld classes (representing scalar, vector or tensor elds),
thereby enabling any new code written at the higher user level for solving partial
dierential transport equations to be automatically parallelized.
2.2 Finite-Volume Discretization
The nite-volume numerical discretization procedure consist of three basic steps
applied to the considered system: transformation of the space, of the time and of
the transport equations into discrete forms (Ferziger and Peric [25]). The solution
domain is represented by the computational mesh covering the part of the space of
interest subdivided into a number of control volumes or cells with computational
points placed at cell-centroids. The time in transient ows is subdivided into a
number of time steps covering the time from the beginning to the end of the period
in which the ow is resolved. The governing transport equations are discretized and
both space and time integrated over the volumes of the mesh cells.
2.2.1 Discretiation of the Solution Domain
The computational mesh consists of a number of cells, each two of which share
exactly one cell-face, as shown in Fig. 2.1. The variables are computed at computa-
tional points stored at cell-centroids P and all cells are bounded by a nite number
of at faces f. The cell-centroids are commonly termed cell-centers.
For the discretization of spatial derivatives values at cell-faces are required. For
the cell-face interpolation, the values of the variables at the neighboring computa-
tional points N are used, the shortest distances between the computational point
of interest P and its neighbors N are dened with the vectors d and the cell-face
surface normal vectors Sf are located at cell-face centroids. There are two groups of
cell-faces: the internal faces connecting the cells within the domain and the bound-
ary faces covering the domain boundaries. Each internal face has one cell dened
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Figure 2.1: Discretization of the solution domain, from OpenCFD Ltd [69].
as its owner and one as its neighbor, determined by the lower and the higher labels
in the list, respectively. The surface normal vectors point outward from the owner
cells and have magnitudes equal to the areas of the cell-faces. The boundary faces
are dened by having only owner cells and point out of the computational domain.
2.2.2 Discretiation of the Transport Equations
The partial dierential equation representing a conservation law of a physical quan-
tity  expressed per unit volume may be written as a generic transport equation in
the form
@()
@t
+r  (U) = r  ( r) + S(): (2.1)
The generic transport equation states that the total rate of change of , consisting
of the local transient change and convective change due to ux of  (the terms on
the l.h.s. of Eq. (2.1)), is balanced by diusion transport characterized by diusion
coecient   and either production or destruction of  as sources S() (the terms
on the r.h.s. of Eq. (2.1)).
All terms in Eq. (2.1) are discretized using the nite-volume approximations.
The transport equation is integrated over all cell-volumes around computational
points and over timeZ t+t
t

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VP
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r  (U)dV

dt =
=
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r  ( r)dV +
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S()dV

dt:
(2.2)
2.2.2.1 Spatial Derivatives
For the discretization of terms containing spatial derivatives the volume integrals
are converted into surface integrals using Gauss's theorem and summation over all
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surfaces is performed. The terms containing gradients are discretized according to
the expression Z
VP
rdV =
Z
SP
dS 
X
f
Sff ; (2.3)
where SP is the total surface area of all cell-faces enclosing the control volume VP
and dS is the dierential of the cell-face surface normal vector. The summation is
performed over all cell-faces bounding a cell. Accordingly the terms with divergences
are approximated as Z
VP
r  dV =
Z
SP
dS   
X
f
Sf  f : (2.4)
Similarly, the terms involving second-order spatial derivatives are discretized asZ
VP
r  ( r)dV =
Z
SP
dS  ( r) 
X
f
 fSf  (rf ): (2.5)
The gradient at the cell-face is the surface-normal gradient in orthogonal meshes
evaluated as
(r)?f 
N   P
jdj : (2.6)
For a non-orthogonal mesh, an additional correction term is introduced, evaluated
by interpolating the gradient evaluated at computational points to the cell-faces
(Jasak [45]).
2.2.2.2 Cell-face Interpolation
In the evaluation of surface integrals values of the unknown variables are interpo-
lated to the centers of the cell-faces. While the estimation of the gradient-containing
terms does not impose severe restrictions and commonly linear interpolation may
be used, discretization of the term involving the divergence (in particular the con-
vective term in the momentum equation) is more problematic. Successful approxi-
mation of the convective term is probably one of the most challenging problems in
CFD. Since convection physically describes uid transport from the upstream to the
downstream region with respect to a point in space, the numerical approximation
of convection should be upstream-biased. Many discretization practises are at hand
for the cell-face interpolation, of which the most commonly used are the CD and UD
schemes. The CD scheme is second-order accurate in space, but does not guarantee
boundedness of the solution, whereas the UD scheme is rst-order accurate in space
and assures the boundedness of the solution, but it imposes an articial numerical
diusion ux (Ferziger and Peric [25]).
In addition, the discretization of the convective term in the equation for the
indicator function is crucial. First-order schemes, such as UD, tend to smear the
interface too much producing an eect of articially mixing the uids, while on
the other hand, second-order schemes, like CD, result in an unbounded solution.
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The value of the phase fraction must be bounded and therefore such a discretization
scheme must be used which avoids over- and undershoots. Although the only scheme
that is unconditionally bounded is the UD scheme, it cannot be used because of the
large amount of numerical diusion which it produces.
With the notion in Fig. 2.1, the value at the cell-face in the UD scheme is
obtained from the expression
f;UD = pos(Uf  Sf )P + [1  pos(Uf  Sf )]N ; (2.7)
and in the CD scheme from the expression
f;CD = fdP + (1  fd)N ; (2.8)
with the weighting factor of the linear interpolation scheme fd = fN=PN. The
operator pos(Uf  Sf ) is a switch, which accounts for the ow direction dened as
pos(Uf  Sf ) =
8>>><>>>:
1; for Uf  Sf > 0
(the ow is from P to N)
0; for Uf  Sf < 0
(the ow is from N to P):
(2.9)
In order to overcome the disadvantages of these two schemes and preserve bound-
edness with acceptable accuracy, a variety of discretization schemes are proposed
utilized as combinations of the UD and the CD schemes
f =  f;CD + (1   )f;UD; (2.10)
which can be rewritten, using Eqs. (2.7{2.8), as
f = f(1   )pos(Uf  Sf ) +  fdgP
+ f(1   )[1  pos(Uf  Sf )] +  (1  fd)gN : (2.11)
The amount of the numerical diusion is controlled by the blending or weighting
factor  with values between zero and one. It can be shown that the numerical
diusion contributed from the upwind dierencing depends on the mesh spacing,
the convection velocity and the mesh-to-ow alignment (Jasak [45]). Such blending
discretization schemes use varying ux limiters and blending factors based on the
concepts of the Total Variation Diminishing (TVD) of Sweby [110] and the Nor-
malized Variable Diagram (NVD) of Leonard [53] with the Convection Boundedness
Criterion (CBC) of Gaskell and Lau [29] for the cell-face interpolation of the con-
vected variable. According to the CBC criterion the interpolated value is bounded
below and above by rst-order upwind and downwind dierencing schemes, respec-
tively, and the interpolation then requires a blending between the two.
In this study, for the discretization of the convective terms a cell-face interpo-
lation based on limited, high resolution dierencing schemes is used, with blending
factors evaluated based on the ratios between ux gradients calculated at the adja-
cent cell-face and cell center, as formulated by Jasak [45]. The expression for the
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interpolated cell-face value f in Eq. (2.11) of a variable  between the computa-
tional points P and N in Fig. 2.1 reduces to
f = (P   N) + N ; (2.12)
where  is calculated using the weighting factor  from the limited scheme
 =  fd + (1   )  pos(Uf  Sf ): (2.13)
The NVD approach normalizes the variables by the dierence between the values at
the rst downstream and the upstream nodes and the normalized cell-face value of
the variable is a function of the normalized adjacent upstream value. Jasak [45] mod-
ied the NVD criterion for unstructured meshes and reformulated the normalized
variable at the computational point of interest as
P = 1 
d  (r)f
2d  (r)P : (2.14)
In the TVD approach the ux limiter is a function of the ratio r of the consecutive
gradients of the variable of interest between two adjacent computational points. By
denition, there is a one-to-one correspondence between the normalized variables
and the gradient ratios
P =
r
1 + r
and r =
P
1  P
; (2.15)
and the gradient ratio r may then be evaluated as
r =
2d  (r)P
d  (r)f   1: (2.16)
In the above expressions the product between the cell-face gradient and the distance
between cell-centers is calculated directly as the dierence in values between the two
neighboring computational points
d  (r)f = N   P : (2.17)
The weighting factor  is determined using either P or r in NVD- or TVD-based
schemes, respectively. For the discretization of the convective term in the momentum
equation in this study applied was the limiter referred to as limited-linear (LL) in
OpenFOAM, which corresponds to the Chakravarthy-Osher limiter in Waterson and
Deconink [125] with the appropriate denition for r
 = max

min

2
k
r; 1

; 0

; (2.18)
In some of the computed cases the weighting factor from the Gamma dierencing
(GD) scheme of Jasak [45] was utilized
 = min

max

2
k
P ; 0

; 1

; (2.19)
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showing no noticeable dierence in the results. In the above expressions 0  k  1
is the parameter of the scheme and the recommended value of k = 1 was used.
The convective term in the equation for the indicator function (phase fraction) is
discretized similarly using the limiter of Van Leer [119]
 =
r + jrj
1 + jrj ; (2.20)
due to its more pronounced eects of downwind dierencing, which is desired for ob-
taining sharply resolved interfaces. It was found to be suitable for the discretization
of the convection term, since it maintains the correct shape and the sharpness of
the interface (Weller [128]). Additional computational details regarding the phase
fraction equation are given in Chapter 3.
Using Eqs.(2.15), the normalized cell-face values f in the limited schemes can
be represented in the NVD diagram, Fig.2.2.
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Figure 2.2: Dierencing schemes in the NVD diagram.
2.2.2.3 Source Terms
The general source term may be an unknown function of  which is linearized and
integrated over the cell volumeZ
VP
S()dV  S1VP + S2PVP : (2.21)
In calculations of source terms involving surface integration, the corresponding val-
ues at cell-centers are reconstructed from the cell-faces, according to the expression
P =
 X
f
SfSf
jSf j
! 1

 X
f
Sf
jSf j  f jSf j
!
: (2.22)
33
2 Computational Procedure
The rst sum on the r.h.s. of Eq. (2.22) is a second-order tensor with all non-
diagonal values equal to zero and the diagonal values representing the sum of face
areas for a given cell in the corresponding coordinate directions. The second sum
is a vector, the components of which are sums of products of cell-face values of a
given variable and cell-face surfaces in each coordinate direction. As a result of
the inner product, the values at cell-centers are recovered as weighted averages of
the (staggered) values at cell-faces. For example, a source containing gradients is
calculated as
(r)P =
 X
f
SfSf
jSf j
! 1

 X
f
Sf
jSf j  (r)
?
f jSf j
!
: (2.23)
2.2.3 Time Integration
For the integration of the terms in Eq. (2.2) over time, the Euler implicit time dif-
ferencing scheme is used. The scheme is unconditionally stable, rst-order accurate
in time and guaranties boundedness of the solution. The volume integral in the
transient term is evaluated as
@
@t
Z
VP
()dV  (PPVP )(t+t)   (PPVP )t
t
; (2.24)
a linear variation in time of all unknown variables in Eq. (2.2) is assumed and all
quantities are evaluated at the new time level in the time integration step yieldingZ t+t
t
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S(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dt  (S1VP + S2PVP )(t+t)t; (2.27)
as the nal discretized forms for the transient, spatial derivative and source terms,
respectively, where the general spatial derivative (convection-diusion) terms are
symbolically denoted as L with L being the discretized form of the arbitrary
dierential operator L, as dened in Eqs. (2.3{2.5).
2.2.3.1 Adaptive Time Step Control
Since the ow eld is unknown at the beginning of the calculation, introducing some
small but still xed value for the time step may be dicult. On one hand, when the
values of the time steps are not controlled during the calculation it may result in an
unstable solution procedure or even in obtaining a solution which is correct only in
the time interval where the values of the local Courant are small. On the other hand,
simulations with extremely small time steps consume much more computational
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eort. The use of adjustable time steps enables accurate calculations and in some
cases huge reductions in calculation time, which is an important consideration in
numerical simulations.
The time step is adjusted according to the prescribed maximum Courant num-
ber and maximum time step size. The new time step is rstly evaluated from the
expression
t = min

min

min

Comax
Coo
to; (1 + 1
Comax
Coo
)to

; 2to

;tmax

; (2.28)
where the Courant number is determined from
Co =
jUf  Sf j
d  Sf t: (2.29)
The local Courant number Coo is calculated using values from the previous (old)
time step. In order to avoid time step oscillations the increase of the time step is
damped using the factors 1 and 2.
For the solution to be stored at exactly specied time intervals, output is ad-
justed by calculating the number of time steps remaining to the next write, rounded
to a rst greater integer value, and the value for new time step is then accordingly
re-evaluated. Since the re-evaluated value for the time step may dier from that
determined in Eq. (2.28), to keep consistency and avoid instability an additional
control of both the decrease and the increase of the time step is provided. If the
re-evaluated time step size is greater a portion of it is used, and in the opposite case
its multiple is chosen, limited by the value determined from Eq. (2.28).
At the beginning of the calculation the time step size is evaluated from
to = min

Comaxtinit
Coo
; tmax

(2.30)
and this intermediate value is then used in Eq. (2.28) in order to ensure that the
value of Coo at the initial time step be close to the prescribed limit value Comax.
Depending on the specic case studied, the size of the time step may vary
during the calculation between two or more orders of magnitude. It was found
by experience that the limiting value for the Courant number should not exceed
Comax  0:2, which is the value used in this study, and values for the damping
factors are 1 = 0:1 and 1 = 1:2. Using the above prescription, the time step is
adjusted smoothly, keeping the maximum local Courant number nearly equal to the
prescribed limiting value.
2.2.3.2 Temporal Sub-cycling
It is commonly found in VOF-based methods that the convergence and stability
of the solution procedure are very sensitive with respect to the equation for phase
fraction. Bounded discretization schemes for convection terms and time step control
are both used to overcome these diculties but it is generally recommended to keep
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the maximum local Courant number much below unity. It is benecial to solve the
phase fraction equation in several sub-cycles within a single time step. The time
step to be used in a single time sub-cycle is set by dividing the global time step by
the preset number of sub-cycles.
A drawback of this is that the uxes must be accumulated during the sub-cycling
and this is an additional reason for using the implicit time integration. After the
phase fraction in each sub-cycle is updated the corresponding mass ux through
cell-faces is calculated and the total mass ux corresponding to the global time step
is obtained by summing the sub-cycle mass uxes.
In this way the local Courant number is kept small providing a more accurate
solution of the phase fraction equation, and the global time step size is allowed to be
greater for the solution of other transport equations, thereby considerably speeding
up the solution procedure.
2.3 Initialization and Boundary Conditions
At the initial time, the distribution of all variables is prescribed in all cells of the
mesh. In the present study they include the scalar elds of the indicator func-
tion (phase fraction), pressure, temperature (in nonisothermal ow) and the vector
eld of velocity. The initial distributions should correspond to real conditions as
determined in experiments.
At all cell-faces coinciding with the domain boundaries the values of the vari-
ables must either be set explicitly or be implicitly accounted for. The two basic
boundary conditions, the Dirichlet and the von Neumann, prescribe xed values
b and gradients (Sf=jSf j)  (r)b of the variables at the boundary cell-faces, re-
spectively. Dierent physical boundary conditions derived from the basic ones are
applied to uid ow simulations.
At the impermeable solid wall the convection ux is zero and the velocity is
set equal to that of the wall (no-slip condition). For stationary walls it reduces
to zero velocity at cell-faces coinciding with the wall surface. Due to the zero ux
through the wall, the pressure gradient is set to zero. The temperature distribution
is prescribed either explicitly or implicitly through an applied wall heat ux.
At the plane of symmetry the surface-normal gradients of variables are zero and
the components parallel to the plane are projected from the neighboring cells inside
the domain.
At open boundaries either inlet or outlet ow conditions may exist. At the
inlet the values for the velocities are prescribed and the pressure gradient is zero,
the opposite being at the outlet, with the prescribed pressure distribution and zero
gradient for velocity. If known, the temperature distribution is prescribed, otherwise
the boundary condition can be zero gradient for temperature, indicating an adiabatic
boundary.
Inlet and outlet conditions can also be combined on the same boundary, accord-
ing to the ow direction, if the uid is allowed to ow into and out of the domain.
For a scalar variable the combination can be a switch between the xed value and
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the zero gradient at the open boundary, depending on the sign of the volumetric
ux as shown in Fig. 2.3, according to the expression
b = [1  pos(Uf  Sf )]b;ref + pos(Uf  Sf )P : (2.31)
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Figure 2.3: A combined inlet-outlet boundary condition.
Thus, the values at the boundary are obtained as
b =
(
P ; for outow
ref ; for inow
(2.32)
where ref denotes the prescribed referent value. For vector quantities, such as
velocity, a corresponding expression similar to Eq. (2.31) is used.
The value for the pressure may be set also as a xed value for the total pressure
ptot, consisting of the static and the dynamic parts. The static pressure is then
adjusted at the boundary using the dynamic pressure calculated from the density
and velocity. A combination is possible according to the sign of the volumetric ux
pb =
(
ptot;ref   pdyn; for inow
ptot;ref ; for outow:
(2.33)
In axisymmetric cases, the mesh has the shape of a slice with only one cell in
the azimuthal direction. The cells aligned with the axis of symmetry have faces with
zero surfaces at the axis, which is accounted for by suppressing the discretization
coecients. At the front and back planes of the mesh the scalar variables are
transferred and the vectors are rotated to the boundary faces from the computational
points preserving same magnitudes.
The boundary condition for the moving contact line in drop impacts onto a dry
wettable surface imposes serious problems in numerical simulations. As previously
discussed this is due to the complex physical dependence of the dynamic contact
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angle on dierent parameters, among which is the contact-line speed, that is not
known in advance
dyn = f(eq;Ca;We; l=g; l=g; :::): (2.34)
In the immediate vicinity of the wall the liquid ows very slowly due to the eects of
the molecular viscosity, but near the contact line the wettability-driven propagation
exists and the contact line should slip over the wall. However if the bulk velocity of
the spreading is high enough, this slip is negligible and the movement of the contact
line at the macroscopic level may be viewed as the rolling motion (Yarin [132]).
The eects of wall adhesion are accounted for by using the prescribed contact
angle  at the wall. The contact angle may be either static, having one value
for the entire computation, or quasi-dynamic, with two dierent values prescribed
for the advancing and the receding phases of drop spreading, or dynamic, applied
using some empirical relationship. The capillarity at the wall enters the momentum
equation as a force acting at the contact line. The unit normal to the interface
required to calculate the mean surface curvature at the contact line is obtained from
the following expression
nw =
 r
jrj

w
= nn cos  + nt sin ; (2.35)
with nn and nt being the unit normal vectors to the contact line directed into the
wall and tangential to the wall, respectively, as depicted in Fig. 2.4.
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Figure 2.4: Contact-line boundary condition.
According to Brackbill et al. [10], before using Eq. (2.35) the unit normal nt is
obtained by assuming the zero gradient condition for the phase fraction at the wall
yielding nt = (r=jrj)P , while the unit normal nn is given by nn = Sf=jSf j.
2.4 Solution Procedure
The uids in all computed ows in the present study are assumed to be Newtonian
and incompressible. In such ows there exists no explicit equation for pressure
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and therefore de-coupling of pressure from velocity must be avoided. This is done
by deriving a discretized pressure equation from the semi-discretized momentum
equation, using the continuity restriction of a divergence-free velocity eld coming
from the equation for mass conservation. The velocity and pressure are coupled
through the Pressure Implicit with Splitting of Operators (PISO) algorithm for
transient ows of Issa [43]. A summary of the algorithm presented by Jasak [45]
with more details provided by Rusche [100] is shortly reproduced here.
2.4.1 The PISO Algorithm for Transient Flows
In the PISO algorithm the pressure-velocity coupling is applied in three basic steps:
 the momentum predictor step, where the last known solution for pressure is
used in solving the momentum equation to obtain the rst approximation for
the velocity, which at this stage does not satisfy the continuity restriction,
 the pressure solution step, where the matrix for the pressure equation is as-
sembled and solved to yield the new estimation for the pressure and
 the explicit velocity correction step, where the obtained pressure is used to
calculate the new conservative volumetric uxes and reconstruct the velocities
consistent with the new pressure eld.
Since the velocity does not depend only on the pressure eld but also on the con-
tributions from the updated velocities in the neighboring cells, the last two steps in
the PISO loop are repeated until a pre-dened tolerance is met. Details of imple-
mentation for the co-located variable arrangement are provided by Karrholm [47].
2.4.2 Solution of Linear Equation Systems
The discretization procedures outlined in this Chapter convert every partial dier-
ential equation into a corresponding system of linear algebraic equations, with one
equation for each control volume (computational cell). The linear equation systems
are dierent for each governing equation, but they all have the same general form
aPP (t+t) +
X
N
aNN(t+t) = b; (2.36)
which is written in the matrix notation as
A   = b: (2.37)
The matrix A is sparse, containing the coecients aP on its diagonal and aN o the
diagonal,  is the array of unknowns  and b is termed the source array.
The linear equation systems are inverted to obtain the numerical solutions of
the governing equations. The system in Eq. (2.37) is solved using the iterative
procedure, which starts from an initial guess and continually improves the solution
in every iteration. The iteration loop is stopped when some prescribed condition is
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fullled, e.g. when the dierence between two consecutive solutions is smaller than
some prescribed small tolerance, and the obtained values for  are considered to be
the approximate solutions. In order to improve the convergence rate the equations'
system can be preconditioned, i.e. multiplied by a suitable preconditioning matrix.
In this study, for symmetric matrices the Preconditioned Conjugate Gradient (PCG)
solver with Diagonal-based Incomplete Cholesky (DIC) preconditioner is used, and
for asymmetric matrices the Preconditioned Bi-Conjugate Gradient (PBiCG) with
Diagonal-based Incomplete Lower-Upper (DILU) preconditioner is adopted. The
description of the algorithms may be found in Saad [101].
The eects of turbulence are not modeled in the present study. The interface
between two phases is in theory innitesimally small and in reality it represents
a region in space with a submicroscopic width. In order to sharply resolve the
phase-interface commonly a ne mesh resolution is required, at least in regions of
free-surface motion. In order to ensure boundedness of the phase fraction, inde-
pendent of the numerical discretization schemes, the solution procedure utilizes the
Multidimensional Universal Limiter for Explicit Solutions (MULES) of OpenCFD
Ltd [70]. It is similar to the idea of the ux-corrected transport, where the antidiu-
sive ux (or the ux correction) is calculated as a dierence between the higher-order
ux obtained using the limited scheme and the rst-order upwind ux. The ux
correction is then limited in a manner such that the new obtained solution for the
phase fraction will be limited by the extrema determined in all the neighboring cells
to the cell of interest.
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3.1 Introduction
This Chapter deals with the hydrodynamics of isothermal ows induced by drop
collisions. Three dierent scenarios are investigated: drop collision with a shallow
liquid layer, symmetric drop collision with another drop (binary drop collision) and
drop collision with a dry wall. The governing transport equations are introduced,
followed by the computational details and simulations. The numerical and theoret-
ical results with the appropriate discussions are presented.
3.2 Governing Equations and Computational Details
In the VOF method for incompressible two-phase ow with free-surfaces introduced
by Hirt and Nichols [40], the transport equation for the indicator function, rep-
resenting one phase, is solved simultaneously with the continuity and momentum
equations
r U = 0; (3.1)
@
@t
+r  (U) = 0; (3.2)
@(U)
@t
+r  (UU) =  rp+r T+ f; (3.3)
where the viscous stress tensor is given by
T = [rU+ (rU)T ]  2
3
I(r U); (3.4)
with the identity tensor I  ij. The last term on the r.h.s. if Eq. (3.3) takes into
account body forces, that generally include gravity as g. The indicator function 
is commonly dened in space as
 =
8<:
0; for points belonging to one phase;
0 <  < 1; for points at the phase-interface;
1; for points belonging to another phase.
(3.5)
Physically, the indicator function can be interpreted as the volume fraction or phase
fraction of one phase (usually liquid) and may be dened as
 =
R
V!@x3 ldVR
V!@x3(l + g)dV
; (3.6)
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where the subscripts l and g denote liquid and gas, and the integration is performed
over a small volume @x3 around a point in space and l + g = 1.
Two immiscible uids are considered as one eective uid throughout the do-
main, the physical properties of which are calculated as weighted averages based on
the distribution of the liquid phase fraction, being equal to the properties of each
uid in the regions they occupy and varying only across the interface
 = l + (1  )g and  = l + (1  )g: (3.7)
The critical issue in numerical simulations of free-surface ows using the VOF model
is the sharp resolution of the interface while preserving the boundedness and con-
servation of the phase fraction. The interface region between the phases is typically
smeared over a few mesh cells and is therefore highly sensitive to mesh resolution.
In ows with high density ratios small errors in phase fraction may lead to signi-
cant errors in calculations of physical properties. Accurate calculation of the phase
fraction distribution is crucial for a proper evaluation of surface curvature, which is
required for the determination of the surface tension force across the free surface.
Since the interface is articially smeared due to the numerical diusion, the
proper discretization of the convective term is here of outmost importance. Various
attempts have been made in order to overcome these diculties, as outlined in
Section 1.3.1. In the present study the approach according to Weller [128] is utilized.
In this approach the smearing of steep gradients is suppressed by introducing an
additional convective term in the phase fraction equation, Eq. (3.2), acting against
the numerical diusion, in the form
@
@t
+r  (U) +r  [Uc(1  )] = 0: (3.8)
In fact, the additional convective term (the third term on the l.h.s. of Eq. (3.8)) has
the same form as the scalar ux closure for the counter-gradient transport in com-
plex combustion models incorporating the relative velocity between the burnt and
unburnt gases (Veynante et al. [120]). This relative velocity appearing in the term is
replaced with the interface-compression equivalent Uc, which ensures the shrinking
of the interface, while the term guaranties both conservation and boundedness of
phase fraction (Weller [128]).
It is interesting to note that Eq. (3.8) can be derived relying on a two-uid
Eulerian formulation, where phase fraction equations are solved separately for each
individual phase
@
@t
+r  (Ul) = 0; (3.9)
@(1  )
@t
+r  [Ug(1  )] = 0: (3.10)
Dening the velocity of the eective uid as a weighted average (Weller [127])
U = Ul + (1  )Ug; (3.11)
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Eq. (3.9) can be rearranged to obtain exactly the same form as Eq. (3.8), used as
the evolution equation for the liquid phase fraction
@
@t
+r  (U) +r  [Ur(1  )] = 0; (3.12)
where Ur = Ul   Ug is the vector of liquid-gas relative velocity, modeled as the
compression velocity Uc in Eq. (3.8). The term compression comes from the role to
shrink the phase-interphase towards a sharper one, representing just a denotation
and does not relate to compressible ow.
The compression term must not bias the solution in any way and should only
introduce the ow of  in the direction normal to the interface. In order to ensure
this, several possibilities are oered in Weller [128] to model the compression velocity,
the most general form being
Uc = min [CjUj;max(jUj)] rjrj ; (3.13)
where the compression velocity is based on the maximum velocity in the interface
region. In fact, Uc must be somehow limited, which is achieved using the largest
value of the velocity in the domain as the worst possible case (Weller [128]). The
intensity of the interface compression is controlled by the constant C, which yields
no contribution if set to zero, a conservative compression if the value is one and an
enhanced compression for values greater than one (OpenCFD Ltd [70]).
It should be noted that the compression term appears as an articial contribu-
tion to the convection of the phase fraction. Its proper discretization contributes
signicantly to a higher interface resolution, thus avoiding the need to devise special
compressive schemes (such as CICSAM or HRIC). The additional term is similar
to the volume-averaged VOF model in Worner et al. [131]. Although the above
outlined approach is numerically motivated to suppress the numerical diusion, it
is emphasized that, due to its form, the additional compression term is active only
in the numerically integrated form of the phase fraction equation within the inter-
face region and vanishes at both limits of the phase fraction. Therefore it does not
aect the solution outside this region. Moreover in the theoretical sense of a well de-
ned macroscopic free surface having an innitesimally small thickness, the relative
velocity Ur vanishes recovering the standard phase fraction equation, Eq. (3.2).
The momentum equation, Eq. (3.3), is extended in order to account for the
eects of surface tension. The surface tension at the liquid-gas interface generates
an additional pressure gradient resulting in a force, which is evaluated per unit
volume using the CSF model of Brackbill et al. [10]
f = rf(x); (3.14)
where the mean curvature of the free surface is determined from the expression
 =  r 
 r
jrj

: (3.15)
43
3 Isothermal Drop Collisions
The CSF model is suitable for xed Eulerian meshes and applies a volumetric force
in those cells of the mesh containing the transitional interface region as an approx-
imation to the discontinuous surface tension force. Thus, the surface tension force
is spread across the interface over several cells containing the free surface. In this
manner the CSF model actually eliminates the need to explicitly reconstruct the
interface during the computation. Equation (3.14) is valid for the cases with con-
stant surface tension, whereas in the case of variable surface tension, e.g. due to
non-uniformly distributed temperature, surface tension gradients are encountered,
generating an additional shear stress at the interface, which should be taken into
account. Brackbill et al. [10] suggested that the indicator function (phase fraction)
can be smoothed before calculating the interface normal and that the function f(x)
in Eq. (3.14) is calculated as f(x) = =hi, where hi = (l + g)=2 is the average
density of the two phases. Such approach should not inuence the total magnitude
of the force, but it weights the force toward regions of higher density uid. Op-
tionally, the function can be formulated in another way to bias the applied force
more to either the center of the interface region, or to the points of the maximum
phase fraction gradient. However, the numerical experiments of Lafaurie et al. [52]
have shown no noticeable dierence in applying this corrections compared to the
case without them. In the present study the surface tension force is calculated from
Eq. (3.14) using the phase fraction gradients without smoothing, i.e. f(x) = 1.
Both uids are considered to be Newtonian and incompressible (rU = 0), and
the rate of strain tensor is linearly related to the stress tensor, which is decomposed
into a more convenient form for discretization
r T = r  f[rU+ (rU)T ]g
= r  (rU) + (rU)  r: (3.16)
In a single pressure system, such as in the VOF method, the normal component of
the pressure gradient at a stationary non-vertical solid wall with no-slip condition
for the velocity, must be dierent for each phase due to the hydrostatic contribution
when the phases are separated at the wall, i.e. if a contact line exists. In order to
simplify the denition of boundary conditions, it is common to dene the modied
pressure as
pd = p  g  x: (3.17)
The negative gradient of the modied pressure pd consists of the static pressure
gradient, the body force due to gravity and an additional contribution originating
from the density gradient
 rpd =  rp+ g+ g  xr; (3.18)
and, in order to satisfy the momentum equation, the negative pressure gradient
is expressed using Eq. (3.18) whereas the momentum equation is rearranged by
introducing the term  g  xr (Rusche [100]).
Summing up, the set of equations governing the incompressible two-phase ow
with free surface is given by
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r U = 0; (3.19)
@
@t
+r  (U) +r  [Uc(1  )] = 0; (3.20)
@(U)
@t
+ r  (UU)
=  rpd   g  xr+r  (rU) + (rU)  r+ r: (3.21)
where body forces due to pressure gradient and gravity are implicitly accounted for
by the rst two terms on the r.h.s. of the Eq. (3.21).
For the discretization of the compression term in Eq. (3.20), the magnitude of
the volumetric compression ux at cell-faces is determined from
(Uc;f  Sf ) = nfmin

C
jUf  Sf j
jSf j ;max
 jUf  Sf j
jSf j

; (3.22)
where the unit normal ux at cell-faces in the interface region is calculated using
the phase fraction gradient interpolated to cell-faces
nf =
(r)f
j(r)f j+   Sf ; (3.23)
and the stabilization factor is used in the normalization of the phase fraction gradient
in Eq. (3.23) (and likewise in the discretized form of Eq. (3.15)), accounting for the
nonuniformity of the mesh, according to
 =
"P
N
Vi
N
1=3 ; (3.24)
with the small parameter set to " = 10 8 in the present study and the summation
in the denominator is performed over all computational cells N . It should be noted
that the cell-face volumetric ux (Uf  Sf ) in Eq. (3.22) is not evaluated using the
interpolated velocity, but is determined as a conservative volumetric ux resulting
from the pressure-velocity coupling algorithm outlined in Section 2.4.1.
According toWeller [128] the discretization of the compressive term in Eq. (3.20)
requires the compressive ux (Uc;f Sf ) in Eq. (3.22) to be used to interpolate  and
the negatively signed ux  (Uc;f Sf ) in the interpolation of (1 ) to the cell-faces.
It is indicated that this scheme is similar to using the combined upwind/downwind
dierencing of the HRIC scheme (e.g. if upwind dierencing is used for both the
interpolation of  and (1  ) with the change of the sign of the uxes), except that
the interface compression is applied here normal to the free surface instead of in the
ow direction and that the compression intensity may be controlled independently
of the ow. The procedure was successfully applied by Rusche [100] in the simula-
tion of free rising bubbles and is also utilized in the present study. The values of 
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and (1   ) themselves are interpolated to the cell-faces by blending the CD with
the UD scheme (Section 2.2.2.2) using the ux limiter due to Weller [128]
 = minfmax[1 max((1  4P (1  P ))2; (1  4N(1  N))2); 0]; 1g; (3.25)
which reduces to the UD scheme when the phase fraction approaches its limiting
values  ! 0 or  ! 1.
The transient solution procedure is incorporated within the time iteration loop.
At the beginning the new time step is adjusted and the phase fraction equation
is solved. The uid properties are updated, followed by the PISO loop for the
momentum-pressure coupling. First, the momentum equation is solved and new
volumetric uxes are obtained from the rst approximation of the new velocities.
Using these the pressure equation is constructed and solved, followed by correcting
the uxes and explicitly reconstructing the new velocities, based on the obtained
new pressure.
3.3 Validation of the Algorithm
The computational algorithm is validated using several test cases commonly found
in the available literature. These include the transport of a hollow square in an
oblique velocity eld, rotation of a slotted circle, stretching of a circle in an imposed
shear ow and droplet shape evolution due to surface tension.
Hollow Square in an Oblique Velocity Field
The conguration represents the scalar eld advection by the uid ow with uniform
density and uniform viscosity. The phase fraction eld is initialized as the hollow
square aligned with the coordinate axes in the lower left corner, with the side lengths
of outer and inner interfaces of the square having 40 and 20 cells, respectively. The
square is exposed to the oblique unidirectional velocity eld U(1:44; 1:44) on the
uniform two-dimensional 100 100 mesh, and allowed to be advected to the upper
right corner across a diagonal distance corresponding to 72  72 cells. Fig. 3.1
shows the initial and the nal shapes after the advection indicated using the phase
fraction contours  = 0:1; 0:5 and 0:9. The simulation was performed with three
limiting values for the Courant number and the number of time steps until the nal
position is reached was 480 for Co = 0:2, 310 for Co = 0:5 and 281 for Co = 1. The
nal shape of a square was preserved only for the smallest Courant number, whereas
the shape deformed at its outer corners for higher Courant numbers.
Slotted Circle Rotation
In this conguration the shape of a circle with a slot is exposed to a circular velocity
eld U( y; x). The two-dimensional mesh is uniform with 100  100 cells, the
rotation axis is at the center of the computational domain (0; 0) and the phase
fraction is initialized as the slotted circle placed with its center at the position
(0; 10). The diameter of the circle is 50 cells, the slot has the width of 6 cells and
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the length 30 cells. The Courant number is Co = 0:2 and the slotted circle was
rotated through one revolution with the total number of time steps of 3153. The
initial and nal shapes obtained after one revolution are shown in Fig. 3.2 with the
 = 0:1; 0:5 and 0:9 contours. The overall shape is preserved except that the sharp
initialized corners of the slot became rounded due to the insucient mesh resolution.
Circle Stretching in a Shear Flow
In the previous simple advection and rotation tests, the deformation of the free
surface is not present, since the velocity eld satises not only r U = 0 but also
@ Ux=@ x = @ Uy=@ y = 0. A more realistic problem includes the change of the free-
surface topology by introducing the shear eects in the ow eld. Such conguration
is given by the circle placed in a single vortex in which the velocity eld is dened
as U[sin(x)cos(y); cos(x)sin(y)]. The computational mesh is two-dimensional and
uniform with dimensions of edges equal to , divided into 100  100 cells. The
phase fraction is initialized as the circle with radius of =5 placed at the position
(=2; =4). The simulation was performed for 1000 time steps of a xed size followed
by additional 1000 time steps with the reversed sign of the velocity eld. The
Courant number is set to Co = 0:25. Ideally the initialized shape of a circle should
be recovered after the simulation in the reversed direction. Fig. 3.3 shows the nal
interface shapes, represented as the  = 0:1; 0:5 and 0:9 contours, obtained after
the forward integration, and after the forward followed by the backward integration.
The nal obtained shape is slightly deformed, because in the forward integration the
interface becomes highly deformed, forming the tail of small thickness comparable
with the cell size. Therefore, the tail could not be accurately resolved using the
given mesh and the initial shape of a circle could not be completely recovered in the
reversed motion.
Droplet Shape Evolution in Zero Gravity
In this conguration the liquid is initialized as having a shape of a cylindrical section
(slice) in two dimensions and the evolution of the liquid/gas interface is tracked in
time. The mesh is a two-dimensional axisymmetric slice having 100100 uniformly
distributed cells and one cell in the azimuthal direction. The properties of the liquid
and the background uid correspond to those of isopropanol and air, yielding the
density and dynamic viscosity ratios of l=g = 682 and l=g = 126, respectively,
and the surface tension coecient is  = 0:0236 N/m. The computational domain
has dimensions of 1 1 mm2 and the initialized radius and height of the cylindrical
section are Rcyl = 0:3 mm and Hcyl = 0:6 mm, respectively. The body force due to
gravity is absent and, at equilibrium, the surface tension force should be balanced by
the pressure force resulting in a pressure jump at the interface from zero outside the
droplet to the value in the droplet given by the Laplace equation  p = 2=Rsph.
The droplet radius at equilibrium results from equality of volumes of the cylinder
and the sphere R2cyl Hcyl = (4=3)R
3
sph  yielding Rsph = 0:343 mm and the
accompanying pressure jump  p = 137:5 N=m2. This theoretical value is compared
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with the computed mean pressure inside the droplet determined from the expression
p =
PN
i=1 piViPN
i=1Vi
; (3.26)
where the summation is performed over the number of cells N where at least 99 %
liquid is present, according to the criterion   0:99. Ideally, the pressure inside
the droplet should be equal to the Laplace pressure at equilibrium and any existing
velocity eld represents a numerical artifact, known as the parasitic currents.
In the previous test cases small values for the compression coecient up to
0.2 were used to obtain the relatively sharp interface regions so that the additional
compression term is employed to a small extent. In this test case, the simulation was
performed using four dierent values of the interface compression coecients and
the nal obtained shapes of the droplet are shown in Fig. 3.4. The nal resolution
of the droplet was 35 cells per radius. The eects of the interface compression are
illustrated in the droplet shapes in the four quarters corresponding to four simulation
results. The sharper interface resolution can be observed for the higher values of C
used. The shapes of the interface at several times until reaching the equilibrium are
shown in Fig. 3.5 for the two extreme cases, corresponding to C = 0 and C = 1.
The interface between the phases is represented by ve phase fraction contours from
 = 0:1 to  = 0:9. It is seen that the interface region is resolved more sharply in
the case where interface compression is invoked.
The droplet radius is tracked in time along the diagonal of the droplet. The
representative point at the interface is found as the rst point satisfying the criterion
  0:5 and the results for the droplet radius normalized with the theoretical value
are shown in Fig. 3.6. Small oscillations of the radius are observed indicating the
existence of the parasitic currents even in the quasi-equilibrium state. The greatest
dierence in droplet diameter compared to the theoretical value is less than 1%.
Numerical methods for interface capturing are known to generate articial ve-
locities instead of keeping steady, velocity-free spherical droplets. Following the
work of Lafaurie et al. [52], the expression based on dimensional reasons is dened
as the measure of the order of magnitude of the parasitic velocities
Up = Kp


; (3.27)
with the dimensionless number Kp similar to the capillary number, which serves
as the measure of the quality of the numerical modeling of surface tension forces.
Ideally, the value of Kp should be zero, but the typical reported values are between
Kp  10 2 in Lafaurie et al. [52] and 5  10 5 < Kp < 7  10 7 in Vincent and
Caltagirone [121]. In the present study the scaling in Eq. (3.27) yielded Kp  10 4,
as shown in Fig. 3.7, which is in accordance with the previous ndings, indicating
that the interface compression does not introduce additional articial velocities.
The generated parasitic currents are distributed more smoothly along the interface
region in the case where the interface compression is invoked, as can be seen in
Fig. 3.8, where the velocity vectors for the models without and with the interface
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compression are plotted using the same scaling factor at the time instant when the
quasi-equilibrium was reached.
The predicted pressure rise along the droplet's diagonal and the temporal pres-
sure development in the droplet, both normalized with the theoretical value, are
shown in Fig. 3.9. After initial oscillations during the formation of the droplet's
shape, the mean pressure inside the droplet remains constant. The predicted pres-
sure rise across the interface is more sharp in the case with interface compression,
but the mean pressure in the droplet is somewhat lower compared to the theoretical
value. This conrms the previous ndings of the CSF model being better suitable
for more smeared interfaces, which is the reason why in some interface-capturing
models the interface region is rst articially smoothed before calculating the sur-
face curvature. Nevertheless, the error in the calculated pressure is within 5% in
all cases, being in accordance with the previous ndings of Brackbill et al. [10] and
Ubbink [116].
initial final, Co = 0.2 
final, Co = 0.5 final, Co = 1 
Figure 3.1: Advection of a hollow square in an oblique unidirectional velocity eld.
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initial final 
Figure 3.2: Rotation of a slotted circle.
initial
final, forward final, backward
Figure 3.3: Stretching of a circle in shear ow.
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C? = 0
C? = 0.5C? = 0.25
C? = 1
Figure 3.4: Final droplet shapes.
C? = 0 C? = 1
Figure 3.5: Temporal interface shape evolution.
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Figure 3.6: Temporal evolution of the droplet radius.
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Figure 3.7: Scaled parasitic currents at the interface.
C? = 0 C? = 1
Figure 3.8: Velocity distributions after reaching the quasi-equilibrium state.
52
3.4 Drop Collision with a Shallow Liquid Layer
0 0.5 1 1.5 2
r 
0.0
0.2
0.4
0.6
0.8
1.0
1.2
p 
Cγ = 0
Cγ = 1
0 5 10 15 20
t, ms
0.0
0.5
1.0
1.5
p 
Cγ = 0
Cγ = 0.5
Cγ = 1
Figure 3.9: Pressure rise across the interface after reaching the quasi-equilibrium
state (left) and temporal development of the mean pressure in the droplet
(right).
3.4 Drop Collision with a Shallow Liquid Layer
The phenomena involved in drop collisions with various surfaces were the subject
of experimental, numerical and also theoretical studies, a comprehensive review of
which can be found in Rein [85]. The sequence of events which occurs during the
impact of single drops onto lms or pools of various depths has been described in
Yarin [132]. Much research has been conducted in relation to the crown formation,
splashing, the Worthington jet height and bubble entrainment during single drop
impact onto thin and deep liquid pools. Less attention, however, has been paid to the
phenomena taking place below the surface, in particular the evolution of the crater
formed in shallow pools (Shin and McMahon [106], Fedorchenko and Wang [24]),
which is important for spray cooling.
An interesting phenomenon, which appears at almost every drop collision with
a shallow or deep pool, is the formation of a capillary wave after impact. This
concentric capillary ripple travels along the crater sidewall and changes the shape
of the crater from hemispherical for deep pools or from oblate for shallow pools to a
conical shape. In O~guz and Prosperetti [68] and Morton et al. [59] the origin of this
traveling capillary wave was related to the strong surface disturbance immediately
after the initial contact of the impacting drop with the undisturbed liquid surface.
For deep pools, several authors found that when this capillary wave reaches the
bottom of the crater at a certain time instant, its crest closes concentrically to trap
an air bubble (Morton et al. [59], Deng et al. [19]). The inertia dominated capillary
waves on a nearly planar, radially expanding liquid lamella resulting from drop
impact are well understood. The analysis of such waves can be found in Yarin and
Weiss [135] and some other capillary waves resulting from drop impact on liquid
layers were reported in Weiss and Yarin [126], which lead to the ejection of a jet.
In this Section the numerical and theoretical investigations of a normal drop
collision with a liquid layer of a nite thickness are presented. The formation and
evolution of the crater formed within the layer upon the impact are investigated for
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various layer thicknesses, drop impact velocities and using the properties of three
dierent liquids. The study focuses on the description of the crater penetration, ex-
pansion, formation of the residual lm on the substrate, as well as on the emergence
and propagation of a sharp-edged axisymmetric capillary wave.
3.4.1 Theoretical Model for the Penetration Depth
In most of the existing theoretical studies of drop impact onto a deep pool the
crater penetration is described using the energy balance approach, where the shape
of the crater is approximated by an expanding sphere (Prosperetti and O~guz [79],
Fedorchenko and Wang [24]). Such approximation is based on the assumption that
the crater expands equally in all directions.
A theoretical model for the crater penetration in a semi-innity liquid is de-
rived based on the balance of the linear momentum of the liquid around the crater
(Berberovic et al. [8]). Penetration of the crater is shown schematically in Fig. 3.10
in a spherical coordinate system with the origin xed at the point of impact at the
initial level of the liquid layer. The penetration depth of the crater is denoted zcr
and the penetration speed is Ucr = dzcr=dt.
r
zcr
liquid layer
Ucr
deformed
drop
?
R(t)
Ur
?
Figure 3.10: Sketch of the penetrating crater.
Since the impacting drop deforms during penetration, the penetration depth
is roughly approximated by the position of the drop/layer interface at the impact
axis. The penetration depth initially increases with almost constant velocity, which
is approximately half of the impact velocity and depends only weakly on the surface
tension, viscosity or layer thickness. The velocity of high-speed jet penetration
whose density equals the density of the target, Ucr  0:5U0, is well-known in
penetration mechanics (for example the penetration of an eroding metal projectile
into an elastic-plastic target, Yarin et al. [134]). The corresponding penetration
depth is zcr  U0t=2 and the duration of this stage is nite, t = 2D0=U0, determined
by the rate of the drop erosion, which is proportional to U   Ucr.
At the times t > 2D0=U0 the crater propagates only due to the inertia of the
ow in the liquid layer and decelerates. At this stage the shape of the crater is
approximated as a spherical crater with the center coinciding with the origin of the
coordinate system xed at the point of impact. The ow in the layer is similar
54
3.4 Drop Collision with a Shallow Liquid Layer
to the ow induced by a single spherical bubble changing in size, produced by an
underwater explosion (Batchelor [6]). If the penetration depth is much smaller
than the initial layer thickness, the ow around the crater can be approximated by
a potential velocity eld in the semi-innite space. The velocity eld in the liquid
layer and the corresponding velocity potential in that case are given by Batchelor [6]
Ur =
R2
r2
dR
dt
; U = U' = 0; (3.28)
	 =  R
2
r
dR
dt
(3.29)
where dR=dt is the radial velocity of propagation of the crater surface.
If the Froude number is much higher than unity the eect of gravity at the
initial stage of crater expansion is negligibly small. If, in addition, the penetration
depth is much smaller than the capillary length
p
=(g), the deviation of the crater
shape from the spherical can also be neglected. The expression for the pressure eld
in the liquid can be obtained from the Bernoulli equation in the following form
@	
@t
+
1
2
U2r +
p

= f(t); (3.30)
where f(t) is a function of time only. It can be shown that f(t) = 0 since the
liquid velocity vanishes at r ! 1. Substituting in Eq. (3.30) the expressions for
the liquid velocity, Eq. (3.28), and velocity potential, Eq. (3.29), yields the following
expression for the pressure distribution at the crater surface (r = R)
pcr = 
d2R
dt2
R +
3
2


dR
dt
2
: (3.31)
It should be noted that this pressure eld is valid even if the viscosity of the liquid
is signicant. The viscous part of the radial component of the stress tensor at the
crater surface is of order 4(dR=dt)=R, the pressure jump associated with the surface
tension is 2=R and the hydrostatic pressure is gR. These terms are negligibly
small in comparison with the inertial stresses in Eq. (3.31) if the Reynolds, Weber
and Froude numbers are much higher than the unity. In this case the equation
of the crater penetration and expansion can be obtained from the condition that
the pressure in the liquid vanishes at the crater surface. Moreover, in this model
the penetration depth zcr of the crater is equal to the crater radius R, as seen in
Fig. 3.10. The asymptotic equation for the crater penetration is written with the
help of Eq. (3.31) in the following dimensionless form, similar to the equation of
rising of a spherical-cap bubble in Batchelor [6]
d2zcr
dt
2 =  
3
2zcr

dzcr
dt
2
: (3.32)
It is emphasized that Eq. (3.32) for the crater penetration is valid only for the
initial stage of crater penetration when the deformation of the shape of the spherical
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crater due to the gravity and capillary eects is negligibly small. The corresponding
analytical solution of Eq. (3.32) for the crater depth is
zcr = 2
 4=5  5t  62=5 ; t > 2: (3.33)
In Fig. 3.11 the experimental data from Engel [23] and Elmore [22] for the pen-
etration depth of the crater is compared with the theoretical predictions obtained
using Eq. (3.33). In the case of high impact Weber and Froude numbers the asymp-
totic formula agrees very well with the experiments. In the case of relatively smaller
impact velocity the inuence of the gravity, viscosity and surface tension become
signicant leading to some deviation from the asymptotic solution and even to the
damping of the penetration by gravity and capillary forces which are not accounted
for in the obtained approximate solution, Eq. (3.33).
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Figure 3.11: Drop impact onto a deep pool: comparison of the asymptotic solution,
Eq. (3.33), for the penetration depth of the crater with the experimental
data from Engel [23] and Elmore [22] (symbols).
The receding of the crater diameter can dier signicantly from the receding
of the crater in the axial direction, leading to a decrease of the crater penetration
length. In this stage the shape of the crater changes signicantly due to occurrence of
capillary waves. Moreover, in some cases when the crater diameter recedes while the
tip continues to penetrate, the impact leads to the formation of bubble entrainment
(Elmore et al. [22]). The crater form at this stage cannot be approximated by the
simple shape of a sphere and therefore, the theory is not valid for the receding phase
of the crater motion. The asymptotic solution given by Eq. (3.33) for the penetration
depth agrees well with the experimental data at the initial stage of penetration if
the Reynolds and Weber numbers are high.
The experimental data from van Hinsberg [118] for the crater penetration length
for various impact parameters and initial layer thicknesses is shown in Fig. 3.12
in comparison with the theoretical predictions. The deviation from Eq. (3.33) is
determined by the initial layer thickness, or more precisely, by the vicinity of the
crater tip to the rigid substrate. For example, the case with We = 315 corresponds
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to H = 2 whereas the case with We = 328 corresponds to H = 1 leading to earlier
deviation from the theory developed for deep pool. These results also demonstrate
that wall eects may be signicant already at the initial stages of drop impact. The
most reliable way to predict such phenomena is using the numerical simulations of
the ow.
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Figure 3.12: Drop impact onto a liquid layer of nite thickness: experimentally ob-
tained penetration depth of the crater from van Hinsberg [118] (sym-
bols) as a function of time for various layer thicknesses compared to
the asymptotic solution, Eq. (3.33).
3.4.2 Numerical Simulations
The computational domain has the form of an axisymmetric slice with the mesh
having one cell in the azimuthal direction, Fig. 3.13. The symmetry in azimuthal
direction is presumed in accordance with the experimental observations. The di-
mensions of the solution domain in the vertical plane are 15D0  15D0 for distilled
water, 21D0  21D0 for isopropanol and 17D0  17D0 for glycerin/water mixture,
based on the drop initial diameter. The mesh is adaptively rened in the region of
the crater development, having in total  70000 cells.
It could be observed in experiments, as well as in calculations with coarser
meshes, that the liquid layer was not signicantly aected at radial distances greater
than approximately one third of the radial length of the solution domain, since the
process of drop impact occurs very fast. Therefore the mesh was appropriately
rened only in this region of the solution domain, where the process of drop impact
takes place.
At the initial time, the distribution of phase fraction is prescribed in the cells of
the mesh, dening the position and the shape of the interface at the beginning of the
calculation. The shape of the drop in experiments just before the impact deviated
negligibly from that of a sphere. Therefore, the drop in simulations is placed at a
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Figure 3.13: Initial case conguration (left) and computational mesh (right).
small initial distance from the liquid layer surface corresponding to a dimensionless
time of t = 0:2, thus allowing several time steps to be computed and the ow to
develop before the rst contact of the drop with the surface. Since the distance is
very small the velocity change due to gravity and drag is negligibly small and the
initial drop velocity is thus set equal to the drop impact velocity from experiments.
In addition to the axial symmetry, the bottom and the right side boundaries are
set as walls with the no-slip condition prescribed. The top boundary is open with
prescribed total pressure consisting of static and dynamic pressure, thus allowing
the static pressure to be adjusted according to the calculated velocity eld. At
the walls the zero gradient is set for the modied pressure in accordance with its
denition. Since the contact region of the crater with the bottom of the dish could
not clearly be observed in the experiments, it was not possible to discern whether the
bottom surface remained wetted or became completely or partially dry. Therefore,
wall adhesion was not taken into account and correspondingly the zero-gradient
condition for the phase fraction equation is set.
Experimental results are provided by van Hinsberg [118] where three liquids
were used: distilled water, isopropanol and a glycerin/water mixture consisting of
70% glycerin and 30% water. The uid of the drop and the layer was the same in all
experiments. The initial drop diameter D0 was 2.9 mm for distilled water, 2.14 mm
for isopropanol and 2.67 mm for glycerin/water mixture. The drop impact velocity
U0 (velocity just before the drop reaches the surface) was varied from 1.68 m/s to
2.91 m/s for distilled water, from 1.7 m/s to 2.83 m/s for isopropanol and from
1.81 m/s to 3.25 m/s for glycerin/water mixture. The liquid layer thickness was
varied for all liquids yielding three dierent dimensionless layer thickness which
were used in the experiments, namely H = 0:5; 1; 2. The reported errors in holding
a constant thickness of the liquid layer in the experiments were 3{7% for distilled
water, 2{10% for isopropanol and 1{5% for glycerin/water mixture. Comparison
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of dierent cases is enabled by the use of the dimensionless numbers governing the
impact process, the covered range of which is listed in Table 3.1 along with the
physical properties.
Table 3.1: Physical properties of liquids and ranges of dimensionless numbers used
in the numerical simulations.
distilled water isopropanol glycerin/water
density , kg=m3 999 805 1179
viscosity , Ns=m2 9.910 4 2.310 3 18.5710 3
surface tension , N=m 7.2710 2 2.3610 2 6.6810 2
Ohnesorge number 0.0021 0.0112 0.0409
Weber number 113 - 312 189 - 644 151 - 505
Reynolds number 4744 - 8587 1200 - 2010 299 - 561
K parameter 1331 - 3675 1101 - 3883 524 - 1814
3.4.3 Results and Discussion
3.4.3.1 Assessment of the Interface-compression Algorithm
In order to illustrate the eects of the interface-compression algorithm, simulations
of a selected drop impact case were performed using the formulations with and then
without the interface-compression term. The case in question corresponds to the
glycerin/water mixture and impact parameters H = 1, We = 329 and Re = 428.
The results obtained in the simulations using both approaches are contrasted in
Fig. 3.14. The interface is represented as the region situated between black lines
corresponding to the values of phase fraction  = 0:1 and  = 0:9 and indicating
the region of the free surface.
All details describing the case considered with respect to the computational
mesh, initial and boundary conditions, dimensionless numbers and physical proper-
ties are equal in both simulations. It can be seen that the interface region captured
using the model with interface compression exhibits much higher resolution during
all stages after impact. This can be observed even at the time corresponding to the
rst contact between drop and the layer, where the interface already appears more
smeared in the case without interface compression. The solution at later stages be-
comes non-physical, as can be seen for instance at t = 28:67. On the other hand the
introduction of the compression term leads to a physically plausible solution and
the sharpness of the interface is preserved. Accordingly, all computational results
displayed in the reminder of the study have been obtained using the algorithm with
the included interface compression term.
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Figure 3.14: Time evolution of the crater shape for the impact of a glycerin/water
mixture drop, H = 1, We = 329, Re = 428, K = 1182: results obtained
without (left) and with interface compression (right). Time instants
from top to bottom are t = 0; 0:99; 2:47; 9:89; 19:76; 28:67.
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3.4.3.2 Penetration and Expansion of the Crater
First comparison between experiments and simulations relates to the time evolution
of the crater shape. Fig. 3.15 and Fig. 3.16 show the crater shape at dierent
time instants for the ow conguration corresponding to H = 2 for isopropanol
and distilled water, respectively. Immediately upon impact, a small circumferential
free liquid jet is ejected upward. The geometry of this free jet (its height, shape
and width) depends on the drop impact velocity, liquid properties and liquid layer
thickness. Inside the liquid layer the drop impact leads to the formation of the
crater, which penetrates into the layer and simultaneously expands radially. During
the spreading period inertial forces are dominant over viscous and capillary forces
since the Reynolds and Weber numbers are much higher than unity.
After reaching the maximum diameter, the crater begins a receding motion
driven by capillary forces. It can be seen that the crater shape changes from a
spherical form in the advancing motion to a conical one during the receding phase.
The results of simulations indicate also that during the early stages of the impact
the crater has a concave surface in its upper part. Afterwards, the crater is fully
formed until its bottom becomes convex. This could not be observed in experiments
due to capillary rise of the liquid layer meniscus at the side walls of the dish where it
was placed and because of the ejected liquid sheet. Consequently, for the purpose of
comparison, the measured crater depth is related to the lowest point at the surface
of the crater obtained in the simulations.
The present axisymmetric simulations are not capable of describing precisely the
three-dimensional nature of the ow in the uprising jet leading to the rim instability
and in some cases to splash. For capturing such eects, a full three-dimensional
computational model would be required, accompanied by additional considerations
of physical perturbations leading to instability. Moreover, the exact shape of this jet
cannot be easily compared with the experiments since the camera is focused on the
crater, which is the main subject of the present study. Nevertheless, the inuence of
the three-dimensional eects on the dynamics of the crater propagation is regarded
to be small in the considered range of the drop impact parameters. This assumption
is further conrmed by correctly capturing the generation and propagation of the
capillary wave at the crater sidewall.
For the purpose of a quantitative analysis, crater depth and diameter are made
dimensionless through division by the initial drop diameter, and the measured values
are compared to predicted ones. In the experiments the depth is measured at the
lowest point of the crater observed in photographs, and the diameter is determined
at a half layer thickness, z = 0:5, whereas in the simulations the corresponding
depth and the diameter are determined using computational cells where the value
of the phase fraction becomes   0:5.
Plots of dimensionless crater diameter and depth against dimensionless time
are shown in Fig. 3.17 for isopropanol, distilled water and glycerin/water mixture,
in graphs in the top, middle and bottom row, respectively. The agreement between
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Figure 3.15: Time evolution of the crater shape for the impact of an isopropanol
drop, H = 2, We = 392, Re = 1730, K = 2364: experiment (left)
and simulation (right). Time instants from top to bottom are t =
0; 1:08; 2:71; 10:84; 21:68; 31:44
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Figure 3.16: Time evolution of the crater shape for the impact of a distilled water
drop, H = 2, We = 215, Re = 6750, K = 2533: experiment (left)
and simulation (right). Time instants from top to bottom are t =
0; 1:21; 4:03; 8:06; 16:13; 20:97
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Figure 3.17: Computationally obtained dimensionless crater diameter (left) and
crater depth (right) compared to the experimental data from van Hins-
berg [118] for the impact of an isopropanol drop (top row), a distilled
water drop (middle row) and a glycerin/water mixture drop (bottom
row).
the numerical predictions (lines) and the experimental data from van Hinsberg [118]
(symbols) is very good during the spreading phase, showing some deviations in the
receding phase of the crater motion.
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3.4.3.3 Residual Thickness of the Film between the Crater and the Bottom
When the crater approaches the bottom the penetration velocity decreases due to
the wall eects. When the inertia of the liquid ow is strong enough, the thickness
of the lm below the crater follows the remote asymptotic solution of Yarin and
Weiss [135] and decreases as the inverse of the time squared. At some time instant
the lm thickness becomes comparable with the thickness of the viscous boundary
layer. The ow in the lm is damped by viscosity. The remaining thin lm thickness
is much smaller than the initial thickness of the liquid layer. This phase corresponds
to the plateau region in graphs showing the crater depths in Fig. 3.17.
The value of the residual lm thickness is rather important for the modeling
of heat transfer associated with drop or spray impact and prediction of the lm
breakup. However, since the residual lm thickness is much smaller than the initial
drop diameter and the initial thickness of the liquid layer, its experimental evaluation
is very dicult. In the present study this value is determined from the numerical
simulations. The predicted values of the residual lm thickness hres = hres=D0 are
given in Table 3.2 for various impact parameters.
Table 3.2: Residual lm thickness predicted using the numerical simulations.
liquid We Re K H hres
isopropanol 384 1700 2238 1 0.01631
isopropanol 189 1200 1101 2 0.05650
isopropanol 392 1730 2364 2 0.04425
distilled water 239 7240 2815 1 0.00449
distilled water 113 4950 1331 2 0.02802
distilled water 215 6750 2533 2 0.01796
glycerin/water 329 428 1182 1 0.01534
glycerin/water 157 320 564 2 0.09206
glycerin/water 308 434 1106 2 0.08193
The dimensionless time tb at which the crater almost reaches the bottom lies
within the interval 12 < tb < 14 for H = 2 and 3 < tb < 5 for H = 1. The thickness
of the boundary layer at this time instant is approximately hbl 
p
tb=Re. When
the crater approaches the bottom, the lm thickness follows the remote asymptotic
solution of Yarin and Weiss [135]. At larger times after impact the nal thickness
and the penetration velocity can be written in the simplied form as
hcr = H   zcr  t 2; (3.34)
U cr =
dhcr
dt
 t 3: (3.35)
Therefore, the time instant at which the boundary layer reaches the free surface of
the crater is tbl  Re1=5 and the crater velocity at this instant is U cr  Re 3=5. The
lm thickness hbl corresponding to the time instant tbl can be easily estimated from
Eq. (3.34) as hbl  Re 2=5.
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The residual lm thickness is smaller than hbl since the inertia of the uid at
the time instant t = tbl is still signicant. The value of the residual lm thickness
is estimated assuming the creeping ow in the lm from Bakshi et al. [4] in the
following form
hres =
h
9=14
bl
1
hbl
+
14ReU cr
15
5=14 : (3.36)
The scaling analysis leads to the following relation between the residual lm thick-
ness and the Reynolds number
hres = ARe
 2=5: (3.37)
The coecient A depends on the dimensionless initial lm thickness, Weber and
Froude numbers. However, the dependency on the Weber and Froude numbers
is weak if they are much larger than unity. Fig. 3.18 displays the comparison of
the numerically predicted residual lm thickness in terms of the impact Reynolds
number. The scaling relation, Eq. (3.37), describes well the tendency of the obtained
results.
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Figure 3.18: Computationally obtained residual lm thickness under the crater as a
function of the impact Reynolds number.
After some period of time the capillary forces become signicant and the crater
starts to contract, leading to the emergence of a central jet. The crater contraction
starts earlier at impact parameters corresponding to smaller Weber numbers, for
which the inuence of the surface tension is more signicant. The evolution of the
diameter of the crater rst follows the square-root dependence obtained from the
remote asymptotic solution of Yarin and Weiss [135]. At longer times its propagation
is governed by surface tension and gravity (Roisman et al. [98]). The maximum
crater diameter and the corresponding duration of the crater expansion and merging
are mainly determined by the impact Weber number.
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3.4.3.4 Pressure and Velocity Fields
Computationally obtained pressure and velocity elds for impact of isopropanol
drop at H = 2, We = 392 and Re = 1730 are shown in Fig. 3.19 and Fig. 3.20,
respectively, at several stages after the collision including the time instant when the
drop rst hits the surface of the liquid layer. For the sake of clarity, the velocity
vectors are plotted using randomly spaced tracers.
The experimental data for these elds cannot be easily collected. On the other
hand the knowledge about the pressure magnitudes in the ow is rather impor-
tant for the modeling of the substrate erosion, splash, spray cleaning, drop impact
onto a porous or elastic target, etc. A detailed description of the velocity eld in
the liquid layer initiated by drop impact is necessary for the reliable modeling of
hydrodynamics of spray coating and spray cooling.
The pressure distribution at various instants of time is shown in Fig. 3.19. It
can be seen that at the moment when the drop touches the liquid layer, a high
pressure is formed in the region of contact. As a consequence of this, the liquid is
ejected in a radially upward direction. As the drop penetrates into the layer, the
liquid sheet straightens, driven by the local velocity eld and a small deviation of
the inner part of the sheet surface is observed. A relatively high pressure region can
be identied at the edge of the uprising sheet. This region with the relatively high
curvature corresponds to the formation of a rim (Taylor [111]). The velocity of the
rim diers from the velocity of the sheet since its dynamics is determined mainly by
the capillary forces. The pressure in the rim is not uniform due to the change of the
curvature of the rim surface. The pressure gradient inside the rim is caused by its
acceleration in the downward direction. It is interesting to note that the pressure
in the rim does not change signicantly even at the later stages of the sheet motion
when the radius of the rim cross-section is relatively high.
The velocity eld conned to the region occupied by the liquid at various time
instants is shown in Fig. 3.20. At the moment when the drop hits the liquid layer
the air velocities near the free surfaces are also shown, indicating a high speed ow
of the air escaping from the space between the falling drop and the liquid layer. The
vector plots and velocity magnitudes at the initial stages upon the impact show a
radially outward oriented velocity distributions, with respect to the origin coincid-
ing with the point of impact, thereby resembling closely the theoretically assumed
potential ow in the liquid near the crater surface. According o these results, the
evolution of the free surface is mainly caused by the velocity of the liquid in the
region near the free surface with negligible inuence of the surrounding air motion.
Furthermore, the reduction of the velocity magnitude in time can be observed as
the crater is decelerating. At later stages the velocity distribution becomes more
complex, including some vortex-like motions, and cannot be approximated using a
simple velocity potential.
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Figure 3.19: Predicted iso-contours of the pressure eld for the impact of an iso-
propanol drop: H = 2, We = 392, Re = 1730, K = 2364. Time
instants from top to bottom are t = 0; 2:71; 5:42; 16:26; 21:68.
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Figure 3.20: Predicted velocity vectors (left) and iso-contours of velocity magnitude
(right) for the impact of an isopropanol drop: H = 2, We = 392, Re =
1730, K = 2364. The time instants from top to bottom correspond to
t = 0; 2:71; 5:42; 16:26; 21:68.
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3.4.3.5 Initiation of the Capillary Wave
One of the most spectacular phenomena related to drop collision with the liquid layer
is the generation of a rather sharp capillary wave on the surface of the crater. It is
interesting that once the wave is created, its outer corner is rather sharp, indicating a
strong local pressure drop. The wave propagates along the crater surface downwards,
merging at the bottom of the crater and nally leads to the creation of a central
jet (Zhang and Thoroddsen [136]). Similar waves have been observed in many
experiments on drop impact onto a liquid layer or liquid pool (Morton et al. [59],
Deng et al. [19]). The mechanism of the formation of these capillary axisymmetric
waves and their propagation is not immediately clear.
Such a capillary wave is observed at the surface of the crater in Fig. 3.15. It
is created inside the uprising sheet and travels downwards along the crater surface.
This behavior is clearly resolved in the simulations. The capillary wave is observed
here only when isopropanol is used, whereas it could not clearly be seen in impacts
of distilled water and glycerin/water mixture. This is explained by the much lower
surface tension of isopropanol.
In the case shown in Fig. 3.19, the moment at which the capillary wave can rst
clearly be seen corresponds to a dimensionless time t  5:42. At this instant the rim
formed at the edge of the uprising sheet merges with the liquid layer. The pressure
inside the rim is elevated and corresponds to the curvature of the rim cross-section
and its acceleration. The ow in the rim is directed downwards. The capillary wave
separates the high pressure region above and the relatively lower pressure region
below the wave. The high pressure region above leads to the deformation of the
shape of the crater behind the wave. Moreover, the pressure dierence ahead and
behind the wave leads to the liquid acceleration and enhances the wave propagation.
3.5 Binary Drop Collision
Binary drop collision presents an elementary process in dense sprays, which can aect
the sizes and velocities of droplets thereby inuencing the properties of the spray
such as mass and momentum exchange between the spray and the underlaying liquid
lm. In contrast to an extensive knowledge about the geometry of drop spreading
on a dry wall, available even at very early times after impact (Rioboo et al. [92])
much less data is collected for binary drop collisions. The reason is in the relatively
small, sub-millimeter diameter of the drops which are commonly generated in such
experiments. The experimental data for the temporal evolution of the diameter of
the liquid mass formed after drop binary collision is available only for the relatively
late stages after impact (Willis and Orme [130]). On the other hand, the phenomena
related to axisymmetric binary drop collision can be much easier to model than
drop impact onto a dry substrate since complicating wall eects are not present.
Most of the eorts in the study of binary drop collisions are concentrated on the
investigation of various modes of deformation and breakup: coalescence, bouncing,
stretching separation and reective separation (Qian and Law [82]).
The phenomena of a normal drop collision with a dry substrate and a double-
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symmetric drop binary collision are very similar. Collision of two equal drops can
be represented as a drop impact onto a symmetry plane as in Fig. 3.21. It is obvious
that the modeling approaches to these two kindred problems should also be similar.
  
Drop impact on 
a dry substrate
droplamella rim 
substrate
Axisymmetric impact of 
two equal drops 
droplamella rim 
symmetry plane
Figure 3.21: Sketch of the normal drop impact onto a dry substrate and the axisym-
metric binary collision of two equal drops.
One of the important steps in the theoretical or semi-empirical modeling of
the ow associated with the drop collision phenomena is the assumption of the ap-
proximate velocity eld and typical problem geometry. In many cases, theories are
developed assuming that the drop shape can be approximated as a disk, the char-
acteristic thickness of which depends on Weber and Reynolds numbers, and within
which the ow can be described using the energy balance of the entire deforming
drop. In almost all existing theoretical models the drop shape at the time instant
corresponding to the maximum spreading is approximated by a disc of diameter
Dmax and thickness h, estimated from the mass balance in dimensionless form as
h =
2
3D
2
max
; (3.38)
or in a similar form (Roisman [95]).
The real thickness of the lamella generated by drop impact onto a at substrate
often cannot be determined from experiments since the camera view is obscured by
the rim. However, numerical simulations of drop impact can be used to estimate the
real geometry of the spreading drop. To examine the validity of the Eq. (3.38) the
predicted thickness of the lamella and the instantaneous drop spreading diameter
from the numerical simulations from Sikalo et al. [107] are compared in Fig. 3.22.
The agreement is poor over the entire time of drop spreading and receding. Similar
results are obtained for many other impact parameters. It should be noted that
in these numerical simulations the agreement between the predictions of the drop
spreading diameter and the experimental data was rather good, which implicitly
indicates that the numerics was capable of satisfactory predicting also the thickness
of the lamella.
Therefore, Eq. (3.38) cannot be used as the relation between the lamella thick-
ness and the drop diameter. The reason for this discrepancy is in the formation of
the rim at the edge of the lamella. The volume of the rim is not negligible small in
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Figure 3.22: Comparison of the dimensionless drop height at the symmetry axis
with the estimations by Eq. (3.38) as a function of the dimensionless
time. The drop height and the drop spreading diameter, which is used
in Eq. (3.38) for the estimation of the disc shape, are taken from the
numerical simulations from Sikalo et al. [107]. The impact parameters
are Re = 4010, We = 90.
comparison with the total volume of the drop. Another reason for the disagreement
is the fact that the lamella is not at, even at the dimensionless time instant t = 1.
In this Section the theoretical and numerical investigation of the ow generated
by double-symmetric collision of a drop with another drop are presented. The
dynamics of the expansion of the lamella is described by the theory applicable to the
relatively thin lamella thickness and thus valid for the later stages of drop spreading.
The early stage of drop initial deformation and spreading are calculated numerically.
The existing experimental data and the results of numerical simulations of the initial
phase of axisymmetric drop collision with a rigid wall or with a symmetry plane are
presented. It is discovered that the shape of the lamella in the central part of the
spreading drop follows a universal law which almost does not depend on the impact
conditions if the impact Reynolds and Weber numbers are high. This demonstrates
that the energy balance approach is not able to describe well the ow in the spreading
drop since it usually does not properly consider the ow and the energy losses at
the drop edges.
3.5.1 Axisymmetric Spreading of a Free Thin Liquid Sheet
The ow in a thin spreading liquid sheet was described and the evolution equa-
tion for the lm thickness was obtained by Roisman et al. [93], by considering the
mass and momentum balance of the element of the sheet schematically shown in
Fig. 3.23. The motion of the sheet is determined by the averaged through the sheet
cross-section velocity Ur(r; t) in the radial spreading direction. The mass balance
accounts for volume change of the sheet element due to the ux gradient in the radial
direction, whereas the momentum balance takes into account the internal stresses
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applied to the element cross-section and the capillary pressure applied to the free
surface of the liquid element. In the case of high Reynolds and Weber numbers, the
momentum balance equation is linearized accounting for the smallness of the value
of the gradient of the lm thickness.
z
rUr
? h(r,t)
symmetry
plane
Figure 3.23: Axisymmetric spreading of a thin liquid sheet.
The incompressible axisymmetric ow in the thin spreading liquid sheet is described
by the mass and the momentum balance
@U r
@t
+ U r
@U r
@r
 4
Re
@
@r

1
r
@(rU r)
@r

; (3.39)
@rU z
@z
+
@rU r
@r
= 0: (3.40)
where Eq. (3.39) has the form similar to the Navier-Stokes equation in the radial
direction with 4/Re being the eective dimensionless viscosity in the spreading sheet.
A trivial solution to Eqs. (3.39{3.40) corresponds to a uniform stretching of the sheet
U r =
r
t+ 
; U z =   2z
t+ 
; (3.41)
with  being a constant. The solution given by Eqs. (3.41) has the same form as the
remote inviscid asymptotic solution of Yarin and Weiss [135] and is relevant only in
the central part of the sheet far from the sheet edge where the capillary eects and
the surface curvature are not negligibly small and have to be taken into account.
For the predictions of the lamella thickness at large times after the impact the
inviscid remote asymptotic solution of Yarin and Weiss [135] can be used
h =

(t+ )2
; (3.42)
with  being a constant to be determined from the analysis of the initial phase of
drop deformation. Although the evolution of the thickness of the lamella is simply
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described by the Eq. (3.42), it should be noted that it is valid only for long times
after collision. Accounting for the fact that dimensionless time corresponding to
the maximum drop spreading on a dry substrate in most of the experiments from
Rioboo et al. [92] is usually in the range 2 < t < 5, the use of Eq. (3.42) has to be
more justied. In fact, the lm thickness at the initial stage of drop deformation is
not uniform.
The general expression for the distribution of the lm thickness, obtained by
Roisman et al. [93], has the following form
h(; t) = h0()
 2
(t+ )2
; (3.43)
where the parameter  is dened as
 =
r
t+ 
: (3.44)
The initial shape of the radially spreading lamella h0 is approximated by the Gaus-
sian distribution function in r. This form was chosen for convenience since it ap-
proximates well the numerically predicted and experimentally observed drop shapes.
The dimensionless shape of the lamella at the initial time instant t = 0 is dened
by the expression
h0 = A exp( r2=B): (3.45)
The value of the coecient B is estimated from the mass balance of the spreading
drop

6
=
Z 1
0
2rh0 dr; (3.46)
and the value B = 1=(6A) is obtained. The shape of the lamella at an arbitrary time
instant is evaluated from Eq. (3.43) and the obtained form is a Gaussian distribution
function
hL =
 
t+ 
2 exp
"
  6r
2 
t+ 
2
#
;  = A 2: (3.47)
This result makes the Gaussian distribution function a convenient form for the
approximation of the lamella thickness. The thickness of the lamella at the impact
axis hC = hL(r=0) follows the remote asymptotic relation, Eq. (3.42), even at the
early times of spreading.
3.5.2 Numerical Simulations
The analysis of the motion of the spreading lamella in Section 3.5.1 is applicable
to the description of the lm ow at long times after impact when the lm surface
can be described by a smooth function z = h(r) with @h=@r  1. The analysis is
not relevant to the description at the early times of the drop deformation. In the
present study the ow in the drop at these early times is computed numerically.
74
3.5 Binary Drop Collision
The computational domain is a two-dimensional axisymetric slice with dimen-
sions in the vertical plane of 5D05D0, based on the drop initial diameter, and one
cell in the azimuthal direction. The mesh is xed in space and adaptively rened in
the region where the motion of the liquid develops, having in total  120000 cells,
Fig. 3.24.
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Figure 3.24: Initial case conguration (left) and computational mesh (right).
The simulation is initialized by prescribing the distribution of phase fraction den-
ing one drops' shape and setting the drop initial velocity equal to impact velocity.
Similar as done in the previous case, the drop is initialized at a distance from the
symmetry plane corresponding to a dimensionless time of t = 0:2, allowing several
time steps to be computed before the rst contact of the drop with the symmetry
plane. The top and the right side boundaries are open with the prescribed total
pressure and the combined inlet-outlet conditions for velocity. At the bottom, the
symmetry plane boundary condition is set, thereby rendering the simulations of the
collision of one drop with the symmetry plane as the axisymmetric drop binary
collision.
Table 3.3: Dimensionless numbers used in the numerical simulations.
parameter values
Weber number 2.75 17 68 397 761 1165
Reynolds number 5 12.5 25 61 83 104
Simulations are performed for the impact conditions corresponding to the ex-
periments of Willis and Orme [130], extended by a set of lower impact parameters.
The applied impact conditions are summarized in Table 3.3. The listed values dene
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the collision of a drop with a symmetry plane and the corresponding values for the
binary collision are by denition Wer = 4We, Rer = 2Re, based on the relative
velocity of two drops.
3.5.3 Results and Discussion
3.5.3.1 Liquid Shapes During the Collision
In the theoretical model of Roisman [95] the collision is subdivided into several
phases shown schematically in Fig. 3.25. The rst phase is termed the initial drops
deformation, during which a radially expanding free lamella is generated. The second
phase is the radial expansion of the lamella bounded by a rim formed by capillary
forces. At a later time instant the third phase of the rim merging develops with
the formation of the stretching nger-like jet. The fourth stage of the ow upon
the drop collision corresponds to the axial expansion of the jet, accompanied by the
formation of two small globules by capillary forces. The two globules move apart
and then approach each other and merge again leading to the coalescence. The
stretching jet is unstable and may lead to the droplets separation. The same ow
pattern was observed by Willis and Orme [130] (Fig. 1.3) in the experiments with
binary drop collisions in a vacuum environment.
Figure 3.25: Dierent phases of droplet binary collision, from Roisman [95].
Fig. 3.26 shows the numerically predicted time evolution of the liquid upon
the collision of two equally sized drops. The impact conditions correspond to
Wer = 1586 and Rer = 121 from Willis and Orme [130]. The two-dimensional
axisymmetric computational model was used in the simulation and the snapshots
shown in Fig. 3.26 are obtained by rotational extrusion of the liquid shapes.
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Figure 3.26: Computationally obtained liquid shape evolution during the binary
drop collision. Time series is from left to right and top to bottom,
impact parameters are Wer = 1586 and Rer = 121.
It can be seen that the ow sequences corresponding to the oblate and the
prolate ow regimes, as observed by Willis and Orme [130], are qualitatively well
captured. In the prolate regime the liquid jet formed between the globules appears
to be thicker compared to the experimentally observed. This is attributed to the
fact that the experiments were conducted in a vacuum, whereas the computations
were performed by taking into account the presence of the ambient air.
Fig. 3.27 shows the computationally predicted characteristic dimensions during
the oblate and the prolate ow regime in comparison with the experimentally ob-
tained values by Willis and Orme [130]. The two dimensions are measured as the
longest distances between the opposite edges of the rim in the oblate regime (the
equatorial dimensionDe) and between the edges of the globules in the prolate regime
(the polar dimension Dp). As can be seen the evolution of the liquid is captured
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very well in the initial oblate ow regime, but the results disagree after the lamella
merges and the prolate regime develops. The thickness of the jet slightly increases in
the simulation and the computed polar dimension representing the distance between
the formed globules is lower than that in the experiments. This could be explained
by the fact that the impact Reynolds and Weber numbers are relatively high and
the ow is governed mainly by inertia at initial stages upon the collision. This stage
corresponds to the oblate regime, where the eects of the surrounding air in the
simulation are negligible. At later stages when the lamella starts to retract, the ow
is much slower, driven by surface tension, and viscous eects become stronger. In
this stage the ow of the liquid is aected by the drag of the surrounding air in
the simulation acting as an outer resistance. These aerodynamical eects are not
present in the experiments in vacuum environment and therefore the jet is allowed
to stretch more yielding the greater polar dimension in Fig. 3.27.
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Figure 3.27: Comparison of the computationally obtained characteristic dimensions
(lines) with experimental results from Willis and Orme [130] (symbols)
at Wer = 1586 and Rer = 121.
According to these results the numerical simulations are able to accurately
predict the ow generated by the collision of two drops during the initial, inertia-
dominated stage of the motion. The results of the simulations are used to describe
the ow and for its theoretical modeling at the early times, as described in the
following Sections.
3.5.3.2 Height of the Deforming Drop at the Symmetry Axis
If the impact Weber and Reynolds numbers are high, the ow far from the wall is
determined mainly by inertia. Therefore, the dimensionless velocity of the lamella
and its dimensionless shape in the central region of the deforming drop should not
depend on the impact conditions. The recent study of Bakshi et al. [4] on the ax-
isymmetric drop impact onto a dry spherical target conrms this assumption. The
convex shape of the target geometry in this study allows one to observe the devel-
opment of the lamella during the entire drop spreading process. Besides the other
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parameters, the height of the deforming drop at the symmetry axis is measured. It
was shown that in the initial phase of drop deformation the drop height rst reduces
with an almost constant velocity and the rear part of the drop moves almost as a
rigid body. Then, at the time instant t  1=2 the process of drop deformation
switches to a new regime and the drop height follows the inverse square dependence
of time predicted by the remote asymptotic solution given in Eqs. (3.41{3.42). The
evolution of the drop height depends neither on the impact Weber nor Reynolds
number but is determined only by the ratio of the drop and target radii. Finally,
when h is small enough, the viscous stresses govern the ow in the lamella. These
viscous stresses, which become signicant at time t = tvisc, lead to a damping of
the ow. The residual lm thickness is therefore a function of the Reynolds number
only.
There is no reason to believe that drop impact onto a at rigid substrate behaves
dierently. In the left graph in Fig. 3.28 the experimental data of Bakshi et al. [4]
and the results of numerical predictions from Fukai et al. [28], Sikalo et al. [107]
and Mukherjee and Abraham [60] for the evolution of the drop height hC at the
symmetry axis are shown as a function of time for various impact parameters. The
corresponding results of the present numerical simulations of drop impact onto a
symmetry plane are shown in the right graph in Fig. 3.28.
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Figure 3.28: Drop impact onto a dry substrate (left): the experimental data from
Bakshi et al. [4] and the results of existing numerical predictions from
Fukai et al. [28], Sikalo et al. [107] and Mukherjee and Abraham [60] for
the evolution of the lamella thickness at the impact axis as a function
of dimensionless time. Drop impact onto a symmetry plane (right):
the results of the present numerical predictions for the evolution of the
lamella thickness at the impact axis as a function of dimensionless time.
During the rst two regimes all the results lie approximately on a single curve
for all the impact parameters. In the rst and second non-viscous regimes, the height
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of the drop at the symmetry axis can be approximated by the following expressions
hC  1  t; at t < 0:4; (3.48)
hC  0:39
(t+ 0:25)2
; at 0:7 < t < tvisc; (3.49)
which are also plotted in graphs in Fig. 3.28. Equation (3.48) is chosen from the
assumption that the rear part of the drop moves initially almost as a rigid body, while
Eq. (3.49) is taken in the form of the remote solution, Eq. (3.42). Equations (3.49{
3.42) represent universal expressions for the thickness of the lamella generated by
drop impact onto a dry at substrate and onto a symmetry plane valid for all the
impact parameters when both the Reynolds number and the Weber number are
much larger than the unity.
In the left graph in Fig. 3.28 an indication of the third, viscous regime of the ow
in the lamella at times t  tvisc can be observed, since the Eq. (3.49) underestimates
slightly the numerically predicted values. However, the precise estimation of the
residual lm thickness and the time instant tvisc is dicult, since in the results
of Fukai et al. [28] the lamella thickness at the latest stages of drop impact is
comparable to the thickness of a line plotted in the graph. From the obtained
results shown in the right graph in Fig. 3.28 it is obvious that the development
of the near-wall boundary layer is not relevant in the case for drop impact onto a
symmetry plane and therefore tvisc !1 in this case.
3.5.3.3 Flow in the Lamella at Later Times
Since the height hC of the lamella can be described well by Eq. (3.49), it can be con-
cluded that the velocity in the close proximity of the drop axis can be approximated
by the asymptotic solution, Eqs. (3.41).
In Fig. 3.29 the results of the numerical simulations of the average radial ve-
locity and the velocity gradient at t = 1 in the lamella generated by drop impact
onto a symmetry plane are shown as a function of the radius for various impact
conditions. Surprisingly, the velocity is linear over a relatively wide range of the
radius. Moreover, the velocity distribution almost does not depend on the impact
parameters except at the edge region, where the lamella is compressed due to the
viscous and capillary forces. Far from the edge the velocity gradient is nearly uni-
form @U r=@r  0:8 at t = 1 which agrees well with the remote asymptotic solution
of Eqs. (3.41) with  = 0:25. This value of  is used in Eq. (3.49) to t the data for
the lamella thickness hC at the impact axis.
Fig. 3.30 shows the shape of the central part of the spreading lamella. It is seen
that also the lamella shape almost does not depend on the impact conditions except
for the edge region associated with the rim formation. Therefore, the thickness of
the lamella and its velocity distribution at very high Weber and Reynolds numbers
are self-similar.
The exact shape of the lamella is not modeled analytically, but it is determined
using the numerical simulations during the initial stage of drop deformation. The
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Figure 3.29: Drop impact onto a symmetry plane: the results of numerical predic-
tions of the dimensionless average radial velocity (left) and the dimen-
sionless gradient of the radial velocity (right) at the time instant t = 1
as a function of the dimensionless radius.
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Figure 3.30: Drop impact onto a symmetry plane: the results of numerical predic-
tions for the dimensionless lamella thickness at the time instant t = 1
as a function of the dimensionless radius (lines) compared with the
numerical simulations of drop impact onto a at rigid substrate from
Fukai et al. [28] (symbols).
lamella thickness distribution is approximated by the Gaussian function in Eq. (3.47)
using  = 0:25 determined from the numerical simulations of drop impact onto a
symmetry plane. The corresponding function satisfying the condition hL = hC at
r = 0 has the following form
hL =
0:39
(t+ 0:25)2
exp
"
  2:34r
2 
t+ 0:25
2
#
: (3.50)
In Fig. 3.31 the approximate shape determined by Eq. (3.50) is compared with
the numerical simulations of Fukai et al. [28] of drop impact with Re = 1565 and
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Figure 3.31: Drop impact onto a dry substrate at Re = 1565 and We = 32: numer-
ical predictions from Fukai et al. [28] of the lamella shape at various
time instants compared with the approximate shape, Eq. (3.50).
We = 32. At t = 1 and t = 2 the agreement is rather good far from the lamella edge
where the lamella is thicker than predicted (indicating that the velocity gradient here
is smaller then near the axis r = 0) and where the rim formation becomes visible.
This agreement indicates that the inviscid remote asymptotic solution of Yarin and
Weiss [135] given by Eqs. (3.41) can predict well the velocity eld in the central
part of the deforming drop far enough from the rim. At t = 0:5 the approximated
solution overpredicts the results of numerical simulations. At this relatively early
stage of spreading the velocity eld is still two-dimensional and cannot be described
by the remote asymptotic solution.
3.5.3.4 Pressure Distribution at the Symmetry Plane
One of the features of the self-similar ow in the deforming drop is the universal
pressure eld far from the edge of the spreading lamella. Pressure distribution at
the substrate during drop spreading is one of the important elements which can help
to better understand drop impact onto elastic, structured or porous targets.
Similar to drop impact on a dry wall, numerical calculation of the pressure
distribution at the symmetry plane is a dicult task due to the appearance of
entrapped small-size air bubbles. This is a known issue in the interface capturing
computations using the VOF method. The discussion on whether the appearance of
such bubbles is a numerical artifact or it has a physical base cannot be given without
a clear experimental evidence. In the present numerical simulations the pressure is
evaluated above the bubbles, at the dimensionless height z = 3  10 3 above the
symmetry plane. Accounting for the fact that the pressure gradient in the axial z
direction vanishes at z = 0, it is assumed that this represents a good prediction for
the pressure distribution at the symmetry plane.
In the left graph in Fig. 3.32 the distribution of the dimensionless pressure p
(scaled by lU
2
0 ), predicted by the numerical simulations of drop impact onto a sym-
metry plane, is shown for various time instants and dierent impact conditions. The
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curves corresponding to dierent impact parameters but to the same time instant
practically coincide over the most of the wetted part of the substrate except a short
edge region of the lamella. Some scatter in the results is attributed to the inuence
of the computationally predicted small bubbles at the symmetry plane.
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Figure 3.32: Drop impact onto a symmetry plane: numerical predictions of the di-
mensionless, universal pressure distribution near the symmetry plane
z = 0 as a function of the radius at various time instants (left) and
numerical predictions of the dimensionless pressure pC at the impact
point (r = 0; z = 0) as a function of the dimensionless time (right).
The results of the numerical predictions of the pressure pC at the impact point
(r = 0; z = 0) are shown in the right graph in Fig. 3.32. The pressure pC decays
nearly exponentially in time. The best t of the data is given by the expression
pC = 1:7 exp( 3:1t): (3.51)
It should be noted that the results shown in Fig. 3.32 are applicable to the prediction
of the pressure distribution at the wall also in the case of drop spreading on a smooth
rigid substrate if the Weber and Reynolds numbers are high, since the pressure drop
through a thin viscous boundary layer near the substrate is negligibly small.
3.5.3.5 Conditions for the Universal Flow in the Lamella
The universal ow in the lamella generated by drop collision corresponds to high
Reynolds and Weber numbers. If the impact parameters are small the deformation
of the drop is governed, besides the inertial forces, by the viscous stresses, surface
tension and forces associated with wettability (Roisman et al. [94]).
The range of the impact parameters corresponding to the universal ow in
the lamella was estimated by Roisman et al. [93] using Eq. (3.50) for the lamella
thickness and Eqs. (3.41) for the velocity eld with  = 0:25. Substituting these
expressions in the linearized momentum balance equation the validity range of the
universal solution is found to be determined by Re  14 and We  2:5. Another
condition determining the range of impact parameters corresponding to the universal
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ow in the lamella is the smallness of the viscous boundary layer hbl 
p
t=Re in
comparison with the lamella thickness and at the time instant t = 1 this condition
yields Re 17.
It is obvious that these estimations provide only the order of magnitude of the
parameters corresponding to the universal ow in the lamella. In order to determine
more precisely the range of validity of the universal solution, numerical simulations
of drop impact on the symmetry plane were performed for various Reynolds and
Weber numbers. In Fig. 3.33 the numerical predictions for the dimensionless drop
height hC at the axis of symmetry at the dimensionless time instant t = 1 are shown
for various impact conditions. At Reynolds numbers Re  25 the characteristic drop
height at t = 1 reaches a constant value of hC = 0:245. In this range of Reynolds
numbers the universal solution is applicable to the description of the ow in the
lamella regardless of the Weber number.
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Figure 3.33: The dimensionless drop height hC at the time instant t = 1 as a function
of the impact Reynolds number, obtained by numerical simulations of
drop impact onto a symmetry plane.
In Fig. 3.34 the shapes of the deforming drop at the dimensionless time t = 1
obtained by numerical simulations of drop impact onto a symmetry plane are com-
pared with the approximate thickness distribution, Eq. (3.50), corresponding to the
high-Reynolds impact collisions. As expected, the deviations from the universal
shape is signicant at relatively small impact Reynolds numbers since the eect of
viscous forces is not negligibly small. It should be noted that in the case of drop
impact onto a rigid substrate the wall eects can be signicant at the later stages
of drop spreading when the thickness of the boundary layer is comparable to the
thickness of the lamella. At this stage the viscous eects are not negligibly small, as
they lead to the ow deceleration and creation of a residual lm (Bakshi et al. [4]).
The hypothesis on the self-similar ow in the lamella generated by drop collision
contradicts numerous theoretical models of these phenomena, in particular models
based on the consideration of the energy balance of the colliding drop. Following
the derivations of these previous models, the velocity distribution in the lamella and
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Figure 3.34: The dimensionless radial distribution of the drop height at the time
instant t = 1 at relatively small Reynolds numbers obtained by numer-
ical simulations of drop impact onto a symmetry plane, compared with
Eq. (3.50).
its thickness have to depend on the impact parameters. The energy lost due to the
viscous dissipation and the increasing surface energy of the spreading lamella lead to
a decrease of the kinetic energy and at some time instant even to its disappearance.
This kinetic energy should therefore depend on the viscosity and surface tension
of the liquid. The kinetic energy in the lamella is determined by the velocity dis-
tribution and its thickness. Therefore both the lamella thickness and the velocity
distribution in the lamella should depend on the impact parameters. In order to
explain this contradiction Roisman et al. [93] have proved that the energy balance
approach can be applied to the description of the dynamics of drop spreading only if
the edge eects corresponding to the rim formation are considered accurately. The
universal ow in the lamella satises the energy balance despite the fact that this
ow does not depend on the Reynolds and Weber numbers.
3.6 Drop Collision with a Dry Wall
Phenomenon of drop impingement onto a dry, rigid, at and smooth substrate, be-
sides occurring in a wide range of industrial applications, is an ideal system for
investigation of inertia dominated capillary ow. Experimental investigations usu-
ally do not require a sophisticated setup. It is based mainly on observations using a
high-speed video system of a millimeter sized falling drop. The spherical geometry
of the impacting drop and thin spreading lamella resulting from drop impact enable
the simplication of the governing equations and thus development of appropriate
theoretical models of the ow. A comprehensive review on the modeling approaches
is provided by Yarin [132]. Drop collision with a dry substrate is a frequently in-
vestigated phenomenon in uid mechanics and various outcomes of drop impact,
like splash, deposition or rebound (Rioboo et al. [91]) are determined by the im-
pact parameters and substrate properties. Among them are the substrate roughness
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(Range and Feuillebois [84]), shape (Bakshi et al. [4]), elasticity (Pepper et al. [77]),
porosity (Kellay [48]) or local wettability (Sikalo et al. [107]). These phenomena can
be modeled and understood when the main mechanisms involved in drop spreading
are identied and well described.
Among the parameters predicted by the models are the maximum spreading
drop diameter and the splashing threshold. Such models, among other parameters,
require an appropriate scale for the thickness of the spreading lamella. Two main
approaches can be distinguished. One approach is based on the energy balance
of the entire drop, which is focused on the estimation of the surface and kinetic
energies, and the energy lost due to viscous dissipation. It was shown in Section 3.5
that such an approach includes internal contradictions and is not applicable to the
description of drop spreading. Moreover, the dimensionless thickness of the lamella
at the initial stage is universal, it does not depend on the impact parameters, the
Reynolds and Weber numbers. Another approach is based on a scaling analysis.
In particular the thickness of the lamella is scaled by the thickness of the viscous
boundary layer developed near the substrate surface, leading to the hypothesis that
the lm thickness is described well by h  Re 1=2. Such an assumption has also
been recently disproved by experiments of de Ruiter et al. [20]. It is evident that if
the lm thickness is comparable with the thickness of the viscous boundary layer,
the boundary-layer approximation is no longer valid, since the outer ow is absent
and the solution has to have a completely dierent form. Although much research
has been conducted it is evident that the existing modeling of the lamella thickness
requires fundamental changes.
In this Section the numerical investigations of a normal drop collision with a
dry substrate are presented. Roisman [96] derived recently an analytical self-similar
solution of the full Navier-Stokes equations, based on the remote asymptotic solu-
tion of Yarin and Weiss [135]. The theoretical model, valid at large times after the
impact t  D0=U0, successfully predicts the evolution of the lamella thickness and
its residual value. Moreover, this ow can be used for the description of heat transfer
associated with drop impact, including near-wall phase transition (Roisman [97]).
Good agreement with the experimental data serves, however, only as an implicit con-
rmation of the theory and a question still remains whether the similarity solution
correctly approximates the real solution.
3.6.1 Solution for the Flow in the Lamella at Large Times
The analytical self-similar solution of the full Navier-Stokes equations obtained by
Roisman [96] for the ow in the lamella at long times t  D0=U0, is based on
the Stokes rst problem for the two-dimensional case, but it considers the remote
asymptotic solution of Yarin and Weiss [135]. The velocity eld in the spreading
lamella was obtained in the form
Ur = f
0()
r
t
; Uz =  2f()
p
p
t
; (3.52)
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where   z=pt was used as the self-similar variable. The stream function f was
obtained from the ordinary dierential equation
f 000 + 2ff 00 +
1
2
f 00 + f 0   f 02 = 0: (3.53)
The numerical solution of Eq. (3.53) yielded f 00(0)  1:04. Moreover, the thickness
of the viscous boundary layer was estimated in the form hbl  1:88
p
t. In the
case that the spreading liquid lamella is thicker than the viscous boundary layer the
evolution of the lm thickness was estimated as
h = hinv + hvisc; with (3.54)
hinv = t
 2


r
t

; hvisc =
4A
5
p
tp
Re
; (3.55)
consisting of the inviscid part hinv in the form of the remote asymptotic solution
of Yarin and Weiss [135] and the viscous increment hvisc. Function  describes the
limiting lamella prole corresponding to an inviscid drop impact and the constant
A  0:6 was obtained from the numerical solution of Eq. (3.53) (Roisman [96]).
The viscous thickness increment hvisc becomes signicant for small lm thicknesses
at large times.
3.6.2 Numerical Simulations
The simulation is performed on the two-dimensional axisymetric numerical mesh,
with one cell in the azimuthal direction, adaptively rened in the region of liquid
motion with  160000 cells in total.
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Figure 3.35: Initial case conguration (left) and computational mesh (right).
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The dimensions of the computational domain in the vertical plane are 7D0  7D0
based on the drop initial diameter, Fig. 3.35.
Numerical simulations of drop impact are used to estimate the time evolution
of the spreading drop. The simulation is initialized by prescribing the distribution
of phase fraction corresponding to one drops' shape and setting the drop initial
velocity equal to impact velocity. As in previous cases, in order to allow the uid
ow to develop before the drop hits the wall, the drop is initialized at a distance
from the impacting surface corresponding to a dimensionless time of t = 0:2. The
top and the right side boundaries are open with the prescribed total pressure and
the combined inlet-outlet boundary conditions for velocity. At the impacting surface
at the bottom the no-slip boundary condition is set. Since no experimental data for
the contact angle is provided, capillarity at the wall is not accounted for and the
zero gradient condition is set for the phase fraction.
The impact conditions from de Ruiter et al. [20] are used in the simulation of
drop collision with the dry wall and two additional simulations of drop collision with
a symmetry plane are performed with Rer = 3980 and Rer = 4720. The applied
impact conditions are summarized in Table 3.4.
Table 3.4: Dimensionless numbers used in the numerical simulations.
parameter values
Weber number 132 132 132 185
Reynolds number 500 1000 1990 2360
3.6.3 Results and Discussion
3.6.3.1 Shapes of the Spreading Drop
The results of comparison between the computationally obtained drop shapes with
the experimental data from de Ruiter et al. [20] are shown in Fig. 3.36. The dashed
lines represent drop shapes from dierent experimental runs with the same impact
conditions, where the small dierences are due to slightly dierent obtained impact
velocities. The agreement is very good even at the early stages of drop deformation,
which shows that the computational model predicts correctly the ow inside the
spreading drop. The only noticeable disagreement is in the region of the rim, where
the wettability at the wall is not accounted for in the simulations and the zero
gradient condition is used for the phase fraction at the impacting surface.
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Figure 3.36: Comparison of computationally obtained drop shapes with the experi-
mental data from de Ruiter et al. [20] for Re = 1990;We = 132. The
dimensionless time instants are t = 0:2; 0:4; 0:63; 1:0.
3.6.3.2 Vorticity at the Wall
In order to identify the region where the eect of the liquid viscosity is signicant,
in the present study the vorticity of the velocity eld in the spreading lamella is
estimated using Eqs. (3.52) as
!  @Ur
@z
  @Uz
@r
=
rf 00()
1=2t3=2
: (3.56)
The vorticity at the wall ( = 0) can be now estimated as
!w  1:04r
1=2t3=2
: (3.57)
The vorticity is expressed in the dimensionless form !w = !=
 by choosing an
appropriate scale 
. For convenience, in the present study the following expression
is used as the scale for vorticity

 =
D0
1=2t3=2
: (3.58)
In Fig. 3.37 the contour plots of the scaled vorticity are shown for dierent time
instants. As expected the region of the high vorticity is associated with the expansion
of the near-wall viscous boundary layer. In addition, a small air bubble is entrapped
in the simulations at the impact region, which is not shown in Fig. 3.36 for the
sake of clarity. The entrapment of a small air bubble at the impact point could
be a numerical artifact, but in absence of the experimental evidence this can not
be unequivocally stated. However, it is noted that its appearance does not aect
the solution for the drop shapes. The vorticity level monotonically increases in the
radial direction, which is in agreement with the theoretical predictions of Eq. (3.57).
In Fig. 3.38 the numerically predicted scaled vorticity in the liquid ow at the
wall is shown as a function of the dimensionless radial coordinate at various time
instants and compared with the theoretical predictions of Eq. (3.57). In each case
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Figure 3.37: Contour plot of the dimensionless vorticity !w in the spreading drop
at various time instants, predicted by the numerical simulations for
Re = 1990;We = 132. The dimensionless time instants are t =
0:4; 0:63; 0:87; 1:0.
the vorticity monotonically increases with the radius and then quickly decreases
in the rim region. This result demonstrates that the vorticity in the drop quickly
approaches the theoretically predicted asymptote. This is an important result which
conrms that the self-similar solution of Roisman [96] is valid and can be used for
modeling the drop impact.
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Figure 3.38: Dimensionless vorticity at the wall at various time instants as a function
of the dimensionless radial coordinate. Dashed straight line corresponds
to the theoretical prediction, Eq. (3.57), and impact parameters are
Re = 1990 and We = 132.
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It should be noted that only one case with the impact parameters Re = 1990
and We = 132 is shown in Fig. 3.38. However, it is found that the predicted
levels of the dimensionless vorticity at the wall are only very slightly inuenced by
the impact parameters. In the lamella region outside the rim they are practically
indistinguishable on the graph.
In Fig. 3.39 the dimensionless vorticity at the wall for dierent Reynolds num-
bers is shown for one time instant t = 0:4. It is expectable that the linear dependence
of vorticity, predicted for large times after the impact is not yet valid at this rela-
tively early stage of drop deformation. It is surprising, however, that even at this
relatively early time instant the scaled vorticities corresponding to dierent impact
parameters practically coincide, excluding the rim region. The scaling developed for
large times is applicable even at these early stages.
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Figure 3.39: Dimensionless vorticity at the wall at t = 0:4 as a function of the di-
mensionless radial coordinate for various impact parameters. Dashed
straight line corresponds to the theoretical prediction, Eq. (3.57).
The impact parameters are Re = 500;We = 132;Re = 1000;We =
132;Re = 1990;We = 132 and Re = 2360;We = 185.
3.6.3.3 The Thickness of the Spreading Lamella
The evolution of the lamella thickness is determined mainly by the inviscid ow in
the outer region and by the ow generated by the expansion of the viscous boundary
layer. The inviscid part of the lamella thickness, hinv, can be estimated by subtract-
ing the theoretically predicted viscous increment, hvisc, determined in Eqs. (3.55),
from the computationally obtained lamella thickness. Since the scaling for the vor-
ticity at the wall holds even at the relatively early times of drop deformation, the
long-time prediction according to Eqs. (3.55) for the value of hvisc is assumed to be
a good approximation for this stage.
In Fig. 3.40 the predicted values of hinv = h hvisc obtained using the numerical
calculations of the drop height are shown as a function of the dimensionless radius for
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Figure 3.40: Dimensionless shape h  hvisc, scaled by the initial drop diameter, rep-
resenting the inviscid part of the lamella thickness as a function of
the dimensionless radial coordinate at t = 1. The impact parameters
are Re = 500;We = 132;Re = 1000;We = 132;Re = 1990;We =
132;Re = 2360;We = 185 for impact onto a wall (solid curves), and
Rer = 3980;Wer = 528;Rer = 4720;Wer = 740 for impact onto a
symmetry plane (dashed curves).
the time instant t = 1. The numerical simulations for drop impact onto a solid wall
are performed in a rather wide range of impact parameters, from Re = 500 to Re =
2360. In addition, two numerical simulations with drop impact onto planes in which
the no-slip boundary condition is replaced by the symmetry plane condition are
performed, and the results are included in Fig. 3.40. These two cases are associated
with the double-symmetric binary drop collision. Since the inviscid ow in these
cases can satisfy all the boundary conditions, the viscous boundary layer does not
appear. This is conrmed by the numerical calculations of the vorticity levels which
is found to be negligibly small in comparison with the corresponding case of drop
impact onto a solid wall (except the rim region where the vorticities are of the same
order of magnitude). The shapes of the drops impacting onto a symmetry plane
shown in Fig. 3.40 correspond to Rer = 3980 and Rer = 4720. The predicted shapes
of the inviscid lamella coincide for all the considered cases, excepting the short rim
region.
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4.1 Introduction
The phenomenon of drop impingement on a hot surface represents a complex physi-
cal problem governed by various interacting parameters, some of which are drop size
and velocity, surface temperature and roughness, angle of impact, liquid properties
including surface tension and possibly the liquid wall lm present in the case of a
spray impact. The problem becomes even more dicult if phase change occurs and
theoretical approaches require proper assumptions for simplifying the analysis.
The process of nonisothermal droplet collisions has received considerable at-
tention among researchers in the past two decades. One of the motivations is the
enhanced heat removal from solid surfaces by spraying them with liquid drops. A
complete understanding of nonisothermal drop impact phenomenon still remains
nontrivial and challenging due to its high unsteadiness and extremely small scales
involved inhibiting direct experimental access to these phenomena.
The outcome of a ow generated by drop impact onto a dry target (splash,
spread, rebound) generally depends on the energy of the impacting drop. In drop
impacts on hot surfaces at a given impact energy of the drop, the surface temperature
can aect the impact dynamics. For temperatures above the boiling point the drop
starts to evaporate already when approaching the target. The vapor generated in the
region between the drop and the surface is further compressed and at temperatures
above the Leidenfrost the evaporation rate and vapor compression are fast enough to
provide high enough pressure in the vapor layer that prevents a direct drop-surface
contact. The liquid is said to be in the pool boiling regime and the impact dynamics
can be dierent compared to lower temperatures (Chandra and Avedisian [14]). Such
impacts incorporating phase change are not treated in the present work.
In this Chapter the computational model for conjugate heat transfer within the
framework of the VOF-based method for free-surface capturing is formulated and
validated. A series of congurations is computed including single water drop impact
onto a heated solid surface with dierent thermophysical properties { stainless steel,
aluminium and glass { in a range of Reynolds and Weber numbers and water-solid
temperature dierences.
The cases without phase change used for the validation of the computational
model were investigated experimentally by Pasandideh-Fard et al. [74] and numeri-
cally by Healy et al. [39]. In addition, the present computational results are analyzed
along with the corresponding analytical solution proposed by Roisman [97]. Con-
trary to previous studies, the presence of ambient air is accounted for, enabling air
bubble entrapment under the impacting drop to be resolved. Accordingly, the re-
sults obtained represent a more realistic outcome, associated also with spray impact
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where air entrainment in the wall lm can easily arise. The dimensionless param-
eters governing the ow and heat transfer in the lamella spreading on the wall are
the impact Reynolds, Weber and Prandtl numbers.
4.2 Governing Equations and Computational Details
A review of the published literature has revealed that there is a lack of available
experimental results obtained under the conditions being such to allow only the
liquid ow and heat transfer to be computed along with a constant heat ux at the
solid boundary of the solution domain. This is due to diculties in controlling the
heat ux (or the wall temperature in the case of the isothermal wall), i.e. holding
it constant during the entire duration of the experiment. Therefore the combined
uid ow and heat transfer model has to account for the simultaneous heat transfer
in the solid substrate as well. The mathematical formulation of the free surface ow
includes the interface capturing methodology described in Chapter 3. The model is
extended here to include the conjugate heat transfer.
The transport equations governing the uid ow and heat transfer in the drop
impact process are the conservation of mass, phase fraction, momentum and energy
r U = 0; (4.1)
@
@t
+r  (U) +r  [Uc(1  )] = 0; (4.2)
@(U)
@t
+r  (UU) =  rpd   g  xr+r T+ r; (4.3)
@(cpT )
@t
+r  (cpUT ) = r  [r(kT )]: (4.4)
Forces resulting from spatial variation of surface tension are neglected in the mo-
mentum equation, since the ow under consideration here includes low to moderate
temperature variations. Chandra and Avedisian [14] observed a rather specic pat-
tern consisting of circular and radial ridges forming cells of recirculating liquid on
the surface of the liquid lm spreading on a hot surface upon drop impact. The
ridges could be observed only at elevated temperatures, very close to and above the
liquid boiling temperature and are created by the action of surface tension gradi-
ents induced by temperature gradients. However since such eects are only seen
at temperatures higher than the boiling point, the gradients of surface tension due
to temperature gradients are neglected in the present study. The transport equa-
tion for energy is formulated in the form of the temperature equation. The heat
source term originating from the viscous dissipation is neglected due to small Eckert
number (Eck 1) in inertia dominated ows (Hase and Weigand [38]).
Equations (4.1{4.4) are extended to account for the energy transport due to
transient heat conduction within the solid substrate
@(scp;sTs)
@t
= r  [r(ksTs)]; (4.5)
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where the subscript s denotes the solid substrate.
Density and specic heat vary only slightly within the temperature ranges used
and can therefore be neglected. The temperature dependence of the thermophysical
properties of air is also neglected, since ow and energy balances are determined
predominantly by properties of liquid and solid substrate, the latter being assumed
constant in this study. Again the eective uid is treated as a homogeneous mixture,
the thermophysical properties of which are evaluated as weighted averages based on
the phase fraction distribution, similar as in Eqs.(3.7)
cp = lcp;l + (1  )gcp;g and k = kl + (1  )kg: (4.6)
In order to enable analysis at higher temperatures (but still under the boiling
point), temperature-dependent thermophysical properties of the liquid are used. A
regression performed on the basis of the available property data from Batchelor [6]
and Incropera and de Witt [42] yielded the following relations for the viscosity,
thermal conductivity and surface tension of water
l =  2; 61  10 12T 3 + 5:82  10 10T 2   4:68  10 8T 1 + 1:74; (4.7)
kl =  9; 74  10 6T 2 + 2; 12  10 3T + 5; 58  10 1; (4.8)
 =  1; 68  10 4T + 7; 60  10 2: (4.9)
The discretization of the temperature equation follows the nite-volume proce-
dure outlined in Chapter 2. An important issue is however the cell-face interpolation
of the conductivity in the diusion term. As was shown by Patankar [76], the con-
ductivity at the cell-face will have an improper value if it is interpolated linearly from
the cell-centers. According to the heat ux balance at the cell-face between cells con-
taining materials with dierent conductivities, the cell-face value of the conductivity
must be evaluated using harmonic interpolation. Thus, the cell-face interpolation of
the conductivity is performed according to the expression, with respect to Fig. 2.1
kf =

1  fd
kP
+
fd
kN
 1
: (4.10)
Due to the temperature dependence of the thermophysical properties of the liq-
uid, the uid ow equations cannot be solved decoupled from the energy equation.
In addition, the proper coupling of the two temperature equations, Eq. (4.4) and
Eq. (4.5) must be provided. The temperature must be continuous across the solid
surface since no thermal contact resistance exists at the solid-uid interface (as it
would be the case of two solids pressed together, Cengel [13]). An additional re-
quirement is that heat uxes must be conserved across the solid surface. This means
that there will be a discontinuity of temperature gradients in the direction normal
to the surface and the following condition must hold at the uid-solid interface
 k(rT )j? =  ks(rTs)j?; (4.11)
where the surface-normal temperature gradients are evaluated separately at the uid
and the solid sides.
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The solution procedure starts with adjusting the new time step and is performed
within an outer iteration loop for every time step, consisting of iteratively solving
the uid motion in the region above the solid surface followed by solving the energy
equation in a coupled manner for both regions simultaneously. To this end the
two meshes are combined into one and the discretization matrix obtained from the
energy transport equation on the uid mesh is extended to include the coecients'
contributions from the entire solid mesh as well. In this manner the procedure
enables the heat uxes across the uid-solid interface to be internally conserved and
there is no need for explicit transferring the uxes between the shared boundaries
of the two regions in the course of the computation. At the beginning of every
outer iteration the thermophysical properties are updated according to the current
temperature and the phase fraction distribution. Although the Peclet number is
much higher than unity in inertia-dominated ows indicating a weak coupling, the
momentum and energy equations are solved in a coupled fashion.
4.3 Validation of the Algorithm
The computational algorithm for the nonisothermal two-phase ow with interface
capturing is validated using the case of a liquid jet impinging on a heated surface,
by comparing the computed results with the empirical results of Liu et al. [55], the
numerical results of Fujimoto et al. [27] and Tong [112], and the experimental results
of Stevens [108] reprinted in the latter two references. The coupling at the solid-uid
interface in the case of conjugate heat transfer is validated using a simple case of
one-dimensional transient heat transfer.
Liquid Jet Impinging on a Heated Surface
The sketch of the ow conguration is shown in Fig. 4.1. The liquid jet enters
the computational domain through the nozzle and impinges onto the heated plate.
After the impingement, the thin liquid sheet is formed owing over the wall surface
and removing heat from it. When the steady state is reached, distributions of the
temperature and the heat ux at the wall are established, being characterized by
the Nusselt number at the wall. The computational mesh has the shape of a two-
dimensional axisymmetric slice, adaptively rened in the regions comprising the
falling jet and the liquid lm spreading on the solid surface. The properties of liquid
and gas are constant and correspond to those of water and air at ambient conditions.
The geometrical parameters are the jet diameter D0 = 4:06 mm, the plate diameter
equal to 12D0 and the height representing the distance from the nozzle outlet to the
plate of 3:7D0, with the characteristic Reynolds number Re = 10600 based on mean
liquid velocity at the nozzle exit. At the wall surface the constant heat ux _qw =
1:49  105 W/m2 is applied. As in the aforementioned studies, the ow is assumed
to be laminar. Although turbulent ow should be expected at the nozzle exit, its
eects were neglected since the radial velocity of the thin liquid sheet spreading
over the heated surface is relatively small and therefore it is assumed that the ow
relaminarizes and stays laminar after the impingement.
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For the constant applied heat ux at the wall surface, the conservation of energy
requires the uxes due to heat conduction and convection to be equal (Incropera
and de Witt [42])
_qw = h(Tw   Tref ) =  kw(rT )wj?; (4.12)
where the subscript ref denotes the reference temperature of the undisturbed ow
(in the particular case of jet impingement it is the liquid temperature at the nozzle
outlet) and the symbol ? indicates the gradient component normal to the wall.
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Figure 4.1: The conguration for the case of liquid jet impinging on a heated surface.
The discretization of the convective term in Eq. (4.4) requires the value for
the temperature at all boundary cell-faces to be supplied. This is done by rst
calculating the surface-normal temperature gradient from the prescribed wall heat
ux
j(rT )wj? = _qw
kw
; (4.13)
and the temperature at the wall boundary is then obtained by interpolating the
cell-center value using the calculated temperature gradient
Tb = TP + d  (rT )w = TP + jdjj(rT )wj?: (4.14)
Taking the nozzle diameter as the characteristic length, the Nusselt number char-
acterizing the heat transfer from the wall surface is by denition (Incropera and
de Witt [42])
Nu =
hD0
k
; (4.15)
and substituting the overall heat transfer coecient h from Eq. (4.12), the distribu-
tion of the Nusselt number at the wall is obtained from the expression
Nuw =
D0
kw
_qw
Tw   Tref : (4.16)
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The simulation was performed using two dierent velocity proles at the nozzle
outlet, namely the uniform velocity with Uy =  Umean and the 1=7 power-law
prole given by the expression Uy =  Umax(1   r=R0)1=7 with Umax = Umean=0:817
and R0 = D0=2. The computationally obtained distributions of the Nusselt number
for the two cases are shown in Fig. 4.2 versus the normalized radial coordinate
(r = r=D0) and compared to the aforementioned experimental, theoretical and
numerical results. As expected and in accordance with the previous ndings the best
agreement with the experimental results was obtained in the case of the uniform
velocity prole. Additionally, in both cases small waves are resolved at the free
surface of the spreading liquid lm, being more pronounced in the case of the applied
power-law velocity prole, which is why the Nusselt number distribution shows small
oscillations along the radial coordinate.
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Figure 4.2: The distribution of the Nusselt number at the wall for the uniform (left)
and the power-law (right) inlet velocity prole at Re = 10600.
Transient Conjugate Heat Transfer
In order to verify the coupling at the solid-uid interface, the transient heat transfer
in the uid with the accompanying heat conduction in the wall is computed. The
computational domain is one-dimensional consisting of three layers placed above
each other, namely the solid wall, the liquid layer placed on the solid surface and
the gas layer above the liquid surface. As depicted in Fig. 4.3 all three layers have
equal heights of 5 mm, the uids are at rest, the properties of the wall are that
of stainless steel, and those of the uids correspond to water and air. The domain
is divided into 100 and 50 cells in the uid and the solid region, respectively, and
in order to obtain better resolution, both the uid and the solid mesh are graded,
with the smallest cells near the solid-uid interface. The bottom surface of the wall
and the top surface of the air are kept at constant temperatures of T1 = 100
C and
T2 = 25
C, respectively, and heat is conducted from the wall through the liquid to
the air across the free surface.
The simulation was performed using constant liquid properties evaluated at
25C, as well as using variable properties according to Eqs. (4.7{4.8). The theoretical
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heat ux at the steady state and constant thermophysical properties of the materials
is determined from the expression
_q =   T2   T1P3
i=1
yi
ki
; (4.17)
which for the given geometry equals _q = 369:1 W/m2. This exact value is compared
to the numerically obtained heat ux.
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Figure 4.3: Initial conguration for the case of one-dimensional transient conjugate
heat transfer.
The computed temporal distributions and the steady-state solutions of the tem-
perature and the heat ux, the latter normalized by the theoretical value, are shown
in Fig. 4.4.
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Figure 4.4: Temporal temperature proles and heat ux distributions for the case
of one-dimensional transient conjugate heat transfer.
The results show smooth obtained proles of both temperature and heat ux at
the uid-solid and liquid-gas interfaces without discontinuities. The steady-state
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temperature prole is linear in all three layers in the absence of heat sources. The
relative error in the numerically obtained heat ux in the case of constant liquid
properties is less than 0.1%. As expected, in the case of variable properties, the
steady-state heat ux is slightly higher due to the increase of the liquid thermal
conductivity with temperature.
4.4 Numerical Simulations
The computational domain, shown in Fig. 4.5, is a two-dimensional axisymetric
slice with one cell in the azimuthal direction. The meshes for the uid and the
solid regions have dimensions in the vertical plane of 5D0  5D0 and 2:5D0  5D0,
respectively, based on the drop initial diameter. The geometric mesh grading is
utilized to obtain the best resolution in the region close to the solid surface. The
combined mesh has  70000 cells in total, 40000 of that belonging to the uid and
the rest to the solid region.
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Figure 4.5: Initial case conguration (left) and computational mesh (right, every
second line shown).
The simulation is initialized by prescribing the phase fraction distribution cor-
responding to one drop's shape and setting in those cells the initial velocity equal
to the impact velocity. Furthermore, uniform temperature distributions in the solid
substrate and throughout the uid are prescribed at the initial time instant. The
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boundary conditions for the uid ow consist of a no-slip wall boundary at the
uid-solid interface and open boundaries at the top and to the right side with the
prescribed total pressure and a combination of inlet and outlet conditions for veloc-
ity. For the temperature, xed values are set at the top of the uid and the bottom
of the solid region, corresponding to their initial values and an adiabatic boundary
to the right side with the zero gradient condition for temperature.
The wettability eects at the wall surface are taken into account according to
Eq. (2.35) by using two approaches, namely the quasi-dynamic and the dynamic
contact angle. In the rst approach the quasi-dynamic contact angle is used by
prescribing two dierent constant values for the contact angle, one for the advancing
and the other for the receding phase of motion. In the second approach, the dynamic
contact angle is evaluated from the expression of Kistler [49]
dyn = fHoff [Ca + f
 1
Hoff (eq)]; (4.18)
where the Homan's function fHoff is dened as
fHoff = cos
 1
(
1  2 tanh
"
5:16

Ca
1 + 1:31Ca0:99
0:706#)
: (4.19)
In the above expressions the static advancing or receding contact angle is set for eq,
for the advancing and receding phase od motion, respectively. The capillary number
is estimated based on the contact-line velocity as
Ca =
jUclj

; (4.20)
where the velocity of the contact line is roughly approximated by using the velocity
at the interface in the rst computational point above the wall, i.e. the velocity
component normal to the contact line and tangential to the wall (Fig. 2.4)
Ucl =

nw   (nn  nw)nn
jnw   (nn  nw)nnj

 [UP   (nn UP )nn] : (4.21)
The inverse of fHoff appearing in Eq. (4.18) is determined using Eq. (4.19) from the
following expression
(f 1Hoff )
0:706   [1 + 1:31(f 1Hoff )0:99]0:706
1
5:16
tanh 1

1  cos eq
2

= 0; (4.22)
and is calculated numerically using the regula-falsi root-nding algorithm.
For the analysis of the nonisothermal ow generated by drop impact onto a
heated wall accompanied by the conjugate heat transfer, the available published
results (experimental and numerical) from Pasandideh-Fard et al. [74] and numerical
from Healy et al. [39] are used. Initial thermophysical properties of liquid (water)
and solids used in the simulations are listed in Table 4.1. The initial drop and
solid temperatures (Ts   Td)0 and the corresponding characteristic dimensionless
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numbers for the studied cases are given in Table 4.2, where the computed cases
are denoted by letters A{F for simplicity. Prandtl numbers are evaluated at the
analytically determined contact temperature Tc from Roisman [97]. In Table 4.2
the cases A and B correspond to the experimental and computational investigations
from Pasandideh-Fard et al. [74] where variable viscosity is taken into account, and
the cases C through F to the simulations performed by Healy et al. [39] where
additionally the variable surface tension is accounted for.
Table 4.1: Thermophysical properties of water and solid surfaces used in the numer-
ical simulations.
water steel aluminium glass
density , kg/m3 997.1 { 998.2 7900 2702 2500
viscosity , Ns/m2 (0.894 { 1.004)10 3 { { {
surface tension , N/m 0.072 { 0.0728 { { {
heat conductivity k, W/(mK) 0.59 { 0.6 16.6 237 1.4
specic heat cp, J/(kgK) 4182 { 4179 515 915 750
Table 4.2: Characteristic dimensionless numbers and initial temperatures for the
computed cases.
case Re We Pr Pe Eck substrate Tc;
C (Ts   Td)0;C
A 2908 47 1.81 5263 4:3  10 6 stainless steel 98.6 120  25
B 4474 111 1.81 8098 1  10 5 stainless steel 98.6 120  25
C 2000 27 1.9 3800 3  10 6 aluminium 92.9 100  20
D 4000 110 1.9 7600 1:2  10 5 aluminium 92.9 100  20
E 2000 27 1.9 3800 3  10 6 glass 52.6 100  20
F 4000 110 1.9 7600 1:2  10 5 glass 52.6 100  20
4.5 Results and Discussion
An interesting phenomenon worth investigating is heat transfer during the initial
spreading stage of the drop upon the impact. It was stated that in modeling of spray
cooling the problem is split into two separate stages, i.e. an adiabatic initial drop
spreading, which is followed by the heat transfer but only after the drop has spread
into a lm shape, thereby neglecting the heat transfer which may be signicant
already at the initial stage of spreading (Healy [39], di Marco et al. [21]).
4.5.1 Time Evolution of the Spreading Drop Diameter
Comparison of the present predictions with available experimental and numerical
results for spreading ratio is presented in Fig. 4.6. The agreement is very good
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in the initial spreading phase. The overprediction in the receding phase may be
attributed to assumed values of receding contact angles and to possible dierences
in the evaluated thermophysical properties. In the mentioned references, the exact
values of the thermophysical properties, the functional forms of their temperature
dependence and receding contact angles are not provided. For the present purposes,
the contact angle is implemented as quasi-dynamic, taking the value of 110 for the
advancing phase, as stated in Pasandideh-Fard et al. [74], and 40 for the receding
phase, taken from Pasandideh-Fard et al. [75]. The advancing contact angle of 70,
as used in Healy et al. [39], was applied in the corresponding cases. It can be seen
that the simulation predicts a smaller spreading diameter in the case of constant
properties. This is due to a decrease of liquid viscosity at higher temperatures, in
accordance with the previous ndings.
0 1 2 3 4 5
t 
0
1
2
3
4
D
 
case A
case B
variable properties
constant properties
0 1 2 3 4 5
t 
0
1
2
3
4
D
 
case C
case E
cases C and E
cases D and F
variable properties:
Figure 4.6: Comparison of the present numerical predictions for the spreading ra-
tio (lines) with the experimental and numerical results (symbols) from
Pasandideh-Fard et al. [74] (left) and Healy et al. [39] (right).
4.5.2 Temperature Fields in the Spreading Drop and in the Wall
The computed drop spreading pattern and the associated temperature distribution
within both the uid and the substrate at several time instants are displayed in
Fig. 4.7 for drop impact onto a stainless steel with Re = 2908 and We = 47. The
temperature is normalized by using the initial temperatures of the drop and the
solid surface given as
T =
T   Td;0
Ts;0   Td;0 : (4.23)
The distributions are similar to those computed in Pasandideh-Fard et al. [74] and
in Healy et al. [39], except for the impact region where the entrapped bubble can be
presently observed. This phenomenon is responsible for the correspondingly higher
temperature development in the region of impact. Very similar temperature elds
were obtained in the other computed cases from Table 4.2 and are not presented
here to avoid replication. It is seen that the entrapped air bubbles contribute to
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a signicant temperature rise in the uid above the surface and the temperature
in the substrate is also aected. Some small regions with higher temperatures are
noted within the rim formed at the edge of the spreading lamella. Those are due
to heat advection from the surface at higher temperature beneath the rim by the
vortical velocity eld in the rim.
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Figure 4.7: Spreading drop pattern and corresponding temperature distributions at
dierent time instants for the case A.
As already mentioned, one of the interesting phenomena characteristic in the
computations of free-surface ows with the VOF-related methods represent tiny
air bubbles entrapped in the local region of the impact point. Although this issue
might sometimes be regarded as a numerical artifact, there is an extensive exper-
imental evidence of bubble entrainment upon impacts of drops on a solid surface
(Chandra and Avedisian [14], Qiao and Chandra [83], Bartolo et al. [5]), as well
as on a liquid layer (Prosperetti and O~guz [80], Elmore et al. [22], O~guz and Pros-
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peretti [67]). In the numerical simulations of the interface dynamics during impacts
of drops on liquid surfaces, O~guz and Prosperetti [67] suggested that for a certain
range of impact parameters a bubble is entrapped because the crater bottom has a
larger downward momentum than its sides and the buoyancy may not reverse the
motion of the bottom before the crater sidewall collapses. The computational model
of Pasandideh-Fard et al. [74] neglects the presence of air and ow equations are
solved for liquid only. Such models are not capable of reproducing entrapped air
bubbles. Drop impact onto a solid surface with similar impact parameters and using
the same liquid (water) and substrate material (stainless steel) was investigated ex-
perimentally and numerically in the study of Mehdi-Nejad et al. [58], where small air
bubbles could be observed and numerically captured. It was shown that when the
drop approaches the surface, the increased air pressure below the drop is greatest
at the impact point and depresses the drop's surface while the surrounding liquid in
the drop can still approach the surface. This depression in the surface of the drop
allows a thin air lm to be developed out of which a small bubble at the symmetry
axis and an axisymmetric air ring are formed. The ring collapses and joins at the
impact point creating the air bubble which stays entrapped. Entrapped air lms and
a subsequent creation of a bubble were resolved recently by Nikolopoulos et al. [63]
in the VOF-method-based numerical simulations of central droplet collisions. In the
recent simulations in Roisman et al. [93] and Berberovic et al. [7] such bubbles were
also captured.
4.5.3 Temperature at the Impact Point
Comparison of the present numerical predictions with available experimental results
for the impact point temperature is shown in Fig. 4.8. The overprediction of the
experiment by the simulation is clearly due to the presence of the predicted air
bubble in the region of the impact.
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Figure 4.8: Comparison of the present numerical predictions (lines) with experimen-
tal results for the temporal evolution of the impact point temperature
for the case A from Pasandideh-Fard et al. [74] (symbols).
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In order to further analyze the reasons for such an outcome a hypothetical
case was computed using the same impact parameters by re-initializing the distri-
bution of the phase fraction eld. The simulation was stopped at the moment of
impact and values of the phase fraction  = 1 were prescribed in those cells occupied
by the entrapped bubble. Afterwards the simulation was continued. The impact
point temperature agrees very well with experiments in the latter case. However,
a small bubble was subsequently entrapped at some distance from the symmetry
axis even in this case, following exactly the same mechanism as described by Mehdi-
Nejad et al. [58]. Therefore, this is only a hypothetical case used to examine the
performance of the computational model and this result is not considered as rele-
vant for the overall analysis of heat transfer. The reason for resolving the bubble
in numerics could be explained by observations reported by Elmore et al. [22]. It
was indicated that the drop shape at the instant of impact, being either more pro-
late or oblate, inuences the nal outcome after the impact by either allowing or
preventing an air bubble to be entrapped. Even in a single experiment with the
same parameters, the bubble may appear in one run, but not in the second. In the
present simulations, the drop is always initialized as perfectly spherical and although
the afore-mentioned observations were made in the case of the drop impacts on a
shallow pool, similar mechanisms could be responsible for air bubble entrapment in
impacts on a solid target as well.
Similar computational results of the impact point temperature were recently
obtained by Strotos et al. [109], where drop impact and heat transfer were com-
puted for the same impact parameters as those used in Pasandideh-Fard et al. [74],
but including phase change. The small bubble at the impact region was resolved
in simulations in the receding phase, after the lamella collapses around the axis of
symmetry. Traces of a small bubble are visible also in the results for the initial
spreading phase upon the impact (c.f. Fig. 8 in Strotos et al. [109]), however this
was not explicitly reported and therefore cannot be commented. The predicted
mean drop temperatures were lower compared to those obtained in the present work
(shown in Fig. 4.14), which is the consequence of taking the phase change due to
evaporation into consideration. However, the computed impact point temperatures
were still higher than in experiments from Pasandideh-Fard et al. [74], which seems
to be contradictory. Strotos et al. [109] used three dierent estimations for the
thermal conductivity in cells containing both uids, namely the mass-averaged, the
volume-averaged and the harmonic volume-averaged. The mass-averaged thermal
conductivity showed the lowest disagreement with the experimental results, tending
to indicate that this model should be the most accurate for the thermal conductiv-
ity. However, the computed temperature at the impact point represents actually the
temperature of the contact between the entrapped air bubble and the solid surface,
as in the present study, and thus it should not approach the measured values, if the
bubbles were not observed in the experiments. It can be shown that the reason for a
better agreement obtained using the mass-averaged thermal conductivity lies in the
fact that the mass-averaged thermal conductivity value contains much more contri-
bution of the liquid fraction due to the much larger liquid density, even in the case
of small liquid phase fraction values in cells containing the bubble. Therefore, the
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common phase fraction-based weighting used in the present work for the evaluation
of the physical properties is considered to be more physical, yielding more accurate
results.
The predicted temporal evolutions of the impact point temperature are shown
in Fig. 4.9 for all simulated cases. As expected, the impact point temperature
exhibits higher values than the theoretically predicted ones, given in Table 4.2, the
outcome representing the consequence of the air bubble entrapment. Furthermore,
very similar behavior is observed in all cases except in the case F representing the
impact onto a glass substrate, being characterized by two peaks followed by sudden
temperature changes.
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Figure 4.9: Computationally obtained temporal evolution of the impact point tem-
peratures for the cases A-F.
The latter changes are to be explained with help of Fig. 4.10, where the lamella
shape and the entrapped bubble are shown at several time instances, plotted as the
 = 0:5 contours. It can be seen that, after entrapment, the bubble starts to oscillate.
Although similar bubble oscillations were also encountered in other simulated cases,
the amplitudes of the oscillations were much larger in this case. At the time instant
t = 0:5 ms the bubble has a lower height compared to the previous time instant,
leading to the temperature rise in the bubble and at the underlying solid surface,
represented by the minimum at the temperature curve in Fig. 4.9 for the case F. At
the time t = 2:85 ms the lamella becomes very thin and comparable to the bubble
size. When the top surface of the lamella at a later time reaches the bubble, it breaks
and the temperature adjusts accordingly showing the local decrease in that region
due to a sudden heat release from the solid substrate. This explains the sudden
temperature drop at t = 2:95 ms in Fig. 4.9. Afterwards, approximately at the
time when the lamella starts to retract, the sides of the formed circumferential ring
collapse, leaving only a tiny bubble entrapped. A clear physical mechanism for the
oscillation of the bubble may not be recognized from these results. However, since
this study is mainly devoted to the formulation and validation of the computational
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Figure 4.10: Free surface morphology variation illustrating the entrapped bubble
oscillation and its consequent breakup in the case F.
model for combined simulations of free-surface ow and conjugate heat transfer, the
hydrodynamics of the oscillating bubble is out of scope and is not further analyzed.
4.5.4 Distributions of Temperature and Heat Flux at the Wall
Surface
Comparison of the present numerical predictions with available numerical results
for the radial distributions of temperature and heat ux at the solid surface is
presented in Fig. 4.11. The agreement is fairly good except in the vicinity of the
impact region, where higher temperatures and considerably smaller heat uxes are
encountered. Small peaks appearing at the radial distance of r  0:5 mm are due to
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Figure 4.11: Comparison of the present predictions for the radial distribution of
temperature (left) and heat ux (right) at the solid surface (lines) with
numerical results from Pasandideh-Fard et al. [74] (symbols).
the presence of the afore-mentioned air ring (Mehdi-Nejad et al. [58]), where higher
temperature and correspondingly lower heat ux are computed, before the ring joins
and collapses at the axis of symmetry. The temperature and heat ux distributions
are rather smooth underneath the lamella in the reminder of the observed area up to
the rim region, within which, domains of higher and lower temperatures are created
due to the complex local ow eld.
The theoretical solution for the hydrodynamics and heat transfer in drop im-
pact onto a solid substrate was obtained by Roisman [97]. In this study a similar-
ity solution for the Navier-Stokes and energy equations is found for the case of a
nonisothermal ow conguration, including the phenomena of near-wall phase tran-
sition. For the particular case of drop impact without phase change and constant
thermophysical properties of the uid and the wall, the theoretically predicted wall
heat ux is expressed in the form
_qw;theor =
eles(Ts;0   Td;0)
[el + esI(Pr; 0;1)]
p

p
t
at t > 1: (4.24)
where el and es are the thermal eusivities of liquid and solid substrate materials
and I(Pr; 0;1) is a dimensionless function of the Prandtl number, the numerical
values of which are provided by Roisman [97]. The theoretically predicted contact
temperature is constant and uniform
Tc =
elTd;0 + esI(Pr; 0;1)Ts;0
el + esI(Pr; 0;1) : (4.25)
Comparison of the present numerical predictions for the averaged heat ux at
the solid surface with the analytical result is given in Fig. 4.12. In the simulations,
the heat uxes, averaged over the wall surface in one time step, are determined from
the following expression
_qw =
R
Sw
( _qs  dSs)R
Sw
jdSsj 
PN
i=1[ kw;i(rTw;i)j?jSf;ij]PN
i=1 jSf;ij
; (4.26)
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where the summation is performed over all cell-faces N at the solid-uid interface.
Although heat transfer in the air is accounted for in simulations, it is much smaller
compared to heat removed from the substrate by the liquid. Therefore, only those
cell-faces belonging to cells lled with liquid are taken into account.
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Figure 4.12: Comparison of the present numerical predictions for the averaged heat
ux at the solid surface with the analytical result from Roisman [97].
According to the results shown in Fig. 4.12, the theory and the numerics quickly
converge at the dimensionless time t = 1. At the earlier times, not considered theo-
retically, the average heat ux is inuenced by the edge eects in the neighborhood
of the contact line. The predicted average heat uxes are slightly smaller for higher
impact parameters in the short time during the initial spreading phase up to t  1,
as can be seen in Fig. 4.12. This is found to be in accordance with the results from
Pasandideh-Fard et al. [74], where similar behavior was obtained indicating that
the drop's cooling eectiveness is independent of the impact velocity only for large
Weber numbers, We Re0:5.
In the present study the Weber numbers are much lower compared to this
criterion resulting in the more pronounced dependence of the heat transfer rates
on the impact velocity. This can be seen in Fig. 4.13, where the computed overall
heat transfer versus time is shown. The averaged overall heat transfer from the wall
surface to the drop is evaluated during the computations at every time instant from
the expression
Q =
Z t
0
Z
Sw
( _qs;j  dSs)

dt 
nX
j=1
[ _qw;jSw] tj; (4.27)
where the term in the brackets represents the heat transfer rate corresponding to
the time step tj and the summation is performed over all time steps n. The wall
heat ux _qw;j on the r.h.s. of Eq. (4.27) corresponding to the time step tj is
calculated from Eq. (4.26) by assuming that the obtained value prevails during the
time step. Thus, the amount of heat transferred from the wall surface is obtained by
accumulating the heat uxes from all time steps up to the given time tj. Since the
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Figure 4.13: Predicted averaged heat transfer at the solid surface.
mesh is a two-dimensional slice, representing a part of the cylinder with an angle
of 5 in the azimuthal direction, the total heat transfer from the substrate to the
drop is evaluated by multiplying the values obtained from Eq. (4.27) by 360=5 = 72
and these values are plotted in Fig. 4.13. It can be seen that the amount of heat
transferred from the substrate to the spreading drop increases with increasing the
impact velocity in all cases in the spreading phase, tending to decay in the receding
phase due to lower velocities.
4.5.5 Mean Temperature in the Spreading Drop
In addition to the distributions of the temperature and the heat ux at the wall
surface, it is interesting to examine the rise of the mean temperature in the spreading
drop. The ow in the spreading lamella is fast, inertia-dominated, and it takes only
a few milliseconds for the lamella to start receding. However, it is found that
even in the relatively small temperature ranges considered here, the temperature
in the spreading drop may increase signicantly. The mean droplet temperature is
determined in the simulation from the expression similar to Eq. (3.26)
Tmean =
PN
i=1 TiViPN
i=1Vi
; (4.28)
and the rise in the mean drop temperature over time is given in Fig. 4.14. It
can be observed that the mean temperature within the spreading drop may rise
up to  50% of the initial temperature dierence even during this very short initial
spreading phase. This supports the observation that heat transfer may be signicant
already at the initial stage of spreading.
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Figure 4.14: Predicted time variation of the mean drop temperature.
4.5.6 Comparison with the Case of the Isothermal Wall
In order to examine the eect of the theoretical assumption of the uniform temper-
ature distribution at the solid surface as being equal to the impact point tempera-
ture, on the overall heat transfer, additional numerical simulations of ow and heat
transfer in the uid region only were performed. The solid surface was treated as
an isothermal boundary by setting the xed boundary value for temperature equal
to the theoretically predicted one. The simulations were performed for the cases A
and B, with Tc = 98:6
C prescribed as the boundary condition for the temperature
at the wall surface. The computed heat transfer for these two cases is shown in
Fig. 4.15 and compared to the corresponding simulation results incorporating the
conjugate heat transfer within the solid substrate.
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Figure 4.15: Comparison of the predicted averaged heat transfer at the solid surface
for the cases A and B, using the assumption of an isothermal wall at
Tc = 98:6
C with the results incorporating the conjugate heat transfer
within the solid substrate.
As expected, the heat extracted from the wall is slightly smaller if isothermal
112
4.5 Results and Discussion
wall is assumed and the dierence between the cases with and without isothermal
wall is more pronounced for the lower values of the impact parameters, corresponding
to the lower impact velocity. For the impact at the higher velocity this dierence
is very small, which is also expected, due to the much larger Peclet and Eckert
numbers for this case. These results suggest only a weak dependence of the overall
heat removed from the solid surface on the temperature distribution at the uid-solid
interface.
4.5.7 Eects of the Wettability at the Wall
In all the cases the wettability at the wall is approximately accounted for by the
quasi-dynamic contact angle at the contact line, by using two constant values for
the contact angle at the advancing and the receding phase of drop spreading, respec-
tively. In order to examine the eects of the contact angle on the heat transfer in
the spreading drop, additional simulations were performed with the dynamic contact
angle at the wall set according to Eq. (4.18) and the contact-line velocity evaluated
from Eq. (4.21). The previously used values of 110 and 40 are used as limiting val-
ues for eq in Eq. (4.18). The obtained results for the spreading ratio and the overall
heat transfer at the wall in cases A and B are shown in Fig. 4.16 and compared to
the same cases computed with the quasi-dynamic contact angle.
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Figure 4.16: Inuence of the dynamic contact angle on the spreading ratio (left)
and on the overall heat transfer (right). The symbols on the left graph
correspond to experiments from Pasandideh-Fard et al. [74].
In the particular cases it is found that the deviation from the results obtained using
the quasi-dynamic contact angle is negligible during the initial spreading phase and
becomes noticeable only at later stages when the lamella starts to recede. This can
be explained by the fact that Eq. (4.21), although applicable to a general three-
dimensional case, is only a rough approximation for the contact-line velocity. How-
ever, modeling the motion of the contact line is out of scope of the present study
and is not considered further. Due to the small deviation of the spreading ratio, the
results for the overall heat transfer show no noticeable dierence.
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5.1 Introduction
Drop impact onto a porous surface is a phenomenon encountered in everyday life
and in various engineering applications. It is common in ink-jet printing, where the
impacting droplets of ink are absorbed by the paper upon impact. Another example
is composite processing, where the air in the brous network of a porous medium
is displaced by a polymeric uid. The wetting characteristics of the polymeric
liquid within the porous network are of utmost importance for an ecient processing
operation. Recent developments in medicine in the eld of the needle-free vaccine
delivery support the importance of studying the process of liquid penetrating into
the porous medium. The methods for drug delivery without the needle and a syringe
include impact and penetration of thin liquid medication jets through nozzles under
high pressure into human skin (Giudice and Campbell [32]).
The ow includes simultaneous spreading and absorption of liquid into the
porous substrate. In addition to the impact conditions, spreading and absorption
of the liquid drop in brous substrates depends on the wettability of the porous
surface and porosity and permeability of the porous material, which are related to
the orientation of bers in the network, number and size of the pores, etc. Due
to the complexity of the porous network, theoretical solutions provide only limited
information about the dynamics of the ow and experimental observations usually
cannot reveal the behavior within the porous material. An additional diculty
arises from the fact that the impact with absorption of a drop into porous materials
is governed by two dierent time scales, one for drop spreading and the other for
the penetration into the porous medium (Golpaygan et al. [33]). The penetration
time is usually several orders of magnitude larger than the characteristic time for
the spreading, and the liquid drop may reach its equilibrium position after spreading
on the porous surface much faster than a noticeable penetration even occurs.
In this Chapter the numerical procedure for interface capturing is applied to
compute drop impact on a porous surface. The computational model is extended and
the combined model is formulated including both the external ow for the spreading
and the ow of the absorbed uid in the porous substrate. In addition to this, drop
spreading on the porous surface is numerically simulated by computing only the
external ow induced by the drop impact and the presence of the porous surface is
accounted for by formulating an appropriate boundary condition for the permeable
wall. The two numerical models are validated by comparing the computational
results with the existing experimental results from Chandra and Avedisian [15] and
capabilities of both approaches are analyzed.
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5.2 Governing Equations and Computational Details
5.2.1 The Combined Model
For the formulation of the combined model including the external ow and the ow in
the porous substrate, the approach due to Reis et al. [86] is adopted. Two-phase ow
through the porous material is assumed to be governed by the same ow equations
as in the external nonporous region, Eqs. (3.19{3.21). The equations have to be
solved at the extremely small scales, where the representative size of the mesh cells
is very small in comparison to the pore dimensions. However, this is not possible,
because of the complexity of the porous network, the large number of particles or
bers forming a porous material and very small pore sizes. Therefore the equations
for the ow through the porous material are written at the macroscopic level, where
the cell size is large compared to the pore dimensions and the eects of the porous
network are treated as averaged quantities. The two parameters characterizing the
porous substrate are its porosity and permeability. Porosity is used as a measure of
the pore spaces in the material and is dened as the fraction of the volume of the
pores over the total volume of the porous material
" =
Vp
V
: (5.1)
Permeability is a property used to quantify the ability of the uid to ow through
the porous material. It is dened by Darcy's law for the ow in the porous material,
which can be expressed as
hUi =  K

p
L
; (5.2)
where the symbol h i denotes the averaged or supercial velocity. According to
Eq. (5.2) the volumetric ow rate through a porous specimen is proportional to the
mean pressure gradient across the specimen and inversely proportional to the uid
viscosity. The proportionality constant K is the permeability of the material and is
generally a tensor in the case of an anisotropic porous medium.
The momentum equation for the ow inside the porous material is extended
to include the viscous resistance from the Darcy-Forchheimer expression (=K)hUi
(Reis et al. [86]). Replacing the velocity in Eq. (3.21) by the supercial velocity,
which is by denition hUi = "U, and including the resistance term, the following
set of equations is obtained for the ow in the porous region
r  hUi = 0; (5.3)
@
@t
+r  (hUi) +r  [hUci(1  )] = 0; (5.4)
@(hUi)
@t
+
1
"
r(hUi hUi) =  rhpdi "g xr+rhTi+"r  "
K
hUi; (5.5)
where hpdi = "pd represents the averaged macroscopic modied pressure, the av-
eraged stress tensor hTi = r  hUi+ hUiT  corresponds to the denition of the
averaged velocity and porosity and permeability are assumed to be constant.
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The sets of equations governing the external ow and the ow through the
porous region are similar, diering only in the additional resistance term and the
appearance of the porosity. The two systems are combined into a single one, rep-
resentative for the whole solution domain. The ow equations, Eqs. (5.3{5.5) are
solved throughout the computational domain using the solution procedure outlined
in Chapter 3. The additional resistance term and the terms containing the correc-
tions with the porosity are added only in the mesh cells inside the region occupied
by the porous material. The resistance term is treated implicitly, by adding the
contribution to the diagonal matrix coecients. The terms containing the porosity
are handled by prescribing a eld of porosity in all computational points, equal to
unity in the external region and to the given constant porosity value in the porous
material. Thus, the ow equations Eqs. (5.3{5.5) are solved for both regions simul-
taneously and the uid velocity in the external region is preserved, while inside the
porous material the velocity represents the macroscopic averaged velocity.
5.2.2 The Permeable-wall Model
Although the ow through porous media has been extensively studied, most atten-
tion was given to single-phase ows and estimations of the parameters characterizing
the porous medium, namely the permeability and the porosity. In most studies the
granular porous material is represented as a packed bed of randomly distributed
spheres and less attention was given to brous materials. Theoretical expressions
for the estimation of the permeability of brous materials are mostly obtained for
simplied unidirectional ow along or perpendicular to long cylinders. The data is
presented in the dimensionless form
K
R2p
= f(); (5.6)
where  = 1 " is the solid volume fraction. An extensive overview of the estimations
in the form of Eq. (5.6) covering a wide range of porous materials is provided by
Jackson and James [44]. More recently a theoretical model for the permeability of a
brous web with an orthogonal pattern of bers was presented by Koponen et al. [50].
According to Yarin [133] the liquid ows in the brous porous material very
slowly through the pores (the channels between the bers) and can be approximated
by the steady Stokes ow, the solution of which for the case of cylindrical pores is
U =
1
4
@p
@z
(r2  R2); (5.7)
with the corresponding mean velocity
hUi =  R
2
8
@p
@z
: (5.8)
Comparing Eq. (5.8) and Eq. (5.2), the permeability of the brous material corre-
sponds exactly to
K =
R2p
8
: (5.9)
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In the permeable-wall model, only the external ow is solved using the interface-
capturing model given by Eqs. (3.19{3.21) and the solution procedure outlined in
Chapter 3. The existence of the underlying porous substrate is accounted for by
dening an appropriate boundary condition at the impacting surface. According to
Yarin [133], the normal-to-the-surface velocity component is expressed from Eq. (5.8)
and use is made of the fact that the velocity is continuous in the thin region identied
in the vicinity of the plane where the porous surface begins, Fig. 5.1, yielding
U j? =  Kdown
down
rpdownj? =  Kup
up
rpupj?: (5.10)
external 
region 
porous
substrate 
U? up
down
z permeable wall 
Figure 5.1: Denition of the permeable-wall boundary condition.
Although permeability (as well as porosity) may very in the porous medium, the vari-
ations are negligible in the intermediate vicinity of the porous surface and Eq. (5.10)
is valid. The boundary condition for the velocity at the permeable wall then consists
of the no-slip condition for the tangential component and the normal component is
set using the expression
U j? =  K

rpj?; (5.11)
where the pressure gradient is evaluated at the impacting surface and permeability
is estimated from Eq. (5.9) for the given pore radius.
5.3 Numerical Simulations
The computational domain for the combined model, shown in Fig. 5.2, is a two-
dimensional axisymetric slice with one cell in the azimuthal direction including both
the external and the porous region. The mesh is graded with dimensions in the
vertical plane of 4D0  6D0 based on the drop initial diameter. The total number
of cells is  48000 cells, of which 8000 belongs to the porous region.
In the case of the model with the permeable wall the ow in the porous region
is not computed and the mesh is the same as the one for the external ow in the
combined model, consisting of  40000 cells, Fig 5.3.
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Figure 5.2: Initial case conguration (left) and computational mesh (right, every
second line shown) for the combined model.
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Figure 5.3: Initial case conguration (left) and computational mesh (right, every
second line shown) for the model with the permeable wall.
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Simulations are initialized by prescribing the phase fraction distribution dening
the shape of the drop and setting the initial velocity equal to the impact velocity. The
boundary conditions for the combined model include the no-slip wall boundary at
the bottom and open boundaries at the top and to the right side with the prescribed
total pressure and a combination of inlet and outlet conditions for velocity. For the
permeable-wall model, Eq. (5.11) denes the boundary condition for the velocity at
the bottom.
As previously mentioned, a review of the available literature has revealed that
drop impact on brous media was not extensively studied. Most studies do not pro-
vide exact values for either the permeability or the ber or pore radius. The porous
substrate is commonly characterized by the value for porosity or the area density
(density of the solid divided by the surface of the substrate's cross-section) and the
thickness, thus yielding insucient data required for the simulation (Arora et al. [2],
Kumar and Deshpande [51], Clarke et al. [16]). Moreover, the experiments are
mostly performed on sessile drops placed on the porous substrate where the evolu-
tion of the drop, the residual liquid volume above the surface and the spreading ratio
are tracked in large time periods, ranging from several tens to several thousands of
seconds. Such experiments are clearly not suitable for the simulation, where only the
initial period upon the drop impact can be computed because of the high required
computational eorts.
Therefore, the assessment of both computational models is performed using the
experimental data for drop impact on the ceramic porous substrate from Chandra
and Avedisian [15]. The liquid used in the simulation is n-heptane (C7H16) with the
physical properties and the governing dimensionless numbers corresponding to the
impact velocity U0 = 0:93 m=s and the drop diameter and D0 = 1:5 mm listed in
Table 5.1.
Table 5.1: Physical properties of the liquid and the porous medium and dimension-
less numbers used in the numerical simulations.
n-heptane/ceramic
density , kg=m3 667.5
viscosity , Ns=m2 4.0510 4
surface tension , N=m 2.0110 2
porosity " 0.25
permeability K, m2 1.0410 12
pore radius Rp, m 2.88
Weber number 43
Reynolds number 2300
The indicated value for the porosity is taken from Chandra and Avedisian [15].
Based on the provided value for the mean particle size in the range of 5{10 m,
Reis et al. [86] estimated the permeability, which, according to Eq. (5.9), yields
the mean pore radius of Rp = 2:88 m for the case of a brous medium. In the
combined simulation the porosity and the estimated permeability from Table 5.1 are
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prescribed, whereas for the permeable-wall model the mean pore radius is used for
the boundary condition for the velocity at the permeable wall.
5.4 Results and Discussion
5.4.1 Drop Shapes
In Fig. 5.4 the numerically predicted drop shapes at several times during drop
spreading on the porous substrate obtained by using the combined model and rep-
resented as  = 0:5 contours are compared to the photographs from Chandra and
Avedisian [15]. In order to assess the capabilities of the combined model with respect
to the change of permeability of the porous region, an additional simulation is per-
formed with an order of magnitude lower prescribed permeability. Fig. 5.5 shows the
computationally obtained drop shapes at several times for two used permeabilities.
The combined model is able to capture the phenomenology of the ow in the
external region and within the porous material only qualitatively and at very small
times upon the impact. The suppression of the liquid penetration can be seen in
Fig. 5.5, where almost no liquid penetrates into the substrate for the case in which
the lower permeability is used. However, at times t  1 the lamella deforms taking
the shape of a thin disk in the experiments, which is not properly resolved in the
simulation, as can be seen in Fig. 5.4 and Fig. 5.5.
Although the combined model is relatively simple and analogous to the external
ow, according to the obtained results its validity is restricted only to the initial
stage of spreading for two main reasons. First, the wettability at the porous surface
is not accounted for, since no boundary condition for the contact angle can be
prescribed in the computational model at the surface which is internal to the mesh.
Second, in the absence of a suitable model for the wettability within the substrate,
there is no driving force for the penetration of the liquid into the porous material
except inertia, leading to suppression of the penetration at the end of the inertia
driven spreading stage of the drop. This can be seen in Fig. 5.4 and Fig. 5.5 at times
t  1 where the liquid front hardly penetrates in the porous medium. Furthermore,
the presence of the inertia term may not be physically justied in the momentum
equation for the ow in the porous region, which should obey Darcy's expression,
Eq. (5.2). The extension of the full momentum equation in the form of the viscous
resistance term represents essentially the solution of the momentum equation for
the steady creeping ow in the pores and the governing equation should therefore
not include any inertial eects.
In the case of the permeable wall the porous surface represents the boundary
of the computational domain allowing the wettability to be accounted for. Chandra
and Avedisian [15] provided only the value of the measured apparent contact angle
at the end of the drop spreading on the surface equal to  = 47:5. However, Ku-
mar and Deshpande [51] performed experiments with absorption of drops of silicon
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Figure 5.4: Comparison of the liquid shapes at the porous surface for Re = 2300,
We = 43, K = 1:04  10 12 m2: photographs from Chandra and Ave-
disian [15] (left) and prediction using the combined model (right).
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Figure 5.5: Liquid shapes at the porous surface for Re = 2300, We = 43, obtained
using the combined model with the permeability K = 1:04  10 13 m2
(left) and K = 1:04  10 12 m2 (right).
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Figure 5.6: Comparison of the liquid shapes at the porous surface for Re = 2300,
We = 43, K = 1:04  10 12 m2: photographs from Chandra and Ave-
disian [15] (left) and prediction using the model with the permeable wall
and time-dependent contact angle (right).
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oil and a water/alcohol solution into glass ber woven fabric and glass ber unidi-
rectional mats. They found that the contact angle at the porous surface is changing
linearly in time during the initial period of spreading, beginning at   90. In
the absence of the exact values for the contact angle, in the present study numer-
ical simulations are performed by prescribing three dierent contact angles at the
porous surface:  = 47:5,  = 90 and a time dependent contact angle in the range
47:5    90, where the intermediate values are determined by linear interpo-
lation in time. Computationally obtained drop shapes for the case of the permeable
wall and the time-dependent contact angle are shown in Fig. 5.6.
It is seen that the shape of the liquid lamella is captured much more accurately
in the simulation with the permeable wall. Even at longer times t  1 the lamella
shape corresponds to the photographs from experiments, except at the edges, where
the rim region is more pronounced in the simulation compared to the experiment.
According to these results, the model including the permeable wall is able to qual-
itatively resolve the liquid spreading on the porous surface and the disagreement
in the liquid shapes in the region of the rim is solely due to the imposed contact
angle, which was not provided in the experimental data. As in the previous cases of
drop collision with a dry wall and binary drop collision, a small entrapped bubble
is resolved in the simulation in the region of the impact point.
5.4.2 Spreading Ratio, Lamella Height and Volume
In order to assess the predictive capabilities of both models in the quantitative sense,
the computationally obtained spreading ratio and the change of the lamella height at
the axis of symmetry in time are compared to the experimental results. In addition,
the decrease of the lamella volume above the porous surface is computed, which
determines the absorbed liquid volume. In order to determine the eects of the
permeability of the porous substrate, an additional simulation using the permeable-
wall model is performed with a greater pore radius ofRp = 28 m, which corresponds
to a higher permeability of K = 1:04  10 10 m2. Fig. 5.7 and Fig. 5.8 show the
comparison of the computed spreading ratio and the change of the lamella height
at the axis of symmetry in time with the experimental results from Chandra and
Avedisian [15], and Fig. 5.9 shows the computed residual volume of the lamella
over the porous substrate during spreading. The lamella height and volume are
normalized by the drop initial diameter and volume.
As expected, the numerical results of the model with the permeable wall show
closer agreement with the experimental data than the combined model. The dis-
agreement of the computed spreading ratio with the experimental results is higher
at the lower applied contact angle at the porous surface in Fig. 5.7. It is also seen
in Fig. 5.7 and Fig. 5.8 that the permeability of the porous medium has negligi-
ble eects on the spreading ratio and the lamella height during the initial spreading
phase, indicating the fact that the time scale for the liquid absorption is much larger
than that for the spreading. The two results for the lamella height obtained using
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Figure 5.7: Spreading ratio for drop impact at Re = 2300, We = 43 obtained by
using the combined model (left) and the permeable wall (right).
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Figure 5.8: Dimensionless lamella height at the symmetry axis for drop impact at
Re = 2300, We = 43 obtained by using the combined model (left) and
the permeable wall (right).
the model with the permeable wall and the lower contact angle in Fig. 5.8 show a
small peak at time t  1:1, which is caused by the entrapped air bubble at the region
of impact. This air bubble moves upwards and escapes through the free surface of
the lamella in these two cases causing the small peaks shown in the graph.
The computationally determined change of the residual liquid volume above
the porous surface, plotted in Fig. 5.9, shows a non-linear dependence of the volume
with time for both permeabilities used in the combined model, and for the higher
permeability used in the model with the permeable wall. At lower permeability, the
permeable-wall model yields a very small change of the volume which is linear with
time. As expected, both models predict greater liquid volumes above the porous
surface for substrates with lower permeabilities, corresponding to lower absorbed
liquid volume. In the case of the permeable wall, a noticeable change in the liquid
volume is present only for the higher permeability.
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Figure 5.9: Dimensionless lamella volume above the porous surface for drop impact
at Re = 2300, We = 43 obtained by using the combined model (left)
and the permeable wall (right).
5.4.3 Conditions at the Porous Surface
Using the assumption of the incompressible uid r  hUi = 0 in Eq. (5.8) the
governing equation for the ow in the porous substrate reduces to
r2p = 0; (5.12)
which states that the pressure gradient in the porous region and the pressure gradient
at which the liquid enters the porous substrate are constant. In order to prove
Eq. (5.12), the mean pressure gradient and the normal velocity at the porous surface
are computed in each time step using the expressions
rpw =
PN
i=1rpij?
N
; (5.13)
Uw =
PN
i=1 Uij?
N
; (5.14)
where the summations are performed over the number of cell-faces N at the plane
representing the porous surface. It should be noted that the above expressions
represent the arithmetic mean values which are used for the comparison of the two
models, rather than the true mean values, which would be obtained from expressions
similar to Eq. (4.28) by using the cell-face surfaces instead of volumes, summing the
products of rpij? or Uij? and the corresponding cell-face surfaces and dividing the
sums by the surface of the permeable wall representing the porous surface.
Fig. 5.10 and Fig. 5.11 show the computed mean pressure gradient at the porous
surface normalized by lU
2
0=D0 and the mean velocity normalized by U0 for both
models, respectively. As expected the mean velocity and pressure gradient are not
constant for the combined model. The mean velocity is decreasing because of the
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Figure 5.10: Dimensionless mean pressure gradient at the porous surface for Re =
2300, We = 43, K = 1:04  10 12 m2 obtained by using the combined
model (left) and the permeable wall (right).
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Figure 5.11: Dimensionless mean velocity at the porous surface for Re = 2300,
We = 43, K = 1:04  10 12 m2 obtained by using the combined model
(left) and the permeable wall (right).
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Figure 5.12: Distributions of the dimensionless pressure gradient (left) and velocity
(right) at the permeable wall for drop impact at Re = 2300, We = 43,
K = 1:04  10 12 m2.
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reasons stated in Section 5.4.1. Since there is no other driving force for the liquid
absorption except inertia, the velocity of the penetration decreases in time. The
pressure gradient shows no deterministic behavior. In the case of the model with
the permeable wall, after a short initial time period the mean velocity as well as
the mean pressure gradient become constant at the porous surface, which is in
accordance with Eq. (5.12).
Instantaneous radial distributions of the normalized pressure gradient and ve-
locity at the permeable wall are plotted in Fig. 5.12 at several time instants from
left to right corresponding to those from Fig. 5.6. It is seen that both the pressure
gradient and the velocity are constant over the porous surface, except in the region
close to the impact point, where the proles are disturbed by the presence of the
entrapped air bubbles. As already stated, observation of such bubbles was reported
in the experimental studies of drop impacts on dry and wet surfaces and they were
resolved also in the other cases computed perviously in the present study. The
existence and the evolution of these bubbles are out of scope and are not further
analyzed.
5.4.4 Liquid Absorption at Longer Times
Kumar and Deshpande [51] found that the volume of the sessile drop absorbed in
the porous material depends on both, the liquid used and the porous substrate.
They obtained a square root dependence of the volume with time for silicon oil
and a linear dependence for alcohol-water solution in drop spreading on woven and
unidirectional brous mats. Furthermore, the absorbed volume was dierent for each
uid-substrate pair. The exact values of the permeability for the two substrates were
not provided in the study, and the experimental results were obtained for very long
times ranging to 50 s, which would consume extremely long computational time
in the numerical simulation. In order to assess the capabilities of the model with
the permeable wall at larger time scales, an additional numerical simulation of drop
impact is performed with lower impact parameters than in the previous cases. The
liquid has the properties of water and the corresponding impact parameters are
Re = 1400 and We = 27. The spreading of the drop and the subsequential liquid
absorption are computed up to the time t = 0; 2 s corresponding to the dimensionless
time of t = 280, and the liquid is assumed to perfectly wet the porous surface by
prescribing the constant contact angle equal to zero. The mean pore radius is set to
Rp = 5 m which yields the permeability of K = 3:125  10 12 m2.
Computationally obtained liquid shapes are plotted in Fig. 5.13 at several time
instants during spreading. Similar to the previous cases a small air bubble is en-
trapped in the region of impact in the initial phase of spreading. This bubble moves
upwards and escapes through the lamella surface at t  1:26. The liquid continues to
spread over the surface with no noticeable rim formation at the lamella edge, show-
ing similar behavior to the ow regime termed the deposition by Rioboo et al. [91]
in drop impact onto a rigid surface. At later times the lamella takes the shape of a
at disk with curved edges and slowly penetrates into the permeable wall.
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Figure 5.13: Liquid shapes for drop impact on the permeable wall at Re = 1400,
We = 27, K = 3:125  10 12 m2.
The computationally obtained spreading ratio is shown in Fig. 5.14 and the di-
mensionless lamella height at the axis of symmetry in Fig. 5.15. In order to show the
details, the plots are divided in two graphs, the left graph corresponding to smaller
times (up to t = 10) and the right graph to longer times (100  t  280). Due
to the assumed perfect wetting the lamella spreads continuously over the permeable
wall and reaches a diameter at t  60 which remains constant. The height of the
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lamella at the axis of symmetry initially rapidly decreases after the drop hits the
surface and slightly oscillates due to surface tension, starting to slowly decrease at
t  100. The small peak appearing in the left graph in Fig. 5.15 corresponds to
the time instant t  1:26 when the entrapped air bubble escapes through the upper
lamella surface.
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Figure 5.14: Spreading ratio for drop impact on the permeable wall at Re = 1400,
We = 27, K = 3:125  10 12 m2.
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Figure 5.15: Dimensionless lamella height at the symmetry axis for drop impact on
the permeable wall at Re = 1400, We = 27, K = 3:125  10 12 m2.
Simultaneously the liquid ows through the permeable wall corresponding to
the absorption of the liquid in the porous substrate. The height of the lamella
is not constant over the surface and the decrease of the lamella height is more
pronounced in the region farther from the edge, as can be seen in Fig. 5.16 in which
the lamella shapes are plotted at times t = 112 and t = 280. The liquid penetration
is very slow and, in order to show the dierence in the lamella height, the plots are
divided in two parts, showing the lamella shapes at radial distances 0  r  0:6
and 1:5  r  2:1, the former corresponding to the region closer to the axis of
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symmetry and the latter to the region closer to the lamella edge, respectively. The
reason why the spreading ratio remains constant lies in the competitive eects of the
spreading of the lamella and the liquid penetration through the permeable wall. The
liquid is assumed to completely wet the surface and the contact line tends to move
outward. However, the liquid is also being absorbed and the lamella loses height
in time and the results is that the contact line remains stationary. It is expected
at very long times that the spreading ratio would slowly start to decrease after a
greater amount of liquid was absorbed, but this was not simulated because of high
computational costs.
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Figure 5.16: Lamella shapes close to the axis of symmetry (left) and to the lamella
edge (right) for drop impact onto the permeable wall at Re = 1400,
We = 27, K = 3:125  10 12 m2.
The dimensionless residual volume of the lamella over the permeable wall is
plotted in Fig. 5.17. The liquid volume remaining over the surface decreases linearly
with time, which yields a linear increase of the absorbed liquid volume in time.
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Figure 5.17: Dimensionless lamella volume above the permeable wall for drop impact
at Re = 1400, We = 27, K = 3:125  10 12 m2.
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Instantaneous radial distributions of the dimensionless pressure gradient and
velocity at the permeable wall are plotted in Fig. 5.18 at several time instants.
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Figure 5.18: Distributions of the dimensionless pressure gradient (left) and velocity
at the porous surface (right) obtained using the model with the per-
meable wall for Re = 1400, We = 27, K = 3:125  10 12 m2. Time
instants from left to right are t = 56; 84; 168; 224; 280.
Again, both the pressure gradient and the velocity are constant over the surface of
the permeable wall. Even in the region of the impact close to the axis of symmetry,
the disturbances of the pressure gradient and velocity caused by the entrapped air
bubble at small times diminished, since the air bubble escaped through the lamella
surface short after the instant of the impact, and the proles of the pressure gradient
and velocity over the permeable wall at longer times are smooth.
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Future Work
6.1 Conclusions
In this work, the numerical and theoretical investigations of ow generated by single-
drop impacts were performed. In order to improve the overall understanding of the
physical mechanisms in ows pertinent to spray impingement, the analyzed con-
gurations include drop collisions, comprising collision with a shallow liquid layer,
binary drop collision and collision with a dry wall, then drop impact onto a heated
wall with the simultaneous heat transfer in the wall, and drop impact on a porous
substrate.
The capabilities of the computational procedure for interface capturing based
on the VOF-method were assessed. In this model an additional convective term is
introduced into the transport equation for phase fraction, contributing decisively to
a sharper interface resolution. The used numerical code was appropriately extended
to account for the advancing and receding contact angles, the nonisothermal free-
surface ow and simultaneous heat transfer in the solid and for the uid penetration
in the porous substrate. The results of numerical predictions eventually help to
understand the ow in the liquid during the impact, since no detailed experimental
data for the distributions of pressure and velocity is available.
In the case of drop collision with a liquid layer, focus was given to the evolution
of the crater formed beneath the surface upon the impact. The shape of the crater,
the formation and propagation of a capillary wave in the crater and the residual lm
thickness on the rigid wall were determined and analyzed. Numerical simulations
yielded a very good agreement with experimental results. It was conrmed that
increasing the impact velocity at a constant lm thickness has little to no eect on
the crater evolution in depth and on the time to reach maximum depth. The surface
tension has a clear inuence on the receding motion of the crater and the decrease
in diameter, as for higher values of surface tension the decrease starts earlier and
is somewhat steeper. Furthermore, an analytical model for the penetration depth
of the crater was developed, where the shape of the crater was approximated by a
spherical crater and the velocity eld past the propagating crater by the potential
ow. The equations of motion of the crater tip were obtained from the pressure bal-
ance at this point and the asymptotic solution was obtained by neglecting capillary,
viscous and gravity eects. The model agrees well with the experiments at the early
times of penetration far from the wall if the impact velocity is high. Finally, a scal-
ing analysis of the residual lm thickness on the wall was conducted demonstrating
a good agreement with the numerical predictions. A scaling relation for the residual
lm thickness was proposed based on the description of the lm evolution and devel-
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opment of the viscous boundary layer, and can be valuable in the modeling of spray
cooling. The scaling obtained in the form hres = ARe
 2=5 was proved in a recent
study of van Hinsberg et al. [117] to be also valid for very thin liquid lms with
dimensionless lm thicknesses ranging down to H = 0:07, as well as for a general
case of a spreading viscous liquid lm generated by drop collision (Roisman [96]).
The numerical simulations demonstrate not only high level of the predictive capa-
bilities of the interface-capturing model resolving the free surface, they also help to
better understand the mechanisms of crater evolution. In particular the formation
and propagation of the capillary wave along the crater surface could be explained
using the results of the numerical predictions of the pressure eld in the liquid.
In the case of binary drop collision, the existing experimental data were com-
pared to existing and new numerical simulations for the shape of the lamella gen-
erated at the early times of drop impact for various impact conditions. The results
show that if the impact Reynolds and Weber numbers are high enough, the ow in
the lamella far from its edge is universal and the evolution of the lamella thickness
almost does not depend on the viscosity and surface tension. Therefore these re-
sults completely change the understanding of the ow generated by drop collisions.
Moreover, it was demonstrated that the theoretical models based on the approx-
imation of the shape of the deforming drop by a disk and the models based on
the energy balance approach are not correct. Universal dimensionless distributions
for the lamella thickness, velocity and pressure were obtained from the numeri-
cal simulations of drop impact onto a symmetry plane, associated with the binary
drop collisions. These universal distributions are valid at high impact Weber and
Reynolds numbers. The results for the universal distribution of the thickness of the
lamella, velocity distribution and pressure distribution obtained in this work can be
useful for future modeling of the phenomena related to the inertia dominated drop
collisions, including drop impact onto a rigid or elastic surfaces, impact of solidifying
drops and binary drop collisions.
In the case of drop collision with a dry wall, it was conrmed that for high
impact Reynolds and Weber numbers the lamella shape far enough from the rim
is universal. The scaling obtained recently from the analytical self-similar solution
for the viscous ow in the spreading lamella and satisfying the full Navier-Stokes
equations was proved to be valid for a wide range of impact parameters and even
at relatively small times. The characteristic thickness and the radial distribution
of the viscous boundary layer developed near the wall were determined based on
this analytical solution and conrmed using numerical simulations. The velocity
eld in the lamella quickly converges to the self-similar analytical solution of the
Navier-Stokes equations. The evolution of the lamella thickness is determined by
the competitive eects of the inviscid ow and viscosity. The theory can be used as
a base for further modeling of drop spreading.
In the case of drop impact onto a heated wall, the computational model for
the two-phase ow with interface capturing and simultaneous heat transfer was for-
mulated. The potential of the computational model was illustrated by computing
a series of the congurations including single drop impact onto solid surface with
dierent thermophysical properties, in a range of impact conditions and liquid-solid
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temperature dierences. The model accounts for temperature-dependent uid prop-
erties and the considered temperature range in the simulations does not account for
the phase change, that is boiling and evaporation. The change in the drop morphol-
ogy during the impact and consequent advancing process being quantied in terms
of drop spreading diameter as function of time was returned in good agreement
with the available experimental data. Somewhat higher values obtained presently
compared to the experimental ndings and analytical results were the consequence
of the air bubble being entrapped in the impact region. Its articial removal in
the computational procedure led to the correct temperature values. The increase
of the mean temperature of the spreading drop amounts up to the half of the ini-
tial temperature dierence. The inuence of the increasing impact velocity is, as
expected, manifested through the increase in the amount of heat transferred from
the substrate. Further simulations of the drop impacting the stainless steel sur-
face accounting only for the uid ow by prescribing the xed surface temperature
were performed in order to examine the eects of the homogeneous temperature
distribution assumed in the recent theoretical derivation of the wall heat ux. The
results obtained reveal a fairly weak dependency of heat removed from the solid
surface on the temperature distribution at the uid-solid interface. The aforemen-
tioned air bubble entrapment is a consequence of the air ow taken into account in
the computational model. Accordingly, the present computational model enables a
more realistic insight into the heat transfer process pertinent to spray cooling, where
situations with air entrainment within the wall lm may easily arise.
In the case of drop impact on a porous surface, the computational model for
two-phase ow with interface capturing was extended and the combined model was
formulated, which includes both the external ow above and the ow of the absorbed
uid in the porous substrate. In addition, an alternative approach was presented,
by computing only the external ow in drop spreading over the porous surface, and
the presence of the porous substrate was accounted for by formulating an appro-
priate boundary condition for the permeable wall. The two models were validated
by comparing the computational results with the existing experimental results and
capabilities of both approaches were analyzed. The model with the permeable wall
yields more accurate results regarding the spreading ratio and the lamella height
at the axis of symmetry. Moreover, this model predicts the constant values of the
normal velocity and the pressure gradient at the permeable wall, in accordance with
the assumed slow creeping ow in the porous material. The computed residual vol-
ume of the spreading liquid lamella over the permeable wall was found to be linearly
changing in time, which yields a linear time dependence of the absorbed volume in
the porous medium, in accordance with some previous experimental ndings.
6.2 Recommendations for Future Work
Based on the results obtained in this work, suggestions for improvements and future
work are proposed, as outlined below.
The greater disagreement for the computed spreading ratio in the receding
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motion of the spreading lamella, or the crater diameter in the liquid layer, suggests
that the CSF model does not calculate the surface tension force accurately enough.
Parasitic currents, commonly encountered in VOF-based simulations, are attributed
to the inaccurate determination of the mean surface curvature. However, this model
is best suitable for interface capturing in the framework of the nite-volume method
without explicit free-surface reconstruction. Possibilities for improvement of the
modeling of the surface tension force should be further analyzed.
In ows dominated by capillary forces and wettability at the wall, the motion
of the contact line plays an important role. Further investigations are required
for the derivation of a proper and generally applicable model for the contact-line
velocity in order to reduce the dierences between the computed and experimentally
determined results.
Entrapment of small air bubbles in drop impact on various surfaces is observed
in experiments at certain impact conditions. Since the air ow is included in the
computational model, the air bubbles were resolved in all simulations of drop col-
lisions with dry surfaces. Although the described mechanism for the formation of
such bubbles is physically justied, further analysis should be conducted regarding
their existence and behavior.
The computational model for the two-phase ow with free surfaces and the si-
multaneous heat transfer should be further extended to include the eects of phase
change. In particular, the processes of liquid evaporation or solidication are inter-
esting to analyze due to their great industrial relevance.
In the liquid ow through a porous medium, the smallest length scale is the one
over which the details of the pore morphology and topology are considered. On the
other hand, Darcy's law is typically applied at macroscales, which are well above the
pore scale. The ow through the porous material relies upon transport equations
developed and applied at these macroscales in terms of averaged over the macroscale
volume quantities. However, Darcy's law was dened based upon measurements of
ow rate and pressure drop related as averaged properties of the entire system, which
is as a much larger length scale than the above mentioned macroscale. Therefore, it
is only this large length scale at which the averaged quantities will be well dened.
Further investigations should be conducted in order to dene a coupled model for
the ow outside and inside the porous medium. Moreover, the transition from the
external ow to the Darcy ow in the porous medium should be properly modeled,
since averaging the velocity becomes inappropriate in the small transitional region
at the boundary of the porous medium.
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