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Abstract
As proved by Re´gnier [11] and Ro¨sler [13], the number of key com-
parisons required by the randomized sorting algorithm QuickSort to
sort a list of n distinct items (keys) satisfies a global distributional
limit theorem. Fill and Janson [5, 6] proved results about the limiting
distribution and the rate of convergence, and used these to prove a
result part way towards a corresponding local limit theorem. In this
paper we use a multi-round smoothing technique to prove the full local
limit theorem.
1 Introduction
QuickSort, a basic sorting algorithm, may be described as follows. The
input is a list, of length n > 0, of distinct real numbers (say). If n = 0 or n =
1, do nothing (the list is already sorted). Otherwise, pick an element of the
list uniformly at random to use as the pivot, and compare each other element
with the pivot. Recursively sort the two resulting sublists, and combine them
in the obvious way, with the pivot in the middle. (Equivalently, one can sort
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the initial list randomly, and always use the first element in each (sub)list as
the pivot.) The recursive calls to the algorithm lead to a tree, the execution
tree, with one node for each call. Each node either has no children (if the
corresponding list had length 0 or 1) or two children. The main quantity
we study here is the random variable Qn, the total number of comparisons
used in sorting a list of n distinct items.
Re´gnier [11] and Ro¨sler [13] each established, using different methods,
a distributional limit theorem for Qn, proving that (Qn − EQn)/n d→ Q
as n → ∞, where Q has a certain distribution that can be characterized
in a variety of ways—to name one, as the unique fixed point of a certain
distributional identity. Using that distributional identity, Fill and Janson [5]
showed (among stronger results) that the distribution of Q has a continuous
and strictly positive density f on R.
Fill and Janson [6] proved bounds on the rate of convergence in var-
ious metrics, including the Kolmogorov–Smirnov distance (i.e., sup-norm
distance for distribution functions). Using this and their results about f
from [5], they proved a ‘semi-local’ limit theorem for Qn; see their Theo-
rem 6.1, which is reproduced in large part as Theorem 14 below. They posed
the question [6, Open Problem 6.2] of whether the corresponding local limit
theorem (LLT) holds. Here we show that the answer is yes, using a multi-
round smoothing technique developed in an initial draft of [2], but not used
in the final version of that paper. This method may well be applicable to
other distributions in which one can find ‘smooth parts’ on various different
scales, including other distributions obeying recurrences of a type similar to
that obeyed by Qn. Taking the ‘semi-local’ limit theorem of [6] as a starting
point, in this paper we shall prove the following LLT for Qn, together with
an explicit (but almost certainly not sharp) rate of convergence.
Theorem 1. Defining Qn and Q as above, and setting qn := EQn, there
exists a constant ε > 0 such that the following holds. We have
P(Qn = x) = n
−1f((x− qn)/n) +O(n−1−ε) (1)
uniformly in integers x, where f is the continuous probability density func-
tion of Q.
In fact, our proof of Theorem 1 gives a bound of the formO(n−19/18 log n)
on the error probability in (1).
The basic idea used in our proof, that of strengthening a distributional
(often normal) limit theorem to a local one by smoothing, is by now quite
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old. Suppose that Xn takes integer values, and that we know that
(Xn − µn)/σn d→ X, (2)
for some nice distribution X (say with continuous, strictly positive density f
on R). By the corresponding LLT we mean the statement that whenever xn
is a sequence of deterministic values with xn = µn +O(σn) then
P(Xn = xn) = σ
−1
n f((xn − µn)/σn) + o(σ−1n ). (3)
It is not hard to see that to deduce (3) from (2), it suffices to show that
‘nearby’ values have similar probabilities, i.e., that if xn, x
′
n = µn + O(σn)
and xn − x′n = o(σn), then
P(Xn = xn) = P(Xn = x
′
n) + o(σ
−1
n ). (4)
In turn, to prove (4) we might (as in MacDonald [8]) try to find a ‘smooth
part’ within the distribution of Xn. More precisely, we might try to write
Xn = An + Bn where, for some σ-algebra Fn, we have that An is Fn-
measurable and the conditional distribution of Bn given Fn obeys (or nearly
always obeys) a relation corresponding to (4). Then it follows easily (by first
considering conditional probabilities given Fn) that (4) holds. One idea is
to choose Fn so that Bn has a very well understood distribution, such as a
binomial one.
In some contexts, this approach works directly. Here (as far as we can
see) it does not. We can decompose Qn as above with Bn binomial (see
Lemma 12), but Bn will have variance Θ(n), whereas VarQn = Θ(n
2).
This would, roughly speaking, allow us to establish that P(Qn = xn) and
P(Qn = x
′
n) are similar for xn − x′n = o(
√
n), but we need this relation for
all xn − x′n = o(n).1
The key idea, as in the draft of [2], is not to try to jump straight from
the global limit theorem to the local one, but to proceed in stages.2 For
certain pairs of values ℓ < m with ℓ > 1 and m = o(n) we attempt to show
that for any two length-ℓ subintervals I1, I2 of an interval J of length m we
have
P(Qn ∈ I1) = P(Qn ∈ I2) + o(ℓ/n). (5)
1Actually, since [6] already contains a ‘semi-LLT’, it would suffice to consider xn−x
′
n =
O(n5/6).
2A related idea has recently been used (independently) by Diaconis and Hough [4], in
a different context. They work with characteristic functions, rather than directly with
probabilities as we do here, establishing smoothness at a range of frequency scales.
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The distributional limit theorem gives us that for some m = o(n) each in-
terval J of length m has about the right probability, and we then use the
relation above to transfer this to shorter and shorter scales, eventually end-
ing with ℓ = 1. In establishing (5), the idea is as before to find a suitable
decomposition Qn = An +Bn, but we can use a different decomposition for
each scale—there is no requirement that these decompositions be ‘compat-
ible’ in any way. For each pair (ℓ,m) we need such a decomposition where
the distribution of Bn has a property analogous to (5).
There are some complications carrying this out. Our random variables
Bn will have smaller variances than the original random variables Qn. This
means that the point probabilities P(Bn = xn), and (as it turns out) their
differences P(Bn = xn) − P(Bn = x′n), are too large compared with the
bounds we are aiming for, and the same holds with the points xn and x
′
n
replaced by intervals. For this reason we mostly work with ratios, showing
under suitable conditions that P(Bn ∈ I1) ∼ P(Bn ∈ I2). But this is not
always true: Even if I1 and I2 are close, if both are far into a tail of Bn
the ratio of the probabilities may be far from 1. To deal with this we use
another trick: If for some interval I1 there is a significant probability p that
An +Bn ∈ I with the translated interval I −An being far above the mean
of Bn, say, then there is another interval J (to the left of I) such that there
is a probability much larger than p that An +Bn ∈ J . Hence what we will
actually show, for a series of scales m, is that (i) each interval of length
m has about the right Qn-probability, and (ii) no interval of length m has
Qn-probability much larger than it should. We will use (ii) at the longer
scale m to show that the ‘tail contributions’ described above are small at
scale ℓ. Thus we will be able to transfer the combined statement (i)+(ii)
from longer to shorter scales.
In the particular context of QuickSort there is a very nice way to find
binomial-like smooth parts: we partially expand the execution tree, looking,
roughly speaking, for a way of writing the original instance as the union of
Θ(s) instances of QuickSort each run on Θ(r) input values, where s = n/r.
Conditioning on this partial expansion (plus a little further information) the
unknown part of the distribution is then ‘binomial-like’: it is a sum of Θ(s)
independent random variables each with ‘scale’ Θ(r).
The rest of the paper is organized as follows: in Section 2 we state two
standard results we shall need later, and then establish the existence of the
decompositions described in the previous paragraph. In Section 3 we prove
some simple properties of ‘binomial-like’ distributions. Section 4 is the heart
of the paper; here we present the core smoothing argument, showing how to
transfer ‘smoothness’ from a scale m to a scale ℓ 6 m under suitable con-
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ditions. In Section 5 we complete the proof of Theorem 1; this is a matter
of applying the results from Section 4 with suitable parameters, taking as
a starting point the ‘semi-local’ limit theorem established by Fill and Jan-
son [6]. Finally, in Section 6 we outline a different way of applying the same
smoothing results, taking a weaker distributional convergence result as the
starting point; this may be applicable in other settings.
2 Preliminaries
2.1 Some standard inequalities
We shall use the Azuma–Hoeffding inequality (see [1] and [7]) in the following
form (see, for example, Ross [14, Theorem 6.3.3]).
Theorem 2. Let (Zn)n>1 be a martingale with mean µ = EZn. Let Z0 = µ
and suppose that for nonnegative constants αi, βi, i > 1, we have
−αi 6 Zi − Zi−1 6 βi.
Then, for any n > 0 and a > 0 we have
P(Zn − µ > a) 6 exp
{
−2a2
/
n∑
i=1
(αi + βi)
2
}
,
and the same bound applies to P(Zn − µ 6 −a).
We shall also need Esseen’s inequality, also known as the Berry–Esseen
Theorem; see, for example, Petrov [10, Ch. V, Theorem 3]. We write Φ for
the distribution function of the standard normal random variable.
Theorem 3. Let Z1, . . . , Zt be independent random variables with ρ =∑t
i=1 E(|Zi|3) finite, and let S =
∑t
i=1 Zi. Then
sup
x
∣∣P(S 6 x)− Φ((x− µ)/σ)∣∣ 6 Aρ/σ3,
where µ and σ2 are the mean and variance of S, and A is an absolute
constant.
2.2 Decomposing the execution tree
In this subsection we shall show that, given a parameter r, a single run of
QuickSort on a list of length n will, with high probability, involve Ω(n/r)
instances of QuickSort run on disjoint lists of length between r/2 and r.
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Let 2 6 r < n be integers. We can implement QuickSort on a list
of length n in two phases as follows: in the first step of Phase I, pick the
random pivot dividing the original list into two sublists of total length n−1.
In step t of Phase I, if all the current sublists have length at most r, do
nothing. Otherwise, pick a sublist of length at least r + 1 arbitrarily, and
pick the random pivot in this sublist, dividing its remaining elements into
two new sublists. After n steps, we proceed to Phase II, where we simply
run QuickSort on all remaining sublists. Let Xn,r denote the number of
sublists at the end of Phase I that have length between r/2 and r.
Lemma 4. Let r > 20 be even and n > 5r. Then
P
(
Xn,r 6
n
3r
)
6 e−n/(400r).
Proof. We have specified that r be even only for convenience. We have
made no attempt to optimize the values of the various constants; these will
be irrelevant later.
Running QuickSort in two phases as above, let T be the number of
‘active’ steps in Phase I, i.e., steps in which we divide a sublist into two.
Clearly, T 6 n, the first T steps of Phase I are active, and after T steps we
have T + 1 sublists of total length n − T . The idea of the proof is to show
that T is very unlikely to be larger than 20n/r, say, that EXn,r is of order
n/r, and that each decision in the first phase of our algorithm alters the
conditional expectation of Xn,r by at most 1. The result will then follow
from the Azuma–Hoeffding inequality.
Throughout the proof we keep r > 20 fixed. Let
t0 = ⌈20n/r⌉.
Observe that if T > t0, then after step t0 we have t0 + 1 sublists with total
length < n. Since at most 10n/r 6 t0/2 of these sublists can have length at
least r/10, at least t0/2 of our sublists have length < r/10. Let N be the
number of sublists after t0 steps that have length less than r/10, so we have
shown that
P(T > t0) 6 P(N > t0/2).
In any step of Phase I, we either do nothing, or randomly divide a list of
some length ℓ > r + 1. In the latter case, the (conditional, given the past)
probability of producing a sublist of length < r/10 is at most
2
(r/10 + 1)
ℓ
6
3r/10
ℓ
<
3
10
,
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since r > 20 and ℓ > r. It follows that N is stochastically dominated by a
binomial distribution with parameters t0 and 3/10, so
P
(
T > t0
)
6 P
(
N > t0/2
)
6 P
(
Bin(t0, 3/10) > t0/2
)
6 e−2t0/25, (6)
using Theorem 2, or a standard Chernoff bound, for the last step.
Turning to the next part of the argument, as r is fixed throughout, let us
write Xn for the random variable Xn,r. We extend the definition of Xn to
the case n 6 r by considering Phase I to end immediately (with one ‘sublist’
of length n) in this case. The sequence (Xn) satisfies the deterministic initial
conditions
X0 = · · · = X(r/2)−1 = 0,
Xr/2 = · · · = Xr = 1,
and (considering the first step in Phase I as described above) the distribu-
tional recurrence relation
Xn
L
= XUn−1 +X
∗
n−Un , n > r + 1, (7)
where, on the right, Xj and X
∗
j are independent probabilistic copies of Xj
for each j = 1, . . . , n− 1 and Un is uniformly distributed on {1, . . . , n}, and
is independent of all the X and X∗ variables. Let
ξn := EXn.
From (7) we have ξn =
2
n
∑n−1
i=0 ξi for n > r + 1. It follows that
ξ0 = · · · = ξ(r/2)−1 = 0,
ξr/2 = · · · = ξr = 1,
and
ξn =
n+ 1
r + 1
, n > r + 1. (8)
(The last equation holds also for n = r.) Define ξ˜n =
n+1
r+1 for all n. Then
ξ˜k−1 + ξ˜n−k = ξ˜n always. Since
|ξn − ξ˜n| 6 r/2
r + 1
<
1
2
,
it follows that if n > r + 1 (and so ξn = ξ˜n), then
− 1 < ξk−1 + ξn−k − ξn < 1 (9)
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for all 1 6 k 6 n.
Let Ft denote the σ-algebra corresponding to information revealed in
the first t steps of Phase I as described above. Define
Mt = E[Xn | Ft],
so that (Mt)
n
t=0 is a (Doob) martingale. It follows from (9) that the martin-
gale (Mt), which has mean M0 = ξn given by (8), satisfies
−1 < Mt −Mt−1 < 1
for every t.
Let E be the event that Xn 6
n
3r . Since
ξn =
n+ 1
r + 1
>
n
r + 1
>
2n
3r
,
when E holds we have Xn − ξn 6 − n3r . After the first T steps of Phase I,
nothing further happens, so MT =MT+1 = · · · =Mn = Xn. Hence, writing
t0 = ⌈20n/r⌉ as before, we have
P(E) 6 P (T > t0) + P
(
Mt0 − ξn 6 − n3r
)
.
By (6) and the Azuma–Hoeffding inequality (Theorem 2), it follows that
P(E) 6 e−2t0/25 + exp
(
− n
2
18r2t0
)
6 exp
(
−40n
25r
)
+ exp
(
− n
378r
)
6 exp
(
− n
400r
)
,
where the penultimate inequality holds because 20n/r 6 t0 6 21n/r, since
n/r > 5, and the final inequality holds because e−8x/5 + e−x/378 6 e−x/400
for x > 5.
Corollary 5. Let r > 20 be even and n > 5r. Then we may write Qn =
A+ B where, for some σ-algebra F , we have that A is F-measurable, and,
with probability at least 1−e−n/(400r), the conditional distribution of B given
F is the sum of s = ⌈n/(3r)⌉ independent random variables B1, . . . , Bs with
each Bi having the distribution Qri for some ri with r/2 6 ri 6 r.
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Proof. Run QuickSort in two phases as above, and defineXn,r as in Lemma 4.
Let E be the event that Xn,r > s = ⌈n/(3r)⌉, so P(E) > 1 − e−n/(400r) by
Lemma 4. We now subdivide Phase II into two parts. When E holds, we
select s sublists from the end of Phase I with length between r/2 and r, oth-
erwise we do not select any. In Phase IIa, we run QuickSort on all sublists
except the selected ones. In Phase IIb, we run QuickSort on the selected
sublists. Take the σ-algebra F to be the σ-algebra corresponding to all the
information uncovered in Phases I and IIa, and A to be the total number
of comparisons made during Phases I and IIa. Take Bi, i = 1, . . . , s, to be
(when E occurs) the number of comparisons involved in running QuickSort
on the ith selected sublist.
2.3 Truncating the summands
The sum of the Bi above will roughly serve as our ‘binomial-like’ distribu-
tion, but we would like a little more information about it. Knowing that Bi
has ‘scale’ roughly ri ≈ r, we shall condition on |Bi − EBi| being at most
2ri. This will still keep a constant fraction of the variance, while giving us
better control on the distribution of the sum of such random variables.
Writing qn for EQn, for n > 1 let Q
∗
n = (Qn− qn)/n denote the centered
and normalized form of Qn. Since Q
∗
n converges in distribution to Q, a
distribution with a continuous positive density on R, we know that there
are constants n0 and c1 > 0 such that for all n > n0 we have, say, P(Q
∗
n ∈
[−2,−1]) > c1 and P(Q∗n ∈ [1, 2]) > c1. Hence, for n > n0,
P(Q∗n ∈ [−2, 2]) > 2c1 (10)
and, since P(Q∗n ∈ I | Q∗n ∈ [−2, 2]) > c1/1 = c1 for I = [−2, 1] and
I = [1, 2], we have
Var(Q∗n | Q∗n ∈ [−2, 2]) > c1.
Let W ′n denote the distribution of Q
∗
n conditioned to lie in [−2, 2], and let
Wn := W
′
n − EW ′n. Then |Wn| 6 4 and VarWn > c1. We will record the
consequences for the unrescaled distribution of Qn immediately after the
following definition.
Definition 1. Given r > 0 let Dr denote the set of probability distributions
of random variables X with the following properties: EX = 0, |X| 6 4r,
and VarX > c1(r/2)
2.
The calculations above have the following simple consequence: for any
r > 2n0 and any r
′ satisfying r/2 6 r′ 6 r, we have P(Qr′ ∈ [qr′ − 2r′, qr′ +
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2r′]) > 2c1, and the conditional distribution of Qr′ given this event is of the
form zr′ +Xr′ for some constant zr′ and some Xr′ with law in Dr.
Definition 2. Given r > 0 and a positive integer s, let Br,s denote the set
of s-fold convolutions of distributions from Dr.
In other words, X has a distribution in Br,s if we can write X = X1 +
· · ·+Xs where the Xi are independent and each has law in Dr. The distri-
butions in Br,s will be the ‘binomial-like’ ones we shall use in the smoothing
argument.
Remark. More properly we should write Dr,c1 and Br,s,c1 for the classes
defined in Definitions 1 and 2. In this paper we need only consider a par-
ticular value of c1 as at the start of this subsection, but in other contexts
one might consider these classes for other values of c1. The results below of
course extend to this setting.
The next lemma, a simple consequence of Corollary 5, will play a key
role in our smoothing arguments.
Lemma 6. There are positive constants r0, c2 and c3 such that the following
holds whenever n and r are positive integers with r even and r0 6 r 6 c2n:
we may write Qn = A + B where, for some σ-algebra F , we have that A
is F-measurable, and, with probability at least 1 − e−c3n/r, the conditional
distribution of B given F is in the class Br,s, with s = ⌈c2n/r⌉.
Proof. We start by taking F ′, A′, and B′ to be as in Corollary 5. Let
E′ ∈ F ′ be the event that we may write the conditional distribution of B′ as
the sum of independent variables B′1, . . . , B
′
t, t = ⌈n/(3r)⌉, with B′i having
(conditionally given F ′) the distribution of Qri for some r/2 6 ri 6 r.
By Corollary 5 we have P(E′) > 1 − e−Ω(n/r). We choose c2 6 c1/6, and
set s = ⌈c2n/r⌉. Note that c2n/r > 1, so s 6 2c2n/r. We shall reveal
certain extra information as described in a moment. Let Ei denote the
event that B′i ∈ [qri − 2ri, qri + 2ri], and let E denote the event that at
least s of the events Ei occur. Each event Ei has conditional probability
at least 2c1 by (10). Since the Ei’s are conditionally independent given F ′,
and c1t > 2c2n/r > s, we see [from P(E | E′) > P(Bin(t, 2c1) > c1t) and
Chernoff’s inequality] that P(E | E′) > 1 − e−Ω(t) = 1 − e−Ω(n/r). Hence
P(E) > 1− e−Ω(n/r).
The extra information we reveal is as follows: firstly, which Ei’s occur,
and hence whether E occurs. When E does occur, we let I be the set of
the first s indices i such that Ei occurs, otherwise we may take I = ∅, say.
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We now reveal the values of all B′i, i /∈ I, and set B =
∑
i∈I(B
′
i − zri). Let
F ⊃ F ′ denote the σ-algebra generated by all information revealed so far.
Then A = Qn − B = A′ +
∑
i∈I zri +
∑
i/∈I B
′
i is certainly F-measurable.
Also, when E occurs, the conditional distribution of B given F is in Br,s, as
required.
3 Properties of binomial-like distributions
In this section we establish some simple properties of distributions in the
class Br,s without aiming for tight bounds. The first property is asymptotic
normality, which will give ‘smoothness’ on scales larger than r. Here and in
what follows all constants are absolute, except in that they may depend on
the absolute constant c1 in the definition of Dr.
Lemma 7. For any random variable X with distribution in Br,s we have
VarX = Θ(r2s) and
P
(
X 6 EX + x
√
VarX
)
= Φ(x) +O(1/
√
s),
where Φ is the standard normal distribution function, and the implicit con-
stants depend only on the constant c1 in Definition 1.
Proof. Dividing X, and each of the s summands Xi comprising it, through
by r, we may assume without loss of generality that r = 1. Then apply the
Berry–Esseen Theorem (Theorem 3 above), noting that each Xi is bounded
in absolute value by 4, and so has bounded third moment, and that VarX
is Θ(s) (under our assumption that r = 1).
Next we establish a common tail bound for all distributions in the class
Br,s.
Lemma 8. There are constants c > 0 and C such that, for all X with
distribution in Br,s, all t > 0, and all ℓ > r we have
P(X ∈ [t, t+ ℓ]) 6 Cℓ
r
√
s
e−ct
2/(r2s).
Proof. The Azuma–Hoeffding inequality gives that, uniformly for Y with
distribution in Br,s, we have
P(Y > t) 6 e−Ω(t
2/(r2s)). (11)
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Separately, for any interval I of length ℓ > r, we have
P(Y ∈ I) = O(ℓ/(r√s)). (12)
Indeed, writing Y ′ for a Gaussian with the same mean and variance as Y ,
by Lemma 7 we have P(Y ∈ I) = P(Y ′ ∈ I) +O(1/√s). As Y ′ has variance
Θ(r2s) we have P(Y ′ ∈ I) = O(ℓ/(r√s)), and the error term is absorbed
into the main term by the lower bound on ℓ. Somewhat surprisingly, the
proof can be completed by multiplying these two bounds.
Indeed, in proving the claimed result, adjusting the constants if needed,
we may assume that s is even. Then we may write X = Y +Z where Y and
Z are independent and have distributions in the class Br,s/2. Let I = [t, t+ℓ]
with t > 0. Since X > t implies either Y > t/2 or Z > t/2, we may write
P(X ∈ I) 6 P(Y + Z ∈ I, Y > t/2)+ P(Y + Z ∈ I, Z > t/2). (13)
We bound the first term from above by
P(Y > t/2)P(Y + Z ∈ I | Y > t/2) 6 P(Y > t/2) sup
y
P(Y + Z ∈ I | Y = y)
= P(Y > t/2) sup
x
P(Z ∈ [x, x+ ℓ]).
The final quantity is e−Ω(t
2/(r2s))×O(ℓ/(r√s)) by (11) and (12). The second
term in (13) may be bounded in the same way.
3.1 A tilting lemma
In proving Lemma 7 we applied the Berry–Esseen Theorem to distributions
from Br,s; next we shall apply the same result to exponential tilts of these
distributions, to prove the following result. In what follows, c1 is the con-
stant appearing in Definition 1.
Lemma 9. Let K > 0 be constant. There exists a constant C ′ = C ′(c1,K)
such that the following holds whenever
λ > 1, m > ℓ > C ′r and
λm
r
√
s
6 K. (14)
Let X be a random variable with distribution in Br,s, and let I1 and I2
be subintervals, each of length ℓ, of an interval J of length m with J ⊂
[−Kλr√s,Kλr√s]. Then
P(X ∈ I2) = P(X ∈ I1)
(
1 +O
(
r
ℓ
+
λm
r
√
s
))
.
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The proof of Lemma 9 will be based on standard exponential tilting
arguments similar to those used around Lemma 6.4 in [12]. Let Y be a
random variable with bounded support. Then for any α ∈ R we may define
the tilted distribution L(Y (α)) by
P(Y (α) ∈ dx) = P(Y ∈ dx)e
αx
γ
, (15)
where γ = γ(L(Y ), a) = E eαY ; here L(Y ) denotes the law, or distribution,
of the random variable Y .
Before starting the proof of Lemma 9, we establish some elementary
properties of tilted versions of distributions with law in the set D1 defined
in Definition 1.
Lemma 10. There is a constant c > 0, depending only on c1, such that
for any Y with L(Y ) ∈ D1 and any α ∈ [−1, 1] we have Var Y (α) > c.
Furthermore,
d
dα
EY (α) > c (16)
whenever |α| 6 1.
Proof. The first statement is intuitively clear: we take a distribution whose
variance is bounded from below, and ‘distort it’ by a bounded amount, so
the variance will still be bounded from below. We spell out a concrete
argument, not aiming for the best possible bound.
Let Y have distribution in D1. Then, recalling Definition 1, for any b > 0
we have
1
4c1 6 EY
2
6 b2P(Y 2 6 b2) + 16P(Y 2 > b2) 6 b2 + 16P(|Y | > b).
Take b = 14
√
c1. Then
P(|Y | > 14
√
c1) >
1
16(
1
4 − 116 )c1 = 3256c1 > 1100c1.
Without loss of generality we may thus assume that
P(Y > 14
√
c1) >
1
200c1.
Since EY = 0 and Y is supported on [−4, 4], it follows that
P(Y < 0) > 14 · 14
√
c1 · 1200c1 = 13200c
3/2
1 .
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Since Y is supported on [−4, 4], for |α| 6 1 we have γ = E eαY 6 e4, while
eαx is at least e−4 for all x in the support of Y . Hence,
P(Y (α) > 14
√
c1) >
e−4
γ
P(Y > 14
√
c1) > e
−8 1
200c1.
Similarly,
P(Y (α) < 0) > e−8 13200c
3/2
1 .
The last two bounds clearly imply a lower bound on VarY that depends
only on c1.
To establish (16), note that
EY (α) =
E(Y eαY )
E(eαY )
,
so by the quotient rule,
d
dα
EY (α) =
E(Y 2eαY )
E(eαY )
−
(
E(Y eαY )
E(eαY )
)2
= Var Y (α).
Proof of Lemma 9. Let X = X1+ · · ·+Xs have distribution in Br,s. We aim
to bound P(X ∈ I2)/P(X ∈ I1), where I1 and I2 are intervals of length ℓ both
contained in a common interval J of length m. By rescaling (considering
ℓ/r and m/r in place of ℓ and m) we may assume without loss of generality
that r = 1.
A simple calculation shows that if we tilt each Xi by the same parameter
α, then the independent sum of X
(α)
1 , . . . ,X
(α)
s has the same distribution as
X(α). By Lemma 10 we thus have
d
dα
EX(α) =
d
dα
s∑
i=1
EX
(α)
i > cs (17)
for α ∈ [−1, 1]. Let
Ij = [tj , tj + ℓ]
for j = 1, 2. Since r = 1 and m > C ′r = C ′ by (14), we have
|t1|
s
6
Kλ
√
s
s
=
Kλ√
s
6
Kλm
C ′
√
s
6
K2
C ′
,
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using the third assumption in (14) in the last step. Hence, choosing C ′ large
enough, we have |t1| 6 cs. Since EX(0) = EX = 0, it follows from (17) that
there is a unique value a ∈ [−1, 1] such that
EX(a) = t1.
Moreover, we have
a = O(t1/s) = O(λs
−1/2). (18)
From now on we fix this tilting parameter, writing X ′i for X
(a)
i , and X
′
for the independent sum X ′1 + · · · +X ′s. As noted above, X ′ has the same
distribution as X(a). In other words,
P(X ′ ∈ dx) = P(X ∈ dx)e
ax
γ
,
where γ = E eaX is independent of x. Since I1 and I2 lie in an interval J of
length m, it follows easily that
P(X ′ ∈ I2)
P(X ′ ∈ I1) =
P(X ∈ I2)
P(X ∈ I1)e
O(am).
Now by (18) and (14),
am = O(λms−1/2) = O(1),
so the eO(am) term is 1 +O(am). Hence
P(X ∈ I2)
P(X ∈ I1) =
P(X ′ ∈ I2)
P(X ′ ∈ I1)
(
1 +O
(
λm
s1/2
))
. (19)
It remains to bound the ratio P(X ′ ∈ I2)/P(X ′ ∈ I1).
Like the distribution of Xi, the distribution of X
′
i is supported on the
interval [−4, 4]. Hence VarX ′i = O(1). But by the first part of Lemma 10,
VarX ′i > c, so VarX
′
i = Θ(1). Also, the absolute third moment E |X ′i|3 is
clearly at most 43 = O(1). The implicit constants in these estimates depend
only on c1 and K, not on i. Hence,
µ := EX ′ = t1,
σ2 := VarX ′ =
s∑
i=1
VarX ′i = Θ(s),
ρ :=
s∑
i=1
E |X ′i|3 = O(s).
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Let us note for later that since λ > 1 and λm/
√
s = O(1) we have
m 6 λm = O(
√
s) = O(σ),
and hence
m2
σ2
= O
(m
σ
)
= O
( m
s1/2
)
= O
(
λm
s1/2
)
. (20)
Let Z ∼ N(0, 1) be a standard normal random variable. By the Berry–
Esseen Theorem (Theorem 3), we have∣∣P(X ′ ∈ I)− P(µ+ σZ ∈ I)∣∣ 6 2Aρ
σ3
.
Now by definition t1 = µ, and by assumption I1 and I2 are contained in
an interval of length m. Hence, for any y ∈ I1 ∪ I2 we have
|y − µ| 6 m = O(σ). (21)
It follows that for j = 1, 2 we have
P(µ+ σZ ∈ Ij) = P
(
Z ∈
[
tj − µ
σ
,
tj − µ+ ℓ
σ
])
= Θ(1)× ℓ
σ
= Θ
(
ℓ
s1/2
)
.
Since Aρ/σ3 = O(s−1/2), we thus have
P(X ′ ∈ Ij) = P(µ+ σZ ∈ Ij)(1 +O(1/ℓ)).
The implicit constant here does not depend on C ′. Recalling that ℓ > C ′r =
C ′, choosing C ′ large enough, the 1+O(1/ℓ) factor here is at least 1/2, and
it follows by dividing the bound for j = 2 by that for j = 1 that
P(X ′ ∈ I2)
P(X ′ ∈ I1) =
P(µ+ σZ ∈ I2)
P(µ+ σZ ∈ I1) (1 +O(1/ℓ)). (22)
Let φ(x) = (2π)−1/2e−x
2/2 be the density function of the standard nor-
mal variable. Since φ(x) = φ(0)eO(x
2), from (21) we have
P(µ+ σZ ∈ Ij) = P
(
Z ∈
[
tj − µ
σ
,
tj − µ+ ℓ
σ
])
=
ℓφ(0)
σ
eO(m
2/σ2).
Hence,
P(µ+ σZ ∈ I2)
P(µ+ σZ ∈ I1) = e
O(m2/σ2) = 1 +O(m2/σ2) = 1 +O
(
λm
s1/2
)
, (23)
recalling (20). Together, (19), (22) and (23) complete the proof.
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4 The core smoothing argument
In this section we prove an ungainly lemma (Lemma 11), which is the heart
of the smoothing argument. In this lemma there are many parameters; in
the next section we give a simple choice of parameters that allows us to
prove Theorem 1. The reason for keeping the greater generality here is that
it seems (to us) to give a better picture of why the method works, and may
help in applying the method in other contexts.
So far, it has not mattered whether the intervals we consider are open,
closed or half-open. However, in the arguments below, at certain points we
will need to partition one interval into disjoint intervals of the same type.
For this reason, from now on we consider only half-open intervals of the form
(a, b].
The following definition is key to our smoothing arguments. Recall that
qn = EQn, and that (Qn − qn)/n d→ Q, where Q has a continuous positive
density function f on R. Given an integer n > 1 and positive real numbers
m, ε, and Γ > 1, we say that the statement S(n,m, ε,Γ) holds3 if
(i) for any half-open interval I ⊂ R of length m and any x ∈ R such that
qn + nx ∈ I we have |P(Qn ∈ I)− mn f(x)| 6 εmn , and
(ii) for any half-open interval I of length m we have P(Qn ∈ I) 6 Γmn .
Roughly speaking, the fact that (Qn− qn)/n d→ Q implies that S(n,m, ε,Γ)
holds for some m = m(n) = o(n), some ε = ε(n)→ 0, and some constant Γ.
We seek to show that [property (i) of] S(n, 1, ε′,Γ′) holds for some slightly
larger ε′ = ε′(n) and Γ′.
Lemma 11. There exist positive constants c, C ′, C and r0 such that the
following holds. If the statement S(n,m, ε,Γ) holds, ℓ divides m, and there
exist real numbers r and λ > 1 such that
r0 6 r 6 cn, m > ℓ > C
′r and λm 6
√
rn, (24)
then S(n, ℓ, ε′,Γ′) holds for any ε′ > ε+ Γη and Γ′ > Γ(1 + η), where
η = C
(
e−cλ
2
+
λm√
rn
+
r
ℓ
+
n
ℓ
e−cn/r
)
. (25)
3We could work with a statement S(n,m,L, ε,Γ) where, in condition (i) only, the
interval I is restricted to lie within [qn − L, qn + L]. In Lemmas 11 and 13, the ‘input’
value of L could be anything (at least m), and the ‘output’ value of L would be the same
as the input. Nothing would change in the proofs.
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Of course, we could replace C and C ′ by a single constant max{C,C ′},
but they play very different roles in the proof, so we keep them separate.
As we shall see later, the key terms on the right in (25) are the second and
third; we can choose λ = log n, say, and then the key conditions to keep η
small are (roughly stated) that
r≪ ℓ 6 m≪ √rn. (26)
Proof. Let J ⊂ R be any interval of length m, and let I1 and I2 be subin-
tervals of J with length ℓ such that P(Qn ∈ I1) is minimal and P(Qn ∈ I2)
is maximal. We shall show that
P(Qn ∈ I2)− P(Qn ∈ I1) 6 ηΓℓ/n. (27)
Assuming this for the moment, let us show that the lemma follows. To
establish property (i) of S(n, ℓ, ε′,Γ′), let I be any interval of length ℓ, and
choose an interval J of length m with I ⊂ J . Let x be such that qn+nx ∈ I
and define I1 and I2 as above. By definition, P(Qn ∈ I1) 6 P(Qn ∈ I) 6
P(Qn ∈ I2). Also, since J can be partitioned into intervals of length ℓ, by
simple averaging we have
P(Qn ∈ I1) 6 ℓ
m
P(Qn ∈ J) 6 P(Qn ∈ I2). (28)
By assumption P(Qn ∈ J) is within εm/n of f(x)m/n. From (27) and (28)
it follows that P(Qn ∈ I1) and P(Qn ∈ I2), and hence P(Qn ∈ I), are within
(εℓ/n) + (ηΓℓ/n) 6 ε′ℓ/n of f(x)ℓ/n, as required.
The argument for property (ii) is very similar. Given any interval I
of length ℓ, find an interval J of length m containing it, and define I1
and I2 as above. This time, by assumption, P(Qn ∈ J) 6 Γm/n, so (by
averaging) P(Qn ∈ I1) 6 Γℓ/n. But then P(Qn ∈ I) 6 P(Qn ∈ I2) 6
(Γℓ/n) + (ηΓℓ/n) 6 Γ′ℓ/n, as required.
It remains to prove (27). Let r and λ > 1 satisfy (24). Increasing r
slightly if necessary (and adjusting the constants in the lemma appropri-
ately), we may assume that r is an even integer. Let s = ⌈c2n/r⌉ where c2 is
as in Lemma 6. Write Qn = A+B where A, B, and the σ-algebra F are as in
Lemma 6. The idea is to condition on F and use the fact that, with very high
probability, B has conditional distribution in Br,s to show that P(Qn ∈ I1)
and P(Qn ∈ I2) are similar. Let σ =
√
rn. Since s = Θ(n/r), we have
r
√
s = Θ(σ), so by the first part of Lemma 7, Var[B | F ] = Θ(r2s) = Θ(σ2)
(with very high probability). It will be crucial that m≪ σ, so that I1 and
I2 are not too far apart on the scale over which B varies, but that ℓ≫ r.
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In the following proof, all statements hold provided c is small enough
and C is large enough. Let E be the event that the conditional distribution
of B given F is indeed in Br,s, so that by Lemma 6
P(E) > 1− e−cn/r. (29)
Let E1 be the event that E occurs and the midpoint of I2−A lies in [−λσ, λσ].
Note that I2 is deterministic, and A is F-measurable, so E1 ∈ F . Suppose
first that E1 occurs. Since I1 and I2 are both subsets of J , an interval
of length m 6 σ/λ 6 λσ, we have that I1 − A and I2 − A are both con-
tained in {x : |x| 6 2λσ}. Note that 2λσ = O(λr√s). Also, λm/(r√s) =
O(λm/
√
rn) = O(1) by (24). Hence, the conditions of Lemma 9 hold for
some constant K, provided we take C ′ > C ′(c1,K). When E1 occurs, it
thus follows from Lemma 9 that
P(B ∈ I2 −A | F) = P(B ∈ I1 −A | F)[1 +O(η1)], (30)
where
η1 = (r/ℓ) + (λm/σ).
Since E1 is F-measurable, and Qn ∈ Ii if and only if B ∈ Ii −A, taking
the expectation of both sides of (30) it follows that
P
({Qn ∈ I2} ∩ E1) = P({Qn ∈ I1} ∩ E1)[1 +O(η1)],
so
P
({Qn ∈ I2} ∩ E1)− P({Qn ∈ I1} ∩ E1) = O(η1)P(Qn ∈ I1) = O(η1Γℓ/n),
(31)
since P(Qn ∈ I1) 6 ℓmP(Qn ∈ J) 6 Γ ℓn .
We now consider the ‘tail case’, where I2 − A (and hence I1 −A) is far
from the mean (zero) of B. We split this case further according to how far.
Assuming purely for convenience that λ is an integer, for each integer
y > λ let E+2,y be the event that E occurs and the midpoint of I2−A lies in
(yσ, (y+1)σ]. Similarly, let E−2,y be the event that E holds and the midpoint
of I2 −A lies in [−(y + 1)σ,−yσ). Note that
E = E1 ∪
⋃
y>λ
E+2,y ∪
⋃
y>λ
E−2,y,
that this union is disjoint, and that all the events involved are F-measurable.
Fix some y > λ and suppose that E+2,y holds. (The argument for E
−
2,y
will be essentially identical, of course.) Because I2 has length at most σ, we
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see that the left-endpoint of I2 − A is at least (y − 12)σ > yσ/2. Hence, by
Lemma 8,
P(Qn ∈ I2 | F) = P(B ∈ I2 −A | F) 6 C ℓ
σ
e−cy
2
, (32)
after increasing C and decreasing c if necessary. Let Jy = J−yσ, an interval
of length m containing I2 − yσ. Note that (for a given y) the interval Jy
is deterministic. Now, when E+2,y holds, Jy − A is an interval of length m
contained (recalling m 6 σ) in [−2σ, 2σ]. By Lemma 7 it follows that
P(Qn ∈ Jy | F) = P(B ∈ Jy −A | F) = Θ(mσ )−O(1/
√
s).
The implicit constants here depend on c, but not on C ′. Recalling our
assumptionm > C ′r, we may thus choose C ′ large enough to ensure that the
O(1/
√
s) error term is at most half the main term Θ(m/σ) = Θ(m/(r
√
s)),
so
P(Qn ∈ Jy | F) = Ω(mσ ). (33)
Combining (32) and (33), we see that when E+2,y holds, then
P(Qn ∈ I2 | F) 6 P(Qn ∈ Jy | F)O
(
ℓ
me
−cy2
)
. (34)
Since E+2,y is F measurable, it follows that
P
({Qn ∈ I2} ∩ E+2,y) 6 O( ℓme−cy2)P({Qn ∈ Jy} ∩E+2,y)
6 O
(
ℓ
me
−cy2
)
P({Qn ∈ Jy}) 6 O
(
Γℓ
n e
−cy2
)
,
using property (ii) of the statement S(n,m, ε,Γ) for the last step. A similar
bound holds for E−2,y. Since
∑
y>λ e
−cy2 = O(e−cλ
2
), summing we conclude
that
P
({Qn ∈ I2} ∩ (E \ E1)) = O(Γℓn e−cλ2). (35)
Finally, recalling (29),
P
({Qn ∈ I2} ∩Ec) 6 P(Ec) 6 e−cn/r. (36)
From (31), (35), and (36) we conclude that
P(Qn ∈ I2) 6 P(Qn ∈ I1) + ηΓℓn
for some η that satisfies
η = O
(
η1 + e
−cλ2 +
n
Γℓ
e−cn/r
)
= O
(
e−cλ
2
+
λm√
rn
+
r
ℓ
+
n
ℓ
e−cn/r
)
,
recalling for the last step that Γ > 1 by assumption and that σ =
√
rn by
definition. This completes the proof of (27) and thus of the lemma.
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Lemma 11 will do most of the work for us, but there is a snag. In
applying it, we need to assume r≪ ℓ. Since we must have r > 1 this means
we cannot hope to get down to ℓ = 1 with this method. The fundamental
problem is using the Berry–Esseen Theorem (as in the proof of Lemma 9) to
try to get a good bound on the probability that an integer-valued random
variable is in an interval of length 1—since the assumptions of the theorem
do not distinguish between intervals such as [k, k + 1] (which contains two
integers) and [k − 1/2, k + 1/2] (which contains one), we can’t hope for a
good approximation in this way. The solution in this case was outlined near
the start of the paper: for this part of the argument we work not with a
binomial-like distribution, but with a binomial distribution. Then we can
calculate the relevant probabilities directly, avoiding the approximation in
the Berry–Esseen Theorem. This is captured in Lemma 13 below, whose
proof is a variant of the proof of Lemma 11. Before coming to this lemma,
we give the decomposition result that we shall need.
Lemma 12. There are constants c > 0 and n0 such that for any n > n0 we
may write Qn = A+B where, for some σ-algebra F , we have that A is F-
measurable, and with probability at least 1−e−cn, the conditional distribution
of B given F is the binomial distribution Bin(⌈cn⌉, 2/3).
Of course, this lemma can be rephrased to say that there are indepen-
dent random variables A and B, with B ∼ Bin(⌈cn⌉, 2/3), such that with
probability 1 − e−cn we have Qn = A + B. We keep the wording above to
strengthen the analogy to Lemmas 4 and 6.
Proof. For n = 3, QuickSort either needs two comparisons (if the initial
pivot happens to be the middle element) or, with probability 2/3, three
comparisons. A simple variant of the proof of Lemma 4 shows that if c > 0
is small enough, then with probability at least 1 − e−cn we may partially
expand the execution tree of QuickSort run on a list of n elements so as to
leave ⌈cn⌉ instances of QuickSort of size 3. We take B to be the number of
comparisons in these instances minus 2⌈cn⌉.
Lemma 13. There exist constants n0, c and C such that the following holds.
Let n > n0 be an integer and let m > 1 and λ > 1 be real numbers such that
λm 6
√
n and λ 6 c
√
n/20. (37)
If S(n,m, ε,Γ) holds, then so does S(n, 1, ε′,Γ′) for any ε′ > ε + Γη and
Γ′ > Γ(1 + η), where
η = C
(
e−cλ
2
+
λm√
n
+ ne−cn
)
. (38)
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Proof. We shall show that whenever x1 and x2 are integers with |x2−x1| 6
m, then
P(Qn = x2)− P(Qn = x1) 6 ηΓ/n. (39)
The result then follows roughly as in the proof of Lemma 11; since there is
a small twist to deal with non-integer m, we briefly outline the argument.
First, to establish property (ii) of S(n, 1, ε′,Γ′), let x be any integer, and
pick an interval J ⊂ R of length m containing x, with ⌈m⌉ integers in J . By
averaging, there is some x1 ∈ J such that
P(Qn = x1) 6 P(Qn ∈ J)/⌈m⌉ 6 P(Qn ∈ J)/m 6 Γ/n,
using the assumption S(n,m, ε,Γ) in the last step. Applying (39) with
x2 = x gives P(Qn = x) 6 Γ
′/n, as required. For property (i), using the
same J and the bound P(Qn ∈ J) 6 (f(y) + ε)m/n where y = (x − qn)/n
gives P(Qn = x) 6 (f(y) + ε
′)/n. For the lower bound, consider an interval
J ′ of length m containing x, with ⌊m⌋ integers in J . Then find x2 ∈ J with
P(Qn = x2) > P(Q
′
n ∈ J)/m and apply (39) with x1 = x.
It remains to prove (39). We follow the proof of Lemma 11, but replacing
the distribution of class Br,s by a binomial distribution Bin(s, p) where s =
Θ(n) and p = 2/3. (Any p bounded away from 0 and 1 would work.) The
existence of the relevant decomposition is given by Lemma 12; let s = ⌈cn⌉
where c is as in that lemma, and let E be the event that the conditional
distribution of B is indeed Bin(s, 2/3), so P(E) > 1− e−cn.
Suppose that E occurs. Then for 0 6 k 6 s− 1 we have
P(B = k + 1 | F)
P(B = k | F) =
( s
k+1
)(s
k
) p
1− p =
s− k
k + 1
p
1− p =
1− (k/s)
1− p
p
(k/s) + (1/s)
.
(40)
If s/100 6 k 6 99s/100, say, then it follows that
P(B = k + 1 | F)
P(B = k | F) = 1 +O
(|(k/s)− p|+ (1/s)).
Recalling that s = Θ(n), when k is within 2λ
√
n 6 cn/10 6 s/10 of ps this
gives P(B = k+1 | F)/P(B = k | F) = 1+O(λ/√n) (uniformly in such k).
It follows that if k1 and k2 satisfy |ki− ps| 6 2λ
√
n and |k2 − k1| 6 m, then
P(B = k2 | F) = P(B = k1 | F)
(
1 +O(λm/
√
n)
)
. (41)
Let E1 be the event that E occurs and x2 − A is within λ
√
n of the mean
ps of B. Since m 6
√
n/λ 6 λ
√
n, this implies that |(x1−A)− ps| 6 2λ
√
n,
say. Using (41) we see that when E1 holds, then
P(Qn = x2 | F) = P(Qn = x1 | F)
(
1 +O(λm/
√
n)
)
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and it follows [arguing as for (31)] that
P
({Qn = x2} ∩ E1)− P({Qn = x1} ∩ E1) = O((λm/√n)Γ/n). (42)
As in the proof of Lemma 11, for integer y > λ let E+2,y be the event that
E occurs and x2 − A lies in (ps + yσ, ps + (y + 1)σ], where now σ =
√
n.
By an elementary calculation [using (40) as a starting point, for example],
letting k = x2−A and recalling that s = Θ(n), there exist positive constants
c′ and c such that whenever E+2,y holds then
P(B = x2 −A | F) = P(Bin(s, p) = k)
6 P(Bin(s, p) = ⌊ps⌋)e−c′y2σ2/s 6 Cn−1/2e−cy2 .
As before (compare the definition of Jy in the proof of Lemma 11), let Jy be
an interval of length m containing x2 − yσ. Then, when E+2,y holds, Jy −A
is an interval of length m contained in [ps− 2σ, ps+ 2σ], say, and it follows
using elementary properties of the binomial distribution that
P(Qn ∈ Jy | F) = P(Bin(s, p) ∈ Jy −A | F) = Θ(m/σ) = Θ(m/
√
n).
It follows that when E+2,y holds, then
P(Qn = x2 | F) 6 P(Qn ∈ Jy | F)O
(
1
me
−cy2
)
, (43)
the analogue of (34). The rest of the proof follows exactly that of Lemma 11;
we omit the details, noting only that the error terms arise as follows: e−cλ
2
from (43) [just as from (34)], λm/
√
n from (42), and ne−cn from the prob-
ability that E fails (recalling that our error terms are written relative to
Γ/n).
Note that in Lemma 13, there is no error term corresponding to the r/ℓ
term in Lemma 11, which can be traced back to the approximation error
from applying the Berry–Esseen Theorem in Lemma 9.
5 Completing the proof
In this section we prove Theorem 1 using Lemmas 11 and 13, together with
the following result of Fill and Janson [5, 6].
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Theorem 14. Let Fn denote the distribution function of (Qn − qn)/n and
f the continuous density function of the limiting distribution Q. There is a
constant C such that for any x and any n > 1 we have∣∣∣∣∣Fn(x+ δn2 )− Fn(x− δn2 )δn − f(x)
∣∣∣∣∣ 6 Cn−1/6, (44)
where δn = 2Cn
−1/6. Furthermore, f is differentiable on R, and we have
|f(x)| 6 16 and |f ′(x)| 6 C˜ := 2466 (45)
for all x ∈ R.
The first (main) statement is part of [6, Theorem 6.1]; the second state-
ment is from [5, Theorem 3.3]. Of course, the particular values of the con-
stants will not be relevant here.
Rephrased, (44) says that for any (half-open, as usual) interval I of
length m = δnn = 2Cn
5/6, we have
|P(Qn ∈ I)− mn f(xI)| 6 Cn−1/6mn , (46)
where xI is such that qn+ nxI is the midpoint of I. This is almost, but not
quite, condition (i) of the statement S(n,m, ε,Γ) defined before Lemma 11.
Corollary 15. Let C and C˜ be as in Theorem 14, and set C ′ = C + C˜C.
If n is large enough then S(n,m, ε,Γ) holds with m = 2Cn5/6, ε = C ′n−1/6,
and Γ = 17.
Proof. Let I be any (half-open, as always) interval of length m. To establish
property (i) of S(n,m, ε,Γ) we must show that
|P(Qn ∈ I)− mn f(x)| 6 C ′n−1/6mn (47)
for any x such that qn+nx ∈ I. Let xI be such that qn+nxI is the midpoint
of I. Then
|x− xI | = |(qn + nx)− (qn + nxI)|
n
6
m
2n
= Cn−1/6.
By the Mean Value Theorem and the second bound in (45) we have
|f(x)− f(xI)| 6 C˜|x− xI | 6 C˜Cn−1/6.
This, (46) and the triangle inequality imply (47).
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To establish statement (ii) of S(n,m, ε,Γ) simply note that by (47) and
(45) we have
P(Qn ∈ I) 6 mn f(x) + C ′n−1/6mn 6 (16 + C ′n−1/6)mn 6 17mn ,
if n is large enough.
We are now ready to prove Theorem 1.
Proof of Theorem 1. We will show that the theorem holds with the error
term O(n−1−ε) replaced by O(n−1−(1/18) log n). To do this, it suffices to
establish that S(n, 1, ε′,Γ′) holds for some ε′ = O(n−1/18 log n); condition
(i) of this statement is exactly (1). We establish this by using
K := ⌊12 log2 n⌋+ 1
rounds of smoothing, as we now explain in some detail.
In round k, for 1 6 k 6 K−1, we will apply Lemma 11 with parameters
(m, ε,Γ, ℓ, r, λ) = (mk, εk,Γk, ℓk, rk, log n),
to be specified in a moment. Let the constants C and C ′ be as in Corol-
lary 15. We set
mk := 4Cn
5/62−k, 1 6 k 6 K,
ℓk := mk+1 = 2Cn
5/62−k, 1 6 k 6 K − 1,
and
rk :=
(mkℓk)
2/3
n1/3
= Θ(n7/92−4k/3), 1 6 k 6 K − 1.
Furthermore, we set
ε1 := C
′n−1/6 and Γ1 := 17,
and
ηk := Ĉ2
−k/3n−1/18 log n, 1 6 k 6 K − 1,
for a constant Ĉ to be chosen in a moment. Then we inductively define
εk := εk−1 + Γk−1ηk−1, 2 6 k 6 K
and
Γk := Γk−1(1 + ηk−1), 2 6 k 6 K.
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The divisibility condition ℓk|mk and the conditions (24) of Lemma 11
are easily seen to hold for n large enough. Moreover, we have
λ
mk√
rkn
= Θ
(
2−k/3n−1/18 log n
)
and
rk
ℓk
= Θ
(
2−k/3n−1/18
)
.
(Indeed, given mk and ℓk, we have chosen rk to balance these terms, ignoring
the slowly varying factor λ = log n.) Since the outer two terms in (25) are
superpolynomially small, we see that if Ĉ is chosen suitably large, then
in each application of Lemma 11 we have η 6 ηk. Since the statement
S(n,m1, ε1,Γ1) holds by Corollary 15, applying Lemma 11 K − 1 times we
conclude that S(n,mK , εK ,ΓK) holds.
Note that mK = Θ(n
5/62−K) = Θ(n1/3). In the final round we apply
Lemma 13 with
(m, ε,Γ, λ) = (mK , εK ,ΓK , log n).
The conditions (37) hold with room to spare (for n large enough). The
quantity η appearing in (38) is O(n−1/6 log n) = o(n−1/18), so we conclude
that S(n, 1, ε′,Γ′) holds, with Γ′ = O(ΓK) and ε
′ = εK + o(n
−1/18ΓK).
It remains to estimate ΓK and εK . First,
ΓK = Γ1
K−1∏
j=1
(1 + ηj) 6 Γ1 exp
K−1∑
j=1
ηj
 6 Γ1e5η1 ∼ Γ1 as n→∞,
so (for n large enough), Γk 6 18 for all k. Then
εK 6 ε1 + 18
k−1∑
j=1
ηj = ε1 +O(η1) = O(n
−1/18 log n).
It follows that ε′ = O(n−1/18 log n), completing the proof.
6 A softer version
We describe here an argument for a weaker version of Theorem 1. The ad-
vantage of this argument is that it requires less as input: only a distributional
limit theorem, not one with the explicit rate of convergence in Theorem 14.
This may be useful in other contexts.
Theorem 16. Uniformly in integers x we have
P(Qn = x) = n
−1f((x− qn)/n) + o(n−1)
as n→∞, where f is the continuous probability density function of Q.
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Proof. We take as our starting point that (Qn − qn)/n d→ Q, making no
assumption about the rate of convergence. We do assume certain properties,
immediate from [5, Theorem 3.3], of the density function f of Q, namely
that f is bounded (by M , say) and uniformly continuous on R. The only
other properties of Qn we use are the decompositions provided by Lemmas 6
and 12. This is all we need to prove Lemmas 11 and 13 exactly as above.
The difference to the argument in Section 5 is how we apply these lemmas.
Let Fn be the distribution function of the normalized distribution Q
∗
n =
(Qn − qn)/n, and let F be that of Q. Since Q∗n d→ Q and F is continuous,
we have Fn → F in sup-norm by Polya`’s theorem (for example, [3, Exer-
cise 4.3.4]). In other words, there is some δ(n) → 0 such that for all x and
n we have
|Fn(x)− F (x)| 6 δ(n). (48)
Let
γ(n) := sup
x,y : |x−y|6δ(n)1/2
|f(x)− f(y)|. (49)
Since δ(n)1/2 → 0 and f is uniformly continuous, γ(n) → 0 as n → ∞.
For any interval I of length |I| = δ(n)1/2, by (48) we have that P(Q∗n ∈ I)
is within 2δ(n) of
∫
I f(x)dx which, by (49), is within γ(n)|I| of f(x)|I|
for any x ∈ I. Thus, P(Q∗n ∈ I) is within [2δ(n)1/2 + γ(n)]|I| of f(x)|I|.
Replacing Q∗n by Qn and I by qn + nI, this says exactly that property (i)
of S(n,m0, ε0,Γ0) holds, where m0 = m0(n) = nδ(n)
1/2 and ε0 = ε0(n) =
2δ(n)1/2 + γ(n). Taking Γ0 =M +1, which is at least M + ε0(n) for n large
enough, we also have property (ii).
To summarize, the distributional limit theorem (plus assumptions on f)
gives us that there exist m0 = o(n), ε0 = o(1) and Γ0 = O(1) such that
S(n,m0, ε0,Γ0) holds. We now aim to apply Lemma 11 as many times as
necessary. The key point is that if S(n,m, ε,Γ) holds where m = n/ω, with
ω → ∞, then in one step we can roughly square ω. More precisely, set
ℓ = n/ω1.5, say. Then to satisfy (26) we can take say r = n/ω1.8, so
m√
rn
= ω−0.1 and
r
ℓ
= ω−0.3.
Choosing λ = log ω, say, the e−cλ
2
term in (25) is superpolynomially small
in ω. The term (n/ℓ)e−cn/r is ω1.5e−cω
1.8
, which tends to zero extremely
quickly as ω grows. The conclusion is that the conditions of Lemma 11
will hold, with η = O(ω−0.1 log ω) = O(ω−0.05), say. Applying the lemma
repeatedly, in the ith application we have ω = ωi = ω
1.5i
0 ; we stop when ℓ
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is no more than n0.4, say (and hence, provided ω0 6 n
0.9, which we may
presume without loss of generality, is at least n0.1). Since
∑
i ω
−0.05
i = o(1)
(recalling that ω0 → ∞), the sum of the error terms η is o(1), and we find
that some S(n,m, ε,Γ) holds with n0.1 6 m 6 n0.4, ε = o(1) and Γ = O(1).
A single application of Lemma 13, say with λ = log n, yields S(n, 1, ε′,Γ′)
where also ε′ = o(1), completing the proof.
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