Examining the solution toẋ
where V ∈ R n×n is composed of the normalized eigenvectors of L B ,
and
The propagation efficiency in our work means the rate at which the external influence propagates through a consensus network. In this sense, λ 1 (L B ) serves as a lower bound of convergence rate of consensus to the external influence (in the case of homogeneous input) for all the agents in an influenced consensus network. Figure 17: The error bar plot between the estimating error ψ and the length of snapshots m in scale-free networks with n = 50, n = 100, n = 250 and n = 500, respectively. The 3 columns are corresponding to forward sampling, backward sampling and random sampling, respectively. represents the mean of the data is 1 with a variance of 2.14 × 10
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). For ER random networks and scale-free networks, the mean and variance are across 500 realizations for each network type. Table 3 : The relative error of approximating λ 1 and Kirchhoff index (K) with TC for 9 empirical networks.
Approximation in empirical networks
