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Most of PDE-based restoration models and their numerical realizations show a common drawback: loss of fne structures. In particular, they often introduce an unnecessary
numerical dissipation on regions where the image content changes rapidly such as on edges
and textures. This thesis studies the magnitude data/imagery of magnetic resonance imaging (MRI) which follows Rician distribution. It analyzes statistically that the noise in the
magnitude MRI data is approximately Gaussian of mean zero and of the same variance as
in the frequency-domain measurements. Based on the analysis, we introduce a novel partial differential equation (PDE)-based denoising model which can restore fne structures
satisfactorily and simultaneously sharpen edges as needed. For an effcient simulation we
adopt an incomplete Crank-Nicolson (CN) time-stepping procedure along with the alternating direction implicit (ADI) method. The algorithm is analyzed for stability. It has been
numerically verifed that the new model can reduce the noise satisfactorily, outperforming the conventional PDE-based restoration models in 3-4 alternating direction iterations,

with the residual (the difference between the original image and the restored image) being
nearly edge-free. It has also been verifed that the model can perform edge-enhancement
effectively during the denoising of the magnitude MRI imagery. Numerical examples are
provided to support the claim.

Key words: PDE based denoising models, Magnetic resonance imaging (MRI), Gaussian
distribution, Rician distribution, equalized net diffusion, Crank-Nicolson (CN) alternating
direction implicit (ADI) method.
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CHAPTER 1
INTRODUCTION

This thesis is concerned with development of a novel PDE-based denoising model, via
statistical noise modeling for magnitude imagery of magnetic resonance imaging (MRI).
For a decade or so, medical images play an important issue on medical matter where these
images help the physicians to understand the patient situation and come with right solution
for it. Often, medical images are noisy (noise follows Rayleigh or Rican distribution) and
involving unclear edges due to various artifacts and limitations. However, extracting the
noise from medical images without destroying fne structures is a desired target.
Since 1990, PDE-based restoration models such as the Perona-Malik (PM) model [43],
the total variation (TV) model [45], and its variants [1, 3, 6, 10, 30, 36, 40, 49] became popular models for denoising. However, most of these models may lose fne structures, during
the restoration due to an undesired dissipation or a tendency of converging to a piecewise
constant image. Moreover, none of these models have addressed noise characteristics of
medical images appropriately.
This thesis will analyze statistically the noise in magnitude magnetic resonance imaging (MRI) data which assumed the noise is Rican. The magnitude MRI images have been
described by the Rician distribution in the MRI literature [19, 24, 44, 46, 47]. However,
the noise involved in the magnitude MRI data may show little characteristics of the Rician
1

distribution, as studied by Gudbjartsson-Patz [24]; the authors verifed experimentally that
the noise in the magnitude MRI imagery could be satisfactorily expressed by the Gaussian
distribution, for SNR larger than two. We will show that the noise in the magnitude MRI
imagery is approximately Gaussian of zero mean and of the same variance as in the raw
frequency-domain measurements. Then, based on the analysis, we will study an effective
restoration model, which is a diffusion-like partial differential equation (PDE).
This thesis is organized as follows. In the next chapter, we review conventional PDE
based denoising methods and present noise patterns in medical imagery, focusing on ultrasound imaging, magnetic resonance (MR) imaging, and computed tomography(CT).
Chapter 3, discusses automatic noise detection and how to deal with unknown noise level
in order to eliminate the noise effectively, without deteriorating important image features
such as edges and textures. In Chapter 4, a PDE-based denoising model is introduced
along with strategies for a variable constraint term and the method of diffusion modulation. Chapter 5 includes a statistical analysis showing that the noise in the magnitude MRI
imagery is approximately Gaussian. In Chapter 6, we present numerical experiments for
the restoration of natural images and the magnitude MRI imagery as well. The new model
is able to restore important image features satisfactorily. In Chapter 7, conclusions and
future directions will be discussed
All images utilized in this thesis are scaled by 1/255 and considered as discrete functions having real values between 0 and 1. After processing, they are scaled back for 8-bit
display.
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CHAPTER 2
PRELIMINARIES

This chapter reviews conventional denoising methods: PDE-based approaches and
presents noise patterns in medical imagery.

2.1

PDE-based Denoising Methods
PDE-based image processing has been a popular tool for image restoration since the

frst anisotropic diffusion model by Perona and Malik in 1990 [43]. A considerable amount
of research has been carried out for the theoretical and computational understanding of the
method and related methods; see e.g., the total variation (TV) model [45], and its variants
[1, 3, 6, 10, 30, 36, 40, 49]. See also [2, 41]. It is now well known that by choosing a
proper energy functional in the variational formulation, important features can be restored
and enhanced relatively well.

2.1.1

Variational approaches

The variational approach offers a few advantages; one can usually prove convergence
of the method and show a relation to a systematic probabilistic approach [10]. Diverse
variants and innovative numerical schemes which prove enhanced sensitivities on impor-

3

tant image features have been suggested to restore interesting image structures more effectively.
Let u0 be an observed image of the form
u0 = u + g(u)v,

(2.1)

where u is the desired image and g(u)v denotes the noise with v having a zero mean. For
example, g(u) = 1 for Gaussian noise and g(u) =

√

u for speckle noise in ultrasound

images [33]. Then a common denoising technique is to minimize a functional of gradient:

u = arg min
u

nZ

λ
ρ(|ru|) dx +
2
Ω

Z 
u 0 − u 2 o
dx ,
g(u)
Ω

(2.2)

where Ω is the domain for the image, ρ is an increasing function (often, convex), and λ ≥ 0
denotes the constraint parameter. It is often convenient to transform the minimization
problem (2.2) into a differential equation, called the Euler-Lagrange equation, by applying
the variational calculus [48]:

ru 
= λ φ(u) (u0 − u),
−r · ρ0 (|ru|)
|ru|

(2.3)

where
g(u) + (u0 − u)g 0 (u)
φ(u) =
.
g(u)3
For an edge-adaptive image denoising, it is required to hold ρ0 (x)/x → 0 as x → ∞.
For the speckle noise in ultrasound images, we have g(u) =

√

u and therefore φ(u) =

(u0 + u)/(2u2 ) ≈ 1/u; the constraint term becomes smaller at largely perturbed pixels
(speckles) and as a result the resulting model can suppress speckles more effectively.
4

For a convenient numerical simulation of (2.3), the energy descent direction may be
parameterized by an artifcial time t. That is, u can be considered as an evolutionary
function and the corresponding evolutionary equation can be obtained by adding

∂u
∂t

on the

left side of (2.3).
When ρ(x) = x and g(x) ≡ 1, the model (2.3) in its evolutionary form becomes the
total variation (TV) model [45]:
∂u
− κ(u) = λ(u0 − u),
∂t

(TV)

(2.4)

where κ(u) is the mean curvature defned as
κ(u) = r ·

 ru 
.
|ru|

It is often the case that the constraint parameter λ is set as a constant, as suggested by
Rudin-Osher-Fatemi [45]. In order to fnd the parameter, the authors merely multiplied
(2.4) by (u0 − u) and averaged the resulting equation over the whole image domain Ω.
Then, for its steady state,
1 1
λ=− 2
σ |Ω|

Z
(u0 − u) κ(u) dx,

(2.5)

Ω

where σ 2 is the noise variance. (In [45], λ was evaluated after applying integration by
parts, which could avoid approximations of second-derivatives.)
As another example of (2.3), the Perona-Malik (PM) model [43] can be obtained by
setting ρ(x) = 12 K 2 ln(1 + x2 /K 2 ), for some K > 0, and λ = 0:
∂u
− r · (c(|ru|) ru) = 0,
∂t
5

(PM)

(2.6)

where c(x) = ρ0 (x)/x = (1 + x2 /K 2 )−1 . Note that for the PM model, the function ρ
is strictly convex for x < K and strictly concave for x > K. (K is a threshold.) Thus
the model can enhance image content of large gradient magnitudes such as edges and
speckles; however, it will fatten regions of slow transitions.
Most of conventional PDE-based restoration models have shown either to converge to
a piecewise constant image or to lose fne structures of the given image. Although these
results are important for understanding of the current diffusion-like models, the resultant
signals may be undesirable in applications where both slow transitions and fne structures
are important and to be preserved.

2.1.2

Non-variational reformulations

The TV model tends to converge to a piecewise constant image. Such a phenomenon
is called the staircasing effect. In order to suppress it, Marquina and Osher [35] suggested
to multiply the stationary TV model by a factor of |ru|:
∂u
− |ru| κ(u) = λ |ru| (u0 − u). (ITV)
∂t

(2.7)

Since |ru| vanishes only on fat regions, its steady state is analytically the same as that
of the TV model (2.4). We will call (2.7) the improved TV (ITV) model, as called in [41].
Such an anti-staircasing, non-variational reformulation turns out to reduce the staircasing effect successfully; however, it is yet to be improved for a better preservation of fne
structures.
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To form another variant, we set ρ(x) = x2−q , 0 ≤ q < 2, in (2.3) and multiply the
resulting equation by |ru|q as in Kim-Lim [31]:
 ru 
∂u
= β (u0 − u),
− |ru|q r ·
∂t
|ru|q

(2.8)

where β = λ φ(u) |ru|q /(2 − q). The second-order differential operator in (2.8) turns
out to be closely related to that of the PM model (2.6), in particular when q → 2. The
model can be implemented as a stable numerical algorithm for all q ∈ [0, 2); it has been
numerically verifed that for 1 < q < 2, the model (2.8) is superior to the ITV model [31].

2.1.3

Recent studies for the reduction of nonphysical dissipation

For the TV-based image restoration, the staircasing effect is now well understood and
relatively easy to handle compared with nonphysical dissipation. Here we review briefy
two recent studies for the reduction of nonphysical dissipation: employment of Besov
norm [36] and iterative refnement [40].
Employment of Besov norm:
As Meyer [36] analyzed, the L2 -norm applied to the residual (u0 − u) in the TV minimization (2.2) is not sensitive enough to distinguish the noise from textures. As a consequence, the residual can easily contain not only the noise but also fne structures and
therefore the restored image u turns out to be erroneous and blurry. To reduce the blur associated with the TV model, Meyer suggested the following modifed variational problem:
u = arg min (|u|BV + λku0 − uk∗ ),
u∈BV (Ω)

7

(2.9)

where | · |BV is the bounded variation (BV) seminorm defned as
Z
|ru| dx

|u|BV =
Ω

−1,∞
and k · k∗ denotes the norm in the Besov space B∞
; see [36, §1.13-1.15] for details.

The Besov norm has shown a better ability in the distinction of different textures and
therefore it can preserve more of fne structures. However, the model (2.9) is diffcult to
minimize, in particular, utilizing the Euler-Lagrange equation approach.
Iterative refnement:
In order to effectively suppress nonphysical dissipation, Osher et al. [40] recently
suggested an iterative refnement procedure:
• Initialize: u0 = e0 = 0.
• For k = 1, 2, · · · : compute uk as the minimizer of the following model


λ
|u|BV + ku0 + ek−1 − uk2
u∈BV (Ω)
2

uk = arg min

(2.10)

and update
ek = ek−1 + u0 − uk .

(2.11)

The authors have proved that uk converges monotonically in L2 to u0 , the noisy image,
as k → ∞. However, it should be noticed that such a mathematical property is not necessarily advantageous to a denoising algorithm, because the iterates uk can get noisier as the
iteration goes. The iterative refnement recovers not only fne structures but also the noise
[40].
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2.1.4

Variable constraint parameter

Now, we will consider a way of choosing a variable constraint parameter for e.g. the
TV model, which has motivated the method of diffusion modulation to be presented in
§4.2.
As an alternative to (2.5), one can get a variable parameter λ = λ(x) by averaging
locally:
1 1
λ(x) = − 2
σx |Ωx |

Z
(u0 − u) κ(u) dx,
Ωx

where Ωx is a neighborhood of x and σx2 denotes the local noise variance measured over
Ωx . Then, the right side of the above equation can be approximated as
λ(x) ≈

1
ku0 − ukx · kκ(u)kx ,
σx2

(2.12)

where k · kx denotes a local average over Ωx . Thus the TV model (2.4), when its stationary
equation is scaled by 1/kκ(u)kx and regularized by a constant ε0 > 0, can be rewritten as
∂u
1
1
−
κ(u) = 2 ku0 − ukx (u0 − u).
σx
∂t
kκ(u)kx + ε0

(2.13)

The steady state of (2.13) must be essentially the same as that of the TV model (2.4)
incorporating (2.12), when ε0 is small. However, in practice, their numerical solutions
differ a lot from each other. Note that the numerical simulation is usually terminated much
earlier than reaching the steady state. The non-variational reformulation (2.13) is more
explicit and direct than the original variational model (2.4), in the control of both diffusion
and constraint.
Note that the above explicit reformulation (2.13) can be applied for various other models including the ITV model (2.7) and the model in (2.8).
9

2.2

Noise Patterns in Medical Imagery
This section focuses on understanding of medical imagery, in particular, noise pat-

terns. It briefy reviews noise characteristics in medical images such as ultrasound images,
magnetic resonance (MR) images, and computed tomography (CT).

2.2.1

Ultrasound images

Ultrasound imaging is based on the refection tomography. The major noise component of interests in ultrasound images is the speckle noise which is characterized as large
perturbations. The speckle noise is traditionally known to obey a Rayleigh distribution
whose probability density function (PDF) is given as
p(x) = xe−x

2 /(2σ 2 )

/σ 2 ,

x ≥ 0,

(2.14)

where σ is a parameter. The analytic study of Rayleigh signals in medical ultrasound
has been addressed for example in [18, 27]. However, experimental measurements often
show that the Rayleigh distribution is not valid for the noise and ultrasound images can be
modeled as corrupted with signal-dependent multiplicative noise, e.g., g(u) =

√

u in (2.1)

[33]. A more systematic study is required for the noise in ultrasound images.

2.2.2

MRI images

The most common reconstruction technique in MR imaging is to compute the inverse
discrete Fourier transform of raw frequency-domain measurements in which a complexvalued Gaussian white noise may be involved primarily because of thermal noises in the
patient. Due to phase errors which are diffcult to control, the signal component occurs in
10

both real and imaginary channels of the measurements and therefore of the transformed
data. Thus the magnitude of the transformed data is typically used to form the MR images.
Since the magnitude reconstruction is simply the square root of the sum of two independent
Gaussian random variables, the noise in MR images has been described by the Rician
distribution in the MR literature [19, 24, 46, 47]. If the real and imaginary data (with mean
values AR and AI , respectively) are corrupted by Gaussian noise of standard deviation σ,
then the magnitude data is Rician distribution with the PDF [42]
p(x) =
where A =

p

 x2 + A2   Ax 
x
exp
−
B0 2 ,
2σ 2
σ
σ2

x ≥ 0,

(2.15)

A2R + A2I and B0 is the modifed zeroth-order Bessel function of the frst

kind. The Rician distribution is similar to the Gaussian distribution for high signal intensities. However, Rician noise differs from Gaussian noise. It is multiplicative and its PDF
is very asymmetric for low signal intensities, tending to a Rayleigh distribution (2.14).
The mean of Rician noise depends on the local intensity in the image. Because of this
complication, MR image estimation from noisy data must be challenging particularly for
diffusion-like PDE approaches.

2.2.3

CT images

The CT images are constructed by the inverse Radon transform (backward projection)
of a sequence of X-ray data. Thus they may be contaminated by a Gaussian or Rayleigh
distributed noise. However, CT images often involve various artifacts. Since the introduction in 1998, multi-detector row CT scanners are getting popular due to their desirable
properties such as increased scan speed, improved z-axis spatial resolution, and better
11

utilization of the available X-ray power. Although some artifacts have been signifcantly
reduced, CT images are yet to be improved by suppressing various artifacts related to patient motion, partial volume, spiral interpolation, cone-beam, and beam hardening; see e.g.
[15, 26] and [13, 20, 21] for details. On the other hand, radiation exposure to the patient
at CT and the resulting potential radiation hazard have recently gained considerable attention in both the public and the scientifc literature [14, 23, 25]. Here the goal is to keep
patient radiation exposures from CT as low as possible while achieving the required image
quality and medical beneft. Such a goal may not be satisfactorily fulflled in a short time;
however, a signifcant improvement can be obtained by advancing imaging techniques,
particularly by developing effective algorithms for interpolation, edge-forming, and denoising.
In the literature of mathematical image restoration, it is hard to fnd diffusion-like PDE
models which appropriately address noise characteristics that may be extremely important
for the development of effective restoration algorithms. In this thesis, we will study mathematical models and their stable numerical procedures for various magnetic resonance
images.
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CHAPTER 3
AUTOMATIC NOISE DETECTION

For various image processing tasks, noise level can be or carry an important information for a success. In particular, for image denoising, most of denoising algorithms involve
parameters which are to be determined depending on the noise level. See e.g. (2.5), where
the constraint parameter λ for the TV model is evaluated depending on the noise variance
σ 2 . For known noise level, most denoising methods can reduce the noise more effectively,
minimizing the deterioration of image features such as edges and textures.
However, the noise level is hardly known for realistic images, particularly for medical
imagery. As a consequence, denoising methods may either remain an observable amount
of noise in the image or overshoot to smear out interesting image features. Thus the
detection of the noise level can be crucial in the restoration of medical imagery. In this
chapter, we will discuss how to deal with the unknown noise level in order to eliminate the
noise effectively, without deteriorating important image features.

3.1

A Hypothesis for the Image Noise
Most denoising methods assume that the noise is a random process (Gaussian distri-

bution) and independent of the image contents. The assumption is true for natural images,
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e.g., photos taken from common cameras utilizing the visible light. In this thesis, we begin
with the following hypothesis:
The noise is free of texture components appeared in the image.

It has been known for medical imagery that the noise may be non-Gaussian and depend
on the image contents, as reviewed in §2.2. However, the reader must not be mislead to a
wrong conclusion that the noise may involve texture components of the desired image. It is
easy to see from medical imaging techniques that the noise is introduced into the image as
a random process, but tortured a little by mathematical manipulations to be non-Gaussian.
Thus the above hypothesis can still be validated for medical imagery.
Denoising algorithms are often iterative, as PDE-based ones are. Although the noise
level is not known for the given image u0 , one can evaluate intermediate residuals (u0 −un ),
where un denotes the iterates. From a view point of the hypothesis, the ideal condition is
that the fnal residual is random and texture-free. A way to achieve the goal is to utilize
the intermediate residual in the current time level (u0 − un ) in order for the intermediate
residual in the next time level (u0 − un+1 ) to involve less texture components, converging
to zero. It can be done by incorporating a variable constraint; see §4.3 for a technical
description of the method of texture-free residual.

3.2

Noise Detection
The noise level can be found by estimating the noise variance σ 2 . However, it has

been numerically verifed that most estimation algorithms are unstable by being heavily
dependent on image contents, initial values, or both. The detection of the noise level is a
14

hard problem, whether the noise is Gaussian or not. When the noise is image-dependent,
the problem becomes harder. Furthermore, although one can fnd the exact value of the
noise level, he/she must incorporate various other information to get an effective denoising
algorithm. Thus it is reasonable not to consider the noise level, but to develop an effective denoising algorithm which satisfes certain hypotheses and deteriorates no important
image features.
The hypothesis in §3.1 has motivated the introduction of the method of texture-free
residual to be presented in §4.3. When the resultant image u does not show (an observable)
noise, the texture-free residual (u0 − u) can be considered as the noise. Thus, in the thesis,
we will develop PDE-based image denoisers which can
1. reduce noise satisfactorily and in a computationally effcient fashion,
2. restore important image features imposing texture-free residuals, and
3. enhance edges if necessary.

15

CHAPTER 4
PDE-BASED DENOISERS

As the feld of image processing (IP) requires higher levels of effciency and reliability,
mathematical imaging techniques have become an important component. For the last two
decades, mathematical frameworks employing powerful tools of partial differential equations (PDEs) and functional analysis have emerged and successfully applied for various
IP tasks, particularly for image restoration [1, 6, 7, 8, 9, 30, 35, 38, 43, 45, 49] and image
segmentation [4, 5, 11, 12, 28, 29, 37, 50]. These PDE-based techniques have been extensively studied in order to answer fundamental questions in image processing. They allow
researchers and practitioners not only to introduce innovative models but also to improve
traditional algorithms which are often either statistical or heuristic. Good references to
work on them are e.g. Aubert-Kornprobst [2], Osher-Fedkiw [41], and Chan-Shen [10].
However, most of these PDE-based restoration models and their numerical realizations
show a common drawback: loss of fne structures. In particular, they often introduce an
unnecessary numerical dissipation on regions where the image content changes rapidly
such as on edges and textures. Therefore it is very important to develop mathematical
models and/or numerical techniques which can effectively preserve fne structures during
the restoration.
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In this chapter, we present PDE-based denoisers which can not only preserve fne structures but also enhance edges, during the restoration. Consider the diffusion-like equation
of the form
∂u
+ S(u) = Q(u, u0 ) (u0 − u),
∂t

(4.1)

where S is a second-order nonlinear diffusion operator and Q(u, u0 ) denotes a constraint
parameter, Q(u, u0 ) ≥ 0. For appropriate choices, the model (4.1) represents various
denoising models including ones reviewed in §2.1. Throughout the thesis, we will use (4.1)
as a model equation; we will study effective choices of S and Q, frst for the reduction of
the noise, then for edge-enhancing denoising and texture-free residuals.

4.1

PDE-based Edge-Enhancing Denoisers
It has long been assumed that image noise consists of most high frequency compo-

nents in the image. Thus the very basic idea of image denoising is to reduce the high
frequency components of the image. This idea works well for denoising of some images;
however, common denoising algorithms (either mathematical or statistical) tend to lose
fne structures of the given image. That is, edges and textures may be smeared out in some
degree when the noise is reduced.
Recently, there have been studied various anti-staircasing variants of the TV and PM
models. A few examples are the improved TV (ITV) model [35], the convex-concave
anisotropic diffusion (CCAD) model [31], complex-valued diffusion processes [22], Meyer’s
G-norm [36], and the iterative refnement [40]; see also [10, 41]. However, the PDE-based
models are yet to be improved to preserve fne structures more satisfactorily.
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It is important to develop mathematical models and/or numerical techniques which
can effectively preserve fne structures during the restoration. The main objective of the
section is to develop a model for simultaneous image denoising and edge enhancement.
The objective is quite challenging, because image denoising flters out high-frequency
components of the image while the edges in principle show high frequencies. To overcome
diffculties in conventional PDE-models, we will consider a non-convex model as in KimLim [31]. Here we will study a variant which can not only enhance edges but also suppress
local extrema in the image.

4.1.1

Convex-concave anisotropic diffusion

Consider a nonlinear diffusion equation of the form
 ru 
∂u
= R (u0 − u),
− |ru|q r ·
∂t
|ru|q

(CCAD)

(4.2)

where 0 ≤ q < 2 and R ≥ 0 denotes a constraint term. The second-order differential
operator in (4.2) is closely related to that of the PM model [43], in particular when q → 2.
We will call (4.2) the convex-concave anisotropic diffusion (CCAD) model in this thesis.
Remarks.
1. For a proper choice of the constraint term R, the CCAD model can be obtained from
a variational approach. See §2.1.2.
2. The model (4.2) is a diffusion equation; its stable numerical algorithms would have
a tendency of smoothing local extrema, which is the basic mechanism for denoising.
On the other hand, the model shows an ability to sharpen edges for q > 1. To see
18

Figure 4.1
The edge-forming principle. The solid curve involving solid circles is the solution at the
previous level un−1 and the dashed curves indicate the solutions in the current level near
the point xi depending on q.

this, consider the one-dimensional unconstrained variant (R ≡ 0) of the model (4.2)
and its explicit time-stepping procedure:
un = un−1 − ΔtS1n−1 un−1 ,

(4.3)

where Δt is small enough for the algorithm to be stable.
Now, we will further examine changes of the pixel level. See Figure 4.1, in which
xi is a pixel point where the image content is convex. First we set q = 0. Then
the anisotropic spatial scheme in §4.1.3 turns out to be the central second-order
approximation of −∂xx (with the grid size equal to one). In this case, for the solution
profle given as in Figure 4.1, we can see uni > un−1
in (4.3), because [A1n−1 un−1 ]i <
i
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0. Furthermore, it is not diffcult to check that uni = un−1
for q = 1 and uni < un−1
i
i
for q = 2. In general, we can see that at xi (a convex point) in Figure 4.1,
⎧
⎛
⎞
⎪
⎪
⎪
q < 1,
⎪
⎜ ≥ ⎟
⎪
⎜
⎟
⎪
⎨
⎜
⎟ n−1
⎟
uni ⎜
⎜ = ⎟ ui , respectively for ⎪ q = 1,
⎪
⎜
⎟
⎪
⎪
⎝
⎠
⎪
⎪
⎩ q > 1.
≤
Exploiting the same arguments, we also can see that at xi+1 (a concave point) in
Figure 4.1,
⎛
uni+1

⎞

⎜ ≤ ⎟
⎟
⎜
⎟
⎜
⎜ = ⎟ un−1 ,
⎜
⎟ i+1
⎜
⎟
⎝
⎠
≥

⎧
⎪
⎪
⎪
q < 1,
⎪
⎪
⎪
⎨
respectively for
q = 1,
⎪
⎪
⎪
⎪
⎪
⎪
⎩ q > 1.

Thus we can conclude that the algorithm (4.3) incorporating the anisotropic spatial
scheme in §4.1.3 can make image edges sharper when q > 1. Such a strategy
will work not only for the explicit algorithm (4.3) but also for other time-stepping
procedures such as the implicit (θ = 1) and Crank-Nicolson (θ = 1/2) methods.
As shown in the above remark, the CCAD model (q > 1) is able to not only reduce
local extrema (and therefore, noise) but also sharpen image edges, when numerical approximation is designed appropriately and carefully. Thus the development of an effective
denoising algorithm requires the introduction of both novel mathematical models and innovative numerical schemes. As verifed numerically in Chapter 6, CCAD has restored
image contents satisfactorily except texture regions. As its variant, we will introduce a
method of diffusion modulation in order to achieve an equalized net diffusion.
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4.1.2

A linearized time-stepping procedure

Let Δt be the timestep size and tn = nΔt, n ≥ 0. Defne un = u(·, tn ). Here we
present a numerical scheme for the computation of the numerical solution in the current
time level, un , utilizing the solutions in the previous time levels, uk , k = 0, 1, · · · , n − 1.
 ru 
is nonlinear; a linNote that the generalized mean-curvature term −|ru|q r ·
|ru|q
earized (incomplete) time-stepping procedure can be obtained by evaluating the nonlinear
parts of the operator from the previous time steps.
Let S`n−1 , ` = 1, 2, be linearized diffusion matrices representing a spatial discretization of the directional diffusion operators in the generalized mean-curvature:
S`n−1

u

m

≈ −|ru

 ∂ um 
x`
| ∂ x`
,
|run−1 |q

n−1 q

m = n, n − 1.

(4.4)

(See §4.1.3 below for the spatial numerical scheme.) Let S n−1 = S1n−1 + S2n−1 and defne
1
An`−1 = S`n−1 + Rn ,
2

(4.5)

Then, a linearized θ-method for (4.2) can be formulated as
un − un−1
+ An−1 [θun + (1 − θ)un−1 ] = Rn u0,ij .
Δt

(4.6)

One can solve the linear system (4.6) by applying an iterative algebraic solver. However, for an effciency reason, we employ the alternating direction implicit (ADI) timestepping procedure [16, 17] for (4.6):





 n−1
1 + θ Δt An1 −1 u∗ = 1 − (1 − θ) Δt An1 −1 − Δt An−1
u
+ Δt Rn u0 ,ij
2
1+

θ Δt An2 −1



u

n

∗

= u +

θ Δt An−1
un−1 ,
2
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(4.7)

where u∗ is an intermediate solution. The spatial scheme to be presented below will result
in tri-diagonal matrices An1 −1 and An2 −1 . Thus each step of the θ-ADI procedure (4.7) can
be carried out by inverting a series of tri-diagonal matrices.

4.1.3

The anisotropic spatial scheme

This subsection considers a numerical scheme for S`n−1 defned in (4.4). We will focus
n−1
on the construction of S1n−1 ; the matrix S2n−1 can be obtained similarly. Let D ui−1/2,j
be

a fnite difference approximation of |run−1 | evaluated at xi−1/2,j = 12 (xi−1,j + xi,j ), the
mid point of xi−1,j and xi,j .
Then, for example, a second-order scheme reads
n−1
D ui−1/2,j

=



n−1
n−1 2
(ui,j
−ui−1,j
) +

h 1  un−1

n−1
n−1 i2 1/2
+ un−1
+ ui,j−1
ui−1,j−1
i,j+1
−
. (4.8)
2
2

i−1,j+1

2

Defne
n−1
2
2 q/2
,
dn−1
ij,W = [(D ui−1/2,j ) + ε ]

n−1
n−1
dij,E
= di+1,j,W
,

(4.9)

where ε is a positive constant (small) introduced to prevent dn−1
ij,W from approaching zero.
Then the differential operators in (4.4), ` = 1, can be approximated as
−∂x1

 ∂ um 
 1
1 m
1  m
1 m
x1
≈
−
u
+
+
u
−
u
,
i−1,j
i,j
n−1
n−1
n−1
n−1
|run−1 |q
dij,W
dij,W
dij,E
dij,E i+1,j
(4.10)
|run−1 |q ≈

n−1
dn−1
ij,W · dij,E
2 n−1
.
dij,W + dn−1
ij,E

It follows from (4.4) and (4.10) that the three consecutive non-zero elements of the
matrix S1n−1 corresponding to the pixel xij become
n−1
[S1n−1 ]ij = (−sn−1
ij,W , 2, −sij,E ),
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(4.11)

where
sn−1
ij,W

=

n−1
2 dij,E
n−1
dij,W
+ dn−1
ij,E

sn−1
ij,E

,

=

2 dn−1
ij,W
n−1
n−1
dij,W
+ dij,E

.

(4.12)

n−1
It should be noticed that sn−1
ij,W + sij,E = 2. The above non-standard numerical scheme

has been successfully applied as an edge-forming formula for image zooming of arbitrary
magnifcation factors [7, 8].

4.1.4

Stability analysis

Let Rn have its lower and upper bounds as
n
,
R0 = min Rij
i,j,n

n
R1 = max Rij
;
i,j,n

The following theorem analyzes stability for the θ-method (4.6).

Theorem 4.1 Suppose that the θ-method (4.6) incorporate the numerical schemes in (4.8)(4.12) and let
(4 + R1 ) (1 − θ)Δt ≤ 1.

(4.13)

Then (4.6) holds the maximum principle and its solution satisfes
kun − u0 k∞ ≤

4
ku0 k∞ ,
4 + R0

n ≥ 0.

(4.14)

Proof. We will frst prove the following inequality:
min u0,ij ≤ unij ≤ ku0 k∞ ,
i,j
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n ≥ 0,

(4.15)

which implies the maximum principle. The equation (4.6) at a point xij can be written as
n
)θΔt] unij
[1 + (4 + Rij

n−1 n
n−1 n
n−1 n
n
= θΔt [sn−1
ij,W ui−1,j + sij,E ui+1,j + sij,S ui,j−1 + sij,N ui,j+1 ]

(4.16)
n−1
n−1 n−1
n−1 n−1
n−1 n−1
+(1 − θ)Δt [sn−1
ij,W ui−1,j + sij,E ui+1,j + sij,S ui,j−1 + sij,N ui,j+1 ]

n
n
+[1 − (4 + Rij
)(1 − θ)Δt] un−1
+ ΔtRij
u0 ,ij .
ij

Let unij be a local minimum. Then, it follows from (4.13) and the identity
n−1
n−1
n−1
sn−1
ij,W + sij,E + sij,S + sij,N = 4

(4.17)

that each of coeffcients in the right side of (4.16), including the term of u0,ij , is nonnegan
tive and their sum becomes 1 + (4 + Rij
)θΔt. Thus, since unij is smaller than or equal to

the neighboring values, we must have
u0 ,ij ≤ unij .
The inequality holds for all local minima, which proves the frst inequality in (4.15). The
same argument can be applied for local maxima to verify the other inequality.
Now, to prove (4.14), let δijn = unij − u0,ij , n ≥ 0. Then it follows from (4.16) that
n
) θΔt] δijn
[1 + (4 + Rij

n−1 n
n−1 n
n−1 n
n−1 n
= θΔt [sij,W
ui−1,j + sij,E
ui+1,j + sij,S
ui,j−1 + sij,N
ui,j+1 ]

(4.18)
n−1
n−1 n−1
n−1 n−1
n−1 n−1
+(1 − θ)Δt [sn−1
ij,W ui−1,j + sij,E ui+1,j + sij,S ui,j−1 + sij,N ui,j+1 ]

n
−4Δt u0 ,ij + [1 − (4 + Rij
)(1 − θ)Δt] δijn−1 .
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Thus, utilizing (4.15) and (4.17), we have
|δijn | ≤

4Δt
ku0 k∞ + γ0 kδ n−1 k∞ ,
1 + (4 + R0 ) θΔt

(4.19)

where
γ0 =

(4 + R0 )Δt
1 − (4 + R0 )(1 − θ)Δt
=1−
.
1 + (4 + R0 ) θΔt
1 + (4 + R0 ) θΔt

The inequality (4.13) also holds with R1 replaced respectively by R0 ; the resulting inequality can be rewritten as
(4 + R0 )Δt ≤ 1 + (4 + R0 ) θΔt,
which implies 0 ≤ γ0 < 1. Since kδ 0 k∞ = 0, we can have
|δijn |

n−1
X
4Δt
≤
·
γ k · ku0 k∞
1 + (4 + R0 ) θΔt k=0 0

≤

(4.20)

4Δt
1
4
·
· ku0 k∞ =
ku0 k∞ ,
4 + R0
1 + (4 + R0 ) θΔt 1 − γ0

which completes the proof.
The above analysis deserves a few remarks.
• The θ-method (4.6) is unconditionally stable for θ = 1. When θ = 1/2 (CrankNicolson), the stability condition reads
Δt ≤

2
.
(4 + R1 )

However, in practice, it is stable for reasonable choices of the timestep size, say,
Δt ≤ 2.
• The stability condition (4.13) holds independently on 0 ≤ q < 2.
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• The main diagonal of the matrix S n−1 is 4 for all n ≥ 1, independently on both q
and the image. The numerical scheme in (4.8)-(4.12), producing such a diffusion
matrix, plays important roles in mathematical analysis and practical computation.

4.2

The Method of Diffusion Modulation: Equalized Net Diffusion
Although the variational approach offers a few advantages, most of those variational

models may lose fne structures and “natural look”, during the restoration, due to an undesired dissipation or a tendency of converging to a piecewise constant image. In this section,
we will introduce the method of diffusion modulation in order to overcome the drawbacks.
In particular, we will study new techniques such as the equalized net diffusion (END). (An
edge-adaptive constraint term will also be considered; see §4.3.) The method of diffusion
modulation introduces an effective denoising model which consists of two components:
the diffusion operator and the modulator. We frst analyze sources of undesired dissipation
for conventional PDE-based denoising models.

4.2.1

Sources of undesired dissipation

For simplicity, we again exemplify the TV model (2.4); its corresponding noise (residual) is v = u0 − u. Thus, the associated residual equation reads
∂v
+ λ v = −κ(u).
∂t

(4.21)

Although the given image u0 is piecewise smooth and is the same as the desired image at
t = 0, i.e., v(t = 0) ≡ 0, the residual at t > 0 becomes positive or negative at pixels where
the image is concave or convex, respectively. Thus the solution of the TV model at t > 0,
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u(t) = u0 − v(t), must involve undesired dissipation wherever its curvature is nonzero;
the larger the curvature is (in modulus), the more undesired dissipation occurs.
The above observation for the TV model can be applied to the general denoising model
in (4.1):
∂u
+ Su = Q(u0 − u),
∂t

(4.22)

where S is a diffusion operator and Q denotes a nonnegative constraint term.
We summarize the observation as follows: The solution of (4.22) must incorporate
more undesired dissipation at pixels where the diffusion magnitude |Su| is larger. This is
an unwanted property and a major source of undesired dissipation for conventional PDEbased denoising models, with which fne structures can be easily deteriorated.

4.2.2

The equalized net diffusion (END)

In order to overcome the drawback of conventional PDE-based models, we may consider the following reformulation of (4.22), of which the diffusion operator is explicitly
modulated by noise characteristics and a function of diffusion operator itself:
∂u
+ M (Su) Su = R (u0 − u),
∂t

(4.23)

where M is a positive function (a modulator) and R denotes an appropriate constraint term.
We will call M (Su) Su the net diffusion of the model (4.23), and denote it by N (Su).
The purpose of the modulator M is to suppress the undesired excessive dissipation at
pixels of large diffusion magnitude |Su|; a strategy will be discussed below. The constraint
term R can be determined to become larger at pixels where the residual reveals structural
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components. Such a dynamic constraint term can return important image features in the
residual back to the restored image; see §4.3.
An effective modulator can be defned to impose the net diffusion approximately equal
over a wide range of |Su| ≥ s0 > 0, for some s0 . However, the net diffusion function
N (s) (:= M (s)s) must be increasing and origin-symmetric. Note that the model (4.23)
converges in the direction in which the net diffusion decreases (in modulus); the convergence must introduce denoising, i.e., Su becomes smaller (in modulus); which requires N
to be increasing. The origin-symmetry of N implies that N (−s) = −N (s), with which
N becomes equally diffusive for both concavities (up and down). Such an equalized net
diffusion (END) function can be defned e.g. as
N (s) = M (s)s =

γ
s,
1 + η |s|

(4.24)

for some positive constants η and γ. See Figure 4.2, where |N (s)| evaluates (almost)
the same values except on smooth regions (where |s| is small) and therefore the function
N may introduce an equalized net diffusion in practice. Incorporating (4.24), the model
(4.23) can be rewritten as follows:
∂u
γ
+
Su = R (u0 − u).
∂t
1 + η |Su|

(END)

(4.25)

We will call it the equalized net diffusion (END) model of (4.22).
Remark. The above method of diffusion modulation is not completely new. The ITV
model is based on such a method in which the diffusion is modulated to suppress the
staircasing effect. An effective preservation of interesting image features requires more
innovative ideas than the modulation involved in the ITV model. END reformulates the
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Figure 4.2
The net diffusion function N (s) in (4.24) for some choices of η and γ.

regularization framework in order to preserve not only fne structures but also slow transitions satisfactorily. Note that the END model is no longer conservative, i.e., there is
no mathematical guarantee that the average gray value of the input image is the same as
that of the outcome. However, since the conventional PDE-based models tend to lose fne
structures (§4.2.1) and easily introduce undesired dissipation, the END model turns out to
produce better restored images; see numerical experiments in Chapter 6.

4.2.3

Parameters η and γ

In the remainder of the section, we will consider a strategy for the selection of appropriate η and γ. Let un−1 be the solution in the last time level. Then the constants η and γ
for the computation of un can be determined as
γ
(a) N (T ) = χ ,
η
(b) M (T ) = 1,
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0 < χ < 1,
(4.26)

for some threshold T > 0. The equation (4.26.a) determines the sharpness of N near the
origin; it becomes sharper, as χ → 1. On the other hand, (4.26.b) implies
|N (s)| < |s| for |s| > T,

|N (s)| > |s| for |s| < T.

(4.27)

Thus the net diffusion, N (Su), is smaller than the original diffusion (Su) at pixels where
the image content changes rapidly (|Su| > T ), while it becomes larger in smooth regions.
The equations in (4.26) can be easily solved for η and γ, as follows:

η=

χ
1
· ,
1−χ T

1
.
1−χ

(4.28)

for |s| ≥ T.

(4.29)

γ = 1+ηT =

Then, it follows from the above that
T ≤ |N (s)| ≤

γ
1
=T ,
η
χ

Thus the net diffusion on oscillatory regions (|Su| ≥ T ) can differ only by a factor of 1/χ.
The parameter χ must be large enough to try to equalize the net diffusion on oscillatory regions; however, it should not be too large, because otherwise the (almost fat) net diffusion
will hardly be effective in denoising. We will set χ = 0.6 ∼ 0.7.
The threshold T must be small enough to equalize the net diffusion on every interesting
oscillatory region including edges and textures. It has been numerically verifed that T can
be chosen to be an average of |Su|, S0 :
 1 Z
1/2
|Su|2 dx
.
T = S0 :=
|Ω| Ω

(4.30)

Since the diffusion magnitude |Su| evaluated from oscillatory regions is typically larger
than the L2 -average S0 , the threshold T in (4.30) suffces to equalize the net diffusion for
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regions of fne structures. For example, for Su = −|ru|q r·(ru/|ru|q ), 0 ≤ q < 2, the
average S0 is often evaluated between 0.01 and 0.3 for typical natural images. (The images
are scaled to have values in [0, 1].) Let S0 = 0.1 and select χ = 0.6. Then it follows from
(4.28), (4.29), and (4.30) that η = 1.5, γ = 1.7, and
0.1 ≤ |N (s)| ≤ 0.17 · · · ,

for |s| ≥ S0 = 0.1.

Note that the choice of T in (4.30) keeps an average of the modulator M to be one.
The above arguments for the choice of η and γ can be summarized as follows:
1. Select a constant χ, 0 < χ < 1.
2. Compute the L2 -average of |Su|, S0 :
 1 Z
1/2
S0 =
|Su|2 dx
.
|Ω| Ω

(4.31)

3. Compute the parameters η and γ:

η=

χ
1
· ,
1 − χ S0

γ=

1
.
1−χ

(4.32)

Thus END requires the user to select only a single parameter, χ, which determines
the sharpness of the net diffusion function N . (One can set χ = 0.6 ∼ 0.7, in practice.)
With the resulting parameters η and γ, the average of the diffusion modulator M becomes
one (independently on the selection of χ, 0 < χ < 1). Note that when χ = 0, we have
M (s) ≡ 1 and therefore the END model (4.25) turns out to be the conventional model
(4.22). It should be noticed that various numerical schemes and constraint terms can be
applied for the END model (4.25).
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4.3

Texture-Free Residuals
The determination of the constraint parameter has been an interesting research subject

for PDE-based models. The basic mechanism of the PDE-based denoising is diffusion.
Thus the parameter R cannot be too large; it must be small enough to introduce a suffcient
amount of diffusion. On the other hand, it should be large enough to keep the details in
the image. However, in the literature, the parameter has been chosen constant for most
cases; the resulting models can either smear out fne structures excessively or leave an
objectionable amount of noise into the restored image.
In order to overcome the diffculty, the parameter must be set variable, more precisely,
edge-adaptive. Our strategy toward the objective is to allow the parameter grow wherever
dissipation is excessive, keeping it small else where. In the following, we will consider an
automatic and effective numerical method for the determination of the constraint function
R(x, t):
1. Set R as a constant:
R0 = R(x, 0) = R0 .

(4.33)

2. Set R1 = R0 and for n = 2, 3, · · ·
(2a) Compute the absolute residual and Gn−1
Res :
E n−1 = |u0 − un−1 |,
(4.34)




= max 0, Sm (E n−1 ) − E n−1 ,
Gn−1
Res
where Sm is a smoother and E n−1 denotes the L2 -average of E n−1 .
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(2b) Update:
Rn = Rn−1 + ξ n Gn−1
Res ,

(4.35)

where ξ n is a scaling factor having a property that ξ n → 0 as n → ∞.
The above procedure has been motivated from the following observation. The PDEbased denoising algorithms tend to have a larger numerical dissipation near fne structures
such as edges and textures. The tendency in turn makes the residual have structural components on regions where dissipation is excessive. Such structural components in the residual
can be viewed as an indicator for an undesired dissipation. By adding the components (after smoothing) to the constraint parameter R, we may reduce the undesired dissipation
there. It should also be noticed that from a view point of (2.13), the constraint term would
better be a function of the residual.
In practice, one may wish to limit the constraint term in a prescribed interval, i.e.,
R(x, t) ∈ [R0 , R1 ]. Then, we can determine the scaling factor ξ n as follows:
ξn =

1
2n−1

·

R 1 − R0
,
kGn−1
res k∞

n = 2, 3, · · · .

(4.36)

Remark. The recursive update in the above adaptive constraint term has excluded the
case n = 1, because E 0 = |u0 − u0 | ≡ 0 as usual. One may try to adjust the algorithm
along with
E n−1 =

⎧
⎪
⎪
⎨ |S 0 u0 |,

for n = 1,

⎪
⎪
⎩ |u0 − un−1 |, for n ≥ 2.
However, the adjustment turns out to improve the result a little, not much.
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CHAPTER 5
STATISTICAL NOISE ANALYSIS

This chapter presents a new mathematical description for the noise characteristics in
medical imagery, particularly ones obtained from magnetic resonance imaging (MRI). We
frst review noise in MRI imagery.

5.1

Noise in MRI Imagery
Noise in MRI imagery has often been modeled by the Rician distribution [24, 34, 44].

Rician noise is not zero-mean, and the mean depends on the local image intensity. Due to
this complication, the removal of Rician noise from MRI imagery has been a challenging
image processing task [32, 39].
MRI imagery are often acquired by phase encoding, in which the object of interest is
sampled in the frequency domain (the k-space). The raw frequency-domain measurements
are of the form:
M = (Mr + nr ) + i(Mi + ni ),
where i =

√

(5.1)

−1, Mr and Mi denote the real and imaginary components of the data,

respectively, and nr and ni are Gaussian white noises with variance σ 2 in the real and
imaginary channels. The noise is mainly due to thermal activities in the patient.
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For the reconstruction of MRI imagery, the raw data M are frst back-projected to
the image domain by e.g., the inverse discrete Fourier transform (PDF) and a generalized
Radon transform. Due to the Gaussian noise and a certain phase error involved in the raw
data, the back-projection V often becomes complex-valued. (The back-projection must
be real-valued when the raw data involve no noise/error.) As a consequence, the desired
signal component S occurs in both real and imaginary channels:
V = (S cos θ + gr ) + i(S sin θ + gi ),

(5.2)

where θ represents the phase error, gr and gi are noises respectively in the real and imaginary channels. The noise components gr and gi are again Gaussian white and their variances are σ 2 , because the back-projection such as the PDF is an unitary transformation.
The magnitude of the back-projection V is typically used for the MRI image. Thus the
observed MRI image S0 is of the form
S0 ≡ |V | =

p

(S cos θ + gr )2 + (S sin θ + gi )2 .

(5.3)

The noise in the magnitude data S0 is expressed by a Rician distribution, because the
magnitude reconstruction is simply a square root of the sum of two quantities each of
which incorporates Gaussian random noise [44].

5.2

Noise Analysis in MRI Imagery
The phase error has been hard to control and considered as the major source of the

image noise [34]. As MRI scanners incorporate new advanced reconstruction techniques,
the phase error becomes relatively easy to reduce/conquer. Furthermore, noise in mod35

ern MRI imagery is not following the PDF of the Rician distribution (2.15). A Rician
PDF can typically be depicted as in Figure 5.1. As one can see from the fgure, small
perturbations (corresponding to small x) in the Rician noise have low densities, while the
Gaussian distribution shows a high density for small perturbations. Hence the hypothesis
that noise in an MRI image follows the Rician distribution is somewhat unreasonable, because noises in the raw data and the back-projected signal are considered as Gaussian and
the reconstructed image S0 is simply the magnitude of the back-projected signal.
In this thesis, we will assume that the phase error is small enough to ignore, and focus
on the Gaussian random noise in the back-projected signal.
We frst rewrite (5.2) as
V = (Vr + gr ) + i(Vi + gi ),

(5.4)

where Vr = S cos θ and Vi = S sin θ. Then the desired signal S and the observed one S0
are denoted by
S

=

S0 =

q

Vr2 + Vi2 ,

p

(Vr + gr

)2

(5.5)
+ (Vi + gi

)2 .

In the following, we will reformulate S0 (using the tangent plane approximation) in order
to fgure out the noise component involved in the observed image.
A function of two variable f (x, y) near point (a, b) can be approximated by
f (x, y) ≈ f (a, b) +
Let f (x, y) =

∂f (a, b)
∂f (a, b)
(x − a) +
(y − b).
∂x
∂y

p
(Vr + x)2 + (Vi + y)2 . Then, the function f near (0, 0) can be expressed

as
f (x, y) ≈

q

Vr2 + Vi2 + α x + β y,
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(5.6)

where
α= p

Vr
Vr2

+

Vi2

,

β=p

Vi
Vr2

+ Vi2

.

Thus, it follows from (5.6) and the identity f (gr , gi ) = S0 that
S0 ≈ S + η,

(5.7)

where
η = α gr + β gi = p

Vi
g
gi .
r + p
Vr2 + Vi2
Vr2 + Vi2
Vr

(5.8)

Here the quantity η, considered as noise in MRI imagery, has the following properties.
E[η] = α E[gr ] + β E[gi ] = 0,
(5.9)
2

2

2

2

2

2

Var(η) = α Var(gr ) + β Var(gi ) = (α + β ) σ = σ .
Therefore, for modern MRI imagery in high quality, we may conclude the following: Noise
in MRI imagery is approximately Gaussian.
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Figure 5.1
A typical probability density function (PDF) for the Rician distribution, when σ = 1.
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CHAPTER 6
NUMERICAL EXPERIMENTS

This chapter presents the numerical experiments which show effectiveness of the newly
developed restoration model. We will see examples showing that with appropriate choices
of algorithm parameters, the END-incorporated CCAD model (CCAD-END) can overcome the drawback of conventional PDE-based models, not only by preserving fne structures satisfactorily but also by enhancing edges. For the time-discretization, we select
Δt = 1 and adopt a linearized Crank-Nicolson scheme and the alternating direction iteration (ADI) method. The iteration is stopped along with the stopping criterion: kun −
un−1 k∞ ≤ 0.01. We set χ = 0.6 in (4.28). For the CCAD-END model, we apply the
adaptive constraint parameter in chapter 4 with R0 = 0.4 and R1 = 5.0. For the numerical
schemes, we choose θ = 1/2 in (4.7) and ε = 0.05 in (4.9).

6.1

The CCAD Model
In this section, we study the effective of the constant 0 ≤ q < 2 on the model

CCAD. We begin with the Lenna image as depicted in Figure 6.1. A Gaussian noise
of PSNR=21.25 is incorporated into Figure 6.1(b). In the following, the CCAD model
with a selected q will be denoted by CCAD[q].
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(a)

(b)

Figure 6.1
Lenna in 256 × 256 pixels:(a) the original image (u) and (b) a noisy image (u0 ) corrupted
by a Gaussian noise of PSNR=21.25.

Table 6.1 presents PSNRs for the restored images, from Figure 6.1(b), by CCAD[q]
for various [q]’s. Note that CCAD[1] is the ITV model, and it is closely related to that
of the PM model, in particular when q → 2. One can see from the table that the CCAD
model can restore a better image as q increases; it has been numerically verifed that the
best result can be obtained when q = 1.5 ∼ 1.9.

6.2

The CCAD-END Model
This section provides a numerical verifcation for performance of CCAD-END model;

the corresponding of CCAD model. we discuss chosen of the parameter χ to compute η
and γ one the CCAD-END model which determines the sharpness of the net diffusion
function N .
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Table 6.1
CCAD[q]: PSNR analysis.
q = 1.0 q = 1.4 q = 1.8
CCAD[q]

28.6

28.82

29.01

Table 6.2 shows PSNRs of restored images, from Figure 6.1(b), by CCAD-END model
for different choice of χ and q. As shown in the table, the CCAD-END model can restore
a better image when χ = 0.6 ∼ 0.7. Note that when χ = 0, we have M (s) ≡ 1 and there
for the CCAD-END model turns out to be the conventional model.
Table 6.2
CCAD-END: PSNR analysis.
χ

q = 1.0

q = 1.5 q = 1.8

0.4
0.5
0.6
0.7
0.8

29.01
29.05
29.08
29.08
29.05

29.23
29.26
29.28
29.27
29.24

29.34
29.36
29.38
29.38
29.35

In order to apply the CCAD-END model for natural image denoising, we frst select
a noisy Lenna image perturbed by a Gaussian noise of PSNR=21.25; see Figure 6.1(b).
Then we set four cases:
I. the CCAD model with q > 1 only (constant constraint and no END-incorporation),
II. the CCAD model with a variable constraint only (q = 1 and no END-incorporation),
III. the CCAD model with the END-incorporation only (q = 1 and constant constraint),
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IV. the CCAD model with all three components (q > 1, variable constraint, and ENDincorporation)

For the cases in which q > 1, we set q = 2.3.
(a)

(b)

Figure 6.2
Restored Lenna (un ): processed by (a) the ITV model (PSNR=26.7) and (b) the
CCAD-END model (PSNR=30.29). Parameters for the CCAD-END model are chosen as
q = 2.3, R0 = 0.4, R1 = 5.0, and χ = 0.6.

For cases I, II, and III, the PSNR values of the restored images become 28.17, 28.62,
and 28.72, respectively. However, when these three techniques are combined as in Case IV,
the resulting algorithm produces a superior image of PSNR=30.29, in three ADI iterations.
See Figure 6.2(b). In the fgure, the restored image is compared with the one obtained from
the ITV model. While the resulting image from the ITV model (Figure 6.2(a)) is blurry,
the CCAD-END model has restored a clean image satisfactorily.
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(a)

(b)

Figure 6.3
Magnifed misfts, 2 × (u − un ) + 128, generated by (a) the ITV model and (b) the
CCAD-END.

In order to verify the equalization of the net diffusion, the misfts (u − un ), the difference between the original image (u) in Figure 6.1(a) and the resulting images (un ) in
Figure 6.2, are magnifed and depicted as in Figure 6.3. As one can see from the fgure,
the misft of the CCAD-END model contains edge components much less than that of the
ITV model. Note that for the ITV model, the misft in Figure 6.3(a) reveals larger edge
components at pixels where the magnitude of the curvature becomes bigger. On the other
hand, for the CCAD-END model, the misft in Figure 6.3(b) shows edge components of
quite equalized magnitudes, although is not completely edge-free.
Table 6.3 shows PSNRs of noised images u0 and restored images u of Figure 6.4 by
applying the ITV and CCAD-END model. As one can see from the table that, the CCADEND restored the images better than ITV and more faster.
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(a)

(b)

(c)

(d)

Figure 6.4
Additional images utilized for PSNR analysis: Basket, Dolphin, Elaine, and House
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Table 6.3
Images: PSNR analysis.
u0
Basket
Dolphin
Elaine
House

6.3

ITV

23.95 25.37
22.84 26.86
22.84 29.74
22.83 29.49

CCAD-END
29.8
29.74
30.06
31.08

Denoising MRI Imagery
The magnitude MRI imagery may involve a Gaussian noise and unclear edges. Thus

it is important to develop an effective algorithm which can reduce the noise and simultaneously enhance edges. In this section, we will show that the new model (CCAD-END) is
an algorithm of such kind.
Figure 6.5 depicts two MRI images and Figure 6.6 contains the restored images performed by the CCAD-END model. A careful investigation reveals that the new model has
reduced the noise satisfactorily and, at the same time, enhanced the edges in a noticeable
degree.
In order to see in detail the image values in the restoration, line cuts are drawn as in Figure 6.7; the top picture presents a horizontal line segment selected from about the center of
the Head image, while the bottom one shows a line cut obtained from the right upper portion of the Knee image. As one can see from the fgure, the restored images are denoised
successfully and involve edges sharper than in the original images. See, for example, the
image curve over pixels 170 to 180, 190 to 200, and 210 to 220 in Figure 6.7(top). It is
45

(a)

(b)

Figure 6.5
MRI imagery in 400 × 400 pixels: (a) Head and (b) Knee.
(a)

(b)

Figure 6.6
Restored MRI imagery: (a) Head and (b) Knee.
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quite clear to see also from the bottom curves that the new model has an ability to reduce
the noise and simultaneously to enhance edges.
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Figure 6.7
Line cuts, superposed with the original image: (top) Head on [150, 250) × {200} and
(bottom) Knee on [300, 400) × {150}.
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CHAPTER 7
CONCLUSIONS

This thesis studied diffusion like-PDE denoising algorithms in order to overcome the
drawbacks of conventional PDE-based restoration models such as loss of fne structures. It
has analyzed sources of undesired dissipation for conventional PDE-based denoising models. In the thesis, it has also been analyzed that the noise in the MRI images which assumed
the noise is Rican can be expressed approximately by the Gaussian distribution. Based on
the analysis, a PDE-based restoration model has been introduced incorporating a convexconcave anisotropic diffusion (CCAD), a variable constraint term, and an equalized net
diffusion (END); the resulting model is called the CCAD-END model incorporating an
incomplete CN-ADI time-stepping procedure. It has been numerically verifed that the
CCAD-END model can reduce noise and simultaneously enhance the edges, satisfactorily and effciently, for both natural images and magnitude MRI images. For denoising,
the new model has produced clear and sharp images, of which the residuals are nearly
edge-free. For future work, the new model will be applied to various medical imagery.

49

REFERENCES

[1] L. Alvarez, P. Lions, and M. Morel, “Image selective smoothing and edge detection
by nonlinear diffusion. II,” SIAM J. Numer. Anal., vol. 29, 1992, pp. 845–866.
[2] G. Aubert and P. Kornprobst, Mathematical Problems in Image Processing, Number
147 in Applied Mathematics Sciences. Springer-Verlag, New York, 2002.
[3] M. J. Black, G. Sapiro, D. H. Marimont, and D. Heeger, “Robust anisotropic diffusion,” IEEE Trans. Image Processing, vol. 7, no. April, 1998, pp. 421–432.
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