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Abstract
The classical complexity of sampling from the probability distribution of quantum interfer-
ence of N indistinguishable single bosons on unitary network with M input and output ports
is studied with the focus on how density of bosons ρ = N
M
for M ≥ N affects the number of
computations required to produce a single sample. First, Glynn’s formula is modified for com-
putation of probabilities of output configurations m = (m1, . . . ,mn, 0, . . . , 0) with n < N output
ports occupied by bosons, requiring only Cm ≡ O
(
N
∏n
l=1(ml+1)
min(ml+1)
)
computations. Second, it is
found that in a unitary network chosen according to the Haar probability measure the tails of
the distribution of the total number n of output ports occupied by bosons are bounded by those
of a binomial distribution. This fact allows to prove that for any ǫ > 0 with probability 1 − ǫ
the number of computations Cm scales at least as O
(
N2
1−δ
1+ρ
N) and at most as O
(
N (1 + r)
N
r
)
,
where δ =
√
4(1+ρ)
N
ln
(
2
ǫ
)
and r = max
(
1, 1+ρ
1+δ
)
. Third, the upper and lower bounds (essentially
the same as above) are found on the number of classical computations in the sampling algorithm
of P. Clifford and R. Clifford, which is based on using Glynn’s formula and applies uniformly over
the output configurations.
1 Introduction
Boson Sampling idea of Aaronson & Arkhipov [1] links sampling from the output distribution of
the many-body quantum interference of N indistinguishable single bosons on a unitary linear M -
port chosen at random from the Haar measure and a mathematical problem of estimating matrix
permanents of matrices with elements being independent identically distributed complex Gaussian
random variables. The relation is due the fact that in the so-called no-collision regime, with at least
M ≫ N2, when each output port receives at most a singe boson [2], matrix elements of a unitary
network are approximated by independent identically distributed complex Gaussian random variables.
Under plausible conjectures a classical simulation of the above sampling task to a given error ǫ with
the computations polynomial in N and 1/ǫ is impossible [1]. The classical hardness originates from the
fact, that the amplitudes of N -boson interferences are given as matrix permanents of N -dimensional
submatrices of a unitary network matrix [3, 4], whose computation is believed to be classically hard
[5, 6] (see also a review [7]). The fastest known algorithms [8, 9] compute a matrix permanent of
an arbitrary matrix in O(N2N ) computations. Even a relative error approximation to the absolute
1
value of matrix permanent of a submatrix of a unitary network matrix is classically hard [1] (given
two conjectures are true; see also Ref. [10]). Approximation algorithms to an additive error are
known: a probabilistic approximation to matrix permanent of an arbitrary matrix [11], generalised
for matrices with repeated rows or columns [12] and with repeated rows and columns [13]. On the
other hand, deterministic approximation algorithm to a relative error was found only for diagonally
dominant matrices [14]. In contrast, distinguishable bosons (classical particles) result in an output
probability distribution expressed as matrix permanents of positive matrices, which can be estimated
polynomially in N, 1/ǫ [15] and approximated by the deterministic algorithm of Ref. [12].
Boson Sampling, is among several proposals [16, 17, 18, 19] considered for the quantum supremacy
demonstration, i.e., demonstration of a provable computational advantage of a quantum system over
digital computers [20], the first step on the way of using the computational advantage promised by
quantum mechanics [21, 22]. The importance of such a demonstration cannot be underestimated in
view of the opposite hypothesis [23].
Boson Sampling can be easier than the universal quantum computation [24] implemented with
linear optics, since it requires neither interaction between photons nor error correction schemes. The
proof of principle experiments [25, 26, 27, 28] have followed the initial idea, moreover, improvements
and advances are constantly reported [29, 30, 31, 32, 33, 34, 35]. Moreover, alternative platforms
include ion traps [36], superconducting qubits [37], neutral atoms in optical lattices [38] and dynamic
Casimir effect [39]. On the other hand, inevitable experimental imperfections can allow for efficient
classical simulations algorithms [40, 41, 42, 43, 44], with current optical platform offering only a finite-
size window for the quantum supremacy demonstration with Boson Sampling due to scaling up of
boson losses with the size of a planar optical network [43].
Before any demonstration of quantum supremacy is attempted, it is important to know how exactly
the classical computations required to sample from the output distribution of Boson Sampling scale up
with the size of the system, i.e., N,M . A significant reduction in the number of classical computations
was demonstrated by using a Markov Chain Monte Carlo classical simulation algorithm [45] and
subsequent analytical estimate [46] with the threshold N for the quantum advantage elevated from the
originalN ≈ 30 [1] to N ≈ 50 bosons. This result is essentially the threshold of classical computability
of a single matrix permanent by Glynn’s method [9], which allows simultaneous computation of matrix
permanents appearing in the chain rule of conditional probabilities (lemma 2 of Ref. [46]) with the
largest size of a matrix equal to the total number of bosons. However Glynn’s formula ignores reduction
of the complexity when boson bunching at output has non-vanishing probability. Thus, though the
approach of Ref. [46] is general, the classical complexity can be further reduced for general N and
M .
A finite density regime ρ = NM = Ω(1) can be experimentally advantageous, since using a much
smaller network, with only M = O(N) ports instead of at least M ≫ N2 [1], reduces the effect of
boson losses on the computational hardness [42, 43, 44]. On the other hand, bunching of bosons at
output of a unitary network, increasing with the density of bosons, reduces computational hardness of
the corresponding output probabilities [47, 48, 49], due to repeated columns (corresponding to output
ports of a network) in the matrices giving quantum interference amplitudes and the fact that the
computational hardness of a general matrix permanent depends on the matrix rank [50].
To estimate how exactly density of bosons affects the computational hardness of many-body
bosonic interference on a linear unitary multiport is the goal of the present work. In section 2 a
modification of Glynn’s method [9] is proposed, with the same speed-up for the matrix permanents
of matrices with repeated columns/rows as found previously in Ryser’s method [48]. The classical
hardness of a probability at the output of Boson Sampling operating in a finite density regime de-
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pends on the distribution of bosons over the output ports (the output configuration). Therefore, to
quantify the classical complexity of the output probability distribution, the lower and upper bounds
on the number of computations in the modified Glynn’s method are used. The bounds depend on the
total number of output ports occupied by bosons. The crucial fact is that in a Haar-random network
the distribution of the total number of ports occupied by bosons has a bell-shaped form, with the
tails bounded by those of a binomial distribution. This fact allows to state lower and upper bounds
with probability arbitrarily close to 1 in the Haar measure, theorem 1 of section 3. Moreover, since a
variant of Glynn’s method is employed for computation of matrix permanents, the algorithm of Ref.
[46] (applicable uniformly over all regimes of density of bosons) is used to give a reduced estimate
on the number of computations required to produce a single sample from the output distribution of
Boson Sampling in any density regime 0 < ρ ≤ 1, section 4, where theorem 2 gives the main result.
In the last section 5 open problems related to the presented results are discussed.
2 Modified Glynn’s formula for matrix permanent of a matrix
with repeated columns or rows
We consider quantum interference of N perfectly indistinguishable single bosons on a unitary network
U with M input and output ports, below fixing the input ports to be k = 1, . . . , N . We use the
notations: ρ = N/M for the density of bosons,
p(m) =
|per(U [1, . . . , N |l1, . . . , lN ])|2
m1! . . .ml!
(1)
for the probability [1] of detecting bosons in a multi-set of output ports l1 ≤ . . . ≤ lN corresponding to
output configurationm = (m1, . . . ,mM ), m1+. . .+mM = N , U [1, . . . , N |l1, . . . , lN ] for the submatrix
of U on the rows 1, . . . , N and columns l1, . . . , lN , per(. . .) for the matrix permanent [51].
For a general multi-set l1, . . . , lN with coinciding elements, the corresponding submatrix
U [1, . . . , N |l1, . . . , lN ] is rank-deficient, which reduces the computational complexity of its matrix
permanent [50]. An estimate of the number of classical computations Cm for evaluation of such a
matrix permanent with account of the speed up due to reduced matrix rank was found before [48] by
analysing Ryser’s algorithm [8]. For N ≤M we have
Cm = O
(
N2
M∏
l=1
(ml + 1)
)
. (2)
The essential result of Eq. (2) was reproduced also in Ref. [49]. Below, however, we will need the
number of computations according to Glynn’s algorithm [9], since this algorithm is used for analysing
the sampling complexity in Ref. [46]. The algorithm itself is modified below, in a similar way as in
Ref. [12], to reduce the number of computations to the bare necessary.
Let us assume that only n output ports are occupied by bosons and set (without loosing the
generality) mn+1 = . . .mM = 0. Introducing for each l = 1, . . . , n an auxiliary complex variable xl
taking ml + 1 values
xl ∈ {1, e
2ipi
ml+1 , . . . , e
2ipiml
ml+1 },
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we can rewrite the matrix permanent in the output probability p(m) Eq. (1) as follows
per(U [1, . . .N |l1, . . . , lN ]) = 1∏n
l=1(ml + 1)
∑
x1
. . .
∑
xn
x1 . . . xn
N∏
k=1
(
n∑
l=1
xlUkl
)
. (3)
Indeed, the r.h.s. of Eq. (3) is a sum over all permutations in the product of N elements of
U [1, . . .N |l′1, . . . , l′N ] with the multi-set of columns l′1, . . . , l′N corresponding to a configuration m′ =
(m′1, . . . ,m
′
n, 0, . . . , 0), where m
′
l = ml+∆l(ml+1) for a whole number ∆l ≥ 0, since there is at least
one factor xl for all l = 1, . . . , n on the r.h.s of Eq. (3) and each auxiliary variable xl satisfies
∑
xl
xm
′+1
l =
ml∑
j=0
e
2ipi(m′+1)
ml+1
j
=
{
0, rem(m′ + 1,ml + 1) 6= 0
ml + 1, rem(m
′ + 1,m+ 1) = 0
,
where rem(s, q) is the remainder of division s/q. Since the product of summations over columns of
U on the r.h.s. of Eq. (3) contributes factors consisting of products of exactly N elements, i.e.,
xl′1 . . . xl′NU1l′1 . . . UNl′N , to the summations over x1, . . . , xn, we must have
N =
n∑
l=1
m′l =
n∑
l=1
∆l(ml + 1) +N, (4)
resulting in all ∆l = 0, i.e., m
′
l = ml. Eq. (3) is an alternative generalised Glynn estimator to that
found in Ref. [12].
Similar as in Glynn’s formula [9], a reduction of the number of summations is still possible in Eq.
(3). Assuming that mn is the minimum of the non-zero ml (i.e., mn ≤ ml for l = 1, . . . , n) one can
set xn = 1 and omit the summation over xn in Eq. (3). Indeed, let us show that
per(U [1, . . .N |l1, . . . , lN ]) = 1∏n−1
l=1 (ml + 1)
∑
x1
. . .
∑
xn−1
x1 . . . xn−1
N∏
k=1
(
n−1∑
l=1
xlUkl + Ukn
)
. (5)
In this case, due to an arbitrary number of factors Ukn with different k in the product on the r.h.s.
of Eq. (5), the equality condition in Eq. (4) for m′1, . . . ,m
′
n becomes an inequality for m
′
1, . . . ,m
′
n−1
N ≥
n−1∑
l=1
m′l =
n−1∑
l=1
∆l(ml + 1) +N −mn,
satisfied for ml ≥ mn only if ∆l = 0 (m′l = ml) for all l = 1, . . . , n− 1.
Now let us estimate the number of computations in Eq. (5). There are N multiplications of sums
of matrix elements in the rows 1, . . . , N . The number of additions in the inner sum (over l = 1, . . . , n)
can be reduced, similarly as in Refs. [9, 46], by ordering the factors xl1 . . . xln−1 in the outer sum in
such a way that neighbour factors have just one element xlj different. Then, for each such factor, the
computation of the inner sum requires only one addition and one multiplication (to change one factor
xlj ) for each term in the outer sum in Eq. (5). Therefore, the total number of computations Cm in
Eq. (5) is defined solely by the outer sum and the product and reads
Cm ≡ O
(
N
∏n
l=1(ml + 1)
min(ml + 1)
)
. (6)
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Let us note that Eq. (6) correctly estimates the number of computations Cm = O(N) in the case of
maximally bunched outputm = (N, 0, . . . , 0) as well as the correct result for the non-bunched outputs
O(N2N ) by the Ryser-Glynn algorithm [8, 9], a feature not present in any of the previous estimates
[48, 49].
On average, in a Haar-random network U , the speedup in the number of computations due to Eq.
(5) (due to the denominator in Eq. (6)) as compared to Eq. (3) is at most by O(lnN). To show that,
consider the probability of maximal bunching of bosons at the output of a Haar-random network,
given as [2]
Prob(max(ml) ≤ m) ≈
[
1−
( ρ
1 + ρ
)m+1]M
. (7)
Setting in Eq. (7) the probability to be 1− ǫ we obtain
m .
ln
(
N
ρǫ
)
ln
(
1+ρ
ρ
) . (8)
3 Classical computations for calculating a single probability
of the output distribution of many-boson interference
To quantify the number of classical computations for general N ≥ N , when an arbitrary output
configuration m = (m1, . . . ,mM ) occurs with a non-vanishing probability (with the uniform average
probability in a Haar-random network), we study how the total number of output ports occupied
by bosons is distributed. It is shown below that, for N ≫ 1 in a Haar-random network the total
number of output ports occupied by bosons has a bell-shaped distribution, with the tails bounded
by a binomial distribution. This allows one to get an almost sure lower and upper bounds on the
computational complexity for any network, i.e., the bounds apply to a randomly chosen network,
according to the Haar measure, with arbitrarily close to 1 probability.
Given the number 1 ≤ n ≤ N of output ports occupied by bosons, the number of classical
computations necessary to compute an output probability p(m), according to the algorithm in Eq.
(5), satisfies
Ω (N2n) ≤ Cm ≤ O (N (1 +N/n)n) , (9)
where the lower bound is obtained by assuming the maximal bunching in a single output port, e.g.,
m1 = N − n+ 1 and ml = 1 for l = 2, . . . , n− 1, whereas the upper bound by uniformly distributing
bosons over the occupied output ports in Eq. (6), i.e., ml = N/n for l = 1, . . . , n (an upper bound
for ml = [N/n] for ≤ n− 1 and mn = N − (n− 1)[N/n] in Eq. (6)).
Consider now the probability distribution of the number of output ports occupied by bosons
in a Haar-random network. Thanks to the uniform average probability 〈p(m)〉 = (M+N−1M−1 )−1 the
probability of n output ports occupied by bosons is obviously (here θ(x) = 1 for x > 0 and θ(x) = 0
otherwise)
P (n) ≡ Prob
(
M∑
l=1
θ(ml) = n
)
=
(
M
n
)(
N−1
n−1
)
(
M+N−1
M−1
) , 1 ≤ n ≤ N. (10)
Indeed, we choose uniformly randomly n out of M output ports and distribute in them N −n bosons
with the uniform probability over the output configurations. The average number 〈n〉 of the output
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ports occupied by bosons reads
〈n〉 = MN
M +N − 1 =
N
1 + ρ
[
1 +O
(
1
M +N
)]
. (11)
As N ≫ 1 (for a fixed ρ = N/M) the tails of the distribution (10) (the precise definition of the tails
is given below) lie below the tails of the following binomial distribution
Bn(x) =
(
M
n
)
xn(1− x)M−n, x ≡ ρ
1 + ρ
. (12)
For N ≫ 1 the two distributions of Eqs. (10) and (12) have bell-shaped form. Indeed, whereas the
Figure 1: Main figure gives the distribution of the number of output ports occupied by bosons Eq.
(10) (blobs on the solid line) compared to the binomial distribution of Eq. (12) (blobs on the dashed
line). The insert compares the left tail. Here N = 50, M = 100.
binomial is evidently bell-shaped about n = n ≡ Mx = N/(1 + ρ), the distribution of the number of
output ports occupied by bosons satisfies
P (n+ 1) =
M − n
n+ 1
N − n
n
P (n), P (n− 1) = n
M − n+ 1
n− 1
N − n+ 1P (n),
where the two factors in each of the two relations come from the respective binomial coefficients.
Therefore, the only extremum (maximum) probability for N ≫ 1 is attained when n2 ≈ (M −n)(N−
n), i.e., at the average value of Eq. (11). Moreover, by using Stirling’s approximation for the factorials
[52], one can easily check that for n = N/(1 + ρ)(
N−1
n−1
)
(
M+N−1
M−1
) =√1 + ρ
ρ
ρn
(1 + ρ)M
[
1 +O
(
1
N
)]
, xn(1− x)M−n = ρ
n
(1 + ρ)M
,
i.e., the maximum of the binomial distribution lies below that of the distribution of the number of
output ports occupied by bosons, which fact suggests that at some points n∓ from the left and from
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the right of the point n = n the binomial distribution dominates that of the total number of occupied
ports.
Let us formally define the left 1 ≤ n ≤ n− and right n+ ≤ n ≤ N tails by the points n∓ of
equal probability P (n±) = Bn±(x). Now, let us show that such points do exist and are given by the
expression n± =
1±δ±
1+ρ N , for some δ± > 0 when N ≫ 1. To find the points n± consider the equation(
M
n
)−1
P (n) = xn(1− x)M−n.
Applying the standard approximation to factorials [52] in the binomial
(
N−1
n−1
)
, after simple algebra
we obtain the following asymptotic equation for δ±√
(1± δ±)(1 + ρ)
ρ∓ δ± exp
{
NH
(
1± δ±
1 + ρ
)}
= (1 + ρ)N
[
1 +O
(
1
N
)]
,
where H(z) = −z ln z − (1− z) ln(1− z), which is asymptotically equivalent (for δ− < 1 and δ+ < ρ)
to
H
(
1± δ±
1 + ρ
)
= ln(1 + ρ). (13)
For 0 < ρ < 1 the r.h.s of Eq. (13) varies between 0 and ln 2, i.e., the minimum and maximum values
of H(z) for 0 ≤ z ≤ 1, thus there is always a solution for δ± > 0 (satisfying also δ− < 1 and δ+ < ρ).
Therefore, we have shown that there such n± =
1±δ
1+ρN , with some δ = max(δ±) ∈ (0, ρ), that for
1 ≤ n ≤ n− and for n+ ≤ n ≤ N the binomial dominates the distribution of Eq. (10).
Now we can use the Hoeffding-Chernoff bound [53], which states that the tails of the binomial
distribution of Eq. (12), i.e., the sum of probabilities for 0 ≤ n ≤ n− and n+ ≤ n ≤ M , with
n± = (1 ± δ)Mx = 1±δ1+ρN , are bounded by e−δ
2Mx/4. Therefore, we get for δ ∈ (0, ρ)
n+∑
n=n−
P (n) ≥
n+∑
n=n−
Bn(x) > 1− 2 exp
(
− δ
2N
4(1 + ρ)
)
. (14)
Now, setting exp
(
− δ2N4(1+ρ)
)
= ǫ/2 we get δ = O(1/
√
N) thus for sufficiently large N ≫ 1 such δ will
satisfy Eq. (13) (and δ < ρ, for a finite density regime ρ = Ω(1)). Therefore, using the lower and
upper bounds n = n± =
1±δ
1+ρN in Eq. (9) we have the following theorem.
Theorem 1 For any ǫ > 0 with the probability at least 1 − ǫ in the Haar measure over unitary
networks the number of classical computations required to compute (by a modified Glynn algorithm
of section 2) a probability of the output distribution of quantum interference of N indistinguishable
bosons on a randomly chosen unitary network with M ≥ N input and output ports satisfies as N →∞
Ω
(
N2
1−δ
1+ρN
)
≤ Cm ≤ O
(
N (1 + r)
N
r
)
, δ =
√
4(1 + ρ)
N
ln
(
2
ǫ
)
, r = max
(
1,
1 + ρ
1 + δ
)
. (15)
In formulating theorem 1, by using the max(. . .) in the definition of r we have taken into account also
the vanishing density case, and more generally, the case of δ > ρ, as N → ∞, thus recovering the
previous estimate O(N2N ) (according to Eq. (13) the distribution in Eq. (10) does not possess the
right tail in this case). Moreover, by continuity the validity is extended to the case of ρ = 1.
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4 Classical complexity of sampling from N-boson quantum
interference on a unitary M-port
In Ref. [46] the estimate C = O(N2N + N2M) on the number of classical computations C required
to produce a single sample from the output distribution of quantum interference of N single bosons
on a unitary M -port was given. Note that the crucial fact is that the algorithm of Ref. [46] applies
uniformly over all possible output configurations, since multi-sets of output ports l1 ≤ . . . ≤ lN
are obtained by consecutive sampling from a conditional probability chain rule used there, each
time sampling for one output port. The leading order in the above estimate is just the number of
computations for a single output probability in the distribution. The estimate of Ref. [46], however,
is obtained by using Glynn’s formula [9], which disregards the speedup found in section 2, leading to
the lower and upper bounds given by theorem 1.
Let us show that the bounds of theorem 1 apply to the leading order of the number of computations
required to produce a single sample in the algorithm of Ref. [46], if we take into account the reduction
by the modified Glynn formula of Eq. (5). Some familiarity with the algorithm is assumed. For
instance, in the algorithm one has to compute permanents appearing in the marginal probabilities used
for sampling for output ports. Let us denote by K the number of sequentially sampled output ports
(1 ≤ K ≤ N) and by k the corresponding number of different occupied output ports (1 ≤ k ≤ n). For
computing the probabilities the Laplace expansion can be employed in the modified Glynn’s formula
of Eq. (5), similar as in Ref. [46]. Therefore, it is enough to present only a brief account of the
derivation which is essentially follows the steps in lemma 2 of Ref. [46].
Consider first the lower bound on computations given by Eq. (9). Similar as in lemma 2 of Ref.
[46], the total number of computations for the marginal probabilities for the cumulative sequences of
output ports l1, . . . , lK , K = 1, . . . , N , becomes (in the Laplace expansion of a permanent of order K
there are M coefficients due to an unknown output port we sample for, hence the term MK)
C = Ω
(
N∑
K=1
K2k +MK
)
= Ω

 n∑
k=1

∑
K≥k
K

 2k +MN2

 , (16)
where
∑
K≥k
K is the sum over sequences with k different occupied ports. The r.h.s. of Eq. (16) is
obviously bounded from below by the sequence of sampled ports where the first N − n + 1 output
ports are the same, whereas after this the sampled sequence gets each time a new output port. The
first (N − n + 1)M computations of permanents of rank 1 for different output ports 1 ≤ l ≤ M are
dominated by the term
∑
K MK =MN
2 in Eq. (16). We have therefore C ≥ Clb with
Clb = Ω
(
MN2 +
N∑
K=N−n+2
K2K−N+n−1
)
= Ω
(
N2n +MN2
)
, (17)
which reduces to the estimate found in Ref. [46] in the case of vanishing density ρ ≪ 1/N (when
n = N).
Now consider the upper bound on the number of computations C(K)m at each step K = |m|. To
derive an upper bound we can drop the denominator in Eq. (6) (see also the discussion at the end of
section 2) to get a simpler upper bound on the number of computations C(K)m = O
(
N
∏M
l=1(ml + 1)
)
.
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Then the number of computations C(K)m for the steps K and K + 1 are related as follows (except a
constant factor, omitted for simplicity)
C(K)
m
=
K
K + 1
m
(K)
l + 1
m
(K)
l + 2
C(K+1)
m
≤ K
K + 1
m+ 1
m+ 2
C(K+1)
m
=
K
N
(
m+ 1
m+ 2
)N−K
C(N)
m
, (18)
where l is the output port to which a boson is added in the step K+1 and m is the maximal bunching
at an output port, which is given by Eq. (8) of section 2. Therefore, with probability 1− ǫ, the total
number of computations satisfies C ≤ Cub, where
Cub = O
(
N∑
K=1
C(K)
m
+MN2
)
= O
(
mC(N)
m
+MN2
)
(19)
and m is given by Eq. (8). Recalling theorem 1 of section 3, we have the following result.
Theorem 2 For any ǫ > 0 with the probability at least 1 − ǫ in the Haar measure over unitary
networks the number of classical computations C required to produce a single sample from the output
distribution of quantum interference of N indistinguishable bosons on a randomly chosen unitary
network with M ≥ N input and output ports satisfies as N →∞
Ω
(
N2
1−δ
1+ρN +MN2
)
≤ C ≤ O
(
mN (1 + r)
N
r +MN2
)
,
δ =
√
4(1 + ρ)
N
ln
(
2
ǫ
)
, r = max
(
1,
1 + ρ
1 + δ
)
, m .
ln
(
N
ρǫ
)
ln
(
1+ρ
ρ
) . (20)
Note that, for N ≫ 1 and a fixed ǫ, r is a growing function of ρ, whereas (1 + r) 1r is monotonously
decreasing with the lower bound for r = 2 (for ρ = 1 and δ = 0) being
√
3 ≈ 1.73. In its turn, 2 1−δ1+ρ
is also decreasing with ρ with the minimum (for ρ = 1 and δ = 0)
√
2 ≈ 1.41.
The upper and lower bounds of theorem 2 reduce to the estimate of Ref. [46], C = O(N2N+N2M),
in the no-collision (vanishing density) regime with ρ ≪ 1/N . From the lower bound in Eq. (20) one
can conclude that for N ≫ 1 the N -boson quantum interference in the finite density regime is at least
as hard to simulate classically as that in the no-collision with N ≈ N/(1 + ρ) bosons.
5 Open problems
In the present work we have focused on single bosons at the input of a unitary multiport, however,
one can adopt the results for arbitrary Fock states at the input. We are bound by the modified Glynn
formula Eq. (5), which uses either repeated columns or rows to obtain a speed up over the usual
Glynn formula [9]. For arbitrary Fock state at the input, n = (n1, . . . , np), n1+ . . .+np = N , instead
of Eq. (6), where only the column multiplicity, m = (m1, . . . ,mq), m1 + . . . + mq = N , is taken
into account, one can consider the minimum runtime for either columns or rows, i.e., the number of
computations that replaces Eq. (6) reads
Cn,m = O
(
Nmin
{∏p
k=1(nk + 1)
min(nk + 1)
,
∏q
l=1(ml + 1)
min(ml + 1)
})
. (21)
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It is left as an open question if there is a more advanced generalisation of Glynn method, or that of
Eq. (5), that requires smaller number of computations in the case of Fock states at the input than
the estimate given by Eq. (21).
Another open question is direct estimate of the tails of the probability distribution of output ports
occupied by bosons, Eq. (10), instead of using the binomial distribution which results in sufficient
but not necessary bounds on the tails. With the direct estimate of the tails, tighter bounds on the
number of computations (i.e., smaller gaps between lower and upper bound), than those in theorems
1 and 2, could be obtained. Moreover, this would allow to generalise the estimate on the complexity
of theorems 1 and 2 of sections 3 and 4 to arbitrary (non-fractional) density of bosons ρ = N/M ,
i.e., for the case of Fock states input with M < N . Indeed, to prove the theorems we have used the
auxiliary binomial distribution in section 3 which bounds the tails of the distribution of the number of
ports n occupied by bosons only if n ≤ M , e.g., the important step given by Eq. (13), which defines
the tails, has solutions only for ρ ≤ 1.
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