In this paper, we introduce a 3D convolutional neural network (CNN)-based method to segment point clouds obtained by mobile laser scanning (MLS) sensors into nine different semantic classes, which can be used for high definition city map generation. The main purpose of semantic point labeling is to provide a detailed and reliable background map for selfdriving vehicles (SDV), which indicates the roads and various landmark objects for navigation and decision support of SDVs. Our approach considers several practical aspects of raw MLS sensor data processing, including the presence of diverse urban objects, varying point density, and strong measurement noise of phantom effects caused by objects moving concurrently with the scanning platform. We also provide a new manually annotated MLS benchmark set called SZTAKI CityMLS, which is used to evaluate the proposed approach, and to compare our solution to various reference techniques proposed for semantic point cloud segmentation. Apart from point level validation we also present a case study on Lidar-based accurate self-localization of SDVs in the segmented MLS map.
I. INTRODUCTION
S ELF-localization and scene understanding are key issues for self-driving vehicles (SDVs), especially in dense urban environments. Although the GPS-based position information is usually suitable for helping human drivers, its accuracy is not sufficient for navigating a SDV. Instead, the accurate position and orientation of the SDV should be calculated by registering the measurements of its onboard visual or range sensors to available 3D city maps [1] .
Mobile laser scanning (MLS) platforms equipped with time synchronized Lidar sensors and navigation units can rapidly provide very dense and feature rich point clouds from large environments (see Fig. 1 ), where the 3D spatial measurements are accurately registered to a geo-referenced global coordinate system [2] - [4] . In the near future, these point clouds may act as a basis for detailed and up-to-date 3D High Definition (HD) maps of the cities, which can be be utilized by self driving vehicles for navigation, or by city authorities for road network management and surveillance, architecture or urban planning. However, all of these applications require semantic labeling of the data (Fig. 2) . While the high speed of point cloud acquisition is a clear advantage of MLS, due to the huge data size yielded by each daily mission, applying efficient automated data filtering and interpretation algorithms in the processing side is crucially needed, which steps still introduce a number a key challenges. This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Taking the raw MLS measurements, one of the critical issues is the phantom effect caused by independent object motions ( Fig. 3 ). Due to the sequential nature of the environment scanning process, scene objects moving concurrently with the MLS platform (such as passing vehicles and walking pedestrians) appear as phantom-like longdrawn, distorted structures in the resulting point clouds [5] . It is also necessary to recognize and mark all movable scene elements such as pedestrians, parking vehicles [3] or trams from the MLS scene. On one hand, they are not part of the reference background model, thus these regions must be eliminated from the HD maps. On the other hand, the presence of these objects may indicate locations of sidewalks, parking places etc. Columnshaped objects, such as poles, traffic sign bars [2] , tree trunks are usually good landmark points for navigation. Finally, vegetation areas (bushes, tree foliage) should also be specifically labeled [4] : since they are dynamically changing over the whole year, object level change detection algorithms should not take they into account.
To address the above complex multi-class semantic labeling problem we introduce a new 3D convolutional neural network (CNN) based approach to segment the scene in voxel level, and for testing the approach, we present the SZTAKI CityMLS benchmark set containing different labeled scenes from dense urban environment. Differently from previously proposed general point cloud labeling frameworks [6] , [7] , the present approach is focusing on challenging issues of MLS data processing in self-driving applications. For this reason, apart from a detailed comparative evaluation of the proposed segmentation method versus existing reference techniques, we also present a case study on Lidar based accurate self-localization of SDVs in the segmented MLS map, showing qualitatively and quantitatively the advantages of the improvements.
II. RELATED WORK
While a number of various approaches have already been proposed for general point cloud scene classification, they are not focusing on all practical challenges of the above introduced worklfow of 3D map generation from raw MLS data. In particularly, only a few related works have discussed the problem of phantom removing. Point-level and statistical feature based methods such as [8] and [9] examine the local density of a point neighborhood, but as noted in [10] they do not take into account higher level structural information, limiting the detection rate of phantoms. The task is significantly facilitated if the scanning position (e.g. by tripod based scanning [11] ) or a relative time stamp (e.g. using a rotating multi-beam Lidar [12] ) can be assigned to the individual points or point cloud frames, which enables the exploitation of multi-temporal feature comparison. However, in case of our examined MLS point clouds no such information is available, and all points are represented in the same global coordinate system.
Several techniques extract various object blob candidates by geometric scene segmentation [2] , [13] , then the blobs are classified using shape descriptors, or deep neural networks [13] . Although this process can be notably fast, the main bottleneck of the approach is that it largely depends on the quality of the object detection step.
Alternative methods implement a voxel level segmentation of the scene, where a regular 3D voxel grid is fit to the point cloud, and the voxels are classified into various semantic categories such as roads, vehicles, pole-like objects, etc. [4] , [14] , [15] . Here a critical issue is feature selection for classification, which has a wide bibliography. Handcrafted features are efficiently applied by a maximum-margin learning approach for indoor object recognition in [16] . Covariance, point density and structural appearance information is adopted in [17] by a random forest classifier to segment MLS data with varying density. However, as the number and complexity of the recognizable classes increase, finding the best feature set by hand induces challenges.
3D CNN based techniques have been widely used for point cloud scene classification in the recent years, following either global or local (window based) approaches. Global approaches consider information from the complete 3D scene for classification of the individual voxels, thus the main challenge is to keep the time and memory requirements tractable in large scenes. The OctNet method implements a new complex data stucture for efficient 3D scene representation which enables the utilization of deep and high resolution 3D convolutional networks [6] . From a practical point of view, by OctNet's training data annotation operators should fully label complete point cloud scenes, which might be an expensive process.
Sliding window based techniques are usually computationally cheaper, as they move a 3D box over the scene, using locally available information for the classification of each point cloud segment. The Vote3Deep [14] assumes a fixedsize object bounding box for each class to be recognized, which might be less efficient if the possible size range of certain objects is wide. A CNN based voxel classification method has recently been proposed in [15] , which uses purely local features, coded in a 3D occupancy grid as the input of the network. Nevertheless, they did not demonstrate the performance in the presence of strong phantom effects, which require accurate local density modeling [9] , [10] .
The multi-view technique [18] projects the point cloud from several (twelve) different viewpoints to 2D planes, and trains 2D CNN models for the classification. Finally, the obtained labels are backprojected to the 3D point cloud. This approach presents high quality results on synthetic datasets and in point clouds from factory environments, where due to careful scanning complete 3D point cloud models of the scene objects are available. Application for MLS data containing partially scanned objects is also possible, but the advantages over competing approaches are reduced here [18] . PointNet++ [7] introduces a hierarchical neural network for point set classification. The method takes random samples within a given radius of the examined point, so it does not exploits density features. Results are demonstrated on synthetic and indoor data samples, with dense and accurate spatial data and RGB color information.
The Similarity Group Proposal Network (SGPN) [19] uses PointNet++ as a backbone feature extractor, and presents performance improvement by adding several extra layers to the top of the network structure. However as noted by the authors, SGPN cannot process large scenes on the order 10 5 or more points [19] , due to using a similarity matrix whose size scales quadratically as the number of points increases. This property is disadvantageous for MLS data processing, where a typical scene may contain over 10 7 points.
The Sparse Lattice Network (SPLATNet 3D ) [20] is a recent technique which able to deal with large point cloud scenes efficiently by using a Bilateral Convolution Layer (BCL). SPLATNet 3D [20] projects the extracted features to a lattice structure, and it applies sparse convolution operations. Similarly to voxel based approaches, the lattice structure implements a discrete scene representation, where one should address under-and oversegmentation problems depending on the lattice scales.
III. BENCHMARK ISSUES
A number of benchmark sets have already been published for 3D point cloud segmentation in urban environment, including MLS datasets Oakland [21] (1.6M points), Paris-rue-Madame (20M points) [22] and data from the IQmulus & TerraMobilita Contest (12M labeled points) [23] . However, their available annotated segments are relatively small, which make the development of supervised classification algorithms less relevant due to overfitting problems.
The Semantic3D.net benchmark [24] contains a considerable larger set of labeled data, however it has been created with static terrestrial laser scanners (TLS) which produce more accurate and in certain regions significantly denser point clouds than MLS. As shown in Fig. 4 the point density of a single TLS sensor is steeply decreasing as a function of the distance from the sensor, while applying mobile scanning, we can obtain a more uniform, but generally lower point density in the same region. In addition, the density characteristic of a large point cloud segment obtained by TLS from multiple scanning positions is strongly varying, since TLS operators may follow arbitrary trajectories and timing constraints during the scanning mission. Therefore, comparing two different TLS datasets may show significant differences, even if they have been recorded by the same scanner, but for different purpose or by different operators. As a consequence, developing widely usable object detection methods for largescale TLS datasets needs careful practical considerations.
On the other hand, MLS scene segmentation is today a highly relevant field of research, with strong industrial interest. In MLS data recording, the car passes with a normal 30-50 km traveling speed, following a more predictable trajectory (usually scans are preformed in both directions for a two-way road), therefore the effects of the driving dynamics on the obtained point cloud can be indirectly incorporated into the learning process. However, compared to TLS data, ghost filtering is more difficult, and the measurement noise is higher. In this paper, we utilize MLS data captured by a Riegl VMX-450 for real industrial usage by the Road Management Department of the Budapest City Council. Our new SZTAKI CityMLS dataset contains in total around 327 Million annotated points from various urban scenes, including main roads with both heavy and solid traffic, public squares, parks, and sidewalk regions, various types of cars, trams and buses, several pedestrians and diverse vegetation.
As shown in Fig. 5 the data characteristic of SZTAKI CityMLS is significantly different from TerraMobilita and Paris-rue-Madam data, making the proposal of the new benchmark indeed relevant. While Paris-rue-Madame database contains the most dense point clouds, due to registration issues of the recorded Rotating Multi-beam Lidar (Velodyne) frames, the obtained point cloud is quite noisy. On the other hand, the TerraMobilita database was captured with multiple 2D laser scanners yielding accurate spatial point cloud coordinates, but the measurements are sparse: depending on the speed of the scanning platform smaller objects may be composed of a few line segments only. As for SZTAKI CityMLS, the Riegl VMX-450 scans are well suited to industrial applications requiring dense, accurate and notable homogeneous point clouds.
IV. PROPOSED APPROACH
In the paper, we propose a new 3D CNN based semantic point cloud segmentation approach, which is adopted to dense MLS point clouds of large scale urban environments, assuming the presence of high variety of objects, with strong and diverse phantom effects. The present technique is based on our earlier model [5] specifically developed for phantom detection and removal, which we extend here for recognizing nine different semantic classes required for 3D map generation: phantom, tram/bus, pedestrian, car, vegetation, column, street furniture, ground and facade. As main methodological differences from [5] , our present network uses a two channel data input derived from the raw MLS point cloud featuring local point density and elevation; and a voxel based space representation, which can handle the separation of tree crowns or other hanging structures from ground objects more efficiently than the pillar based model of [5] . To keep the computational requirements low, we implemented a sparse voxel structure avoiding unnecessary operations on empty space segments.
A. Data Model for Training and Recognition
Data processing starts with building our sparse voxel structure for the input point cloud, with a fine resolution (used λ = 0.1m voxel side length). During classification we will assign to each voxel a unique class label from our nine-element label set, based on majority votes of the points within the voxel.
Next we assign two feature channels to the voxels based on the input cloud: point density, taken as the number of included points, and mean elevation, calculated as the average of the point height values in the voxel.
The unit of training and recognition in our network is a K ×K ×K voxel neighborhood (used K = 23), called hereafter training volume. To classify each voxel v, we consider the point density and elevation features in all voxels in the v-centered training volume, thus a given voxel is labeled based on a 2-channel 3D array derived from K 3 local voxels. The proposed 3D CNN model classifies the different training volumes independently. This fact specifies the roles of the two feature channels: while the density feature contributes to model the local point distribution within each semantic class, the elevation channel informs us about the expected (vertical) locations of the samples regarding the different categories, providing impression from the global position of the data segment within the large 3D scene. Fig. 6 demonstrates various training volumes, used for labeling the central voxel highlighted with red color. As we consider relatively large voxel neighborhoods with K · λ (here: 2.3m) side length, the training volumes often contain different segments of various types of objects: for example, Fig These variations add supplementary contextual information to the training phase beyond the available the density and elevation channels, making the trained models stronger.
B. 3D CNN Architecture and Its Utilization
Our proposed 3D CNN network implements an end-to-end pipeline: the feature extractor part (combination of several 3D convolution, max-pooling and dropout layers) optimizes the feature selection, while the second part (fully connected dense layers) learns the different class models. Since the size of the training data (23 × 23 × 23) and the number of classes (9) Fig. 7 . Structure of the proposed 3D convolutional neural network, containing three 3D convolutional layers, two max-pooling and two dropout layers. The input of the network is a K × K × K voxel (used K = 23) data cube with two channels, featuring density and point altitude information. The output of the network is an integer value from the set L = 0.. 8. are quite small, we construct a network with a similar structure to the well known LeNet-5 [25] , with adding an extra convolution layer and two new dropout layers to the LeNet-5 structure, and exchanging the 2D processing units to the corresponding 3D layers. Fig. 7 demonstrates the architecture and the parameters of the trained network. Each convolution layer uses 3 × 3 × 3 convolution kernels and a Rectified Linear Unit (ReLu) activation function, while the numbers of filters are 8, 16 and 32 in the 1st, 2nd and 3rd convolution layer, respectively. The output layer is activated with a Softmax function. To avoid overfitting, we use dropout regularization technique, randomly removing 30% of the connections in the network. Moreover to make our trained object concepts more general, we clone and randomly rotate the training samples around their vertical axis several times. The network is trained with Stochastic Gradient Descent (SGD) algorithm, and we change the learning rate in the training epochs as a function of the validation accuracy change.
To segment a scene, we move a sliding volume across the voxelized input point cloud, and capture the K × K × K neighborhood around each voxel. Each neighborhood volume is separately taken as input by the CNN classifier, which predicts a label for the central voxel only. As the voxel volumes around the neighboring voxels strongly overlap, the resulting 3D label map is usually smooth, making possible object or object group extraction with conventional region growing algorithms (see Fig. 2, 8 ).
V. EXPERIMENTAL RESULTS AND EVALUATION

A. Point Cloud Annotation and Training
Large-scale MLS scene annotation is a crucial step in deep learning based approaches. For this reason, we developed a user friendly 3D point cloud annotator tool, that allows operators to label arbitrary shaped 3D volumes quickly. We assigned unique labels to occupied voxels of the scene, using 10cm voxels which determines the spatial accuracy of annotation. In one step, the operator can mark a rectangle area on the screen, which defines with the actual viewpoint a 3D pyramid volume in scene's 3D coordinate system. Then, the annotated volume can be created through a combination of union and intersection operations on several pyramids. With this tool we manually labeled around 327M points over a 30.000 m 2 area of the city, with more than 50m elevation differences, using the earlier defined nine classes. As a result of annotation, we created a new benchmark set called SZTAKI CityMLS. 1 Next, we divided our data into three non-overlapping segments used for training, validation and test, respectively. For training data generation, we randomly selected 100.000 voxels from each class's representative region in the training segment of the labeled data, and extracted the 2-channel K × K × K voxel volumes around each training sample, which were used as the local fingerprints of the corresponding point cloud parts. This selection yielded in total 900.000 volumes, used for training the network. During the training process, we tuned the parameters of the classifier on a validation set, which contains 20.000 samples from each class, selected from the validation segment of the point cloud.
The quantitative performance evaluation of the network is performed on an independent test set (without any overlap with the training and the validation sets), including two million voxel volumes extracted from the test segment of the point cloud, representing the classes evenly.
B. Hyperparameter Tuning
Voxel size λ and dimension of the data sample cube (K ) are two important hyperparameters of the proposed model, which have to be carefully tuned with respect to the data density and the recognizable classes. We have optimized these parameter with a grid search algorithm, which yielded an optimum of λ = 0.1m and K = 23, regarding our Riegl VMX-450 data, as mentioned in Sec. IV-A. For further analysis, Table I shows the model performance as a function of different λ voxel size settings, with a fixed K = 23 value. We can observe a maximal performance at λ = 0.1m. Using smaller voxels, the model tends to oversegment the scene, while adopting a too large voxel size, the CNN-based label prediction yields coarse region boundaries. On the other hand, Table II demonstrates the dependence of the results on the data cube's side length (K ), with choosing a constant voxel grid resolution of λ = 0.1m. Using significantly smaller kernels than the optimal K = 23, the model can only consider small local voxel neighborhoods, which do not enable efficient contextual modeling. However, in cases of too large kernels, the training/test samples may contain significant noise and irrelevant background segments, which fact often leads to overfitting problems.
C. Evaluation and Comparison to Reference Techniques
We evaluated our proposed method against four reference techniques in qualitative and quantitative ways on the SZTAKI CityMLS dataset. First, we tested a single channel 3D CNN [15] , which uses a 3D voxel occupancy grid (OG) as input (OG-CNN). Second, we implemented a multi-view method based on [18] , that projects the point cloud onto different planes, and achieves CNN classification in 2D. Third, we tested the PointNet++ [7] deep learning framework, using their publicly available source code. Finally we adopted the implementation of SPLATNet 3D [20] , by applying two different feature selection strategies. Fig. 8 shows a sample scene for qualitative comparison of the manually edited Ground Truth, the outputs of the OG-CNN, multi-view and PointNet++ methods, and the result of the proposed two channel C 2 CNN technique. We also evaluated the proposed and the reference methods in a quantitative way. Table III shows the voxel level precision (Pr), recall (Rc) and F-rates (F-r) for each class separately as well as the overall performance weighted with the occurrence of the different classes. Note that Table III does not contain the values obtained regarding facades and ground, which classes proved to be quite easy to recognize for the CNN network (over 98% rates), thus their consideration could yield overrating the performance of the object discrimination abilities of the method.
By analyzing the results, we can conclude that the proposed C 2 CNN can classify all classes of interest with an F-rate larger than 83%. The precision and recall rates for all classes are quite similar, thus the false negative and false positive hits are nearly evenly balanced. The two most efficiently detected classes are the tram/bus, whose large planar sides are notably characteristic, and vegetation, which usually correspond to unorganized point cloud segments on predictable positions (bushes on street level and tree crowns at higher altitude). Nevertheless, classes with high varieties such as phantoms, pedestrians and cars are detected with 85-87% F-rates, indicating balanced performance over the whole scene. Since SPLATNet is able to consider both geometry and color information associated to the points, we tested this approach with two different configurations. SPLATNet xyz deals purely with the Euclidean point coordinates (similarly to C 2 CNN and all other listed reference techniques), while SPLATNet xyz rgb also exploits rgb color values associated to the points. As the results confirm in the considered MLS data SPLATNet xyz proved to be slightly more efficient, which is a consequence of the fact, that automated point cloud texturing is still a critical issue in industrial mobile mapping systems, which is affected by a number of artifacts. The overall results of the four reference techniques fall behind our proposed method with a margin of 14.8% (OG-CNN), 17.4% (multiview), 3.8% (PointNet++), and 5% (SPLATNet xyz ) respectively. While the overall Pr and Rc values of all references are almost equal again, there are significant differences between the recognition rates of the individual classes. The weakest point of all competing methods is the recall rate of phantoms, which class has diverse appearance in the real measurements due to the varying speed of both the street objects and the scanning platform. For (static) cars, the recall rates are quite high everywhere, but due to their confusion with phantoms, there are also many false positive hits yielding lower precision. By OG-CNN, many pedestrians are erroneously detected in higher scene regions due to ignoring the elevation channel, which provides some global position information for the C 2 CNN model, meanwhile preserving the quickness of detection through performing local calculations only.
Apart from the above detailed evaluation on the SZTAKI CityMLS dataset, we also tested our method on various existing point cloud benchmarks mentioned in Sec. III. On one hand, we trained the C 2 CNN method on the annotated part of the TerraMobilita dataset [23] , and predicted the class labels for different test regions. Some qualitative results of classification are shown in Fig. 10 , which confirm that our approach could be suited to this sort of sparser measurement set as well, however the number of annotated street objects for training should be increased to enhance the results. We can expect similar issues regarding the Paris-rue-Madame dataset [22] , while our model does not suite well the Semantic3D.net data [24] , where the point cloud density is drastically varying due to usage of static scanners.
Next, we demonstrate that our method can also be adopted to the Oakland point clouds [21] . Since that dataset is very small (1.6M points overall), we took a C 2 CNN network pre-trained on our SZTAKI CityMLS dataset, and fine tuned the weights of the model using the training part of the Oakland data. Generally, the Oakland point clouds are sparser, but have a more homogeneous density than SZTAKI CityMLS. As sample results in Fig. 11 confirm, our proposed approach can efficiently separate the different object regions here, although some low-density boundary components of the vehicles may erroneously identified as phantoms. Using the Oakland dataset, we can also provide quantitative comparison between the C 2 CNN method, the reference techniques from Table III , and also the Max-Margin Markov Network (Markov) based approach presented in [21] . Table IV shows again the superiority of C 2 CNN over all references. Both Markov [21] and the C 2 CNN methods are able to identify the vegetation, ground and facade regions with around 95-98% accuracy, but for pole-like objects, street furniture and vehicles the proposed method outperforms the reference technique with 8-10%. 
D. Failure Case Analysis of the PointNet++ the SPLATNet 3D and the Proposed C 2 CNN Methods
In Fig. 9 , we demonstrate typical failure scenarios of PointNet++, SPLATNet 3D and the proposed C 2 CNN, which are the three most successful methods according to Table III . Experimental performance evaluation of PointNet++ and SPLATNet 3D in their presenting articles [7] , [20] has been restricted to indoor scenes, synthetic databases, or TLS based facade point clouds which are not affected by motion artifacts or heavy occlusion effects. As emphasized in Sec. I and III MLS data of the new SZTAKI CityMLS benchmark has significantly different characteristic from the existing datasets, and it presents particularly challenging issues such as phantoms, incomplete object segments and multiple occlusions between street objects and the 3D background scene.
Some limitations of the PointNet++ approach are shown in three point could segments in Fig. 9 (a)-(f) with comparative results obtained by proposed C 2 CNN technique.
Since PointNet++ is trained on local point neigborhoods, large phantom regions with inhomogeneous point density often mislead the process (Fig. Fig. 9(a) ). On the other hand, without explicitly considering the global position information, pedestrians, phantoms or street furniture may be also detected on the height level of the tree crowns or street lamps ( Fig. 9(c) ). In other cases large planar vehicle parts may be confused with building facades ( Fig. 9(e) ).
By testing the SPLATNet 3D , we have observed that even with optimized lattice scale settings, it often oversegments compact objects such as vehicles ( Fig. 9 (g), 9(i)). For example it may classify the border of a bus window as a column, or classify some planar vehicles segments as facade. In addition, a number of pedestrians are divided into two different regions ( Fig. 9(k) ), so that their upper parts are correctly predicted as pedestrians, but the legs are recognized as columns.
Minor over-or undersegmentation issues may also appear by applying the proposed C 2 CNN approach, however we have observed that with the chosen 0.1m voxel resolution, the separation of the different MLS scene regions has been more efficient than by using the considered reference techniques (see Fig. 9 (b)(d)(f)(h)(j)(l)). The last row of Fig. 9 demonstrate two failure cases of C 2 CNN: the head of a traffic sign occluded by a tree crown cannot be detected ( Fig. 9(m) ), and a street column surrounded by multiple people cannot be separated from the pedestrian regions ( Fig. 9(p) ).
Note that the obtained voxel classification results can be further improved by simple spatial operations such as median filtering applied on local voxel neighborhoods. In addition, some false alarms may be removed in post processing, by adopting prior shape, size and location constraints for the detected object regions, upon available top-down knowledge about the scene.
E. Implementation Details and Running Time
We implemented our training pipeline in Python using Keras and Tensorflow backend, while the further algorithmic modules were developed in C++ using OpenGL. Training the C 2 CNN on the SZTAKI CityMLS dataset took around 36 hours, using a Nvidia Geforce GTX 1080 GPU with 8GB device and 64GB main memory. The label prediction step takes less than 10 −4 seconds for a 2-channel 23 × 23 × 23 training volume. As an example, by processing a complete scene with ground area 56 m × 111m, 19M included points and 0.1m voxel resolution, our sparse voxel based space representation yielded 1.75M voxels, thus the overall label prediction took around 3 minutes.
We have measured the prediction time of the PointNet++, SPLATNet 3D and the proposed C 2 CNN techniques on a selected test scene containing 25 million points. We have experienced that while the PointNet++ showed the highest time complexity (563 sec), the running time of SPLATNet 3D (198 sec) and the proposed approach (153 sec) proved to be notably shorter. As for the time complexity of the training step, our network is significantly quicker than the two reference methods due to its smaller structure.
F. Case Study on Vehicle Localization Based on the Semantically Labeled MLS Point Cloud
In this section, we provide a proof-of-concept validation for the efficiency of the proposed semantic point cloud classification approach in an automotive application. The discussed task is real-time decimeter-accurate localization, and orientation estimation of a self-driving vehicle (SDV) in the MLS point cloud map of the city, using the measurements of a rotatingmulti-beam (RMB) Lidar sensor mounted on the top of the SDV [26] . In dense urban areas, such as the downtown of Budapest, Hungary, one can experience that commercial Global Positioning Systems (GPS) can often only provide position information with large inaccuracies (1-10 m). In order to correct the error of the initial GPS based transformation we proposed a low-cost method [1] , [27] which is able to precisely register the sparse and inhomogeneous RMB Lidar point clouds of the SDV to a dense geo-referenced point cloud which can be obtained by a MLS mapping system: To reduce the complexity of the algorithm first we fit a rectangular 2D grid onto the horizontal plane and we project all the 3D points to the corresponding 2D grid cell. In the next step the blobs of the estimated obstacles are separated both in the sparse RMB Lidar point clouds and in the dense MLS map, using an adaptive connected component extraction algorithm applying structure-based merge and split steps. The core of the registration method is a quick object-level transformation estimation algorithm between the point clouds in the Hough domain, relying on several automatically extracted feature points [1] . Contrary to point level point cloud registration techniques such as the Iterative Closest Point (ICP) or the Normal Distributions Transform (NDT) [27] , the proposed method [1] works in real-time, and it is able to manage arbitrary initial rotation differences between the two point clouds, as well as an initial translation error up to 10 − 15m.
However, the above registration algorithm is based on the assumption that the reference landmark objects extracted from the MLS map correspond in majority to static and permanent scene elements (such as lamp posts, tree trunks, kiosks etc), while all the phantoms, and moving or movable objects of the MLS point cloud appear as noise factors during the estimation of the right transform. Obviously, all scanning artifact have a great effect on the object assignment step, e.g. erroneously matching several phantoms in the MLS maps to static or dynamic objects of the RMB Lidar frames may increase the evidence of false global transforms in the Hough space. For this reason, semantic preliminary labeling of the MLS reference map is a critical step for this application. Fig. 12 demonstrates the improvements on the registration results by exploiting the labels obtained by the proposed C 2 CNN approach. In all subfigures, the RMB Lidar point cloud of the SDV is shown in red, while the MLS point cloud is displayed with the remaining different colors corresponding to the obtained C 2 CNN-labels. The top row shows the purely GPS based alignment of the two point clouds, the only difference is that while Fig. 12 (a) displays all points of the original MLS data, Fig. 12(b) contains the filtered static MLS regions only. We can observe here initial translation and rotation errors of around 7 meters and 8.5 degrees, respectively. The bottom row visualizes the registration results. In case of Fig. 12 (c) the complete MLS point cloud was used as input of the registration [1] , yielding notable inaccuracies. On the other hand, if we eliminate all phantoms and movable objects from the MLS map with C 2 CNN, the registration process provides a successful output as shown in Fig. 12(d) .
We also measured the advantages of the C 2 CNN filter on registration accuracy in a quantitative way. We run the same registration algorithm [1] between the actual RMB Lidar frame THE RAW MLS POINT CLOUD, THE SEMANTICALLY  LABELED CLOUD USING THE PROPOSED C 2 CNN APPROACH, AND THE MANUALLY LABELED DATA, RESPECTIVELY and the MLS scenes in three configurations, using as reference map (i) the raw MLS point cloud, (ii) the static point cloud filtered by C 2 CNN, and the (iii) manually filtered static point cloud. We divided the point cloud scenes for registration evaluation into different tests set: based on location category we distinguished narrow streets, main roads and large crossroads, while we also separated MLS scenes with dense and sparse phantom effects, respectively. The resulting registration errors in offset (s) and rotation (rot) are shown in Table V . We can see that the C 2 CNN-based semantic filtering process significantly decreased the registration inaccuracies compared to the raw MLS data input, and the result's accuracy is very close to the output got by the utilization of the manually filtered map. The improvements are particularly significant in main roads and crossroads, where the presence of false landmarks is stronger without semantic labeling, and in the selected scenes with large phantom regions which could mislead the matching step working on raw data.
VI. CONCLUSION
We proposed a new 2-channel 3D CNN based technique to segment point cloud scenes obtained by Mobile Laser Scanning into nine different classes relevant for 3D High Definition city map generation. We have validated the efficiency of the approach in diverse and real test data from various urban environments, and demonstrated its advantages versus three baseline approaches. Additionally we introduced a potential real-life application for car self-localization of the proposed method. The authors would like to thank Budapest Közút Zrt for the provision of MLS test data.
