Abstract-A Popov criterion is derived for systems with slowly timevarying parameters. The parameters and their time derivatives are assumed to take values in convex polytopes.
I. INTRODUCTION
We consider stability of the system _x = (A + B1(t)C)x; x(0) = x 0 ; (1) where A 2 R n2n is Hurwitz, B 2 R n2m , and C 2 R l2n . The perturbation 1(t) is a slowly time-varying uncertainty. We assume that 1(t) 2 C 1 and _ 1(t) 2 C 2 for all t 0, where C 1 =cof1 1 ; 111 ; 1 N g R m2l C2 =cof1; 111 ; Ng R m2l :
In other words C 1 and C 2 are the polytopes defined as the convex hulls of the vertices 11; 111; 1N and 1; 111; N, respectively. We assume that 0 2 C 1 and 0 2 C 2 .
We will use the theory of integral quadratic constraints to obtain a Popov criterion for the system in (1) . The main contribution of the paper is in this respect not the Popov criterion itself but the multipliers that are used. These multipliers can be reused in analysis of more complex systems. We refer to [1] for a discussion.
A different stability criterion for systems of essentially the same form as (1) was derived in [2] . The criteria in [2] involves frequency shifted dynamic multipliers. Assumptions on polytopic structure for parametric uncertainty and time-varying parameters have also gained recent interest in, for example, [3] and [4] . Recent Popov criteria for multivariable systems with parametric uncertainty can be found in [5] - [7] . A main motivation behind these papers, as well as behind our paper, is that such Popov criteria are computationally inexpensive and thus applicable to large size systems.
II. PRELIMINARIES
The idea behind the IQC methodology is to find multiplier descriptions of the uncertain part of the system. We will use multipliers that consist of a constant part M = M Proof: This is a special case of the main result in [8] ; see also [9] . It can also be derived along the lines of [1, Corollary 4] . Note that the system in (1) is well-posed since the right-hand side is Lipschitz continuous.
III. MAIN RESULT
Theorem 2: Consider the system in (1) when 1(t) 2 C1 and _ 1(t) 2 C 2 . Let X = X 
To see this let us define the functions 
:
We note that X 0 implies that F 2 is a concave function. Hence, by condition 3) and the assumptions on 1(t) it follows that F 2 (1(t); _ 1(t)) 0. for all y such that y; _y 2 L l 2 [0; 1). We can use = maxi (1 T i 3).
The equality follows from integration by parts and condition 2). The inequality follows since y( ) ! 0 as ! 0 and since the second integral is positive.
To finish the proof we first notice that 1(t) 2 C 1 and _ 1(t) 2 C 2 for all 2 [0; 1]. This follows from the convexity of C 1 and C 2 and since zero is contained in these sets. By use of this property we see that for every 2 [0; 1], the operator 1 satisfies the IQC defined by the multiplier in (3). Hence, the conditions of Theorem 1 are satisfied. This concludes the proof.
The frequency domain inequality (2) is via the KalmanYakubovich-Popov Lemma (KYP) equivalent to a linear matrix inequality (LMI); see for example [10] or [11] . The stability criterion in Theorem 2 can thus be verified with the following two-step algorithm.
Step 1: Find a structure 3 struc R m2l such that 1 T i 3 = 3 T 1 i ; i= 1; 111; N for all 3 2 3struc.
Step 2: Solve the LMI problem: Find X = X T ; Y; Z = Z T ; P = P T and 3 2 3struc such that X 0, We typically solve the strict versions of these LMI's. A simple numerical example is given below. However, we first want to point out some of the merits of Theorem 2.
1) The LMI's in Step 2 of the algorithm above are not very expensive computationally. The Popov criterion in Theorem 2 is thus attractive for analysis of reasonably large systems, but of course also as a first try for analysis of systems with a small number of uncertain parameters. It is for the latter case useful to combine the multiplier (3) with other multipliers that defines valid IQC's for 1(t). There are many dynamic multipliers for the case when 1(t) is diagonal; see for example [1] , [12] , and the references therein. It should be noted that computations with dynamic multipliers involve the choice of a rational basis function. The size of the matrix P in the corresponding LMI condition for stability will increase with the state-space dimension of the basis. This will severely affect the computational complexity when the basis is large.
2) It is for the case with diagonal 1(t) still advantageous to use full matrices X; Y; and Z rather than block-diagonal ones. This was noted by Scherer in [4] for the case when the uncertainty has arbitrary rate of variation, i.e., when 3 is forced to be zero. This corresponds to the stability criterion in [6] except that we do not constrain the matrices X; Y; and Z to be block diagonal. 4) The use of polytopic descriptions of the uncertainty allow us to consider interesting dependencies between the parameters. For example, let the uncertainty be defined as 1 2 fdiag(1(t); 2(t)): i(t) 2 [01; 1]; _ i(t) 2 [0d; d] i = 1; 2; j 1 (t)j + j 2 (t)j 1g (4) (see also Fig. 1 It can be shown that the two approaches are equivalent in the sense that if either of them proves stability then the other also proves stability. There is, however, an advantage in keeping the rank one structure of the problem since we have less parameters to optimize. Indeed, we save four parameters due to smaller size Y and Z matrices. = fdiag(6kIn ; 6kIn )g, and C2 = fdiag(6b1In , 6b2In )g. We will from now on consider the case when n 1 = n 2 = 1.
Our objective is to find bounds on how large k can be chosen when the system matrices are The numerical results in Table I were obtained by using LMIlab, [13] . A comparison between case 1) and 2) shows that it is better to use full block scalings than diagonal scalings. The use of Popov parameters in the case of slowly time-varying parameters, 3), improves the maximum allowable gain significantly compared to 1) and 2). The last result, 4), shows that the penalty on the X, Y , and Z scalings due to the Popov parameter is small for the slowly time-varying case.
