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Re´sume´
Guided by the concrete examples of cyclotomic units and the ideal
class group in cyclotomic Iwasawa theory, we develop a general tool
for studying descent and codescent, with a special interest in relating
the two of them.
Given any “normic system” A = (An) (that is a collection of Galois
modules plus additional data), attached to a fixed p-adic Lie exten-
sion with Iwasawa algebra Λ, we mainly show that there is a natural
morphism
Rlim
←−
An → RHomΛ(RHomZp(lim−→
An,Zp),Λ)
which can be given a functorial cone measuring the defect of descent as
well as the defect of codescent (for the An’s). Thanks to a sharpening
of the usual Poincare´ duality, this results in an enlightening relation
between these two.
We show in great detail how known results in the cyclotomic si-
tuation fit into this setting, and give a generalization to multiple Zp-
extensions.
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1 Introduction
Soit F un corps de nombres, p un nombre premier, et F∞ = ∪Fn une
extension galoisienne dont le groupe de Galois, note´ Γ, est un groupe de Lie
p-adique de dimension cohomologique finie. Supposons donne´e une collec-
tion A = (An), ou` An est un Zp[Gal(Fn/F )]-module (en pratique d’origine
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arithme´tique, par exemple groupe de classes, unite´s, groupe de Selmer...), mu-
nie a` la fois d’une structure de syste`me inductif et de syste`me projectif, ces
deux structures ve´rifiant une condition naturelle de compatibilite´ normique.
A une telle famille de donne´es (appele´e syste`me normique dans le texte,
cf 2.1), la the´orie d’Iwasawa sugge`re d’associer deux Λ = Zp[[Γ]]-modules :
A∞ := lim
−→
An et X∞ := lim
←−
An. Ide´alement, on aimerait pouvoir reconstruire
la collection des An, au moins asymptotiquement (ie. pour n suffisament
grand) a` partir de la seule donne´e de X∞ et/ou A∞. Dans cette optique, il
est naturel d’e´tudier les applications de descente jn : An → (A∞)
Γn et de
codescente kn : (X∞)Γn → An.
Question 1.1 Que peut-on dire des noyaux et conoyaux de jn (resp. kn)
pour n suffisamment grand ? En reste-t-il une trace sur X∞ (resp. A∞) ?
Malheureusement, la seule donne´e de A∞ etX∞ ne suffit pas a` caracte´riser
un syste`me normique, meˆme asymptotiquement. Aussi on peut se demander
de quelles structures supple´mentaires sont munis les couples (X∞, A∞) pro-
venant d’un syste`me normique. Dans cette direction :
Question 1.2 Quel lien existe-t-il entre X∞ et A∞ (ou plutoˆt son dual) ?
Malgre´ l’inte´reˆt pratique e´vident d’une re´ponse pre´cise et ge´ne´rale a` ces
deux questions, seuls peu d’efforts semblent leur avoir e´te´ consacre´s dans
cette ge´ne´ralite´. On peut citer [Gr] pour une e´tude du noyau et conoyau de
kn (du point de vue des modules de normes universelles) dans le cas Γ ≃ Zp,
lorsque A ve´rifie un certain nombre d’hypothe`ses restrictives, dont celle que
les jn sont des isomorphismes. Dans le meˆme ordre d’ide´es, citons ausi [KY].
Concernant la seconde question, le cas ou` les kn sont des isomorphismes est
e´tudie´ de manie`re syste´matique dans [J3].
En revanche, l’e´tude de ces deux questions pour un syste`me normique
donne´ est une activite´ fre´quente en the´orie d’Iwawasa, si bien qu’on dispose de
nombreux exemples qui peuvent servir de guide a` une the´orie ge´ne´rale. Inspire´
par les me´thodes de [J3] et [Ne], on propose dans cet article un cadre pour
une telle the´orie, et on e´tablit quelques re´sultats pratiques qui permettent
l’unification, et la ge´ne´ralisation de nombreux re´sultats connus.
Pour avoir une premie`re ide´e de ce qu’on peut espe´rer, on s’inspire es-
sentiellement de deux e´tudes paralle`les ([LFMN] pour le groupe de classes
et [NL] pour les unite´s cyclotomiques) dans le cas ou` F∞ = ∪Fn est la
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Zp-extension cyclotomique d’un corps de nombres F (Γ ≃ Zp). On peut re-
formuler quelques re´sultats de la manie`re suivante (cf 6.25 et 6.28 pour des
re´sultats plus exhaustifs) :
Proposition 1.3 ([I1], [LFMN]) Si An = Cl(OFn [
1
p
]) ⊗ Zp, alors il existe
une fle`che naturelle
X∞
αj
→Ext1Λ(HomZp(A∞,Qp/Zp),Λ)
dont le noyau et le conoyau sont pseudo-isomorphes. Si ceux-ci sont finis,
alors Ker αj ≃ lim
←−
Ker jn et Cokerαj ≃ lim
←−
Coker jn ≃ lim
−→
Ker kn.
Proposition 1.4 ([NL], [KN], [Be], [BN]) Supposons F re´el, abe´lien sur Q
et soit An = Cn le Zp-module des unite´s cyclotomiques a` la Sinnott de Fn
(cf. [Si]). Alors il existe une fle`che naturelle, injective et pseudo-surjective :
X∞
αj
→HomΛ(HomZp(A∞,Zp),Λ)
De plus Coker αj ≃ lim
←−
Coker jn ≃ lim
−→
Ker kn.
Ainsi reformule´s, ces re´sultats sugge`rent que pour A quelconque, on de-
vrait pouvoir construire une fle`che
αj : X∞ → RHomΛ(X
∗
∞,Zp))
avec X∗∞ := RHomZp(A∞,Zp), dont “le” coˆne soit relie´ a` la fois au de´faut
de descente et de codescente. La premie`re partie de l’article est consacre´e a`
la construction d’une telle fle`che.
Expliquons brie`vement les ide´es de la construction. D’abord, il convient
de pre´ciser la notion de de´faut de (co)descente : si A = (An) est un syste`me
normique et A∞ = lim
−→
An, il est possible de construire un objet de RΓ(A∞) ∈
Db(ΓC), qui rele`ve la collection des RΓ(Γn, A∞) usuels. Celui-ci est naturel-
lement muni d’une fle`che “de descente” A → RΓ(A∞), dont on construira
un coˆne fonctoriel : C(jA) ∈ D
b(ΓC). C’est cet objet qui encode le de´faut de
descente. Concre`tement la cohomologie de C(jA) est nulle en degre´s < −1,
puis vaut ensuite (Ker jn), (Coker jn), (H
1(Γn, A∞)), (H
2(Γn, A∞)) ... De
manie`re “duale”, on de´finit le de´faut de codescente C(kA) ∈ D
b(ΓC) (ici il
faut prendre certaines pre´cautions, cf texte). On proce`de alors approximati-
vement comme suit :
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- Si An est de la forme RΓ(Γn, A∞) (ie. si C(jA) = 0), on construit un
isomorphisme αj (the´ore`me 3.2).
- Dans le cas cas ge´ne´ral, la de´finition de C(jA) permet de se ramener au cas
pre´ce´dent pour contruire un triangle distingue´ fonctoriel
αj(A) =
(
X∞
αj
→RHomΛ(X
∗
∞,Λ)→ ∆j(A)→ X∞[1]
)
dans lequel ∆j(A) est relie´ explicitement a` C(jA).
- On proce`de de manie`re analogue pour construire un triangle distingue´ fonc-
toriel
αk(A) =
(
X∗∞
αk→RHomΛ(X∞,Λ)→ ∆k(A)→ X
∗
∞[1]
)
dans lequel ∆k(A) est relie´ explicitement a` C(kA).
- Sous l’hypothe`se de finitude ade´quate, on utilise la condition normique de
compatibilite´ entre la structure inductive et projective pour construire un
isomorphisme de triangles : αj(A) ≃ RHomΛ(αk(A),Λ), fonctoriel en A.
En pratique, ces trois dernie`res e´tapes sont mene´es de front et aboutissent
avec l’e´nonce´ et la preuve du the´ore`me principal (4.6). Dans le texte, tout ce
qui pre´ce`de est e´nonce´ dans le cadre plus ge´ne´ral ou` Γ est profini de dimension
cohomologie finie, tel que Λ soit noethe´rien. Lorsque Γ est un groupe de Lie p-
adique de dimension cohomologique finie, alors la dualite´ de Poincare´ permet
d’exprimer de manie`re plus e´clairante le rapport entre descente et codescente
(cf 4.8).
Dans ce qui pre´ce`de, on a ne´glige´ les questions de finitude. On y apporte
une certaine attention dans le texte, notamment pour e´tablir des crite`res de
finitude utiles en pratique.
A ce point, s’impose la question du controˆle de ∆j(A). Ne sachant com-
ment aborder le cas ge´ne´ral, on s’inte´resse au cas particulier ou` An = MΓn
pourM un Λ-module de type fini et Γ ≃ Zp
d, d ≥ 1. Dans cette situation, on
s’attache notamment a` e´tablir un crite`re maniable pour la pseudo-nullite´ des
modules de cohomologie de ∆j(A), ce qui sera utile dans les applications. Il
serait sans doute utile de pousser plus loin l’e´tude embryonnaire commence´e
ici.
Dans le cas particulier ou` Γ ≃ Zp, apparaˆıt un phe´nome`ne nouveau :
lorsque A est un syste`me normique raisonnable, les syste`mes inductifs (resp.
projectif) sous-jacents a` la cohomologie de C(kA) (resp. C(jA)) ont tendance
a` se stabiliser. Lorsque cela se produit (notamment pour les syste`mes nor-
miques usuels provenant de l’arithme´tique) il est inte´ressant de noter que
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l’on peut reconstruire le syste`me normique (An) asymptotiquement a` partir
de la seule donne´e de la fle`che αj : X∞ → RHomΛ(RHomZp(A∞,Zp),Λ). En
pratique, le phe´nome`ne de stabilisation - lorsqu’il se produit - permet surtout
de dresser un tableau ge´ne´ral des relations entre descente, codescente et strc-
ture de X∞ et A∞. A cet e´gard, la proposition 5.23 devrait eˆtre conside´re´e
comme un formulaire.
Pour illustrer nos me´thodes, on donne deux applications :
1. a` l’e´tude du groupe des (p)-classes - note´ Cl′ dans une Zp
d-extension. Outre
une preuve unifie´e de nombreux re´sultats connus, on obtient notamment (cf
6.7) :
- l’existence d’un morphisme lim
←−
Cl′n → HomZp(lim
−→
Cl′n,Qp/Zp) dont le
noyau et le conoyau sont pseudo-isomorphes. Ce re´sultat fait suite aux ten-
tatives pre´ce´dentes de [MC], [LN], [NV] (cf. 6.17), et comple`te [Ne] 9.4.1.
Sa preuve de´pend de l’e´tude de ∆j(A) mentionne´e plus haut ainsi que d’un
re´sultat de [Ne].
- une nouvelle description du sous-module pseudo-nul maximal de lim
←−
Cl′n,
sous (Dec2) (cf texte). L’inte´reˆt de ce re´sultat tient a` sa relation a` la conjec-
ture de Greenberg ge´ne´ralise´e (cf [V2] ou [NV]).
2. a` la the´orie d’Iwasawa cyclotomique d’un corps de nombres abe´lien. Dans
ce cadre on retrouve 1.3 et 1.4 comme cas particuliers de la situation ge´ne´rale
5.23. Cette approche permet notamment de re´pondre a` une question de
[NL]. Cette partie est re´dige´e de manie`re a` ce que la lecture des e´nonce´s
soit inde´pendante du reste du texte.
L’un des objectifs recherche´s dans ces deux applications est une meilleure
compre´hension de la nature (arithme´tique ou alge´brique) des re´sultats connus,
ainsi que les hypothe`ses minimales ne´cessaires a` leur validite´. Pour cette rai-
son, mais aussi pour faire apparaˆıtre plus clairement la ligne conductrice
de notre e´tude, on s’abstiendra d’invoquer les re´sultats pre´existants dont la
preuve rele`ve des me´thodes de ce travail.
En appendice, on donne une construction directe du complexe dualisant,
laquelle permet notamment son utilisation dans le contexte des syste`mes
normiques.
Cet article puise visiblement sa motivation et son inspiration dans les
me´thodes de´veloppe´es par T. Nguyen Quand Do. Ce travail lui est de´die´. Le
paragraphe 6.2, reprend et ame´liore les re´sultats d’une version ante´rieure,
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graˆce aux suggestions de J. Nekova´rˇ. En particulier, le the´ore`me 6.7 et ses
corollaires lui sont partiellement duˆs, et je le remercie de m’avoir permis de
reproduire ici ses arguments. Je remercie aussi B. Angles, J-R. Belliard et
R. Sharifi pour leurs encouragements a` re´diger ce travail, ainsi que F. Nuc-
cio pour quelques discussions inte´ressantes. Enfin, je remercie le rapporteur
anonyme pour les nombreuses corrections qu’il m’a sugge´re´es.
2 Pre´liminaires
La pre´sente e´tude requiert un cadre dans lequel on puisse a` la fois uti-
liser le formalisme des cate´gories de´rive´es, et effectuer facilement les pas-
sages a` la limite habituels de la the´orie d’Iwasawa. A cet effet, on intro-
duit la cate´gorie des “syste`mes normiques” le long de la tour d’Iwasawa. On
fixe d’abord quelques notations, puis on explique rapidement comment fonc-
tionnent l’alge`bre homologique et les passages a` la limite dans cette cate´gorie.
2.1 Λ-modules, syste`mes normiques
Fixons un groupe profini Γ, et indexons la famille des sous-groupes ouverts
distingue´s de Γ par un ensemble N . Pour n ∈ N , on note Γn le sous-groupe
de Γ correspondant, et Gn := Γ/Γn. L’anti-inclusion des sous-groupes confe`re
a` N une structure d’ensemble ordonne´ filtrant (n ≤ m⇔ Γn ⊃ Γm), suivant
laquelle Γ = lim
←−
Gn.
On fixe une fois pour toutes un nombre premier p, et Λ := lim
←−
Zp[Gn]
de´signe l’alge`bre d’Iwasawa de Γ. Notons ΛC (resp. ZpC) la cate´gorie des
Λ-modules a` gauche (resp. Zp-modules). On conside`re aussi ΓC (resp. GnC)
la sous-cate´gorie pleine de ΛC, forme´e par les modules sur lesquels Γ agit
discre`tement (resp. Γn agit trivialement), ie. M ∈ ΓC ⇔ M = ∪M
Γn .
On adopte des notations analogues pour les cate´gories de modules a` droite
correspondantes. Si ∗1 et ∗2 sont deux listes de symboles choisis parmi Λ,
Zp, Γ, Gn, on note ∗1C∗2 la cate´gorie de multi-modules correspondante (les
diffe´rentes structures doivent eˆtre compatibles entre elles). Ainsi, ΓCΛ de´signe
par exemple la cate´gorie des Λ-bimodules sur lesquels l’action de Γ a` gauche
est discre`te.
De´finition 2.1
Soit ∗1C∗2 une cate´gorie de multi-modules comme ci-dessus. La cate´gorie des
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“syste`mes normiques”, note´e Γ,∗1C∗2 est de´finie comme suit :
- un objet A de Γ,∗1C∗2 consiste en la donne´e, pour tout couple n ≤ m, de
fle`ches de Γ,∗1C∗2 : jn,m : An → Am et km,n : Am → An ve´rifiant :
(Norm1) : An ∈ Gn,∗1C∗2 .
(Norm2) : Si n1 ≤ n2 ≤ n3, jn2,n3 ◦ jn1,n2 = jn1,n3 et kn2,n1 ◦ kn3,n2 = kn3,n1.
(Norm3) : Pour n ≤ m, jn,m◦km,n : Am → Am est la multiplication a` gauche
par l’e´le´ment
∑
g∈Γn/Γm
g ∈ Zp[Gm].
(Norm4) : Pour n ≤ m, km,n ◦ jn,m : An → An est la multiplication par
(Γn : Γm).
- une fle`che A → B est la donne´e pour chaque n d’une fle`che de ∗1C∗2 :
An → Bn, qui commute avec les jn,m et les km,n.
On de´finit une cate´gorie ∗1C∗2,Γ de fac¸on analogue.
L’exemple fondamental, note´ Λ, est de´fini comme suit : jn,m : Zp[Gn] →
Zp[Gm], x 7→
∑
g∈Γn/Γm
gx = x
∑
g∈Γn/Γm
g (Γn/Γm est distingue´ dans Gm)
et km,n : Zp[Gm] → Zp[Gn] la projection naturelle. Λ est au choix un objet
de ΓCΛ, ΛCΓ (ou encore, par oubli de structure, de ΓC ou CΓ).
Lorsque les fle`ches de transition d’un objet A ∈ ΓC sont e´videntes, on
de´signera simplement l’objet A ∈ ΓC par la collection (An) (eg. Λ = (Zp[Gn])).
On remarque que Γ,∗1C∗2 est une cate´gorie abe´lienne, munie pour chaque n
d’un foncteur de projection exact : πn : Γ,∗1C∗2 →Gn,∗1 C∗2 , A 7→ An.
De´finition 2.2 (i) Si (A,B) ∈ Λ,∗1C∗2 × Λ,∗3C∗4 ou ∗1C∗2,Λ ×∗3 C∗4,Λ, on
note Hom(A,B) le syste`me normique forme´ de la collection des Gn-modules
HomZp[[Γn]](A,B) (action par conjugaison), munie des applications de tran-
sition e´videntes. C’est un objet de Γ,∗2,∗3C∗1,∗4 ou ∗2,∗3C∗1,∗4,Γ, suivant qu’on
conside`re l’action de Gn par conjugaison a` gauche ou a` droite.
(i) Si (A,B) ∈ ∗1C∗2,Λ×Λ,∗3C∗4 , on note A⊗B le syste`me normique forme´
de la collection des Gn-modules A⊗Zp [[Γn]]B (action par conjugaison), munie
de ses applications de transition naturelles. C’est un objet de Γ,∗1,∗3C∗2,∗4 ou
∗1,∗3C∗2,∗4,Γ, suivant qu’on conside`re l’action de Gn par conjugaison a` gauche
ou a` droite.
Si A ∈ Γ,∗1C∗2 , on note simplement lim
−→
A ∈ Γ,∗1C∗2 (resp. lim
←−
A ∈ Λ,∗1C∗2)
la limite inductive (resp. projective) prise suivant les jn,m (resp. kn,m). De
meˆme pour les modules a` droite.
L’axiome (Norm1) donne lieu pour chaque n ∈ N a` une fle`che de descente
An → (lim
−→
A)Γn , ainsi qu’a` une fle`che de codescente (lim
←−
A)Γn → An. L’axiome
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(Norm3) assure que ces deux collections de fle`ches commutent aux applica-
tions de transition jn,m et km,n. On a donc, dans Γ,∗1C∗2 une fle`che de descente
A→ Hom(Zp, lim
−→
A), ainsi qu’une fle`che de codescente Zp⊗lim
←−
A→ A. Pour
des raisons d’alge`bre homologique e´videntes, on pre´fe`rera noter Γ(lim
−→
A) au
lieu de Hom(Zp, lim
−→
A) (voir prochain paragraphe). On notera que le noyau
et le conoyau de l’application de descente A → Γ(lim
−→
A) sont de Zp-torsion
(au sens ou` chaque composante est de Zp-torsion), graˆce a` l’axiome (Norm4).
C’est la seule utilite´ de cette axiome, dont la totalite´ du pre´sent texte est en
fait inde´pendante.
D’apre`s la discussion pre´ce´dente, le foncteur Zp⊗− : Λ,∗1C∗2 → Γ,∗1C∗2
(resp. Γ : Γ,∗1C∗2 → Γ,∗1C∗2) est adjoint a` gauche au foncteur lim
←−
: Γ,∗1C∗2 →
Λ,∗1C∗2 (resp. adjoint a` droite au foncteur lim
−→
: Γ,∗1C∗2 → Γ,∗1C∗2). En parti-
culier, Γ(−) conserve les injectifs (car lim
−→
est exact a` gauche). Pour Zp⊗−
et les projectifs, voir 2.11.
Un foncteur additif F : Γ,∗1C∗2 → Γ,∗3C∗4 est dit Γ-line´aire s’il ve´rifie
F (gm) = gm pour tout g ∈ Γ, gm de´signant la multiplication a` gauche
par g. Un tel foncteur posse`de alors une extension e´vidente, F : Γ,∗1C∗2 →
Γ,∗3C∗4 de´finie par F (jn,m) = jn,m et F (km,n) = km,n. De meˆme, un foncteur
additif contravariant Γ-line´aire F : Γ,∗1C∗2 → ∗3C∗4,Γ posse`de une extension
F : Γ,∗1C∗2 → ∗3C∗4,Γ, de´finie par F (jn,m) = km,n et F (km,n) = jn,m. Il y a bien
suˆr une discussion similaire pour les foncteurs covariants ∗1C∗2,Γ → ∗3C∗4,Γ et
les foncteurs contravariants ∗1C∗2,Γ → Γ,∗3C∗4 .
De cette manie`re, on obtient par exemple un foncteur HomZp(−,Zp) :
ΓCΛ → ΛCΓ. On rele`ve l’isomorphisme important (cas particulier de 2.3) :
HomZp(Λ,Zp) ≃ Λ
ou` le premier Λ est un objet de ΓCΛ et le second un objet de ΛCΓ.
Induction normique.
On de´finit quatre foncteurs (induction et co-induction) :
Ind, Coind : ΛC → ΛCΓ Ind, Coind : CΛ → ΓCΛ
de la manie`re suivante (cf def. 2.2)
- IndA := Λ⊗A (resp. A⊗Λ), muni de la conjugaison a` droite (resp. gauche)
si A ∈ ΛC (resp. A ∈ CΛ). C’est un Λ-module a` gauche (resp. a` droite) via le
facteur Λ.
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- CoindA := Hom(Λ, A), muni de la conjugaison a` droite (resp. gauche) si
A ∈ ΛC (resp. A ∈ CΛ). C’est un Λ-module a` gauche (resp. droite) via la
structure a` droite (resp. gauche) de Λ.
Ont alors lieu les isomorphismes bifonctoriels suivants :
- Si (A,B) ∈ ΛC × ΛC, dans ΓC (resp. CΓ) :
Hom(A,B) ≃ HomΛ(IndA,B) (resp. Hom(A,B) ≃ HomΛ(A,CoindB))
- Si (A,B) ∈ CΛ × CΛ, le meˆme isomorphisme a lieu, mais cette fois dans CΓ
(resp. ΓC).
- Si (A,B) ∈ CΛ × ΛC, on a dans ΓC (resp. CΓ) :
Ind(A)⊗Λ B ≃ A⊗B (resp. A⊗Λ IndB ≃ A⊗B)
Regarder Zp comme un Λ-module a` gauche provoque dans ΛCΓ les iso-
morphismes suivants
Ind(Zp) ≃ Λ ≃ HomZp(Λ,Zp) ≃ Coind(Zp)
Plus ge´ne´ralement :
Proposition 2.3 Les foncteurs Ind, Coind : ΛC → ΛCΓ sont naturellement
isomorphes. De meˆme pour les foncteurs CΛ → ΓCΛ.
Preuve : On laisse au lecteur le soin de ve´rifier que la collection d’applications
naturelles φn : HomZp[[Γn]](Λ, A) → Λ ⊗Zp[[Γn]] B, f 7→
∑
g∈Γn\Γ
g−1 ⊗ f(g)
respecte la structure de syste`me normique a` droite, ainsi que la structure de
Λ-module a` gauche, et que c’est un isomorphisme.

Induction discre`te. (inutile, sauf pour 7.3)
On voit facilement que Ind : ΛC → ΛCΓ transforme objets de ΓC en objets
de ΓCΓ. De meˆme pour les trois variantes. A partir de la`, on peut de´finir des
foncteurs d’induction discre`te a` partir des pre´ce´dents, par limite inductive :
IndΓ, CoindΓ : ΓC → ΓCΓ IndΓ, CoindΓ : CΓ → ΓCΓ
IndΓ(A) := lim
−→
Ind(A) et CoindΓ(A) := lim
−→
Coind(A).
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Un processus de double limite permet d’e´crire des isomorphismes bifonc-
toriels a` partir des pre´ce´dents (se ramener au cas ou` A est finiment engendre´).
Par exemple :
- Si (A,B) ∈ ΓC × ΓC, on a dans ΛC (resp. CΛ) :
HomZp(A,B) ≃ HomΛ(IndΓ(A), B) (resp. HomZp(A,B) ≃ HomΛ(A,CoindΓ(A)))
La structure de Λ-module de HomZp(A,B) e´tant ici induite par l’action de
Γ par conjugaison. On prendra garde au fait que celle-ci n’est pas discre`te en
ge´ne´ral. Cette structure de Λ-module peu naturelle (et contraire aux conven-
tions ge´ne´rales de cet article, explique´es plus haut), ne sera utilise´e en pra-
tique que dans la situation ou` l’action de Γ sur B est triviale (voir notamment
7.2).
2.2 (Bi-)foncteurs de´rive´s
Soit F un bifoncteur additif exact a` gauche. Si l’une des deux cate´gories de
de´part posse`de suffisamment d’objets F -acycliques (ou de´ployants), on peut
de´finir le foncteur de´rive´ droit RF . Nous appliquons ce principe pour de´river
certains des foncteurs de´finis au paragraphe pre´ce´dent. On indique ensuite
comment s’e´crivent quelques unes des compatibilite´s habituelles entre Hom
et ⊗ dans ce cadre. Pour une cate´gorie abe´lienne C, Koma(C), a ≥ 1 (resp.
Komanaifs(C), Kom
∗(C), K∗(C), D∗(C), ∗ = +,−, b) de´signe la cate´gorie des
complexes a-uples (resp. celle des complexes a-uples naifs, celle des complexes
simples, des complexes simples a` homotopie pre`s, la cate´gorie de´rive´e). Un
objet de Kom(C) = Kom1(C) sera le plus souvent symbolise´ par A, et par
A• seulement lorsque la clarte´ l’exige.
Comme notre e´tude est restreinte au cas ou` Γ est de dimension cohomo-
logique finie et qu’en pratique ou travaillera toujours dans Db, on ne cherche
pas a` e´tendre au maximum le domaine de de´finition des foncteurs de´rive´s.
Proposition 2.4 1. Soient ∗1, ∗2, ∗3, ∗4 quatre listes de symboles choisis parmi
Zp et Λ. Si ∗1 = ∗2 = ∅ ou ∗3 = ∗4 = ∅, alors :
(i) Le bifoncteur Hom : Λ,∗1C∗2 × Λ,∗3C∗4 → Γ,∗2,∗3C∗1,∗4 est de´rivable a`
droite, ainsi que ses trois variantes obtenues en changeant Λ et/ou Γ de
coˆte´. On note RHom : D− ×D+ → D+ le foncteur ainsi obtenu.
(ii) Le bifoncteur ⊗ : ∗1C∗2,Λ × Λ,∗3C∗4 → Γ,∗1,∗2C∗3,∗4 (ou ∗1,∗2C∗3,∗4,Γ) est
de´rivable a` gauche. On note
L
⊗ : D− ×D− → D−.
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2. Soit ∗ = Λ ou Zp, et ∗1, ∗2, ∗3, ∗4 quatre listes de symboles choisis parmi
Zp,Λ,Γ de fac¸on a` ce que Γ apparaisse au plus dans une seule liste. Si ∗1 =
∗2 = ∅ ou ∗3 = ∗4 = ∅, alors :
(i) Le bifoncteur Hom∗ : ∗,∗1C∗2 × ∗,∗3C∗4 → ∗2,∗3C∗1,∗4 est de´rivable a`
droite. On note RHom∗ : D
− ×D+ → D+. Idem si l’on change ∗ de cote´.
(ii) Le bifoncteur ⊗∗ : ∗1C∗2,∗× ∗,∗3C∗4 → ∗1,∗3C∗2,∗4 est de´rivable a` gauche.
On note
L
⊗∗ : D
− ×D− → D−.
Preuve : 1. (i) Supposons ∗3 = ∗4 = ∅. La cate´gorie Λ,∗3C∗4 = ΛC posse`de
alors suffisamment d’injectifs. Comme la cate´gorie des injectifs de ΛC ve´rifie
les deux conditions de [KS] 13.4.5, cela permet de conclure. Bien suˆr, la fle`che
naturelle de D+(Γ,∗2C∗1) : Hom(A, I) → RHom(A, I) est un isomorphisme
de`s que I est injectif. Un objet I ∈ Kom(ΛC) posse´dant cette proprie´te´ pour
tout A ∈ Kom(Λ,∗1C∗2) sera dit de´ployant (et les couples (A, I) de´ploye´s)
pour le foncteur RHom. On emploie une terminologie analogue pour tous les
bifoncteurs de´rive´s.
Les autres points se traitent de fac¸on analogue.

Remarque 2.5 Les foncteurs de projection πn : Γ,∗2,∗3C∗1,∗4 →Gn,∗2,∗3 C∗1,∗4
e´tant exacts, ils passent aux cate´gories de´rive´es. En composant πn avec RHom
de´fini ci-dessus, on retrouve les bifoncteurs usuels RHomZp[[Γn]]. De meˆme
πn ◦
L
⊗ =
L
⊗Zp[[Γn]]. Il est utile de noter que la famille (πn) est conservative.
Les compatibilite´s habituelles entre Hom et ⊗ s’e´tendent naturellement
a` ce cadre (adjonction, e´valuation). De´taillons quelques cas utiles.
Proposition 2.6 Soit ∗ = Λ ou Zp.
1. Pour (A,B,C) ∈ D−(CΛ) × D
−(ΛC∗) × D
+(C∗), il y a dans D
+(ΓC) et
D+(CΓ) un isomorphisme d’adjonction tri-fonctoriel :
adj : RHom∗(A
L
⊗B,C) ≃ RHom(A,RHom∗(B,C))
2. (i) Pour (A,B,C) ∈ Db(CΛ) × D
b(∗CΛ) × D
b(∗C), il y a dans D
b(ΓC) et
Db(CΓ) un morphisme d’e´valuation trifonctoriel :
ev : A
L
⊗RHom∗(B,C)→ RHom∗(RHom(A,B), C)
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(ii) Pour (A,B,C) ∈ Db(ΛC)×D
b(ΛC∗)×D
b(C∗), il y a dans D
b(ΓC) et
Db(CΓ) un morphisme d’e´valuation trifonctoriel :
ev : RHom∗(B,C)
L
⊗A→ RHom∗(RHom(A,B), C)
(iii) Les morphismes (i) et (ii) ci-dessus sont des isomorphismes lorsque
A est isomorphe (dans Db) a` un complexe parfait.
Preuve : 1. (i) Pour chaque n ∈ N , il y a un isomorphisme naturel entre
les trifoncteurs CΛ × ΛC∗ × C∗ →Gn C (A,B,C) 7→ Hom∗(A ⊗Zp[[Γn]] B,C)
et (A,B,C) 7→ HomZp[[Γn]](A,Hom∗(B,C)). Il est facile de voir que cet iso-
morphisme est compatible a` la structure de syste`me normique, au sens ou`
il identifie Hom∗(km,n, C) avec jn,m et Hom∗(jn,m, C) avec km,n. On obtient
ainsi un isomorphisme entre les trifoncteurs CΛ×ΛC∗×C∗ → ΓC, (A,B,C) 7→
Hom∗(A⊗B,C) et (A,B,C) 7→ Hom(A,Hom∗(B,C)), d’ou` imme´diatement
un isomorphisme de trifoncteurs K−(CΛ) × K
−(ΛC∗) × K
+(C∗) → K
+(ΓC)
par extension des trifoncteurs aux complexes. Mais alors, l’extension au com-
plexes du trifoncteur (A,B,C) 7→ Hom∗(A⊗B,C) est isomorphe (avec les
conventions de signes ade´quates, cf [De], 1.1.8) :
- d’une part au trifoncteur obtenu en composant l’extension aux com-
plexes du bifoncteur (D,C) 7→ Hom∗(D,C) avec l’extension aux complexes
du bifoncteur (A,B) 7→ A⊗B,
- d’autre part au trifoncteur obtenu en composant l’extension aux com-
plexes du bifoncteur (A,D) 7→ Hom(A,D) avec l’extension aux complexes
du bifoncteur (B,C) 7→ Hom∗(B,C).
Aussi les deux derniers trifoncteurs sont-ils isomorphes. Il suffit de choisir
A a` objets projectifs et C a` objets injectifs pour obtenir l’isomorphisme de
l’e´nonce´.
2. (i) Se traite de fac¸on analogue, a` partir du morphisme fonctoriel d’e´valu-
ation entre les trifoncteurs ΛC × ΛC∗ × C∗ → ΓC. Idem pour (ii).
(iii) est une conse´quence directe du fait suivant : si A ∈ CΛ (resp. ΛC) est
projectif de type fini, alors la fle`che d’e´valuation
A⊗Zp[[Γn]] Hom∗(B,C)→ Hom∗(HomZp[[Γn]](A,B), C)
(resp. Hom∗(B,C)⊗Zp[[Γn]] A→ Hom∗(HomZp[[Γn]](A,B), C) )
est un isomorphisme pour tout (B,C) ∈ ∗CΛ × ∗C (resp. ΛC∗ × C∗).

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Soit C′ une sous-cate´gorie d’une cate´gorie C. Si F : D+(C)→ D+(C′′) est
un foncteur, on notera encore F : D+(C′) → D+(C′′) le foncteur obtenu en
composant F avec le foncteur e´vident D+(C′) → D+(C), et on parlera de la
“restriction de F a` D+(C′)”. Il s’agit d’un abus de langage puisqu’en ge´ne´ral
le foncteur e´vident n’est pas fide`le.
Proposition 2.7 Notons Γ : ΓC → ΓC (resp. CΓ → CΓ) la restriction a`
ΓC ⊂ ΛC (resp. CΓ ⊂ CΛ) du foncteur Hom(Zp,−). Alors :
(i) Le foncteur Γ est de´rivable a` droite, et donne donc RΓ : D+(ΓC) →
D+(ΓC). On a de meˆme RΓ : D
+(CΓ)→ D
+(CΓ).
(ii) Il y a une fle`che naturelle de RΓ vers la restriction a` D+(ΓC) du
foncteur RHom(Zp,−) : D
+(ΛC)→ D
+(ΓC). Idem en remplac¸ant ΓC par CΓ.
(iii) Si Λ est noethe´rien et si les objets de cohomologie de A ∈ D+(ΓC)
(resp. D+(CΓ)) sont tous des Zp-modules de torsion, alors la fle`che pre´ce´dente
induit un isomorphisme RΓ(A) = RHom(Zp, A).
Preuve : (i) ΓC et CΓ posse`dent suffisamment d’injectifs.
(ii) re´sulte de la proprie´te´ universelle du foncteur de´rive´ droit RΓ.
(iii) Par troncature, on se rame`ne tout de suite au cas ou` A est concentre´
en degre´ 0. Dans ce cas, A posse`de une re´solution A → I dans laquelle les
objets de I sont de Zp-torsion, injectifs dans ΓC. Le re´sultat suit, d’apre`s le
lemme 7.1 (appendice).

De´finition 2.8 Soit ∗ = Λ ou Zp, et ∗1, ∗2 deux listes de symboles choisis
parmi Zp,Λ,Γ, dont l’une au moins contient ∗.
On de´finit Bid∗ : D
b(∗1C∗2)→ D
b(∗1C∗2) par
Bid∗(A) := RHom∗(RHom∗(A, ∗), ∗)
et l’on note bid∗ : A→ Bid∗(A) le morphisme naturel de bidualite´.
Si ∗ est noethe´rien de dimension homologique finie, bid∗ est un isomor-
phisme de`s A est d’amplitude borne´e, a` objets de cohomologie de type fini
sur ∗ (dualite´ de Grothendieck). Pour ∗ = Zp, on de´crira un peu plus loin
l’effet de BidZp sur une classe plus large d’objets ; le cas significatif est celui
ou` A un module divisible de cotype fini : BidZp(A) est alors le module de
Tate de A place´ en degre´ −1 (cf 2.12).
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2.3 Limites
Soient C1, C2 (resp. C
′) deux cate´gories abe´liennes dans lesquelles les pro-
duits infinis existent et sont exacts (resp. une cat. ab. avec sommes infinies
exactes). On pourra par exemple prendre C1 = ∗C avec ∗ = Zp,Λ ou Γ (resp.
C′ = ∗C avec ∗ = Zp,Λ,Γ ou Γ). Soit I un ensemble ordonne´ filtrant et
conside´rons CI
◦
1 la cate´gorie des syste`mes projectifs de C1 indexe´s sur I, et
C′I celle des syste`mes inductifs de C′ indexe´s sur I. On dispose alors de fonc-
teurs lim
−→
: C′I → C′ et lim
←−
: CI
◦
1 → C1. Le premier est exact et passe donc
aux cate´gories de´rive´es ; le second est seulement exact a` gauche, et son usage
ne´cessite les re´sultats suivants :
Proposition 2.9 Soient I, C1, C2, C
′ comme ci-dessus. Alors :
1. lim
←− I
posse`de un de´rive´ droit Rlim
←− I
: D+(CI
◦
1 )→ D
+(C1).
2. Supposons C1 munie d’un foncteur Φ vers la cate´gorie Ab des groupes
abe´liens. Si Φ est exact et commute aux limites projectives filtrantes, alors
Rlim
←− I
commute aussi a` Φ. Si de plus Φ est fide`le, alors
(i) Rlim
←− I
est de dimension cohomologique ≤ 1 de`s que I posse`de un en-
semble cofinal de´nombrable.
(ii) Rqlim
←− I
A s’annule pour q ≥ 1, de`s que Φ(A) ∈ AbI
◦
est dans l’image
essentielle du foncteur d’oubli CompI
◦
→ AbI
◦
, Comp de´signant la cate´gorie
des groupes topologiques compacts.
3. Soit F : C1 × C
′ → C2 un bifoncteur covariant exact a` gauche de´rivable
a` droite (resp. covariant exact a` droite et de´rivable a` gauche de dimension
homologique finie) et notons ∗ = + (resp. ∗ = b). On suppose que :
- C′ posse`de suffisamment d’objets de´ployants (cf preuve de 2.4) pour RF
(resp. LF ).
- via la premie`re variable, F commute aux produits infinis.
Alors RF s’e´tend naturellement en un bifoncteur D∗(CI
◦
1 )×D
∗(C′)→ D∗(CI
◦
2 )
et l’on a pour (A,B) ∈ D∗(CI
◦
1 )×D
∗(C) un isomorphisme bifonctoriel
RF (Rlim
←− I
A,B) ≃ Rlim
←− I
RF (A,B) (resp. LF (Rlim
←− I
A,B) ≃ Rlim
←− I
LF (A,B))
4. Soit G : C′ → C1 un foncteur contravariant exact. On suppose que G
transforme sommes infinies en produits infinis. Il y a alors un isomorphisme
G(lim
−→ I
A) ≃ Rlim
←− I
G(A), fonctoriel en A ∈ D−(C′I).
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Preuve : 1. re´sulte de l’existence dans CI
◦
1 de suffisamment de syste`mes pro-
jectifs flasques au sens de [Ro]. Comme nous en aurons l’utilite´, indiquons
brie`vement de quoi il s’agit. On dit qu’un syste`me projectif A = (Ai) ∈ C
I◦
1
est flasque si pour pour tout I ′′ ⊂ I ′ ⊂ I, lim
←− I′
A ։ lim
←− I′′
A. Pour A ∈ CI
◦
1 ,
on de´finit un “effacement flasque” A → F l(A), ou` F l(A)i =
∏
j≤iAi est le
syste`me projectif e´vident et ou` les fle`ches Ai → F l(A)i sont induites par
celles de A. Il est utile de noter que l’on dispose ici d’un foncteur re´solvant
“a` la Godement” : si F l• : Komanaifs(C
I◦
1 ) → Kom
a+1
naifs(C
I◦
1 ) est induit par
F l, on note F l∗ : Kom(CI
◦
1 ) → Kom(C
I◦
1 ), A
• 7→ TotΠF l
•(A•), ou` TotΠ est
le foncteur “complexe total” avec des produits (et non des sommes). On a
donc Rlim
←−
A• = lim
←−
F l∗(A•).
2. La construction ci-dessus montre que Rlim
←− I
commute bien a` Φ.
(i) On peut toujours supposer C1 = Ab, et invoquer [Ro], corollaire a`
la proposition 5. D’apre`s [Mi], il faut prendre garde a` la proposition 5 elle-
meˆme (reporte´e aussi dans [J1]), qui est fausse en toute ge´ne´ralite´. Lorsque
C1 = Ab, la version usuelle du crite`re de Mittag-Leffler remplace [Ro] prop.
5 et permet cependant de conclure.
(ii) Il est bien connu que lim
←− I
: CompI
◦
→ Comp est exact. Le re´sultat
s’en de´duit aise´ment. On renvoie a` [Je] pour une e´tude plus comple`te des
foncteurs Rqlim
←− I
.
3. Traitons le cas ou` F est exact a` gauche de´rivable a` droite. Si B• ∈
Kom∗(C) est un complexe a` objets de´ployants pour RF et A• ∈ Kom∗(CI
◦
1 ),
RF (A•, B•) := F (A•, B•) ∈ D+(CI
◦
2 ) de´finit l’extension de RF (resp. LF )
souhaite´e. Les foncteurs F (−, Bq) (q ≥ 0) sont exacts, et commutent aux
produits infinis. Il y a donc un isomorphisme naturel de complexes triples
naifs
F (lim
←−
F l•(A•), B•) ≃ lim
←−
F l•(F (A•, B•))
fonctoriel en (A•, B•). En groupant de deux manie`res diffe´rentes, on obtient
un isomorphisme de complexes simples, duquel se de´duit celui de l’e´nonce´.
Le cas F exact a` droite de´rivable a` gauche se traite de fac¸on analogue.
Expliquons la condition de dimension homologique finie : l’extension de F au
complexes fait intervenir des sommes directes, alors que ci-dessus, le passage
aux complexes simples fait intervenir des produits. La condition de dimension
homologique finie permet de faire uniquement des produits finis.
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4. Dualisons la contruction du 1. (i) : pour A ∈ CI , posons Cofl(A)→ A,
ou` Cofl(A)i = ⊕j≤iAi avec les fle`ches naturelles. De meˆme, on de´finit Cofl
• :
Komanaifs(C
′) → Koma+1naifs(C
′) et Cofl∗(A•) := Tot⊕Cofl
•(A•). Comme G
est exact et transforme sommes en produits, on a pour A• ∈ Kom−(C′) un
isomorphisme de doubles complexes naifs
G(lim
−→
Cofl•(A•)) ≃ lim
←−
F l•(G(A•))
dont se de´duit celui de l’e´nonce´ en prenant les complexes totaux (noter que
TotΠ ◦G ≃ G ◦ Tot⊕).

Remarque 2.10 Dans le point 3., on peut jouer sur la variance en les deux
variables : soit en remplac¸ant C′ par sa cate´gorie oppose´e, soit en remplac¸ant
C1 par sa cate´gorie oppose´e (dans ce cas, on utilise le point 4.). Ainsi, soit par
exemple F : C′1 × C
′ → C2 contravariant en la premie`re variable et covariant
en la seconde. On suppose que F est de´rivable a` droite, transforme sommes
infinies en la premie`re variable en produits infinis et que C′ posse`de suffisam-
ment d’objets de´ployants. Soit C1 la cate´gorie oppose´e a` C
′
1, F
′ : C1×C
′ → C2
le bifoncteur covariant de´duit de F et G : C1 → C
′
1 le foncteur contravariant
exact induit par l’identite´. Combinant 2. et 3. on obtient :
RF (lim
−→ I
A,B) = RF ′(G(lim
−→ I
A), B) ≃ RF ′(Rlim
←− I
G(A), B)
≃ Rlim
←− I
RF ′(G(A), B) = Rlim
←− I
RF (A,B)
Dans ce travail, les passages a` la limites apparaissent dans deux contextes
diffe´rents :
- Le plus souvent, pour former les modules d’Iwasawa : I = N , la cate´gorie
des sous-groupes ouverts de Γ et C1 = ΛC. Par abus de langage, on parlera de
la limite d’un syste`me normique ; aussi Rlim
←−
de´signera-t-il souvent le foncteur
compose´ D+(ΓC)→ D
+(ΛC
I)
Rlim
←−
→ D+(ΛC).
On dit d’un syste`me normique A ∈ ΓC qu’il est de type fini sur Zp si
chaque πn(A) = An l’est. On note ΓCtf ⊂ ΓC la sous-cate´gorie des syste`mes
normiques de type fini, et Kom∗(ΓC)tf , (resp. D
∗(ΓC)tf ) la sous-cate´gorie
pleine de Kom∗(ΓC) (resp. D
∗(ΓC)) des complexes dont les objets de coho-
mologie sont dans dans ΓCtf . Pour les cate´gories de modules l’indice tf prend
sa signification habituelle. Le fait suivant se de´duit de 2.9 2. (ii) :
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Proposition 2.11 Si A ∈ Kom+(ΓC)tf , alors lim
←−
A → Rlim
←−
A est un iso-
morphisme (dans D+(ΛC)).

Comme la restriction de lim
←−
: ΓC → ΛC a` ΓCtf est exacte, on voit que
Zp⊗− : ΛC → ΓC (qui est l’adjoint a` gauche de lim
←−
) ve´rifie la proprie´te´
suivante : Soit P un objet projectif de ΛC, si Zp⊗P est de type fini alors c’est
un objet projectif dans ΓCtf .
- Occasionnellement, pour former les modules de Tate, ou la cohomologie
continue : I = N, la cate´gorie des entiers naturels ordonne´s, et C1 = ΓC. On
conviendra alors d’indexer les syste`mes projectifs par la lettre k, et on notera
Rlim
←−k
au lieu de Rlim
←− I
. Dans ce cadre, indiquons le rapport entre module de
Tate et bidualite´ :
Lemme 2.12 Soit A ∈ Db(ΓC), An := πnA. Alors :
(i) A
L
⊗ZpZ/p
k ∈ Db(ΓC)tf ⇔ BidZp(A) ∈ D
b(ΓC)tf . Cela se produit si
et seulement si chaque Zp-module H
q(An) posse`de une suite de composition
dont chaque quotient est : soit de torsion et de Zp-cotype fini, soit uniquement
p-divisible, soit de Zp-type fini.
(ii) Il y a un isomorphisme et une fle`che naturelle
RHomZp(Qp/Zp, A)[1] ≃ Rlim
←−k
A
L
⊗ZpZ/p
k → BidZp(A)
c’est isomorphisme si la condition (i) est satisfaite.
(iii) Supposons (i) satisfaite. Si de plus chaque Zp-module H
q(An) est de
torsion, alors il y a un isomorphisme naturel A ≃ BidZp(A)
L
⊗ZpQp/Zp[−1]
Preuve : (i) Commenc¸ons par montrer trois faits :
(a) BidZp(A
L
⊗ZpZ/p) ≃ BidZp(A)
L
⊗ZpZ/p.
En effet, si I (resp. P ) de´signe le complexe de Zp-modules [Qp → Qp/Zp]
(resp. [Zp
p
→Zp]) place´ en degre´s [0, 1] (resp. [−1, 0]), alors
HomZp(HomZp(A⊗Zp P, I), I) ≃ HomZp(HomZp(A, I), I)⊗Zp P
d’ou` le re´sultat annonce´.
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(b) A
L
⊗ZpZ/p ∈ D
b(ΓC)tf ⇔ BidZp(A
L
⊗ZpZ/p) ∈ D
b(ΓC)tf .
En effet, si M est un Zp-module tue´ par p, alors on a simplement
BidZp(M) ≃ HomZp(HomZp(M,Qp/Zp)[−1],Qp/Zp)[−1]
≃ HomZp(HomZp(M,Qp/Zp),Qp/Zp)
≃ HomZp(HomZp(M,Z/p),Z/p)
et l’on voit queM est de type fini si et seulement si BidZp(M) l’est ; l’assertion
annonce´e s’en de´duit par troncature de A
L
⊗ZpZ/p.
(c) Si M ∈ ZpC, alors M
L
⊗ZpZ/p ∈ D
b(ZpC)tf ⇔ M posse`de une suite de
composition comme dans l’e´nonce´.
L’implication ⇐ est e´vidente. Montrons ⇒. Soient M1 ⊂ M2 ⊂ M de´finis
de la manie`re suivante : M1 est le sous-module de torsion de M , et l’image
de M2 dans M/M1 est le sous-groupe constitue´ des e´le´ments infiniment p-
divisibles (noter que M2/M1 est p-divisible, car M/M1 est sans torsion).
Alors M1,M2/M1,M/M2 est la suite de composition annonce´e. En effet :
Tor
Zp
1 (M1,Z/p) = Tor
Zp
1 (M,Z/p) est fini, doncM1 est de cotype fini ;M2/M1
est uniquement p-divisible ; M2/M1 = ∩kp
k(M/M1), si bien que M/M2 est
p-adiquement se´pare´ ; comme de plus Tor
Zp
0 (M/M2,Z/p) est fini, on voit tout
de suite que lim
←−
(M/M2)/p
k est de type fini, donc M/M2 aussi.
Pour montrer (i), on fait un raisonnement en cercle :
- Si BidZp(A) ∈ D
b(ΓC)tf , alors il en est de meˆme de BidZp(A)
L
⊗ZpZ/p,
puis de A
L
⊗ZpZ/p, par (a) et (b).
- Si A
L
⊗ZpZ/p ∈ D
b(ΓC)tf , alors pour tout q, on a H
q(An)
L
⊗ZpZ/p ∈
Db(ZpC)tf (observer que la suite suite spectrale d’hypercohomologie du fonc-
teur (−)
L
⊗ZpZ/p de´ge´ne`re en suites exactes courtes). D’apre`s (c), H
q(An)
posse`de donc une suite de composition comme dans l’e´nonce´.
- Si les Hq(An) posse`dent une suite de composition comme dans l’e´nonce´,
alors BidZp(H
q(An)) ∈ D
b(ZpC)tf (se ramener par de´vissage aux trois cas sui-
vants : 1) si M ∈ ZpCtf est de torsion de cotype fini, alors RHomZp(M,Zp) =
HomZp(M,Qp/Zp)[−1] est de type fini, donc BidZp(M) aussi ; 2) si M ∈
ZpC est uniquement p-divisible, M
L
⊗ZpQp/Zp = 0, puis RHomZp(M,Zp) =
RHomZp(M
L
⊗ZpQp/Zp,Qp/Zp) = 0 et BidZp(A) = 0 ; 3) si M est de type
fini, alors M posse`de un re´solution parfaite, et M ≃ BidZp(M) est aussi de
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type fini), et donc BidZp(A) ∈ D
b(ΓC)tf .
(ii) Expliquons d’abord l’isomorphisme. Malheureusement, 2.9 3. ne suf-
fit pas, et nous proce´derons donc a` la main. Soit (Pk) ∈ Kom
b(ZpC
N
◦
) (resp.
(Qk) ∈ Kom
b(ZpC
N)) le syste`me projectif (resp inductif) e´vident des com-
plexes [Zp
pk
→Zp] place´s en degre´s [−1, 0] (resp. [0, 1]), de sorte que (Pk) =
HomZp((Qk),Zp). Pour A ∈ Kom
b(ΓC), on a dans Kom
b(ΓC
N◦) des isomor-
phismes naturels
HomZp(Cofl
∗((Qk)), A) ≃ F l
∗(HomZp((Qk), A)) ≃ F l
∗(A⊗Zp (Pk))
dont celui de l’e´nonce´ se de´duit en appliquant lim
←−k
(noter le quasi-isomorphis-
me lim
−→
Qk ≃ Qp/Zp[−1]).
Passons a` l’e´tude de la seconde fle`che de l’e´nonce´. Dans Db(ΓC) (resp.
Db(ZpC
N◦)) on a A→ BidZp(A) (resp. (Z/p
k)← Zp) ; d’ou`, dans D
b(ΓC
N
◦
) :
A
L
⊗Zp(Z/p
k)
1
→BidZp(A)
L
⊗ZpZ/p
k 2←BidZp(A)
(le syste`me projectif de droite est constant). On laisse au lecteur le soin
de montrer que la fle`che “2” donne un isomorphisme lorsqu’on lui applique
Rlim
←−k
(les foncteurs πn et d’oubli permettent de travailler dans ZpC et ZpC
N
◦
au lieu de ΓC et ΓC
N
◦
; on peut alors invoquer un argument de compacite´,
en mimant le raisonnement de 3.4 (iii)). La fle`che de l’e´nonce´ est donc
construite.
Pour me´moire, notons que la fle`che ainsi obtenue RHomZp(Qp/Zp, A)[1]→
BidZp(A) redonne la fle`che de bidualite´, lorsqu’on la compose avec la fle`che
e´vidente A = RHomZp(Zp, A)→ RHomZp(Qp/Zp, A)[1].
Reste a` ve´rifier que la fle`che “1” est un isomorphisme lorsque la condition
(i) est ve´rifie´e. Mais dans ce cas, l’analogue modulo pk de (i) (a) permet d’in-
terpre´ter celle-ci comme la fle`che de bidualite´ A
L
⊗ZpZ/p
k → BidZp(A
L
⊗ZpZ/p
k),
laquelle est un isomorphisme, puisque A
L
⊗ZpZ/p
k ∈ Db(ΓC)tf .
(iii) D’apre`s (ii), la fle`che de bidualite´ A → BidZp(A) s’identifie a` A →
RHomZp(Qp/Zp, A)[1]. De la` un triangle distingue´
A→ BidZp(A)→ RHomZp(Qp, A)[1]→ A[1]
duquel on tire A
L
⊗ZpQp/Zp ≃ BidZp(A)
L
⊗ZpQp/Zp. Sous nos hypothe`ses on
a de plus A
L
⊗ZpQp = 0, si bien que la fle`che naturelle A
L
⊗ZpQp/Zp[−1] →
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A
L
⊗ZpZp = A est un isomorphisme. Le re´sultat suit.

3 Adjonction et dualite´
On pre´sente une e´tude de la dualite´ Λ-line´aire, selon une approche ins-
pire´e de [J3]. L’utilisation des cate´gories de´rive´es, largement influence´e par
[Ne], montre ici toute son efficacite´ ; elle permet notamment la synthe`se et la
ge´ne´ralisation des re´sultats de [V1].
Comme on a choisi de travailler avec des Λ-modules non topologise´s, il
convient de faire une hypothe`se de noethe´rianite´ : dans cette section et dans
tout le reste de l’article, on fait sur Γ les hypothe`ses suivantes :
- Λ = Zp[[Γ]] est noethe´rien.
- La dimension homologique globale de Λ est finie (ie. la p-dimension coho-
mologique de Γ est finie, cf [Br]).
La seconde hypothe`se nous est impose´e par le domaine de de´finition des divers
foncteurs de´rive´s qu’on utilise. Elle est superflue en de nombreux endroits,
si l’on agrandit pre´cautionneusement les domaines de de´finition en question.
Il est bien connu que la premie`re condition est ve´rifie´e notamment si Γ est
un pro-p-groupe analytique (cf [La] V.2.2.4). Lorsque de plus la seconde est
ve´rifie´e, alors Γ est automatiquement un groupe de Poincare´ (loc. cit V.2.5.8
et ref.).
3.1 Un re´sultat ge´ne´ral
Dans notre contexte, la dualite´ homologie/cohomologie prend la forme du
lemme suivant :
Lemme 3.1 Il y a dans Db(CΓ) un isomorphisme fonctoriel en A ∈ D
b(ΓC) :
RHomZp(RΓ(A),Zp) ≃ RHomZp(A,Zp)
L
⊗Zp
Preuve : D’apre`s 2.7 (ii), il y a Db(ΓC) une fle`che fonctorielle en A :
RΓ(A)→ RHom(Zp, A)
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Le triangle distingue´ tautologique A → A
L
⊗ZpQp → A
L
⊗ZpQp/Zp → A[1]
donne donc lieu donne lieu a` un carre´ commutatif
RHomZp(RΓ(A),Zp) −−−→ RHomZp(RΓ(A
L
⊗ZpQp/Zp),Zp)[1]
↑ ↑
RHomZp(RHom(Zp, A),Zp) −−−→ RHomZp(RHom(Zp, A
L
⊗ZpQp/Zp),Zp)[1]
Les deux fle`ches horizontales sont des isomorphismes, car RHomZp(−,Zp)
s’annule sur tous les complexes dont la cohomologie est uniquement divisible.
La seconde fle`che verticale est un isomorphisme par 2.7 (iii). La premie`re
fle`che verticale est donc elle aussi un isomorphisme, et l’on conclut en invo-
quant l’isomorphisme d’e´valuation 2.6 2. (ii)-(iii) :
RHomZp(A,Zp)
L
⊗Zp ≃ RHomZp(RHom(Zp, A),Zp)

The´ore`me 3.2
On rappelle que Λ ∈ ΓCΛ de´signe le syste`me normique canonique (Zp[Gn]).
(i) Pour M ∈ Db(CΛ), il y a dans ΓC un isomorphisme fonctoriel :
RHomZp(M
L
⊗Zp,Zp) ≃ RHomΛ(M,Λ)
(ii) Pour A ∈ Db(ΓC), il y a dans ΓC un isomorphisme fonctoriel :
BidZp(RΓ(A)) ≃ RHomΛ(RHomZp(A,Zp),Λ)
Preuve : (i) Par adjonction, puis induction, on a :
RHomZp(M
L
⊗Zp,Zp) ≃ RHom(M,RHomZp(Zp,Zp))
≃ RHom(M,Zp)
≃ RHomΛ(M,CoindZp)
d’ou` le re´sultat, puisque dans ΓCΛ : Λ ≃ CoindZp.
(ii) Appliquant RHomZp(−,Zp) au lemme 3.1, on obtient dans D
b(ΓC) :
BidZp(RΓ(A)) ≃ RHomZp(RHomZp(A,Zp)
L
⊗Zp,Zp)
On conclut par (i), applique´ a` M = RHomZp(A,Zp) ∈ D
b(CΛ).
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Corollaire 3.3 Il y a dans Db(ΛC) des isomorphismes fonctoriels :
(i) Pour M ∈ Db(CΛ), RHomZp(lim
−→
M
L
⊗Zp,Zp) ≃ RHomΛ(M,Λ).
(ii) Pour A ∈ Db(ΓC), Rlim
←−
BidZp(RΓ(A)) ≃ RHomΛ(RHomZp(A,Zp),Λ).
Preuve : (i) Les compatibilite´s entre homomorphismes et limites donnent ici
(2.9 3. et remarque) :
RHomZp(lim
−→
M
L
⊗Zp,Zp) ≃ Rlim
←−
RHomZp(M
L
⊗Zp,Zp)
≃ Rlim
←−
RHomΛ(M,Λ)
≃ RHomΛ(M,Rlim
←−
Λ)
≃ RHomΛ(M,Λ)
De meˆme, (ii) de´coule de 3.2 en appliquant Rlim
←−
.

3.2 Le cas des groupes de Poincare´
Proposition 3.4 On suppose que Γ est un groupe de Poincare´ de dimension
d, ie. D(Γ) ≃ Qp/Zp[d] (cf. 7.3) ; alors :
(i) Dans Db(CΓ), fonctoriellement en A ∈ D
b(ΓC) :
RHomZp(A,Zp)
L
⊗Zp ≃ RHomZp(Zp
L
⊗A,Zp)[d]
(ii) Si A ∈ Db(ΓC)tf , alors dans D
b(CΓ) :
RHomZp(RΓ(A),Zp) ≃ BidZp(RΓ(RHomZp(A,Zp)))[d]
Aussi, si A ∈ ΓC est fini :HomZp(RΓ(A),Qp/Zp) ≃ RΓ(HomZp(A,Qp/Zp))[d].
(iii) Si A ∈ Db(ΓC), alors dansD
b(CΛ) : RHomZp(A,Zp) ≃ RHomΛ(A,Λ)[d].
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Preuve : (i) Le the´ore`me 7.3, ou plutoˆt 7.4 (iii), donne ici
RHomZp(A,Zp)
L
⊗Zp ≃ RHom(A,Zp[d])
Le re´sultat s’en de´duit via l’isomorphisme de 3.2 (i) :
RHom(A,Zp) ≃ RHomZp(Zp
L
⊗A,Zp)
(ii) Comme A = BidZp(A), le lemme 3.1 et sa version a` droite donnent :
RHomZp(A,Zp)
L
⊗Zp ≃ RHomZp(RΓ(A),Zp)
Zp
L
⊗A ≃ RHomZp(RΓ(RHomZp(A,Zp)),Zp)
d’ou` le re´sultat de l’e´nonce´, en remplac¸ant dans (i).
Si A ∈ ΓC est fini, alors les groupes de cohomologie de RΓ(RHomZp(A,Zp))
le sont aussi (car Λ est noethe´rien ; utiliser par exemple 2.7), et l’isomor-
phisme de l’e´nonce´ suit.
(iii) Par 7.4 (iii) et induction, on a dans Db(CΓ) :
RHomZp(A,Zp)
L
⊗ΛΛ ≃ RHom(A,Zp)
L
⊗Zp ≃ RHom(A,Zp[d]) ≃ RHomΛ(A,Λ)[d]
D’apre`s 2.9 3., RHomΛ(A,Λ) ≃ Rlim
←−
RHomΛ(A,Λ). Reste a` montrer que la
fle`che naturelle de Db(CΛ)
(∗) RHomZp(A,Zp)→ Rlim
←−
(RHomZp(A,Zp)
L
⊗ΛΛ)
est un isomorphisme (ce qu’il suffit de ve´rifier dans Db(ZpC), par oubli).
Maintenant les objets de cohomologie de RHomZp(A,Zp) sont des Λ-modules
topologiques compacts, puisque d’apre`s 2.10 et 2.9 2. (ii) :
Extq(A,Zp) ≃ R
qlim
←−
RHomZp(Ai,Zp) ≃ lim
←−
Extq
Zp
(Ai,Zp)
si A = lim
−→
Ai avec Ai des complexes a` objets de Zp-type fini. Par troncature
du complexe RHomZp(A,Zp), il suffit donc de montrer que la fle`che naturelle
de Db(CZp)
(∗∗) M → Rlim
←−
(M
L
⊗ΛZp[Gn])
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est un isomorphisme pour tout M ∈ CΛ provenant par oubli de la cate´gorie
CΛ−comp des Λ-modules (a` droite) topologiques compacts.
D’apre`s [Br], M posse`de une re´solution P → M , ou` P ∈ Komb(CΛ−comp)
est a` objets projectifs (dans CΛ−comp). Fixons encore Ln → Zp[Gn] un syste`me
projectif de re´solutions parfaites dans ΛC. Ont alors lieu dans Kom
b(ZpC
N◦)
des quasi-isomorphismes (pour le premier, cf [Br] 2.1) :
P ⊗ˆZp[Gn]← P ⊗ˆΛLn = P ⊗Λ Ln →M ⊗Λ Ln
Ici ⊗ˆΛ : CΛ−comp × Λ−compC → ZpC de´signe le produit tensoriel comple´te´
(il co¨ıncide avec ⊗Λ lorsque le second argument est dans ΛCtf , vue comme
sous-cate´gorie pleine de Λ−compC). Aussi P ⊗ˆΛZp[Gn] ≃ M
L
⊗ΛZp[Gn] dans
Db(ZpC
N◦). Comme les objets du complexe P ⊗ˆΛZp[Gn] sont des syste`mes
projectifs de Zp-modules topologiques compacts, donc de´ployants pour Rlim
←−
(2.9 2. (ii)), la fle`che (∗∗) est repre´sente´e par P → lim
←−
P ⊗Λ Zp[Gn]. C’est
bien un isomorphisme, puisque les objets de P sont compacts.

Corollaire 3.5 Si Γ est un groupe de Poincare´ de dimension d, alors, fonc-
toriellement en A ∈ Db(ΓC) :
Rlim
←−
BidZpRΓ(A) ≃ BidΛ(A)[−d]
Preuve : On re´e´crit 3.3 (ii) en tenant compte de 3.4 (iii).

4 Descente et codescente
Si A ∈ Db(ΓC) est de la forme RΓ(A∞) pour un certain A∞ ∈ D
b(ΓC), la
connaissance de A e´quivaut a` celle de lim
−→
A ≃ A∞. Dans ces conditions, il y
a un isomorphisme naturel, donne´ par le corollaire 3.3 :
X∞ ≃ RHomΛ(RHomZp(A∞),Zp),Λ)
et cela re´pond a` la question 1.2.
25
Le but de cette section est la construction, pour A ∈ Db(ΓC) quelconque,
d’un triangle distingue´ qui ge´ne´ralise l’isomorphisme pre´ce´dent. Comme ex-
plique´ dans l’introduction, on en donne en fait deux contructions duales,
dont la comparaison aboutit a` une relation non triviale entre le “de´faut de
descente” du syte`me A et son “de´faut de codescente”.
4.1 Triangles de (co)-descente : j(A) et k(A)
A chaque objet A ∈ Db(ΓC), sont associe´s fonctoriellement les objets
suivants :
- An := πn(A) ∈ D
b(GnC), pour chaque n ∈ N (cf 2.5).
-A∗ := RHomZp(A,Zp) ∈ D
b(CΓ), A
∗
n := πn(A
∗) ≃ RHomZp(An,Zp) ∈ D
b(CGn).
- A∞ := lim
−→
A ∈ Db(ΓC) et A
∗
∞ := lim
−→
A∗ ∈ Db(CΓ).
- X∞ := Rlim
←−
A ∈ Db(ΛC) et X
∗
∞ := Rlim
←−
A∗ ≃ RHomZp(A∞,Zp) ∈ D
b(CΛ).
On rappelle que pour A ∈ Komb(ΓC)tf , la fle`che canonique lim
←−
A →
X∞ est un isomorphisme dans D
b(ΛC) (2.11), ie. H
q(X∞) ≃ lim
←−
Hq(An).
Commenc¸ons par un crite`re de noethe´rianite´ pour X∞ et X
∗
∞.
Lemme 4.1 Soit Γn un sous-groupe ouvert de Γ.
1. Soit A ∈ ΓCtf , alors X∞ = lim←−
A ∈ ΛCtf si et seulement si Zp ⊗Zp[[Γn]] X∞
est de Zp-type fini. Si c’est le cas, alors Zp
L
⊗Zp[[Γn]]X∞ ∈ D
b(ZpC)tf .
2. Soit A ∈ Db(ΓC)tf , alors :
(i) X∞ ∈ D
b(ΛC)tf si et seulement si Zp
L
⊗Zp[[Γn]]X∞ ∈ D
b(GnC)tf .
(ii) X∗∞ ∈ D
b(ΛC)tf est si et seulement RHomZp(RΓ(Γn, A∞),Zp) ∈
Db(CGn)tf . Cela se produit si et seulement si Ext
p
Zp
(RqΓ(Γn, A∞),Zp) est
de type fini sur Zp pour p = 0, 1, q ∈ Z.
Preuve : 1. X∞ e´tant profini, on peut le munir de sa topologie compacte,
et celle-ci est compatible avec l’action de Λ. On applique alors la version
topologique du lemme de Nakayama.
2. (i) On va appliquer 1. aux Λ-modules Hq(X∞) = lim
←−
Hq(An). Observons
la suite spectrale d’hypercohomologie :
Ep,q2 = Tor
Zp[[Γn]]
−p (Zp, H
q(X∞))⇒ Tor
Zp[[Γn]]
p+q (Zp, X∞) = E
p+q
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Si X∞ ∈ D
b(ΛC)tf , alors les E
p,q
2 sont de type fini sur Λ, donc les E
p+q
aussi, ie. Zp
L
⊗Zp[[Γn]]X∞ ∈ D
b(ZpC)tf .
Re´ciproquement, supposons les Ep+q de type fini sur Λ, et montrons que
les Hq(X∞) le sont aussi. Ayant remarque´ les e´quivalences suivantes, donne´es
par le point 1 :
Hq(X∞) ∈ (ΛC)tf ⇔ E
0,q
2 ∈ (ΛC)tf ⇔ (∀p, E
p,q
2 ∈ (ΛC)tf )
on proce`de par re´currence descendante sur q, pour montrer que E0,q2 ∈ (ΛC)tf
(noter que E0,q2 = 0 pour q >> 0) : le terme initial E
0,q
2 = Zp ⊗Zp[[Γn]]
Hq(X∞) est une extension d’un sous-module de E
q = Tor
Zp[[Γn]]
q (Zp, X∞) (de
type fini par hypothe`se) par un Λ-module qui posse`de une filtration dont les
graduations sont des quotients des E−r−1,q+r2 = Tor
Zp[[Γn]]
r+1 (Zp, H
q+r(X∞)),
r ≥ 1, lesquels sont noethe´riens par hypothe`se de re´currence.
(ii) Le point pre´ce´dent posse`de bien suˆr une variante a` droite ; appliquons
celle-ci a` X∗∞ = Rlim
←−
A∗. Comme X∗∞
L
⊗Zp[[Γn]]Zp ≃ RHomZp(RΓ(Γn, A∞),Zp)
(cf. 3.1), le re´sultat se lit sur la suite spectrale
Extp
Zp
(R−qΓ(Γn, A∞),Zp)⇒ Ext
p+q
Zp
(RΓ(Γn, A∞),Zp)
dans laquelle Ep,q2 = 0 pour p 6= 0, 1.

Passons a` la construction des “triangles de descente” (resp. de codes-
cente). Pour chaque An il existe dans D
b(GnC) un morphisme naturel de des-
cente jA,n : An → RΓ(Γn, A∞) (resp. de codescente kA,n : Zp
L
⊗Zp[[Γn]]X∞ →
An). Il s’agit de relever cette collection de morphismes en une fle`che de
Db(ΓC), et de munir cette dernie`re d’un coˆne fonctoriel.
Proposition 4.2 Soit Tr(Db(ΓC)) la cate´gorie des triangles distingue´s de
Db(ΓC).
(i) Il existe un foncteur j : Db(ΓC)→ Tr(D
b(ΓC)) :
A 7→ j(A) :=
(
A
jA→RΓ(A∞)→ C(jA)→ A[1]
)
tel que πn(jA) = jA,n.
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(ii) Il existe un foncteur k : Db(ΓC)tf → Tr(D
b(ΓC)) :
A 7→ k(A) :=
(
Zp
L
⊗X∞
kA→A→ C(kA)→ Zp
L
⊗X∞[1]
)
tel que πn(kA) = kA,n.
Preuve : (i) Il suffit de construire un foncteur j˜ : Komb(ΓC)→ Tr(Kom
b(ΓC))
pre´servant les quasi-isomorphismes, et qui ve´rifie les conditions suivantes :
- les premier et second termes du triangle j˜(A) ont respectivement pour
image A et RΓ(A∞) dans D
b(ΓC)
- la premie`re fle`che de j˜(A) a pour image jA,n dans D(GnC).
Une fois j˜ construit, on de´finit j(A) comme l’image de j˜(A) dans Db(ΓC).
Pour construire j˜, conside´rons K∗ : (−) : Komb(ΓC) → Kom
b(ΓC), le fonc-
teur re´solvant construit par Verdier dans [Se2], annexe au chapitre I. Celui-ci
est muni d’un quasi-isomorphisme fonctoriel en B : B → K∗(B), et les ob-
jets du complexe K∗(B) sont Γ-cohomologiquement triviaux, de sorte que
Γ(Γn, K
∗(B)) repre´sente RΓ(Γn, B). Par de´finition, le morphisme de des-
cente jA,n est alors repre´sente´ par la fle`che compose´e An → Γ(Γn, lim
−→
A) →
Γ(Γn, K
∗(lim
−→
A)). Comme remarque´ dans les pre´liminaires, cette fle`che res-
pecte la structure de syste`me normique, et donne une fle`che j˜A : A →
Γ(K∗(lim
−→
A)) dans Komb(ΓC). A donc lieu dans Kom
b(ΓC) un triangle dis-
tingue´ tautologique, fonctoriel en A ∈ Komb(ΓC) :
j˜(A) :=
(
A
j˜A→Γ(Γn, K
∗(lim
−→
A))→ C(j˜A)→ A[1]
)
Celui-ci ve´rifie bien les deux proprie´te´s annonce´es, et cela termine la preuve.
(ii) Fixons une fois pour toutes une re´solution projective P → Zp dans
Db(ΛC). Si A ∈ Kom
b(ΓC)tf , alors X∞ ∈ D
b(ΛC) est repre´sente´ par lim
←−
A
(2.11), et la fle`che de codescente kA,n de D
b(GnC), par la fle`che compose´e :
P ⊗Zp[[Γn]] lim
←−
A→ Zp ⊗Zp[[Γn]] lim
←−
A→ An. Comme en (i), on note que cette
dernie`re fle`che a en fait lieu dans Komb(ΓC), et donne un triangle distingue´
tautologique fonctoriel dont le foncteur k est de´duit par localisation.

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Remarque 4.3 1. Soit A ∈ Komb(ΓC)tf . Alors :
(i) Les fle`ches jA et kA ne de´pendent pas des re´solutions qu’on a choisies.
Par ailleurs, on peut aussi expliciter kA a` l’aide d’une re´solution projective
de lim
←−
A : soit P → lim
←−
A une telle re´solution, alors kA est repre´sente´e par la
fle`che compose´e Zp⊗P → Zp⊗lim
←−
A→ A.
(ii) Remplacer K∗(A) par une autre re´solution Γ-acyclique de A dans la
preuve ci-dessus remplace j(A) par un autre triangle distingue´, qui lui est
(non canoniquement) isomorphe. Remarque analogue pour P et kA.
2. Soit A ∈ Db(ΓC), non dans D
b(ΓC)tf . Si A est repre´sente´ par un com-
plexe de ΓC dont les objets sont acycliques pour le foncteur Rlim
←−
, alors la
construction de k(A) tient encore. J’ignore si l’on peut trouver un tel com-
plexe pour tout A ∈ Db(ΓC).
Remarque 4.4 Soit A ∈ Db(ΓC)tf , alors 4.1 montre que :
(i) X∞ ∈ D
b(ΛC)tf ⇔ C(kA) ∈ D
b(ΓC)tf .
(ii) X∗∞ ∈ D
b(CΛ)tf ⇔ RHomZp(C(jA),Zp) ∈ D
b(CΓ)tf
Proposition 4.5 Notons encore k : Db(CΓ)tf → Tr(D
b(CΓ)) l’analogue a`
droite du foncteur k de la proposition pre´ce´dente. Si A∗ ∈ Db(ΓC)tf , il y a
dans Db(ΓC) un diagramme commutatif, fonctoriel en A ∈ D
b(ΓC) :
(X∗∞
L
⊗Zp)
kA∗−−−→ A∗
ev
y id
y
RHomZp(RΓ(A∞),Zp)
RHomZp (jA,Zp)
−−−−−−−−→ RHomZp(A,Zp)
Preuve : Soit A ∈ Komb(ΓC), tel que A
∗ ∈ Db(CΓ)tf . Si I ∈ Kom
b(ZpC)
est une re´solution injective de Zp, alors X
∗
∞ ∈ D
b(CΛ) est repre´sente´ par le
complexe lim
←−
HomZp(A, I) = HomZp(lim
−→
A, I). Soient maintenant P → Zp et
lim
−→
A → K∗(lim
−→
A) les re´solutions de la preuve pre´ce´dente, et conside´rons le
diagramme commutatif de Komb(CΓ) :
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lim
←−
HomZp(A, I)⊗P −→ lim←−
HomZp(A, I)⊗Zp −→ HomZp(A, I)
↑ ≀ ↓ id ↓
HomZp(lim−→
K∗(A), I)⊗P −→ HomZp(lim−→
A, I)⊗Zp −→ HomZp(A, I)
ev ↓ ev ↓ id ↓
HomZp(Hom(P,K
∗(lim
−→
A)), I) −→ HomZp(Hom(Zp, lim−→
A), I) −→ HomZp(A, I)
↓ ≀ ↓ id ↓
HomZp(Γ(K
∗(lim
−→
A)), I) −→ HomZp(Γ(lim−→
A), I) −→ HomZp(A, I)
Dans celui-ci, la ligne supe´rieure (resp. infe´rieure) repre´sente kA∗ (resp.
RHomZp(jA,Zp)) et toutes les fle`ches verticales sont des quasi-isomorphismes,
ainsi que les fle`ches horizontales de gauche. On obtient le carre´ commutatif
de l’e´nonce´ en identifiant, dans Db(ΓC), les deux premie`res colonnes, ainsi
que les deux premie`res et les deux dernie`res lignes.

4.2 Triangles d’adjonction : αj(A) et αk(A)
Nous sommes maintenant en mesure d’e´tablir le
The´ore`me 4.6 Soit A ∈ Db(ΓC)tf , alors
(i) Dans Db(ΓC), fonctoriellement en A : C(jA) ≃ C(jC(kA)). Si de plus
X∗∞ ∈ D
b(CΛ)tf , alors BidZpC(jA) ∈ D
b(ΓC)tf et C(kA) ≃ C(kBidZpC(jA))[−1].
(ii) Le foncteur j donne lieu a` un triangle distingue´, fonctoriel en A :
αj(A) :=
(
X∞
αj
→RHomΛ(X
∗
∞,Λ)→ ∆j(A)→ X∞[1]
)
dans lequel ∆j(A) := Rlim
←−
BidZp(C(jA)).
(iii) Le foncteur k donne lieu a` un triangle distingue´, fonctoriel en A :
αk(A) :=
(
X∗∞
αk→RHomΛ(X∞,Λ)→ ∆k(A)→ X
∗
∞[1]
)
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dans lequel ∆k(A) := RHomZp(lim
−→
C(kA),Zp)[1].
(iv) Supposons de plus X∞ ∈ D
b(ΛC)tf , alors il y a un isomorphisme de
triangles αj(A) ≃ RHomΛ(αk(A),Λ) fonctoriel en A, ie :
X∞
αj
−→ RHomΛ(X
∗
∞,Λ) −→ ∆j(A) −→ X∞[1]y id
y
y
y
BidΛ(X∞)
RHomΛ(αk,Λ)
−−−−−−−−→ RHomΛ(X
∗
∞,Λ) −→ RHomΛ(∆k(A),Λ)[1] −→ BidΛ(X∞)[1]
En particulier, Rlim
←−
BidZp(C(jA)) ≃ RHomΛ(RHomZp(lim
−→
C(kA),Zp),Λ).
Preuve : (i) Conside´rons B := Zp
L
⊗X∞ ∈ D
b(ΓC), et appliquons le foncteur
j aux objets et fle`ches du triangle k(A) =
(
B
kA→A→ C(kA)→ B[1]
)
. On
obtient alors un diagramme commutatif dont chaque ligne et colonne est un
triangle distingue´ de Db(ΓC) :
B
jB−−−→ RΓ(B∞) −−−→ C(jB) −−−→ B[1]
↓ RΓ(kA) ↓ ↓ ↓
A
jA−−−→ RΓ(A∞) −−−→ C(jA) −−−→ A[1]
↓ ↓ ↓ ↓
C(kA)
jC(kA)−−−→ RΓ(C(kA)∞) −−−→ C(jC(kA)) −−−→ C(kA)[1]
↓ ↓ ↓
B[1]
jB [1]
−−−→ RΓ(B∞)[1] −−−→ C(jB)[1]
Pour obtenir le premier isomorphisme de l’e´nonce´, il suffit de montrer que
C(jB) = 0, ie. que jB est un isomorphisme. Soit P ∈ Kom
b(ΛC) un complexe
a` objets projectifs repre´sentant X∞. Comme les objets du complexe lim
−→
Zp⊗P
sont Γ-cohomologiquement triviaux, la fle`che jB est repre´sente´e par Zp⊗P →
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Γ(lim
−→
Zp⊗P ). C’est un isomorphisme de Kom
b(ΓC), puisque les objets de P
sont des facteurs directs de Λ-modules libres, et que C(jΛ) = 0.
Passons au second isomorphisme. L’hypothe`se de finitude sur X∗∞ nous
assure que D := BidZpRΓ(A∞) est dans D
b(ΓC)tf . Aussi le triangle distingue´
BidZp(j(A)) =
(
BidZpA
BidZp (jA)
→ D → BidZpC(jA)→ BidZpA[1]
)
a-t-il lieu dans Db(ΓC)tf . On peut donc lui appliquer le foncteur k et cela
donne en particulier un nouveau triangle distingue´ :
C(kBidZpA)→ C(kD)→ C(kBidZpC(jA))→ C(kBidZpA)[1]
Comme A ≃ BidZp(A), il reste a` montrer que C(kD) = 0. Pour ce faire,
nous utilisons le the´ore`me 3.2, selon lequel D ≃ RHomΛ(X
∗
∞,Λ). Soit P ∈
Komb(CΛ) un complexe parfait repre´sentant X
∗
∞, de sorte que le complexe
HomΛ(P,Λ) ∈ Kom
b(ΛC) est parfait aussi. Mais alors kD est repre´sente´e par
Zp⊗HomΛ(P,Λ)→ HomΛ(P,Λ) ; c’est visiblement un isomorphisme, et l’on
a bien C(kD) = 0.
(ii) Appliquer le foncteur Rlim
←−
◦BidZp(−) au triangle distingue´ j(A) en
donne un nouveau :
Rlim
←−
BidZp(A)→ Rlim←−
BidZp(RΓ(A∞))→ Rlim←−
BidZpC(jA)→ Rlim←−
BidZp(A)[1]
D’ou` celui de l’e´nonce´, compte tenu du corollaire 3.3 (ii) applique´ a` A∞ ∈
Db(ΓC), et de l’isomorphisme A ≃ BidZp(A) ∈ D
b(ΓC)tf .
(iii) Appliquer le foncteur RHomZp(−,Zp) ◦ lim
−→
au triangle distingue´
k(A) en donne un nouveau :
X∗∞ → RHomZp(lim
−→
Zp
L
⊗X∞,Zp)→ RHomZp(lim
−→
C(kA),Zp)[1]→ X
∗
∞[1]
D’ou` celui de l’e´nonce´, puisque d’apre`s l’analogue a` gauche de 3.3 (i) :
RHomZp(lim
−→
Zp
L
⊗X∞,Zp) ≃ RHomΛ(X∞,Λ)
(iv) Soit comme en (i), B = Zp
L
⊗X∞. L’hypothe`se de finitude sur X∞
nous assure que B,C(kA) ∈ D
b(ΓC)tf . Sachant que A ≃ BidZp(A), B ≃
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BidZp(B), C(kA) ≃ BidZp(C(kA)) et C(jB) = 0, on obtient en appliquant
Rlim
←−
◦BidZp(−) au premier diagramme de la preuve :
Rlim
←−
B −→ Rlim
←−
BidZp(RΓ(B∞)) −→ 0 −→ Rlim←−
B[1]
↓ ↓ ↓ ↓
X∞ −→ Rlim
←−
BidZp(RΓ(A∞)) −→ Rlim←−
BidZp(C(jA)) −→ X∞[1]
↓ ↓ ↓ ↓
Rlim
←−
C(kA) −→ Rlim
←−
BidZp(RΓ(C(kA)∞)) −→ Rlim←−
BidZp(C(jC(kA))) −→ Rlim←−
C(kA)[1]
↓ ↓ ↓
Rlim
←−
B[1] −→ Rlim
←−
BidZp(RΓ(B∞))[1] −→ 0
Dans ce diagramme commutatif, chaque ligne ou colonne est un triangle
distingue´ de Db(ΛC). De plus :
- La seconde ligne du diagramme s’identifie au triangle αj(A), par construc-
tion de ce dernier.
- La seconde colonne s’identifie a` RHomΛ(αk(A),Λ), comme cela re´sulte des
isomorphismes de triangles distingue´s suivants (3.3) :
Rlim
←−
BidZp(RΓ(lim
−→
k(A))) ≃ RHomΛ(RHomZp(lim
−→
k(A),Zp),Λ)
≃ RHomΛ(αk(A),Λ)
Pour obtenir l’isomorphisme souhaite´ entre les triangles RHomΛ(αk(A),Λ)
et αj(A), il suffit donc de montrer que Rlim
←−
C(kA) = 0. Mais cela rele`ve du
meˆme argument que la preuve de 3.4 (iii).

Corollaire 4.7 Si A ∈ Db(ΓC)tf et X
∗
∞ ∈ D
b(CΛ)tf , alors
C(jA) = 0⇔ C(kA) = 0
Preuve : Cela re´sulte imme´diatement de 4.6 (i).
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Corollaire 4.8 Si Γ est un groupe de Poincare´ de dimension d (par exemple
Γ ≃ Zp
d), alors
Rlim
←−
BidZp(C(jA)) ≃ BidΛ(lim
−→
C(kA))[−d]
Preuve : On re´e´crit simplement 4.6 (iv), a` l’aide de 3.4 (iii).

On rele`ve un crite`re de noethe´rianite´ pour X∗∞, utile en pratique :
Corollaire 4.9 On suppose A ∈ Db(ΓC)tf et X∞ ∈ D
b(ΛC)tf . Alors X
∗
∞ ∈
Db(CΛ)tf si et seulement si RHomZp(lim
−→
C(kA),Zp) ∈ D
b(CΛ)tf .
Preuve : L’e´quivalence se lit sur le triangle distingue´ αk(A).

Remarque 4.10 Pour A ∈ Db(ΓC) non ne´cessairement dans D
b(ΓC)tf , le
triangle distingue´ αj(A) admet une ge´ne´ralisation e´vidente :
Rlim
←−
BidZp(A)→ RHomΛ(X
∗
∞,Λ)→ ∆j(A)→ Rlim
←−
BidZp(A)[1]
De la meˆme fac¸on, lorsqu’on est dans le cas de 4.3 (iii), il est possible de
ge´ne´raliser une partie des re´sultats.
Remarque 4.11 Disons qu’un foncteur F : Db(C) → Db(C′) covariant
(resp. contravariant) est d’amplitude [a, b] s’il posse`de la proprie´te´ suivante :
“A acyclique hors de [α, β]⇒ F (A) acyclique hors de [α+a, β+b] (resp. [a−
β, b− α])”. On a jusqu’ici de´fini trois foncteurs exacts covariants : C(j(−)) :
Db(ΓC)→ D
b(ΓC), ∆j : D
b(ΓC)tf → D
b(ΛC), C(k(−)) : D
b(ΓC)tf → D
b(ΛC),
et un contravariant : ∆k : D
b(ΓC)tf → D
b(CΛ). Si cdpΓ = d, ils sont a priori
d’amplitudes respectives [−1, d+1], [−1, d], [−d−1, 0], [−1, d+1] (que ∆j(A)
soit acyclique en degre´s > β + d si A l’est en degre´s ≥ β se lit par exemple
sur l’isomorphisme suivant : ∆j(A) ≃ RHomZp(lim
−→
RHomZp(C(jA),Zp),Zp),
compte-tenu de la nullite´ de Ext1
Zp
(lim
−→
Ext1
Zp
(Hd+1(Γn, H
β(A∞)),Zp),Zp) duˆe
a` la p-divisibilite´ de Hd+1(Γn,−)).
34
Question 4.12 Que peut-on dire en ge´ne´ral concernant la “taille” de ∆j(A)
et ∆k(A) ? En particulier, lorsqu’on dispose d’un foncteur det, peut-on ca-
racte´riser det(∆j) directement en termes de l’objet A ?
Si Γ ≃ Zp
d et A ∈ ΓC est de la forme A = Zp⊗X∞, c’est l’objet de la section
suivante que de donner une condition suffisante pour avoir ∆j(A) = 0 dans
Db(ΛC/{pseudo−nuls}). Le cas ou` A est quelconque reste assez myste´rieux,
meˆme pour Γ ≃ Zp
d.
Lorsque Γ ≃ Zp, C(jA) et C(kA) ont tendance a` se stabiliser (en un
sens ade´quat, cf section 5.2) lorsque A provient de l’arithme´tique (e.g. de la
cohomologie d’une repre´sentation p-adique) ; lorsque cela se produit, on par-
vient a` une compre´hension satisfaisante des quatre foncteurs de la remarque
pre´ce´dente.
5 Le cas commutatif : Γ ≃ Zp
d
Dans ce paragraphe et dans toute la suite de l’article, on suppose
que Γ ≃ Zp
d, si bien que Λ est un anneau commutatif. On identifie donc ΛC
et CΛ. L’anneau Λ est re´gulier de dimension d+ 1 ([Se1]) ; on note parfois Q
son corps des fractions. On de´signe les pseudo-isomorphismes par le symbole
≈, ou au besoin
≈
→ ; rappelons que ≈ est une relation d’e´quivalence sur la
classe des Λ-modules de torsion. Si M ∈ Db(ΛC) on utilisera les notations
suivantes :
Eq(M) := ExtqΛ(M,Λ) Hq(Γn,M) := Tor
Zp[[Γn]]
q (Zp,M)
Pour un Λ-module M , on note tΛM le sous-module de Λ-torsion, et fΛM :=
M/tΛM ; de meˆme avec Zp au lieu de Λ. On note aussiM [p
k] = Tor
Zp
1 (M,Z/p
k)
(resp.M/pk = Tor
Zp
0 (M,Z/p
k)) le noyau (resp. conoyau) de la multiplication
par pk.
5.1 ∆k et la structure des Λ-modules
Rassemblons en un lemme quelques proprie´te´s des Eq. Pour une e´tude
syste´matique de ces foncteurs, on renvoie a` [J3].
Lemme 5.1 Soit M un Λ-module de type fini. Alors :
(i) EqM est de torsion (resp. pseudo-nul) si q ≥ 1, (resp. q ≥ 2).
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(ii) Si M est de torsion, le bord de la suite spectrale de bidualite´ induit
un pseudo-isomorphisme canonique M
≈
→E1E1M .
(iii) Si M est de torsion, alors E1M ne posse`de aucun sous-module
pseudo-nul.
(iv) Il existe un pseudo-isomorphisme (non canonique) tΛM ≈ E
1M . En
particulier, si M est de torsion, on a les e´quivalences suivantes :
M ≈ 0⇔ E1M ≈ 0⇔ E1M = 0
Preuve (esquisse) : (i) se voit par localisation, puisque la dimension homolo-
gique globale d’un corps (resp. d’un anneau principal) vaut 0 (resp. 1).
(ii) Que le bord en question soit bien de´fini re´sulte de la nullite´ de
E0E0M . Qu’il soit un pseudo-isomorphisme se ve´rifie en localisant.
(iii) et (iv) se de´duisent facilement des deux faits suivants :
- Si M est de torsion, alors E0M = 0 et E1M ≃ HomΛ(M,Frac(Λ)/Λ).
- Si M est sans torsion, alors E1M est pseudo-nul (localiser).

Lorsque M ∈ Db(ΛC)tf ve´rifie M
L
⊗ΛQ = 0 (ie. lorsque tous les modules
de cohomologie deM sont de torsion), on de´finit l’ide´al caracte´ristique deM
par
χ(M) :=
∏
(CharHq(M))(−1)
q
ou` Char de´signe l’ide´al caracte´ristique au sens habituel de la the´orie des
modules d’Iwasawa.
Proposition 5.2 Soit A ∈ Db(ΓC)tf . On suppose X∞ ∈ D
b(ΛC)tf et X
∗
∞ ∈
Db(CΛ)tf . Alors :
(i) ∆j(A)⊗Λ Q = 0⇔ ∆k(A)⊗Λ Q = 0.
(ii) Lorsque ∆j(A)⊗Λ Q = 0, on a χ(∆j(A)) = χ(∆k(A)).
Preuve : d’apre`s 4.6 (iv), on a ∆j(A) = RHomΛ(∆k(A),Λ)[1].

Dans ce paragraphe, on s’inte´resse au cas ou` A ∈ Db(ΓC)tf est concentre´
en degre´ 0, ie. A ∈ ΓCtf , et ve´rifie la condition de codescente galoisienne,
version non de´rive´e, ie. H−1(C(kA)) = H
0(C(kA)) = 0. Dans cette situation,
on souhaite de´crire explicitement le complexe ∆k(A).
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Lemme 5.3 Soit M ∈ ΛCtf , et A := Zp⊗M ∈ ΓCtf , de sorte que X∞ ≃ M .
On a alors :
1. X∗∞ ∈ D
b(CΛ)tf .
2. ∆k(A)⊗Λ Q = 0, ∆k(A) est acyclique en degre´s ne´gatifs, et ve´rifie :
(i) H1(∆k(A)) = HomZp(lim
−→
H1(Γn, X∞),Zp).
(ii) Hq(∆k(A)) = E
q(X∞) pour q ≥ 2.
Preuve : 1. Le triangle distingue´ αk(A) montre que X
∗
∞ ∈ D
b(CΛ)tf e´quivaut
a` ∆k(A) ∈ D
b(CΛ)tf , fait que le calcul de la cohomologie de ∆k(A) mettra
en e´vidence ci-dessous.
2. On souhaite calculer ∆k(A) = RHomZp(lim
−→
C(kA),Zp)[1]. Examinons
le triangle distingue´ k(A) :
Zp
L
⊗X∞
kA→A→ C(kA)→ Zp
L
⊗X∞[1]
Par hypothe`se, A est concentre´ en degre´ 0 et H0(kA) est un isomorphisme.
On obtient donc C(kA)[−1] ≃ τ≤−1Zp
L
⊗X∞, puis
∆k(A) ≃ RHomZp(lim
−→
τ≤−1Zp
L
⊗M,Zp)
Le re´sultat souhaite´ (y compris la noethe´rianite´ annonce´e en 1.) est alors un
cas particulier du lemme suivant, dont nous aurons a` nouveau l’utilite´ un
peu plus loin.

Lemme 5.4 Soit M ∈ Db(ΛC), et a ∈ Z. Alors :
(i) Extq
Zp
(lim
−→
τ≤aZp
L
⊗M,Zp) = 0 pour q ≤ −1− a.
(ii) Ext−a
Zp
(lim
−→
τ≤aZp
L
⊗M,Zp) ≃ HomZp(lim
−→
H−a(Γn,M),Zp).
(iii) Extq
Zp
(lim
−→
τ≤aZp
L
⊗M,Zp) = E
q(M) pour q ≥ 1− a.
(iv) Il y a pour tout q ∈ Z une suite exacte naturelle
Ext1
Zp
(lim
−→
Hq−1(Γn,M),Zp) →֒ E
q(M)։ HomZp(lim
−→
Hq(Γn,M),Zp)
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Preuve : D’apre`s 3.3 (i), on a Extq
Zp
(lim
−→
Zp
L
⊗X∞,Zp) ≃ E
q(X∞). Par
ailleurs, la suite spectrale d’hypercohomologie du foncteur RHomZp(−,Zp) :
Db(ΓC) → D
b(CΛ), applique´e a` la fle`che lim
−→
τ≤aZp
L
⊗M → lim
−→
Zp
L
⊗M produit
un diagramme commutatif a` lignes exactes :
Ext1
Zp
(lim
−→
H1−q(τ≤aZp
L
⊗M),Zp) →֒ Ext
q
Zp
(lim
−→
τ≤aZp
L
⊗M,Zp) ։ HomZp(lim−→
H−q(τ≤aZp
L
⊗M),Zp)
↑ ↑ ↑
Ext1
Zp
(lim
−→
Hq−1(Γn,M),Zp) →֒ Ext
q
Zp
(lim
−→
Zp
L
⊗M,Zp) ։ HomZp(lim−→
Hq(Γn,M),Zp)
Dans celui-ci, les fle`ches verticales extre`mes sont, selon les valeurs de q, soit
nulles soit des isomorphismes. Le re´sultat suit.

En pratique, l’expression de H1(∆k(A)) donne´e par le lemme 5.3 est peu
maniable. On cherche dans ce qui suit a` controˆler sa taille.
De´finition 5.5 Soit M ∈ ΛCtf un module de torsion. On munit M de deux
filtrations de´croissantes fonctorielles :
- I1M = lim
←−
tZp(MΓn), et I
q+1M = I1(Iq(M)) pour q ≥ 1.
- F 1M est le noyau de l’application compose´e
M → E1E1M → HomZp(lim
−→
H1(Γn, E
1M),Zp)
ou` la premie`re fle`che est celle de 5.1 (ii), et la seconde est la fle`che de droite
dans la suite exacte 5.4 (iv), applique´e au module E1M . Puis F q+1M =
F 1F qM pour q ≥ 1.
Remarque 5.6 La fle`che compose´e qui de´finit F 1M est pseudo-surjective, si
bien que M/F 1M →֒ HomZp(lim
−→
H1(Γn, E
1M),Zp) avec conoyau pseudo-nul.
Proposition 5.7 Soit M ∈ ΛCtf un module de torsion, alors I
qM ⊂ F qM .
38
Preuve : On peut toujours supposer q = 1. Il s’agit alors de montrer que
l’image de lim
←−
tZp(MΓn) par l’application M → HomZp(lim
−→
H1(Γn, E
1M),Zp)
est nulle. C’est e´vident si l’on e´crit cette dernie`re comme la limite projective
des applications MΓn → HomZp(H1(Γn, E
1M),Zp).

Question 5.8 Est-il vrai que IqM = F qM ?
Cette question posse`de une re´ponse affirmative si d = 1, ie. si Γ ≃ Zp.
En effet, on montre alors facilement que M/I1M et M/F 1M sont tous deux
Zp-libres de meˆme rang, et le re´sultat suit.
Lemme 5.9 SoientM,M ′ ∈ ΛCtf de torsion. S’il y a un pseudo-isomorphisme
M
≈
→M ′, celui-ci induit des pseudo-isomorphismes :
(i) IqM
≈
→ IqM ′ et F qM
≈
→F qM ′.
(ii) HomZp(lim
−→
H1(Γn,M
′),Zp)
≈
→HomZp(lim
−→
H1(Γn,M),Zp).
Preuve : (i) Soit J = I ou F . Tout revient a` montrer que la fle`cheM/J1M →
M ′/J1M ′ est un pseudo-isomorphisme. Or
- son conoyau est pseudo-nul, par hypothe`se.
- il existe un pseudo-isomorphisme M
≈
←M ′, lequel implique a` son tour
une pseudo-surjection M/J1M ← M ′/J1M ′. En particulier Char(M/J1M)
divise Char(M ′/J1M ′).
- son noyau est donc ne´cessairement pseudo-nul lui aussi.
(ii) M
≈
→M ′ induit E1M ′
≈
→E1M . Comme HomZp(lim
−→
H1(Γn,M),Zp)
s’identifie a` un quotient de E1M , on peut raisonner comme en (i).

Corollaire 5.10 Soit M ∈ ΛCtf un module de torsion. Alors il existe une
pseudo-surjection non canonique
lim
←−
fZp(MΓn)→ HomZp(lim
−→
H1(Γn,M),Zp)
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Preuve : Par 5.7, on sait de´ja` que lim
←−
fZp(MΓn) = M/I
1M ։M/F 1M . Mais
par 5.6 :
M/F 1M ≈ HomZp(lim
−→
H1(Γn, E
1M),Zp)
Par 5.1, on peut trouver un pseudo-isomorphisme non canonique M ≈ E1M ,
et celui-ci induit a` son tour 5.9 :
HomZp(lim
−→
H1(Γn, E
1M),Zp) ≈ HomZp(lim
−→
H1(Γn,M),Zp)
ce qui termine la preuve.

5.2 Stabilisation (cas Γ ≃ Zp)
Nous e´tudions le phe´nome`ne de stabilisation pour le de´faut de (co)-
descente. Celui-ci semble particulier au cas Γ ≃ Zp, ou` les complexes C(jA)
et C(kA) sont particulie`rement courts. Lorsqu’elle a lieu, la stabilisation rend
particulie`rement agre´able la description du rapport entre descente et codes-
cente. On suppose Γ ≃ Zp dans tout 5.2.
De´finition 5.11 (i) On dit d’un syste`me inductif (resp. projectif) (An) qu’il
se stabilise s’il existe un rang n0 tel que les les fle`ches de transition An → Am
(resp. Am → An) soient des isomorphismes pour m ≥ n ≥ n0.
(ii) On dit d’un syste`me normique A ∈ ΓC qu’il se stabilise via la restric-
tion (resp. corestriction) si le syste`me inductif (resp. projectif) sous-jacent
se stabilise.
(iii) On dit d’un objet A ∈ Db(ΓC) qu’il se stabilise (via la restriction ou
la corestriction) s’il en est ainsi pour ses objets de cohomologie.
Commenc¸ons par quelques faits ge´ne´raux.
Lemme 5.12 Soit A→ B → C → A[1] un triangle distingue´ de Db(ΓC). Si
deux des trois sommets se stabilisent via la restriction ou la corestriction, il
en est de meˆme du troisie`me.
Preuve : On applique le lemme des cinq.

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Lemme 5.13 Soient A, B, C des syste`mes inductifs de Zp-modules.
(i) On suppose que les Bn sont de type fini et qu’il y a une suite exacte
courte 0→ A→ B → C → 0. Alors B se stabilise si et seulement si A et C
se stabilisent.
(ii) On suppose que les An et les Cn sont de type fini, et qu’il y a une
suite exacte courte A→ B → C. Si A et C se stabilisent, alors B aussi.
Preuve : (i) Si A et C se stabilisent alors B aussi, clairement. Si B se
stabilise, alors Am →֒ An pour n ≥ m >> 0. Mais alors lim
−→
An est une union
croissante a` l’inte´rieur du Zp-module noethe´rien lim
−→
Bn, donc se stabilise. On
en de´duit que Cn se stabilise aussi, par le lemme du serpent.
(ii) de´coule imme´diatement de (i).

5.2.1 Crite`res de stabilisation
Pour A ∈ Db(ΓC), on cherche a` e´tablir des crite`res pour :
- la stabilisation e´ventuelle de C(jA) via la corestriction.
- la stabilisation e´ventuelle de C(kA) via la restriction.
Dans la pratique, ces deux proble`mes sont e´quivalents. En effet :
Proposition 5.14 Soit A ∈ Db(ΓC)tf , alors
(i) Si C(kA) se stabilise via la restriction, alors C(jA) se stabilise via la
corestriction.
(ii) Soit A ∈ Db(ΓC)tf , ve´rifiant X
∗
∞ ∈ D
b(ΛC)tf . Si C(jA) se stabilise via
la corestriction, alors C(kA) se stabilise via la restriction.
La preuve repose sur le lemme suivant :
Lemme 5.15 Soit A ∈ Db(ΓC), alors
(i) Si A stabilise via la restriction, alors C(jA) se stabilise via la cores-
triction.
(ii) On suppose A ∈ Db(ΓC)tf . Si A stabilise via la corestriction, alors
C(kA) stabilise via la restriction.
Preuve de 5.15 : (i) Conside´rant le triangle distingue´ tautologique A →
A
L
⊗ZpQp → A
L
⊗Qp/Zp → A[1], on se rame`ne tout de suite au cas ou` A est de
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torsion. Par troncature et re´currence sur la longueur de A, on peut supposer
que A est concentre´ en degre´ 0, et quitte a` remplacer Γ par un sous-groupe
ouvert, que tous les jn,m sont des isomorphismes. Mais alors C(jA) se re´duit
a` la collection (H1(Γn, A∞)) (munie de sa structure naturelle de syste`me
normique, via res et cor) place´e en degre´ 1. L’action de Γ sur A∞ e´tant
triviale, on voit tout de suite que cor : H1(Γm, A∞) → H
1(Γn, A∞) est un
isomorphisme pour tout m ≥ n, et cela termine la preuve.
(ii) A l’aide de 4.5 applique´ a` A∗, on construit facilement un isomorphisme
RHomZp(C(jA∗),Zp) ≃ C(kBidZp (A)) ; comme A ≃ BidZp(A), le re´sultat sou-
haite´ se de´duit de (i).

Preuve de 5.14 : (i) Comme C(jA) = C(jC(kA)) (cf 4.6 (i)), il suffit d’ap-
pliquer 5.15 (i) a` l’objet C(kA) ∈ D
b(ΓC).
(ii) Puisque C(jA) se stabilise via la corestriction, alors BidZpC(jA) aussi.
Comme C(kA) ≃ C(kBidZpC(jA))[−1] (4.6 (i)), il suffit d’appliquer 5.15 (ii) a`
l’objet BidZpC(jA) ∈ D
b(ΓC).

Remarque 5.16 Soit A ∈ Db(ΓC)tf .
(i) Comme lim
−→
C(jA) = 0, la stabilisation de C(jA) via la restriction
ne pre´sente aucun inte´reˆt. Aussi, on dira de´sormais simplement “C(jA) se
stabilise” au lieu de “C(jA) se stabilise via la corestriction”. Pour des raisons
similaires, on dira “C(kA) se stabilise” au lieu de “C(kA) se stabilise via la
restriction”.
(ii) Il ne faut pas croire que la stabilisation de C(jA) ou C(kA) se pro-
duise syste´matiquement. Pour s’en convaincre, observer le cas d’un syste`me
normique dont la limite inductive et la limite projective soient toutes deux
triviales.
Au vu de 5.14, on s’inte´resse de´sormais uniquement a` la stabilisation de
C(kA). La proposition suivante est tre`s utile :
Proposition 5.17
1. Soit A → B → C → A[1] un triangle distingue´ de Db(ΓC). Si C(kA) et
C(kB) se stabilisent, alors il en est de meˆme de C(kC).
2. Soit A ∈ Db(ΓC)tf tel que X∞ ∈ D
b(ΛC)tf . Sont alors e´quivalents :
(i) C(kA) se stabilise.
(ii) C(kHq(A)) se stabilise pour tout q.
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Pour la preuve, on utilisera le lemme suivant :
Lemme 5.18 Soit A ∈ ΓCtf . Si X∞ ∈ ΛCtf , alors H
−2(C(kA)) se stabilise
automatiquement.
Preuve : Le syste`me inductif sous-jacent a` (H−2(C(kA))) ∈ ΓC, s’identifie
a` la re´union croissante des H1(Γn, X∞) ≃ X
Γn
∞ , et celle-ci se stabilise par
noethe´rianite´.

Preuve de 5.17 : 1. On applique 5.12 au triangle distingue´
C(kA)→ C(kB)→ C(kC)→ C(kA)[1]
de´duit de celui de l’e´nonce´ par application du foncteur C(k(−)).
2. Par troncature et re´currence sur la longueur de A, l’implication (ii)⇒
(i) de´coule du point 1.
Passons a` l’implication (i)⇒ (ii). Soit q0 tel que H
q(A) = 0 pour q > q0
et conside´rons le triangle distingue´
C(kτ≤q0−1A)→ C(kA)→ C(kHq0 (A))→ C(kτ≤q0−1A)[1]
de´duit du triangle distingue´ tautologique par application du foncteur C(k(−)).
Par re´currence sur la longueur de A, il nous suffit de montrer que si C(kA)
se stabilise, alors il en est de meˆme de C(kτ≤q0−1A) et C(kHq0 (A)). On peut
toujours supposer q0 = 0. Soit donc A tel que H
q(A) = 0 pour q > 0, tel
que C(kA) se stabilise. D’apre`s la remarque 4.11, H
q(C(kτ≤−1A)) = 0 (resp.
Hq(C(kA)) = 0, H
q(C(kH0(A))) = 0) si q > −1 (resp. q > 0, q 6= −2,−1, 0).
En prenant le cohomologie du triangle distingue´ ci-dessus, on obtient donc :
- H0(C(kH0(A))) = H
0(C(kA)), se stabilise par hypothe`se.
- Pour q < −2 Hq(C(kτ≤q0−1A)) = H
q(C(kA)), se stabilise par hypothe`se.
- Une suite exacte
H−2(C(kτ≤q0−1A)) →֒ H
−2(C(kA))→ H
−2(C(kH0(A)))
→ H−1(C(kτ≤q0−1A))→ H
−1(C(kA))։ H
−1(C(kH0(A)))
dans laquelle le second et le cinquie`me terme se stabilisent par hypothe`se,
ainsi que troisie`me en vertu de 5.18. Par 5.13, on conclut a` la stabilisation
des 6 termes de la suite exacte, et cela termine la preuve.
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Pour appliquer 5.17 2., on a parfois recours au lemme suivant :
Lemme 5.19 Soit q0 ∈ N, et Z1 →֒ Z2 → . . . → Zq → . . . ։ Zq0 une suite
exacte a` q0 termes dans une cate´gorie abe´lienne A. Alors il existe un triangle
distingue´ (non unique) de Db(A) dont la suite exacte longue de cohomologie
s’identifie a` la pre´ce´dente.
Preuve (indication) : Par re´currence sur q0.

Corollaire 5.20 Soit q0 ∈ N, et A
1 →֒ A2 → . . . → Aq → . . . ։ Aq0 une
suite exacte a` q0 termes dans ΓCtf . On suppose que chaque Λ-module lim←−n
Aqn
est de type fini. Soit i ∈ {1, 2, 3}, si C(kAq) se stabilise pour q non congru a`
i modulo 3, alors C(kAq) se stabilise aussi pour q congru a` i modulo 3.
Preuve : On applique 5.17 2., 1., puis 2. a` un triangle distingue´ fourni par
le lemme pre´ce´dent. Il est naturellement possible d’e´tablir ce corollaire di-
rectement, en proce´dant par de´coupage (il faut alors conside´rer q0− 3 suites
exactes a` 9 termes, et appliquer syste´matiquement 4.11, 5.18 et 5.13).

Proposition 5.21 Soit A →֒ B ։ C une suite exacte courte dans ΓCtf . On
suppose que lim
←−
Bn est de type fini sur Λ, et que C(kB) se stabilise. Sont alors
e´quivalents :
(i) H0C(kA) se stabilise.
(ii) H−1C(kC) se stabilise.
(iii) C(kA) et C(kC) se stabilise.
Preuve de 5.21 : Comme (iii) ⇒((i) et (ii)), il suffit de montrer que ((i)
ou (ii)) ⇒ (iii). On note d’abord que (iii) e´quivaut a` la stabilisation de
H0(C(kC)) et H
−1(C(kC)) (5.18 et 5.17 1.).
Ensuite, on observe la suite exacte suivante de syste`mes inductifs de Zp-
modules de types finis (NB : lim
←−
An, lim
←−
Bn et lim
←−
Cn sont de Λ-type fini) :
H−1(C(kB))→ H
−1(C(kC))→ H
0(C(kA))→ H
0(C(kB))→ H
0(C(kC))→ 0
Par hypothe`se, le premier et le quatrie`me terme se stabilisent. Si de plus
le second ou le troisie`me se stabilisent aussi, alors il en est de meˆme des 2
termes restants par 5.13.

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5.2.2 Conse´quences de la stabilisation
Signalons qu’on fait dans ce paragraphe un usage syste´matique de la
dualite´ de Poincare´ ; les isomorphismes en jeu sont donc fonctoriels, mais
de´pendent de l’isomorphisme Γ ≃ Zp choisi.
Proposition 5.22 Soit A ∈ Db(ΓC)tf tel que X∞ ∈ D
b(ΛC)tf .
Si C(kA) se stabilise, alors :
1. (i) X∗∞ ∈ D
b(ΛC)tf et RHomZp(C(jA),Zp) ∈ D
b(ΓC)tf .
(ii) C(jA) se stabilise aussi.
2. Les modules de cohomologie de ∆j(A) et ∆k(A) sont fixe´s par Γn pour
n suffisamment grand (et sont donc de torsion sur Λ). De plus il y a des
isomorphismes fonctoriels :
(i) ∆k(A) ≃ RHomZp(∆j(A),Zp) ≃ RHomZp(Rlim
←−
C(jA),Zp).
(ii) ∆j(A) ≃ RHomZp(∆k(A),Zp) ≃ lim
−→
C(kA)[−1].
(iii) Il existe dans Db(ΛC) un triangle distingue´ fonctoriel :
Rlim
←−
C(jA)→ lim
−→
C(kA)[−1]→ RHomZp(Qp, Rlim
←−
C(jA))[1]→ Rlim
←−
C(jA)[1]
En particulier, Rlim
←−
C(jA) ≃ lim
−→
C(kA)
L
⊗ZpQp/Zp[−2].
3. Si de plus les Zp-modules H
q(An) sont tous de torsion (et donc finis), alors
(i) les Λ-modules de cohomologie de X∞ et X
∗
∞ sont de torsion.
(ii) χ(∆j(A)) = χ(∆k(A)) = Λ.
Preuve : 1. (i) Comme A et Zp
L
⊗X∞ sont dans D
b(ΓC)tf , on voit que C(kA)
et RHomZp(C(kA),Zp) le sont aussi. Mais alors l’hypothe`se de stabilisation
montre que les modules de cohomologie sont de type fini sur Zp, et donc sur
Λ. La premie`re assertion provient alors de 4.9, et la seconde de 4.4 (ii).
(ii) re´sulte de 5.14 (i).
2. Que la cohomologie de ∆j(A) = Rlim
←−
BidZp(C(jA)) et celle de ∆k(A) =
RHomZp(lim
−→
C(kA),Zp)[1] soit fixe´e par Γn pour n >> 0 est une conse´quence
imme´diate de la stabilisation des limites en jeu.
(i) D’apre`s 4.6 (iv) et 3.4 (iii), on a
∆j(A) ≃ RHomΛ(∆k(A),Λ)[1] ≃ RHomZp(∆k(A),Zp)
d’ou` le premier isomorphisme de l’e´nonce´. Pour obtenir le second, on observe
que la fle`che de bidualite´ C(jA)→ BidZp(C(jA)) induit dans D
b(ΛC) un carre´
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commutatif :
RHomZp(Rlim
←−
BidZp(C(jA)),Zp) −−−→ RHomZp(Rlim
←−
C(jA),Zp)
↑ ↑
RHomZp(BidZpπn(C(jA)),Zp) −−−→ RHomZp(πnC(jA),Zp)
dans lequel la fle`che infe´rieure est un isomorphisme puisque la cohomologie
de RHomZp(πnC(jA),Zp) est de Zp-type fini. Ici, πn est le foncteur de projec-
tion de la remarque 2.5, et on regarde πnC(jA) comme un objet de D
b(ΛC),
par abus de notation. Par stabilisation, les deux fle`ches verticales sont des
isomorphismes pour n suffisamment grand ; d’ou` le second isomorphisme de
l’e´nonce´.
(ii) est similaire, mais plus facile.
(iii) En combinant (i) et (ii), on obtient un isomorphisme
BidZp(Rlim
←−
C(jA)) ≃ lim
−→
C(kA)[−1]
Maintenant, l’analogue dansDb(ΛC) de 2.12 (ii) montre que BidZp(Rlim
←−
C(jA))
s’identifie a` RHomZp(Qp/Zp, Rlim
←−
C(jA))[1] ; le triangle distingue´ recherche´
provient donc du triangle distingue´ tautologique Zp → Qp → Qp/Zp → Zp[1].
L’isomorphisme de l’e´nonce´ suit, puisque RHomZp(Qp, Rlim
←−
C(jA))
L
⊗ZpQp/Zp
= 0 et Rlim
←−
C(jA) ≃ Rlim
←−
C(jA)
L
⊗ZpQp/Zp[−1].
3. Quitte a` s’y ramener par troncature et re´currence sur la longueur de
A, on peut toujours supposer que A est concentre´ en degre´ 0. Dans ce cas :
(i) X∞ (resp. X
∗
∞) est concentre´ en degre´ 0 (resp. 1), et la cohomologie
du triangle distingue´ αk(A) donne une suite exacte :
0→ E0(X∞)→ H
0(∆k(A))→ H
1(X∗∞)→ E
1(X∞)
sur laquelle il apparaˆıt que :
- E0(X∞) est de torsion, puisque H
0(∆k(A)) l’est (cf 2.). D’ou` en fait
E0(X∞) = 0, si bien que X∞ est de Λ-torsion.
- H1(X∗∞) est de Λ-torsion puisque H
0(∆k(A)) et E
1(X∞) le sont (cf 5.1
(i)).
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(ii) Il suffit de calculer χ(∆k(A)) (cf. 5.2) Regardant πnC(kA) comme
un objet de Db(ΛC), on a pour n suffisamment grand un isomorphisme dans
Db(CΛ) : ∆k(A) ≃ RHomZp(πnC(kA),Zp). Observons alors le triangle dis-
tingue´ πn(C(kA)) ∈ Tr(D
b(ΛC)) :
Zp
L
⊗Zp[[Γn]]X∞ → An → πnC(kA)→ Zp
L
⊗Zp[[Γn]]X∞[1]
Comme An est fini, on voit que χ(πnC(kA)) = χ(Zp
L
⊗Zp[[Γn]]X∞). Ce dernier
ide´al caracte´ristique est trivial puisque X∞ est de Λ-torsion. Finalement,
χ(∆k(A)) = Λ.

En vue des applications on se propose d’expliciter la proposition pre´ce´-
dente. Rappelons que si M est un Zp-module, Ext
1
Zp
(M,Zp) s’identifie natu-
rellement au dual de Pontryagin du sous-module de Zp-torsion de M . Avec
les conventions explique´es dans la section 2.1, ce dernier est muni de l’action
de Λ (a` droite) par transport de structure ((f.λ)(m) = f(λm)), lorsque M
est un Λ-module (a` gauche).
Proposition 5.23 Soit A = (An) un syste`me normique dans lequel les An
sont de type fini sur Zp. Comme toujours, on note X∞ = lim
←−
An, A∞ = lim
−→
An
et X∗∞ = RHomZp(A∞,Zp). Pour plus de clarte´, notons
jn : An → (A∞)
Γn (resp. kn : (X∞)Γn → An)
l’application de descente (resp. codescente). De sorte que les syste`mes nor-
miques forme´s par la cohomologie de C(jA) et C(kA) valent respectivement :
- Pour C(jA) : H
−1 = (Ker jn), H
0 = (Coker jn), H
1 = (H1(Γn, A∞)),
H2 = (H2(Γn, A∞)) et H
q = 0 si q 6= −1, 0, 1, 2.
- Pour C(kA) : H
−2 = (H1(Γn, X∞)), H
−1 = (Ker kn), H
0 = (Coker kn)
et Hq = 0 si q 6= −2,−1, 0.
On suppose que Ker kn et Coker kn sont de type fini sur Zp, et se stabilisent.
Alors :
1. X∞ est de type fini sur Λ, et H
q(C(jA)) se stabilise aussi, ∀q.
2. (i) ∀q, on a Hq(∆j(A)) ≃ lim
−→
Hq−1(C(kA)) et il y a une suite exacte courte
lim
←−n,k
Hq(C(jA))/p
k →֒ Hq(∆j(A))։ lim
←−n,k
Hq+1(C(jA))[p
k]
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ou` (−)[pk] (resp. (−)/pk) de´signe le plus grand sous-module (resp. quotient)
tue´ par pk.
(ii) ∀q, on a Hq(∆k(A)) ≃ Ext
1
Zp
(lim
←−
H1−q(C(jA)),Zp) et il y a une suite
exacte courte
Ext1
Zp
(lim
−→
H−q(C(kA)),Zp) →֒ H
q(∆k(A))→ HomZp(lim
−→
H−1−q(C(kA)),Zp)
(iii) Pour tout q, Hq(∆j(A))) ≈ E
1H−q(∆k(A))). De plus les Λ-modules
de cohomologie de ∆j(A) sont tous pseudo-isomorphes a` un quotient conve-
nable de Zp[Gn]
a, pour n et a suffisamment grand.
(iv) Si les An sont finis, alors
∏
q Char(H
q(∆k(A)))
(−1)q = Λ.
3. Les Λ-modules H0(X∗∞) = HomZp(A∞,Zp) et H
1(X∗∞) = Ext
1
Zp
(A∞,Zp)
sont de type fini et le second est de torsion. Il sont de plus sujets a` des
isomorphismes et des suites exactes :
(i) Eq+1(H1(X∗∞)) →֒ E
q(X∗∞)։ E
q(H0(X∗∞)).
(ii) H−1(∆j(A)) →֒ X∞ → E
0(X∗∞)։ H
0(∆j(A)).
et E1(X∗∞) ≃ H
1(∆j(A)).
(iii) H−1(∆k(A)) →֒ H
0(X∗∞)→ E
0(X∞)→ H
0(∆k(A))→
→ H1(X∗∞)→ E
1(X∞)։ H
1(∆k(A))
et E2(X∞) ≃ H
2(∆k(A)).
Preuve : Expliquons seulement les points qui ne de´coulent pas imme´diatement
de 5.22.
2. (i) Pour obtenir la suite exacte, il faut expliciter l’isomorphisme ∆j(A) ≃
Rlim
←−
BidZp(C(jA)). On proce`de en deux e´tapes : d’abord 2.12 (ii) donne une
suite spectrale a` valeurs dans ΓCtf :
Ep,q2 = lim
←−k
Tor
Zp
−p(H
q(C(jA)),Z/p
k)⇒ Hp+q(BidZp(C(jA))) = E
p+q
Celle-ci de´ge´ne`re en des suites exactes courtes, dont celles de l’e´nonce´ se
de´duisent par passage a` la limite projective.
(ii) La stabilisation de C(jA) assure que les objets de cohomologie de
Rlim
←−
C(jA) sont de Zp-torsion, et 5.22 2. (i) donne l’isomorphisme annonce´.
(iii) Comme les Λ-modules de cohomologie de ∆j(A) sont de type fini et
de torsion, le bord de la suite spectrale d’hypercohomologie (cf 4.6 (iv))
Ep,q2 = E
p+1H−q(∆k(A))⇒ H
p+q(∆j(A)) = E
p+q
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re´alise pour tout q un pseudo-isomorphisme
Hq(∆j(A))
≈
→E1H−q(∆k(A))
Le reste se de´duit du fait que Hq(∆j(A)) est fixe´ par Γn pour n suffisamment
grand.
3. Que H1(X∗∞) soit de Λ-torsion se lit sur la suite exacte (iii), compte-
tenu de 2. (iii) et 5.1 (i).
(ii) La suite exacte de l’e´nonce´, obtenue en prenant la cohomologie du
triangle distingue´ αj(A), commence a priori par
0→ E−1(X∗∞)→ H
−1(∆j(A))→ H
0(X∞)→ . . .
Maintenant E−1(X∗∞) = E
0(H1(X∗∞)) est trivial puisque H
1(X∗∞) est de
Λ-torsion.

Corollaire 5.24 Soit A = (An) ∈ ΓCtf . Si tous les An sont de Zp-torsion,
et que C(kA) se stabilise, alors :
(i) les Λ-modules X∞ = lim
←−
An et H
1(X∗∞) = HomZp(lim
−→
An,Qp/Zp) sont
noethe´riens de torsion.
(ii) Non canoniquement, les quatre modules suivants sont pseudo-iso-
morphes : H−1(∆j(A)), H
0(∆j(A)), H
0(∆k(A)) et H
1(∆k(A)).
Preuve : (i) Comme les An sont de Zp-torsion, c’est que X
∗
∞ est concentre´
en degre´ 1. Maintenant, H1(X∗∞) est de Λ-torsion (5.23 3.) et les modules de
cohomologie de ∆j(A) aussi (2. (iii)) ; il en est donc de meˆme de X∞.
(ii) D’apre`s 5.23 2. (iii), il suffit de ve´rifier que l’on a
χ(H1(∆k(A))) = χ(H
0(∆k(A))). Mais cela de´coule de 5.23 2. (iv), puisque
d’apre`s 5.23 3. (iii) H−1(∆k(A)) ⊂ H
0(X∗∞) = 0, H
2(∆k(A)) ≃ E
2(X∞) ≈ 0
(5.1 (i)).

Mentionnons encore un corollaire de la description 5.22 2.
Corollaire 5.25 Soit A ∈ ΓCtf et supposons, comme en 5.22, que les syste`mes
inductifs Ker kn et Coker kn se stabilisent. Notons
φ : Rlim
←−
C(jA)→ lim
−→
C(kA)[−1]
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le morphisme fonctoriel figurant dans le triangle 5.22 2. (iii). Alors :
1. (i) KerHq(φ) est p-divisible.
(ii) Coker Hq(φ) est Zp-libre.
2. Conside´rons un triangle distingue´ A → A′ → A′′ → A[1], ou` A′ et A′′
ve´rifient les meˆmes hypothe`ses que A. Dans ces conditions, pour q ∈ Z fixe´ :
(i) φ induit un isomorphisme de suites exactes courtes
lim
←−n,k
Hq(C(jA))/p
k −→ lim
←−n,k
Hq(C(jA′))/p
k −→ lim
←−n,k
Hq(C(jA′′))/p
k
≀ ↓ ≀ ↓ ≀ ↓
tZp lim−→
Hq−1(C(kA)) −→ tZp lim−→
Hq−1(C(kA′)) −→ tZp lim−→
Hq−1(C(kA′′))
(ii) Si lim
←−
Hq(C(jA′′)) est fini, alors le diagramme ci-dessus se prolonge
en un isomorphisme de suites exactes longues :
- a` gauche a` l’aide de l’isomorphisme ∆j(−) ≃ lim
−→
C(k(−))[1] :
. . . −→ Hq−1(∆j(A
′)) −→ Hq−1(∆j(A
′′)) −→ lim
←−n,k
Hq(C(jA))/p
k −→
≀ ↓ ≀ ↓ ≀ ↓
. . . −→ lim
−→
Hq−2(C(kA′)) −→ lim
−→
Hq−2(C(kA′′)) −→ tZp lim−→
Hq−1(C(kA)) −→
- a` droite a` l’aide de Rlim
←−
C(j(−)) ≃ lim
−→
C(k(−))
L
⊗ZpQp/Zp[−2] :
lim
←−n,k
Hq(C(jA′′))/p
k −→ lim
←−
Hq+1C(jA) −→ lim
←−
Hq+1C(jA′) −→ . . .
≀ ↓ ≀ ↓ ≀ ↓
tZp lim−→
Hq−1(C(kA′′)) −→ Tor
Zp
q−1(lim−→
C(kA),Qp/Zp) −→ Tor
Zp
q−1(lim−→
C(kA′),Qp/Zp) −→ . . .
Preuve : 1. est clair, puisque les modules de cohomologie du coˆne de φ sont
uniquement p-divisibles.
2. (i) Comme Hq(C(jA)) est de Zp-torsion et que H
q(C(kA)) est de type
fini, on peut pre´ciser 1. : KerHq(φ) est le sous groupe p-divisible maximal
de Hq(Rlim
←−
C(jA)) (ie. le noyau de lim
←−
Hq(C(jA)) → lim
←−n,k
Hq(C(jA))/p
k)
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et Imφ = tZplim
−→
Hq−1(C(kA)). D’ou` l’isomorphisme de suites exactes de
l’e´nonce´.
(ii) - Au vu de 5.23 2. (i), 5.22 2. (ii) et de la de´finition de φ, le diagramme
commutatif suivant se produit en toute ge´ne´ralite´ :
. . . −→ Hq−1(∆j(A
′′)) −→ Hq(∆j(A))
⊃
←− lim
←−n,k
Hq(C(jA))/p
k −→
≀ ↓ ≀ ↓ ≀ ↓
. . . −→ lim
−→
Hq−2(C(kA′′)) −→ lim
−→
Hq−1(C(kA))
⊃
←− tZp lim−→
Hq−1(C(kA′)) −→
Puisque par hypothe`se Hq−1(∆j(A
′′)) est fini (5.23 2. (i)), l’image des
fle`ches de gauche est incluse dans celle des fle`ches de droite. Le diagramme
de l’e´nonce´ est donc bien de´fini et ses lignes sont automatiquement exactes.
- De manie`re analogue, on peut prolonger le diagramme a` droite comme
indique´ dans l’e´nonce´, a` condition que lim
←−
Hq(C(jA′′))→ lim
←−
Hq+1(C(jA)) se
factorise par le quotient fini maximal lim
←−n,k
Hq(C(jA))/p
k. C’est ici le cas,
puisque par hypothe`se, lim
←−
Hq(C(jA′′)) est lui-meˆme fini.

6 Applications
6.1 Cohomologie galoisienne continue
6.1.1 Ge´ne´ralite´s
Soit G un groupe profini, muni d’une surjection fixe´e G։ Γ. Pour chaque
sous-groupe ouvert Γn de Γ, notons Hn l’image re´ciproque de Γn dans G, et
H∞ = ∩Hn. Ainsi, Gn = Γ/Γn = G/Hn, et Γ = G/H∞. On note GC la
cate´gorie des Zp-modules munis d’une action discre`te de G, et RepZp(G)
la cate´gorie des Zp-repre´sentations continues de G dont le Zp-module sous-
jacent est Zp-libre de rang fini. La de´finition [J1] pour la cohomologie continue
se preˆte a` la variante suivante :
De´finition 6.1 Soit ∗ = b si cdpG <∞, et ∗ = + sinon.
(i) Soit Γ(G,−) : GC → ΓC le foncteur qui a` M ∈ GC associe le syste`me
normique (MHn). On note RΓ(G,−) : D∗(GC) → D
∗(ΓC) le de´rive´ droit de
Γ(G,−).
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(ii) Soit GC
N
◦
la cate´gorie des syste`mes projectifs d’objets de GC indexe´s
sur N. On note RΓ(G,−) : D∗(GC
N◦)→ D∗(ΓC) le foncteur compose´
GC
N◦ RΓ(G,−)−−−−→ ΓC
N◦
Rlim
← N−−−→ ΓC
(iii) Si T est une Zp-repre´sentation continue de G, on note RΓ(G, T ) :=
RΓ(G, (T/pk)), ou` (T/pk) de´signe le syste`me projectif e´vident.
Remarque 6.2 (i) Soit A ∈ D∗(GC) et (A) ∈ D
∗(GC
N◦) le syste`me projectif
de valeur constante A. On a alors RΓ(G,A) = RΓ(G, (A)). Plus ge´ne´ralement,
si A ∈ GC
N◦ est un syste`me projectif qui se stabilise, sa cohomologie au sens
(ii) co¨ıncide avec la cohomologie de sa limite, au sens (i).
(ii) Si l’image de G dans AutZp(T ) est finie, on peut donner un sens
a` RΓ(G, T ) soit par (i) soit (iii). On convient syste´matiquent du sens (iii)
lorsque G est un groupe de Galois du type GF ou GS,F (cf 6.1.2).
(iii) Soit K∗ un foncteur re´solvant, au sens de [Se2], Annexe 2. def 1.4,
et notons C•k = K
∗(T/pk). Alors la collection des re´solutions T/pk → C•k
est organise´e en syste`me projectif, et donne donc une re´solution dans GC
N
◦
(T/pk)→ C•, ou` C• = (C•k) ∈ Kom
+(GC)
N◦ = Kom+(GC
N◦).
Celle-ci ve´rifie :
(∗) Les G-modules Cqk sont G-cohomologiquement triviaux.
(∗∗) Les syste`mes projectifs (Γ(Cqk)) ∈ (ΓC)
N◦ sont flasques.
Aussi, RΓ(G, T ) est repre´sente´ par lim
←− k
Γ(G,C•k) ∈ Kom
+(ΓC
N
◦
).
(iv) Comme explique´ dans [J1], le proprie´te´s (∗) et (∗∗) ci-dessus sont
ve´rifie´es par toute re´solution injective (T/pk) → I•, I• ∈ Kom+(GC)
N
◦
. On
en de´duit que Rlim
←− k
◦RΓ est aussi le de´rive´ droit du foncteur compose´ lim
←−
◦Γ.
(v) Bien suˆr, on retrouve la cohomologie continue de Hn en appliquant le
foncteur πn de 2.5 : πnRΓ(G, T ) ≃ RΓ(Hn, T ).
(vi) En conside´rant le coˆne de la multiplication par pt : (T/pk)→ (T/pk),
on voit tout de suite qu’il y a isomorphisme naturel RΓ(G, T )
L
⊗ZpZ/p
t ≃
RΓ(G, T/pt) ; mieux, la collection de ces isomorphismes pour t variable se
rele`ve en un isomorphisme de D+(ΓC
N), d’ou` en passant a` la limite inductive :
RΓ(G, T )
L
⊗ZpQp/Zp ≃ RΓ(G, T ⊗Qp/Zp) dans D
+(ΓC)
On renvoie a` [J1] pour les proprie´te´s ge´ne´rales de la cohomologie continue,
et la comparaison avec la de´finition de [Ta] (par cochaˆınes continues). On se
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contente de de´tailler le re´sultat suivant, qui refle`te essentiellement la suite
spectrale de Hochschild-Serre en cohomologie continue pour la collection des
extensions de groupes Hn →֒ G։ Gn :
Proposition 6.3 Soit T ∈ RepZp(G), et notons A := RΓ(G, T ) ∈ D
∗(ΓC).
Alors C(jA) = 0.
Preuve : On note k l’indice des syste`mes projectifs sur N et n ou m celui des
syste`mes projectifs sur N , sous-jacents aux objets de ΓC. Il s’agit de ve´rifier
que la fle`che de restriction resn : RΓ(Hn, T )→ RΓ(Γn, lim
−→m
RΓ(G, T )) est un
isomorphisme (NB : avec les notations explique´es plus haut, la cohomologie
de lim
−→m
RΓ(G, T ) vaut lim
−→m
H•(Hm, T )).
Soit C• = (C•k) ∈ Kom
+(GC
N◦) un complexe qui posse`de les proprie´te´s (∗)
et (∗∗) (cf 6.2). Les objets RΓ(Hn, T ) et lim
−→m
RΓ(G, T ) sont alors repre´sente´s
respectivement par lim
←−k
C•k
Hn et lim
−→m
lim
←− k
C•k
Hm, et il nous suffit de montrer
que les objets de ce dernier complexe sont Γn-acycliques. En effet, si c’est le
cas la fle`che resn est alors repre´sente´e (cf 4.3) par la fle`che suivante :
lim
←−k
C•k
Hn → (lim
−→m
lim
←−k
C•k
Hm)Γn
qui est visiblement un isomorphisme.
Calculons donc, pour p ≥ 1 :
Hp(Γn, lim
−→m
lim
←− k
Cqk
Hm) ≃ lim
−→m
Hp(Γn/Γm, lim
←− k
Cqk
Hm)
par (∗∗) ≃ lim
−→m
Hp(Γn/Γm, Rlim
←−k
Cqk
Hm)
Maintenant,
Hp(Γn/Γm, Rlim
←−k
Cqk
Hm) = Extp
Zp[Γn/Γm]
(Zp, Rlim
←−k
Cqk
Hm)
par 2.10 ≃ Rplim
←− k
RHomZp[Γn/Γm](Zp, C
q
k
Hm)
Mais d’apre`s (∗), Cqk
Hm est Γn/Γm-acyclique, si bien que
Rplim
←− k
RHomZp[Γn/Γm](Zp, C
q
k
Hm) ≃ Rplim
←− k
(Cqk
Hm)Γn/Γm
≃ Rplim
←− k
Cqk
Hn
par (∗∗) ≃ 0
Ainsi, Hp(Γn, lim
−→m
lim
←− k
Cqk
Hm) ≃ 0 pour p ≥ 1, et cela termine la preuve.
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6.1.2 Un calcul d’adjoint a` la Jannsen
Soit F un corps de nombres, et F∞/F une extension galoisienne de groupe
Γ. Soit S un ensemble de places de F (fini ou non) contenant celles qui se
ramifient dans F∞/F . On note GS = GS,F le groupe de Galois de la cloˆture
S-ramifie´e de F , et GS,Fn le sous-groupe qui fixe Fn. Nous sommes donc dans
la situation du paragraphe pre´ce´dent avec G = GS ։ Γ, Hn = GS,Fn.
The´ore`me 6.4 Si cdpGS <∞, alors :
(i) Rlim
←−
BidZp(RΓ(GS,Fn, T )) ≃ RHomΛ(RHomZp(lim
−→
RΓ(GS,F , T ),Zp),Λ)
(ii) Si S est fini, RΓ(GS,Fn, T ) ≃ BidZp(RΓ(GS,Fn, T )).
Preuve : (i) re´sulte de 4.10, compte-tenu de 6.3.
(ii) Lorsque S est fini, on a RΓ(GS, T ) ∈ D
b(ΓC)tf (cf [Ta] cor. prop. 2.1).

Corollaire 6.5 Si S est fini et cdpGS < ∞, il y a une suite spectrale a`
valeurs dans ΛC :
ExtpΛ(HomZp(H
q(GS,F∞, T ⊗Qp/Zp),Qp/Zp),Λ)⇒ lim
←−
Hp+q(GS,Fn, T )
Preuve : Notons qu’il y a un isomorphisme naturel
RHomZp(lim
−→
RΓ(GS,F , T ),Zp)) ≃ RHomZp(lim
−→
RΓ(GS,F , T⊗Qp/Zp),Qp/Zp))
La suite spectrale d’hypercohomologie du foncteur RHomΛ(−,Λ), a` coeffi-
cients dans HomZp(H
q(GS,F∞, T ⊗ Qp/Zp),Qp/Zp) donne donc le re´sultat,
compte-tenu de 6.4.
Remarque 6.6 Cette suite spectrale fait l’objet d’une note non publie´e de
Jannsen [J2]. Elle y est obtenue “a` la main” inde´pendamment de nos hy-
pothe`ses (selon lesquelles Λ est noethe´rien, cdpΓ <∞ et cdpGS <∞).
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6.2 Le groupe des (p)-classes dans les Zp
d-extensions
On conserve les notations du paragraphe pre´ce´dent, mais on suppose
de´sormais Γ ≃ Zp
d, S = Sp ∪ S∞ et p 6= 2 si F posse`de une place re´elle (ces
conditions assurent cdpGS ≤ 2). Comme premie`re illustration des me´thodes
de cet article, on se propose d’e´tablir le the´ore`me 6.7 ci-dessous et ses corol-
laires. On peut voir cette e´tude comme un analogue partiel de [LFMN] pour
les Zp
d-extensions.
Les re´sultats qui suivent (6.7, 6.8 et 6.9) ont e´te´ obtenus en collaboration
avec J. Nekova´rˇ. Leur preuve occupe toute la pre´sente section.
La taille des groupes de de´composition de Γ joue un roˆle important dans
notre e´tude. Notons Sdec = {v ∈ Sp(F ),Γv = 0} et conside´rons l’hypothe`se
suivante :
(Deca) Pour tout v ∈ Sp(F ), rgZpΓv ≥ a.
(ainsi (Dec1)⇔ S
dec = ∅). Soit encore Z := Ker
(
⊕v∈Sp(F ),Γv 6=0Zp[[Γ/Γv]]→ Zp
)
.
The´ore`me 6.7 Notons Cl′n := Cl(OFn [
1
p
])⊗ Zp.
(i) Les Λ-modules lim
←−
Cl′n et HomZp(lim
−→
Cl′n,Qp/Zp) sont noethe´riens de
torsion. De plus, il existe une morphisme naturel naturel (de´fini en 4.6) :
αk : HomZp(lim
−→
Cl′n,Qp/Zp)→ E
1(lim
←−
Cl′n)
et un pseudo-isomorphisme (non canonique) Kerαk ≈ Cokerαk.
(ii) Ker αk →֒ E
1(Z). En particulier, αk est un pseudo-isomorphisme
injectif si l’hypothe`se (Dec2) est ve´rifie´e.
Corollaire 6.8
(i) Char(lim
←−
Cl′n) = Char(HomZp(lim
−→
Cl′n,Qp/Zp)). De plus :
lim
←−
Cl′n ≈ 0⇔ lim
−→
Cl′n = 0
(ii) De´signons par (lim
←−
Cl′n)
0 le sous-module pseudo-nul maximal de lim
←−
Cl′n
et conside´rons l’application de capitulation jn : Cl
′
n → (lim
−→m
Cl′m)
Γn. Sous
(Dec2), il y a une suite exacte canonique :
lim
←−n
Ker jn →֒ (lim
←−
Cl′n)
0
։ lim
←−n,k
Coker jn[p
k]
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Corollaire 6.9 (comp. [Ne] 9.4.11). Notons E ′n := OFn [
1
p
]× ⊗ Zp. Alors :
(i) tΛHomZp(lim
−→
E ′n ⊗Qp/Zp,Qp/Zp) ≈ Z, non canoniquement.
(ii) Sous (Dec3), il y a un isomorphisme naturel :
Cokerαk ≃ tΛHomZp(lim
−→
E ′n ⊗Qp/Zp,Qp/Zp)
Principe de la preuve de 6.7 : Conside´rons les syste`mes normiques naturels
Cl′ = (Cl′n) ∈ ΓCtf et E
′ = (E ′n) ∈ ΓCtf . Prouver 6.7 revient a` expliciter la
suite exacte longue de cohomologie de αk(Cl
′). Pour cela, nous utiliserons les
syste`mes normiques auxiliaires suivants :
- RΓS := RΓ(GS,Zp(1)) ∈ D
b(ΓC)tf (cf 6.1).
- HqS := H
q(RΓS) = (H
q(GS,Fn,Zp(1))) ∈ ΓCtf , q = 1, 2.
- Br′ := (Br′n) ∈ ΓCtf , ou` Br
′
n = lim
←−k
H2(GS,Fn,Qp/Zp(1))[p
k] le module
de Tate du groupe de Brauer de OFn [
1
p
].
- Λv = Zp[[Γ/Γv]]⊗Zp = (Zp[[Γ/Γv]]Γn) ∈ ΓCtf , ou` Γv est le groupe de
de´composition de Γ en v. Concre`tement, km,n : Zp[[Γ/Γv]]Γm → Zp[[Γ/Γv]]Γn
(resp. jn,m : Zp[[Γ/Γv]]Γn → Zp[[Γ/Γv]]Γm) est la fle`che induite par l’identite´
(resp. la multiplication par
∑
g∈Γn/Γm
g).
- Zp = Zp⊗Zp = (Zp) ∈ ΓCtf . Concre`tement, km,n = id et jn,m = [Γn :
Γm].
Re´sumons en un lemme les relations qui existent entre ces diffe´rents objets :
Lemme 6.10 Il y a dans Db(ΓC)tf des triangles distingue´s :
(i) H1S[−1]→ RΓS → H
2
S[−2]→ H
1
S.
(ii) Cl′ → H2S → Br
′ → Cl′[1]. De plus, H1S ≃ E
′.
(iii) Br′ → ⊕v|pΛv → Zp → Br
′[1].
Preuve (esquisse) : La suite exacte de Kummer (resp. le principe de Hasse)
donne lieu a` un isomorphisme et une suite exacte (resp. une suite exacte) :
E ′n ≃ H
1(GS,Fn,Zp(1)) Cl
′
n →֒ H
2(GS,Fn,Zp(1))։ Br
′
n
Br′n →֒ ⊕v|pZp[[Gn/Gn,v]]։ Zp
compatibles a` la restriction et a` la corestriction.

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Pour A ∈ ΓC ou D
b(ΓC), on note A∞(A), X∞(A), A
∗
∞(A), X
∗
∞(A) les
objets note´s simplement A∞, X∞, A
∗
∞, X
∗
∞ dans le paragraphe 4.1. Com-
menc¸ons par deux lemmes.
Lemme 6.11 (i) C(jRΓS) = 0, et X
∗
∞(RΓS) ∈ D
b(CΛ)tf .
(ii) C(kRΓS) = 0, et X∞(RΓS) ∈ D
b(ΛC)tf .
(iii) ∆k(RΓS) = ∆j(RΓS) = 0.
Preuve : Tout provient de la proposition 6.3, moyennant 4.4 et 4.7.

Lemme 6.12 Soit Br′non−dec := Ker( ⊕
v/∈Sdec
Λv → Zp), de sorte que le module
Z de 6.9 s’identifie naturellement a` X∞(Br
′
non−dec). Alors :
(i) Il y a dans Db(ΓC)tf un triangle distingue´ naturel :
Br′non−dec → Br
′ → ⊕v∈SdecΛ→ Br
′
non−dec[1]
lequel induit Z = X∞(Br
′
non−dec) ≃ tΛX∞(Br
′) et fΛ(X∞(Br
′)) ≃ ⊕v∈SdecΛ.
(ii) On a X∗∞(Br
′
non−dec) = 0, ∆j(Br
′
non−dec) ≃ ∆j(Br
′) ≃ Z[1] et
∆k(Br
′) ≃ ∆k(Br
′
non−dec) ≃ RHomΛ(Z,Λ) ≃ τ≥1RHomΛ(X∞(Br
′),Λ).
(iii) Sous (Deca), on a Ext
q(X∞(Br
′),Λ) = 0 pour q ≤ a− 1. En parti-
culier, X∞(Br
′) ≈ 0⇔ (Dec2).
Preuve : (i) Comme Sdec  S, la projection naturelle Br′ → ⊕v∈SdecΛ est
surjective, d’ou` le triangle distingue´ de l’e´nonce´. Le reste suit.
(ii) Ayant remarque´ que :
- si v /∈ Sdec, alors A∞(Λv) est uniquement p-divisible, et donc X
∗
∞(Λv) =
RHomZp(A∞(Λv),Zp) = 0.
- X∗∞(Zp) = 0.
on voit que X∞(Br
′
non−dec) = 0. Comme par ailleurs ∆k(Λ) = ∆j(Λ) =
0, le re´sultats de l’e´nonce´ se de´duisent facilement de (i), en appliquant les
foncteurs αj et αk aux objets et aux fle`ches du triangle distingue´ de (i).
(iii) Comme Zp[[Γ/Γv]] = Λ⊗Zp[[Γv]] Zp ∈ ΛC, on a dans D
b(CΛ) :
RHomΛ(Zp[[Γ/Γv]],Λ) ≃ RHomZp[[Γv]](Zp,Λ) ≃ RHomZp[[Γv]](Zp,Zp[[Γv]])
L
⊗Zp[[Γv]]Λ
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Maintenant, RHomZp[[Γv]](Zp,Zp[[Γv]]) ≃ Zp[−dv] etRHomΛ(Zp,Λ) ≃ Zp[−d]
ou` dv (resp. d) de´signe le rang de Γv (resp. Γ) (cf 3.4 (iii)). Aussi 6.10 (iii)
donne-t-il un triangle distingue´ de Db(CΛ) :
Zp[−d]→ ⊕v|pZp[[Γ/Γv]][−dv]→ RHomΛ(X∞(Br
′),Λ)→ Zp[1− d]
D’ou` la premie`re assertion de l’e´nonce´. L’assertion concernant la pseudo-
nullite´ re´sulte de 5.1 (iv).

Nous sommes maintenant en mesure d’expliciter le the´ore`me 4.6 applique´
au syste`me normique H2S. Pour plus de lisibilite´, et en vue de re´fe´rences
futures, on adopte les notations suivantes :
- HqIw(F∞,Zp(1)) := lim←−
Hq(GS,Fn,Zp(1)) = H
q(X∞(RΓS)) ≃ X∞(H
q
S).
- Hq(F∞,Zp(1)) := lim
−→
Hq(GS,Fn,Zp(1)) = H
q(A∞(RΓS)) ≃ A∞(H
q
S).
- jqn : H
q(GS,Fn,Zp(1))→H
q(F∞,Zp(1))
Γn, de sorte que H0(jHq
S
) = (jqn).
- kqn : H
q
Iw(F∞,Zp(1))Γn → H
q(GS,Fn,Zp(1)), si bien que H
0(kHq
S
) = (kqn).
Proposition 6.13
1. Les Λ-modules HqIw(F∞,Zp(1)), Ext
p
Zp
(Hq(F∞,Zp(1)),Zp), p = 0, 1, q =
1, 2, sont tous de type fini.
2. (i) C(jH2
S
) ≃ C(jH1
S
)[2] (resp. C(kH2
S
) ≃ C(kH1
S
)[2]) est acyclique hors de
[−1, d− 1] (resp. [−d − 1,−2]).
Explicitement :
(ii) Ker j1n = Coker j
1
n = 0, Ker k
2
n = Coker k
2
n = 0.
(iii) Ker j2n = H
1(Γn,H
1(F∞,Zp(1))), Coker j
2
n = H
2(Γn,H
1(F∞,Zp(1))),
H2(Γn, H
2
Iw(F∞,Zp(1))) = Ker k
1
n, H1(Γn, H
2
Iw(F∞,Zp(1))) = Coker k
1
n.
(iv) Pour q ≥ 1 on a,
Hq(Γn,H
2(F∞,Zp(1))) = H
q+2(Γn,H
1(F∞,Zp(1)))
Hq+2(Γn, H
2
Iw(F∞,Zp(1))) = Hq(Γn, H
1
Iw(F∞,Zp(1)))
3. (i) ∆k(H
2
S) = ∆k(H
1
S)[−2] est acyclique hors de [1, d+ 1].
(ii) Les modules de cohomologie de ∆k(H
2
S) sont noethe´riens de torsion.
De plus :
- Hq(∆k(H
2
S)) est pseudo-nul si q 6= 1.
- H1(∆k(H
2
S)) ≃ HomZp(lim
−→
H1(Γn, H
2
Iw(F∞,Zp(1))),Zp).
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(iii) HomZp(H
2(F∞,Zp(1)),Zp) = E
0(H2Iw(F∞,Zp(1))). En particulier,
H2Iw(F∞,Zp(1)) et lim
←−
Br′n posse`de le meˆme Λ-rang. Explicitement, il y a un
isomorphisme naturel HomZp(H
2(F∞,Zp(1)),Zp) ≃ ⊕v∈SdecΛ.
(iv) Il y a une suite exacte naturelle
Ext1
Zp
(H2(F∞,Zp(1)),Zp) →֒ E
1(H2Iw(F∞,Zp(1)))։ H
1(∆k(H
2
S))
(v) Pour q ≥ 2, Hq(∆k(H
2
S)) = E
q(H2Iw(F∞,Zp(1))).
4. (i) ∆j(H
2
S) = ∆j(H
1
S)[2] est acyclique hors de [−1, d− 1].
(ii) Les modules de cohomologie de ∆j(H
2
S) sont noethe´riens de torsion.
De plus :
- Hq(∆j(H
2
S)) est pseudo-nul si q 6= −1.
- H−1(∆j(H
2
S)) ≈ E
1(H1(∆k(H
2
S))).
(iii) Il y a des suites exactes naturelles
H−1(∆j(H
2
S)) →֒ H
2
Iw(F∞,Zp(1))→ E
0(X∗∞(H
2
S))։ H
0(∆j(H
2
S))
E1(Ext1
Zp
(H2(F∞,Zp(1)),Zp)) →֒ E
0(X∗∞(H
2
S))։ E
0(HomZp(H
2(F∞,Zp(1)),Zp))
lim
←−
Ker j2n →֒ H
−1(∆j(H
2
S))։ lim
←−n,k
Cokerj2n[p
k]
lim
←−n,k
(Cokerj2n)/p
k →֒ H0(∆j(H
2
S))։ lim
←−n,k
H1(Γn,H
2(F∞,Zp(1)))[p
k]
(iv) Pour q ≥ 1, il y a un isomorphisme
Eq+1(Ext1
Zp
(H2(F∞,Zp(1)),Zp)) ≃ H
q(∆j(H
2
S))
Preuve : 1. est une conse´quence directe de 6.11 (i) et (ii).
Le point (i) de 2., 3., 4. re´sulte de 6.11 (iii), 6.10 (i) et 4.11.
2. (ii) - (iv) de´coulent imme´diatement de 2. (i). Ces re´sultats sont en fait
bien connus, et peuvent aussi se lire sur des suites spectrales convenables
(e.g. [Kat] 2.3 pour la codescente).
3. (ii) D’apre`s 2. (ii), la fle`che de descente Zp⊗X∞(H
2
S) → H
2
S est un
isomorphisme, et l’on peut donc appliquer 5.3.
4. (ii), on raisonne comme en 5.23 2. (iii).
Le reste de l’e´nonce´ exprime essentiellement la cohomologie des triangles
distingue´s αk(H
2
S) et αj(H
2
S), aux exceptions suivantes pre`s :
3. (iii) Comme Cl′n est fini, la suite exacte de Kummer (cf 6.10) montre
que HomZp(Br
′,Zp) = HomZp(H
2
S,Zp). La description explicite de l’e´nonce´
re´sulte donc de 6.12 (i).
4. (iii) Pour obtenir les deux dernie`res suites exactes, on raisonne comme
en 5.23 2. (i).
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Dans la proposition 6.13, on s’est attache´ a` expliciter la cohomologie des
triangles distingue´s αj(A) et αk(A) avec A = H
2
S. Pour avoir une vision
comple`te de la situation, il conviendrait de faire de meˆme avec A = H1S, puis
de recoller les deux avec RΓS. A de´faut d’e´crire les de´tails d’une e´tude aussi
fastidieuse, on se contente d’e´voquer deux points significatifs.
Corollaire 6.14 (i) H1Iw(F∞,Zp(1)) ≃ E
0(RHomZp(H
1(F∞,Zp(1)),Zp)).
(ii) Il y a une suite exacte naturelle
H1(∆k(H
2
S)) →֒ HomZp(H
1(F∞,Zp(1)),Zp)→ E
0(H1Iw(F∞,Zp(1)))
→ H2(∆k(H
2
S))→ Zp(1)
En particulier, H1(∆k(H
2
S)) ≃ tΛHomZp(lim
−→
E ′n,Zp).
Preuve : Pour (i) (resp. (ii)), on e´crit un morceau de la suite exacte longue
de cohomologie de αj(H
1
S) (resp. αk(H
1
S)), compte-tenu de 6.13 4. (i). La
dernie`re assertion re´sulte de la suite exacte, puisque tΛE
0(H1Iw(F∞,Zp(1))) =
0, et que H1S ≃ E
′ (6.10 (ii)).

Le re´sultat suivant est l’ingre´dient principal pour la preuve de 6.7.
Proposition 6.15 Il existe des pseudo-isomorphismes non canoniques
Z ≈ H1(∆k(H
2
S)) ≈ H
−1(∆j(H
2
S))
En particulier (Dec2)⇔ H
1(∆k(H
2
S)) ≈ 0⇔ H
−1(∆j(H
2
S)) ≈ 0.
Preuve : Pour ne pas exclure le cas ou` (Dec1) n’est pas ve´rifie´e, introduisons
H2S,dec, le noyau de la fle`che compose´e H
2
S → Br
′ → ⊕v∈SdecΛ. On a alors
deux triangles distingue´s naturels
H2S,non−dec → H
2
S → ⊕v∈SdecΛ→ H
2
S,non−dec[1]
Cl′ → H2S,non−dec → Br
′
non−dec → Cl
′[1]
sur lesquels on lit les faits suivants :
- C(kH2
S,non−dec
) ≃ C(kH2
S
). En particulier, Zp⊗X∞(H
2
S,non−dec) ≃ H
2
S,non−dec.
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- ∆k(H
2
S) ≃ ∆k(H
2
S,non−dec).
- fZp(X∞(H
2
S,non−dec)Γn) ≃ fZp((H
2
S,non−dec)n) ≃ (Br
′
non−dec)n.
D’apre`s 6.13 3. (iii), le Λ-module M := X∞(H
2
S,non−dec) est de Λ-torsion. On
peut donc lui appliquer 5.3 2. (i) et 5.10, et cela donne une pseudo-surjection
non-canonique Z ≃ lim
←−
MΓn → H
1(∆k(H
2
S,non−dec)) ≃ H
1(∆k(H
2
S)).
Mais H1(∆k(H
2
S)) ≃ tΛHomZp(lim
−→
E ′n,Zp) (6.14 (ii)), or d’apre`s [Ne]
9.4.11 (iii),
Char(Z) | Char(tΛHomZp(lim
−→
E ′n,Zp))
(noter que HomZp(lim
−→
E ′n,Zp) ≃ HomZp(lim
−→
E ′n ⊗ Qp/Zp,Qp/Zp)). Le noyau
de la pseudo-surjection pre´ce´dente est donc ne´cessairement pseudo-nul. D’ou`
le premier pseudo-isomorphisme de l’e´nonce´. Le reste suit, graˆce a` 6.13 4. (ii)
et 6.12 (iii).

Corollaire 6.16
(i) Ext1
Zp
(H2(F∞,Zp(1)),Zp) ne posse`de aucun sous-module pseudo-nul.
(ii) Sous (Dec2), H
−1(∆j(H
2
S)) est le sous-module pseudo-nul maximal
de H2Iw(F∞,Zp(1)).
Preuve : (i) Au vu de 6.13 3. (iv), il suffit de montrer que E1(X∞(H
2
S))
ne posse`de aucun sous-module pseudo-nul. Mais d’apre`s la preuve de 6.15,
X∞(H
2
S) est somme directe d’un Λ-module libre et du Λ-module de torsion
X∞(H
2
S,non−dec). D’ou` E
1(X∞(H
2
S)) ≃ E
1(X∞(H
2
S,non−dec)), et le re´sultat par
5.1 (iii).
(ii) Le Λ-module Ext1
Zp
(H2(F∞,Zp(1)),Zp) e´tant de torsion (6.13 3. (iv)
et 5.1 (i)), les deux premie`res suites exactes de 6.13 4. (iii), jointes a` 5.1
(iii), montrent que le sous-module pseudo-nul maximal de H2Iw(F∞,Zp(1))
est contenu dans H−1(∆j(H
2
S)). D’ou` le re´sultat, par 6.15.

Preuve de 6.7 : (i) Comme Cl′ = Ker(H2S → Br
′), 6.13 1. et 3. (iii)
montrent que lim
←−
Cl′n est noethe´rien de torsion. Que le module
HomZp(lim
−→
Cl′n,Qp/Zp) = H
1(X∗∞(Cl
′)) ≃ Ext1
Zp
(H2S(F∞,Zp(1)),Zp)
soit noethe´rien de torsion re´sulte de 6.13 1., 3. (iv) et 5.1 (i).
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Comme X∞(Cl
′) est de Λ-torsion, la suite exacte longue de cohomologie
du triangle distingue´ αk(Cl
′) s’e´crit
0→ H0(∆k(Cl
′))→ H1(X∗∞(Cl
′))→ E1(X∞(Cl
′))→ H1(∆k(Cl
′))→ 0
La fle`che centrale est celle note´e αk dans l’e´nonce´, et il reste a` montrer que
les deux termes extre`mes sont pseudo-isomorphes.
Appliquer ∆k a` 6.10 (ii) donne un triangle distingue´ dont la suite exacte
longue de cohomologie s’e´crit :
H0(∆k(H
2
S))→ H
0(∆k(Cl
′))→ H1(∆k(Br
′)) (∗ ∗ ∗)
→ H1(∆k(H
2
S))→ H
1(∆k(Cl
′))→ H2(∆k(Br
′))
Dans celle-ci, le premier terme est trivial (6.13 3. (i)), et le dernier est pseudo-
nul (6.12 (ii) et 5.1 (i)). Maintenant, 6.15, 5.1 (iv) et 6.12 (ii) donnent,
non-canoniquement :
H1(∆k(H
2
S)) ≈ tΛX∞(Br
′) ≈ E1(X∞(Br
′)) ≃ H1(∆k(Br
′))
Comme tΛX∞(Br
′) est pseudo-semi-simple, la suite exacte pre´ce´dente montre
que H0(∆k(Cl
′)) et H1(∆k(Cl
′)) le sont aussi, et qu’ils posse`dent le meˆme
ide´al caracte´ristique. D’ou` H0(∆k(Cl
′)) ≈ H1(∆k(Cl
′)), non canoniquement.
(ii) Puisque X∞(Cl
′) est de torsion (cf (i)), c’est que H0(∆k(Cl
′)) =
Ker αk. Mais d’apre`s 6.12 (ii)
H1(∆k(Br
′)) ≃ E1(X∞(Br
′)) ≃ E1(Z)
et la suite exacte (∗∗∗) ci-dessus donne donc l’injection de l’e´nonce´ :Ker αk →֒
E1(Z). Si l’hypothe`se (Dec2) est ve´rifie´e, 6.12 (iii) montre qu’en fait, E
1(Z) =
0, et cela termine la preuve.

Preuve de 6.8 : (i) re´sulte directement de 6.7. 6.16 (i).
(ii) En toute ge´ne´ralite´, la suite exacte longue de cohomologie du triangle
distingue´ αj(Cl
′) s’e´crit
0→ H−1(∆j(Cl
′))→ X∞(Cl
′)→ E1(H1(X∗∞(Cl
′)))→ H0(∆j(Cl
′))→ 0
Dans celle-ci :
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- Le troisie`me terme ne posse`de aucun sous-module pseudo-nul non nul
(5.1 (iii)).
- La fle`che centrale co¨ıncide avec E1(αk) ; sous (Dec2), c’est un pseudo-
isomorphisme et le premier terme est donc pseudo-nul.
Aussi, (lim
←−
Cl′n)
0 ≃ H−1(∆j(Cl
′)).
La suite exacte de l’e´nonce´ est semblable a` 5.23 2. (i).

Preuve de 6.9 : (i) a e´te´ e´tabli au cours de la preuve de 6.15.
(ii) Sous (Dec3), on a H
1(∆k(Br
′)) = H2(∆k(Br
′)) = 0 (6.12 (iii)). Le
raisonnement de 6.7 (i) donne alors
Coker αk ≃ H
1(∆k(Cl
′)) ≃ H1(∆k(H
2
S)) ≃ tΛHomZp(lim
−→
E ′n⊗Qp/Zp,Qp/Zp)

Remarque 6.17 1. (i) L’e´quivalence de 6.8 (i), longtemps suspecte´e, avait
de´ja` e´te´ e´tablie dans [NV], conditionnellement a` la conjecture de Gross pour
chaque Fn ; la preuve reposait alors de fac¸on cruciale sur les re´sultats de
[LFMN]. Des re´sultats partiels figurent aussi dans [LN] et [MC], voir [NV]
a` ce sujet.
(ii) La divisibilite´ Char(HomZp(lim
−→
Cl′n,Qp/Zp)) | Char(lim
←−
Cl′n) e´tait de´ja`
connue ([Ne] (prop. 9.4.1. (iii)). La preuve de 6.15 pre´sente´e ici repose
d’ailleurs sur les re´sultats de [Ne] 9.4.
(iii) Sous (Dec2), 6.15 est en fait inde´pendant de [Ne] 9.4. Dans le cas
ge´ne´ral, une re´ponse positive a` la question 5.8 engloberait le re´sultat de loc.
cit.. On peut se demander si une adaptation des me´thodes de loc. cit permet-
trait de re´pondre a` 5.8 ; nous espe´rons y revenir dans un travail ulte´rieur.
2. Pour T = Zp(0), 6.16 (i) posse`de un analogue bien connu, relie´ a` la conjec-
ture de Leopoldt faible. Celui-ci est originellement duˆ a` [G1], et [N1] en a
donne´ une autre preuve. On pourra aussi consulter [Ne] 9.3.1 pour un re´sultat
ge´ne´ral.
3. La proposition 6.14 (i) montre que fΛH
1
Iw(F∞,Zp(1)) est re´flexif, et (ii)
pourrait eˆtre le point de de´part d’une discussion sur la re´flexivite´ du module
fΛHomZp(H
1(F∞,Zp(1)),Zp). Il serait sans doute inte´ressant de comparer
cette approche avec celle de [G3].
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Toute la pre´sente e´tude concerne les modules d’Iwasawa attache´s a` la Zp-
repre´sentation continue T = Zp(1). Pour T = Zp(i), l’e´tude analogue pre´sente
quelques diffe´rences dont la plus marquante est peut-eˆtre la description du
sous-module pseudo-nul maximal de H2Iw(F∞,Zp(i)) : pour i ≥ 2, celui-ci
vaut tout simplement lim
←−
Ker j2n. Cette remarque est a` rapprocher du fait
suivant : les me´thodes de [V2], [V3] permettent de produire des e´le´ments de
Ker jn ⊂ H
2(GS,Fn,Zp(i)) (pour n fixe´) seulement pour i ≥ 2, et non pour
i = 1.
Question 6.18 Est-il possible d’adapter les me´thodes de [V2], [V3] pour pro-
duire des e´le´ments du sous-quotient lim
←−n,k
Coker j2n[p
k] de H2Iw(F∞,Zp(1)) ?
Une re´ponse positive a` cette question demanderait certainement la construc-
tion pre´alable de syste`mes projectifs d’unite´s le long de sous-extensions bien
choisies de F∞.
6.3 Descente et codescente dans la tour cyclotomique
On propose ici une e´tude syste´matique de la (co-)descente pour les syste`-
mes normiques usuels de la the´orie d’Iwasawa cyclotomique. On retrouve
ainsi de fac¸on concise et unifie´e de nombreux re´sultats connus ([Kuz], [Gr],
[LFMN], [Be], [KN], [NL], [G4] et [I2]). Pour simplifier, on suppose p 6= 2.
L’approche axiomatique pre´sente l’avantage de mettre en lumie`re les hy-
pothe`ses dont de´pendent les re´sultats. On ne fait ici aucun usage de la conjec-
ture principale. Par ailleurs, l’e´tude est essentiellement inde´pendante de la
conjecture de Leopoldt (th. de Baker-Brumer, dans notre contexte), a` l’ex-
ception du corollaire 6.35. Les proprie´te´s “arithme´tiques” qu’on utilise sys-
te´matiquement sont rassemble´es dans le lemme 6.22.
Le phe´nome`ne de stabilisation joue un roˆle important. Il est automatique
pour les syste`mes normiques qui proviennent de la cohomologie de Zp(1) ;
Pour les unite´s cyclotomiques, l’e´tude repose entie`rement sur un re´sultat
pre´alable de [Be] (cf 6.21).
Fixons F un corps de nombres abe´lien, et conside´rons sa Zp-extension
cyclotomique F∞/F . Comme toujours, Γn = Gal(F∞/Fn), Γ/Γn = Gn. Mu-
nies de la norme et de l’extension, les collections suivantes constituent les
syste`mes normiques que l’on souhaite e´tudier :
- En := O
×
Fn
⊗ Zp le Zp-module des unite´s, E = (En) ∈ ΓCtf .
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- Cln := Cl(OFn)⊗ Zp le p-groupe de classes, Cl = (Cln) ∈ ΓCtf .
- Cn ⊂ En le Zp-module engendre´ par les unite´s cyclotomiques (cf [Si]
pour une de´finition pre´cise), C = (Cn) ∈ ΓCtf .
- Bn := En/Cn, B = (Bn) ∈ ΓCtf .
On utilisera aussi les syste`mes normiques auxiliaires suivants :
- E ′ = (E ′n), Cl
′ = (Cl′n), Br
′ = (Br′n), RΓS = RΓ(GS,Zp(1)), H
1
S =
(H1(GS,Fn,Zp(1)) ≃ E
′, H2S = (H
2(GS,Fn,Zp(1))), Λv = (Zp[Gn/Gn,v]) (voir
section 6.2 pour les notations).
- I = (In) ou` In est le Zp-module libre sur les p-places de Fn, et les
application de transitions sont induites par l’extension et la norme des ide´aux.
Si A est un syste`me normique, on note
A∞ = lim
−→
An, X∞ = lim
←−
An, jn : An → (A∞)
Γn, et kn : (X∞)Γn → An
Si plusieurs syste`mes normiques sont en jeu, on e´crira parfois A∞(A),X∞(A),
jn,A ou encore kn,A pour indiquer auquel on se rapporte.
Proposition 6.19 Si A = E, Cl, C ou B, alors :
1. X∞ est un Λ-module de type fini.
2. (i) Les syste`mes inductifs H1(Γn, X∞), Ker kn et Coker kn se stabilisent ;
en particulier, leur limite est de type fini sur Zp.
(ii) Les syste`mes projectifs Ker jn , Coker jn, H
1(Γn, A∞) et H
2(Γn, A∞)
se stabilisent ; en particulier leur limite est de torsion sur Zp.
3. Les Λ-modulesHomZp(A∞,Zp) et Ext
1
Zp
(A∞,Zp) = HomZp(tZpA∞,Qp/Zp)
sont de type fini.
Preuve : Commenc¸ons par un lemme :
Lemme 6.20 A lieu dans ΓC une suite exacte “de localisation hors des p-
places” qui se mate´rialise par une famille de suites exactes :
En →֒ H
1(GS,Fn ,Zp(1))→ In → Cln → H
2(GS,Fn ,Zp(1))→ ⊕v|pZp[Gn/Gn,v]։ Zp
Preuve : La construction directe (par localisation) d’un triangle distingue´
ade´quat ne semblant pas relever des me´thodes de cet article, on se contentera
d’une construction a` la main. D’abord, la the´orie de Kummer donne comme
en 6.10 (ii) E ′n ≃ H
1(GS,Fn,Zp(1)) et Cl
′
n →֒ H
2(GS,Fn,Zp(1)) → Br
′
n. La
suite exacte de l’e´nonce´ est alors obtenue en recollant cette dernie`re a` la suite
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exacte de valuation : En →֒ E
′
n → Zp[S(Fn)] → Cln, via la fle`che naturelle
Cln → Cl
′
n. La famille de suites exactes ainsi construite est Gn-e´quivariante,
compatible a` la norme et a` l’extension, et donne donc bien une suite exacte
dans ΓC.

Preuve de 6.19 : 1. Dans la suite exacte obtenue en appliquant lim
←−n
a` celle du
lemme pre´ce´dent, on connaˆıt de´ja` la noethe´rianite´ du second et du cinquie`me
terme graˆce a` 6.13 1., et celle des troisie`me et sixie`me terme est e´vidente,
compte-tenu de leur description explicite. Le re´sultat suit.
2. (i) D’apre`s (6.11 (ii)), C(kRΓS) = 0. Par 5.17 2., on en de´duit que
C(kHq
S
) se stabilise pour q = 1, 2. Par ailleurs, les syste`mes normiques I et
Λv se stabilisent via la corestriction, puisque pour n suffisamment grand,
l’extension F∞/Fn est totalement ramifie´e en chaque p-place. Il s’ensuit que
C(kI) et C(kΛv) se stabilisent automatiquement (5.15), puis C(kE) et C(kCl)
aussi, par 5.20, applique´ a` la suite exacte 6.20.
Reste la stabilisation de C(kC) et C(kB). Par de´finition de B, il y a
une suite exacte C →֒ E ։ B, et il nous suffit donc par 5.21 d’e´tablir la
stabilisation de Coker kn pour A = C (condition (i), loc. cit.). Or celle-ci est
assure´e par la
Proposition 6.21 ([Be], lemme 2.5) Coker kn se stabilise de`s que toutes les
p-places sont totalement ramifie´es dans F∞/Fn. En particulier, Coker kn se
stabilise.
La preuve de ce re´sultat repose sur un examen attentif de la de´finition des
unite´s cyclotomiques.

Terminons la preuve de 6.19 : 2. (ii) proce`de de 5.14 (i), et 3. de´coule de
1. et 2. (i), compte-tenu de 4.9.

Pour aller plus loin, nous devons prendre en compte la spe´cificite´ des
quatre syste`mes normiques qui nous occupent. Rassemblons en un lemme les
proprie´te´s qui nous seront utiles :
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Lemme 6.22
(i) Pour A = E : tZpAn = µp∞(Fn), Ker jn = 0 et Coker jn = 0.
(ii) Pour A = C : tZpAn = µp∞(Fn), Ker jn = 0 et Coker jn est fini.
(iii) Pour A = Cl : An est fini et Coker kn = 0 pour n >> 0.
(iv) Pour A = B : Bn est fini.
Preuve : (i) est clair.
(ii) La trivialite´ de Ker jn se de´duit de la proprie´te´ analogue pour E.
Quant a` Cokerjn, c’est d’une part un sous-quotient de En donc un Zp-module
de type fini, et d’autre part un Zp-module de torsion, comme chaque objet
de cohomologie de C(jA). Il est donc ne´cessairement fini.
(iii) Comme kn est un isomorphisme pour A = (H
2(GS,Fn,Zp(1))) et
A = (Br′n), appliquer le foncteur homologique H
•(C(k(−))) aux deux suites
exactes suivantes (de´coupe´es dans 6.20) : I → Cl → Cl′ → 0, et 0 → Cl′ →
H2S → Br
′
n → 0 en donne une troisie`me : Coker kn,I → Coker kn,Cl →
Ker kn,Br′, dans laquelle les deux termes extre`mes s’annulent de`s que F∞/Fn
est totalement ramifie´e en chaque p-place. On a donc bien Coker kn = 0 pour
A = Cl et n >> 0.
(iv) La finitude de Bn est bien connue ([Si] th. 4. 1 donne meˆme une
formule pour l’ordre de Bn).

Remarque 6.23 (i) (Leopoldt) Pour A = B, Ker kn est fini ∀n. En effet, la
finitude de Ker kn (ie. de (lim
←−
Bm)Γn) re´sulte de la conjecture de Leopoldt sous
sa forme “fonctions L p-adiques”, modulo la ge´ne´ralisation par [Ts] aux corps
abe´liens quelconques du the´ore`me d’Iwasawa reliant unite´s cyclotomiques et
fonctions L p-adiques. On renvoie a` [Be2] th. 1.1 pour plus d’explications.
(ii) Conside´rons la condition suivante :
(Sp = S
+
p ) : F∞ et F
+
∞ posse`dent le meˆme nombre de p-places
Pour A = Cl, cette condition assure la finitude de Ker kn ∀n. En effet, pour
la partie −, cela re´sulte de la conjecture de Gross (cf [Ko]), et de celle de
Leopoldt pour la partie + (cf [G0], th. 1).
En fait, (Sp = S
+
p ) ⇔ Ker kn est fini ∀n, comme nous le verrons plus
loin (6.33) 2.
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Reste maintenant a` e´crire les re´sultats de la proposition 5.23 pour les
quatre syste`mes normiques qui nous occupent. On proce`de en trois e´tapes :
- 6.25 e´nonce´ des re´sultats pour A = Cl ou B.
- 6.28 e´nonce´ des re´sultats pour A = E ou C.
- 6.31 lien entre les deux premie`res e´tapes.
a` chaque e´tape, on indique une liste de corollaires (connus ou non), dont les
notations suivantes simplifieront les e´nonce´s.
De´finition 6.24 1. Si M est un Λ-module de type fini, on note :
(i) M δ = ∪MΓn ≃ lim
−→
H1(Γn,M).
(ii) M0 = tZpM
δ son sous-module fini maximal.
2. (ii) Dualement, si M est un Λ-module topologique discret (⇒ de Zp-
torsion) tel que HomZp(M,Qp/Zp) soit un Λ-module de type fini, on note :
(i)Mδ = HomZp(HomZp(M,Qp/Zp)
δ,Qp/Zp) ≃ lim
←−
MΓn ≃ lim
←−
H1(Γn,M).
(ii) M0 = HomZp(HomZp(M,Qp/Zp)
0,Qp/Zp) ≃ lim
←−n,k
MΓn/p
k.
Proposition 6.25 Soit A = Cl ou B, alors :
1. Les Λ-modules X∞ et HomZp(A∞,Qp/Zp) sont noethe´riens de torsion.
2. Il y a deux fle`ches adjointes naturelles :
αj : X∞ → E
1(HomZp(A∞,Qp/Zp)) αk : HomZp(A∞,Qp/Zp)→ E
1(X∞)
et celles-ci ve´rifient :
(i) Non canoniquement, Ker αj, Coker αj, Ker αk, Coker αk sont tous
pseudo-isomorphes.
(ii) Noyau et conoyau de αj sont de´crits par :
lim
←−
Ker jn →֒ Ker αj ։ lim
←−n,k
Coker jn[p
k]
Kerαj ≃ lim
−→
H1(Γn, X∞)
lim
←−n,k
Coker jn/p
k →֒ Coker αj ։ lim
←−n,k
H1(Γn, A∞)[p
k]
Coker αj ≃ lim
−→
Kerkn
De plus, on a
E2(HomZp(A∞,Qp/Zp)) ≃ lim
←−n,k
H1(Γn, A∞)/p
k ≃ lim
−→
Coker kn
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Pour A = Cl, ce dernier module vaut 0.
(iii) Noyau et conoyau de αk sont de´crits par :
Kerαk ≃ HomZp(lim
←−
H1(Γn, A∞),Qp/Zp)
HomZp(lim
−→
Coker kn,Qp/Zp) →֒ Kerαk ։ HomZp(lim
−→
Ker kn,Zp)
Pour A = Cl, le premier terme de la suite exacte pre´ce´dente est trivial.
Pour A = Cl ou B, on a de plus
Coker αk ≃ HomZp(lim
←−
Coker jn,Qp/Zp)
HomZp(tZp lim
−→
Ker kn,Qp/Zp) →֒ Coker αk ։ HomZp(lim
−→
H1(Γn, X∞),Zp)
E2(X∞) ≃ HomZp(lim
←−
Ker jn,Qp/Zp) ≃ HomZp(tZp lim
−→
H1(Γn, X∞),Qp/Zp)
Preuve : Le corollaire 5.24 donne 1. et 2. (i). Le point 2. (ii) (resp. 2.
(iii)) est donne´ par 5.23 2. (i) et 3. (ii) (resp. 5.23 2. (ii) et 3. (iii)).

Remarque 6.26 Dans la proposition pre´ce´dente,
(i) Si Ker αj est fini, alors le troisie`me terme de chacune des quatre
suites exactes de 6.25 disparaˆıt, puisque le terme central doit eˆtre fini (6.25 2.
(i)). De plus, les suites exactes en question mettent en e´vidence l’e´quivalence
entre la finitude des modules suivants : Ker αj, lim
←−
Coker jn, lim
←−
H1(Γn, A∞),
lim
−→
Ker kn, lim
−→
H1(Γn, X∞). Comme les syste`mes projectifs et inductifs en jeu
se stabilisent, on voit facilement que la finitude de la limite e´quivaut a` celle de
tous les arguments ; par exemple, lim
−→
Ker kn est fini si et seulement si chacun
des Ker kn l’est. On renvoie a` 6.23 pour l’interpre´tation arithme´tique de cette
condition.
(ii) Pour A = B, la conjecture de Leopoldt assure la finitude de Ker αj
(cf. (i) et 6.23 (i)). Dans cette situation l’expert appre´ciera de voir la fini-
tude des groupes de cohomologieHq(Γn, lim
−→
Bm) apparaˆıtre sans plus d’efforts.
Dans ce contexte, on note que 6.25 2. (iii) donne deux isomorphismes :
HomZp(lim
←−
Coker jn,Qp/Zp) ≃ HomZp(lim
−→
Ker kn,Qp/Zp) ≃ Coker αk
dont le premier re´pond au attentes de [LN] Cor. 4. 6, en toute ge´ne´ralite´.
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(iii) Pour A = Cl, les re´sultats sont inde´pendants de toute hypothe`se sur
F . Par ailleurs, il tiennent verbatim si l’on remplace Cl par Cl′. Dans ce
contexte, le rapport entre Coker αk, lim
←−
Coker jn et lim
−→
Ker kn est a` rappro-
cher de l’interpre´tation de [LFMN] de ces deux derniers objets en termes du
module de Bertrandias-Payan (cf loc. cit).
Corollaire 6.27 Avec les notations de la de´finition pre´ce´dente, on a :
1. (i) (lim
←−
Cln)
0 ≃ lim
←−
Ker jn,Cl.
(ii) (lim
−→
Cln)0 ≃ lim
−→
Coker kn,Cl = 0.
2. (i) (lim
←−
Bn)
0 ≃ lim
←−
Ker jn,B.
(ii) (lim
−→
Bn)0 ≃ lim
−→
Coker kn,B.
Preuve : D’apre`s 6.25, 2. (ii), on a Kerαj = (X∞)
δ. Les points 1. (i) et 2. (i)
de´coulent aussitoˆt de 6.25 2. (ii). De manie`re analogue, les points 1. (ii) et 2.
(ii) s’obtiennent en dualisant l’isomorphismeKerαk = HomZp((A∞)δ,Qp/Zp),
a` l’aide de 6.25 2. (iii).

Proposition 6.28 Soit A = E ou C, X∞ = lim
←−
An, A∞ = lim
−→
An. Alors :
1. Les Λ-modules X∞ et HomZp(A∞,Zp) sont noethe´riens.
2. Il y a deux fle`ches duales naturelles :
α˜j : X∞ → E
0(HomZp(A∞,Zp)) αk : HomZp(A∞,Zp)→ E
0(X∞)
et celles-ci ve´rifient :
(i) Noyau et conoyau de α˜j sont de´crits par :
Ker α˜j = lim
←−
µp∞(Fn) Coker α˜j ≃ lim
−→
Ker kn
lim
←−
Coker jn →֒ Coker α˜j ։ lim
←−n,k
H1(Γn, A∞)[p
k]
Dans la suite exacte pre´ce´dente, le premier terme est fini si A = C, trivial
si A = E.
De plus, E1(HomZp(A∞,Zp)) ≃ lim
−→
Coker kn et il y a une suite exacte
lim
←−n,k
H1(Γn, A∞)/p
k →֒ E1(HomZp(A∞,Zp))։ lim
←−
H2(Γn, A∞)[p
k]
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(ii) Noyau et conoyau de αk sont de´crits par :
Ker αk ≃ HomZp(lim
←−
H2(Γn, A∞),Qp/Zp) ≃ HomZp(lim
−→
Coker kn,Zp)
Coker αk ≃ HomZp(lim
←−
H1(Γn, A∞),Qp/Zp)
HomZp(tZplim
−→
Coker kn,Qp/Zp) →֒ Coker αk ։ HomZp(lim
−→
Ker kn,Zp)
De plus, il y a une suite exacte
lim
←−
µp∞(Fn) →֒ E
1(X∞)։ HomZp(tZp lim
−→
Ker kn,Qp/Zp)
et HomZp(tZp lim
−→
Ker kn,Qp/Zp) ≃ HomZp(lim
←−
Coker jn,Qp/Zp) ; ce dernier
module est trivial si A = E.
Preuve : 1. vient de 5.23 1. et 3. Si µp(F ) = 0, alors 2. (i) (resp. 2. (ii)) est
donne´ par 5.23 2. (i) et 3. (ii) (resp. 5.23 2. (ii) et 3. (iii)). Pour traiter le cas
µp(F ) 6= 0, on introduit le syste`me normique des racines de l’unite´ : Zp(1) =
(µp∞(Fn)). Comme µp∞(F∞) est Γ-cohomologiquement trivial, on voit que
C(jZp(1)) et C(kZp(1)) sont triviaux, si bien qu’il n’y a aucune difficulte´ a` se
ramener a` l’e´tude du syste`me normique A/Zp(1) ; laquelle est analogue au
cas µp(F ) = 0.

Si M →֒ Λr, il est bien connu (et facile a` de´montrer) que M est libre si et
seulement si le conoyau est sans Zp-torsion. De plus, la Zp-torsion du conoyau
en question ne de´pend pas du plongement choisi, a` unique isomorphisme pre`s ;
on de´finit donc ainsi un invariant structurel de M , appele´ suggestivement le
de´faut de liberte´ du Λ-module M .
Corollaire 6.29
1. (i) On a tΛlim
←−
En = Zp(1) ou 0 selon que F contient ou non µp ;
tΛHomZp(lim−→
En,Zp) ≃ Hom(lim
←−n
H2(Γn, lim
−→m
Em),Qp/Zp) ≃ HomZp(lim−→
Coker kn,E ,Zp)
(ii) fΛlim
←−
En est libre, et le de´faut de liberte´ de fΛHomZp(lim
−→
En,Zp) est
dual a` lim
←−n,k
H1(Γn, lim
−→m
Em)/p
k ≃ tZp lim
−→
Coker kn,E.
2. (i) On a tΛlim
←−
Cn = Zp(1) ou 0 selon que F contient ou non µp ;
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tΛHomZp(lim−→
Cn,Zp) ≃ Hom(lim
←−n
H2(Γn, lim
−→m
Cm),Qp/Zp) ≃ HomZp(lim−→
Coker kn,C ,Zp)
(ii) Le de´faut de liberte´ du module fΛlim
←−
Cn est isomorphe a` lim
←−
Coker jn,C
≃ tZp lim
−→
Ker kn,C, et celui de fΛHomZp(lim
−→
Cn,Zp), dual a` lim
←−n,k
H1(Γn, lim
−→m
Cm)/p
k
≃ tZp lim
−→
Coker kn,C.
Preuve : C’est une conse´quence imme´diate de la proposition qui pre´ce´de,
compte-tenu du fait que le but de α˜j, comme celui de αk, est un Λ-module
libre, puisqu’obtenu en appliquant E0 a` un Λ-module de type fini.

Remarque 6.30 1. (i) apparaˆıt en filigrane dans [I2].
1. (ii) est ge´ne´ralement attribue´ a` [Kuz]. Voir aussi [Gr], pour une preuve
alge´brique de la premie`re partie, dans le contexte de l’e´tude axiomatique de
syste`mes normiques particuliers.
2. (iii) La premie`re partie de l’e´nonce´ est duˆe a` [Be]. Le module lim
←−
Cokerjn,C
a fait l’objet de nombreuses e´tudes, cf [BN] pour quelques re´fe´rences.
Proposition 6.31
(i) Il y a un diagramme commutatif naturel, dans lequel la colonne centrale
est exacte :
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0↓
lim
−→
Ker kn,E
∼
−→ lim
←−n,k
H1(Γn, lim
−→m
Em)[p
k]
↓
lim
←−
In
r ↓
lim
←−
Ker jn,Cl →֒ Ker αj,Cl ։ lim
←−n,k
Coker jn,Cl[p
k]
↓ ↓ ↓
lim
←−n,k
H1(Γn, lim
−→m
Em)/p
k →֒ lim
−→
Coker kn,E ։ lim
←−n,k
H2(Γn, lim
−→m
Em)[p
k]
↓
lim
←−
Br′n
↓
lim
←−n,k
Coker jn,Cl/p
k →֒ lim
−→
Ker kn,Cl ։ lim
←−n,k
H1(Γn, lim
−→
Clm)[p
k]
↓
0
Dans ce diagramme, r : lim
←−
In → Ker αj,Cl = (lim
←−
Clm)
δ est induite par la
fle`che naturelle In → Cln.
(ii) Il y a une suite exacte naturelle
lim
←−
Ker jn,Cl →֒ lim
←−n
H1(Γn, lim
−→m
Em)→ (lim
←−
In)⊗Qp/Zp → lim
←−
Coker jn,Cl
→ lim
←−n
H2(Γn, lim
−→m
Em)→ (lim
←−
Br′n)⊗Qp/Zp ։ lim
←−
H1(Γn, lim
−→
Clm)
Preuve : Le moyen le plus rapide serait l’utilisation du triangle distingue´ sous-
jacent a` la suite exacte de localisation 6.20. Comme il n’est pas disponible
directement, on en fabrique un a` la main :
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Lemme 6.32 On peut trouver Z,Z ′ ∈ Db(ΓC), et un triangle distingue´ de
Db(ΓC)tf : T = (Z → RΓS → Z
′ → Z[1]) ve´rifiant le proprie´te´s suivantes :
(i) Z et Z ′ sont acycliques en degre´s 6= 1, 2, et la suite exacte longue de
cohomologie de T s’identifie a` 6.20, tronque´e a` l’avant-dernier terme :
H1(Z) →֒ H1(RΓS) −→ H
1(Z ′) −→ H2(Z) −→ H2(RΓS) ։ H
2(Z ′)
≀ ↓ ≀ ↓ ≀ ↓ ≀ ↓ ≀ ↓ ≀ ↓
E →֒ H1S −→ I −→ Cl −→ H
2
S ։ Br
′
(ii) ∆j(Z
′) ≃ X∞(Z
′)[1].
(iii) ∆j(Z) ≃ ∆j(Z
′)[−1].
Preuve : (i) L’existence de Z,Z ′ et T ve´rifiant (i) rele`ve du lemme 5.19. Les
proprie´te´s (ii) et (iii) se de´duisent de (i). En effet :
(ii) Puisque τ≤1Z
′ = I et τ≥2Z
′ = Br′ se stabilisent via la corestriction, on
voit tout de suite que la cohomologie de A∞(Z
′) est uniquement p-divisible.
D’ou`, automatiquement, la trivialite´ de X∗∞(Z
′) ≃ RHomZp(A∞(Z
′),Zp), si
bien que le triangle distingue´ αj(Z
′) se re´duit a` l’isomorphisme de l’e´nonce´.
(iii) est obtenu en appliquant ∆j a` T , puisque ∆j(RΓS) = 0 (6.11 (iii)).

Retour a` la preuve de 6.31 : Tronquer Z et appliquer le foncteur ∆j donne
un triangle distingue´
∆j(E[−1])→ ∆j(Z)→ ∆j(Cl[−2])→ ∆j(E)
dans lequel le premier (resp. troisie`me) sommet est a priori (4.11) acyclique
hors de [0, 2] (resp. [1, 3]), et le second, hors de [1, 2] (6.32 (ii)). D’ou` une
suite exacte longue de cohomologie
H0(∆j(E)) →֒ H
1(∆j(Z))→ H
−1(∆j(Cl))→ H
1(∆j(E))
→ H2(∆j(Z))։ H
0(∆j(Cl))
dont il reste a` ve´rifier qu’elle donne bien la colonne du diagramme de l’e´nonce´.
La description explicite des second et cinquie`me termes rele`ve de 6.32. Pour
les autres, et pour les suites exactes horizontales, on applique 6.25 2. (ii)
et 6.28 2. (i), compte-tenu de la description suivante de la cohomologie de
∆j(A), valable aussi bien pour A = E que pour A = Cl (5.22 2. (ii)) :
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- H−1(∆j(A)) ≃ Kerαj et H
0(∆j(A)) ≃ Cokerαj ≃ lim
−→
Ker kn.
- H1(∆k) ≃ lim
−→
Coker kn.
Ve´rifier que la fle`che r est bien induite par In → Cln ne pose pas de
diffculte´ particulie`re, si l’on observe l’effet du morphisme fonctoriel ∆j [−1]→
X∞ (de´but du triangle αj) sur la fle`che compose´e suivante (cf. 6.32) :
I ≃ (τ≤1Z
′)[1]→ Z ′[1]→ Z[2]→ (τ≥2Z)[2] ≃ Cl
(ii) La suite exacte de l’e´nonce´ est obtenue en appliquant le foncteur
lim
−→
C(j(−)) au triangle T de 6.32, compte-tenu de 5.22 2. (iii), et du fait que
C(kA) = (H1(Γn, X∞))[2] ≃ (X
Γn
∞ )[2], pour A = I ou Br
′.

Remarque 6.33 Une suite exacte a` sept termes, similaire a` celle de 6.31
2. apparaˆıt dans la litte´rature en plusieurs endroits (e.g. [I2] et ref.). Cette
suite exacte pre´sente plusieurs inte´reˆts :
1. Comme on sait que les limites en question se stabilisent, on obtient
une information sur la structure des groupes Hq(Γn, lim
−→
Em), q = 1, 2 pour
n >> 0. C’est l’objet de [I2].
2. On voit se produire le pendant alge´brique du phe´nome`ne des ze´ros tri-
vaux : comme Hq(Γn, lim
−→
Em) est fixe´ par la conjugaison complexe, on obtient
dans la partie imaginaire : (lim
←−
In⊗Qp/Zp)
− ≃ lim
←−
(Coker jn,Cl)
−. La conjec-
ture de Leopoldt pre´disant par ailleurs la finitude de (Coker jn,Cl)
+ (cf 6.23),
on voit que rgZp(lim
←−
Clm)
δ = corgZplim
←−
(Coker jn,Cl) (cf 6.25 1. (ii)) co¨ıncide
avec le nombre de p-places qui se de´composent dans F∞/F
+
∞.
Corollaire 6.34 (i) tZp lim
−→
Coker kn,E ≃ (lim
←−
Cl′n)
0.
Preuve : Cela de´coule de la description explicite de la fle`che r dans 6.31 (i).

Corollaire 6.35 (utilise la conjecture de Leopoldt, cf 6.23 (ii))
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Il y a un diagramme commutatif a` lignes exactes :
lim
←−n,k
H1(Γn, C∞)[p
k] →֒ lim
←−n,k
H1(Γn, E∞)[p
k] −→ lim
←−
Cok jn,B
↑ ≀ ↑ ≀ ↓
(lim
←−
Bm)
0 →֒ lim
−→
Ker kn,C −→ lim
−→
Ker kn,E −→ lim
−→
Ker kn,B
−→ (lim
←−n
H1(Γn, C∞))0 −→ (lim
←−n
H1(Γn, E∞))0 −→ (lim
←−n
H1(Γn, lim
−→
Bm))0
≀ ↓ ≀ ↓ ≀ ↓
−→ tZp lim−→
Coker kn,C −→ tZp lim−→
Coker kn,E −→ lim
−→
Coker kn
−→ lim
←−
H2(Γn, C∞) ։ lim
←−
H2(Γn, E∞)
≀ ↓ ≀ ↓
−→ lim
−→
Cok kn,C ⊗Qp/Zp ։ lim
−→
Cok kn,E ⊗Qp/Zp
Le premie`re fle`che verticale est surjective, et son noyau vaut lim
←−
Coker jn,C.
Preuve : On applique 5.25 2. au triangle distingue´ tautologique C → E →
B → C[1], avec q = 1. L’hypothe`se de 2. (i) est satisfaite graˆce a` Leopoldt :
en effet lim
←−
H1(CjB) = lim
←−
Coker jn se stabilise et (B∞)
Γn est fini, par 6.26.
Dans l’e´nonce´, on a remplace´ H0(∆j(C)) = Coker αj = Coker α˜j par
son quotient sans torsion (cf 6.28 2. (i)), c’est pourquoi la premie`re fle`che
verticale n’est pas injective a priori.

Remarque 6.36 Ce re´sultat recouvre a` la fois les th. 3.7 (descente) et 4.5
(codescente) de [NL], et montre que l’hypothe`se concernant la nullite´ de
lim
←−
Coker jn,C ((DG) dans la terminologie de loc. cit.) ne joue aucun roˆle
dans cette e´tude.
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7 Appendice : Construction explicite du com-
plexe dualisant
Dans le cas d’un groupe Γ de dimension cohomologique finie pour le-
quel Λ := Zp[[Γ]] est noethe´rien, on construit le complexe dualisant pour
la cohomologie galoisienne de la cate´gorie ΓCtor des Γ-modules discrets de
p-torsion. La construction, base´e sur les proprie´te´s des foncteurs d’induction
(cf 2.1) d’une part, et le rapport entre cohomologie galoisienne et foncteurs
Ext d’autre part, pre´sente les avantages suivants :
- On obtient une formule explicite pour le complexe dualisant, et pas
seulement pour sa cohomologie.
- Au lieu d’une collection d’isomorphismes fonctoriels dans Db(Ab), ex-
primant que les foncteurs HomZp(H
q(Γn,−),Qp/Zp) : ΓCtor → Ab sont
tous repre´sentables par le meˆme objet de D(Γ) ∈ Db(ΓC), on e´tablit un
isomorphisme fonctoriel dans Db(ΓC) (ce qui est plus pre´cis), exprimant la
“repre´sentabilite´” du foncteur HomZp(RΓ(−),Qp/Zp) (cf. 7.3 et 7.4 pour
l’e´nonce´ exact). Cette pre´cision est essentielle en vue des passages a` la li-
mites.
Comme toujours, on regarde ΓC comme une sous-cate´gorie pleine de ΛC.
Lorsqu’on e´crit RHomΛ ou RHom, il s’agit toujours des foncteurs obtenus
par de´rivation a` droite sur ΛC (et non sur ΓC).
Lemme 7.1
(i) Soit B un objet injectif de ΓC. Si B est de Zp-torsion, alors le foncteur
HomΛ(−, B) : ΛCtf → ZpC est exact.
(ii) Soit B ∈ Kom+(ΛC) un complexe dont les objets ve´rifient (i), alors
les fle`ches canoniques de D+(ZpC) (resp. D
+(ΓC) ou D
+(CΓ)) :
HomΛ(A,B)→ RHomΛ(A,B) (resp. Hom(A,B)→ RHom(A,B) )
sont des isomorphismes pour tout A ∈ Kom−(ΛC)tf .
Preuve : (i) La sous-cate´gorie de ΓC forme´e des objets de Zp-torsion s’identifie
a` celle des Λ-modules topologiques discrets, et ΛCtf a` une sous-cate´gorie
pleine des Λ-modules topologiques compacts. Le re´sultat provient alors de
[Br] lemma 2.2.
(ii) de´coule facilement de (i).

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On utilise maintenant les foncteurs d’induction (normique et discre`te)
de´finis dans les pre´liminaires (cf. 2.1).
Lemme 7.2
Pour (A,B,C) ∈ ΓC×ZpC×ΛC, il y a dans ΓC un morphisme trifonctoriel
HomZp(A,B)⊗C −→ Hom(A,CoindΓ(B)⊗Λ C)
c’est un isomorphisme si C est projectif de type fini.
Preuve : On a une se´rie d’isomorphismes, explique´s ci-dessous :
HomZp(A,B)⊗C
(1)
≃ Ind(HomZp(A,B))⊗Λ C
(2)
≃ HomZp(Coind(A), B)⊗Λ C
(3)
≃ HomZp(Ind(A), B)⊗Λ C
(4)
≃ HomΛ(Ind(A), CoindΓ(B))⊗Λ C
(1) est simplement l’isomorphisme d’induction, pour Ind : CΛ → ΓCΛ (noter
que HomZp(A,B) est un Λ-module a` droite, via A).
(2) provient de l’isomorphisme d’e´valuation suivant, dans ΓCΛ :
HomZp(A,B)⊗Λ ≃ HomZp(Hom(Λ, A), B)
(3) re´sulte de 2.3, qui identifie les foncteurs Ind et Coind : ΛC → ΛCΓ.
(4) Par hypothe`se, Γ agit discre`tement sur A. Comme Γn est distingue´, on
voit tout de suite que l’action a` gauche de Γ ⊂ Λ sur Λ⊗Zp[[Γn]]A via le facteur
Λ est discre`te aussi. Munissant B d’une action triviale de Γ, on obtient alors
un isomorphisme d’induction discre`te :
HomZp(Λ⊗Zp[[Γn]] A,B) ≃ HomΛ(Λ⊗Zp[[Γn]] A,CoindΓB)
Celui-ci a lieu dans GnCΛ, si l’on fait agir Gn a` gauche via la conjugaison a`
droite sur Λ⊗Zp[[Γn]] A, et Λ a` droite via le facteur Λ (resp, CoindΓB) sur le
premier (resp. second) terme (dans le contexte du paragraphe intitule´ “induc-
tion discre`te” dans les pre´liminaires, cette action de Λ doit eˆtre interpre´te´e
comme une action de Γ par conjugaison). D’ou` un isomorphisme dans ΓCΛ,
en faisant varier n ; (4) suit.
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Par ailleurs, il y a dans ΓC un isomorphisme d’induction, avec cette fois
Ind : ΛC → ΛCΓ :
Hom(A,CoindΓ(B)⊗Λ C) ≃ HomΛ(Ind(A), CoindΓ(B)⊗Λ C)
La fle`che de l’e´nonce´ provient alors finalement de la fle`che naturelle de
multiplication :
HomΛ(Ind(A), CoindΓ(B))⊗Λ C → HomΛ(Ind(A), CoindΓ(B)⊗Λ C)
C’est visiblement un isomorphisme lorsque A est projectif de type fini.

Nous sommes maintenant en mesure d’e´tablir le the´ore`me de dualite´.
The´ore`me 7.3 (Complexe dualisant)
Soit D(Γ) := lim
−→
Qp/Zp
L
⊗Zp ∈ D
b(ΓC).
Si A ∈ Db(ΓC), il y a dans D
b(ΓC) un isomorphisme fonctoriel :
RHomZp(A,Qp/Zp)
L
⊗Zp
∼
→RHom(A,D(Γ))
Preuve de 7.3 : Soit P → Zp une re´solution parfaite de Zp dans ΛC. D’apre`s
7.2, on a dans Komb(ΓC) un isomorphisme fonctoriel, pour A ∈ Kom
−(ΓC)
(avec les conventions de signes ade´quates pour la formation des complexes
totaux...) :
HomZp(A,Qp/Zp)⊗P
∼
→Hom(A,CoindΓ(Qp/Zp)⊗Λ P )
Fixant un quasi-isomorphisme CoindΓ(Qp/Zp)⊗Λ P → I ou` I ∈ Kom
+(ΛC)
est a` objets injectifs, on obtient alors un morphisme compose´, fonctoriel dans
Kom+(ΓC) :
HomZp(A,Qp/Zp)⊗P
∼
→Hom(A,CoindΓ(Qp/Zp)⊗Λ P )
?
→Hom(A, I) (1)
Comme CoindΓ(Qp/Zp) ⊗Λ P = lim
−→
Coind(Qp/Zp) ⊗Λ P ≃ lim
−→
Qp/Zp⊗P
repre´sente D(Γ), et que I en est une re´solution injective dans ΛC, on voit que
le but de (1) ci-dessus repre´sente RHom(A,D(Γ)). Reste donc a` montrer que
la fle`che marque´e “?” est un quasi-isomorphisme.
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Puisque CoindΓ(Qp/Zp) est un injectif de ΓC, de Zp-torsion, c’est que
les objets de B := CoindΓ(Qp/Zp) ⊗Λ P ve´rifient les conditions de 7.1
(i). Si de plus on suppose A de type fini, 7.1 (ii) affirme que “?” est un
quasi-isomorphisme et cela termine la preuve dans ce cas. Le cas ge´ne´ral se
rame`ne au cas ou` A est de type fini, par un argument de passage a` la limite.
De´taillons. Soit (Ai) ∈ Kom
b(ΓCtf
I) = Komb(ΓCtf )
I un syste`me inductif de
complexes de type fini tel que A = lim
−→
Ai, et Cofl
∗((Ai))→ (Ai) la re´solution
coflasque envisage´e dans la preuve de 2.9 4. (Cofl∗((Ai)) ∈ Kom
−(ΓC
I)). Par
fonctorialite´ la fle`che (1) donne un diagramme commutatif de Kom+(ΓC
I◦) :
HomZp((Ai),Qp/Zp)⊗P
1
−−−→ Hom((Ai), I)
2 ↓ 3 ↓
HomZp(Cofl
∗((Ai)),Qp/Zp)⊗P −−−→ Hom(Cofl
∗((Ai)), I)
4 ↓ 5 ↓
F l∗((HomZp(Ai),Qp/Zp)⊗P )
6
−−−→ F l∗(Hom(Ai, I))
Dans celui-ci :
- La fle`che 1 est un qis d’apre`s ce qu’on a de´ja` de´montre´, puisque les Ai
sont de type fini.
- Les fle`ches 2 et 3 sont des qis, puisque les foncteursHomZp(−,Qp/Zp)⊗P
et Hom(−, I) sont exacts.
- Les fle`ches 4 et 5 sont des isomorphismes, puisque les deux foncteurs
pre´ce´dents transforment sommes en produits.
En conse´quence, la fle`che 6 est elle aussi un qis. Ne reste plus qu’a` appli-
quer le foncteur lim
←− I
: on obtient alors un diagramme semblable dans lequel :
- les fle`ches 2, 3 sont des qis, car les foncteurs lim
←−
◦HomZp(−,Qp/Zp)⊗P ≃
HomZp(−,Qp/Zp)⊗P ◦lim
−→
et lim
←−
◦Hom(−, I) ≃ Hom(−, I)◦lim
−→
sont exacts.
- Les fle`ches 4 et 5 sont toujours des isomorphismes.
- La fle`che 6 est un qis, car les objets des deux complexes infe´rieurs sont
acycliques pour lim
←−
.
En conse´quence, la fle`che HomZp(A,Qp/Zp)⊗P → Hom(A, I), de´duite de 1
par lim
←− I
, est elle aussi un qis, et cela termine la preuve dans le cas ge´ne´ral.

80
Remarque 7.4 (i) A l’aide du lemme 3.1, on peut re´e´crire la formule de´fi-
nissant D(Γ) de la manie`re suivante :
D(Γ) ≃ lim
−→n,k
RHomZp(RΓ(Z/p
k),Qp/Zp)
On retrouve la formule de [Se2] A.2 prop. 3.1, 5. c) en prenant la cohomo-
logie.
(ii) Encore a` l’aide du lemme 3.1, on voit que D(Γ) est effectivement le
complexe dualisant pour la cate´gorie des Γ-modules de discrets de p-torsion,
au sens de [Se2], annexe de Verdier. Mieux : pour A ∈ ΓCtor il y a un iso-
morphisme fonctoriel dans Db(ΓC) (ou dans D
b(CΓ), en inversant l’action,
ce qu’on n’a pas fait jusqu’ici pour des raisons d’e´critures lie´es au foncteurs
d’induction) :
RHomZp(RΓ(A),Qp/Zp) ≃ RHom(A,D(Γ))
(iii) Si A ∈ Db(ΓC), alors 7.3 applique´ a` A
L
⊗ZpQp/Zp donne, dans D
b(ΓC)
(ou Db(CΓ)) :
RHomZp(A,Zp)
L
⊗Zp ≃ RHomZp(A
L
⊗ZpQp/Zp,Qp/Zp)
L
⊗Zp
7.3
≃ RHom(A
L
⊗ZpQp/Zp, D(Γ))
≃ RHom(A,RHomZp(Qp/Zp, D(Γ)))
le premier et troisie`me isomorphismes e´tant obtenus par adjonction.
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