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Abstract
This paper aims to develop a linearly implicit structure-preserving numerical
scheme for the space fractional sine-Gordon equation, which is based on the newly
developed invariant energy quadratization method. First, we reformulate the equa-
tion as a canonical Hamiltonian system by virtue of the variational derivative of
the functional with fractional Laplacian. Then, we utilize the fractional centered
difference formula to discrete the equivalent system derived by the invariant en-
ergy quadratization method in space direction, and obtain a conservative semi-
discrete scheme. Subsequently, the linearly implicit structure-preserving method is
applied for the resulting semi-discrete system to arrive at a fully-discrete conser-
vative scheme. The stability, solvability and convergence in the maximum norm of
the numerical scheme are given. Furthermore, a fast algorithm based on the fast
Fourier transformation technique is used to reduce the computational complexity
in practical computation. Finally, numerical examples are provided to confirm our
theoretical analysis results.
AMS subject classification: 35R11, 65M06, 65M12
Keywords: Structure-preserving algorithm; Fractional sine-Gordon equation;
Hamiltonian system; Invariant energy quadratization; Numerical analysis
1 Introduction
In recent years, an increasing number of classical models that are described by integer
order partial differential equations have been formulated by the system of fractional order
∗Correspondence author. Email:wangyushun@njnu.edu.cn.
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[1, 2, 3]. It is mainly because of that fractional differential equations are more accurate
in modelling a variety of scientific and engineering problems with long-range temporal
cumulative memory effects and spatial interactions, which are frequently implemented
in many fields, such as biological materials, electronic circuits, and automatic control
[4, 5, 6]. The fractional sine-Gordon (FSG) equation [7, 8] is a generalization of the
standard sine-Gordon (SG) equation, which represents an important dynamical model
with long-range interactions [22] in nonlinear science. Recently, this equation has been
largely studied and many significant achievements have been made in Refs. [7, 8, 10].
In this paper, we numerically consider the following space FSG equation
utt = −(−∆)α2 u− sin(u), x ∈ (a, b) = Ω, 0 < t ≤ T, (1.1)
with boundary condition
u(x, t) = 0, x ∈ R \ Ω, 0 ≤ t ≤ T (1.2)
and initial conditions
u(x, 0) = ϕ(x), ut(x, 0) = ψ(x), x ∈ Ω, (1.3)
where 1 < α ≤ 2, ϕ(x) and ψ(x) are the wave modes or kinks and their velocity, respec-
tively. When α = 2, the FSG equation (1.1) reduces to the classical SG equation. The
fractional Laplacian is defined as a pseudo-differential operator with the symbol |ξ|α in
the Fourier space [11]
−(−∆)α2 u(x, t) = −F−1(|ξ|αuˆ(ξ, t)), (1.4)
where F is the Fourier transform and uˆ(ξ, t) = F [u(x, t)]. Yang [12] proposed that the
fractional Laplacian is equivalent to the Riesz fractional derivative in one dimension,
namely
−(−∆)α2 u(x, t) = ∂
αu(x, t)
∂|x|α = −
1
2cosαpi
2
[−∞D
α
xu(x, t) +x D
α
+∞u(x, t)], (1.5)
where −∞Dαxu(x, t) and xD
α
+∞u(x, t) are the left and right side Riemann-Liouville frac-
tional derivatives [13], respectively, which are defined as
−∞D
α
xu(x, t) =
1
Γ(n− α)
∂n
∂xn
∫ x
−∞
(x− s)n−1−αu(s, t)ds, (1.6)
xD
α
+∞u(x, t) = (−1)n
1
Γ(n− α)
∂n
∂xn
∫ +∞
x
(s− x)n−1−αu(s, t)ds, (1.7)
for n− 1 < α ≤ n. Some numerical schemes have been developed by scholars to approx-
imate the Riemann-Liouville fractional derivative and Riesz fractional derivative, such
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as the shifted Gru¨nwald formula [14], the difference-quadrature approach [15] and the
fractional centered difference formula [16].
Moreover, it is easy to manifest that the system (1.1) with the condition (1.2) possesses
an energy conservation law
E(t) = E(0), (1.8)
where the energy is given by
E(t) :=
1
2
∫
Ω
(
u2t + ((−∆)
α
4 u)2 + 2(1− cos(u))
)
dx. (1.9)
As is known to all, the analytical solutions of fractional differential equations contain
some special functions, so it is generally difficult to obtain their explicit forms. Instead,
many important numerical schemes have been discovered to solve fractional differential
equations, such as finite element method [32], finite difference method [33, 40] and spectral
method [34]. In recent years, a slice of researchers have devoted great energy to discuss
the computation for the FSG equation, and the readers can refer to Refs. [7, 9, 10] and
references therein.
Structure-preserving algorithms are numerical methods that can conserve one or more
of the intrinsic properties of the original problem. Prior researches generally confirmed
that the structure-preserving methods are more superior than the traditional methods
in long time stability for numerical simulations [17, 18, 19, 20]. Thus investigating the
structure-preserving algorithms for fractional differential equations exerted a tremendous
fascination on researchers, which has been studied by many mathematicians and physi-
cists [21, 22, 23, 24, 25, 26]. However, most of the available energy-preserving schemes
for fractional differential equations are fully-implicit, one has to use iterations to solve a
system of algebraic equations, which brings a large number of calculations in long time
numerical simulation.
The invariant energy quadratization (IEQ) method developed by Yang and his col-
laborators, has been used to construct efficient and accurate numerical schemes for some
gradient models [27, 28, 29, 30], and the resulted schemes still retained the identical
energy dissipation law. As far as we know, no previous work used this idea to investi-
gate fractional differential equations. Moreover, few studies have focused on considering
error estimates of the numerical schemes derived by the IEQ approach. Therefore, the
motivation of this paper is to extend the IEQ method to construct structure-preserving
numerical scheme for fractional differential equations. To this end, taking the FSG equa-
tion as an example, we develop a linear implicit energy-preserving scheme for the equation
by using the IEQ method and to estimate the error of the derived scheme. Besides, a
fast algorithm based on the fast Fourier transformation (FFT) technique is used in prac-
tical computation, which can reduce the memory requirement and the computational
complexity.
The outline of this paper is as follows. In Section 2, we reformulate the FSG equation
as a canonical Hamiltonian system by virtue of the variational derivative of the functional
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with fractional Laplacian, and then transform the energy functional of the equation into
a quadratic form of a set of new variables via a change of variables to obtain a new
equivalent system in terms of the new variables. In Section 3, we use the fractional
centred difference formula to approximate the equivalent system space derivative and
obtain a semi-discrete energy-preserving scheme. Then a fully-discrete energy-preserving
scheme is derived by utilizing Crank-Nicolson method to discrete the semi-discrete system
in time. In Section 4, we prove that the fully-discrete scheme has a unique solution, and
is convergent with the order of O(h2 + τ 2) in the discrete maximum norm. Numerical
examples are presented in Section 5 to demonstrate the theoretical results. We draw
some conclusions in Section 6.
2 Hamiltonian formulation and IEQ method
In this section, we derive the Hamiltonian formulation and obtain a equivalent system
for the FSG equation. For each nonnegative integer r, let Cr(R) denote the space of all
the functions φ(x) : R → R which have continuous derivatives up to the rth order, and
let L1(R) represent the vector space of all the Lebesgue-integrable functions φ(x). For
any function φ(x) ∈ L2(R), we denote its Fourier transform by φ̂(ξ).
2.1 Hamiltonian formulation and conservation law
In this subsection, we introduce some lemmas which are extremely useful for subse-
quent theoretical analysis.
Lemma 2.1. Let s > 0, then for any real functions p, q ∈ L2(Ω) with homogeneous
boundary conditions, we have(
(−∆)sp, q) = ((−∆) s2p, (−∆) s2 q) = (p, (−∆)sq). (2.1)
Proof. First, let us recall a useful property of Fourier transform, namely,∫
Ω
pqdx =
∫
Ω
pˆqˆdξ. (2.2)
Then, we can deduce(
(−∆)sp, v) = (̂(−∆)sp, q̂) = (|ξ|2sp̂, q̂) = (|ξ|sp̂, |ξ|sq̂)
=
(
̂(−∆) s2p, ̂(−∆) s2 q) = ((−∆) s2p, (−∆) s2 q), (2.3)
and (
(−∆)sp, q) = (̂(−∆)sp, q̂) = (|ξ|2sp̂, q̂) = (p̂, |ξ|2sq̂)
=
(
p̂, ̂(−∆)sq) = (p, (−∆)sq). (2.4)
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Lemma 2.2. For a functional F [ρ] with the following form
F [ρ] =
∫
Ω
g(ρ(η), (−∆)α4 ρ(η))dη, (2.5)
where g is a smooth function on the Ω, the variational derivative of F [ρ] is given as follows
δF
δρ
=
∂g
∂ρ
+ (−∆)α4 ∂g
∂
(
(−∆)α4 ρ) . (2.6)
Proof. Let φ(w) be an arbitrary function with the homogeneous boundary condition.
According to the fact that the fractional Laplacian is linear, and the definition of varia-
tional derivative, we have∫
Ω
δF
δρ
φ(η)dη =
[ d
dµ
∫
Ω
g
(
ρ+ µφ, (−∆)α4 ρ+ µ(−∆)α4 φ)dη]
µ=0
=
∫
Ω
(∂g
∂ρ
φ+
∂g
∂((−∆)α4 ρ)(−∆)
α
4 φ
)
dη
=
∫
Ω
(∂g
∂ρ
φ+
(
(−∆)α4 ∂g
∂((−∆)α4 ρ)
)
φ
)
dη
=
∫
Ω
(∂g
∂ρ
+ (−∆)α4 ∂g
∂((−∆)α4 ρ)
)
φdη, (2.7)
where (2.1) was used. Based on the fact that φ(η) is arbitrary, by using the fundamental
lemma of calculus of variations, we can obtain (2.6).
Remark 2.1. In the case of periodic boundary conditions, Lemma 2.1 and Lemma 2.2
have been proposed in Ref. [21]. In the paper, the conclusions are given under the
homogeneous boundary conditions.
Let v = ut, system (1.1) can be rewritten as a first-order system
ut = v, (2.8)
vt = −(−∆)α2 u− sin(u). (2.9)
By taking the inner products of (2.8)-(2.9) with vt, v, respectively, and summing them
together, we can obtain system (2.8)-(2.9) has the following energy conservation law
d
dt
H = 0,
where the energy functional
H =
1
2
∫
Ω
[
v2 + ((−∆)α4 u)2 + 2(1− cos(u))]dx. (2.10)
Based on the fractional variational derivative formula in Lemma 2.2, we obtain the
following theorem.
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Theorem 2.1. The system (2.8)-(2.9) is an infinite-dimensional canonical Hamiltonian
system(
vt
ut
)
= J−1
(
δH/δv
δH/δu
)
, J =
(
0 1
−1 0
)
,
where the Hamiltonian function H is defined by
H = 1
2
∫
Ω
[
v2 + ((−∆)α4 u)2 + 2(1− cos(u))]dx. (2.11)
2.2 Invariant energy quadratization method
We introduce an auxiliary variable w in terms of u, x, t with the following definition
w(u, x, t) :=
√
C0 + 1− cos(u), (2.12)
where C0 is a positive constant such that C0 + 1 − cos(u) > 0 for any x ∈ R. In this
paper, as an example, we take C0 = 1. Then, energy function (2.10) of the FSG equation
is transformed into a quadratic function of w, u, and v
H =
1
2
∫
Ω
(
v2 + ((−∆)α4 u)2 + 2w2
)
dx. (2.13)
Then, we can rewrite (2.8)-(2.9) as the following equivalent system
ut = v, (2.14)
vt = −(−∆)α2 u− sin(u)√
2− cos(u)w, (2.15)
wt =
sin(u)
2
√
2− cos(u)v. (2.16)
Taking the inner products of (2.14)-(2.16) with vt, v and 2w, respectively, we derive the
energy conservation law as follows
d
dt
∫
Ω
1
2
(
v2 + ((−∆)α4 u)2 + 2w2
)
dx = 0. (2.17)
One can observe that the equivalent system (2.14)-(2.16) still retains a similar energy
conservation law, but it is in terms of the new variable now.
3 Construction of the energy-preserving scheme
In this section, we will construct an energy-preserving finite difference scheme for the
FSG equation.
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3.1 Structure-preserving spatial discretization
We choose the time step τ := T
N
and mesh size h := b−a
M
with integers N and M .
Denote Ωh = {xj| xj = a + jh, 0 ≤ j ≤ M}, Ωτ = {tn| tn = nτ, 0 ≤ n ≤ N}. Let
Vh = {u|u = (u1, u2, · · · , uM−1)T} be the space of grid functions. For a given grid
function V˚h = {unj | unj = u(xj , tn), (xj, tn) ∈ Ωh × Ωτ}, we introduce some notations for
any mesh function unj ∈ V˚h as
δtu
n
j =
un+1j − unj
τ
, u
n+ 1
2
j =
un+1j + u
n
j
2
, u˜
n+ 1
2
j =
3unj − un−1j
2
.
For any two grid functions u, v ∈ Vh, we define the discrete inner product and the
associated l2-norm as
(u, v) = h
M−1∑
j=1
ujvj , ‖u‖2 = (u, u),
and the discrete maximum norm (l∞-norm) as
‖u‖∞ = sup
1≤j≤M−1
|uj|.
Set l2h={unj : ‖un‖2 < +∞}. Then for 0 ≤ σ ≤ 1, u ∈ l2h, the fractional Sobolev norm
‖u‖Hσ and the semi-norm |u|Hσ can be defined as [31]
‖u‖2Hσ = h
∫ pi
−pi
(1 + h−2σ|k|2σ)|uˆ(k)|2dk, |u|2Hσ = h
∫ pi
−pi
h−2σ|k|2σ|uˆ(k)|2dk.
where
uˆn(k) =
1√
2pi
∑
j∈Z
unj e
−ijk.
Obviously, one can derive that
‖u‖2Hσ = ‖u‖2 + |u|2Hσ . (3.1)
Lemma 3.1. [16] Let φ(x) ∈ C5(R), and all derivatives up to order five belong to L1(R).
Then, for 1 < α ≤ 2, we have
∂αφ(x)
∂|x|α = −
1
hα
+∞∑
k=−∞
c
(α)
k φ(x− kh) +O(h2), (3.2)
where the coefficients c
(α)
k :=
(−1)kΓ(α+1)
Γ(α
2
−k+1)Γ(α
2
+k+1)
.
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According to (1.2) and Lemma 3.1, we can obtain
∂αu(x, t)
∂|x|α = −
1
hα
−(a−x)/h∑
k=−(b−x)/h
c
(α)
k u(x− kh, t) +O(h2). (3.3)
Let Unj and u
n
j be the numerical approximation and the exact solution of u(x, t) at
the points (xj , tn), respectively. Then it follows from (1.2) and (3.3) that
−(−∆)α2 unj = −
1
hα
j∑
k=−M+j
c
(α)
k u
n
j−k +O(h
2) = − 1
hα
M−1∑
k=1
c
(α)
j−ku
n
k +O(h
2). (3.4)
We introduce the notation
∆αhu
n
j =
1
hα
M−1∑
k=1
c
(α)
j−ku
n
k , 1 ≤ j ≤M − 1, 0 ≤ n ≤ N. (3.5)
Denote matrix C as
C =


c
(α)
0 c
(α)
−1 · · · c(α)−M+2
c
(α)
1 c
(α)
0 · · · c(α)−M+3
...
...
. . .
...
c
(α)
M−2 c
(α)
M−3 · · · c(α)0

 . (3.6)
Let λ = (λ1, λ2, · · · , λM−1), where λi (1 ≤ i ≤M − 1) is the eigenvalue of matrix C, and
satisfy [35]
0 < λi < 2c
(α)
0 , i = 1, 2, · · · ,M − 1. (3.7)
One can easily verify that the C is a real-valued symmetric positive definite Toeplitz
matrix.
Lemma 3.2. [36] For any two grid functions U1, U2 ∈ Vh, there exists a linear operator
Λα = h−
α
2 C
1
2 such that
(∆αhU1, U2) = (Λ
αU1, Λ
αU2), (3.8)
where the C
1
2 is the Cholesky factor of matrix of C, i.e., (C
1
2 )2 = C.
Lemma 3.3. [36] For any grid function Un ∈ Vh, 0 ≤ n ≤ N , we have
(∆αhU
n+ 1
2 , δtU
n) =
1
2τ
(‖ΛαUn+1‖2 − ‖ΛαUn‖2). (3.9)
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3.2 Energy-preserving semi-discrete scheme
We now discretize system (2.15) in space by the fractional centred difference formula
to construct a semi-discrete difference scheme, namely
d
dt
Uj = Vj, (3.10)
d
dt
Vj = −∆αhUj −
sin(Uj)√
2− cos(Uj)
Wj , (3.11)
d
dt
Wj =
sin(Uj)
2
√
2− cos(Uj)
Vj. (3.12)
The energy conservation property of above semi-discrete scheme is given in the fol-
lowing theorem.
Theorem 3.1. The scheme (3.10)-(3.12) satisfies the semi-discrete energy conservation
law
E˜(t) = E˜(0),
where
E˜(t) =
1
2
(||V ||2 + ||ΛαU ||2 + 2||W ||2).
Proof. By taking the discrete inner products of (3.10)-(3.12) with d
dt
Vj, Vj and 2Wj ,
respectively, one can deduce that
(
d
dt
Uj,
d
dt
Vj) =
1
2
d
dt
||Vj||2, (3.13)
(
d
dt
Vj,
d
dt
Uj) = −1
2
d
dt
||ΛαUj ||2 − h
M−1∑
j=1
sin(Uj)Wj√
2− cos(Uj)
Vj, (3.14)
d
dt
||Wj||2 = h
M−1∑
j=1
sin(Uj)Wj√
2− cos(Uj)
Vj , (3.15)
where Lemma 3.3 was used. Substituting (3.13) and (3.15) into (3.14), we derive
d
dt
(||V ||2 + ||ΛαU ||2 + 2||W ||2) = 0. (3.16)
This completes the proof.
3.3 A fully-discrete linear energy-preserving scheme
Based on the discussions of the semi-discrete scheme (3.13)-(3.15) for the FSG equa-
tion, in this subsection, our goal is to establish a linear implicit fully-discrete difference
scheme.
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Applying the Crank-Nicolson method for (3.10)-(3.12) in time, further utilizing the
extrapolation technique, we can obtain a linear implicit scheme for the FSG equation,
namely
δtU
n
j = V
n+ 1
2
j , (3.17)
δtV
n
j = −∆αhUn+
1
2
j −
sin(U˜
n+ 1
2
j )√
2− cos(U˜n+
1
2
j )
W
n+ 1
2
j , (3.18)
δtW
n
j =
sin(U˜
n+ 1
2
j )
2
√
2− cos(U˜n+
1
2
j )
V
n+ 1
2
j . (3.19)
In addition, the first step can be obtained by some second or higher order time inte-
grators. Here we employ the second order implicit conservative scheme as the starting
step
δtU
0
j = V
1
2
j , (3.20)
δtV
0
j = −∆αhU
1
2
j −
sin(U
1
2
j )√
2− cos(U
1
2
j )
W
1
2
j , (3.21)
δtW
0
j =
sin(U
1
2
j )
2
√
2− cos(U
1
2
j )
V
1
2
j . (3.22)
The proposed scheme is known as IEQ-CN scheme. A result on energy conservation
property of above fully-discrete scheme is presented by the following theorem.
Theorem 3.2. The fully-discrete scheme (3.17)-(3.22) possesses the following discrete
total energy conservation law
En+1 = En, 0 ≤ n ≤ N − 1,
where
En =
1
2
(||V n||2 + ||ΛαUn||2 + 2||W n||2).
Proof. By taking the discrete inner products of (3.17), (3.18) and (3.19) with δtV
n
j ,
V
n+ 1
2
j and W
n+ 1
2
j , respectively, one gets
(δtUj
n, δtVj
n) =
1
2
δt||Vjn||2, (3.23)
(δtVj
n, δtUj
n) = −1
2
δt||ΛαUjn||2 − h
M−1∑
j=1
sin(U˜
n+ 1
2
j )W
n+ 1
2
j√
2− cos(U˜n+
1
2
j )
V
n+ 1
2
j , (3.24)
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δt||Wjn||2 = 1
2
h
M−1∑
j=1
sin(U˜
n+ 1
2
j )W
n+ 1
2
j√
2− cos(U˜n+
1
2
j )
V
n+ 1
2
j . (3.25)
Substituting (3.23) and (3.25) into (3.24), we have
||V n+1||2 − ||V n||2 + ||ΛαUn+1||2 − ||ΛαUn||2 + 2||W n+1||2 − 2||W n||2 = 0, (3.26)
which implies that
En+1 = En, 1 ≤ n ≤ N − 1. (3.27)
Similarly, we compute the discrete inner product of (3.20), (3.21) and (3.22) with
δtV
0
j , V
1
2
j and W
1
2
j , respectively. We can prove
E1 = E0. (3.28)
This, together with (3.27), we can obtain
En+1 = En, 1 ≤ n ≤ N − 1.
We complete the proof.
4 Numerical analysis
In this section, we discuss the stability, solvability and convergence of the IEQ-CN
scheme.
4.1 Stability and solvability
According to the Theorem 3.2 and the discrete conservation law of energy, we first
present the following stability result of the IEQ-CN scheme.
Theorem 4.1. If ϕ(x) ∈ H10 (Ω), ψ(x) ∈ L2(Ω), there exits some positive constants C
such that
||V n|| ≤ C, ||ΛαUn|| ≤ C, ||W n|| ≤ C, n = 0, 1, 2, · · · , (4.1)
which implies that the IEQ-CN scheme is stable.
Here and subsequent theoretical analysis, C is a general positive constant which is
independent of τ and h. Note that C may vary in different circumstances.
We present the uniquely solvable property of the IEQ-CN scheme in the following
theorem.
Theorem 4.2. The fully-discrete difference scheme (3.17)-(3.19) is uniquely solvable.
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Proof. One can observe that
V
n+ 1
2
j =
Un+1j − Unj
τ
=
2U
n+ 1
2
j − 2Unj
τ
, (4.2)
δtW
n
j =
W n+1j −W nj
τ
=
2W
n+ 1
2
j − 2W nj
τ
. (4.3)
From (3.19) and (4.3), we have
W
n+ 1
2
j = W
n
j +
sin(U˜
n+ 1
2
j )
2
√
2− cos(U˜n+
1
2
j )
(
U
n+ 1
2
j − Unj
)
. (4.4)
Together with (4.2) and (4.4), system (3.18) can be written as
U
n+ 1
2
j =U
n
j +
τ
2
V nj −
τ 2
4
∆αhU
n+ 1
2
j
− τ
2
4
sin(U˜
n+ 1
2
j )√
2− cos(U˜n+
1
2
j )
[
W nj +
sin(U˜
n+ 1
2
j )
2
√
2− cos(U˜n+
1
2
j )
(
U
n+ 1
2
j − Unj
)]
. (4.5)
We denote matrix A as follows
A =

 I −
τ
2
I 0
− τ
2
∆αh I
τ
2
diag(B(U˜n+ 12 ))
0 − τ
2
diag(B(U˜n+ 12 )) 2I

 ,
where I is a unit matrix. Then, the scheme (3.17)-(3.19) can be reformed as the following
linear equations
AZn+ 12 = Bn, Z = (UT , V T ,W T )T , Bn = ((Un)T , (V n)T , 2(W n)T )T , (4.6)
where
B(U˜n+ 12 ) =
(
B(U˜n+
1
2
0 ), · · · ,B(U˜n+
1
2
M−1)
)T
, B(U˜n+
1
2
j ) =
sin(U˜
n+ 1
2
j )√
2− cos(U˜n+
1
2
j )
.
It is clear to see that
A =

 0
τ
4
(∆αh − I) 0
− τ
4
(∆αh − I) 0 τ2diag(B(U˜n+
1
2 ))
0 − τ
2
diag(B(U˜n+ 12 )) 0


+

 I − τ4 (I +∆αh) 0− τ
4
(I +∆αh) I 0
0 0 2I


12
=: A1 +A2.
When Ax = 0, based on the anti-symmetry of A1, we have
0 = xTAx = xT (A1 +A2)x = xTA2x. (4.7)
Let C be the second-order leading principle minor of the matrix A, and we can get
C =
(
I − τ
4
(I +∆αh)
− τ
4
(I +∆αh) I
)
.
When τ is a sufficiently small positive constant, based on (3.7), we deduce that
|C| = |I − τ
2
16
(I +∆αh)
2| > 0, (4.8)
which leads that the matrix A2 is symmetric positive definite.
The above discussions demonstrate that the solutions of A2x = 0 are the solutions of
xTA2x = 0.
Noting that the A2x = 0 has only zero solution, which implies that A2 is invertible.
From (4.7), we can obtain that Ax = 0 has only zero solution. By noting Zn+1 =
2Zn+
1
2 − Zn, we finish the proof.
4.2 Convergence analysis
In this subsection, we will establish an optimal priori estimate for the proposed scheme
in discrete l∞-norm. Some basic lemmas for subsequent theoretical analysis are given as
follows.
Lemma 4.1. (Gronwall Inequality [37]). Assume that the discrete function {sn|n =
0, 1, · · · , N : Nτ = T} satisfy the following recurrence formula
sn − sn−1 ≤ A˜τsn + B˜τsn−1 + C˜nτ,
where A˜, B˜, C˜n(n = 1, 2, · · · , N) are nonnegative constants. Then
max
1≤n≤N
|sn| ≤ (s0 + τ
N∑
k=1
C˜k)e
2(A˜+B˜),
where τ is a sufficiently small positive constant with (A˜ + B˜)τ ≤ N−1
2N
, N > 1.
Lemma 4.2. (Discrete Sobolev inequality [31]). Note that ‖un‖Hσ ≤ ‖un‖Hρ for 0 ≤
σ ≤ ρ ≤ 1. Then for every 1
2
< σ ≤ 1, there exists a constant C = C(σ) > 0 independent
of h > 0, such that
‖un‖∞ ≤ C‖un‖Hσ ,
for all un ∈ l2h.
13
Lemma 4.3. (Uniform norm equivalence [24]). For every 1 < α ≤ 2, we have
| 2
pi
|α|un|2Hα/2 ≤ h
∞∑
j=−∞
(△αhunj unj ) ≤ |un|2Hα/2 ,
and
| 2
pi
|α|un|Hα/2|vn|Hα/2 ≤ h
∞∑
j=−∞
(△αhunj vnj ) ≤ |un|Hα/2 |vn|Hα/2.
Lemma 4.4. Let B(x) = sin(x)√
2−cos(x)
, for any x ∈ R, one can obtain that there exist
constants C, such that
|B(x)| ≤ 1,
∣∣∣B′(x)∣∣∣ =
∣∣∣∣∣∣
cos(x)√
2− cos x −
sin2(x)
2
(
2− cos(x)) 32
∣∣∣∣∣∣ ≤
3
2
and ∣∣∣B′′(x)∣∣∣ =
∣∣∣∣∣∣−B(x) −
3 sin 2(x)
4
(
2− cos(x)) 32 +
3 sin3(x)
4
(
2− cos(x)) 52
∣∣∣∣∣∣ ≤
5
2
.
Then the convergence of the fully-discrete scheme is given by the following theorem.
Theorem 4.3. Let u(x, t) ∈ C4([0, T ];C5(R)∩L1(R)) be the exact solution of the original
problem (1.1), and Un be the numerical solutions of the IEQ-CN scheme (3.17)-(3.19) at
time level n. Then, as τ is sufficiently small, we have
||un − Un||∞ ≤ C(h2 + τ 2).
Proof. Let (Unj , V
n
j ,W
n
j ) denote the numerical approximation to the exact solution
(u, v, w) at the point (xj , tn). First, we can easily prove that
||u1 − U1||∞ ≤ C(h2 + τ 2). (4.9)
Define the truncation errors of the scheme (3.17)-(3.19) as follows
δtu
n
j = v
n+ 1
2
j + (q1)
n
j , (4.10)
δtv
n
j = −∆αhun+
1
2
j −
sin(u˜
n+ 1
2
j )√
2− cos(u˜n+
1
2
j )
w
n+ 1
2
j + (q2)
n
j , (4.11)
δtw
n
j =
sin(u˜
n+ 1
2
j )
2
√
2− cos(u˜n+
1
2
j )
v
n+ 1
2
j + (q3)
n
j , 1 ≤ n ≤ N − 1. (4.12)
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By the Taylor expansion and (3.4), we can obtain
||qn1 || ≤ C(h2 + τ 2), (4.13)
||qn2 || ≤ C(h2 + τ 2), (4.14)
||qn3 || ≤ C(h2 + τ 2), 1 ≤ n ≤ N − 1. (4.15)
Let
(ε1)
n
j = u
n
j − Unj , (ε2)nj = vnj − V nj , (ε3)nj = wnj −W nj .
Subtracting (4.10)-(4.12) from (3.17)-(3.19), respectively, yields that
δt(ε1)
n
j = (ε2)
n+ 1
2
j + (q1)
n
j , (4.16)
δt(ε2)
n
j = −∆αh(ε1)n+
1
2
j − B(u˜
n+ 1
2
j )w
n+ 1
2
j + B(U˜
n+ 1
2
j )W
n+ 1
2
j + (q2)
n
j , (4.17)
δt(ε3)
n
j =
1
2
B(u˜n+
1
2
j )v
n+ 1
2
j −
1
2
B(U˜n+
1
2
j )V
n+ 1
2
j + (q3)
n
j . (4.18)
Taking discrete inner product of (4.16)-(4.18) with ε
n+ 1
2
1 , ε
n+ 1
2
2 and ε
n+ 1
2
3 , respectively, we
get
1
2
δt||εn1 ||2 = (εn+
1
2
2 , ε
n+ 1
2
1 ) + (q
n
1 , ε
n+ 1
2
1 ), (4.19)
1
2
δt||εn2 ||2 +
1
2
δt||Λαεn1 ||2 =(qn2 , εn+
1
2
2 ) + (∆
α
hε
n+ 1
2
1 , q
n
1 )−
(
B(U˜n+ 12 ) · εn+
1
2
3 , ε
n+ 1
2
2
)
−
(
(B(u˜n+ 12 )− B(U˜n+ 12 )) · wn+ 12 , εn+
1
2
2
)
(4.20)
1
2
δt||εn3 ||2 =
1
2
(
(B(u˜n+ 12 )− B(U˜n+ 12 )) · vn+ 12 , εn+
1
2
3
)
+ (qn3 , ε
n+ 1
2
3 )
+
1
2
(
B(Un+ 12 ) · εn+
1
2
2 , ε
n+ 1
2
3
)
, (4.21)
where ‘·’ means the point multiplication between vectors, i.e., u · v = (u0v0, · · · , uMvM )T .
Based on Lemma 4.4, one immediately obtains that
||
(
B(u˜n+ 12 )− B(U˜n+ 12 )
)
· wn+ 12 || ≤ C||ε˜n+
1
2
1 ||, (4.22)
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||
(
B(u˜n+ 12 )− B(U˜n+ 12 )
)
· vn+ 12 || ≤ C||ε˜n+
1
2
1 ||, (4.23)
||B(U˜n+ 12 ) · εn+
1
2
3 || ≤ C||εn+
1
2
3 ||, (4.24)
||B(U˜n+ 12 ) · εn+
1
2
2 || ≤ C||εn+
1
2
2 ||. (4.25)
The above discussions indicate that
δt||εn1 ||2 ≤ C
(||εn1 ||2 + ||εn+11 ||2 + ||εn2 ||2 + ||εn+12 ||2)+ C(h2 + τ 2)2, (4.26)
δt||εn2 ||2 + δt||Λαεn1 ||2 ≤ C
(||εn−11 ||2 + ||εn1 ||2 + ||Λαεn1 ||2 + ||Λαεn+11 ||2
+ ||εn2 ||2 + ||εn+12 ||2 + ||εn3 ||2 + ||εn+13 ||2
)
+ C(h2 + τ 2)2, (4.27)
δt||εn3 ||2 ≤ C
(||εn−11 ||2 + ||εn1 ||2 + ||εn2 ||2 + ||εn+12 ||2 + ||εn3 ||2 + ||εn+13 ||2)
+ C(h2 + τ 2)2. (4.28)
According to (4.26)-(4.28), one gets
δt
(||Λαεn1 ||2 + ||εn1 ||2 + ||εn2 ||2+||εn3 ||2) ≤ C(||εn−11 ||2 + ||εn1 ||2 + ||Λαεn1 ||2
+ ||Λαεn+11 ||2 + ||εn2 ||2 + ||εn+12 ||2 + ||εn3 ||2
+ ||εn+13 ||2
)
+ C(h2 + τ 2)2. (4.29)
Together with Lemma 4.3, we can deduce that
En+1 − En ≤Cτ(||εn−11 ||2 + ||εn1 ||2 + ||εn1 ||2 + ||εn+11 ||2 + ||εn2 ||2
+ ||εn+12 ||2 + ||εn3 ||2 + ||εn+13 ||2
)
+ Cτ(h2 + τ 2)2, (4.30)
where the En (n ≥ 2) is defined by
En := |εn1 |2Hα/2 + ||εn1 ||2 + ||εn2 ||2 + ||εn3 ||2. (4.31)
According to Lemma 4.1, one gets
En − En−1 ≤ Cτ(En + En−1) + Cτ ||εn−21 ||2 + Cτ(h2 + τ 2)2. (4.32)
Summing up for the superscript n from 2 to m and then replacing m by n, we can deduce
from Lemma 4.1 that
En ≤ Cτ
n∑
k=1
Ek + Cτ ||ε01||2 + CT (h2 + τ 2)2
16
= Cτ
n∑
k=1
Ek + CT (h2 + τ 2)2, (4.33)
where ε01 = 0 is used. Applying Lemma 4.1, we can arrive at
|εn1 |2Hα/2 + ||εn1 ||2 + ||εn2 ||2 + ||εn3 ||2 ≤ Ce2CT (h2 + τ 2)2. (4.34)
It is observe that
|εn1 |2Hα/2 + ||εn1 ||+ ||εn2 ||+ ||εn3 || ≤ C(h2 + τ 2), (4.35)
which further implies that
||εn1 ||+ |εn1 |Hα/2 ≤ C(h2 + τ 2). (4.36)
Together with (3.1) and Lemma 4.2, it is easy to verify straightforwardly that
||εn1 ||∞ = ||un − Un||∞ ≤ C(h2 + τ 2), 2 ≤ n ≤ N. (4.37)
This completes the proof.
5 Numerical examples
In this section, numerical examples of the IEQ-CN scheme (3.17)-(3.19) are presented
to illustrate the previous theoretical results. In the simulations, we noticed that the
matrix C defined in (3.6) is a Toeplitz matrix. To reduce the memory requirement and
the computational complexity in practical computation, a fast algorithm based on the
FFT technique [41] is used to solve the linear system (4.6).
Let E(h, τ) be the error function between the numerical solution U(x, t) and the
analytical solution u(x, t) at the point (h, τ), which is defined as
E(h, τ) = ‖u(h, τ)− U(h, τ)‖∞. (5.1)
When 1 < α < 2, the exact solution is not given. To obtain numerical errors, we use the
error function defined as follows
E(h, τ) = ‖UNM(h, τ)− U2N2M (h/2, τ/2)‖∞, (5.2)
where h, τ are mesh and time steps, respectively. For calculating the convergence order,
we use the formula
p = log2(E(h, τ)/E(h/2, τ/2)).
The relative energy error is defined as
REn = |(En − E0)/E0|,
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where En denotes the energy at t = nτ .
Example 5.1. We study system (1.1) with different fractional order α. The initial
conditions are chosen as
ϕ(x) = 0, (5.3)
ψ(x) =
4
ω
sech
(x
ω
)
, x ∈ Ω. (5.4)
In our computation, we take the Dirichlet boundary condition as
u(x, t) = 0, x ∈ R \ Ω, 0 ≤ t ≤ T.
When α = 2, system (1.1) reduces to the standard nonlinear SG equation with the
analytical solution given by
u(x, t) = 4 tan−1
[
φ(t;ω)sech
(x
ω
)]
, (5.5)
where
φ(t;ω) =


sin(ω−1
√
ω2−1t)√
ω2−1 , if ω > 1,
t, if ω = 1,
sinh(ω−1
√
1−ω2t)√
1−ω2 , if 0 < ω < 1.
(5.6)
First, we test the convergence rates and the efficiency of the IEQ-CN scheme. In
our computation, we set the space interval Ω = (−20, 20). Without loss of generality,
we take ω = 1.1 and test the convergence orders of the IEQ-CN scheme for different α.
Table. 1 shows the errors and convergence orders, which indicates that our scheme is of
second-order accuracy in both space and time, which confirms the theoretical analysis.
The motivation of our work is to develop a more efficient structure-preserving scheme,
thus, it is valuable to compare our new scheme with some existing schemes in computing
efficiency, as follows:
• D-IEQ: The direct algorithm to solve the linear system (4.6) by using the precon-
ditioned conjugate gradients method [42].
• F-IEQ: The fast algorithm based on the FFT technique is applied for solving the
linear system (4.6).
• I-FDS: The implicit energy-preserving difference schemes stated in Refs. [8, 9, 22]
for the one-dimensional sine-Gordon equation.
We use the standard fixed-point iteration for the fully-implicit schemes and set 10−14 as
the error tolerance for all the problems. The consumed CPU time of different methods
solving the FSG equation are displayed in Fig.1. Numerical experiments show that the
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cost of I-FDS is most expensive while the one of F-IEQ is cheapest. Therefore, it is
preferable to construct linear implicit schemes through the IEQ approach and develop
corresponding fast algorithms for large scale simulations, keeping the system energy being
preserved as well.
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Fig. 1: CPU time for the soliton with different time steps till T = 10 under h = 0.1.
Table. 1: The numerical errors and convergence orders of the IEQ-CN scheme at T = 1.
α (h, τ) error order
1.3 (15 ,
1
50) 1.5583e-03 -
( 110 ,
1
100 ) 3.8978e-04 1.9993
( 120 ,
1
200 ) 9.7441e-05 2.0000
( 140 ,
1
400 ) 2.4357e-05 2.0001
1.75 (15 ,
1
50) 2.4035e-03 -
( 110 ,
1
100 ) 5.9925e-04 2.0033
( 120 ,
1
200 ) 1.4969e-04 2.0011
( 140 ,
1
400 ) 3.7413e-05 2.0003
1.99 (15 ,
1
50) 2.7569e-03 -
( 110 ,
1
100 ) 6.8571e-04 2.0074
( 120 ,
1
200 ) 1.7119e-04 2.0019
( 140 ,
1
400 ) 4.2781e-05 2.0005
2 (15 ,
1
50) 2.7689e-03 -
( 110 ,
1
100 ) 6.8864e-04 2.0075
( 120 ,
1
200 ) 1.7192e-04 2.0020
( 140 ,
1
400 ) 4.2963e-05 2.0006
Second, we enlarge the computational domain Ω = (−40, 40) and verify the discrete
energy conservation law of the fully-discrete scheme. We take h = 0.1, τ = 0.05 and
19
compute the discrete energy. Fig.2 shows the relative errors of energy E for different
values of fractional order α. The pictures demonstrate that the IEQ-CN scheme preserves
the energy very well in discrete sense.
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Fig. 2: The relative energy error with different α when ω = 1.1.
Last but not least, we select ω = 1 and pay attention to study the relationship between
the evolution of the soliton and the fractional order α for the original system (1.1). Here
we take the computation domain Ω = (−100, 100). Without loss of generality, we choose
α = 1.1, 1.75, 1.99, 2, h = 0.1, τ = 0.05 and the numerical results are presented in Fig.3.
Obviously, we can deduce that the shape of the soliton changes dramatically when the
fractional order α changes from 2.0 to 1.99. When 1 < α < 2, the bigger the fractional
order α is, the bigger the period of the soliton is.
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(a) α = 1.1 (b) α = 1.75
(c) α = 1.99 (d) α = 2
Fig. 3: Evolution of the solitons with ω = 1 for different order α.
Example 5.2. We consider the FSG equation with the initial conditions
ϕ(x) = 3.2sech(x), (5.7)
ψ(x) = 0. (5.8)
In our computation, we take the Dirichlet boundary value
u(a, t) = u(b, t) = 0, 0 ≤ t ≤ T.
First, we set the space interval Ω = (−20, 20) and test the accuracy of the fully-
discrete scheme when α = 1.3, 1.6, 1.9, 2. As illustrated in Table. 2, the IEQ-CN
scheme is second order of convergence in both time and space direction, which confirms
the theoretical analysis.
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Table. 2: The numerical errors and convergence orders of the IEQ-CN scheme at T = 1.
α (h, τ) error order
1.3 (15 ,
1
50) 4.3475e-03 -
( 110 ,
1
100 ) 1.0849e-03 2.0026
( 120 ,
1
200 ) 2.7117e-04 2.0003
( 140 ,
1
400 ) 6.7796e-05 1.9999
1.6 (15 ,
1
50) 5.1079e-03 -
( 110 ,
1
100 ) 1.2689e-03 2.0092
( 120 ,
1
200 ) 3.1678e-04 2.0020
( 140 ,
1
400 ) 7.9175e-05 2.0004
1.9 (15 ,
1
50) 5.1156e-03 -
( 110 ,
1
100 ) 1.2667e-03 2.0138
( 120 ,
1
200 ) 3.1601e-04 2.0031
( 140 ,
1
400 ) 7.8969e-05 2.0006
2 (15 ,
1
50) 4.9566e-03 -
( 110 ,
1
100 ) 1.2273e-03 2.0139
( 120 ,
1
200 ) 3.0617e-04 2.0031
( 140 ,
1
400 ) 7.6510e-05 2.0006
Second, we enlarge the computational domain Ω = (−40, 40) and test the discrete
energy conservation law of the IEQ-CN scheme. The relative energy errors at different
fractional order α = 1.3, 1.6, 1.9, 2 are presented in Fig. 4, where the numerical results
are obtained with h = τ = 0.05. One can observe that the IEQ-CN scheme preserves the
energy well in discrete sense.
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Fig. 4: The relative energy error with h = τ = 0.05 for different order α.
Finally, we investigate the relationship between the fractional order α and the shape
of the soliton for the problem with different α. Here we take the computation domain
Ω = (−100, 100). The numerical solutions obtained by the IEQ-CN scheme with h =
0.1, τ = 0.05 are presented in Fig. 5. The results demonstrate that fractional order α
will affect the shape of the soliton, and the shape of the soliton will change more quickly
when α becomes smaller.
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(a) α = 1.3 (b) α = 1.6
(c) α = 1.9 (d) α = 2
Fig. 5: Evolution of the solitons for different order α.
6 Conclusions
In this paper, we derive the Hamiltonian formulation of the fractional sine-Gordon
equation, and then construct a new difference scheme for the equation based on the
invariant energy quadratization approach. Specifically, the scheme is linear, and can
preserve discrete energy. Theoretical analysis and numerical experiments indicate that
the new scheme is efficient and accurate, and has desirable energy conservation property.
In addition, the proposed energy-preserving scheme can be generalized to other fractional
equations, such as the nonlinear fractional Schro¨dinger equation, the fractional Klein-
Gordon-Schro¨dinger equation, etc.
Recently, a new method which is termed as scalar auxiliary variable approach has been
developed by Shen et al. for solving gradient flows [38, 39]. It inherits all advantages of
invariant energy quadratization approach but also overcomes most of its shortcomings.
Future research should be devoted to establishing the linear implicit energy-preserving
scheme based on the scalar auxiliary variable approach for fractional differential equa-
tions.
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