Abstract. Hyperspectral imagery contains a large number of mixed pixels, which limits its utility. Super-resolution mapping is a potential solution to this problem, designed to use the proportion of land covers to obtain a sharpened thematic map with higher resolution. Endmember is a fundamental variable in the process, which is a critical issue for decomposing the mixed pixels and sharpening the subpixel level images. In most cases, the forms of the endmember combination in diverse pixels are very distinct. However, traditional soft classification methods neglect this point and model endmembers as fixed composition entities. Due to the reliance on this flawed spectral mixture model, the super-resolution mapping is unable to represent detail in the following result image precisely and effectively. In this work, therefore, endmember variability is considered, focusing on identifying the most suitable form of the endmember combination. This issue is addressed by applying a new selective endmember spectral mixture (SESM) model, which allows the endmember number and type to vary at a per pixel level, and then super-resolution mapping can be subsequently performed according to the produced spectral abundances. Two different types of hyperspectral data are used in our experiments. First, the SESM model is tested individually for validation of its applicability. Then the complete algorithm integrating SESM and super-resolution mapping based on a back-propagation neural network is evaluated. It showed that a more accurate endmember combination in the parent pixel results in a finer representation image. The experimental results prove that the proposed algorithm can effectively improve the accuracy of the super-resolution mapping results compared to the traditional method. C 2011 Society of PhotoOptical Instrumentation Engineers (SPIE).
Introduction
Hyperspectral sensors allow for dense sampling of the spectral range (nominally about 10-nm wide) of the sensor, thus facilitating a better discrimination among similar groundcover classes, compared to traditional multispectral scanners with low spectral resolution. However, due to the limitations of the spatial resolution, hyperspectral images often provide much coarser spatial resolutions than the extent of land-cover patterns, leading to mixed pixels containing multiple landcover classes. 1 This feature significantly degrades the performance of spectral analysis algorithms and, consequently, affects related applications, such as object detection, recognition, and analysis, etc. The handling of the mixed pixel scene is thus critical for the application of the HSI. 2 The earliest studies in this field used extraction technology of land-cover information, relying on hard classification that assigns every pixel (often incorrectly) to a single class. As a result, some information loss is inevitable, as mixed pixels can be seen as varying combinations of different land covers. In order to compensate for this shortcoming, soft classification techniques were introduced. 3 The output of these tech-0091-3286/2011/$25.00 C 2011 SPIE niques generally can produce fractional images that display the proportion of a certain class. This situation results in a more informative and prone representation of land cover than that produced using hard-classification. 4 Nevertheless, there is no provided indication of how such classes are distributed spatially within the mixed pixels. In the last decade, new techniques emerged, referred to as "super-resolution mapping," whereby it is possible to spatially assign the proportional fractions to the location of each land cover. The basic idea is to maximize the spatial correlation under the constraint that the original pixel proportions obtained are maintained. [5] [6] [7] Many different techniques have been proposed, including linear optimization, 8 Bayesian approach incorporating prior information, 9 image segment, 6 hopfield neural network, 10 deconvolution filter, 11 genetic algorithm, 12 multishifted imaged fusion, 13 etc. So, the extant mixed pixel problem inherent in hyperspectral imagery (HSI) can be mitigated by combining the soft-classification and the super-resolution mapping. One advantage of this integrated model is that no supplementary source associated with HSI is required. 14 The quality of the super-resolution mapping technique is highly dependent on the precision of the soft-classification, because it uses fractional images as input, whereby the subpixel grids are constructed and the sharpened image is produced.
Considering the complexity of mixed materials, the mixed pixels of the original HSI can be combined with different "pure" components, called endmembers, but the form of the combination is regarded as different. 15 The traditional softclassification model is always inherently flawed, due to lack of consideration for the form of endmember combinations when the decomposition is conducted. The fractional abundances using the wrong forms of endmembers cannot represent the real relationship of different land covers in the scene, thus can directly introduce errors in the super-resolution mapping results. In order to overcome this issue, it is natural to formulate the structure with the actual combination forms in each pixel. Its core lies in taking into consideration the variability of basis endmembers. When the fractional abundances can better represent the actual situation than before, the location of each different class can be accurately represented. Based on that thought, the major contributions of this work are: 1. the development of a soft-classification framework based on abundance-calculated algorithms. The endmember variability is addressed by applying the selective endmember spectral mixture (SESM) model, which allows the number and type of endmembers to vary on a pixel level. This method is applied in the constrained linear mixture model to produce a higher precision proportion of land cover; 2. according to the improved land-cover abundance representation, a superresolution mapping model based on back-propagation (BP) neural network is created. The complete algorithm is tested and expected to have a better performance.
The rest of this paper is organized as follows. Section 2 provides a soft-classification method, the constrained linear mixture algorithm, while the proposed algorithm is described in Sec. 3. Section 3 introduces the selective endmember method integrated with the soft-classification model. In Sec. 4, a detailed description of the proposed BP super-resolution mapping model is described. Experimental results are presented in Sec. 5. Two experiments are described; in the first experiment, SESM is compared to the traditional soft-classification model; in the second experiment, the complete improved algorithm is given, compared to the traditional hard classification and the original superresolution mapping algorithm. Finally, conclusions are drawn in Sec. 6.
Constrained Linear Mixture Model
In HSI, the mixed pixel reflectance spectrum can be regarded as a systematic combination of the component spectra in the mixture. [16] [17] [18] In an ideal case, components of interest in a pixel appear in spatially segregated patterns, and the systematics is linear. In practice, the reflected radiation signals received in the sensor are multiply scattered after more than one reflection. Thus, as the components interact with each other, the systematics tend to be nonlinear. Despite this well-known phenomenon, the linear spectral unmixing model (LMM) is the most widely used, mostly due to its simple structure. In most applications, the effects of multiple scattering can be treated as negligible. 19, 20 In the present study, LMM is applied to estimate the component abundance fractions within mixed pixels. Here, these distinct components of certain materials are referred to as endmembers. The spectrum signature of a mixed pixel is expressed as
where r is the observation pixel spectrum vector, S is the T is an M × 1 abundance column vector, which is composed of each endmember's abundance. e is an L × 1 noise vector, L is the band number of the image. To assign physical meaning to the LMM, two constraints on the α entries are defined. First, the abundance non-negative constraint (ANC) requires all abundances to be non-negative, such that α i ≥ 0 for i = 1, . . . , M. Second, in order to capture the entire composition of a mixed pixel, the abundance sum-to-one constraint (ASC) requires M i=1 α i = 1. With these two constraints, the linear mixture spectrum analysis methods can extract the exact endmember abundances in different mixed pixels.
In order to simultaneously satisfy both constraints, we carry out a normalized fully constrained least square (FCLS) to implement the LMM by imposing the ASC and ANC. The FCLS separates the abundances of different endmembers, which has been proven as optimal in terms of efficiently providing the least square error (LSE). 21 In order to satisfy the sum-to-one constraint, a new dimension is added to the endmember matrix S mentioned in the previous content, and it is modified such that
where 1
, Q is the new endmember signature matrix, and the parameter σ is a constant that controls the accuracy with which the resulting abundances would sum to one. The smaller the parameter, the closer the result is to the physical reality, albeit with a slower convergence rate. 22 The new pixel signature is expressed accordingly as
From the above expression, Eq. (1) can be modified as
Furthermore, the solution accounts for the non-negativity constraint, as FCLS is to minimize the LSE, which is mathematically expressed as:
The key solution to the aforementioned problem involves Lagrange multipliers, where the cost function J is defined as
With α = c, each member of the constant M × 1 vector c is non-negative to enforce the non-negativity constraint, and λ is the Lagrange multiplier denoted by a M × 1 vector. To calculate the estimate of α, we take the partial derivative of J with respect to α yielding
By iterating through Eqs. (7) and (8), the numerical solution is provided for the non-negativity constraint. 23 However, the optimal solution can only be found if the Kuhn-Tucker conditions are satisfied by the Lagrange multiplier vector. In order to satisfy the above conditions, two index sets-active set R and passive set P-are formulated in the FCLS solution. 24, 25 The former can be computed by the least squares projection method and contains all indices (Lagrange multipliers) corresponding to positive components in the estimate. The latter consists of all indices corresponding to negative and zero components in the estimate. Thus, the abundance values that are greater than zero can be identified and placed into the passive set P and the remaining nonpositive abundance values are placed in the active set R. By iterating the aforementioned equations until all the Lagrange multipliers in the passive set are zero and those in the active set are either zero or negative, the Kuhn-Tucker conditions are satisfied. In this way, an optimal mean-squared error solution for the image unmixing can be obtained, and it will be used as input to super-resolution mapping where the FCLS procedure is necessary.
Selective Endmember Spectral Mixture Model
In the FCLS, the mixed pixel can be modeled by a linear combination with fixed endmember signatures weighted by the corresponding abundances. However, in most cases, the individual pixel contains only a subset of the available endmembers. Thus, the traditional fixed endmember analysis can violate the actual structural composition of the pixels, as the redundant endmembers may seriously affect the extraction of the endmember abundances. In the current algorithm, the enhanced land-cover separability due to the ASC and ANC conditions might be compromised by the endmember abundances derived from conventional FCLS, which has applied constraints while retaining fixed endmembers. 25 Different solutions to select the optimal number and type of endmembers for a specific scene have been proposed. [26] [27] [28] These techniques can build a regionally specific spectral library of urban materials and iteratively test different endmember combinations, which should be applied to the spectral mixture analysis. 29, 30 Despite several similarities with these methodologies, our method differs significantly in that it focuses on extracting the real endmember compositions from an endmember data set. This information will be introduced into the current constrained LMM by dynamically selecting optimal endmembers for each pixel before unmixing. Therefore, the new method can represent the composition of endmembers in each pixel as precisely as possible, as the abundances of the endmembers can be accurately estimated. Generally, in the selective endmember spectral mixture algorithms, two steps are interwoven:
For the first step, we use the theory of the N-finder technique to identify the endmembers of a maximum number in the scene. If the mixed pixel is considered a linear combination, these pixels occupy a space formed by a simplex for the basis of the geometrical interpretations of HSI datasets. A simplex is the simplest geometric shape that can enclose a space of a given dimension, and the vertices of this simplex are the endmember spectra. The algorithm to determine the endmembers can therefore be reduced to finding the points in the data that represent the vertices of the simplex containing the data, or by analogy, to finding the set of pixels that define the simplex with the maximum volume, potentially inscribed within the dataset. 31 During this process, a dimensionality reduction of the original image is first accomplished using the minimum noise fraction (MNF) transform. Next, the randomly selected pixels are treated as endmembers, and a trial volume is calculated as follows. Let E be the matrix of endmembers augmented with a row of unit elements:
where e i is a column vector containing the spectra of endmember i.
The volume (V) of the simplex formed by using the endmember estimates is proportional to the determinant of E:
where (l − 1) is the number of dimensions occupied by the data. In order to refine the initial volume estimate, a trial volume is calculated for every pixel in each endmember position by replacing that endmember and recalculating the volume. Thus, if the replacement results in a volume increase, the pixel replaces the endmember. This procedure, which does not require any input parameters, is repeated until there are no more endmember replacements.
32
For the second step, after the full set of endmembers has been obtained by the N-finder, which can be regarded as prefixed reference spectral lines in the scene, the endmember selection model is constructed to identify the optimal endmember combination in each pixel. The rule implemented in the model is obviously the key factor in the procedure. In this paper, a cross-correlogram spectral matching (CCSM) technique is described to determine the true endmember types in the individual pixels. 33 It provides a statistical measure for the spectral similarity between a known reference material (either a laboratory spectrum or a pixel spectrum from the imagery that represents the material of interest) and an unknown material underlying a pixel. The cross correlation is calculated at different matching positions by moving the reference spectrum to the shorter or longer wavelengths. In the present study, although the CCSM theory is followed, only the cross correlation at the matching position 0 is computed. The endmember selection of actual endmember types follows the sequence described below:
1. Given the full set of endmembers of the scene, we denote the test and reference spectrum as R r and R t , respectively. With n as the number of overlapping positions, the cross correlation for match position can be calculated as:
2. Each candidate pixel is projected onto all available normal endmember vectors, and the most efficient projection P max , corresponding to that with the highest value, indicates the first selected endmember. After that, the contributions of all the endmembers from CCSM are lined up. 3. The influencing factors of the chosen endmembers are subtracted from the test pixel spectrum signal, and the remaining spectral signal is obtained by applying:
where r remain is a vector with the residual pixel spectral signature; r is the original pixel spectrum vector,P max is a normal spectral vector with maximum projection; S max is an endmember of the dataset matching with the maximum projection. 4. The residual pixel signature is used to select the second endmember by repeating the projection onto all remaining endmember normal vectors, and so on. Previously selected spectral components are discarded and can no longer be considered in the latter selection. With respect to the residual spectral value, two cases can arise: 1. A small value, irrespective of the above conditions, will yield an inaccurate result, as premature termination will occur after several iterative processes; 2. A large value will cause the endmember number to increase. In such cases, the process can continue until a complete subset is identified, with a prefixed maximum number of endmembers, or terminated when no projection that significantly reduces the residual spectral signature can be found. 5. Steps 2 to 4 were repeated until the remaining spectral signal is minor or even negative. Some pixels of the scene will stop iteration only once, hence, for the algorithm's flexibility, an adjustive parameter η taking the value (0, 1) can be added and Eq. (12) is revised as follows:
In this way, the selected subset will contain the components that are most suited to decomposing the candidate pixel by subsequent standard linear pixel unmixing. 6. The information on the endmember types will be introduced to the traditional constrained unmixing method. Hence, several different constrained unmixing models can be developed, in which the endmember signature matrix is changed. The abundance images are produced based on a different unmixing data subset.
Super-Resolution Mapping Method
The output of the soft classification for each pixel was an estimate of the proportion of the component classes, which does not indicate the location of the subpixel component covers. Super-resolution mapping can be seen as a technique that uses the information present in a soft classification to attain a higher resolution representation. 34 The aim is to spatially map the fractions resulting from a subpixel classification to the subpixels that are parts of a pixel. Accordingly, these fractional abundances can be taken as the inputs of super-resolution mapping. Although no new information is created by this process, it does result in an increase in spatial resolution above that achieved with soft classification of the original HSI.
Theory
The super-resolution mapping technique can further assign the fractions spatially to so-called "subpixels," where subpixels are a finer resolution representation of a parent pixel. The key problem is determining the most likely locations of the fractions of each land-cover class within the pixel. This can be accomplished by assuming spatial dependence, i.e., the tendency of spatially proximate observations of a given property to be more alike than more distant observations. 35 Based on this assumption, the neighboring pixels can take an important role and expression, because the candidate pixels are surrounded and affected by the neighboring ones, possibly belonging to the same land-cover class. The large pixel is divided into subpixels, and the land cover is allocated to the latter, in such a way that spatial dependence is maximized.
The main process of super-resolution mapping can be described as follows. We hypothesize there are s 2 subpixels per pixel, where s is the scale factor in the row and column directions. A simple representation of the problem is given in Fig. 1 . The left image represents a 3 × 3 coarse spatial resolution set of pixels, with associated proportions of one land-cover class produced by the soft-classification, and the scale factor s is defined as 4. The right image represents a possible subpixel configuration of this land-cover class for the parent pixel. Every coarse resolution pixel is thus divided into 16 subpixels, each corresponding to 1/16 of the coverage of the coarse resolution pixel. The shading is only a representative example of spatial dependence corresponding to a single given class.
The subpixels divided from the parent pixel must satisfy the following conditions:
where N k is the number of subpixels representing the k'th class in the whole s 2 subpixels; the value for a subpixel y lk is calculated as: y lk = { 1 0 where if subpixel y lk is assigned to this land-cover class, the value of y lk is equal to 1, or is 0 otherwise. Summing y lk for all s 2 subpixels yields the spatial dependence for that specific configuration of the subpixels inside the pixel. With different land-cover class k, N k can provide a different number corresponding to the indicated proportion. The technique should find the optimal superresolution configuration while retaining the original fraction values.
Super-Resolution Mapping Based on ANN
The artificial neural network (ANN) is a powerful tool for the prediction of nonlinearities. It allows specification of multiple input criteria and the generation of multiple output recommendations, without preassumptions regarding the functional form of input and output variables. Due to the
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December 2011/Vol. 50(12) 126201-4 recent technological advances, neural network subpixel classification has become a well-established remote sensing data processing technique. [36] [37] [38] In this study, a feed-forward BP network with three-layer was proposed because of its simplicity and power to extract useful information from patterns (samples). The details about this algorithm can be found in Refs. 39 and 40. The network is applied to construct a local super-resolution mapping model that describes the relationship between fractions in the local window and the spatial distribution of subpixels assigned to the target in the central coarse pixel. 41, 42 Fig . 3 Original HSI-1.
In the training process, the input values were the fractional values of these pixels for a certain class. The input layer consists of nine neurons, corresponding to a central pixel and its eight surrounding neighbors, whereby every neuron representing a coarse pixel can be affected by the eight neighbors with different applications of the influence. Consequently, the network was trained using membership values. There is a separate network to be trained for each class. The output pattern can be seen as finer resolution representation of a parent pixel with more detailed information. The spatial distribution was unknown and seen equal to each class, but the network can be taught to map the inputs on the correct outputs. The network was trained until the test set error started increasing, since it is believed that at that point network generalization is maximal.
For convenience, its representation is simplified in Eq. (15) . The output layer consists of s 2 neurons, corresponding to the divided subpixels in the central pixel. In that case, s is assigned a value of 2. Thus, when nine coarse pixels, x, with the indicated proportion of a given class, k, are taken as input to the network, according to the centered neuron, there are four subpixels, y lk , in the model. The row and column of the proportion image can be represented as i and j. This relationship can be simply described as: ⎡ ⎢ ⎣
y lk = 1 if it is corresponding to target class 0 otherwise ,
In the predicting process, the input pattern is normalized to 0 to 1 to ensure that similar training samples can be obtained for as many different images as possible. The number of the input nodes is fixed, but the number of the output nodes in the network can be changed, which is determined by the factor size. Here, the amount of subpixels to be assigned for each class is calculated beforehand. Each subpixel can be exported and labeled in accordance with the assigned class probability, with the highest value first. The network architecture, together with the input and output representation, is illustrated in Fig. 2 .
Experiments and Analysis

Real Image Test of the SESM
For a quantitative comparison and analysis, in this section we use a simple HSI-1 data to evaluate the performance of SESM compared to LMM and the FCLS approaches. The real data set in this experiment consists of airborne data from the reflective optics system imaging spectrometer (ROSIS-03) optical sensor, referring to the urban area of Pavia, Northern Italy (45.11 N, 9 .09 E), provided by the Data Fusion Contest organization in the website (http://tlclab.unipv.it/dftc). The spatial resolution is 1.3 m per pixel. According to specifications, the ROSIS-03 sensor consists of 115 bands with a spectral coverage ranging from 0.43 to 0.86 μm. Thirteen noisy bands have been removed. The dimension of the distributed data set is hence 102. A mixed subscene (100×100) with 102 band image was extracted from the original image (Fig. 3) . Three endmembers corresponding to top-roof, vegetation, and bare land were automatically extracted from the scene by the N-finder algorithm. The spectra of endmembers are shown in Fig. 4 .
The proposed algorithm is tested on synthetic imagery, downsampled to a 4:1 scale using a nearest neighboring filter band by band. Meanwhile, hard classification can be performed on the original image. The classification result can be uploaded on the website (http://tlclab.unipv.it/dftc) for the classification performances. The best result can be considered as the true field surface. Degradation of a hard classification yields fraction images for each class. These resulting fraction images do not contain any uncertainty as it originates from degradation instead of a soft-classification process. Consequently, the subpixel proportion estimation error solely reflects the performance of the proposed algorithm.
The derived abundance images, i.e., fraction images of the degraded real data conducted by the three methods are illustrated in Fig. 5 , where bright values represent high fractions and vice versa. As can be seen, the reference images illustrated in Figs These two algorithms, when applied to all pixels, will eventually produce normal abundance images for all endmember components considered. Using the SESM, we generate one-, two-, and three-endmember models for each pixel, which represent the three actual endmember types included. The obtained fraction images are shown in Figs. 5(j)-5(l). Visual assessment leads to the conclusion that the FCLS and SESM methods can provide much better proportion of the land covers inside a pixel, compared to the traditional LMM, as there is no clear distinction among the land covers, especially in the bare road and top-roof, as shown in Figs. 5(d) and 5(f). Although the FCLS and SESM have similar unmixing results, the former obviously tended to confuse vegetation and bare land types in the mixed area. For example, in Figs. 5(g) and 5(h), it can be seen that the greater the number of mixed pixels, the worse the obtained abundances. In sum, the proposed algorithm is efficient, and dynamically selecting optimal endmembers for mixed pixels provides good separation between the two land types. Clearly, compared to the reference, the abundances of three land covers, in Figs. 5(j)-5(l) are the best results. Two criteria are used to measure the similarity between the results and the reference values, one of which is rootmean-square error (RMSE), as it is widely used to evaluate the total performance of the algorithms. 43 Table 1 presents RMSE of three land covers in the listed items, whereby the errors in the FCLS model are much lower than that of the LMM model, with SESM providing the best results in all respects. Furthermore, the SESM model exhibits the best overall unmixing accuracy, i.e., the best estimation proportion among the testing image considered, with the decreasing error of 0.1310, 0.2098, and 0.0931, respectively.
This finding is further confirmed by the error bound in Fig. 6 , which summarizes the same results in a different format, confirming that SESM provides the most accurate mixture estimates. For each of the three mixture methods, the graph indicates how many predictions fall within a given percent of the field measurements. At the 10% error bound depicts 21%, 32%, and 39% of total predictions that fall within the LMM, FCLS, and SESM mixture methods, respectively.
Test of Complete Super-Resolution Mapping
Algorithm The super-resolution mapping algorithm should be applied on fraction images of low spatial resolution. In order to validate the complete algorithm, the real HSI are downsampled to synthetic imagery by the nearest neighboring filter as the input low resolution images of super-resolution mapping methods, whereas the original image classifications are viewed as the standard images. Following this approach, errors due to co-registration are avoided, and it is thus possible to evaluate errors specifically introduced by the complete super-resolution mapping algorithm. The proposed algorithm framework is depicted in Fig. 7 . Fig. 7 The proposed algorithm framework.
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Data
The real HSI-2 used in our experiment was collected by the hyperspectral digital imagery collection experiment airborne hyperspectral data flight over the Mall in Washington, DC. 44 The data set was comprised of 210 bands in the 0.4 to 2.4 μm region, corresponding to the visible and infrared spectrums. After the water-absorption bands were deleted, the 192 channels used in the experiment remained, including 1280 scan lines, each containing 307 pixels. A subset of the DC data is shown in Fig. 8(a) . The desired information classes are . 9 The endmember spectra.
Road, Grass, Water, and Tree. As the data were collected during the dry season, most lawns were not well grown and some areas of grass were nearly bare soil, making the Grass and Road difficult to differentiate. At the same time, shadow and water are also quite similar and cannot be effectively discriminated using spectral signals either. Thus, the chosen dataset is a challenging one to analyze, providing an ideal test of the developed model. In this experiment, the coarser spatial resolution synthetic imagery can be created with the scale factor s = 4. Evaluation of the results is performed both visually and quantitatively. Figures 8(b) and 8(c) show the 20th band from the original HSI-2 and the downsampled HSI-2, respectively.
Soft-classification processing
In this experiment, the proposed N-FINDR algorithm was adopted for automatic extraction of endmembers. Five endmembers corresponding to the desired classes-Road, Grass, Water, Tree, and Bare-soil-were automatically extracted. Because Bare-soil is small and piecemeal, only four endmembers are chosen in the end and shown in Fig. 9 .
Next, the constrained linear spectral unmixing with a fixed endmember was performed on the downsampled images. The resulting images are interpreted as fraction images shown in Figs. 10(a)-10(d) . In the proposed algorithm, the number of endmembers of each mixed pixel in the entire image can be set as N, which ranges from 1 to 4, yielding four possible conditions. Thus, if N is equal to 1, there is only one component in the pixel, otherwise the class fraction is equal to 0. Similarly, if N is equal to 2, there are six (C 2 4 = 6) different forms consisting of two classes; and for N equal to 3, there are four (C 3 4 = 4) different forms and thus two classes. Finally, for N equal to 4, the pixel's components are saturated, with properties identical to those of the unmixed pixels. Once the resulting image is produced by combining different unmixing data subsets, the abundance image of the entire scene is obtained. The abundance images of proposed method are given in Figs. 10(e)-10(h).
The above abundance images can help visualize the accuracies of prediction by the two different mixture models. Clearly, the FCLS results show acceptable estimates for the four land-covers, but this model still makes erroneous estimates in some areas. As seen in Figs. 10(a) and 10(c) , the misjudgment in water and road classes is apparent and will lead to the poor location of the divided subpixels. In visual comparison, nearly all the SESM results are better than FCLS, compared to the reference images. Moreover, in order to intuitively compare the abundances, several points (11, 54) , (72, 10), (136, 157), and (180, 26) in the downsampled HSI-2 are chosen as illustrated in Fig. 11 , just like the red cross labeled in the coarse image. From the visually identified, they are regarded as the pure pixels, containing different dominant classes. Table 2 provides the abundances of four endmembers at these several positions. The proposed algorithm can exclude some completely unrelated class types. As indicated by the entries in Table 2 , for the nonexistent class in the believed pure positions, SESM can provide the abundances equal to 0 or close to that value, which can be seen as a more accurate result, whereas the FCLS always produced errors. For example, the abundance of SESM at the point (136, 157) with 0.9371 for the grass is greater than for FCLS with 0.7432. Hence, it is proven that the performance of the proposed method is superior to the traditional method.
Super-resolution mapping processing
These above fractional abundance images were input into the BP neural network for super-resolution mapping. It should
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December 2011/Vol. 50(12) 126201-9 be noted that the BP network training can be carried out offline, and those images used for network training are not associated with the test HSI data. 45 It is believed that the more similar the trained images are, the higher the accuracy will be. Thus, in this experiment the neural networks were trained on an analogical classified HSI image, which is another part of the original DC data and holds the same assumption of spatial dependence. In a supervised manner, 500 training samples were selected in the analogical image, and these samples unassociated with the test HSI are available. The number of neurons in the hidden layer was set at 15. The learning rate and the momentum factor were set to 0.2 and 0.9, respectively. After 2000 iterations, some information of patterns was memorized in the weighting. It is evident that, compared to FCLS, the method provides a better location of the subpixels inside a pixel, and their shapes look similar to those in the reference image. For example, too many pixels are isolated, and the patches are preserved in Fig. 12(a) ; however, these pixels are smoothed greatly in Fig. 12(m) . Moreover, the small trails had almost disappeared in Fig. 12(k) , but are mapped correctly in Fig. 12(o) . Thus, the new technique is proven as effective when mapping land covers correctly.
Accuracy statistics results
Three land cover images were super-resolved and compared. Accuracy statistics for each class based on kappa coefficient, overall accuracy, and per-class omission and commission errors were presented to evaluate the predicted subpixel spatial resolution mapping. 46 It showed a considerable increase in accuracy with the proposed technology ( Table 3 ). The overall accuracy increased from 86.27% for hard classification and 90.21% for the FCLS to 93.09% for the SESM super-resolution mapping. In comparison with the traditional FCLS super-resolution mapping, the overall accuracy of the thematic map produced by the SESM super-resolution mapping increased by approximately 2.88%. The kappa coefficient value increased from 0.8163 for the hard-classified map and 0.8671 for the FCLS subpixel map to 0.9103 for the super-resolution mapping using the selective endmember. Among the four classes, the accuracy of the road class, in particular, increased significantly, as the omission error decreased from 37.15% for hard classification and 18.70% for the FCLS super-resolution mapping to 5.43% for the new super-resolution mapping technique. Similarly, the commission error reduced from 22.82% for hard classification and 14.88 for FCLS super-resolution mapping to 8.87% for the proposed method using the selective endmember. However, as the vegetation and the grass spectra are similar, vegetation was mainly confused with the other classes, albeit to a different extent. However, although numerous pixels are inaccurately mapped, the accuracy measures are still acceptable. The results showed that the selective endmember technique was the most informative for the mixed class.
Discussion and Conclusions
Super-resolution mapping aims to increase the image usability provided by a soft classification, while preserving the enhanced information content. In this paper, we take full advantage of the HSI by successfully combining softclassification and super-resolution mapping. The real endmember composition for each pixel was further investigated, and the endmember selection information was introduced into the soft-classification to improve the performance. The proposed SESM was shown to produce improvements on the traditional strategy-based fixed endmembers and produced a high level of conformity to the actual images. Given that the super-resolution mapping is even less sensitive to changes in the number of endmembers, particularly in the case when the number is underestimated, the superiority of our proposed algorithm is further confirmed.
Here, the scale factor of 4 can validate the performance of our algorithm in high accuracy. When the scale factor increases, the super-resolution mapping result must be different, as the subpixel distribution could complicate issues further. The larger scale factor, as expected, produced results of lower accuracy than those for the small scale factor. The drawback is increased computational time and therefore a balance must be found between the spatial resolution and accuracy required, and computational cost.
Two experiments are presented proving the superiority of the SESM over the original LMM and FCLS technique, whereby the accuracy and the visual effect of the resulting image are significantly improved. Furthermore, complete tests show that super-resolution mapping from the selective endmember spectral mixture model can have better separability, and overcome the inexact estimation of mixed area. Overall, the proposed algorithm shows a good performance in terms of the information content, enhancing the HSI resolution and thus its applicability. This technique is of great benefit for practical real-time applications.
