which is generated by forms of the same degree. Assume that the presentation matrix ϕ is almost linear, that is, all but the last column of ϕ consist of entries which are linear. For such ideals, we find explicit forms of the defining ideal of the Rees algebra R(I). We also introduce the notion of iterated Jacobian duals.
Introduction
In this paper we study the defining ideal of the Rees algebra of ideals in a commutative ring. The Rees algebra R(I) of an ideal I in a commutative ring R is defined to be R(I) = R[It] = R ⊕ It ⊕ I 2 t 2 ⊕ · · · . The defining ideal of the Rees algebra is the kernel A of an epimorphism Ψ : R[T 1 , . . . , T m ] → R(I) given by Ψ(T i ) = α i t, where I = (α 1 , . . . , α m ). Rees algebras provide an algebraic realization for the concept of blowing up a variety along a subvariety. The search for the implicit equations defining the Rees algebra is a classical and fundamental problem which has been studied for many decades. Some of the results in this direction include [29, 10, 23, 17, 12, 5, 20, 6, 3, 2, 19, 4, 21] .
An important object in the study of Rees algebras is the symmetric algebra. The symmetric algebra Sym(I) of an ideal I has a presentation
where L = ([T 1 · · · T m ] · ϕ) and ϕ is a presentation matrix of I. The map Ψ above factors through the symmetric algebra. So it is enough to study the kernel of the map Sym(I) → R(I). Traditionally, techniques for computing the defining ideal of R(I) often revolved around the notion of Jacobian dual. For a commutative ring R and an ideal I with a presentation R s ϕ − → R m → I → 0, the Jacobian dual of ϕ is defined to be a matrix B(ϕ) with linear entries in R[T 1 , . . . , T m ] such that (1.1) [
, where I 1 (ϕ) ⊆ (a 1 , . . . , a r ).
In the literature, the defining ideal of Rees algebras have been studied in great detail for many classes of ideals. For example, ideals generated by regular sequences (or d -sequences, [10] ) and grade 2 perfect ideals with linear presentation ( [23] ). We restrict our study to the case where R = k[x 1 , . . . , x d ] and I = (α 1 , . . . , α m ) is a grade two perfect ideal minimally generated by homogeneous elements of the same degree. Using the Hilbert-Burch theorem, such an ideal can be realized as the ideal generated by the maximal minors of a m × m − 1 matrix with homogeneous entries of constant degree along each column. We further restrict the presentation matrix ϕ of I to be almost linearly presented, that is, all but the last column of ϕ are linear and the last column consists of homogeneous entries of arbitrary degree n ≥ 1. The G d condition is also an important ingredient in the study of A. Here, the G d condition means that µ(I p ) ≤ ht p for every p ∈ V (I) with ht p ≤ d − 1. An earlier study of Rees algebra of ideals of this type, when d = 2, was done by Kustin, Polini and Ulrich in [19] . We generalize their results for d > 2 and also present another form of the defining ideal of R(I).
The G d condition forces some power of the ideal (x) to annihilate the kernel of the map Sym(I) → R(I) i.e, A = L : (x) ∞ . Since dim R(I) = d + 1, notice that A = L : (x)
∞ is a prime ideal of height m − 1. One of the recurring features of the proofs in this paper is that the ideal I d (B(ϕ ′ )) attains the maximum possible height, namely m − d − 1 (where ϕ ′ is a matrix obtained from ϕ by removing the last column). This led us to study L : (x) ∞ in a more general setting. n , which constitutes the first form of the defining ideal of R(I) we obtain in this paper. Recall that n is the degree of the entries in the last column of the presentation matrix ϕ. ∞ . Notice that when n = 1 the presentation matrix ϕ is linear. Theorem 1.2 now shows that
) is known as the expected form of the defining ideal of the Rees algebra. This recovers the result proved by Morey, Ulrich in [23] .
The second form of the defining ideal is obtained by following work of Kustin, Polini, Ulrich in [19] . Among other results, they characterize the defining ideal of the Rees algebra of such ideals in k[x 1 , x 2 ], but, some of the techniques presented in this paper resisted generalization to k[x 1 , . . . , x d ]. One of the most glaring deficiencies in the case of k[x 1 , . . . , x d ] is the lack of a characterization of the presentation matrix ϕ similar to [19, 2.1] . We first construct a Cohen-Macaulay ring A in which the defining ideal of the Rees algebra, A, is a height one prime ideal. The ring A being a Cohen-Macaulay domain is attributed to the fact that I d (B(ϕ ′ )) has maximal height. Now we construct an ideal
and I be a grade 2 perfect ideal. Suppose that the presentation matrix ϕ of I is almost linear, that is, all but the last column of ϕ are linear and the last column consist of homogeneous entries of degree n. Also assume that I satisfies the G d condition and µ(I) > d. Let ϕ ′ denote the linear matrix obtained from ϕ by removing the last column (the non-linear column). Let
where B is obtained from B(ϕ ′ ) by removing the last row of B(ϕ ′ ). Then in the ring A, the defining ideal of
This characterization is a generalized version of [19, 1.11] . However, it is hard to find an explicit generating set similar to [19, 3.6] . Using the construction in Theorem 1.3, we can also show that n is the smallest possible integer for a description as in Theorem 1.2.
A search for an explicit generating set of A = L : (x 1 , . . . , x d ) n , led to the concept of iterated Jacobian duals. This method extends the notion of Jacobian duals, and helps in constructing generators for A. Again, we study this procedure in a more general setting. For any m×s matrix φ in a Noetherian ring with I 1 (φ) ⊆ (a 1 , · · · , a r ), we set B 1 (φ) = B(φ) (see (1.1)) and we iteratively construct B i (φ) from B i−1 (φ) (we refer to Section 4 for details on the construction). Let L denote the ideal defining Sym(coker φ). By construction, L+ I r (B i (φ)) ⊂ L+ I r (B i+1 (φ)). Though B i (φ) may not be unique, we exhibit the unique nature of L + I r (B i (φ)) when a 1 , . . . , a r is an R-regular sequence. Theorem 1.4. Let R be a Noetherian ring and φ be a m × s matrix with entries in R. Suppose I 1 (φ) ⊆ (a 1 , . . . , a r ) and a 1 , . . . , a r is a regular sequence. Then the ideal L + I r (B i (φ)) of R[T 1 , . . . , T m ] is uniquely determined by the matrix φ and the regular sequence a 1 , . . . , a r .
The procedure of iterated Jacobian duals, was independently studied, in the case of k[x 1 , x 2 ] when m = 3 by Hong, Simis and Vasoncelos in [12] and Cox, Hoffman and Wang in [5] . The construction presented in these papers are slightly different from ours.
In the context of almost linearly presented grade 2 perfect ideals in
i , and hence (L + I d (B i (ϕ))) ⊂ A. Referring to the generating set of the defining equations of R(I) presented in [19, 3.6] , for d = 2 we observe that the defining ideal A is not always equal to an ideal of an iterated Jacobian dual. But we present a condition, namely the equality K n = K (n) in the ring A (as defined in Theorem 1.3), for when A is equal to the ideal of the iterated Jacobian dual (L + I d (B n (ϕ))). This condition is always satisfied for ideals with µ(I) = d + 1, i.e, for ideals of second analytic deviation one.
and I be a grade 2 perfect ideal. Suppose that the presentation matrix ϕ of I is almost linear, that is, all but the last column of ϕ are linear and the last column consist of homogeneous entries of degree n.
We also examine certain algebraic properties such as the Cohen Macaulayness of the Rees algebra and invariants such as the relation type rt(I), of the ideal and Castelnuovo-Mumford regularity of the Rees algebra. This paper is organized as follows. In Section 2, we study prime ideals of the form (a·ψ) : (a)
∞ for a regular sequence a and a certain matrix ψ. In Section 3 we explain the setting of the problem. We also present two forms of the defining equations of the Rees algebra of grade 2 perfect ideals whose presentation matrix is almost linear. In Section 4, we explain the procedure of iterated Jacobian duals, and we give a condition for the equality of the defining ideal of R(I) and the ideal of an iterated Jacobian dual. In Section 5, we show that the defining ideal of the Rees algebra of grade 2 perfect ideals with second analytic deviation one, coincide with ideal of an iterated Jacobian dual. Algebraic properties such as Cohen-Macaulayness and the Castelnuovo-Mumford regularity of the Rees algebra of such ideals are also studied.
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Prime Saturations
∞ is a prime ideal of expected height. Under such conditions we would like to know generators of the colon ideal L : (x). If this colon ideal is a residual intersection, the work of Huneke and Ulrich shows that L : (x) = L + I d (B(ϕ)), where B(ϕ) is a Jacobian Dual of ϕ [13] .
In the case where I is a perfect ideal of grade two which is almost linearly presented, we show that L : (x) is a residual intersection by showing that I d (B(ϕ ′ )) attains the maximum height. Recall that ϕ ′ is the matrix consisting of the linear columns of ϕ. Notice that L : (x) ∞ = (x · B(ϕ)) : (x) ∞ . We first show that this saturation being a prime ideal of expected height implies that (x · B(ϕ ′ )) : (x) ∞ is also a prime ideal of expected height. We then show that this along with the fact that the entries of B(ϕ
) attains the maximum height. We give these results about prime saturations in a more general setting than will be needed for later applications.
Our first result makes use of the following exercise from Kaplansky. [18, Exercise 5a p.7] Lemma 2.1. Let T be a commutative ring and Q = (q) a principal prime ideal. If P is a prime ideal properly contained in Q, then P ⊂
Proof. Let p ∈ P . We prove by induction on i that p ∈ Q i for all i. The case i = 1 is clear as p ∈ P ⊂ Q = Q 1 . Now assume that p ∈ Q i−1 = (q i−1 ) for i > 1. Then p = tq i−1 for some t ∈ T . q i−1 / ∈ P since P = Q. Thus t ∈ P since tq i−1 ∈ P and P is a prime ideal. So t ∈ P ⊂ Q = (q) and therefore p = tq
Proposition 2.2. Let S be a positively graded Noetherian ring, a an S 0 -ideal and
. . , L s ) a and the second inclusion is proper since by Krull's Altitude Theorem, P has height at most s − 1. Consider the ring
As this is true for every a ∈ a and a is finitely generated this shows that
This lemma is useful on its own, but we will now use it to prove the main result of this section by induction. 
We first reduce the proof of the theorem to a height computation:
Observation 2.4. Theorem 2.3 follows once it has been shown that ht(I r (ψ)) = max{0, s − r + 1}.
Proof. Assume that ht(I r (ψ)) = max{0, s − r + 1}. First, note that (a)
∞ is the unique associated prime of (a · ψ) not containing (a). Since any minimal prime of (a · ψ) : S (a) contains either (a) or (a · ψ) : S (a)
∞ , any such prime contains either
∞ has height s, and (a) + I r (ψ) has height s + 1 since a is a regular sequence on S/I r (ψ) (recall
Also from [15, 1.5] (a · ψ) : S (a) is Cohen Macaulay, hence an unmixed ideal of height s. Thus none of its minimal primes contain (a) and therefore (a · ψ) :
Proof of Theorem 2.3. We show that ht(I r (ψ)) = max{0, s − r + 1} by induction on s. Since the extension k[T 1 , . . . , T m ] ⊂ S is flat, we may compute the height in the ring
As r > 0, (a) is not contained in any associated prime of the ring. This shows that 0 :
. Now assume that the result holds for matrices with less than s columns and that ψ is an r by s matrix as in the theorem so that (a · ψ) : S (a)
∞ is prime ideal of height s > 0.
Arrange the columns of ψ so that the degrees of the columns descend from left to right and let
∞ is prime ideal of height s − 1. Then by the induction hypothesis ht I r (ψ ′ ) = max{0, s − r}, which by Observation 2.4 shows that (a · ψ ′ ) : S (a) is a geometric residual intersection and
We prove the induction step in cases. Since I r (ψ ′ ) and I r (ψ) are involved, we consider the cases s < r, s = r, and s > r.
If s < r, I r (ψ) = 0 hence ht(I r (ψ)) = 0.
∞ is a minimal prime of (a · ψ ′ ) and is therefore a prime ideal of height at most r − 1. So (a · ψ) is a complete intersection of height r and thus (a · ψ) + I r (ψ) has height at least r. Then (a · ψ) : S (a) = (a · ψ) + I r (ψ) [24, 3.3] . Note now that detψ = 0 since a is contained in a minimal prime of (a · ψ). Hence htI r (ψ) = 1 = s − r + 1.
If s > r, we have that ht
Assume by way of contradiction that I r (ψ) ⊂ I r (ψ ′ ). Consider the r × r submatrix consisting of the last r columns of ψ ′ . Repeatedly applying Proposition 2.2 and making use of the case s = r, we see that the determinant of this submatrix is nonzero. So one of the r−1×r−1 minors from columns s−r+1, . . . , s−1 is nonzero. Call this minor δ and assume it comes from deleting row i. Let ∆ be the r ×r minor of ψ involving columns s − r + 1, . . . , s.
, which is impossible by degree considerations. This is a contradiction to the fact that (a · ψ ′ ) + I r (ψ ′ ) is a prime ideal. Thus ht I r (ψ) = s − r + 1.
Almost Linearly Presented Ideals
In this section, we prove our two main descriptions of the defining ideal of R(I) for almost linearly presented ideals I. Our first description is as the saturation of the defining ideal of Sym(I) with respect to the ideal of variables of the polynomial ring. We show that the saturation stabilizes at the degree of the last column of the presentation matrix.
] be a standard graded polynomial ring over a field k, and let I = (α 1 , . . . , α m ) ⊂ R be a height 2 perfect ideal with almost linear presentation matrix. That is, with respect to α 1 , . . . , α m , I has a Hilbert-Burch matrix of the form
m . Assume that m > d and I also satisfies the G d condition, i.e. µ(I P ) ≤ htP for all primes P ∈ V (I) with htP < d.
Let S = R[T 1 , . . . , T m ] and A be the defining ideal of R(I), that is A = ker ψ where
Remark. We assume in Setting 3.1 that m > d. For, if m ≤ d then I satisfies the G ∞ condition (µ(I P ) ≤ ht P for all P ∈ Spec(R)) and hence by [10, 2.6 ] I is of linear type, i.e. A = L.
The G d condition alone is enough to guarantee one description of the defining ideal. 
We will show in Theorem 3.7 that in fact A = L : S (x 1 , . . . , x d ) n where n is the degree of the entries in the last column of the presentation matrix ϕ. dim Sym(I) = sup {µ(I P ) + dim(R/P ) | P ∈ Spec(R)} .
To find the supremum on the right hand side, we compute µ(I P ) + dim(R/P ) in different cases. For P / ∈ V (I), µ(I P ) = 1 so this number is less than or equal 
Proof. We know that dim R(
Now we make use of a Lemma. The generalized version of the lemma presented here was formulated by Professor Bernd Ulrich. 
This is because all ideals involved are bi-homogeneous and I d (B(ϕ)) is generated by elements of (x)-degree ≤ n − 1. Thus any element of the intersection with (
Now applying the previous lemma to the image of (x 1 , . . . , x d ) in the ring Sym(I) we see that
Next we prove a different description of the defining ideal. Following the path laid in [19] we find a ring that surjects onto the Rees algebra so that the kernel is a height 1 prime ideal in that ring. We will use this description in the following sections to compute many elements of the defining ideal of the Rees ring and, in a special case, the entire ideal.
In the remainder of this section we will use the assumptions of Setting 3.1 along with the following notation: We now give a description of A as an A-ideal.
is a prime ideal of height m−2 that is a residual intersection, hence Cohen-Macaulay by Theorem 2.3. Thus A is a Cohen-Macaulay domain of dimension d + 2. Also K has height at least m − 1 as J ⊂ K and 
and
Proof. Temporarily setting the x i 's degrees to 1 and the T i 's degrees to 0, we see that gr (x) (A) ∼ = A, a domain. Thus (x) i = (x) (i) . We now show the second equality. In the ring A, (x 1 , . . . ,
. Then localizing at height 1 primes, we see that (
Similarly,
n . This is an A-ideal by Lemma 3.10, since g ∈ (x 1 , . . . , x d ) n . Moreover, D ⊂ A asḡ ∈ A, x d / ∈ A, and A is prime.
Theorem 3.11. With the assumptions of Setting 3.1, the A-ideals D and A are equal.
Proof. Since A is Cohen-Macaulay, a proper A-ideal b satisfies the Serre condition S 2 as an A-module if and only if it is unmixed of height one. This follows from the depth lemma applied to the exact sequence 0 −→ b −→ A −→ A/b −→ 0. As the condition S 2 is preserved under isomorphism, this shows that for proper A-ideals, the property of being height 1 unmixed is preserved under isomorphism. Thus D is height one unmixed since it is a proper ideal that is isomorphic to K (n) . As D ⊂ A, to prove equality it is enough to prove that they are equal locally at associated primes of D, which are of height 1.
Notice that as (x) (x) = (x d ) (x) , the only (x)-primary ideals of A are the symbolic powers of (x), which are the powers. Then (g) (x) = (x)
i . From this we see that i ≤ n. Now locally at a height 1 prime p not equal to (x),
Now, using the ring A we show that n is the smallest possible integer for a description as in Theorem 3.7. 
This is a contradiction.
Iterated Jacobian dual
In this section we present an algorithm to extend the Jacobian dual matrix and introduce the notion of Iterated Jacobian dual. The minors of these matrices, help us construct more generators for the defining ideal of the Rees algebra, especially for those which are not of the expected form.
First we define the iterated Jacobian dual of an arbitrary matrix φ, in a Noetherian ring R. We then apply the setting of 3.1 and present a condition for the equality of the ideal of iterated Jacobian dual and the defining ideal of R(I).
Constructing the Iterated Jacobian dual:
Let R be a Noetherian ring. Consider a presentation
Assume I 1 (φ) ⊆ (a 1 , . . . , a r ). Then there exists an r × s matrix B(φ), called a Jacobian dual of φ, with linear entries in R[T 1 , . . . , T m ] such that the following condition is satisfied
Though the existence of B(φ) is clear, it may not be uniquely determined. When R is a polynomial ring, the uniqueness of B(φ) depends on the linearity of the presentation matrix φ. Let L denote the ideal defining the symmetric algebra Sym(coker φ).
have been inductively constructed such that, for 1 ≤ j ≤ i − 1, B j (φ) are matrices with r rows having homogeneous entries of constant degree along each column in
where u 1 , . . . , u l are homogeneous in R[T 1 , . . . , T m ]. Then there exists a matrix, C, having homogeneous entries of constant degree along each column in
, an i-th iterated Jacobian dual of φ, to be
where | represents matrix concatenation. Now set L i = (a · B i (φ)).
Notice that, by construction, B i−1 (φ) is a submatrix of B i (φ) and L i−1 ⊆ L i . Supplementing the earlier observation, B i (φ) may not be uniquely determined. Further, notice that the generating set (u 1 , . . . , u l ) need not be unique, leading to different candidates for B i (φ) of different sizes. Suppose
and suppose B, B ′ satisfy
For our purposes, we show, in Theorem 4.5, that L + I r (B) = L + I r (B ′ ) when a is a R-regular sequence. This will show that the ideal of the iterated Jacobian dual, L + I r (B i+1 (φ)), depends only on the presentation matrix φ and the regular sequence a 1 , . . . , a r . It should be noted that r should not be "too big", otherwise the matrix B(φ) (and hence B i (φ)) may have a row of zeros, which would trivialize the construction. (1) L 1 = L is a well defined R[T 1 , . . . , T m ]-ideal because it is the ideal defining the symmetric algebra Sym(coker φ). Assume that L j , 1 ≤ j ≤ i − 1 are well defined ideals. The candidates for B i (φ), namely B and B ′ , are constructed with the generators, (u 1 , . . . , u l ) and (v 1 , . . . , v t ) respectively. Now (4.3) guarantees that
Making use of Cramer's rule, we first prove a lemma which will be used liberally throughout this section. Lemma 4.3. Let R be a commutative ring. Let [a 1 · · · a r ] be a 1 × r matrix and M be a r × r − 1 matrix with entries in R. Now let M t , 1 ≤ t ≤ r, be the r − 1 × r − 1 submatrix of M obtained by removing the t-th row of M . Set m t = det M t . Then, in the ring R/(a · M )
We start by writing it in the following form 
Lemma 4.4. Let R be a commutative ring and a = a 1 , . . . , a r be an R-regular sequence. Suppose B, B ′ are two matrices with s rows satisfying
and consider the free presentation 
as (a·B) = (a·B ′ ) and the Fitting ideals do not depend on the presentation matrix.
as this would imply, using (4.7), that
Now to prove (4.8), it is enough show to that I r ([δ | B]) ⊆ I r (B) in the ring R = R/L. Since δ is the first Koszul differential, we may assume the columns of δ are of the form a j e k − a k e j , 1 ≤ j, k ≤ s, where {e j } form a basis of R r . Now any element of I r ([δ | B] ) involving a column of δ is of the form det[δ
where m t is the determinant of the submatrix of M obtained by removing the t-th row of M . Now in the ring R/L, using Lemma 4.3, we see that elements of the form (4.9) are zero. Thus I r ([δ | B]) ⊆ I r (B) in the ring R and hence
Now using the lemma proved above, we show the uniqueness of the ideal of iterated Jacobian dual L + I r (B i (φ)). Proof. Since the construction of the iterated Jacobian dual is inductive, we prove this result using the principle of mathematical induction. Suppose B 1 , B 2 are two candidates for B 1 (φ) = B(φ). Using Lemma 4.4, we see that L + I r (B 1 (φ)) is a well defined ideal, proving the initial step of the induction hypothesis. Now suppose that L + I r (B j (φ)), 1 ≤ j ≤ i − 1 are well defined ideals. Now, if B, B ′ are two matrices which satisfies (4.4), then we show that
We first notice, by Remark 4.2,
, we now use Lemma 4.4, to show the result.
is Noetherian, the procedure stops after a certain number of iterations. Notice that, when R is a polynomial ring and φ is linear, the procedure stops after the first iteration.
Using Cramer's Rule, we can see that L + I r (B 1 (φ)) ⊆ (L : (a)), and hence
But its still unclear when the two ideals are equal or if their respective index of stabilizations are related. ϕ) ) (see [23] ). When ϕ is not linear, its interesting to study when the defining ideal of
. Such a form of the defining equations is easier to compute and has advantages, when computing the invariants such as relation type, regularity etc. In [22] , a condition is given as to when the defining ideal of R(I) equals the expected form. An analogous condition is presented below for the ideal of iterated Jacobian dual. (a 1 , . . . , a r ) , where a is a regular sequence. If ht (I r (B n (ϕ) 
The proof of the above remark is identical to the one presented in [22] . The remark shows advantages in the feasibility of the bounds for ht (I r (B n (ϕ)) + m)/mR[T 1 , . . . , T m ], but the unmixed condition is strong for it to be of practical use.
We now put efforts into finding a condition for the equality of the defining ideal of R(I) and the ideal of iterated Jacobian dual, under setting 3.1. Looking at the generating set presented in [19, 3.6] , for d = 2, it is clear that the defining ideal of R(I) and the ideal of iterated Jacobian duals are not always equal. A search for a condition, led us to Corollary 4.8.
Remark. Notice that when ϕ is almost linear, Now suppose that the result is true for 1 ≤ i < n. Consider
Proof. It is clear that
n . By induction hypothesis, we have
. If w ′ ∈ L, then w ′ = 0 or w ′ = g in the ring A. Thus by induction hypothesis,
) and is purely in the
) and in this case,
= 0 (recall that A is a domain and n ≥ 2).
Therefore, assume w
. . , u l ). Now it is enough to show that 
). Now in the ring A,
The answer is affirmative, if a slight change is made while constructing the iterated Jacobian duals. The change being, for constructing B i (ϕ), instead of considering all the minors of I r (B i (ϕ)) ∩ (x), we consider a subset of minors. These minors are determinants of sub matrices all but one of whose columns are columns of B(ϕ ′ ) except for the last column which is that of B i−1 (ϕ). This type of construction has been independently studied by Cox,Hoffman and Wang, [5] in the case of d = 2, m = 3.
In the setting 3.1, it was shown that I 1 (ϕ) = (x 1 , . . . , x d ). But in general, the iterated Jacobian dual is defined to be constructed with any generating set containing I 1 (ϕ). The generating set need not even be homogeneous and this feature was explored in the case of d = 2 by Hong, Simis and Vasconcelos in [12] . We now present some examples on how to construct the iterated Jacobian duals. 
. Since grade I 3 (ϕ) ≥ 2, the converse of Hilbert-Burch Theorem, guarantees the existence of a grade 2 perfect ideal I whose presentation matrix is ϕ. Also, the G 3 condition is satisfied as grade I 1 (ϕ) = 3, grade I 2 (ϕ) ≥ 3. Some candidates for the iterated Jacobian duals are as follows:
In the next section we will show that the defining ideal of the Rees algebra R(I)
. Let I be a grade 2 perfect ideal whose presentation matrix
Some candidates for the iterated Jacobian duals are
Using [19, 3.6] , one can show that f = T
. Subsequent iterations of the Jacobian dual, do not produce an element of bi-degree (0, 2). Thus L + I 2 (B 2 (ϕ)) = A.
Ideals with second analytic deviation one
The aim of this section is to present a generating set of the defining ideal of the Rees algebra of ideals, whose second analytic deviation is one, in terms of the iterated Jacobian duals. Further, properties like depth, Cohen-Macaulayness, regularity of the Rees algebra are also studied.
The rest of this section assumes the setting of Theorem 3.11. Let F (I) ∼ = R(I)/(x)R(I) be the special fiber ring. The analytic spread, denoted by ℓ(I), is defined to be ℓ(I) = dim F (I). It is known that ht I ≤ ℓ(I) ≤ dim R.
Further, we let µ(I) = d + 1. Since I is of maximal analytic spread (ℓ(I) = d, see for example [28] ), one has that the second analytic deviation µ(I) − ℓ(I) is 1. Using Observation 3.4, we also see that A is a complete intersection domain.
Observation 5.1. Let A, K be as defined in Notation 3.8. Then in the setting of 3.1, K is generically a complete intersection and strongly Cohen-Macaulay ideal in A.
Proof. Let P be a prime ideal in the ring A of height 1 containing K. Since  (x 1 , . . . , x d ) is not an associated prime of K (Observation 3.9 and proof of Observation 3.10), we have (
Thus K is generically a complete intersection.
Notice that K = (w, Proof. We know that A is a complete intersection domain (Observation 3.
Since A is a domain we see that
Thus rank coker B(φ ′ ) = 1. Now using [11, 6.8,6 .6] we see that grade I d−1 (B(φ ′ )) ≥ 2 which is the maximum possible bound.
be a polynomial ring and let I be a grade 2 perfect R-ideal whose presentation matrix ϕ is almost linear. If I satisfies G d and µ(I) = d + 1, then the defining ideal of R(I) satisfies
where n is the degree of the entries of the last column of ϕ. Furthermore, the special fiber ring
Proof. Using Corollary 4.8 in the previous section, it suffices to show that
We now show that (5.1) µ(K P ) ≤ ht P − 1 = 1 for all P ∈ V (K), with ht P = 2.
Let P ∈ V (K) such that ht P = 2. If P ⊃ (x 1 , . . . , x d ), then, as above, K P = (x d ) P and hence (5.1) is trivially satisfied. Now suppose P ⊃ (x 1 , . . . , x d ). Observe that, since ht
Since w ∈ K ⊆ P , we have w ′ i ∈ P for some i ∈ {1, . . . , d − 1}. Thus K P = (w) P and hence (5.1) is satisfied. Putting all these observations together along with Observation 5.1 we see that the hypothesis of [26, 3.4 ] is satisfied. Thus
The statement on the special fiber ring is clear as (
Corollary 5.4. Let I be the ideal defining a set of 11 points in P 2 . Then for a general choice of points, the defining equations of the Rees algebra satisfies A = L + I 3 (B 2 (ϕ)), where ϕ is a presentation matrix of I.
Proof. From the discussion in [9, 1.2], we see that for a general choice of 11 = 4+1 2 + 1 points, the presentation matrix ϕ of I is of size 4 × 3 and satisfies all the hypothesis of the previous theorem. Also, the presentation matrix ϕ is almost linear with the last column consisting of quadratic entries. Thus the defining ideal of the Rees algebra satisfies A = L + I 3 (B 2 (ϕ)).
Example 5.5. In Example 4.10, K = (T 1 T 3 −T 2 2 , x 2 ), an almost complete intersection in the domain A. By the above theorem,
Remark 5.6. We know that the defining ideal of the Rees algebra is also of the
, the defining ideal of R(I) is not of the expected form. Also, n is minimal by Remark 3.12. Thus the Rees algebra is not a Cohen-Macaulay ring [25, 4.5] .
Depth, Relation type, Regularity: We first begin by constructing a series of short exact sequences which are instrumental in realizing invariants such as depth and regularity of the Rees algebra.
Let m denote the ideal (x) and n, the homogeneous maximal ideal of A. As in the above theorem, notice that K = (w, Recall that a Noetherian local ring S is said to be almost Cohen-Macaulay when depth S = dim S − 1. We now define two important invariants namely relation type and regularity of the Rees algebra. The relation type rt(I) is defined to be the maximum T -degree appearing in a homogeneous minimal generating set of the defining ideal of the Rees algebra.
For regularity, we use the definition as in [27] . Let S = n≥0 S n be a finitely generated standard graded ring over a Noetherian commutative ring S 0 . For any graded S-module M we denote by M n , the homogeneous part of degree n of M , and define We also make use of Castelnuovo-Mumford regularity on short exact sequences as given in [8, 20.19] .
We compute the regularity of R(I) with respect to m, n and (T ). This means when computing the reg m R(I) we set deg x i = 1, deg T i = 0. Analogously the grading scheme is set for reg n R(I) and reg (T ) R(I). 
