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Abstract
We investigate the oscillatory behavior of all solutions of a new class of first order nonlinear
neutral difference equations. Several explicit oscillation criteria are established. Our main results are
supported by illustrative examples.
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1. Introduction
In this paper we are concerned with the oscillation of the solutions of nonlinear neutral
difference equation of the form
g(xn + pnxσn)+ f (n, xτn)= 0, (E)
in which g :R→ R, f :Z+ × R→ R are continuous functions, {pn}nn0 is a sequence
of nonnegative reals, and {σn}nn0 , {τn}nn0 are sequences of integers such that
limn→∞ σn = limn→∞ τn =∞ and σn+1 > σn for all n n0  0. The function f satisfies
the condition
f (n, x)
h(x)
 qn, x 	= 0, n n0, (1)
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H.A. El-Morshedy, S.R. Grace / J. Math. Anal. Appl. 281 (2003) 10–21 11where qn  0 for n n0, h ∈ C(R, R) and xh(x) > 0 for all x 	= 0. Our results will be of
nonlinear nature as we stress on the roll played by the nonlinear terms on the oscillation of
Eq. (E). Accordingly, the oscillation of the linear versions of (E) cannot be tested by our
criteria. However, the reader will see that all results obtained here work well with nonlinear
equations which could not be studied by any known result (see Examples 2.2 and 3.1).
By a solution of (E) we mean a real valued sequence {xn} that satisfies (E) for n  n0
and supnN |xn|> 0 for any N  n0.
As usual a solution {xn} of (E) is called oscillatory if xn is neither eventually positive nor
eventually negative. Otherwise, the solution is called nonoscillatory. Equation (E) is called
oscillatory if all its solutions are oscillatory. Equation (E) is said to be nonoscillatory if it
has at least one nonoscillatory solution.
The oscillatory behavior of solutions of difference equations has been the subject of
intensive literature during the past few years. For example, the reader is referred to the
papers [6–10,15] and the references cited therein where several particular cases of (E) have
been discussed. Although the study of the oscillation of first order differential equations
with nonlinear neutral term have been introduced and investigated by Erbe et al. in their
book [3], the same problem for the corresponding first order neutral difference equations
with nonlinear difference term have not received much attention. The only work known to
the authors is [11] in which the oscillatory character of a discrete version of a differential
equation considered in [3] has been investigated, namely the equation

(
xn − g(xn−k)
)+ f (n, xn−σ )= 0,
which is different form our model (E).
It is common in the literature, for both differential and difference equations, to assume
that f (n, x) is a nondecreasing function in x; see for example the books [1–3]. In this
article we relax this restriction as the function h of condition (1) will be assumed to satisfy
the following:
(I) h is of bounded variation on any interval [a, b] ∈ (−∞,0)∪ (0,∞).
This condition means that h is defined on [a, b] and there exists a positive number
M such that
∑n
k=1 |f (xk) − f (xk−1)| M for all possible values x0, x1, . . . , xn where
a = x0 < x1 < · · ·< xn−1 < xn = b.
Nonlinear functions of bounded variations have been introduced to the oscillation theory
of differential equations by Mahfoud [12–14] and Grace [4] and introduced very recently
to the oscillation theory of difference equations by [5]. According to Mahfoud [12]; h
satisfies (I) if and only if
h(x)=G(x)H(x) for all x ∈ R − {0}, (2)
where G :R − {0} → (0,∞) is nondecreasing on (−∞,0) and nonincreasing on (0,∞)
while H :R − {0} → R is nondecreasing on R − {0}. Thus f (n, x) needs not be a
nondecreasing function in x . Note that, due to the positive nature of G and the assumption
that xh(x) > 0 for all x 	= 0, condition (2) implies
xH(x) > 0 for all x 	= 0. (3)
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Consider the inequalities
g(yn)+QnF(yβn) 0, n n0 (4)
and
g(zn)+QnF(zβn) 0, n n0, (5)
where F , g are increasing functions on R and {Qn} ⊂ R, {βn} ⊂ Z such that uF(u) > 0
for all u 	= 0 and 0 < βn  n for all n n0.
Lemma 2.1. Assume that
±ε∫
0
du
F(g−1(u))
<∞, for every ε > 0 (6)
and
∞∑
i=n0
Qi =∞. (7)
Then (4) does not have an eventually positive nonincreasing solution and (5) does not have
an eventually negative nondecreasing solution.
Proof. Let {yn} be an eventually positive nonincreasing solution of (4). Then there exists
an integer N  n0 such that yn > 0 and yn  0 for all n  N . It follows from the
increasing nature of g that g(yn) 0, n  N . If N  N is an integer such that βn > N
for all nN , then
yβn  yn, nN.
It follows from (4) that
g(yn)+QnF(yn) 0, nN.
Let xn = g(yn) in the above inequality. Then
xn +QnF
(
g−1(xn)
)
 0, nN.
Since yn = g−1(xn) > 0 for all nN , then F(g−1(xn)) > 0 for all nN and the above
inequality yields
xn
F(g−1(xn))
+Qn  0, nN. (8)
Let r(t)= xn + (t − n)xn, n t  n+ 1, nN . Then r(n)= xn, r(n+ 1)= xn+1 and
dr(t)/dt =xn for n t  n+ 1. Since xn  0, nN , we have
r ′(t)
−1 
xn
−1 , n t  n+ 1 (′= d/dt).F(g (r(t))) F (g (xn))
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n−1∑
i=N
i+1∫
i
r ′(t)
F (g−1(r(t)))
dt +
n−1∑
i=N
Qi  0,
which in turn yields
xn∫
xN
dr
F (g−1(r))
+
n−1∑
i=N
Qi  0. (9)
Since {yn}nN is a positive nonincreasing sequence, a number l  0 exists such that
limn→∞ yn = l. Passing the limit through the function g, we get limn→∞ xn = g(l). Using
condition (6), one can find a positive constant D such that
xn∫
xN
dr
F (g−1(r))
>−D, nN.
Combining this inequality with (9), we get
n−1∑
i=N
Qi D, nN,
which is a contradiction to condition (7). Thus the inequality (4) can not have an eventually
positive nonincreasing solution.
If (5) has an eventually negative nondecreasing solution, say zn, then yn =−zn will be
an eventually positive nonincreasing solution of the inequality

(−g(−yn))+Qn(−F(−yβn)) 0,
which is impossible in view of the above case with g(u) and F(u) are replaced with
−g(−u) and−F(−u), respectively. This means that (5) cannot have an eventually negative
nondecreasing solution and hence completes the proof. ✷
Theorem 2.1. Assume that g is increasing on R, H(x)= |x|λ sgnx , λ > 0 and
±ε∫
0
du
H(g−1(u))
<∞ for every ε > 0. (10)
If either
(i) τn  n, σn  n for all n n0, and
∞∑
i=n0
qiH
(
(1− pτi )
)=∞ (11)
or
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∞∑
i=n0
qiPτi =∞,
where
Pn = 1
p
σ−1n
(
1− 1
p(σ−1 ◦ σ−1)(n)
)
, σ−1 is the inverse of σ,
then Eq. (E) is oscillatory.
Proof. For the sake of contradiction, we assume that (E) has a nonoscillatory solution {xn}.
Without loss of generality, one can assume that xn is eventually positive. Hence an integer
N  n0 can be found such that xn > 0, xσn > 0 and xτn > 0 for all n  N . Define a real
sequence {zn}nN by
zn = xn + pnxσn, nN. (12)
It follows from (E) that
g(zn)+ f (n, xτn)= 0, nN. (13)
Using (1) and (2) we get
g(zn)+ qnG(xτn)H(xτn) 0, nN, (14)
which implies that
g(zn) 0, nN.
Since g is increasing, then
zn  0, nN.
From (12) and the above inequality, one can find a constant c > 0 such that xn < zn < c,
nN . So in view of the nonincreasing nature of G we get G(xn) > G(c), for all nN .
Then (14) becomes
g(zn)+ qnG(c)H(xτn) 0, nN. (15)
Now assume that Case (i) holds. Then (12) yields
xn = zn − pnxσn = zn − pn(zσn − pσnxσσn )
 zn − pnzσn
> (1− pn)zn, nN. (16)
Substituting (16) in (15), we obtain
g(zn)+ qnG(c)H
(
(1− pτn)
)
H(zτn) 0, nN. (17)
From (10) and (i) it follows that all assumptions of Lemma 2.1 are satisfied with
Qn =G(c)qnH((1−pτn)). Consequently, {zn} is not an eventually positive nonincreasing
sequence. This contradiction proves Case (i).
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xσn =
zn − xn
pn
, nN.
Thus
xn =
z
σ−1n − xσ−1n
p
σ−1n
= 1
p
σ−1n
(
z
σ−1n −
z(σ−1 ◦ σ−1)(n)− x(σ−1 ◦ σ−1)(n)
p(σ−1 ◦ σ−1)(n)
)
 1
p
σ−1n
(
z
σ−1n −
z(σ−1 ◦ σ−1)(n)
p(σ−1 ◦ σ−1)(n)
)
 Pnzσ−1n , nN. (18)
Substituting (18) into (15), we get
g(zn)+ qnG(c)H
(
Pτnz(σ
−1 ◦ τ )(n)) 0, nN, (19)
which leads to the existence of an eventually positive nonincreasing solution {zn} to the
inequality
g(zn)+ qnG(c)H(Pτn)H
(
z(σ−1 ◦ τ )(n)) 0, nN.
But this result is impossible according to Lemma 2.1. This contradiction proves Case (ii)
and hence completes the proof. ✷
Example 2.1. Consider the difference equation

(
xn + 12xn+3
)3
+ πe
πxn−3
4(eπ + (n− 4)β)
(
1+ sin xn−3 + nβe−|xn−3|
)= 0,
with n  4. One can easily verify all conditions of Theorem 2.1(i) with g(x) = x3, pn ≡
1/2, σn = n+3,H(x)= x , τn = n−3, and qn = πeπnβ/(4(eπ + (n− 4)β)). Accordingly,
all solutions of this equation are oscillatory. One such solution is xn = π(−1)n.
Example 2.2. The delay difference equation
x3n +
1
8
x3n−2 = 0, n 0
is nonoscillatory as {(1/2)n/3}n−2 is one of its solutions. The reader can check that all
conditions of Theorem 2.1(i), but not (10), are satisfied for this equation.
Theorem 2.2. Assume that the function g is increasing on R and a is a positive constant
such that either τn  n, σn  n, pτn  1− a for all n n0 or τn  σn  n, pτn  a for all
n n0. If
±ε∫
dr
H(ag−1(r))
<∞, for every ε > 0 (20)0
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∞∑
i=n0
qi =∞, (21)
then Eq. (E) is oscillatory.
Proof. The proof is similar to the proof of Theorem 2.1 and will be omitted to avoid
repetition. ✷
Theorem 2.3. Assume that the function g is increasing on R such that
g(uv)= g(u)g(v), uv > 0. (22)
If (6) holds and either
(I) τn  n, σn  n, 0 pn < 1, pn  0 for all n n0 > 0, and
∞∑
i=n0
qig(1− pi)=∞ (23)
or
(II) τn  σn  n, Pσn > 0, Pσn  0 for all n n0, and
∞∑
i=n0
qig(Pσi )=∞ (24)
is satisfied, then Eq. (E) is oscillatory.
Proof. Proceeding as in the proof of Theorem 2.1, we conclude that {zn} is an eventually
positive nonincreasing solution to the inequalities (17) and (19) when the Cases (I) and (II)
hold, respectively. We consider Case (I) only as the other case can be handled using the
same reasoning. First, let {yn} be defined by
zn = yn1− pn , nN.
Then yn > 0 for all nN and by (22) we have
g(zn)= g(yn)
g(1− pn) , nN.
Also
g(zn)= g(yn)
g(1−pn) +
(
1
g(1− pn)
)
g(yn+1)
 g(yn)
g(1−pn) , nN.
Now (15) yields
g(yn) + qnG(c)H(yτn) 0, nN.
g(1− pn)
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g(yn)+ qnG(c)g(1− pn)H(yτn) 0, nN
with yn > 0, yn  0 for all n  N . On the other hand, applying Lemma 2.1, with
Qn = qnG(c)g(1−pn), it follows that {yn} can not be an eventually positive nonincreasing
solution of the above inequality. This contradiction proves Case (I) and hence completes
the proof. ✷
Theorem 2.4. Assume that τn  n, n n0 and g is bounded on R such that g is decreasing
on (0,∞) and increasing on (−∞,0) and
∣∣∣∣∣
±ε∫
0
dr
G(g−1(r))
∣∣∣∣∣<∞ for every ε > 0. (25)
If either
(i) σn  n, pτn < 1 for all n n0  0, and
∞∑
i=n0
aqiH
(
a(1− pi)
)=∞, for every |a| ∈ (0,1) (26)
or
(ii) n σn, Pτn  0 for all n n0, and
∞∑
i=n0
aqiH(aPτi )=∞, for every |a| ∈ (0,1)
is satisfied, then Eq. (E) is oscillatory.
Proof. As in the previous proofs, one assumes that Eq. (E) has a nonoscillatory solution xn.
Consider that Case (i) holds. Following the same arguments of the proof of Theorem 2.1,
it is found that (14) holds and hence g(zn) < 0, nN . Using the decreasing nature of g
on (0,∞), we get zn > 0, for all n  N . Thus there exists a constant a > 0 such that
zτn > a, n  N1 > N . Moreover, the increasing property of zn and the assumption that
σn  n lead to (16). Consequently,
zτn > xτn > (1− pτn)zτn > a(1−pτn), nN1.
Using the above inequality and the monotonicity of G and H , it follows from (14) that
g(zn)+ qnH
(
a(1− pτn)
)
G(zτn) 0, nN1. (27)
Set yn = g(zn), n >N1. Then yn is bounded and
yn + qnH
(
a(1− pτn)
)
G
(
g−1(yτn)
)
 0, nN1
which implies that
yn
−1 + qnH
(
a(1− pτn)
)
 0, nN1.G(g (yτn))
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obtain
yn∫
yN1
dr
G(g−1(r))
+
n−1∑
i=N1
qiH
(
a(1− pτi )
)
 0.
From the boundedness of yn and condition (25), one can find a positive number D > 0
such that
yn∫
yN1
dr
G(g−1(r))
−D for all nN1.
Then
n−1∑
i=N1
qiH
(
a(1− pτi )
)
D,
which leads to the convergence of the series
∞∑
i=N1
qiH
(
a(1− pτi )
)
.
This contradicts (26). If Case (ii) holds, the same reasoning implies a contradiction too.
This completes the proof. ✷
3. Further results
This section is devoted to study the oscillation of (E) when g is not necessarily of a
global monotonic nature. For this purpose, we define the following class of functions:
C1 =
{
g ∈C(R): xg(x) > 0, for all x 	= 0 and lim
x→±∞g(x)=±∞
}
.
Theorem 3.1. Assume that g ∈ C1 and {xn} is a nonoscillatory solution of (E). Then {xn}
is bounded. If, furthermore, condition (21) holds then lim infn→∞ xτn = 0.
Proof. As in the previous proofs, one assumes that the nonoscillatory solution {xn} is
positive. Thus an integer N can be found such that xn > 0, xσn > 0 and xτn > 0 for all
n  N . Proceeding as in the proof of Theorem 2.1, we obtain (14) which, by summing
from N to n, implies that
g(zn+1)− g(zN)+
n∑
i=N
qiG(xτi )H(xτi ) 0.
As n→∞ we get
∞∑
qiG(xτi )H(xτi ) <∞. (28)
i=N
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g(zn) 0, nN.
Since xg(x) > 0 for all x 	= 0 and zn > 0 for n N , it follows from the above inequality
that {g(zn)}nN is a decreasing sequence. Then
lim
n→∞g(zn)= L ∈ [0,∞) exists. (29)
Remembering that limx→∞ g(x) =∞ and g(0) = 0, one can find positive numbers a, b
such that
a  zn  b for all nN.
But zn = xn + pnxσn , we get
xn  b, nN
which means that {xn} is bounded as desired. Also, using this inequality with (28), we get
G(b)
∞∑
i=N
qiH(xτi ) <∞. (30)
If one assumes that lim infn→∞ xτn = d > 0 then a number 0 < d1  d exists such that
xτn  d1 for all nN . Using the increasing nature of H , we conclude from (30) that
G(b)H(d1)
∞∑
i=N
qi <∞,
which contradicts (21). Consequently, lim infn→∞ xτn = 0. The proof is complete. ✷
The main objective of the following lemma is to refine the second conclusion of
Theorem 3.1 when pn satisfies that
lim
n→∞pτn = 0. (31)
Lemma 3.1. Assume that condition (31) and the hypotheses of Theorem 3.1 are satisfied.
Then limn→∞ xn = 0.
Proof. Using Theorem 3.1, we obtain
lim inf
n→∞ zτn = lim infn→∞ (xτn + pτnxττn )= lim infn→∞ xτn = 0.
Combining this result with (29), it follows that
lim
n→∞g(zn)= 0.
But g ∈ C1, then the above limit leads to
lim
n→∞ zn = 0.
Since zn  xn, for nN , we get
lim
n→∞ xn = 0,
which is our desired conclusion. ✷
20 H.A. El-Morshedy, S.R. Grace / J. Math. Anal. Appl. 281 (2003) 10–21It is noticed that the increasing behavior of g on R in Lemma 2.1 and Theorems 2.1
and 2.2 can be removed in some particular cases. Instead, using Lemma 3.1, one can restate
parts of these results with the assumption that g is increasing on (−δ, δ) for some δ > 0.
As, according to Lemma 3.1, any nonoscillatory solution, say xn, will eventually force zn to
enter the interval (−δ, δ) for any δ > 0 (since limn→∞ zn = 0), hence the same arguments
of the proofs of such results can be carried out starting from a suitable integer N such
that zn ∈ (−δ, δ) for all nN . The following results are the analogies of Lemma 2.1 and
part (i) of Theorems 2.1 and 2.2 when (21) holds and g ∈ C1. We omit the details to avoid
repetition.
Lemma 3.2. Assume that g ∈ C1 and g is increasing on (−δ, δ) for some δ > 0. If all other
assumptions of Lemma 2.1 are satisfied then (4) ((5)) does not have an eventually positive
nonincreasing (negative nondecreasing) solution.
Theorem 3.2. Assume that g ∈ C1, g is increasing on (−δ, δ) for some δ > 0 and (31)
holds. If H(x)= |x|λ sgnx , λ > 0, τn  n, σn  n for all n n0 and (10), (21) are satisfied
then (E) is oscillatory.
Note that, in Theorem 3.2, condition (11) is replaced with (21) because of the
assumption that limn→∞ pτn = 0. Also this assumption leads to the existence of an integer
N  n0 and a constant a ∈ (0,1) such that pτn  1− a, nN . So we are able to state the
following analogy of a part of Theorem 2.2.
Theorem 3.3. Assume that g ∈ C1, g is increasing on (−δ, δ) for some δ > 0 and (31)
holds. If τn  n, σn  n for all n n0 and (20), (21) are satisfied then Eq. (E) is oscillatory.
Example 3.1. Consider the difference equation
(3xn + xn sinxn)+ 3π
2/3(2n+ 1)
(n− 4)1/3 x
1/3
n−4 = 0, n 5.
Here, g(x)= x(3+ sin x), therefore g ∈ C1 and g′ > 0 on (−2,2). Also we have pn ≡ 0.
An easy computation shows that all hypotheses of Theorem 3.2 are satisfied. So all
solutions of the above equation oscillate. One such solution is {πn(−1)n}n5. Note that
none of the known oscillation criteria can examine the oscillation of this equation.
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