Abstract-A de-interlacing algorithm using adaptive 4-field global/local motion compensated approach is presented. It consists of block-based directional edge interpolation, same-parity 4-field motion detection, global/local motion estimation and compensation. The edges are sharper when the directional edge interpolation is adopted. The same parity 4-field motion detection and the 4-field local motion estimation detect the static areas and fast motion by four reference fields, and the global motion estimation detects the camera panning and zooming motions. The global and local motion compensation recover the interlaced videos to the progressive ones. Experimental results show that the peak signal-to-noise ratio of our proposed algorithm is 2 3 dB higher than that of previous studies and attain the best quality of subjective view.
D
E-INTERLACING is important because it converts interlaced video sequences into progressive ones for displaying on progressive devices (e.g. Progressive CRT, LCD, Plasma Display, and Projection TV). Defects such as edge flicker, jagged effects, blurring, line-crawling and feathering cause uncomfortable visual artifacts if video sequences are not de-interlaced perfectly. For best visual effect on television, de-interlacing methods emphasize on the picture quality instead of the cost issue today. Thus the main problem for de-interlacing today is to develop an algorithm and architecture to recover all the defects appearing in the interlaced-to-progressive conversion.
The most common methods of intrafield de-interlacing are line doubling and BOB [1] , which are used on small LCD panels. However, the vertical resolution is halved and there are jagged edges in the image. Many directional edge interpolation methods were proposed in [2] - [7] . The edge line average (ELA) algorithm [4] , [5] was proposed to interpolate pixels along the edges in the image. Many edge enhancement interpolation [2] , [3] methods were proposed to improve the quality of the directional edge interpolation. Chang [6] proposed a generalized intelligent ELA to find the extent of the ELA algorithm with two reference scan line. Zhao [7] proposed an adaptive intrafield de-interlacing method to combine the benefit of the directional interpolation algorithms. Interfield de-interlacing is a de-interlacing method which utilizes the information between neighboring fields. Weave [1] is a simple interfield de-interlacing method directly combining two interlaced fields into one progressive frame. It needs one-field buffer. The video quality is better than that of intrafield interpolation in the static areas, but the feathering effect, as shown in Fig. 1 , appears in the motion areas.
Motion adaptive de-interlacing is the most common de-interlacing method on digital television. Various kinds of motion adaptive (MA) de-interlacing methods [8] - [16] have been proposed to accomplish robust motion detection. Ville [12] proposed a MA technique using a fuzzy motion detector. Sun [13] proposed a shortest path technique of the motion information to re-align the fields of a video image. A motion detector with four reference fields was proposed by Lin [16] to obtain reliable motion information. However, the picture quality is still not high enough in large motion video sequences.
Some motion-compensated techniques [17] - [29] have been presented to preserve the picture resolution and improve image quality. Nguyen [17] proposed a same parity field motion compensated (MC) de-interlacing method by optical flaw with one reference field, and it started the research of MC de-interlacing on motion vector (MV) accuracy and motion adaptation. A motion-compensated adaptive interpolation method was proposed by Sugiyama and Nakamura [19] . They used motion estimation and adaptive interpolation to reconstruct the missing field with the information obtained from the backward and forward fields. Ville [20] and Haan [21] - [23] , proposed a motion-compensated de-interlacing algorithm with interpolation to reduce the interlaced-to-progressive artifacts. An object-based true-motion estimation algorithm was proposed by Schutten and Haan [23] to compensate the interlaced video sequences to the progressive ones according to the objects existence. Haan [24] , [26] also proposed a system-on-chip MC de-interlacing architecture including three-dimensional recursive search (3DRS) true motion estimation with the consideration of global motion. Chang [28] proposed a same parity four field local MC de-interlacing method to utilize the characteristic of interlaced video on motion estimation. Yang, et al. [29] proposed a MA de-interlacing method with the assistance of motion estimation which considers and calculates the global motion by the distribution of the MVs. Nevertheless, camera rotation, and zooming may cause severe defects like radial feathering on the interlaced video sequences, and these problems cannot be solved by ordinary motion detection and motion estimation. With accurate global MVs, the global MC de-interlacing produces better results under these conditions. Thus, a real global motion estimation (GME) algorithm and global motion compensation (GMC) are employed in our design to solve these global motion problems.
In this paper, a 4-field adaptive global/local MC de-interlacing method with block-based directional edge interpolation, same parity 4-field motion adaptation, global/local motion estimation/compensation, and GMC/MC/MA mode decision are presented. The prior arts are listed in Section II. The fundamentals of the proposed method are described in Section III. Section IV shows the experimental results and comparison with previous methods. Section V gives the conclusion and remarks.
II. PRIOR ARTS
De-interlacing methods can be characterized into four categories: intrafield de-interlacing, MA de-interlacing, motioncompensated de-interlacing, and global MC de-interlacing.
A. Intra-Field De-Interlacing
The most cost-efficient method is intrafield de-interlacing. It is widely used in software implementations because it requires less computational power and needs only one delay line buffer. Line doubling repeats every line again in the current field, and BOB is an intrafield interpolation method which uses the current field to interpolate the missing field and reconstruct one progressive frame. However, by both of the methods, the vertical resolution is still the same, and the images are blurred. The jagged effect appears on the oblique line, and flickers are seen on the fine texture. Some interpolation methods use the pixels from the upper and lower line to reduce such flickers and aliasing.
Three pixels in the previous scan line and the next scan line are referenced to determine an obvious edge in the image shown in Fig. 2 . This method reduces the blurring results of bilinear interpolation and produces sharp and straight edges. Although intrafield interpolation is a cost-efficient method, the resolution of the de-interlaced frame is still the original field resolution. In addition, some defects occur when an object exists only in one-parity field, i.e. only even field or odd field.
B. Motion Adaptive De-Interlacing
The MA de-interlacing combines the advantages of both intrafield de-interlacing and interfield de-interlacing. It detects the motion areas first. Then it adopts intrafield de-interlacing in the motion areas and adopts weave de-interlacing in the static areas. The block diagram is shown in Fig. 3 . This method preserves video resolution in the static areas and eliminates the feathering effect in the motion areas. However, if the motion detection fails in some areas, the picture quality is lowered on those areas.
C. Motion-Compensated Method
The motion-compensated methods utilize motion estimation to find the most similar blocks in the neighboring fields and calculate their MVs, as shown in Fig. 4 . Then a new field is reconstructed from the neighboring field. Block matching algorithm needs extra internal buffer to store the data of the current macroblock and reference macroblock. It also needs large amount of computational power to calculate the matching criterion-sum of absolute difference (SAD). Although motion-compensated methods have greater potential to produce better result in panning and fast sequences, the video quality deteriorates in the video scenes with rotation and scaling.
D. GMC De-Interlacing
While the camera is zooming in, the objects and background in the forward field are smaller than those in the current field. The forward field is scaled to a size matching with the current field, and the object is found by local motion information between the current field and the scaled forward field. Take Fig. 5 for example, this is a video sequence with camera zooming-in. The tree and the object in the forward field are smaller than those in the current field. Common motion-compensated de-interlacing methods are not able to find the MV of the object, because the object is larger in the current field, they are regarded as different objects. But for our proposed method, the global motion estimation produces the global MV from the forward field to the current field. The global MC scaled field (GMC-scaled-field) is produced if the scaling parameter of the global motion estimation is enabled. The size of the GMCscaled-field matches with that of the current field, so motion estimation between these two fields is done correctly. By compensating the current field with the GMC-scaled-field and the correct local MV, the radial feathering effect is eliminated. 
III. PROPOSED ADAPTIVE GLOBAL/LOCAL MOTION COMPENSATED DE-INTERLACING
The block diagram of the proposed method is shown in Fig. 6 . It contains six major parts: the field buffer, the directional edge interpolation module, the global motion estimation/compensation, the 4-field motion adaptation, the 4-field local motion estimation/compensation, and GMC/MC/MA block mode decision module. The three-field buffers are used to store the reference data. The directional edge interpolation module interpolates an edge along its direction in accordance with the current-field information. The global motion information-rotation, zooming, and panning is obtained from the global motion estimation/compensation module. The local motion information is obtained by local motion estimation and compensation from backward to forward field, and from current field to forward-forward field, i.e. 4-field motion estimation. The 4-field motion adaptation module detects where the motion areas are in order to operate with the 4-field motion compensation. The mode decision block selects the results of global motion compensation, local motion compensation, motion adaptation or block-based directional edge interpolation according to the motion information. Finally, the current field and the interpolated field are merged into a progressive frame. Fig. 7 is the flowchart of our proposed block mode decision scheme. The motion information is retrieved from the global motion estimation and local motion estimation. The global motion estimation takes the down-sampled video as its source and produces several global motion parameters (vectors). The global MVs contain the scaling, and rotation information. If global motion exists, the reference field of the local motion estimation is the global MC field. Otherwise, there are three reference fields-the forward-forward field, the forward field and the backward field-for local motion estimation. The block mode decision module works with following rules: Under the existence of the global motion, the SAD is used to determine whether to use the output of the intrafield de-interlacing or the output of the MC de-interlacing. If the SAD is larger than a certain threshold, it means that the object is moving too fast, motion estimation doesn't find a matching block, and the block-based edge interpolation is adopted. The local MVs and the global MVs are compared if the SAD of a block is small. Once the local MV of a block is the same with the translation part of the global MV, the block is regarded as a background block and the output is the GMC result. Or else the local MC results are outputted.
If there is no global motion, the left part-the 4-field local MC de-interlacing with motion adaptation is invoked. The 4-field local motion estimation is adopted to calculate MVs. After the 4-field local motion estimation, the SAD and the interlaced pixel distortion classification (IPDC) of a block is checked. If the SAD and IPDC of a block are small, the local MC result is used. If the SAD or IPDC of a block is larger than a certain threshold, the motion adaptation is invoked, and it produces the MA results.
The details of the global motion estimation/compensation, the 4-field local motion estimation/compensation, the 4-field motion adaptation and the block-based directional edge interpolation are described in this section.
A. Global Motion Estimation/Compensation
The GME algorithm is adopted from the MPEG-4 Verification Model. The algorithm is a differential method, which is called Levenberg-Marquardt iterative minimization algorithm, and it supports four global motion models, namely the translation, isotropic, affine, and perspective models.
The flowchart of the global motion estimation/compensation of our de-interlacing method is shown in Fig. 8 . This algorithm is applied with a three-level pyramid, and a three-tap filter is used for this purpose. The cost function to be minimized is the mean square error between the current frame and the GMC frame. At the top level of the pyramid, the current and reference frames are processed in the initial matching to get the prediction of translation first. After initial matching, it is processed by gradient descent, and more accurate global motion parameters are then derived. When the global motion parameters converged, the next level proceeds.
The initial matching stage resembles the local motion estimation in common video coding. However, it uses the whole frame, not a macroblock. The algorithm of this stage is full search and its search range is 8 7. Initial matching iterates until the result of initial matching converges or the number of iterations is above five with the estimated translation MV obtained as the initial prediction for gradient descent.
In the gradient descent stage, the global motion parameters are computed by minimizing the mean square error (1) where is the luminance of pixel at position in the current frame, is the luminance of the corresponding position in the reference frame and N is the total number of effective pixels. The iterative procedure is shown as follows: (2) where global motion parameters at iteration ; matrix; matrix; number of global motion parameters. The coefficients of matrices A and B are given by
The gradient descent procedure starts after the Initial Matching at the top level of the pyramid and repeats at the subsequent levels in a top-down approach. At each level, this process iterates until the change of each parameter is small enough or the count of iterations is above 32. Here we use the translation, scaling and rotation vectors as the global motion parameters, so the camera zooming and rotation are detected by the global motion estimation module.
Finally, the global MVs are calculated, and the global motion compensation is adopted to compensate the camera panning/rotation/zooming of the video sequence. And this global motion estimation method is implemented on the hardware through several decomposition methods, the implemented hardware considerations are listed in the Results section of this paper.
B. Same Parity 4-Field Local Motion Estimation
1) Same-Parity Field Characteristic: For interlaced video, the sampling data of the even field and the odd field with the same vertical position are slightly different. Same-parity 4-field motion detection [15] detects the motion areas by the even-to-even-field or odd-to-odd-field difference. The benefits are seen in the static area. Traditional de-interlacing using successive-field difference for motion detection leads to some problems. The motion detection by successive-field difference makes wrong decisions in the horizontal edge of the static region and produces the line-crawling effect. With same-parity field characteristic, the even-to-even-field difference and odd-to-odd-field difference are very small in the static area. The correct decisions are made, and the static regions are reconstructed perfectly.
2) 4-Field Local Motion Estimation/Compensation: As seen in Fig. 9 , the 4-field local motion estimation involves two more fields than the same-parity 2-field motion estimation [17] -the forward field and the backward field. It also utilizes same-parity field characteristic, which solves the detection error caused by the different sampling data with the same vertical positions in the even field and odd field. The extra field data between the current field and forward-forward field provides more motion information than the same-parity 2-field motion estimation. Therefore the feathering effect is eliminated by this method.
Traditional motion estimation method for video coding is to find the best matching block which produces the minimal residue. However, the motion estimation we need in de-interlacing is to find the best-matching block which suits with its neighboring block. That is to say, true MVs on the true images are needed for the de-interlacing application, not the MVs that produce the minimal residues. The proposed 4-field motion estimation is shown in Fig. 9 . The difference between this motion estimation and traditional motion estimation is the matching criterion. The matching criterion of the 4-field motion estimation calculates two same parity field SAD values. The in Fig. 9 denotes the block matching SAD value of the current field to the forward-forward field motion estimation.
is calculated by accumulating the absolute difference of the current macroblock and the macroblock candidate in the search window of the forward-forward field, which is written as following equation: (4) where denotes the luminance intensity at the location of the th field, and the and means the component and the y component of the th MV candidate in the search window of the forward-forward field.
The second SAD value is named . It is calculated by accumulating the absolute difference between the macroblock where the indicated to in the forward field and the macroblock where indicated to in the backward field. is shown by (5) where the meanings of , and are the same as in (4). In order to find a MV, the matching criterion of the 4-field local motion estimation is minimizing the value of , as described in (6) . And is the found MV
If only is considered to be the matching criterion, the pixel vales of the forward field and the backward field are not considered. In other methods, there are lots of errors if we divide the found MV by two and produce the MC field according to the divided MV. If only is considered to be the matching criterion, the image data of the current field is not considered. While a complex-textured macroblock is on a uniform background, the MV is prone to be wrong. Hence and must be considered together to obtain the correct motion information. Because the matching criterion involves four field image data, this motion estimation is called "4-field local motion estimation."
As the MVs of the macroblocks are gotten, the motion compensation starts to compensate the current field from the forward field and backward field. In Fig. 9, if is the found MV and , the macroblock data indicated by in the forward field and the macroblock data indicated by in the backward field are averaged and compensated to the position of the current macroblock. In order to compensate the real sampled data, the motion estimation and compensation here is an integer-pixel motion estimation, not the quarter-pixel one used in coding. After the compensation of every macroblock is done, a new factor for the block mode decision named IPDC is calculated.
The most suffering defect on video without de-interlacing is the feathering effect. We proposed a method to accumulate the pixel count with the feathering effect within a block. If there are many pixels with feathering effect in a compensated block, it means the MC result may be wrong. Thus the pixels in that block are the results of MA de-interlacing. And the proposed method shown in Fig. 10 is called IPDC. The feathering effect is detected through IPDC. By IPDC and SAD, the block mode decision module determines the block mode more accurately. As shown in Fig. 10 , there is a matching block in the forward field. And the IPDC calculation in a block is presented as the following pseudo-code: ; ; if ; and are the found MV. The value of represents whether a pixel in the compensated block is similar to its current block or not, and the value of shows if the pixel is placed in between two similar pixels with current block. If the pixel in the compensated block is placed in between two different pixels, the possibility for the viewer to suffer the feathering effect is increased, and the IPDC increased. Hence the IPDC detects the feathering effect and propagates the information to the block mode decision module.
C. 4-Field Motion Adaptation
The motion adaptation part is similar to the 4-field MA de-interlacing [16] . It uses three reference field and the current field for the motion detection in the MA de-interlacing. The reference fields are the same as those of the same parity 4-field local motion estimation. The motion adaptation also utilizes the characteristics of the interlaced video. It uses even-to-even and odd-to-odd field difference for its motion detection. As shown in Fig. 11 , there are two field differences calculated at the first time-the forward-forward field to current field difference and the forward field to backward field difference. After the two field differences calculation, an "OR" operation is done to produce an accurate motion information field. With the motion information field, the motion areas are processed by intrafield de-interlacing, and the static areas are processed by weave de-interlacing.
The architecture of the proposed local motion estimation method is shown in Fig. 12 . Since the operation and reference fields of the motion adaptation are similar to the 4-field local motion estimation. The logic circuits of the two modules are combined. The areas and memory bandwidth are reduced after the combination.
D. Block-Based Directional Edge Interpolation
The directional edge interpolation algorithm uses the pixeldifference in 9 4 block size. This method generates straighter lines with higher contrast than the ELA [4] , because it references more pixels than ELA. Pixel differences are calculated along the 17 directions as shown in Fig. 13 and (7) . The output pixel is produced depending on the minimum difference of pixel in the 17 directions as shown in (8) (7) (8) where denotes the found direction with a smallest difference, and p means whether the left, right, left up, or right up part the difference is in. The next thing we have to do is to check whether the chosen direction is the dominant edge or not. If the chosen direction is on the right side, the difference of the chosen direction is , and it conforms to the following equation (9) where is a given threshold which help to check the dominant edge, usually in the range of 10 30. Finally, if the chosen direction is the dominant edge, the final output is the bilinear interpolation along the dominant edge, else it is the bilinear interpolation of and .
IV. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS
This section discusses the instruction analysis and experimental results of the proposed de-interlacing methods. For the de-interlacing applications in the digital TV, the quality issue is the main problem. Thus the hardware analysis of this paper emphasizes on the operation reduction of the design to achieve the real-time issue. And the quality comparison shows the picture quality of various de-interlacing methods.
A. Analysis of Instruction Counts and Hardware Cost 1) Instruction Profiling:
The instruction profile is shown in Table I and Fig. 14 . The average instructions to be executed for video sequences (CIF format, 30 fps) are 87GIPS. Because of the huge amount of data iterative operations in ME and GME, most of the computational instructions are data instructions. If hardware implementation issue is concerned, the data iterative frequency of GME must be enormously reduced.
2) Hardware Analysis for Global Motion Estimation:
The gate count of the proposed global motion estimation [30] is 130 K, and it operates in the 100 MHz by 0.18-m technology. The memory bandwidth of the global motion estimation with 720 480i 60 fps format is 183.2 Mb/s in the worst case. In average cases, the memory bandwidth of the global motion estimation is 131 Mb/s.
3) Hardware Analysis for Local Motion Estimation:
The macroblock size of the local motion estimation is 16 8, and the search range of horizontal/vertical directions is from 32 to 31. The motion estimation is an integer-pixel motion estimation to get the real sampled data in the fields. The average memory bandwidth of the proposed local motion estimation with CCIR601 720 240, 60 fps format is 46 Mb/s, it includes the memory access of the three reference fields. It is possible for this method to be implemented on the hardware using the 0.18-m technology today.
B. Objective Performance Comparison
Several CIF standard video sequences have been converted from progressive into interlaced format according to the algorithm shown in Fig. 15 . The original 60 progressive frames/s video sequence is decimated into the 60 interlaced fields/s one. After de-interlacing, the 60 interlaced fields/s video sequence is reconstructed into the 60 progressive frames/s one. Then we compare the original progressive sequence and the output de-interlaced sequence.
The comparisons of peak signal-to-noise ratio (PSNR) and mean square error (MSE) are presented in Table II , Fig. 16 , and Fig. 17 . There are eleven sequences and eight methods compared. The methods are directly merged frame (Merged), bilinear interpolation (Bilinear), ELA [4] , 2-field morphological MA de-interlacing (2-field + morphology) [15] , 4-field MA de-interlacing (4-field MA) [16] , 3DRS MC de-interlacing (3DRS MC) [26] , the proposed 4-field local MC de-interlacing with MA (4-field adaptive MC), and the proposed adaptive GMC/MC de-interlacing (Adaptive GMC/MC). The proposed 4-field local MC de-interlacing with motion adaptation is the part with no global motion in Fig. 7 .
The results show that the proposed 4-field local MC de-interlacing with motion adaptation has best objective performance than the other de-interlacing methods. As for the adaptive GMC/MC de-interlacing, the objective results are the same as the 4-field local MC with motion adaptation one while there is no global motion. Otherwise, if global motion exists, the objective results degraded because the reference field of the local motion estimation here is the global MC field, and the global MC field is produced by bilinear interpolation. If better filter is used for the global motion compensation, the results of the adaptive GMC/MC de-interlacing are better. Although the PSNR is lower than the local MC de-interlacing methods, the subjective view is the best one especially for video sequences with large panning, zooming and rotation such as Stefan, Table  Tennis , etc. 
C. Comparisons of Subject View
Three subject views of video sequences are shown in Fig. 18 , Fig. 19, and Fig. 20 . The comparison of the MA de-interlacing methods to the global MC ones is shown in Fig. 18 . The comparison of the local MC de-interlacing and the adaptive global/local MC de-interlacing is shown in Fig. 19 . And the comparison of various local MC de-interlacing methods is shown in Fig. 20 .
The original frame, interlaced frame, 2-field MA de-interlaced frame, and the proposed de-interlaced frame of "Stefan" are shown in Fig. 18(a)-(d) , respectively. The camera is panning in the Stefan sequence, and there are severe feathering effects over the whole interlaced frame. Most parts of the picture are de-interlaced with common MA de-interlacing methods, but there are still many feathering defects on Stefan's body and the words on the wall. But for the proposed adaptive GMC/MC method, feathering defect is no more seen in the picture. Because the camera panning problem has been solved by global motion compensation, the processed video sequences possess high-quality subject view.
The original frame, directly merged frame, MA de-interlaced frame, the proposed 4-field local motion compensation with motion adaptation de-interlaced frame, and the proposed adaptive GMC/MC de-interlaced frame in "Table Tennis" are shown in Fig. 19(a) -(e), respectively. The camera is zooming-out in this video sequence and there are lots of radial feathering defects on the wall. After the process of common MA methods, there are still many radial feathering defects in the picture. As for the proposed 4-field local MC de-interlacing with motion adaptation, because the scale of the adjacent fields are different, the motion estimation cannot find a suitable MV for the ball and the hand, and the block mode decision doesn't recognize these blocks as feathering blocks. Therefore the subjective result of the proposed 4-field local MC de-interlacing with motion adaptation does not perform well. In the result of the proposed adaptive GMC/MC de-interlacing method, the reference field is scaled first for de-interlacing, so the proposed method possesses higher quality subject view in this kind of camerazooming video sequences than conventional MA or motioncompensated methods.
In Fig. 20 , the "flag" video sequence is used to test the local motion estimation/compensation in the de-interlacing methods. The flag is breezing in the air, and the feathering effect appears on the color boundaries of the flag. The directly-merged frame, the ELA de-interlaced frame, the 3DRS local MC de-interlaced frame, and the 4-field local MC de-interlaced frame are shown in Fig. 20(a)-(d) . There's no intrafield de-interlacing combined with the MC de-interlacing methods in Fig. 20 . The subjective view tells that the 4-field local motion estimation estimates smooth MVs for de-interlacing. Even without intrafield de-interlacing, the result of the 4-field local MC de-interlacing is suitable for de-interlaced output.
The sequence "Pendulum" emphasizes texture preservation and edge sharpness after de-interlacing. The original sequence, as shown in Fig. 21(a)-(b) , is divided into three parts. The most important is the oscillating pendulum: it swings back and forth between the left and right margin of the screen. In the directlymerged frame, the feathering effect appears at the motion area of the pendulum. The second part is the title "OK," which is composed of an "O" existing only in the even fields and a "K" existing only in the odd fields. The third part of the sequence is the logo rotating at the lower-right-hand corner of the screen. The rotational logo is a nonrigid body, and the real appearance of nonrigid bodies are often lost in motion-compensated de-interlacing while the MA de-interlacing reconstructs the nonrigid bodies very well. The original two fields and the directly combined frame are shown in Fig. 21(a)-(b) , and Fig. 22(a) , respectively.
The edges on the pendulum are able to be recognized after intrafield de-interlacing is adopted. But the words "O" and "K" disappear alternatively because they exist only in different parity fields, as shown in Fig. 21(c) and Fig. 21(d) , respectively.
The result of the two-field same-parity motion detection [15] is shown in Fig. 22(b) . Although the words "OK" are successfully preserved, the feathering effect still exists in the shaft of the pendulum.
For intrafield de-interlacing, the bilinear interpolation and the proposed block-based directional edge interpolation show different sharpness. The result of bilinear interpolation is shown in Fig. 22(c) , where alias edges are seen. The result of the proposed method is shown in Fig. 22(d) . The edges are much sharper and straighter than that produced by the bilinear interpolation.
The result of the proposed method is shown in Fig. 22(e) . The edges of the pendulum and the logo are sharp and straight, and the letters "O" and "K" are displayed correctly in the even field and odd field, respectively. The proposed method has overcome the problems of all other de-interlacing methods.
V. CONCLUSION
A de-interlacing algorithm using adaptive global and local motion estimation/compensation is presented in this paper. It consists of the global and local motion estimation/compensation, 4-field motion adaptation, the block-based directional edge interpolation, and the GMC/MC/MA block mode decision module. All defects such as jagged effects, blurring, line-crawling, and feathering are suppressed lower than traditional methods. Moreover, the true motion information is extracted accurately by the 4-field motion estimation and global motion information. The experimental results show that the proposed algorithm achieves higher PSNR than previous works, and attain the best quality of subject view.
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