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The Hamiltonian approach in classification and
integrability of hydrodynamic chains
Maxim V. Pavlov
Abstract
New approach in classification of integrable hydrodynamic chains is established.
This is the method of the Hamiltonian hydrodynamic reductions. Simultaneously,
this approach yields explicit Hamiltonian hydrodynamic reductions of the Hamil-
tonian hydrodynamic chains. The concept of reducible Poisson brackets is estab-
lished. Also this approach is useful for non-Hamiltonian hydrodynamic chains. The
deformed Benney hydrodynamic chain is considered.
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1 Introduction
This paper is devoted to classification and integrability of 2+1 quasilinear equations and
corresponding hydrodynamic chains (see [10], [27], [28]) by the “Hamiltonian” approach
based on the Hamiltonian formulation of integrable hydrodynamic chains and their hy-
drodynamic reductions. Nevertheless, this Hamiltonian approach is much more universal,
because most of explicit hydrodynamic reductions are non-Hamiltonian and this approach
is useful as well as for non-Hamiltonian hydrodynamic chains. However, without lost of
generality an illustration of this approach will be given on important examples connected
with so-called M–Poisson brackets (see details in [30]).
A hydrodynamic type system is N component quasilinear system of PDE’s of the first
order (see [5])
uit = υ
i
j(u)u
j
x, i, j = 1, 2, ..., N. (1)
A hydrodynamic chain is a generalization of a hydrodynamic type system on an infinite
component case (see details below). At the same time, a hierarchy of commuting hydro-
dynamic chains is equivalent to a family of 2+1 integrable quasilinear equations (see [7],
[27], [28]). Hydrodynamic chains and corresponding 2+1 quasilinear equations can be
decomposed in infinitely many ways on families of 1+1 integrable hydrodynamic type sys-
tems (1) (see [7], [16], [28]). Nonlinear PDE’s describing such hydrodynamic reductions
have solutions parameterized by N arbitrary functions of a single variable (see [7], [16]).
These nonlinear PDE’s are still not solved yet (except [28]), but infinitely many particu-
lar explicit solutions parameterized by an arbitrary number of constants been known for
the Benney hierarchy many years ago (see [17], [18], [20], [22], [37]). Moreover, new
hydrodynamic reductions can be found by this Hamiltonian approach (see, for instance,
[29] and [33]). Every hydrodynamic reduction determines some particular solution of
corresponding 2+1 quasilinear equation. If such an equation is homogeneous, then cor-
responding solution is self-similar. Such solutions can be found by different methods (see
[25]), based on the twistor approach, theory of the Beltrami and the Hamilton-Jacobi
equations, the conformal mapping and the dispersionless ∂−method, differential and al-
gebraic geometry (see also [14]). An application of the generalized hodograph method
yields most general non-self similar solutions by the nonlinear superposition principle (see
[35]). For instance, the “symmetry constraint” method established in [3] comes from a
theory of 2+1 integrable dispersive nonlinear PDE’s such as the Kadomtsev–Petviashvili
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(KP) or the Veselov–Novikov (VN) equations. The Hamiltonian approach is much more
universal, because this method exists irrespective of origin of given hydrodynamic chain.
The problem of classification of Hamiltonian chains consists of two steps. This Hamil-
tonian approach is used to suggest some list of new Poisson brackets connected with
hydrodynamic chains. Such classification of the Poisson brackets should be done in fur-
ther publications (see also [30]), at least all “reducible” Poisson brackets (see definition
below) should be described (nevertheless, we believe that any Poisson bracket is reducible
by some appropriate “moment decomposition”). Such linear Poisson brackets have been
introduced by I. Dorfman in [4]. The main claim of this paper is that the Hamilto-
nian structure completely determines hierarchy of integrable hydrodynamic chains up to
the Miura type and reciprocal transformations (This is not a true for integrable disper-
sive and hydrodynamic type systems). Thus, a description of the Hamiltonian structures
means a description of integrable hydrodynamic chains. In this paper without lost of
generality we restrict our consideration on the Hamiltonian densities depending on first
three moments Ak. Obviously, they can be linear H = A2 + f(A0, A1), quasilinear
H = g(A0, A1)A2 + f(A0, A1) and fully nonlinear H(A0, A1, A2). Since the integrable
hydrodynamic chains determined by the quasilinear and fully nonlinear Hamiltonian
densities can be reduced (by some appropriate reciprocal transformations) to the inte-
grable hydrodynamic chains determined by the linear Hamiltonian densities, we restrict
our consideration on the linear case in this paper only. Two others case are just briefly
described.
The paper is organized in the following order. In the second section the method al-
lowing to extract explicit Hamiltonian hydrodynamic reductions with the aid of pseudo-
potentials is established. In the third section several reducible multi-parametric families
of the Poisson brackets are derived. In the fourth section the integrability criteria of
hydrodynamic chains are considered. In the fifth section the first such a family of the
Poisson brackets is investigated by three different methods. Corresponding integrable
hydrodynamic chains are found by the requirement of the existence of extra conserva-
tion law creating a commuting flow (see [21], [27]), by the method of pseudopotentials
(see [7], [36]) and separately by an application of the phenomenological Hamiltonian
approach. All these hydrodynamic chains are connected with integrable hydrodynamic
chains from the sixth section by a reciprocal transformation. In the sixth section hy-
drodynamic chains associated with the Kupershmidt Poisson brackets are considered. In
the seventh section a classification of integrable Hamiltonian hydrodynamic chains as-
sociated with the Kupershmidt–Manin Poisson bracket is significantly simplified for the
linear Hamiltonian density (cf. [10]). In the eighth section the method of Hamiltonian
hydrodynamic reductions is extended on non-Hamiltonian hydrodynamic chains. Corre-
sponding hydrodynamic type systems are non-Hamiltonian too. In the ninth section the
modified Kupershmidt hydrodynamic chain is investigated with the aid of the Zakharov
hydrodynamic reductions.
3
2 The Hamiltonian approach for 2+1 quasilinear equa-
tions
The “Hamiltonian” approach is universal and based on the “concept” of pseudo–potentials
(see [7], [27], [36]). Let us briefly describe and illustrate this approach on the famous
Benney hydrodynamic chain [1]
Akt = A
k+1
x + kA
k−1A0x, k = 0, 1, 2, ... (2)
and corresponding the Khohlov–Zabolotzkaya equation
(A0y − A
0A0x)x = A
0
tt,
which can be obtained with the aid of two first equations from the Benney hydrodynamic
chain and the first equation from its first commuting flow
Aky = A
k+2
x + A
0Akx + (k + 1)A
kA0x + kA
k−1A1x, k = 0, 1, 2, ...
by eliminating of the moments A1 and A2. The method of hydrodynamic reductions devel-
oped for these equations (see [16]) was extended for more wide class of 2+1 hydrodynamic
type systems (see [7]), more general 2+1 quasilinear equations and hydrodynamic chains
(see [8] and [9]) as an integrability criterion. The above equations have N component
hydrodynamic reductions written in the Riemann invariants
rit = µ
i(r)rix, r
i
y = (µ
i2(r) + A0(r))rix, i = 1, 2, ..., N (3)
consistent with the generating functions of conservation laws
µt = ∂x(
µ2
2
+ A0), µy = ∂x(
µ3
3
+ A0µ+ A1), (4)
where all moments Ak are some functions of the Riemann invariants rn. Following [16],
the Gibbons–Tsarev system
∂iµ
k =
∂iA
0
µi − µk
, ∂ikA
0 = 2
∂iA
0∂kA
0
(µi − µk)2
, i 6= k (5)
can be obtained from the compatibility conditions ∂k(∂iµ) = ∂i(∂kµ), where
∂iµ =
∂iA
0
µi − µ
, (6)
which is a consequence that µ is a conservation law density of the hydrodynamic type
systems (3). Taking into account all moments Ak are connected with the Benney hydro-
dynamic chain by the Laurent series
λ = µ+
A0
µ
+
A1
µ2
+
A2
µ3
+ ... (7)
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one can verify that the Benney hydrodynamic chain together with any its hydrodynamic
reductions satisfy the Gibbons equation (see [15])
λt − µλx =
∂λ
∂µ
[µt − ∂x(
µ2
2
+ A0)]. (8)
We believe that the Gibbons–Tsarev system is Darboux integrable, because plenty par-
ticular solutions parameterized by arbitrary constants are known. However, a general
solution still is unknown.
In this paper the Hamiltonian approach is established. Let us choose N arbitrary
conservation law densities µ(k) = ak, then
akt = ∂x
(
(ak)2
2
+ A0(u)
)
. (9)
The transformation ak(r) is invertible. Then the Gibbons–Tsarev system (in the inde-
pendent variables ak on sole function A0 only, cf. (5))
(ai − ak)∂ikA
0 = ∂kA
0∂i
(∑
∂nA
0
)
− ∂iA
0∂k
(∑
∂nA
0
)
, i 6= k,
(10)
(ai − ak)
∂ikA
0
∂iA0∂kA0
+ (ak − aj)
∂jkA
0
∂jA0∂kA0
+ (aj − ai)
∂ijA
0
∂iA0∂jA0
= 0, i 6= j 6= k,
can be derived from the compatibility conditions (cf. (6)) ∂k(∂iµ) = ∂i(∂kµ), where
∂i ≡ ∂/∂a
i and
∂iµ =
∂iA
0
µ− ai
[∑ ∂mA0
µ− am
− 1
]−1
. (11)
Assume ak are flat coordinates (see [5]), then the corresponding Poisson bracket can
be reduced (by linear transformation of field variables ak) to the diagonal form
{ai, aj} = (εi)
−1δijδ′(x− x′), (12)
where δij is the Kronecker symbol.
Theorem 1: The hydrodynamic type system (9) with the local Hamiltonian structure
akt =
1
εk
∂x
∂h2
∂ak
(13)
is a hydrodynamic reduction of the Benney hydrodynamic chain iff A0 = Σεka
k and the
Hamiltonian density h2 = Σεk(a
k)3/6 + (A0)2/2.
Proof : Let us substitute the expression A0 = Σεka
k in (11). This ODE system
∂iµ =
εi
µ− ai
[∑ εm
µ− am
− 1
]−1
can be integrated in the implicit form
λ = µ−
∑
εk ln(µ− a
k), (14)
5
where λ is an integration factor. Simultaneously, the equation of the Riemann surface
satisfies the Gibbons equation (8).
Corollary: Since A0 = Σεka
k, then all other moments
An =
1
n + 1
∑
εk(a
k)n+1, (15)
if Σεk = 0. It is easy to prove by comparison (2) with (9). Then the Laurent series
(7) reduces to so-called “waterbag” reduction (see [17]) for the equation of the Riemann
surface (14). If Σεk 6= 0 the above formula is valid (see [19]), but expressions of the
higher moment An can be obtained by the substitution of the Laurent series (7) into the
“deformed” above equation
λ−
∑
εk lnλ = µ−
∑
εk ln(µ− a
k),
because the function λ can be replaced by an arbitrary function λ˜ = λ˜(λ) (see (8)).
Remark: The famous Zakharov reduction (see [37])
akt = ∂x
(
(ak)2
2
+ A0
)
, bkt = ∂x(u
kbk), A0 =
∑
bm (16)
can be obtained in the same way. In comparison with the above “waterbag” case, let us
expand the Taylor series at the vicinity of the local parameter λ
µ(i) = ai + λbi + λ2ci + ...
If first 2N conservation law densities ai and bi are independent, then the above hydrody-
namic reduction (without the fixation A0 = Σbn) is given by the moment decomposition
Ak =
∑
(ai)kbi. (17)
Suppose ai and bi are flat coordinates, then a simplest local Hamiltonian structure is
akt = ∂x
∂h2
∂bk
, bkt = ∂x
∂h2
∂ak
, (18)
then the Hamiltonian density h2 = Σ(a
n)2bn/2 + (A0)2/2, where, indeed, A0 = Σbn.
For the first time the concept of “pseudopotentials” was introduced for 2+1 quasilinear
equation obtained by the dispersionless limit of 2+1 dispersive systems or obtained by the
longwave (continuum) limit of 2+1 discrete systems in [36]. The meaning of the “pseu-
dopotential” is so-called “dispersionless limit of the Lax formulation” for the integrable
dispersive systems. This is nothing but the generating function of conservation laws for
hydrodynamic chains (see the above example (4)). Pseudopotentials can be effectively
found for aforementioned 2+1 hydrodynamic type systems (see [7]), for 2+1 quasilinear
equations (see [8]) and for hydrodynamic chains (see [30]). Thus,
1. we suppose pseudopotentials for the Hamiltonian hydrodynamic chains are given
(cf. (4)) in the explicit form
µt = ∂xf(µ;U
1, U2, ..., UM),
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where the functions Uk depend on a finite number of first moments Ak;
2. we look for explicit hydrodynamic reductions in the Hamiltonian form (13), where
dh =
N∑
k=1
εkf(a
k;U1(a), U2(a), ..., UM (a))dµk.
The existence of the Hamiltonian density h means the existence of local Hamiltonian
hydrodynamic reductions. The same procedure can be used for more general local Hamil-
tonian structures (see [5]) than (13)
ait = ∂x[g¯
ik ∂h
∂ak
], i = 1, 2, ..., N, (19)
where g¯ij is a constant, non-degenerate and symmetric matrix, and for nonlocal Hamilto-
nian hydrodynamic reductions (see [6]).
Conjecture 1: Any integrable hydrodynamic chain (and associated 2+1 quasilinear
system) admits N component hydrodynamic reductions
akt = ∂xf(a
k;U1(a), U2(a), ..., UM (a))
written in the Hamiltonian form (19).
Below we reformulate this Hamiltonian approach in the reverse direction: if the hydro-
dynamic chain has the Hamiltonian structure, then their explicit hydrodynamic reductions
are the Hamiltonian hydrodynamic type systems.
3 Reducible Poisson brackets and hydrodynamic chains
The main observation successfully utilized in this paper is that the first local Hamil-
tonian structure (18) of the Zakharov reduction (16) of the Benney hydrodynamic chain
(2) can be used for a constructing the first local Hamiltonian structure (see [22])
Akt = {A
k, H¯2} = [kA
k+n−1∂x + n∂xA
k+n−1]
δH¯2
δAn
, (20)
where (see (17)) the moments Ak = Σ(am)kbm. The Kupershmidt–Manin bracket (see
(20))
{Ak, An} = [kAk+n−1∂x + n∂xA
k+n−1]δ(x− x′), k, n = 0, 1, 2, ... (21)
reduces to the canonical Poisson bracket (see (18) and details in [5], just non-zero com-
ponent below)
{ak, bk} = δ′(x− x′) (22)
under the above moment decomposition Ak = Σ(am)kbm. The Benney hydrodynamic
chain (2) is determined by the Hamiltonian H¯2 =
1
2
∫
[A2+(A0)2]dx, while the Kupershmidt–
Manin bracket is associated with the momentum H¯1 =
∫
A1dx and the Casimir (an-
nihilator) H¯0 =
∫
A0dx. The Zakharov reduction of the Benney hydrodynamic chain
(16) is determined by the Hamiltonian h¯2 =
1
2
∫
[Σ(ak)2bk + (Σbk)2]dx, the momentum
h¯1 =
∫
Σakbkdx and 2N Casimirs h¯(k) =
∫
bkdx, h¯(N+k) =
∫
akdx.
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In general case the local Hamiltonian structure for the hydrodynamic type system (1)
uit = {u
i, h¯} = [gij∂x − g
isΓjsku
k
x]
δh¯
δuj
, (23)
is determined by the Hamiltonian h¯ =
∫
h(u)dx and by the Dubrovin–Novikov bracket
(a differential-geometric Poisson bracket of the first order, see [5])
{ui(x), uj(x′)} = [gij∂x − g
isΓjsku
k
x]δ(x− x
′), i, j = 1, 2, ..., N, (24)
where a flat metric gij(u) is symmetric and non-degenerate, Γjsk =
1
2
gjm(∂sgmk+ ∂kgms−
∂mgsk) are the Christoffel symbols. Such local Hamiltonian structure can be written via
so-called the Liouville coordinates Ak(u), that the corresponding Poisson bracket is
{Ak(x), An(x′)} = [Wkn(A)∂x + ∂xW
nk(A)]δ(x− x′), k, n = 1, 2, ..., N.
Formally, this Poisson bracket can be extended on an infinite component case, see the
example (21). The main problem in a classification of integrable hydrodynamic chains is
a description of such Poisson brackets
{Ak(x), An(x′)} = [Wkn(A)∂x + ∂xW
nk(A)]δ(x− x′), k, n = 1, 2, ..., (25)
where the coefficients Wkn(A) satisfy the Jacobi identity (see [30])
(W ik +Wki)∂kW
nj = (Wjk +Wkj)∂kW
ni,
(26)
∂nW
ij∂mW
kn = ∂nW
kj∂mW
in.
Definition 1: A Poisson bracket (25) is said to be reducible if this Poisson bracket is
equivalent to the Dubrovin-Novikov bracket (24) under the some restriction Ak = fk(u).
Conjecture 2: Possibly, one can find appropriate constraints Ak = fk(u) for any
coefficients Wkn(A), that the Poisson bracket (25) becomes reducible to the Dubrovin-
Novikov bracket (24) in infinitely many ways.
Example 1: The Kupershmidt–Manin bracket (21) is reducible, because at least one
moment decomposition Ak = Σ(am)kbm exists (see (17), (22)). Below N − 1 parametric
family of a moment decomposition is described.
As usual we call the “hydrodynamic type system” the 1+1 quasilinear system of non-
linear PDE’s of the first order (see (1) and details in [5]). If N → ∞, but the number
of components υij(u) is finite for every index i and each of these components is a func-
tion of finite number of field variables uk, then such hydrodynamic type systems we call
“hydrodynamic chains” (see details in [10], [27], [28]). Also, we re-numerate equations
of hydrodynamic chains in order that every row determined by the index i depends on
a number of field variables larger than i. Thus, the hydrodynamic chain is an infinite
component generalization of a hydrodynamic type system
Akt =
Nk∑
n=0
V kn (A)A
n
x, k = 1, 2, ..., (27)
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where V kn (A) are functions of the moments A
m, m = 1, 2, ...Mk; Mk and Nk are some
integers.
Let us introduce the infinite set of the moments Ak = fk(u), where fk(u) are some
functions. For simplicity, below we shall describe hydrodynamic type systems (1) whose
coefficients υij(u) depend explicitly on number N of field variables u
k.
Example 2: The Zakharov reduction (16) explicitly depends on number of the field
variables bk (because A0 = Σbk), but the Benney hydrodynamic chain does not depend
on this number.
If the hydrodynamic type system (1) can be written via these moments Ak, whose
coefficients V ij (A) are independent on the above number N , then such a hydrodynamic
type system (1) we call a hydrodynamic reduction (see definition and details below)
of the hydrodynamic chain (27). The variables ak are said to be “flat” coordinates,
the hydrodynamic type system (1) is said to be written in the canonical form (19), if the
Christoffel symbols are vanished (see [5], [35]).
Let us re-compute the canonical Poisson bracket (see (19))
{ai, aj} = g¯ijδ′(x− x′) (28)
via moments Ak:
{Ak, An} =
∂fk(a)
∂as
g¯sm∂x
∂fn(a)
∂am
δ(x− x′). (29)
Assume the above r.h.s. can be expressed via moments Ak only, i.e. the coefficients
Wkn(A) in (25) are independent on number N (see the examples below).
Definition 2: The hydrodynamic chain (27) written in the form (25)
Akt = {A
k, H¯} = [Wkn(A)∂x + ∂xW
nk(A)]
δH¯
δAn
, k, n = 0, 1, 2, ... (30)
is said to be Hamiltonian.
Remark: The above local Hamiltonian structures (30) and corresponding Poisson
brackets still are not investigated properly. However, plenty publications are devoted to
their particular cases (see, for instance, [4], [21], [22]), some of them will be described
below. The classification of so-called M brackets is given in [30]. All examples presented
in this paper belong to this class.
Local Hamiltonian structures (30) for hydrodynamic chains we call reducible if they
are obtained by the above procedure directly from local Hamiltonian structures (see (28))
written in flat coordinates of corresponding hydrodynamic reductions. So, in this paper we
describe a broad class of hydrodynamic chains associated with reducible Poisson brackets.
All other Poisson brackets (30) and corresponding integrable hydrodynamic chains will
be discussed elsewhere.
Let us, for instance, introduce the infinite set of moments Ak via multi-index constant
matrices ε
A1 = ε
(0)
k a
k+ε0, A2 = ε
(0)
jk a
jak+ε
(1)
k a
k+ε1, A3 = ε
(0)
ijka
iajak+ε
(1)
jk a
jak+ε
(2)
k a
k+ε2, ...,
9
where, obviously, all multi-index matrices ε are symmetric under a permutation of their
sub-indexes. Then
{A1, A1} =
∂A0
∂ai
g¯ij∂x
∂A0
∂aj
δ(x− x′) = ε
(0)
k g¯
kmε(0)m δ
′(x− x′),
{A2, A1} =
∂A1
∂ai
g¯ij∂x
∂A0
∂aj
δ(x− x′) = [2ε(0)m g¯
msε
(0)
sk a
k + ε(1)m g¯
msε(0)s ]δ
′(x− x′),
{A2, A2} =
∂A1
∂ai
g¯ij∂x
∂A1
∂aj
δ(x− x′) = [4ε(0)ns g¯
smε
(0)
mka
nak + 4ε(1)m g¯
msε
(0)
sk a
k
+ε(1)m g¯
msε(1)s ]δ
′(x− x′) + 2[ε(0)ns g¯
smε
(0)
mka
nak + ε(1)m g¯
msε
(0)
sk a
k]xδ(x− x
′), ...
The main problem in the classification of such local Hamiltonian structures for hydrody-
namic chains is a description of all multi-index matrices ε allowing to express explicitly
the polynomials with respect to flat coordinates ak in right hand sides of the above Pois-
son bracket via polynomials of moments An. Then such moments are analogues of the
Liouville coordinates for an infinite dimensional space (see [5], [24], [30]), i.e.
{A0, A0} = α00δ′(x− x′), {A1, A0} = [α10A0 + α11]δ′(x− x′),
{A1, A1} = [(α20A1 + α21(A0)2 + α22)∂x + ∂x(α
20A1 + α21(A0)2 + α22)]δ(x− x′), ...
All coefficients αik must be independent on N .
Example 3: Let us introduce the moments
Ak =
1
βk + γ
N∑
i=1
εi(a
i)βk+γ, k = 0,±1,±2, ..., (31)
where εi, β and γ are arbitrary constants. Any symmetric non-degenerate matrix g¯
ij can
be written as a diagonal matrix under a linear change of the field variables ai. Thus,
without lost of generality we assume that diagonal metric coefficients are αi (off-diagonal
coefficients are absent, see (12)). Then we have (see (29))
{Ak, An} =
N∑
i=1
αiε
2
i [(a
i)β(k+n)+2(γ−1)∂x + (βn+ γ − 1)(a
i)β(k+n)+2(γ−1)aix]δ(x− x
′).
In general case r.h.s. can be expressed via moments Ak in infinitely many ways for
every fixed number N . However, in the above construction r.h.s. cannot depend on
number N . Since Ak is a sum of monomials of the sole degree βk + γ, then the sum of
monomials of another sole degree β(k+n)+ 2(γ− 1) must be expressed via the moments
Ak+n+m, where m is an integer, which is not determined yet. Then αi = 1/εi and
{Ak, An} = [(β(k +m) + 1)Ak+n+m∂x + (β(n+m) + 1)∂xA
k+n+m]δ(x− x′),
where γ = βm + 2. Since β 6= 0, one can re-scale all moments Ak → βAk. Introducing
new parameter l = 1/β, one can obtain the two parametric family of the Poisson brackets
{Ak(m,l), A
n
(m,l)} = [(k +m+ l)A
k+n+m
(m,l) ∂x + (n +m+ l)∂xA
k+n+m
(m,l) ]δ(x− x
′),
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where
Ak(m,l) =
l2
k +m+ 2l
N∑
i=1
εi(a
i)
k+m
l
+2, k,m ∈ Z (32)
Remark: If also l ∈ Z, then the some value of running index k∗ = −(m + 2l)
determines the corresponding moment
A−m−2l(m,l) = l
N∑
i=1
εi ln a
i.
Remark: The above Poisson bracket can be obtained with the aid of another moment
decomposition (cf. (17))
Ak(m,l) = l
N∑
i=1
(ai)
k+m
l
+1bi,
where another canonical Poisson bracket (22).
Example 4: Let us consider the nonlocal Poisson bracket (see [13])
{ai, aj} =
[(
δij
εi
− εaiaj
)
∂x − εa
jaix + εa
i
x∂
−1
x a
j
x
]
δ(x− x′),
where δij is the Kronecker symbol and ε is a constant curvature. Introducing the moments
Ak with the aid of (31), the above Poisson bracket leads to the Poisson bracket
{Ak, An} = [(β(k +m) + 1)Ak+n+m∂x + (β(n +m) + 1)∂xA
k+n+m]δ(x− x′)
−ε[(β(k +m) + 2)(β(n+m) + 2)AkAn∂x + (β(k +m) + 2)(β(n+m) + 1)A
kAnx
+(β(n+m) + 2)AnAkx − A
k
x∂
−1
x A
n
x]δ(x− x
′),
where γ = βm+ 2.
Example 5: Let us introduce the moments (cf. (31))
Ak =
1
βk + γ
N∑
i=1
εi[f(a
i)]βk+γ, k = 0,±1,±2, ...,
where
f ′
2
(z) = RM(f) ≡ α0f
M + α1f
M−1 + α2f
M−2 + ...+ αM .
Then we have
{Ak, An} =
N∑
i=1
εi[f(a
i)]βk+γ−1f ′(ai)∂x[f(a
i)]βn+γ−1f ′(ai)δ(x− x′).
Expressing r.h.s. for some special set of parameters β and γ via higher moments, one can
obtain exactly the Dorfman Poisson brackets investigated in [4].
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If, for instance (cf. (32)),
An−2m(m,n) = (m−n)
N∑
i=1
εi ln℘(a
i), Ak(m,n)|k 6=n−2m =
(m− n)2
k + 2m− n
N∑
i=1
εi℘
k+2m−n
m−n (ai), m,n ∈ Z.
where ℘(z, g2, g3) is the Weiershtrass elliptic function, then corresponding Poisson bracket
(25) is determined by
Bks(A) = (4k + 10m− 6n)Ak+s+3m−2n(m,n) − (k +
3m− n
2
)g2A
k+s+m
(m,n) − (k +m)g3A
k+s+n
(m,n) .
Example 6: Let us introduce the moments
Ak =
N∑
i=1
εi
∫
Uk(ai)dai,
where
U ′ =
M∑
m=0
γmU
m. (33)
Then we have
{Ak, An} =
N∑
i=1
εiU
k(ai)∂xU
n(ai)δ(x− x′)
=
N∑
i=1
εiU
k+n(ai)δ′(x− x′) +
n
k + n
[
N∑
i=1
εiU
k+n(ai)
]
x
δ(x− x′).
Since (see (33))
1
k + 1
N∑
i=1
εiU
k+1(ai) =
M∑
m=0
γmA
m+k,
then this Poisson bracket can be written in the most compact form
{A0, A0} =
N∑
n=1
εnδ
′(x−x′), {Ak, An} =
M∑
m=0
γm[kA
m+k+n−1∂x+n∂xA
m+k+n−1]δ(x−x′).
These are exactly the Dorfman Poisson brackets (see [4]).
Remark: all above Poisson brackets are obtained by the phenomenological Hamilto-
nian approach presented in this paper. However, one can verify directly (see [30]), that,
indeed, these Poisson brackets satisfy the Jacobi identity (26).
4 The integrability criteria
In this section we establish a new approach in the classification of integrable hydrodynamic
chains and their integrability. If a hydrodynamic type system possesses the Hamiltonian
12
structure, it is not enough for integrability (the “integrability” means the existence of
infinitely many conservation laws and commuting flows (see [35]). However, integrable
hydrodynamic chains possessing the Hamiltonian structure can be classified. The Hamil-
tonian hydrodynamic reductions determine a generating function of conservation laws,
which exists for integrable hydrodynamic chains only.
Theorem 2: If a hydrodynamic chain has a reducible Poisson bracket, then this Hamil-
tonian hydrodynamic chain has at least one N − 1 parametric family of the Hamiltonian
hydrodynamic reductions.
Proof : Without lost of generality we restrict our consideration on the Kupershmidt–
Manin bracket (21). Assume for simplicity, that the Hamiltonian is H¯2 =
∫
H2(A
0, A1, A2)dx.
Then the corresponding hydrodynamic chain (20) is
Akt = (kA
k+1∂x + 2∂xA
k+1)
∂H2
∂A2
+ (kAk∂x + ∂xA
k)
∂H2
∂A1
+ kAk−1∂x
∂H2
∂A0
. (34)
This hydrodynamic chain has the moment decomposition (31), where β = γ = 1. Then
the above hydrodynamic chain reduces to the hydrodynamic type system written in the
conservative form
ait = ∂x
(
∂H2
∂A0
+ ai
∂H2
∂A1
+ (ai)2
∂H2
∂A2
)
. (35)
This hydrodynamic chain has at least three local conservation laws
A0t = ∂x
(
A0
∂H2
∂A1
+ 2A1
∂H2
∂A2
)
, A1t = ∂x
(
A0
∂H2
∂A0
+ 2A1
∂H2
∂A1
+ 3A2
∂H2
∂A2
−H2
)
,
∂tH2 = ∂x
(
2A3(
∂H2
∂A2
)2 + 3A2
∂H2
∂A1
∂H2
∂A2
+ A1(2
∂H2
∂A0
∂H2
∂A2
+ (
∂H2
∂A1
)2) + A0
∂H2
∂A0
∂H2
∂A1
)
.
Then the hydrodynamic reduction (35) must have the same conservation laws. From the
first of them one can obtain the following restriction Σεm = 0. Thus, N − 1 parametric
family of hydrodynamic reductions is found. The above hydrodynamic reduction has the
Hamiltonian form (13) while the Hamiltonian density of hydrodynamic type system h2
is the reduced Hamiltonian density H2 of hydrodynamic chain (34), where A
0 = Σεma
m,
A1 = Σεm(a
m)2/2, A2 = Σεm(a
m)3/3. Then one can check the identity
dh2 =
N∑
i=1
∂h2
∂ai
dai =
N∑
i=1
εi
(
∂H2
∂A0
+ ai
∂H2
∂A1
+ (ai)2
∂H2
∂A2
)
dai
=
N∑
i=1
(
∂H2
∂A0
dA0 +
∂H2
∂A1
dA1 +
∂H2
∂A2
dA2
)
= dH2.
Thus, indeed, N − 1 parametric family of hydrodynamic reductions has the Hamiltonian
form, and ak are flat coordinates.
The main statement: if the hydrodynamic chain (34) is integrable, then above hy-
drodynamic reductions (35) determine the generating function of conservation laws
pt = ∂x
(
∂H2
∂A2
p2 +
∂H2
∂A1
p +
∂H2
∂A0
)
(36)
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by the replacement ai → p. A deformation of the Riemann surface determined by the
equation λ = λ(A; p) is described by the Gibbons equation
λt −
(
2
∂H2
∂A2
p+
∂H2
∂A1
)
λx =
∂λ
∂p
[
pt − ∂x
(
∂H2
∂A2
p2 +
∂H2
∂A1
p+
∂H2
∂A0
)]
.
Thus, the problem of the classification of integrable Hamiltonian hydrodynamic chains
is reduced to the problem of the classification of generating functions of conservation laws
(see the section “General case” in [32]).
Here we enumerate four different tools allowing to prove an integrability of such
hydrodynamic chains.
1. Extra conservation law and method of pseudopotentials. For instance, suppose the
hydrodynamic chain (34) is integrable, then the first commuting flow determined by the
Hamiltonian density H3(A
0, A1, A2, A3) creates the corresponding generating function of
conservation laws is
pt2 = ∂x
(
∂H3
∂A3
p3 +
∂H3
∂A2
p2 +
∂H3
∂A1
p+
∂H3
∂A0
)
. (37)
The compatibility condition ∂t2(pt) = ∂t(pt2) leads to exactly the same system of nonlin-
ear PDE’s in involution as obtained by the tensor approach in [10]. The equations (36)
and (37) are nothing but pseudopotentials for corresponding 2+1 quasilinear equation
(see, for instance, (4) – the compatibility condition ∂t2(pt) = ∂t(pt2) yields the Khohlov–
Zabolotzkaya equation, see (2) and below). Thus, we extend the concept of pseudopoten-
tials on the theory of integrable hydrodynamic chains (see the section 5).
2. Reciprocal transformations. The Hamiltonian density H2 can be linear H2 = A
2 +
f(A0, A1), quasilinear H2 = g(A
0, A1)A2 + f(A0, A1) and fully nonlinear H2(A
0, A1, A2).
Thus, the generating functions (36) can be separated on three sub-classes
pt = ∂x
(
p2 +
∂f(A0, A1)
∂A1
p+
∂f(A0, A1)
∂A0
)
,
pt = ∂x
[
g(A0, A1)p2 +
(
∂g(A0, A1)
∂A1
p+
∂g(A0, A1)
∂A0
)
A2 +
∂f(A0, A1)
∂A1
p+
∂f(A0, A1)
∂A0
]
,
pt = ∂x
(
∂H2
∂A2
p2 +
∂H2
∂A1
p+
∂H2
∂A0
)
.
The difference between these sub-classes is obvious. The main claim is that the factors
g(A0, A1) and ∂H2/∂A
2 can be removed under some special reciprocal transformations.
Thus, an integrability of an arbitrary (quasilinear or fully nonlinear) Hamiltonian inte-
grable hydrodynamic chain is reduced to an integrability of a linear Hamiltonian inte-
grable hydrodynamic chain (see the sections 6 and 7).
3. Asymptotic at the vicinity of each singular point. Suppose we have some generating
function of conservation laws of polynomial type (see, for instance, the above linear case)
pt = ∂x
(
pN
N
+ a0p
N−1 + a1p
N−2 + ... + aN−1
)
.
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Then the generation function of conservation law densities p can be determined by the
series
p = λ+H0 +
H1
λ
+
H2
λ2
+
H3
λ3
+ ... (38)
If a hydrodynamic chain is integrable, then such an expansion exists (see the section 7).
4. Hydrodynamic reductions. This is the most universal approach (see [7], [16], [32]).
Let us consider the equation of the Riemann surface λ = λ(A; p) satisfying the Gibbons
equation (cf. (8); see [32])
λt −
∂ψ
∂p
λx =
∂λ
∂p
[pt − ∂xψ(A; p)].
If λ = const, then the Gibbons equation reduces to the generating function of conservation
laws pt = ∂xψ(A; p). Suppose the moments A
n are functions of N Riemann invariants rk;
i.e. we seek N component hydrodynamic reductions written in the diagonal form
rit = µ
i(r)rix,
where µi = ∂ψ/∂p|p=pi, r
i = λ|p=pi and N distinct values p
k are determined by the
algebraic equation ∂λ/∂p = 0. Then a consistency of the above hydrodynamic type
system and its generating function of conservation laws yields the extended Gibbons–
Tsarev system (see [32]) describing all admissible functions ψ(A; p) (see details below).
This approach is adopted for the special class of the hydrodynamic reductions
ait = ∂xψ(A; a
i),
which has the Hamiltonian form (19). In this case all moments An can be explicitly
expressed via flat coordinates ak. The method of N component hydrodynamic reductions
(see (5) in the Riemann invariants rk and (10) in the conservation law densities ai) leads
to the Gibbons–Tsarev system, whose general solution is parameterized by N arbitrary
functions of a single variable. The method of N component Hamiltonian hydrodynamic
reductions reduces the Gibbons–Tsarev system to the sole ODE (see for instance
(14)). Let us consider, for instance, (10). If the hydrodynamic reduction (9) has the
Hamiltonian structure (13), then the moment A0 is a some function of ∆ = Σεna
n.
Thus, the system of nonlinear PDE’s (10) reduces to the ODE (A0)′′ = 0. Thus, indeed
A0 = Σεna
n in accordance with (14).
Thus, the Hamiltonian approach consists of following steps:
1. A “moment decomposition” search for given Poisson bracket (see the previous
section).
2. A transformation to the linear Hamiltonian case.
3. An asymptotic investigation of generating functions of conservation laws.
4. A derivation of the extended Gibbons–Tsarev system in involution describing “in-
tegrable” Hamiltonians and N component hydrodynamic reductions parameterized by N
arbitrary functions of a single variable (see [32]).
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5 Classification of simplest Hamiltonian hydrodynamic
chains
The Kupershmidt Poisson brackets
{Ak, An} = [(k + γ)Ak+n−M∂x + (n+ γ)∂xA
k+n−M ]δ(x− x′), (39)
where M is an arbitrary integer, is a particular case of so-called M–brackets (see [30])
{Ak, An} = [Bk,n∂x + ∂xB
n,k]δ(x− x′),
where the coefficients Bk,n depend on the first k + n −M elements only (if k + n < M ,
then corresponding coefficients are constants). These Poisson brackets are equivalent to
each other under the re-numeration Ak → Ak+s (where s is an appropriate integer). The
case M = 1 was considered in [22], the case M = 0 was considered in [21], the case
M = −1 was considered in [23].
In this section the classification of integrable hydrodynamic chains determined by the
Kupershmidt Poisson brackets (see (39), M = −1 and [23], γ 6= 0)
Ckt1 = [(k + γ)C
k+n+1∂x + (n+ γ)∂xC
k+n+1]
δH¯0
δCn
, k = 0, 1, 2, ...,
where H¯0=
∫
H0(C
0)dx, is given. If the Hamiltonian density H0(C
0) is an arbitrary
function, then the hydrodynamic chain
Ckt1 = γH
′
0(C
0)Ck+1x + (k + 2γ)C
k+1H′′0(C
0)C0x, k = 0, 1, 2, ... (40)
has just the conservation law of the energy
∂t1H0(C
0) = ∂x[γH
′2
0 (C
0)C1].
5.1 The first integrability criterion (extra conservation law)
Conjecture 3: If a hydrodynamic chain has an extra conservation law, then this hydro-
dynamic chain is integrable, i.e. this hydrodynamic chain has infinitely many conservation
laws and commuting flows (see examples in [21]).
Indeed, a second conservation law can be found in the form
∂t1 [f(C
0)C1] = ∂x
[γ
2
f ′(C0)H′0(C
0)(C1)2 + γf(C0)H′0(C
0)C2
]
,
where
3f ′H′′0 = f
′′H′0, (γ + 1)fH
′′
0 = γf
′H′0. (41)
Thus, the integrable hydrodynamic chain (see [23])
Ckt1 =
γ(1− γ)
(1− 2γ)2
(C0)
3γ−1
1−2γ [(1− 2γ)C0Ck+1x + (k + 2γ)C
k+1C0x], k = 0, 1, 2, ... (42)
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is determined by the Hamiltonian density H0 = (C
0)
1−γ
1−2γ in general case (γ 6= −1, γ 6= 1
and γ 6= 1/2). Then the second conservation law density H1 = C
1(C0)
1+γ
1−2γ determines
the first commuting flow
Ckt2 = (1+ γ)(C
0)
1+γ
1−2γCk+2x +
γ(1 + γ)
1− 2γ
C1(C0)
3γ
1−2γCk+1x +
(1 + γ)(k + 2γ)
1− 2γ
Ck+1(C0)
3γ
1−2γC1x
+
1 + γ
1− 2γ
(C0)
5β−1
1−2β [(k + 1 + 2γ)C0Ck+2 +
3γ(k + 2γ)
1− 2γ
C1Ck+1]C0x, k = 0, 1, 2, ...
Remark: These hydrodynamic chains (for the integer valuesM = (1−3γ)/(1−2γ))
were derived in [2] (see also [26]) via the Lax formulation. They are first members of
so-called dispersionless limit of the M−dDym hierarchy. In this paper we recover the
Hamiltonian structure for these hydrodynamic chains. We believe that the Lax formula-
tion is connected with this Hamiltonian structure. However, this is open question.
In particular cases:
if γ = 1, then (H0 = lnC
0, H1 = C
1(C0)−2)
Ckt1 =
1
C0
Ck+1x − (k + 2)C
k+1 C
0
x
(C0)2
, k = 0, 1, 2, ..., (43)
Ckt2 = 2(C
0)−2Ck+2x − 2C
1(C0)−3Ck+1x − 2(k + 2)C
k+1(C0)−3C1x
−2(C0)−4[(k + 3)C0Ck+2 − 3(k + 2)C1Ck+1]C0x, k = 0, 1, 2, ...;
if γ = 1/2, then (H0 = e
C0 , H1 = C
1e3C
0
)
Ckt1 =
1
2
eC
0
Ck+1x + (k + 1)C
k+1eC
0
C0x, k = 0, 1, 2, ..., (44)
Ckt2 =
3
2
e3C
0
Ck+2x +
3
2
C1e3C
0
Ck+1x + 3(k + 1)C
k+1e3C
0
C1x
+3e3C
0
[(k + 2)Ck+2 + 3(k + 1)Ck+1C1]C0x, k = 0, 1, 2, ...;
if γ = −1, then the second conservation law
C1t1 = −∂x[C
2H′0(C
0)].
exists for any Hamiltonian density H0(C
0). Thus, in this case the hydrodynamic chain
Ckt1 = −H
′
0(C
0)Ck+1x + (k − 2)C
k+1H′′0(C
0)C0x, k = 0, 1, 2, ...
is integrable, if the third conservation law
∂t1H2(C
0, C1, C2) = ∂xG2(C
0, C1, C2, C3)
17
exists. Then,
H2 = −
3
2
(C0)1/3C2 −
1
4
(C0)−2/3(C1)2,
G2 = C
3 +
C1C2
3C0
+
(C1)3
27(C0)2
and the integrable hydrodynamic chain is
Ckt1 = −
2
9
(C0)−4/3[3C0Ck+1x + (k − 2)C
k+1C0x], k = 0, 1, 2, ...,
where the Hamiltonian density is H0 = (C
0)2/3.
5.2 The second integrability criterion (generating functions of
conservation laws)
Hydrodynamic reductions of the Hamiltonian chain (42) one can seek with the aid of the
moment decomposition given in the form (31)
Ck =
γ − 1
k + 2γ − 1
N∑
i=1
εi(c
i)
k+2γ−1
γ−1 , (45)
if γ 6= (1−K)/2, where K = 0, 1, 2, ...
Then the corresponding hydrodynamic type system
cit1 = (γ − 1)∂x[(c
i)
γ
γ−1h′0(C
0)] (46)
has the local Hamiltonian structure (13)
cit1 = ∂x[
γ − 1
εi
δh¯0
δci
], (47)
where the Hamiltonian h¯0 =
∫
h0(C
0)dx.
Remark: If γ = (1−K)/2, then
Ck|k 6=K =
1 +K
2(K − k)
N∑
i=1
εi(c
i)
2(K−k)
1+K , CK =
N∑
i=1
εi ln c
i.
For instance, if γ = 1/2 (see (44)), then
C0 =
N∑
i=1
εi ln c
i, Ck = −
1
2k
N∑
i=1
εi(c
i)−2k, k = 1, 2, ...
In such cases the compatibility of the above moment decomposition (45) with the hydro-
dynamic chains (42) and (44) brings to the extra parametric restriction (cf. the previous
sections)
N∑
i=1
εi = 0. (48)
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If γ = 1, then hydrodynamic reductions of the Hamiltonian chain (43)
Ckt1 = H
′
0(C
0)Ck+1x + (k + 2)C
k+1H′′0(C
0)C0x, k = 0, 1, 2, ...
one can seek with the aid of the moment decomposition in the degenerate form (31)
Ck =
1
k + 1
N∑
i=1
εie
(k+1)ci .
Then the corresponding hydrodynamic type system
cit1 = ∂x[
ec
i
C0
] (49)
has the local Hamiltonian structure (cf. (13))
cit1 = ∂x[
1
εi
δh¯0
δci
],
where the Hamiltonian h¯0 =
∫
lnC0dx.
I postulate the existence of the generating function of conservation laws
st1 = (γ − 1)∂x[s
γ
γ−1H′0(C
0)], γ 6= 1; st1 = ∂x
(
es
C0
)
, γ = 1 (50)
obtained from the above hydrodynamic reductions (46) and (49) by the formal replace-
ment ci → s. This is the main ansatz of this Hamiltonian approach (see (36)).
In the same way the generating function of conservation laws for the first commuting
flow can be found
st2 = (γ−1)∂x
(
s
γ+1
γ−1
∂H1
∂C1
+ s
γ
γ−1
∂H1
∂C0
)
, γ 6= 1; st2 = ∂x
(
e2s
(C0)2
− 2
esC1
(C0)3
)
, γ = 1.
The substitution 2+1 quasilinear system
C0t1 = 2γC
1
(
∂H0
∂C0
)
x
+ γ
∂H0
∂C0
C1x, C
1
t1 = (2γ + 1)C
2
(
∂H0
∂C0
)
x
+ γ
∂H0
∂C0
C2x,
C0t2 = 2γC
1
(
∂H1
∂C0
)
x
+ γ
∂H1
∂C0
C1x + (2γ + 1)C
2
(
∂H1
∂C1
)
x
+ (γ + 1)
∂H1
∂C1
C2x
in the compatibility condition (st1)t2 = (st2)t1 yields the couple of equations
(γ + 1)
∂H1
∂C1
∂2H0
∂(C0)2
= γ
∂H0
∂C0
∂2H1
∂C0∂C1
,
∂2H1
∂(C1)2
= 0,
∂H0
∂C0
∂2H1
∂(C0)2
=
∂H1
∂C0
∂2H0
∂(C0)2
+ 2C1
∂2H0
∂(C0)2
∂2H1
∂C0∂C1
,
whose solutions are the same as solutions of the system (41).
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5.3 The third integrability criterion (the Hamiltonian hydrody-
namic reductions)
Suppose the Hamiltonian hydrodynamic chain (40) is integrable. Then its Hamiltonian
hydrodynamic reduction (47) must be consistent with the generating function of con-
servation laws (50), which is a particular case of more general generating function of
conservation laws st = ∂x(V (s)υ) considered in details in [32]. The compatibility condi-
tion ∂i(∂ks) = ∂k(∂is) (written via flat coordinates c
k; see (45)) yields the ODE
γh′0h
′′′
0 = (3γ − 1)h
′′2
0 ,
whose solution h0 = (C
0)
1−γ
1−2γ again (see (41)), where
∂is =
εi(c
i)
γ
γ−1 s
γ
γ−1
(ci)
1
γ−1 − s
1
γ−1
(
γ
γ − 1
h′0
h′′0
+
∑ εk(ck) 2γγ−1
(ck)
1
γ−1 − s
1
γ−1
)−1
.
Since ∂is = −∂iλ/∂sλ (see [31]), the equation of the Riemann surface λ(c; s) can be found
in quadratures
dλ = s−3
∑ εk(ck) 2γ−1γ−1
(ck)
1
γ−1 − s
1
γ−1
ds− s−2
∑ εk(ck) γγ−1
(ck)
1
γ−1 − s
1
γ−1
dck.
Taking into account the moment decomposition (45), the equation of the Riemann surface
can be written in the form
λ =
∞∑
k=0
Cks
1−2γ−k
γ−1 . (51)
Thus, this equation of the Riemann mapping is valid for whole hydrodynamic chain (as
well as for any its hydrodynamic reduction). Indeed,
Theorem 3: The Gibbons equation
λt1 −
γ(1− γ)
1− 2γ
s
1
γ−1 (C0)
γ
1−2γ λx =
∂λ
∂s
[
st1 +
(1− γ)2
1− 2γ
∂x(s
γ
γ−1 (C0)
γ
1−2γ )
]
(52)
connects the Hamiltonian hydrodynamic chain (42) with the Riemann mapping (51) (γ 6=
1, γ 6= 1/2).
Proof : can be obtained by the direct substitution (42) and (51) in (52).
Remark: The Gibbons equation
λt1 −
es
C0
λx =
∂λ
∂s
[
st1 − ∂x(
es
C0
)
]
connects the Hamiltonian hydrodynamic chain (43) with the Riemann mapping
λ =
∞∑
k=0
Cke−(k+1)s.
The Gibbons equation
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λt1 −
eC
0
2s2
λx =
∂λ
∂s
[
st1 + ∂x
(
eC
0
2s
)]
connects the Hamiltonian hydrodynamic chain (44) with the Riemann mapping
λ = − ln s+
∞∑
k=0
Cks2k.
Let us consider two hydrodynamic chains
Ckt =
k+1∑
n=0
F kn (C)C
n
x , C˜
k
t =
k+1∑
n=0
F˜ kn (C˜)C˜
n
x ,
related by the infinitely many invertible transformations
C˜k = C˜k(C0, C1, ..., Ck), k = 0, 1, 2, ... (53)
Theorem 4: The hydrodynamic chain
∂tC
k
(α) =
γ
α
(C0(α))
γ/α−1[αC0(α)∂xC
k+1
(α) + (k + 1− α)C
k+1
(α) ∂xC
0
(α)] (54)
is equivalent to the Hamiltonian hydrodynamic chain (42)
Ckt =
γ
1− 2γ
(C0)
3γ−1
1−2γ [(1− 2γ)C0Ck+1x + (k + 2γ)C
k+1C0x],
where Ck ≡ Ck(1−2γ).
Proof : The hydrodynamic chain (54) satisfies the Gibbons equation (52)
λt − γs
1
γ−1 (C0)γ/αλx =
∂λ
∂s
[st + (γ − 1)∂x(s
γ
γ−1 (C0)γ/α)],
where s = pγ−1 and the Riemann mapping (cf. (51)) is given by
λ =
∞∑
k=0
Ck(α)p
α−k ≡
[
∞∑
k=0
Ckp1−2γ−k
] α
1−2γ
.
Thus, the invertible transformations (53) can be derived from the above formula.
Remark: The hydrodynamic chain (40) is a particular case of three parametric hy-
drodynamic chain (see [31])
Ckt = H
′
0(C
0)Ck+1x + [(αk + 2)C
k+1 + βkCk + γkCk−1]∂xH
′
0(C
0),
determined by the Poisson bracket
{Ck, Cn} = [Bk,n∂x + ∂xBn,k]δ(x− x
′),
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where
Bk,n = (αk + 1)A
k+n+1 + βkAk+n + γkAk+n−1.
This Poisson bracket looks more complicated than (39). The moment decomposition
Ck =
∑∫
V ′
k
i dzi,
where the V (s) satisfies the ODE
2V V ′′ = αV ′
2
+ βV ′ + γ
is more complicated than (45). However, a complexity of the generating function of
conservation laws (see [31]) is the same as in the above example (50)
st = ∂x[h
′(∆)z′(s)],
where the Hamiltonian density can be of three types h(∆) = exp∆, h(∆) = ln∆, h(∆) =
∆ε and function z(s) is given in the implicit form
s =
∫
dz√
2V (z)
.
6 Hydrodynamic chains associated with the Kuper-
shmidt brackets
The method of hydrodynamic reductions was established in [16] (for a description of
solutions of the Benney hydrodynamic chain) and developed in [7] (see also [8]) for a
classification of 2+1 quasilinear systems. In this paper this method is applied to classifi-
cation of integrable hydrodynamic chains (see [21]). The second example is given by the
Hamiltonian hydrodynamic chain
Bkt1 = (1+β)
∂H1
∂B1
Bk+1x +β
∂H1
∂B0
Bkx+(k+1+2β)B
k+1
(
∂H1
∂B1
)
x
+(k+2β)Bk
(
∂H1
∂B0
)
x
, k = 0, 1, ...
associated with the Kupershmidt Poisson bracket
{Bk, Bn} = [(k + β)Bk+n∂x + (n+ β)∂xB
k+n]δ(x− x′). (55)
If the Hamiltonian density H1 is an arbitrary, then this hydrodynamic chain has two
conservation laws only. The conservation law of the momentum
B0t1 = ∂x[(1 + 2β)B
1∂H1
∂B1
+ 2βB0
∂H1
∂B0
− βH1] (56)
and the conservation law of the energy
∂t1H1 = ∂x
[
(1 + β)B2
(
∂H1
∂B1
)2
+ (1 + 2β)B1
∂H1
∂B0
∂H1
∂B1
+ βB0
(
∂H1
∂B0
)2]
.
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Taking into account that this Poisson bracket is reducible by the moment decomposi-
tion (31) (where β → 1/β, γ = 2)
Bk =
β
k + 2β
N∑
i=1
εi(b
i)k/β+2, (57)
the Hamiltonian hydrodynamic chain (see (55))
Bktm = [(k + β)B
k+n∂x + (n+ β)∂xB
k+n]
δH¯m
δBn
, k = 0, 1, 2, ... (58)
reduces to the hydrodynamic type system
bitm = β∂x
(
(bi)1+n/β
∂hm
∂Bn
)
(59)
where H¯m=
∫
Hm(B
0, B1, ..., Bm)dx and hm(b) = Hm|Bk=Bk(b). Thus, a description of
all admissible Hamiltonian densities Hm can be derived from the consistency of the above
hydrodynamic type system and the generating function of conservation laws
qtm = β∂x
(
q1+n/β
∂hm
∂Bn
)
. (60)
Then the above hydrodynamic type system (59) in the Riemann invariants has the form
ritm = (n+ β)(q
i)n/β
∂hm
∂Bn
rix.
In general case the Gibbons–Tsarev system can be derived from the compatibility condi-
tions ∂ti(∂tjq) = ∂tj (∂tiq), where ∂i ≡ ∂/∂r
i (cf. (6))
∂iq =
βq1+n/β∂i(
∂hm
∂Bn
)
(k + β)[(qi)k/β − qk/β]∂hm
∂Bk
,
and from the compatibility conditions ∂i(∂kB
n) = ∂k(∂iB
n), where i 6= k and n =
1, 2, ..., m.
Without lost of generality let us restrict our consideration on the Hamiltonian density
H1(B
0, B1). Then
∂iq =
β
β + 1
q
∂h1/∂B1
∂i(∂h1/∂B
0) + q1/β∂i(∂h1/∂B
1)
(qi)1/β − q1/β
.
The last step before a computation of the compatibility conditions ∂i(∂kq) = ∂k(∂iq)
is the substitution the link (into the above expression for each ∂iq)
∂iB
1 =
(β + 1)(qi)1/β ∂h1
∂B1
− (2β + 1)B1 ∂
2h1
∂B0∂B1
− 2βB0 ∂
2h1
∂(B0)2
(β + 1) ∂h1
∂B1
+ (2β + 1)B1 ∂
2h1
∂(B1)2
+ 2βB0 ∂
2h1
∂B0∂B1
∂iB
0,
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which is a consequence on the first equation of the hydrodynamic chain (see (56)).
The compatibility conditions ∂i(∂kB
1) = ∂k(∂iB
1) imply a last restriction on the
dependence of the Hamiltonian density h1 on B
0 and B1.
The same Gibbons–Tsarev system but written via field variables bk (see (59)) can be
derived from the compatibility conditions ∂i(∂jq) = ∂j(∂iq), where ∂i ≡ ∂/∂b
i and
∂iq =
β
β + 1
(
∑
(bk)1+1/β∂kq − q
1+1/β)∂i(∂h1/∂B
1) + (
∑
bk∂kq − q)∂i(∂h1/∂B
0)
[q1/β − (bi)1/β]∂h1/∂B0
.
Before a substitution of the above expression in the compatibility conditions ∂i(∂kq) =
∂k(∂iq), one must compute Σ(b
k)1+1/β∂kq and Σb
k∂kq. This investigation in details will
be presented elsewhere.
This is a particular case of more general problem: a description of all admissible
functions ψ(B0, B1; q) (i.e. the classification of integrable hydrodynamic chains) deter-
mined by the generating function of conservation laws qt = ∂xψ(B
0, B1; q) (see details
in [32]). However, if the compatibility conditions ∂i(∂kq) = ∂k(∂iq) imply the extended
Gibbons–Tsarev system describing all admissible functions ψ(B0, B1; q) and correspond-
ing N component reductions parameterized by N arbitrary functions of a single variable,
if the compatibility conditions ∂i(∂kq) = ∂k(∂iq) for integrable 2+1 quasilinear systems
like dKP (see [16] and [7]) imply the Gibbons–Tsarev system describing N component
reductions parameterized by N arbitrary functions of a single variable only, the compati-
bility conditions ∂i(∂kq) = ∂k(∂iq) for integrable hydrodynamic chains connected with the
Kupershmidt Poisson bracket reduce the Gibbons–Tsarev system to the sole ODE only.
It means that the advantage of this Hamiltonian hydrodynamic reductions approach in
the application to the Hamiltonian hydrodynamic chains, whose Poisson brackets are re-
ducible, is that the Gibbons–Tsarev system implies just a restriction on the Hamiltonian
density.
Integrable hydrodynamic chains associated with the Kupershmidt Poisson bracket (55)
can be determined by the linear Hamiltonian density H1 = B
1 + f(B0), the quasilinear
Hamiltonian density H1 = g(B
0)B1+ f(B0) and the fully nonlinear Hamiltonian density
H1(B
0, B1).
6.1 The linear Hamiltonian density
The integrability of the hydrodynamic chain determined by the linear Hamiltonian density
H1 = B
1 + f(B0)
Bkt1 = B
k+1
x +
β
β + 1
f ′(B0)Bkx +
k + 2β
1 + β
Bkf ′′(B0)B0x, k = 0, 1, ...
can be examined with the aid of the method of hydrodynamic reductions, where the
generating function of conservation laws is given by (see (60))
qt1 = β∂x
(
q1+1/β + f ′(B0)q
)
. (61)
In this case the Gibbons–Tsarev system can be derived from the compatibility conditions
∂i(∂kq) = ∂k(∂iq) and ∂i(∂kB
1) = ∂k(∂iB
1), where ∂k ≡ ∂/∂r
k and
∂iq =
β
β + 1
q
f ′′(B0)∂iB
0
(qi)1/β − q1/β
, ∂iB
1 = [(qi)1/β −
2β
β + 1
B0f ′′(B0)]∂iB
0.
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The function f(B0) also can be found from the compatibility conditions ∂i(∂kq) = ∂k(∂iq),
where ∂k ≡ ∂/∂b
k and
∂iq =
q
q1/β − (bi)1/β
[∑ bk
q1/β − (bk)1/β
−
β + 1
β
f ′(B0)
f ′′(B0)
]−1
.
The computational result is f ′′′(B0) = 0. Since B0 is a momentum density (see (56)),
one can choose f(B0) = γ(B0)2. Thus, the linear Hamiltonian density H1 = B
1+ γ(B0)2
determines the integrable hydrodynamic chain
Bkt1 = B
k+1
x +
2βγ
β + 1
B0Bkx + 2γ
k + 2β
1 + β
BkB0x, k = 0, 1, ..., (62)
whose generating function of conservation laws is given by (see (61))
qt1 = β∂x
(
q1+1/β + 2γB0q
)
. (63)
This is exactly the Kupershmidt hydrodynamic chain (see [21]) up to scaling Bk →
β+1
2γ
Bk.
6.2 The Miura type and reciprocal transformations
Let us consider two hydrodynamic chains
Ckt =
k+1∑
n=0
F kn (C)C
n
x , B
k
t =
k+1∑
n=0
Gkn(B)B
n
x , k = 0, 1, 2, ...,
related by the infinitely many transformations
Bk = Bk(C0, C1, ..., Ck+1), k = 0, 1, 2, ... (64)
Definition 3: The transformations (64) connecting B−hydrodynamic chain (right)
and modified C−hydrodynamic chain (left) are said to be the Miura type transfor-
mations.
Theorem 5: The hydrodynamic chain (42) is connected with the Kupershmidt hydro-
dynamic chain
Bky = B
k+1
z + (γ − 1)B
0Bkz + (k + 2γ)B
kB0z , k = 0, 1, 2, ... (65)
by the reciprocal transformation
dz = H0(C
0)dx+ γH′
2
0 (C
0)C1dt1, dy1 =
γ(1− γ)
1− 2γ
dt1,
where (1− 2γ)Bk = Ck+1(C0)−1+(k+1)/(1−2γ) (see (64)).
Proof : Can be obtained by a straightforward calculation.
Remark: The generating function of conservation laws (50) transforms in the gener-
ating function of conservation laws for the Kupershmidt hydrodynamic chains (65)
qy =
γ − 1
γ
∂z[(1− 2γ)q
γ
γ−1 + γB0q],
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where the generating function of the Miura type transformations is s = H0(C
0)q.
Thus, if hydrodynamic reductions of the Kupershmidt hydrodynamic chains (M−dMKP
hierarchy, see [2] and [26]) are known, then they can be recalculated to hydrodynamic
reductions of M−dDym hierarchy (see also details in [34]) by the above reciprocal trans-
formation.
The hydrodynamic chains (62), (65) are particular cases of the Kupershmidt hydro-
dynamic chain (see [21])
Bkt = B
k+1
x +
1
ε
B0Bkx + (k + δ)B
kB0x, k = 0, 1, 2, ..., (66)
which are equivalent to each other under an invertible transformation for any fixed value
of the parameter ε (see the theorem below).
Theorem 6: The Gibbons equation
λt − (p
ε +
B0
ε
)λx =
∂λ
∂p
[
pt − ∂x
(
pε+1
ε+ 1
+
B0
ε
p
)]
(67)
describes a deformation of the Riemann mapping
λ = pε(1−δ) + (1− δ)
∞∑
k=0
Bkp−ε(k+δ),
where the coefficients Bk satisfy the Kupershmidt hydrodynamic chain (66).
6.3 Reciprocal transformations and generating functions of con-
servation laws
The classification of integrable hydrodynamic chains associated with the Kupershmidt
Poisson brackets and determined by the quasilinear and fully nonlinear Hamiltonian den-
sities will be given in separate publication. In this sub-section we restrict our consideration
on corresponding generating functions of conservation laws.
Theorem 7: In the quasilinear case the generating function of conservation laws
(see (60))
qt1 = β∂x
(
g(B0)q1+1/β + [g′(B0)B1 + f ′(B0)]q
)
(68)
can be reduced to the linear case iff
g(B0) = (B0 + δ)−(1+1/β).
Proof : An arbitrary reciprocal transformation
dz = Fdx+Gdt, dy = dt (69)
reduces (68) to
py1 = β∂z
(
g(B0)F 1+1/βp1+1/β + [(g′(B0)B1 + f ′(B0))F −G/β]p
)
, (70)
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where the generating function of the Miura type transformations is q = Fp. Since in the
linear case (see (63))
py1 = β∂z
(
q1+1/β + B˜0p
)
, (71)
then g(B0)F 1+1/β = 1, i.e. the function F must be a some function of B0. However, F
is a conservation law density, B0 is a conservation law density (see (56)), then F is a
linear function with respect to B0. Thus, indeed, g(B0) = (B0+ δ)−(1+1/β), where δ is an
arbitrary constant.
The first Miura type transformation is (cf. (70) and (71))
B˜0 = −2δ
β + 1
β
(B0 + δ)−(2+1/β)B1 + (δ − B0)f ′(B0) + f(B0).
Since B˜0 is a conservation law density (see (63)) in the independent variables z, y, the
r.h.s. of the expression
B˜0(B0 + δ) = −2δ
β + 1
β
(B0 + δ)−(1+1/β)B1 + [(δ −B0)f ′(B0) + f(B0)](B0 + δ)
is a conservation law density in the independent variables x, t. However, this r.h.s. must
coincide with the quasilinear Hamiltonian density H1 = g(B
0)B1 + f(B0) up to the
momentum density B0 and an arbitrary constant ε. Thus, we have the ODE of the first
order
−2δ
β + 1
β
f(B0) = [(δ −B0)f ′(B0) + f(B0)](B0 + δ),
whose solution is
f(B0) = (B0 − δ)2+1/β(B0 + δ)−(1+1/β).
Then the quasilinear Hamiltonian density (ξ is an arbitrary constant)
H1 = (B
0 + δ)−(1+1/β)[B1 + ξ(B0 − δ)2+1/β ]
creates an integrable hydrodynamic chain reducible to the Kupershmidt hydrodynamic
chain.
Theorem 8: In the fully nonlinear case the generating function of conservation
laws
qt1 = β∂x
(
q1+1/β
∂H1
∂B1
+ q
∂H1
∂B0
)
(72)
can be reduced to the linear case iff
H1 = [B
1 + ϕ(B0)]
β
2β+1 , (73)
where ϕ(B0) is a some function.
Proof : An arbitrary reciprocal transformation (69) reduces (72) to
py1 = β∂z
[
F 1+1/β
∂H1
∂B1
p1+1/β +
(
F
∂H1
∂B0
−
G
β
)
p
]
.
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This generating function coincides with the linear case if F 1+1/β∂H1/∂B
1 = 1. Since H1
depends on B0 and B1, then the conservation law density F (B0, B1) must be a linear
function with respect to the Hamiltonian density H1 up to the momentum density B
0
and an arbitrary constant δ, which can be removed by shift z → z + εy, where ε is an
appropriate constant. Thus, we have the ODE
(H1)
1+1/β ∂H1
∂B1
= 1,
whose solution is (73) up to an insufficient factor. The function ϕ(B0) can be determined
in the same way as in the quasilinear case, but we avoid this complicated computation in
this paper. Further details can be found in [11]. Nevertheless, we would like to emphasize
that an application of reciprocal transformations to the quasilinear case and moreover
to fully nonlinear case significantly simplifies computations made by the Hamiltonian
hydrodynamic reductions method (see the beginning of this section).
7 Hydrodynamic chains determined by the Kupershmidt–
Manin bracket
In this paper we restrict our consideration on the linear case H2 = A
2/2 + f(A0, A1) in
general. The hydrodynamic chain (34)
Akt = A
k+1
x +
∂f
∂A1
Akx + (k + 1)A
k
(
∂f
∂A1
)
x
+ kAk−1
(
∂f
∂A0
)
x
. (74)
creates the generating function of conservation laws (36)
pt = ∂x
(
p2
2
+
∂f
∂A1
p+
∂f
∂A0
)
, (75)
where p is a some function of all moments A0, A1, A2, ... and “spectral parameter” λ,
which is not introduced yet. If p→∞, the corresponding flux of the generating function
of conservation laws (75) also tends to infinity. One can seek p as the Laurent series in
the form (38)
p = λ− H˜−1 −
H˜0
λ
−
H˜1
λ2
−
H˜2
λ3
− ... (76)
If hydrodynamic chain (74) is integrable, then the infinite series of conservation laws
∂tH˜−1 = ∂x
(
H˜0 +
1
2
H˜2−1 −
∂f
∂A0
)
, ∂tH˜0 = ∂xH˜1,
(77)
∂tH˜k = ∂x
(
H˜k+1 −
1
2
k−1∑
m=0
H˜mH˜k−1−m
)
,
where
H˜−1 =
∂f
∂A1
,
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can be derived by the substitution this series (76) in (75).
Since ∂f/∂A1 is a conservation law density, then ∂f/∂A1 must be a linear function
of conservation law densities A0 and A1 (the Casimir density and the momentum density
of the Kupershmidt–Manin bracket) only. Thus,
f = αA0A1 + β(A1)2 + ϕ(A0),
where α and β are arbitrary constants (a linear term proportional A1 is removed by a
linear change of the independent variable x → x + t const), ϕ(A0) is not determined
function yet (if β 6= 0, the constant α is unessential and can be removed by the shift
αA0 + 2βA1 → 2βA1, see [10] and [27]).
Let us consider sub-cases depending on a different number of such constants.
7.1 The Benney hydrodynamic chain
In the simplest case H˜−1 = const, then the generating function of conservation laws (75)
is (the central term µ const can be removed by a linear change of the independent variable
x→ x+ t const)
µt = ∂x(
µ2
2
+ f ′(A0)).
If the hydrodynamic chain (74)
Akt = A
k+1
x + kA
k−1f ′′(A0)A0x
is integrable, then a substitution of the Laurent series (76)
µ = λ−
H0
λ
−
H1
λ2
−
H2
λ3
− ...
yields the infinite series of conservation laws (77)
∂tH0 = ∂xH1, ∂tHk = ∂x
(
Hk+1 −
1
2
k−1∑
m=0
HmHk−1−m
)
,
where
H0 = f
′(A0).
Since f ′(A0) is a conservation law density, then f ′(A0) must be a linear function of the
conservation law density A0. Thus, one can choose f(A0) = (A0)2/2 up to unessential
constants, which can be removed by the Galilean transformation, a shift and a scaling.
Thus, the first classification result is precisely the Benney hydrodynamic chain (2).
7.2 The mixed modified Benney hydrodynamic chain
Let us consider the most general case when all constants are not vanished. In this case
we replace the notation Ak → Ek. Taking into account that
E0t = ∂x
(
E1 + E0
∂f
∂E1
)
, E1t = ∂x[E
2 + 2E1
∂f
∂E1
+ E0
∂f
∂E0
− f ],
29
one can obtain
H˜0 = 2βE
2 + 4β2(E1)2 + 4αβE0E1 +
α2
2
(E0)2 + 2αE1 + (1 + 2βE0)ϕ′ − 2βϕ
from the first conservation law (77). Since the Hamiltonian density is H2 = E
2/2 +
αE0E1 + β(E1)2+ϕ(E0), then the conservation law density H˜0− 4βH2 must be a linear
function of E0 and E1 only. It means, that H˜0 exists iff the function ϕ satisfies the ODE
of the first order
(1 + 2βE0)ϕ′ − 6βϕ +
α2
2
(E0)2 + γE0 + δ = 0, (78)
where γ and δ are arbitrary constants. Integrating this equation, one can obtain the
Hamiltonian
H¯2 =
∫ [
E2
2
+ αE0E1 + β(E1)2 − 2
β2ε2
3
(E0)3 + (
α2
4β
− βε2)(E0)2
]
dx,
where ε is an arbitrary constant.
Thus, the most general (mixed modified Benney) hydrodynamic chain
Ekt = E
k+1
x +(αE
0+2βE1)Ekx+(k+1)E
k(αE0+2βE1)x+kE
k−1(αE1−2β2ε2(E0)2+(
α2
2β
−2βε2)E0)x.
determined by the Kupershmidt–Manin bracket and the linear Hamiltonian has the gen-
erating function of conservation laws (instead of p we use s for this case)
st = ∂x
(
s2
2
+ (αE0 + 2βE1)s+ αE1 − 2β2ε2(E0)2 + (
α2
2β
− 2βε2)E0
)
.
Remark: The substitution
µ = s+ αE0 + 2βE1
connects the above generating function of conservation laws with the generating function
of conservation laws
µt = ∂x
(
µ2
2
+ A0
)
(79)
for the Benney hydrodynamic chain (2).
If ε = 0, then the above hydrodynamic chain reduces to the twice modified Benney
hydrodynamic chain
Ckt = C
k+1
x + (αC
0 + 2βC1)Ckx + (k + 1)C
k(αC0 + 2βC1)x + kC
k−1(αC1 +
α2
2β
C0)x
connected with the generating function of conservation laws (instead of p we use q for this
case)
qt = ∂x
(
q2
2
+ (αC0 + 2βC1)q + αC1 +
α2
2β
C0
)
.
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Remark: The substitution
µ = q + αC0 + 2βC1
connects the above generating function of conservation laws with the generating function
of conservation laws (79) for the Benney hydrodynamic chain (2), where
H˜0 = 2βC
2 + 2αC1 +
α2
2β
C0 + α2(C0)2 + 4αβC0C1 + 4β2(C1)2.
If β = 0, then the Hamiltonian (see (78))
H¯2 =
∫ (
B2
2
+ αB0B1 −
α2
6
(B0)3 −
γ
2
(B0)2
)
dx
determines the modified Benney hydrodynamic chain (the constant α can be removed by
scaling αBk → Bk, α 6= 0)
Bkt = B
k+1
x + αB
0Bkx + α(k + 1)B
kB0x + kB
k−1(αB1 −
α2
2
(B0)2 − γB0)x
connected with the generating function of conservation laws
pt = ∂x
(
p2
2
+ αB0p+ αB1 −
α2
2
(B0)2 − γB0
)
.
Remark: The substitution
p = µ− αB0
connects the above generating function of conservation laws with the generating function
of conservation laws
µt = ∂x
(
µ2
2
+ A0
)
for the Benney hydrodynamic chain (2), where A0 = 2αB1 − γB0.
7.3 Reciprocal transformations and non-linear cases
In comparison with the previous section the quasilinear caseH2 = g(A
0, A1)A2+f(A0, A1)
has two sub-cases. It is easy to see by an application of the reciprocal transformation
(69) to the generating function of conservation laws (36)
pt = ∂x(g(A
0, A1)p2 + lower order terms).
The modified generating function of conservation laws is
p˜y = ∂z(p˜
2 + lower order terms),
where
g(A0, A1)F 2 = 1.
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If g depends on A0 only, then the conservation law density F is a linear function of the
Casimir density A0. Thus, g = (A0+ δ)−2. If g depends on the both moments A0 and A1,
then the conservation law density F is a linear function of the Casimir and the momentum
densities A0 and A1. Thus, g = (A1 + δ)−2 (a linear term proportional A0 is removed by
a linear change of the independent variable x→ x+ t const; see [10]).
The fully nonlinear case is reducible to the linear case under the reciprocal transfor-
mation (69) if
∂H2
∂A2
F 2 = 1.
Since F is a conservation law density depending on all three moments A0, A1, A2, then F
must be a linear function of the Hamiltonian density H2 up to the momentum and the
Casimir densities, which can be removed by a shift x→ x+ εt, where ε is an appropriate
constant. Thus, the Hamiltonian density
H2 = [A
2 + f(A0, A1)]1/3
determines an integrable hydrodynamic chain. The function f(A0, A1) can be found by
the method of the Hamiltonian hydrodynamic reductions. Further details can be found
in [12]. Nevertheless, we would like to emphasize that the “asymptotic analysis” (see the
beginning of this section) significantly simplifies computations made by the Hamiltonian
hydrodynamic reductions method.
8 Non-Hamiltonian hydrodynamic chains
The hydrodynamic chains associated with the Kupershmidt–Manin Poisson brackets (see
(20) and (21))
Aktm = [kA
k+n−1∂x + n∂xA
k+n−1]
δH¯m+1
δAn
possess the “waterbag moment decomposition” (15), and the corresponding hydrody-
namic reductions are
ait = ∂x
[
m+1∑
n=0
(ai)n
δH¯m
δAn
]
,
where the Hamiltonian H¯m+1 =
∫
Hm+1(A
0, A1, ..., Am, Am+1)dx. The hydrodynamic
chains associated with the Kupershmidt Poisson brackets (58) also possess the waterbag
moment decomposition (57), and the corresponding hydrodynamic reductions are given
by (59).
In the both above cases corresponding hydrodynamic chains linearly depend on the
discrete variable k.
The Hamiltonian approach presented in this paper is useful for non-Hamiltonian hy-
drodynamic chains too. For instance, the deformed Benney hydrodynamic chain (see [10],
cf. (2))
Akt = A
k+1
x + εA
0Akx + kA
k−1A0x, k = 0, 1, ... (80)
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is not Hamiltonian, but still is integrable (at least the Hamiltonian formalism for the
above hydrodynamic chain is unknown). Nevertheless, this hydrodynamic chain has the
same moment decomposition (15)
An =
1
n+ 1
∑
εk(u
k)n+1, (81)
(where Σεm = 0, cf. (48)) as the Benney hydrodynamic chain (2), but a corresponding
generating function of conservation laws is little bit more complicated. The corresponding
hydrodynamic type system
uit = u
iuix + εA
0uix + A
0
x (82)
can be written in the conservative form
ait = ∂x
[(
1
ε
(ln ai − 1) + εA0
)
ai
]
, (83)
where
ai = exp(εui). (84)
Following the Hamiltonian approach, the deformed Benney hydrodynamic chain has the
generating function of conservation laws
pt = ∂x
[(
1
ε
(ln p− 1) + εA0
)
p
]
, (85)
which reduces to the first equation in (4) by ε→ 0 under the substitution
p = exp(εµ).
Theorem 9: The deformed Benney hydrodynamic chain (80) satisfies the Gibbons
equation (cf. (8))
λt − (
1
ε
ln p+ εA0)λx =
∂λ
∂p
(
pt − ∂x
[(
1
ε
(ln p− 1) + εA0
)
p
])
,
where the equation of the Riemann mapping is (7).
Proof : can be obtained by a straightforward substitution (7) and (80) into the above
Gibbons equation.
Corollary: The substitution (81) in the equation of the Riemann mapping (7) yields
again the equation of the Riemann surface (14)
λ = µ−
∑
εk ln(µ− u
k).
Remark: Rational (Zakharov) reductions (of the Benney hydrodynamic chain, see
[37]) can be obtained by a limit from the waterbag reductions (see, for instance, [3]): one
can substitute the series u˜(k) = uk+ υk/εk+wk/(εk)2+ ..., εk →∞ to the particular case
of the waterbag reduction
λ = µ−
N∑
k=1
εk ln
µ− u˜k
µ− uk
.
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The same result can be obtained by a straightforward substitution the corresponding
moment decomposition (17)
Ak =
N∑
n=1
(un)kυn (86)
to the deformed Benney hydrodynamic chain. The corresponding hydrodynamic type
system (cf. the second equation below with (82))
υkt = ∂x(u
kυk) + εA0υkx, u
k
t = ∂x
(
(uk)2
2
+ A0
)
+ εA0ukx
can be written in the conservative form (can be obtained directly from (85) by substitution
series p(k) → ak + bkλ+ ...; cf. (83) and the first equation from the system below)
ait = ∂x
[(
1
ε
(ln ai − 1) + εA0
)
ai
]
, bit = ∂x
[(
1
ε
ln ai + εA0
)
bi
]
,
where ai = exp(εui) (cf. (84)) and bi = ευi exp(εui).
9 The Zakharov hydrodynamic reductions
Let us consider the integrable hydrodynamic chain (see [21])
Ckt = C
k+1
x + C
0Ckx + (αk + β)C
kC0x + γkC
k−1[C1 +
β − α− γ
2
(C0)2]x, k = 0, 1, 2, ...
This chain does not possess waterbag hydrodynamic reductions given by the moment
decomposition (81). However, the Zakharov hydrodynamic reductions (86) exist if a
hydrodynamic chain has a linear dependence with respect to the discrete variable k.
Thus, the corresponding hydrodynamic reduction is
uit = u
iuix + C
0uix + αu
iC0x + γ[C
1 +
β − α− γ
2
(C0)2]x,
υit = u
iυix + υ
iuix + C
0υix + βυ
iC0x,
where Ck = Σ(ui)kυi. Introducing the new field variables
ai = (ui − γC0)
γ+1
γ+α ,
the first N equations can be written in the conservative form
ait = ∂x
(
γ + 1
2γ + α + 1
(ai)
2γ+α+1
γ+1 + (γ + 1)C0ai
)
.
Thus, the generating function of conservation laws
pt = ∂x
(
γ + 1
2γ + α + 1
p
2γ+α+1
γ+1 + (γ + 1)C0p
)
(87)
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is obtained by the replacement ai → p. Substituting the Taylor expansion p(k) → ak +
λbk + ..., where λ is a local parameter, one obtains the second N conservation laws
bit = ∂x
[(
(ai)
γ+α
γ+1 + (γ + 1)C0
)
bi
]
,
where bi = (ai)
1−β
γ+1υi.
Remark: The Kupershmidt hydrodynamic chain (66) (see [21]) has the generating
function of conservation laws (see (67))
pt = ∂x
(
pε+1
ε+ 1
+
B0
ε
p
)
. (88)
Thus, (comparing (87) and (88)) we conclude that both above hydrodynamic chains are
equivalent under invertible transformations Bk = Bk(C0, C1, ..., Ck), k = 0, 1, 2, ..., where
ε =
γ + α
γ + 1
, δ =
β + γ
γ + α
.
Explicit expressions can be found by the comparison two series
∞∑
k=0
Bk
pk+1
= (γ + α)
∞∑
k=0
Ck
(p+ γC0)k+1
,
where the equation of the Riemann surface is given by
λ = p
α−β
γ+α
[
1 + (α− β)
∞∑
k=0
Ck
(p+ γC0)k+1
]
.
Then the moments Bk can be written explicitly via the field variables ai and bi in the
form (cf. (17))
Bk = (γ + α)
N∑
i=1
(ai)
(γ+α)k+β−1
γ+1 bi.
10 Conclusion
At this moment several very powerful approaches are appropriate in the theory of classi-
fication of integrable hydrodynamic chains. These are the symmetry approach (see [27]),
the method of hydrodynamic reductions (see [7], [16]), the method of pseudo-potentials
(see [7], [36]), the tensor approach ([10]).
However, this Hamiltonian approach (based on the concept of the Hamiltonian hy-
drodynamic reductions) in most cases allows to check integrability and classify integrable
hydrodynamic chains avoiding symbolic software. Moreover, this method simultaneously
allows to construct infinitely many particular solutions parameterized by arbitrary con-
stants in the explicit form.
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