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Abstract—In this paper, we analyze the computational chal-
lenges in implementing particle ﬁltering especially to video
sequences. Particle ﬁltering is a technique used for ﬁltering
non-linear dynamical systems driven by non-Gaussian noise
processes. It has found wide-spread applications in detection,
navigation and tracking problems. Although, in general, particle
ﬁltering methods yield improved results, it is difﬁcult to achieve
real time performance. In this paper, we analyze the compu-
tational drawbacks of traditional particle ﬁltering algorithms,
and present a method for implementing the particle ﬁlter using
the Independent Metropolis Hastings sampler, that is highly
amenable to pipelined implementations and parallelization. We
analyze the implementations of the proposed algorithm, and in
particular concentrate on implementations that have minimum
processing times. It is shown that the design parameters for the
fastest implementation can be chosen by solving a set of convex
programs. The proposed computational methodology was veriﬁed
over a cluster of PCs for the application of visual tracking.
We demonstrate a linear speedup of the algorithm using the
methodology proposed in the paper.
Index Terms—Particle Filter, Resampling, MCMC, Auxillary
variable, Design Methodologies, Visual Tracking
I. INTRODUCTION
Filtering is the problem of estimation of an unknown
quantity, usually referred to as state, from a set of observations
corrupted by noise, and has applications to a broad spectrum
of real-life problems including GPS navigation, tracking etc.
The speciﬁc nature of the estimation/ﬁltering problem depends
greatly on the state we need to estimate, the evolution of the
state with time (if any) and the relation of this state to the
observations and the sources of noise. Generally, analytical
solutions for estimation are possible in constrained and special
scenarios. For example, Kalman ﬁltering [1] is an optimal
analytic ﬁlter when the models are linear and the corrupting
noise processes are Gaussian. For non-linear systems driven
by non-Gaussian processes, the extended Kalman ﬁlter or the
iterated extended Kalman Filter are used as approximations to
the optimal ﬁltering scheme. Another popular tool for solving
the inference problems for non-linear systems is particle
ﬁltering [2], [3].
Particle ﬁltering has been applied to a wide variety of
problems such as tracking, navigation, detection [4], [5] and
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video based object recognition. This generality of particle
ﬁlters comes from a sample (or particle) based approximation
of the posterior density of the state vector. This allows the
ﬁlter to handle both the non-linearity of the system as well
as the non-Gaussian nature of noise processes. However,
the resulting algorithm is computationally intensive and as a
results, the need for efﬁcient implementations of the algorithm,
tuned speciﬁcally towards hardware or multi-processor based
implementations.
Many methods for algorithmic and hardware implementa-
tions of particle ﬁltering have been proposed in the literature.
The authors of [6] identify resampling algorithms as the
main computational step in the algorithm that is completely
independent of the underlying application. They also propose
new resampling algorithms that reduce the complexity of hard-
ware implementations. Architectures for efﬁcient distributed
pipelined implementations using FPGAs have been proposed
in [7]. A detailed analysis of the basic problem, addressing
many hardware and software issues can also be found in [8],
[9].
The resampling algorithms presented in the above references
are modiﬁcations of the basic systematic resampling algorithm
presented in [10], which by itself creates bottle-necks in a
streamlined implementation. In [11], the authors propose a
methodology to overcome this limitation by rederiving the
basic theory, with an alternate resampling algorithm which is
similar to the Monte Carlo Markov Chain (MCMC) Tracker
for interacting targets in video presented in [12]. There have
been a number of resampling schemes that have been proposed
in the literature. Liu and Chen [13] list and compare a number
of such schemes. Of sufﬁcient interest and relevance are the
so called Local Monte Carlo Methods that are described in
[13].
A. Motivation
Speciﬁcally, this paper analyzes the computational chal-
lenges in the implementations of particle ﬁlters, and provides
a general design methodology for particle ﬁltering using
pipelining and parallelization; these are constructs that are
commonly used in both hardware and multi-processor based
systems.
Particle ﬁltering involves three main modules: proposition,
weight evaluation and resampling modules. Standard imple-
mentations of particle ﬁltering typically use what is commonly
known as systematic resampling (SR). Systematic resampling
poses a signiﬁcant challenge for pipelined implementations2
as it can only begin when all the weights are computed
at the weight computation stage, and the cumulative sum
of the weights is available. This means that any pipelined
implementation would start the resampling only after all the
weights are computed. This increases the latency of the whole
implementations.
In this paper, we present algorithmic and implementation
schemes for particle ﬁlters for speeding up the basic com-
putations, thereby making particle ﬁltering-based solutions
amenable to real time constraints. We demonstrate a com-
putational methodology where the need for the knowledge
of cumulative sum of weights is removed. This implies that,
in contrast to traditional particle ﬁltering implementation,
the proposed approach does not suffer any bottlenecks in
pipelining. Further, this allows us to speedup the ﬁlter and
reduce its latency through pipelining and parallelization. We
further demonstrate the performance of these implementations
using a cluster of PCs. This allows us to achieve speedups that
are linear in the number of cluster nodes.
B. Speciﬁc Contributions
This paper address the computational challenges in hard-
ware and multi-processor implementations of particle ﬁlters.
In this regard, we make the following contributions.
1) Algorithmic Enhancements: In order to avoid the SR
step, we propose the use of the independent Metropolis
Hastings algorithm [14] for resampling. We show that
this algorithmic modiﬁcation is much more amenable to
pipelining and parallelization.
2) Auxiliary Particle ﬁltering: Further, we show that
many of the problems associated with the proposed
methodology can be further reduced with the use of
auxiliary particle ﬁlters [15]. This allows for complete
freedom in the choice of proposal density, which could
be an important design issue.
3) Minimum Time Implementations: We present
pipeline-able and parallel architectures for implementing
the proposed algorithm. We formulate a set of convex
programs for obtaining the design speciﬁcation of the
fastest implementation of the algorithm. We also prove
that given a constraint on the execution speed of the
algorithm, the minimum resources required for the
implementation can be formulated as a convex program.
4) We analyze the pipelining and parallelizability of the
proposed implementation using a cluster of PCs for
tracking a vehicle in a video stream. We achieve
speedups in computation that are linear in the number
of cluster nodes.
The rest of the paper is organized as follows. We ﬁrst
present the traditional particle ﬁltering algorithm in section
II. In section III, we present the MCMC sampling theory and
use it to propose a computational methodology in Section IV.
Section V analyzes the implementations using the proposed
methodology. Finally, in section VI, we demonstrate the per-
formance of the proposed implementations for the problem of
tracking in videos using a cluster of PCs.
II. PARTICLE FILTERING
In particle ﬁltering, we address the problem of Bayesian
inference for dynamical systems. Let X  Rd and Y  Rp
denote the state space and the observation space of the system
respectively. Let xt 2 X denote the state at time t, and yt 2 Y
the noisy observation at time t. We model the state sequence
fxtg as a Markovian random process. Further we assume that
the observations fytg to be conditionally independent given
the state sequence. Under these assumptions, the system is
completely characterized by the following:
 p(xtjxt 1): The State transition probability density func-
tion, describing the evolution of the system from time
t 1 to t. Alternatively, the same could be described with
a state transition model of the form xt = h(xt 1;nt),
where nt is a noise process.
 p(ytjxt): Observation likelihood density, describing the
conditional likelihood of observation given state. As
before, this relationship could be in the form of an
observation model yt = f(xt;!t) where !t is a noise
process independent of nt.
 p(x0): The prior state probability at t = 0.
Given statistical descriptions of the models and noisy ob-
servations, we are interested in making inferences about the
state of the system at current time. Speciﬁcally, given the
observations till time t;y1:t = fy1;:::;ytg, we would like to
estimate the posterior density function t = p(xtjy1:t). With
the posterior, we aim to make inferences I(ft) of the form,
I(ft) = Et[ft(xt)] =
Z
ft(xt)p(xtjy1:t)dxt (1)
where ft is some function of interest. An example of such an
inference could be the conditional mean, where ft(xt) = xt.
Under Markovian assumption on the state space dynamics
and conditional independence assumption on the observation
model, the posterior probability is recursively estimated using
the Bayes Theorem
p(xtjy1:t) =
p(ytjxt)
R
p(xtjxt 1)p(xt 1jy1:t 1)dxt 1
p(ytjy1:t 1)
(2)
Note that, there are no unknowns in (2) since all terms are
either speciﬁed or computable from the posterior at the previ-
ous time step. The problem is that this computation (including
the integrations) need not have an analytical representation.
However, foregoing the requirement for an analytic solution,
particle ﬁltering approximates the posterior t with a discrete
set of particles or samples fx
(i)
t gN
i=1 with associated weights
fw
(i)
t gN
i=1 suitably normalized so that
PN
i=1 w
(i)
t = 1. The
approximation for the posterior density is given by
^ t(xt) =
N X
i=1
w
(i)
t xt

x
(i)
t

(3)
where xt() is the Dirac Delta function centered at xt. The
set St = fx
(i)
t ;w
(i)
t gN
i=1 is the weighted particle set that
represents the posterior density at time t, and is estimated
recursively from St 1. The initial particle set S0 is obtained
from sampling the prior density 0 = p(x0).3
We ﬁrst discuss the so called importance function
g(xtjxt 1yt), an easy to sample function whose support
encompasses that of t. The estimation of I(ft), as deﬁned in
(1) can be recast as follows,
I(ft) =
R
ft(xt)
p(xtjy1:t)
g(xtjxt 1yt)g(xtjxt 1yt)dxt
=
R
ft(xt)w(xt)g(xtjxt 1yt)dxt
(4)
where w(xt) is deﬁned as the so called importance weight,
wt =
p(xtjy1:t)
g(xtjxt 1yt)
(5)
Particle ﬁlters sequentially generate St from St 1 using the
following steps,
1) Importance Sampling: Sample x
(i)
t 
g(xtjx
(i)
t 1yt);i = 1;:::;N. This step is also called the
proposal step and g() is sometimes called the proposal
density.
2) Computing Importance Weights: Compute the unnor-
malized importance weights ~ w
(i)
t ,
~ w
(i)
t = w
(i)
t 1
p(ytjx
(i)
t )
g(x
(i)
t jx
(i)
t 1yt)
; i = 1;:::;N: (6)
3) Normalize Weights: Obtain the normalized weights
w
(i)
t ,
w
(i)
t =
~ w
(i)
t
PN
j=1 ~ w
(j)
t
; i = 1;:::;N: (7)
4) Inference Estimation: An estimate of the inference
I(ft) is given by
^ IN(ft) =
N X
i=1
ft(x
(i)
t )w
(i)
t (8)
This sequence is performed for each time iteration to get
the posterior at each time step. A basic problem that the above
algorithm suffers from is that, after a few time steps, all im-
portance weights except a few go to zero. These weights will
remain at zero for all future time instants (as a result of (6)),
and do not contribute to the estimation of ^ IN(ft). Practically,
this degeneracy is undesirable and is a waste of computational
resource. This is avoided with the introduction of a resampling
step. Resampling essentially replicates particles with higher
weights and eliminates those with low weights. This can be
done in many ways. [2], [10], [16] list many resampling
algorithms. The most popular one, originally proposed in [2],
samples N particles from the set fx
(i)
t g (samples generated
after proposal) according to the multi-nomial distribution with
parameters w
(i)
t to get a new set of N particles ~ St. The next
iteration uses this new set ~ St for sequential estimation. We
discuss some additional sampling algorithms in II-B.
A. Choice of Importance Function
Crucial to the performance of the ﬁlter, is the choice of
the importance function g(xtjxt 1yt). Ideally, the importance
function should be close to the posterior. If we choose
g(xtjxt 1yt) / p(ytjxt)p(xtjxt 1), then we would obtain the
importance weights wt identically equal to 1 and the variance
of the weights would be zero. For most applications, this
density function is not easy to sample from. This is largely
due to the non-linearities in the state transition and observation
models. One popular choice is to use the state transition
density p(xtjxt 1) as the importance function. In this case,
the importance weights are given by
wt / wt 1p(ytjxt) (9)
Other choices include using cleverly constructed approxi-
mations to the posterior density [17].
B. Resampling Algorithms
In the particle ﬁltering algorithm, the resampling step was
introduced to address degeneracies resulting due to the impor-
tance weights getting skewed. Among resampling algorithms,
the SR technique is popularly used. The basic steps of SR [16]
are recounted below.
 For j = 1;:::;N
1) Sample J  f1;:::;Ng, such that Pr[J = i] =
a(i), for some choice of fa(i)g.
2) The new particle ~ x
(j)
t = x
(J)
t and the associated
weight is ~ w
(j)
t = w
(J)
t =a
(J)
t .
 The resampled particle set is ~ St = f~ x
(i)
t ; ~ w
(i)
t gN
i=1.
If a(i) = w
(i)
t the resampling scheme is the one used in [2].
Other choices are discussed in [16].
Particle ﬁltering algorithms that use Sequential Importance
Sampling (SIS) and SR are collectively called SISR algo-
rithms. Computationally, SR is a tricky step, as it requires
the knowledge of the normalized weights. Resampling based
on SR cannot start until all the particles are generated
and the value of the cumulative sum is known. This is the
basic limitation that we overcome by proposing alternative
techniques.
III. INDEPENDENT METROPOLIS HASTINGS ALGORITHM
In this section, we introduce Monte Carlo sampling tech-
niques, discuss in detail the Metropolis Hastings Algorithms
and its derivative, the Independent Metropolis Hastings Algo-
rithms [14]. Further, we “redesign” the basic particle ﬁltering
algorithm using these techniques for sampling.
Particle ﬁltering is a special case of more general MCMC
based density sampling techniques, speciﬁcally suited for dy-
namical systems. The Metropolis Hastings Algorithm (MHA)
[18], [19] is considered the most general MCMC based sam-
pling. Popular samplers such as the Metropolis Sampler [20]
or the Gibbs Sampler [21] are special cases of this algorithm.
The MHA and the particle ﬁlter both address the issue
of generating samples from a distribution whose functional
form is known (upto a normalizing factor) and is difﬁcult
to sample. In this section, we present a hybrid sampler that
uses the sampling methodologies adopted in MCMC samplers
(speciﬁcally, the MHA algorithm) for the problem of esti-
mating posterior density functions. We later show that such
a scheme is computationally more favorable than systematic
resampling.4
A. Metropolis Hastings Algorithm
We ﬁrst present the general theory of MCMC sampling
using the MHA algorithm and then state the conditions un-
der which the general theory ﬁts into the particle ﬁltering
algorithm presented before. The MHA generates samples
from the desired density (say p(x);x 2 X) by generating
samples from an easy to sample proposal distribution, say
q(xjy);x 2 X;y 2 X. MHA produces a sequence of states
fx(n);n  0g, which by construction is Markovian in nature,
through the following iterations.
1) Initialize the chain with an arbitrary value x(0) = x0.
Here, x0 could be user speciﬁed.
2) Given x(n);n  0, generate ^ x v g(jx(n)), where g is
the sampling or proposal function.
3) Accept ^ x with probability (x(n); ^ x) as deﬁned below
(x(n); ^ x) = min

p(^ x)
p(x(n))
g(x(n)j^ x)
g(^ xjx(n))
;1

(10)
That is, for a uniform random variable u v U[0;1]
x(n+1) =

^ x if u  (x(n); ^ x)
x(n) otherwise
(11)
Under mild regularity conditions, it can be shown that the
Markov Chain fx(n)g as constructed by the MHA converges
and has p(x) as its invariant distribution, independent of the
value x0 chosen to initialize the chain [14].
The MHA is used to generate a Monte Carlo Markov Chain
whose invariant distribution is the distribution p(x). However,
there is an initial phase when the chain is said to be in a
transient state, due to the effects of the initial value x0 chosen.
However, after sufﬁcient samples, the effect of the starting
value diminishes and can be ignored. The time during which
the chain is in a transient state is referred to as burn-in period.
This is usually dependent on both the desired function p(x),
the proposal function q(xjy) and most importantly, on the
initial state x0. In most cases, an estimation of this burn-
in period is very difﬁcult. It is usually easier to make a
conservative guess of what it could be. There are heuristics
that estimate the number of burn-in samples (say Nb). Samples
that are in the burn-in period are discarded.
B. Independent Metropolis Hastings Algorithm
The Independent Metropolis Hastings Algorithm (IMHA)
is a special case of the general MHA where the proposal
function q(xjy) is set as q(x). This makes the proposal
function independent of the previously accepted sample in the
chain. This would mean that the acceptance probability (10)
(x(n); ^ x) of a proposal ^ x 2 X with the chain at x(n) 2 X,
(x(n); ^ x) = min

p(x(n))
g(x(n))
g(^ x)
p(^ x)
;1

(12)
The IMH algorithm has strong convergence properties. Un-
der mild regularity conditions, it has been shown to converge
at a uniform rate independent of the value x0 used to initialize
the chain. A study of such convergence properties can be found
in [14], [22].
Both IMHA and SISR are algorithms designed to generate
samples according to a probability density function, with the
SISR suited speciﬁcally to the sequential nature of dynamical
systems. In this regard, the the key difference between the
IMHA and the SISR algorithm lies in the fact that the
SISR algorithm requires the knowledge of cumulative sum
of weights (the term
PN
j=1 ~ w
(j)
t in (7)). This is important as
the cumulative sum can only be computed when the weights
corresponding to the whole particle set is known. Hence,
SR can only begin after all particles are generated and their
weights are computed. In contrast, the IMHA poses no such
bottlenecks. In the next section, we exploit this property to
design a ﬁlter that does not suffer from the bottle-necks
introduced by SR.
IV. PROPOSED METHODOLOGY
The bottlenecks introduced by the SR technique can be
overcome by using the IMHA for resampling. However, there
are some basic issues that needs to be resolved before we
achieve this. To begin with, the generation of particles using
importance sampling works differently for the two algorithms.
Particle ﬁltering allows for the importance function to be
deﬁned locally for each particle. Mathematically, the ith par-
ticle at time t is generated from an importance function,
represented as g(xtjx
(i)
t 1yt), parametrized by x
(i)
t 1. This poses
a problem in the application of IMHA to estimate the posterior,
because the concept of importance functions associated with
each particle does not extend to IMHA. In contrast, the
MHA algorithm requires the importance function to depend
functionally only on the last accepted sample in the chain, and
in the case of the IMHA, the importance function remains the
same.
Given a set of unweighted samples fx
(i)
t 1;i = 1;:::g
sampled from the posterior density p(xt 1jy1:t 1) at time t 1,
we can approximate the posterior by
p(xt 1jy1:t 1) 
1
N
N X
i=1
xt 1(x
(i)
t 1) (13)
where xt 1() is the Dirac Delta function on xt 1. Using (2)
and (13), we can approximate the posterior at time t,
p(xtjy1:t) 
p(ytjxt)
p(ytjy1:t 1)
1
N
N X
i=1
p(xtjx
(i)
t 1) (14)
Sampling from this density can be performed using MHA
or IMHA. The issue of choice of importance function now
arises. The importance function typically reﬂects and exploits
the knowledge of application domain or could be a clever
approximation to the posterior. For this reason, we would
like to reuse the importance function corresponding to the
underlying model.
Keeping this in mind, we propose a new importance func-
tion of the form,
g0(xtjyt) =
N X
i=1
1
N
g(xtjxi
t 1yt) (15)5
Note that g0(xtjy1:t) qualiﬁes to be an importance function
for use in IMHA, given its dependence on only one state
variable. To sample from g0(xtjyt), we need to ﬁrst sample
I v U[1;2;:::;N], and then sample from g(jxI
t 1yt). The
sampling of I can be done deterministically given the ease of
sampling from uniform densities over ﬁnite discrete spaces.
Finally, although the new importance function is functionally
different from the one used in the SISR algorithm, the gener-
ated particles will be identical.
The overall algorithm proceeds similar to IMHA. We
ﬁrst propose particles using the new importance function
g0(xtjy1:t). The acceptance probability now takes the form
(xt; ^ x) = min

w0(^ x)
w0(xt)
;1

(16)
w0(xt) = p(ytjxt)
PN
i=1 p(xtjx
(i)
t 1)
PN
i=1 g(xtjx
(i)
t 1yt)
(17)
Further, if the choice of the importance function were
the same as the state transition model, i.e, g(xtjxt 1yt) =
p(xtjxt 1), then the acceptance probability becomes a ratio
of likelihoods,
(x
(n)
t ; ^ x) = min
(
p(ytj^ x)
p(ytjx
(n)
t )
;1
)
(18)
We can now avoid the systematic resampling of traditional
particle ﬁltering algorithms. The intuition is that we will use
IMHA to generate unweighted particle set/stream from the
desired posterior.
As before, we have an unweighted particle set St 1, that
contains particles approximating the posterior at time t   1,
t 1(xt 1). We aim to estimate an approximation to the
posterior at time t. As before, the algorithm is initialized with
S0 containing samples from the prior p(x0). The main steps
are stated below:
 Importance Sampling (step 1): Generate N + Nb in-
dices J(i);i = 1;:::;N + Nb uniformly from the set
f1;2;3;:::;Ng, where Nb is an estimate of the burn in
period and N is the number of particles required. between
1::N with uniform density.
 Importance Sampling (step 2): From the particle set
St 1 = fx
(i)
t 1;i = 1;:::;Ng at time t 1, propose N +
Nb particles to form the set ^ St = f^ x
(i)
t ;i = 1;:::;N +
Nbg using the rule:
^ x
(i)
t v g(jx
J(i)
t 1yt) (19)
 Compute Importance Weights: For each particle in ^ St,
evaluate the importance weights w0(i)
t ;for each i using
(17).
 Inference: Estimate the expected value of functions of
interest. Compute
^ It(ft) =
PN+Nb
i=1 f(x
(i)
t )w0(i)
t
PN+Nb
i=1 w0(i)
t
(20)
Note that samples discarded during burn-in can still be
used in the computation of (20) as the unnormalized
particle set fx
(i)
t ;w0(i)
t ;i = 1;:::;N + Nbg is still
properly weighted (when normalized) [23].
 MCMC Sampler: Use the IMH sampler to parse
through the set ^ St, to generate a new unweighted set of
particles using the following steps.
1) Initialize the chain with x
(1)
t = ^ x
(1)
t the ﬁrst particle
proposed.
2) for i = 2;:::;N + Nb,
x
(i)
t =
(
^ x
(i)
t ; with prob. (x
(i 1)
t ; ^ x
(i)
t )
x
(i 1)
t ; with prob. 1   (x
(i 1)
t ; ^ x
(i)
t )
(21)
where (;) is the acceptance probability as deﬁned
in (10).
Discarding the ﬁrst Nb samples for burn in, the remaining
N samples form St = fx
(i)
t ;i = Nb + 1;:::;Ng, the
approximation of p(xtjy1:t).
We can now compare the algorithm given above with
the classical SISR discussed in Section II. Note that the
SISR algorithm involves a weight normalization step (equation
(7)). However, the proposed algorithm works with ratios of
unnormalized weights and requires no such normalization.
This allows for the following advantages in the proposed
methodology:
 The IMH sampler works with ratios of importance
weights. This obviates the need for knowledge of nor-
malized importance weights, as we can work with unnor-
malized weights. This allows the IMH sampler to start
parsing through the particles as they are generated, and
not wait for the entire particle set to be generated and
the importance weights computed.
 In contrast, in SISR, the resampling can begin only when
all particles are generated and the cumulative sum or
normalized weights are known.
The ability to resample particles as they are generated allows
for faster implementations. This is analyzed further in section
V.
A. Drawbacks of the proposed Framework
The proposed framework overcomes the drawbacks of the
SISR algorithm by adopting an MCMC sampling strategy
as opposed to the traditional SR technique. However, the
new framework does introduce extra computations that add
to increased overall complexity. We discuss these drawbacks,
and an alternate formulation that can circumvent this issue.
Consider the expression for weight computation, given
in (17). The expression involves computing the summations PN
i=1 p(xtjx
(i)
t 1) and
PN
i=1 g(xtjx
(i)
t 1yt), which require ad-
ditional computation time. The computation of both terms does
not present a severe bottleneck, as it can be easily pipelined.
Further, when the proposal density matches the state transition
model, the terms cancel each other out.
Nonetheless, it is possible to circumvent this problem using
the auxiliary particle ﬁltering paradigm [3], [15].6
B. Auxiliary Particle Filters
Auxiliary particle ﬁltering refers to techniques that extend
the state space of the problem to include a particle index.
Consider the new state space fxt;kg, where k 2 [1;:::;N]
denotes the particle index. The posterior p(xtkjy1:t) is deﬁned
as
p(xtkjy1:t) / p(ytjxt)p(xtjxk
t 1) (22)
Marginalizing (22) over the state k gives the expression in
(14) for p(xtjy1:t).
Let us further assume that we sample the joint space using
a proposal g(xtkjxt 1yt), i.e, (x
(i)
t ;k(i))  g(jxt 1yt). The
unnormalized weights can be constructed as
w
(i)
t =
p(ytjx
(i)
t )p(x
(i)
t jxk
(i)
t 1)
g(x
(i)
t ;k(i))jx
(i)
t 1yt)
(23)
As before, we can resample using an MCMC chain, and
the expression for acceptance probability remains the ratio
of unnormalized weights as given in (10). At the inference
step, we ﬁrst marginalize across the particle index state k.
However, it is easy to see that the marginalization is identical
to discarding the particle index information at each particle,
given the nature of the particle-based representation of the
underlying density. In a nutshell, the use of auxiliary variable
allows us to completely avoid the summation of (17) and the
associated computational cost.
Finally, there exist many choices for the proposal density
in the extended state space. A discussion on this can be found
in [15].
V. IMPLEMENTATION BASED ON PROPOSED
METHODOLOGY
In this section, we present approaches for implementing
the theory presented in section III. We assume that the basic
computational blocks for importance sampling, computation
of importance weight and parsing of particles as per the IMH
algorithm are available. We use these blocks to propose three
implementations: a sequential implementation and two parallel
implementations.
A. Sequential Implementation
Weight Calc St
Estimation Block
Expected Inference
Proposal IMH Chain St−1
Fig. 1. Sequential Implementation
Figure 1 illustrates a straight-forward implementation of the
proposed algorithm. It consists of the following blocks.
Proposal Block: The proposal block takes St 1, the particles
from the previous time step and proposes new particles x
(i)
t
(one particle at a time) by sampling the proposal function.
For the IMHA-based algorithm, this amounts to generating
a uniform number J(i)  U[1;2;:::;N] to randomly pick
one particle from St 1, say fx
J(i)
t 1g. The particle x
(i)
t is
obtained from sampling g(xtjx
J(i)
t 1yt). We assume that this
blocks proposes particle one at a time. When we use the
auxiliary variable framework, this involves sampling both the
state x
(i)
t and the associated particle index state k(i) from a
proposal function g(xtkjxt 1yt).
Weight Calculator: This block is an implementation of (17)
(or (23) when we use auxiliary variables).
IMH Chain: This block is an implementation of (16) in which
the acceptance probability  is calculated for the new particle
and the previously accepted particle. Further, an uniform
random-number u  U[0;1] is generated and if it is smaller
than  then the new particle is retained in St, else the last
accepted particle in the chain is replicated once more.
Inference Estimation Block: This block estimates the infer-
ence function (equation 1). The computation can be performed
in parallel with the IMH chain, and has no effect on the overall
computation.
The characteristics of this basic implementation are as
follows.
 Sequential Processing of Particles: Each block in the
implementation processes one particle at a time. So, to
process Q particles each block needs to run Q times.
Note that, if we need to generate N particles to represent
the posterior density, then we will have to iterate N +Nb
times where Nb is the burn-in period. The last N particles
in the IMH chain is the sample set St.
 Pipelining: By pipelining the blocks, processing in each
block can be made to overlap in time, leading to an
overall increase in the throughput of the system.
 Computation Time: We now estimate the time required
to process Q = N + Nb particles under this implemen-
tation. Let us suppose that the target application is such
that the proposal block can generate one particle every Tp
time units. The weight computation block generates the
weight of a particle in Tw time units, and the IMH chain
process particles once in every Td time units. Further, we
assume that the overall time required to process is not
constrained by the inference block (and therefore ignored
in this analysis). Under this setting, we can compute the
total time required to process Q particles.
The implementation in Figure 1 will take Tp + Tw + Td
time units to produce the ﬁrst particle x
(1
t ). Thereafter, it
will be able to produce one particle every max(Td;Tp;Tw)
time units. The total latency for generating Nb + N particles
would be (Nb + N   1)max(Td;Tp;Tw) + Tp + Tw + Td
time units. This basic sequential implementation can be made
faster by replicating the proposal, weight computation and
the IMH chain blocks. In order to exploit the parallelism
in processing of particles, we present a reﬁnement of the
sequential implementation.
B. Parallel Implementation: Single Chain
Figure 2 illustrates the parallel implementation of the
proposed algorithm. We still retain a single IMH Chain,
though the proposal and the weight computation blocks are
replicated. Having multiple IMH chains introduces additional7
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Fig. 2. Parallel Implementation with a single IMH Chain.
issues involving burn-in in each chain. For this reason, we ﬁrst
restrict ourselves to single chain implementations. We relax
this restriction later in Section V-C. Let the number of proposal
blocks be Rp and the number of weight computation blocks
be Rw. We would like to compute the total time required
to process Q particles as a function of Rp and Rw (and the
latency of the blocks Tp;Tw and Td). Further, we would like
to choose speciﬁc values of Rp and Rw to achieve the smallest
total processing time.
The total computational time is determined by bottlenecks
in processing created due to differing rates of processing
of particles at each stage. The rate at which the proposal
blocks process particles is Rp=Tp, the weight computation
blocks at Rw=Tw and the IMHA blocks at 1=Td. The total
computational time is predominantly dependent on which of
the three rates is the smallest.
1) Case A: Rp=Tp  Rw=Tw  1=Td. : In this scenario,
the proposal blocks have the smallest rate of processing,
followed by the weight computation blocks. Suppose we need
to process Q particles, then the proposal blocks by themselves
will need (Q=Rp)Tp time units to process all particles. The
weight computation and IMHA processing happen in parallel.
Given the quicker processing rate at both weight computation
and IMHA, by the time the last set of Rp particles is processed
at the proposal blocks, all earlier particles have already been
processed through the weight computation blocks. The amount
of time required to process the last set of Rp particles
at the weight computation blocks and the IMHA block is
RpTw=Rw +RwTd. Allowing Rp and Rw to take values over
the real line (and not just positive integers) the total time for
processing A is,
A(Rp;Rw) =
Q
Rp
Tp +
Rp
Rw
Tw + RwTd (24)
We are now interested in computing the values of Rp and
Rw that minimize A, keeping in mind that such solutions
must satisfy the assumptions of Case A. To begin with, we
note that both Rp and Rw take positive values. This allows a
natural change of coordinate frames of the form,
~ Rp = log(Rp)
~ Rw = log(Rw)
(25)
In terms of ~ Rp and ~ Rw, the expression for A can be written
as,
A( ~ Rp; ~ Rw) = QT
  ~ Rp
P + Twe
~ Rp  ~ Rw + Tde
~ Rw (26)
The constraints for the minimization come from the assump-
tions made on the ordering of the rates in Case A.
~ Rp   ~ Rw   log

Tp
Tw

 0
~ Rw   log

Tw
Td

 0
(27)
Finally, Rp and Rw are naturally bounded by the value of
Q. This leads a convex optimization problem with inequality
constraints stated as,
min ~ Rp; ~ Rw A( ~ Rp; ~ Rw) = QTpe  ~ Rp + Twe
~ Rp  ~ Rw + Tde
~ Rw
(28)
~ Rp   ~ Rw   log

Tp
Tw

 0 ~ Rp   logQ  0
~ Rw   log

Tw
Td

 0 ~ Rw   logQ  0
(29)
We now note that the expression for A is convex in both
~ Rp and ~ Rw. Further, the inequality constraint is also convex
in ~ Rp and ~ Rw. One can use a host of techniques [24] designed
speciﬁcally for convex optimization.
2) Case B: Rw=Tw  Rp=Tp;Rw=Tw  1=Td.: Using
a line of reasoning identical to Case A, we can derive an
expression for the amount of time B needed to process Q
particles, as a function of Rp and Rw.
B(Rp;Rw) =
Rw
Rp
Tp +
Q
Rw
Tw + RwTd (30)
We note that a value of Rp greater than Rw is impractical
leading to a constraint on Rp of the form Rp  Rw. As before,
we can recast the set of equations in terms of ~ Rp and ~ Rw (as
deﬁned in (25)) to get the cost and constraint equations.
min ~ Rp; ~ Rw B( ~ Rp; ~ Rw) = Tpe
~ Rw  ~ Rp + QTwe  ~ Rw + Tde
~ Rw
(31)
~ Rw   ~ Rp   log

Tw
Tp

 0 ~ Rw   logQ  0
~ Rw   log

Tw
Td

 0 ~ Rp   ~ Rw  0
(32)
Both the cost function and the inequality constraints are
convex in ~ Rp and ~ Rw.
3) Case C: Rp=Tp  1=Td  Rw=Tw.: In Case C, the
main bottleneck is in the proposal block, followed by the
IMH chain. Accordingly, the total time C for processing of
Q particles is
C(Rp;Rw) =
Q
Rp
Tp + Tw + RpTd (33)8
Using the transformation of variables in (25), we can write
down expressions for both the cost C and the constraints.
min ~ Rp; ~ Rw C( ~ Rp; ~ Rw) = QTpe  ~ Rp + Twe
~ Rp  ~ Rw + Tde
~ Rw
(34)
~ Rp   ~ Rw   log

Tp
Tw

 0 ~ Rp   logQ  0
~ Rw   log

Tw
Td

 0 ~ Rw   logQ  0
(35)
As before, both the cost and the inequality constraints are
convex over ~ Rp and ~ Rw.
4) Case D: 1=Td = min(Rp=Tp;Rw=Tw;1=Td).: The ﬁnal
scenario is when the main bottleneck is at the IMH chain. The
expression for total time D is given as,
D(Rp;Rw) = Tp + Tw + QTd (36)
D is not dependent on the choice of Rp and Rw. So the
whole feasibility set forms the solution set when we optimize
for minimum processing time. For completeness, we again
formulate it as a convex program with the following cost and
constraints.
min ~ Rp; ~ Rw D( ~ Rp; ~ Rw) = Tp + Tw + QTd (37)
  ~ Rp + log

Tp
Td

 0 ~ Rp   logQ  0
  ~ Rw + log

Tw
Td

 0 ~ Rw   logQ  0
(38)
As stated above, in Case D all points in the feasible set
form the solution set.
Depending on the exact location of the bottle neck, it is
possible to have upto 6 different scenarios. However, some of
these scenarios collapse to identical expressions for the total
cost leading to the four cases A through D discussed above.
The expressions for the cost and the associated constraints are
summarized in Table I. We note that each case results in a
convex cost function and convex inequality constraints. This
allows us to design an algorithm for determining the global
minima for total computation time for processing Q particles
given values of Tp, Tw and Td.
1) Given values of Td and Tw, formulate FOUR convex
programs associated with the four cases illustrated in
Table I.
2) Solve each convex program to obtain minimum times
i;min;i 2 fA;B;C;Dg and associated values of ~ Rp
and ~ Rw.
3) Choose the conﬁguration that gives the least total pro-
cessing time.
The above algorithm allows us to obtain design speciﬁca-
tions with minimum processing time given values of Tp, Tw,
Td and Q. Note that the basic computation tools used are
optimization techniques for convex programs. Convex opti-
mization is a well studied problem, and there are techniques
that solve convex programs very efﬁciently and reliably [24].
Further, convex programs have very desirable properties with
respect to local minima. All local minima are also global
minima, and further the set of all local (global) minima form a
convex set themselves. Finally, we note that analytic solutions
to the convex program are highly dependent on the individual
values of Q, Tp , Tw and Td.
It is possible that the four convex program may not have
unique solutions. Ambiguity in choice of Rp and Rw over the
solution set can be resolved, if we have additional considera-
tions such as resource or energy constraints. It is noted that the
set of all solutions to a convex program is also convex [24].
This property could be effectively used to design alternate cost
functions to resolve the ambiguity in the choice of Rp and Rw.
C. Parallel Implementation: Multiple Chains
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Fig. 3. A Parallel Implementation with Multiple IMH Chains.
Figure 3 shows a parallel implementation of the proposed
algorithm with multiple IMH chains. The implementation
basically replicates the structure proposed in Figure 2 multiple
times. This implementation gives speedup proportional to the
number of IMH Chains.
Let P be the number of IMH chains. Under this imple-
mentation, to generate a set St with N particles, each chain
would need to generate only N=P particles, excluding that
required for burn in, leading to a total of Nb +N=P particles
at each IMH chain. Hence, the time required for obtaining
an N-particle set is equal to the time required to process
Nb + N=P particles in the implementation as per Figure 2.
With this, we can easily compute the total time required to
generate St for different scenarios using the same analysis as
before, and restricting the total number of particles per IMH
chain to Nb + N=P.
VI. EXPERIMENTAL VERIFICATION
The design methodologies proposed in this paper were
veriﬁed for two applications: a synthetic example originally
discussed in [2] and for the problem of visual tracking .
The testbed was the UMIACS Red/Blue cluster. The Red
cluster consists of 16 PII (400 MHz) PCs running Redhat
7.3, with each PC having a RAM of 1GB. The Blue cluster
consists of 12 PIII (550Mhz). We used MPICH [25] [26], an
implementation of the Message Passing Interface (MPI) for
communication between threads.
We chose to implement over a multi-processor cluster
framework as the underlying theory applies both to hardware
based design as well as to clusters. In general, MPI has large
overheads; however, such overheads are common and identical9
Case Rate Ordering Cost Constraint
A Rp=Tp  Rw=Tw  1=Td QTpe  ~ Rp + Twe
~ Rp  ~ Rw + Tde
~ Rw
~ Rp   ~ Rw   log

Tp
Tw

 0 ~ Rp   logQ  0
~ Rw   log

Tw
Td

 0 ~ Rw   logQ  0
B Rw=Tw = min(Rp=Tp;Rw=Tw;1=Td) Tpe
~ Rw  ~ Rp + QTwe  ~ Rw + Tde
~ Rw
~ Rw   ~ Rp   log

Tw
Tp

 0 ~ Rp   logQ  0
~ Rw   log

Tw
Td

 0 ~ Rw   ~ Rp  0
C Rp=Tp  1=Td  Rw=Tw QTpe  ~ Rp + Tw + Tde
~ Rp
~ Rp   log

Tp
Td

 0 ~ Rp   logQ  0
  ~ Rw + log

Tw
Td

 0 ~ Rw   logQ  0
D 1=Td = min(Rp=Tp;Rw=Tw;1=Td) Tp + Tw + QTd
  ~ Rp + log

Tp
Td

 0 ~ Rp   logQ  0
  ~ Rw + log

Tw
Td

 0 ~ Rw   logQ  0
TABLE I
EXPRESSIONS FOR TOTAL TIME TAKEN TO PROCESS Q PARTICLES FOR BOTTLENECKS AT VARIOUS STAGES IN THE PIPELINE.
to both SISR as well as the MCMC based schemes. The
conclusions from our experimental observations still remain
the same.
Further, as mentioned earlier, computation of the burn-in
period is a hard problem by itself. However, in sequential
estimation, the proposal density is in general a good guess
of the posterior. In such cases, the adverse effects of burn-in
period are reduced. For the experiments below, we set Nb = 0.
A. Visual Tracking
We implemented the particle ﬁlter based online tracking
algorithm presented in [27] using the Red Cluster. We discuss
the ﬁner details of the ﬁlter and its implementation below.
1) Model Details: We ﬁrst summarize the tracking algo-
rithm, detailing its computational aspects. A typical tracking
example in shown in Figure 4. The models deﬁning the
dynamical system is described below.
 State Space: The state xt is a 6-dimensional vector
(X = R6) deﬁning afﬁne deformations of a rectangular
template.
 State Transition Model: A simple random walk model
with Gaussian noise is used to model the state transition.
xt = xt 1 + nt; nt  N(0;n) (39)
 Observation Model: The frame of the video at time
t forms the observation. The likelihood model p(ytjxt)
involves comparing the appearance model At suitably
deformed by the state xt with the observation yt. The
appearance model employs a mixtures of Gaussians with
three mixtures to model the appearance. Each value of xt
deﬁnes a patch (parallelogram shaped) on the image yt.
Let zt = T(yt;xt) be the patch deﬁned by xt over yt.
Then,
p(ytjxt) = p(ytjxtAt) = p(ztjAt) (40)
 Proposal Density: The algorithm uses the proposal den-
sity to be the same as the state transition model.
2) Implementation Details: An estimate of Tp, Tw and Td
was ﬁrst obtained by running each block over a single PC
many times over and averaging the individual runs.
 Tp = 8s;Tw = 1:1ms;Td = 1s
With this, we can see that the main computational bottleneck
for this particular application is the evaluation of weights. The
weight computation has an unusually large latency, primarily
because it involves retrieval from the memory. Given a particle,
to compute the weight we need to ﬁrst obtain the template
z
(i)
t = T(yt;x
(i)
t ). This involves retrieval of elements from the
memory (containing the current frame). Further, the evaluation
p(z
(i)
t jAt) involves evaluation of the mixture of Gaussian,
which is far more complicated than the simple proposal and
the IMHA blocks. For this reason, we ﬁxed Rp = Rd = 1 and
analyzed the performance of the architecture for various values
of Rw. The implementation of the proposed methodology
over the cluster was as follows. Each block (as shown in
ﬁgure 3) was assigned a cluster node for itself, i.e, a total of
Rp+Rw+Rd cluster nodes were employed, with Rp of them
performing particle proposal, Rw of them computing weights
and Rd, the IMH chains. Communication between these PCs
was performed using MPICH libraries. Holding the values of
Rp and Rw at unity (Rp = 1 = Rd), the tracker was tested
for varying number of weight computation blocks.
For comparison purposes, we also implemented traditional
SISR with the same speciﬁcations as the proposed methodol-
ogy. The main difference was that the node that performed
resampling would now wait till all particles are delivered
from the weight computation blocks before starting the SR
algorithm.
3) Results: The algorithm was used to process 20 frames
of a video sequence, tracking a car. Figure 4 shows typical
tracking results. The ﬁlter was run with 840 and 1680 particles,
with the number of cluster nodes for weight computation Rw
varying from 1 to 6. Rw = 1 corresponds to the sequential
implementation, and Rw > 1 corresponds to the parallel
implementation with a single chain. Under the same setup,
we tried an implementation of SISR, replacing the IMH Chain
with a systematic resampler. The main difference between the
algorithms is that the systematic resampler could begin only
when all particles were processed and the normalized weights
are known.
Figure 5(a) shows the actual time taken (in seconds) to
process 20 frames of video, with 840/1680 particles for the
proposed algorithm and SISR. Note the 1=x-like decay exhib-
ited by the time taken by the proposed algorithm. Figure 5(b)10
Fig. 4. Frames 1,4,8,12,16,20 of the tested set. The output of the tracker is inlaid on top
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Fig. 5. (Left) Actual time (in seconds) taken to process 20 frames, with a ﬁlter of 840 particles, with varying number of R w. (Right) Speedup obtained by
replication of the weight computation node. Note the linear speedup obtained with the proposed algorithm.
shows the speedup of each algorithm when we add more and
more computing nodes. The 1=x-like behavior now translates
to a linear increase in speedup with the number of processing
nodes. The two plots demonstrate the pipelinability of the
proposed algorithm. It can be seen that the speedup tapers-
off as number of cluster nodes increases. This is attributed
to increasing communication delays between the nodes. There
are no standard models for communication delays when using
MPICH. As we use more and more processors, inter-processor
communication becomes the dominant source of delay, and
further parallelization does not help.
B. Synthetic Example
We applied the design methodology and implementation
strategies proposed in this paper for a synthetic example. The
problem speciﬁcations were ﬁrst introduced in [2]. The system
has a scalar state space, i.e, X = R. The state transition model
is deﬁned by
xt = xt 1+
25xt 1
1 + x2
t 1
+8cos(2(t   1))+wt;wt  N(0;10)
(41)
The observation model is given by the equation
yt =
1
20
x2
t + vt; vt  N(0;1) (42)
We could then estimate the times Tp : Tw : Td to be in11
the proportion 19:2 : 1 : 7. For ﬁltering with Q = 840
particles, we can now formulate and solve the four convex
programs. The convex programs were solved using the Mat-
lab’s optimization toolbox. The constraints that are active (the
constraints that are satisﬁed with equality at a feasible point
are called active) at the minima were noted to give a qualitative
interpretation to the result.
Case A: Minimum is achieved with the following two active
constraints.
Rp
Tp
=
Rw
Tw
=
1
Td
(43)
Note that this is the rate balancing condition. The correspond-
ing minimum time is
A;min = QTd + Tp + Tw (44)
Case B: Again the minimum is achieved at the boundary
with the same active constraints.
Rw = Rp
Rw
Tw = 1
Td
(45)
This gives us a minimum time of
B;min = Tp + QTd + Tw (46)
Case C: Note that the cost function is independent of Rw.
The minimum is achieved at the following active constraint.
Rp
Tp
=
1
Td
(47)
giving a minimum time
C;min = QTd + Tw + Tp (48)
Case D: The cost function is constant over the feasible set.
Hence, the minimum time is
D;min = Tp + Tw + QTd (49)
It turns out that all four convex program give the same
minimum time, and this also corresponds to the solution given
when the rates are balanced as in (43). This is interesting as
balanced rates have an intuitive appeal.
We implemented three ﬁlters and tested them on the Red and
Blue clusters. The ﬁrst two ﬁlters were those using SISR and
IMH for resampling, with the proposal density, being same
as the state transition model. The third ﬁlter was based on
auxiliary particles, with a complicated proposal density deﬁned
as follows:
g(xt;kjxt 1yt) / g(xtjx
(k)
t 1yt)g(k)
g(k) = c;
g(jxk
t 1yt)  N(
p
20jytj + ^ x
(k)
tjt 1;1);
where ^ x
(k)
tjt 1;= x
(k)
t 1 +
25x
(k)
t 1
1+(x
k)
t 1)2 + 8cos(2(t   1))
(50)
This particular proposal density samples the auxiliary state
randomly, and mixes the observation with the predicted state
to concentrate more particles near the posterior modes.
Figure 6 shows the actual time for computation and the
achieved speedup with parallelization for the three ﬁlters,
tested on both clusters. We tested the algorithm for varying Rp
as the bottle-neck is initially in the proposal stage. However
for Rp > Tp=Td  3 the bottleneck shifts to the IMH sampler
and further increase in the value of Rp does not produce
any signiﬁcant gains in the overall processing time. This is
reﬂected in the saturation of the plots associated with the
proposed algorithm (IMH) in Figure 6. In contrast, in SISR the
resampling begins only when all the particles are generated.
The overall time for processing does not scale as well. Finally,
auxiliary particle ﬁltering scales linearly with the number of
processing nodes, and offers the best speedup.
The resampling method and the associated implementation
schemes proposed in the paper, allows for a pipeline that is free
of bottle-necks. Further, implementations using the proposed
methodologies show a speedups that increases linearly with
the number of processing nodes utilized. This allows for us to
parallelize the algorithm to achieve the desired runtime rate.
In contrast, implementations based on SISR do not scale that
easily with the number of the processing nodes used.
VII. CONCLUSION
In this paper we address the computational challenges
in implementing particle ﬁlters. We provide a methodology
that uses the Independent Metropolis Hastings sampler. It
is shown that the traditional bottleneck introduced by the
systematic resampler is removed. This allows for a bottle-neck
free pipelined implementation. The proposed algorithm works
independent of the underlying application. Further, by using
the auxiliary ﬁlter paradigm, we obtain an alternate design that
does not suffer (in complexity) in the presence of arbitrary
proposal function. Finally, a set of convex programs is used
to compute the design speciﬁcations in terms of resources
employed in each stage of processing to achieve the minimum
time required to process a certain number of particles. We
validate our propositions using a cluster of PCs for the problem
of visual tracking and show that implementations of the
proposed methodology achieve speedup that is linear with the
number of processing elements.
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