The system of equations
Introduction
Much work has been done in applying the Hardy-Littlewood circle method to find integral solutions to systems of simultaneous equations (see [2] , [3] , [9] , and [11] for examples). In particular, recent progress on Vinogradov's mean value theorem (see [1] , [8] ) has enabled progress on questions of this type. Here we consider the question of solving systems of equations with prime variables, generalizing the Waring-Goldbach problem in the same way existing work on integral solutions of systems of equations generalizes Waring's problem. Following Wooley [11] , we address here the simplest nontrivial case of a quadratic equation and a cubic equation. We find that under suitable local conditions, 13 variables will suffice for us to establish an eventually positive asymptotic formula guaranteeing solutions to the system of equations.
Consider a pair of equations of the form has a solution (x 1 , . . . , x s ) with all x i = 0 (mod p).
then the system has a solution {p 1 , . . . , p s } with all p i prime. Moreover, if we let R(P ) be the number of solutions (p 1 , . . . , p s ), each weighted by (log p 1 ) . . . (log p s ), then we have R(P ) ∼ SP s−5 where S > 0 uniformly over all choices of u 1 , . . . , u s , v 1 , . . . , v s .
In section 8 we give a sufficient condition for (2) to be satisfied, giving us the explicit theorem then the system has a solution {p 1 , . . . , p s } with all p i prime. Moreover, if we let R(P ) be the number of solutions (p 1 , . . . , p s ), each weighted by (log p 1 ) . . . (log p s ), then we have R(P ) ∼ SP s−5 where S > 0 uniformly over all choices of u 1 , . . . , u s , v 1 , . . . , v s .
We use the Hardy-Littlewood circle method to prove these results. Section 2 performs the necessary setup for the application of the circle method: defining the relevant functions and the major arc/minor arc dissection. Section 3 proves a Weyl-type bound needed for the minor arcs by means of Vaughan's identity. Section 4 uses the bound from section 3 and Wooley's work on the corresponding problem over the integers to obtain the necessary minor arc bounds. Section 5 is the circle method reduction to the singular series and singular integral. Section 6 shows the convergence of the singular series and Section 7 shows that it is eventually positive, contingent on the local solvability of the system (1). Section 8 shows sufficient conditions for the solvability of the local system. This depends on a computer check of local solvability for a finite number of primes. Section 9 discusses several techniques which can be employed to improve the efficiency of this computation. Section 10 finishes the proof of Theorem 1.1. Appendix A contains the source code used to run the computations laid out in section 9.
Circle Method Setup
As is standard in the literature, we use e(α) to denote e 2πiα . The letter p is assumed to refer to a prime wherever it is used, and ǫ means a sufficiently small positive real number. Λ and µ are the von Mangoldt and Möbius functions, respectively. We write f (x) ≪ g(x) for f (x) = O(g(x)), and
and g(x) ≪ f (x) hold. When we refer to a solution of the system under study, we mean an s-tuple of prime numbers (p 1 , . . . , p s ) satisfying (1) .
Define the generating function
Thus R(P ) > 0 if and only if there is a solution to the system (1).
We divide the unit square into major and minor arcs. Let A be a constant, whose value will be fixed later. For all P > P (A), where P (A) is a constant depending only on A, and for all q < Q = (log P )
and |β − b/q| ≤ (log P ) A qP 3 . Let the major arcs M be the union of all such M(a, b, q), and let the minor arcs m be the remainder of (R/Z) 2 . We will identify (R/Z) 2 with [0, 1) 2 throughout .
A Minor Arc Bound Sensitive to Multiple Coefficients
Let α α α = (α 1 , . . . , α k ) and let
This section consists of the proof of the following lemma and corollary:
Proof. Take α 2 = α, α 3 = β, and α 1 = 0 in Lemma 3.1, and note that there are trivially ≪ P 1/2 log P prime powers ≤ P which contribute ≪ P 1/2 (log P ) 2 to the sum.
For the proof of Lemma 3.1, we cite some known results on Vinogradov's mean value theorem. Let
We cite the bound J 3,2 ≪ P 3 log P
from [5] (cf. [7] chap. 7 exercise 2) and for s > 6
from [1] . We approach this lemma by means of Vaughan's identity. The purpose is to break the sum n≤P Λ(n)f (n) into sums of two manageable types:
Type I: sums of the form
Type II: sums of the form
with c(k), a(k), b(l), Y , and X not too large. Let X = (log P ) B for some B > 0 to be fixed later. Vaughan's identity gives
where
. Now S 1 is trivial, S 3 and (after some manipulation) S 2 are Type I sums, and S 4 is a Type II sum, so we can bound each sum individually.
First consider S 1 : Since |f (n)| ≪ 1,
where the last bound is a classical result of Chebyshev.
Next we consider S 3 :
and note for future reference that
Interchanging the order of summation:
Now by Dirichlet's theorem on Diophantine approximation, we let |α j −
. Thus
We now need a bound on
By Theorem 5.2 of [7] , we have that it is
Now by (5), J 3,2 (P ) ≪ P 3 (log P ), so
So we have
Next we consider S 2 :
The term in the parentheses is now a Type I sum, so an argument parallel to the argument bounding S 3 above gives:
Finally, we consider S 4 . We begin by splitting into dyadic ranges. Let
Our goal is now to replace the sum over the range l ≤ P/k with one over the range l ≤ P/M. We begin by considering the integral
where R > 0 is a constant. Computing the integral via the residue theorem gives
Integrating by parts gives:
Thus we can support the integrand on [−T, T ] with acceptable error:
We now take R = log(⌊P ⌋ + 1 2 ), x = log(kl), giving us
We now take
, and
We now consider S 4 (M, t). Let b > 6. By Hölder's inequality
Expanding the 2b-th power yields
Collecting terms with the same values of the s j :
by (6). We now substitute this back into the sum above
We now repeat this procedure. By Hölder's inequality
As before, we expand the 2b-th power and collect like terms. Thus
by (6). Substituting this back into the above sum, we obtain
Summing over each of the v j gives
Taking a power of 1/4b 2 , recovering the log P from I(x) and the log P from the number of elements of M, we obtain
Recalling that q j > (log P ) A for some j and X = (log P ) B , this is
for b > 6. Proof of Lemma 3.1: Putting together our estimates for each S i , we obtain
So if we take B > 4b 2 D(D + 4) and A > 6(B + D + 4), we have
Minor Arc Bounds
The necessary bounds on the minor arcs come from Lemma 3.1 and Wooley's work on the corresponding problem over the integers in [11] . Let
Note that by this definition, T r (P ) counts the number of positive integer solutions to x with all x i < P . We cite the bound:
Proof. This is the relevant portion of Theorem 1.3 of [11] .
So we have, for integer r ≥ 6,
Now we consider our minor arcs. We have
for some i. Since s > 12, this is now
Now the integral with the solution {p 1 , . . . , p 6 , } weighted by 12 i=1 (log p i ). Since the number of prime solutions of the system is bounded by the number of integer solutions to the system, which is ≪ P 7 by Theorem 4.1, and
Now by Lemma 3.1,
for E > D(s − 12) − 12.
Major Arc Approximations
On a typical major arc M(a, b, q), let α = a q
qP 3 , and q < (log P ) A . For ease of notation, let
for some positive constant C.
Proof.
where 1 P is the indicator function of the primes. We now apply Abel summation, with the term in square brackets above serving as the coefficient:
Now by the Siegel-Walfisz theorem we have that
So, returning to the main computation:
Summing over all major arcs gives
For clarity of notation, let
So by combining (4), Lemma 3.1, and (15) we have
The singular integral J(Q) is the same as the one Wooley obtains in the corresponding problem over the integers, so by Lemma 7.4 of [11] , there exists a positive constant C such that
6 Convergence of the Singular Series Lemma 6.1. Let (q 1 , q 2 ) = 1. Then
Proof. Each residue class r modulo q 1 q 2 with (r, q 1 q 2 ) = 1 is uniquely represented as
and cq 1 , dq 2 run over all residue classes modulo q 2 , q 1 with (cq 1 , q 2 ) = 1, (dq 2 , q 1 ) = 1 respectively. Thus
Proof. Let (q 1 , q 2 ) = 1. Then
Now a and b can be represented by a 1 q 2 + a 2 q 1 and b 1 q 2 + b 2 q 1 respectively, with 1 ≤ a 1 , b 1 ≤ q 1 , 1 ≤ a 2 , b 2 ≤ q 2 . So we can rewrite our sum as
1 run through complete sets of residue classes modulo q 1 , q 2 , q 1 , q 2 respectively, so we can rewrite the sum as
This is an adaptation of Lemma 8.5 of [4] .
Lemma 6.4. S converges.
By Lemma 6.3 and the fact that there are ≪ p 2k choices for the pair a, b, we have
converges, so
converges.
Positivity of the Singular Series
To show that R(P ) has the desired growth rate, we now need to show that S is positive.
Lemma 7.1. There exists R > 0 such that
for all p ≥ R − 1. Then
We now need only show that for p ≤ C,
to be the number of solutions (x 1 , . . . , x s ) to the simultaneous equations
with (x i , q) = 1 for all i. 
, and a 2 = r 2 (r 1 ,r 2 ,q)
. Then, rearranging according to the value of d, we have
Lemma 7.3. For positive integers t, γ with t > γ,
Proof. This is [10] , Lemma 6.7, with the added observation that
So if a 1 , b 1 ≡ 0 (mod p), then a 2 , b 2 ≡ 0 (mod p). Thus the argument lifts solutions over reduced residue classes modulo p γ to solutions over reduced residue classes modulo p t , so it applies here without modification. 
This lemma is stated here to preserve the flow of the argument. It is proved in sections 8 and 9.
Lemma 7.5. For each prime p,
By Lemmas 7.3 and 7.4, for some positive integer γ,
Proof. This follows directly from (17), Lemma 7.1, and Lemma 7.5.
Solvability of the Local Problem
We now consider the local system
We will prove the following result:
Theorem 8.1. The system
has a solution (x 1 , . . . , x s ) with x 1 = 0 modulo every prime p if 1.
For each prime p at least 7 of the u i , v i are not zero modulo p.
Observe that if the system
has a solution for all u 1 , . . . , u t , v 1 , . . . , v t = 0, then so does the system
for any {i 1 , . . . , i t }, {j 1 , . . . , j t } ⊂ {1, . . . , s}. Also observe that the conditions of Theorem 8.1 guarantee solvability modulo p = 2 and p = 3: p = 2 is immediate and for p = 3, the condition guarantees that the quadratic equation is satisfied, and each term v i x 3 i of the cubic equation can be independently set to 1 or −1, allowing us to set v 1 x 3 1 = V if V ≡ 0 (mod 3) and partition the remainder of {1, . . . , t} into groups of 2 and 3, which can be zeroed by setting them to {1, −1} and {1, 1, 1}.
Thus we have reduced Theorem 8.1 to this lemma:
. . , x s } with x i = 0 (mod p) such that
Proof. Corollary 2F of [6] gives
the computational difficulty of the task into the realm of feasibility, and in Appendix A we provide Sage code for performing the computation. It is worth noting that t = 7 appears to only be required for p = 7. It seems highly probable that t = 5 will suffice for all other primes; however, reducing t to 5 weakens the bound of Lemma 8.3 to requiring us to check all primes less than 1193, which would require more computation than is feasible.
Computational Techniques
First, we note that if every pair U, V modulo p can be represented by the form in t 0 variables, then every pair can be represented by t variables for t > t 0 . So we will start our search with t = 3 and store the forms that represent all pairs (U, V ) of residue classes mod p. We then need only search higher values of t for the forms that failed to represent all pairs of residue classes with a smaller t.
(The methods in this paragraph are closely modeled after those of [9] .) By independently substituting c i x i for each x i , we can assume each x i is either 1 or a fixed quadratic nonresidue c modulo p. As a final optimization, we note that if the form
represents p 2 − 1 of the possible p 2 pairs of residue classes (U, V ) modulo p, then
will necessarily represent all p 2 residue classes, since (u t+1 x 2 t+1 , v t+1 x 3 t+1 ) must represent at least two distinct pairs of residue classes, so
will be solvable for some (u t+1 , v t+1 ). This turns out to be quite useful: a substantial number of forms represent p 2 − 1 pairs of residue classes modulo p.
Using these techniques to minimize the computation needed, running the Sage code in Appendix A verifies that Lemma 8.1 holds for p < 41.
Conclusion
(16) gives us that R(P ) ∼ SP s−5 , and Theorem 7.1 shows that S > 0 uniformly over all u u u, v v v satisfying the conditions of Theorem 1.1 or Theorem 1.2. Thus R(P ) is eventually positive. This can only be true if there is a solution of (1) over the primes, so we can conclude Theorems 1.1 and 1.2.
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