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Anforderungen an zuku¨nftige diensterbringende Sys-
teme sind vor allem Flexibilita¨t, Anpassungsfa¨higkeit
und Ausfallsicherheit. Eine aus der Software- (SW)
Technologie bekannte Technik zur Umsetzung solcher
Anforderungen fu¨r diensterbringende Systeme ist die
Agenten-Technologie. Ziel des Beitrages ist es, Eigen-
schaften der SW-Agentensysteme in Hardware (HW)
umzusetzen. Fu¨r die als HW-Agentensysteme bezeich-
neten diensterbringenden Systeme werden Architektur-
konzepte, deren Bereitstellung und Implementationsva-
rianten beschrieben.
1 Einleitung und Motivation
HW-Agentensysteme weisen entsprechend ihrer Vor-
bilder [1],[3] aus der SW-Technologie Eigenschaften,
wie eine von Benutzereingriffen weitestgehende un-
abha¨ngige Arbeitsweise (Autonomie), das Auslo¨sen von
Aktionen aufgrund eigener Initiativen (Proaktivita¨t),
Reaktionen auf ¨Anderungen der Umgebung (Reakti-
vita¨t) und die Kommunikation mit anderen diensterbrin-
genden Systemen (Interaktivita¨t) auf. Zusa¨tzliche Ei-
genschaften sind die Fa¨higkeit aufgrund zuvor geta¨tigter
Entscheidungen bzw. Beobachtungen zu lernen (Intel-
ligenz) oder eine Arbeitsweise im Agentenverbund als
Multi-Agent-Systeme (MAS). Weitere Klassifikations-
merkmale fu¨r Agentensysteme sind in [1],[3],[4] ange-
geben.
Fu¨r eine Umsetzung der aus der SW-Technologie
bekannten Agenteneigenschaften in HW wurde in [4]
ein Architekturkonzept fu¨r HW-Agentensysteme vor-
gestellt. Abbildung 1 zeigt dieses Konzept einer
modularen HW-Agentenarchitektur. Das fu¨r HW-
Agentensysteme geforderte Optimierungsziel, ein fle-
xibles, anpassungsfa¨higes und ausfallsicheres System
mit mo¨glichst wenig HW-Aufwand zur Verfu¨gung zu
stellen, setzt eine leistungsfa¨hige, modulare und univer-
selle Agentenarchitektur voraus. Zur Umsetzung spezi-
fischer Teile einer solchen Agentenarchitektur eignen
sich vor allem FPGAs (Field Programmable Gate Ar-
ray), da diese die gewu¨nschte Flexibilita¨t und Leis-
tungsfa¨higkeit fu¨r eine Implementation besitzen. Diese
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Abbildung 1: modulares Agentenkonzept
bare Logik (PL) bezeichnet, nehmen zur Ausfu¨hrung
der Agentenfunktionen wie z.B. die Verarbeitung von
Ein- und Ausgaben, Kommunikation, Diagnosefunktio-
nen und Aufgabenverteilung speziell angepaßte Funkti-
onseinheiten oder universelle Prozessorkerne auf. Um
eine gezielte Beeinflussung der FPGA-Konfiguration
und damit der Anpassung des HW-Agentensystems zu
erreichen, wurden in [4] und [5] speziell angepaßte Me-
thoden vorgestellt. Diese Ansa¨tze tragen wesentlich zur
Umsetzung der Selbstorganisations- und Robustheitsan-
forderungen des HW-Agenten bei.
Die weiteren Abschnitte des Beitrages sind wie
folgt organisiert: Abschnitt 2 stellt Mo¨glichkeiten
zur Aufgabenverteilung und Strukturierung von HW-
Agentensystemen vor. Abschnitt 3 beschreibt Im-
plementationsvarianten von Architekturkonzepten. Ei-
ne Konzeption eines Service-Environments fu¨r HW-
Agentensysteme zur ¨Uberwachung, Steuerung, Daten-
haltung und Strukturierung von HW-Agentensystemen
wird in Abschnitt 4 vorgestellt. Einige Schlußfolgerun-
gen werden im Abschnitt 5 diskutiert.
2 Plattform fu¨r HW-Agentensysteme
Die in Abbildung 1 dargestellte programmierbare
Logik-Einheit (PL) dient wesentlich zur flexiblen An-
passung der Agentenarchitektur fu¨r die Umsetzung des
Agentenverhaltens und der Aufgabenverteilung. Dabei
existieren zur Realsierung der Agentenstruktur und Um-
setzung der Aufgaben vielfa¨ltige Mo¨glichkeiten [4].
2.1 Aufgabenverteilung und Strukturierung
In [1],[3],[4] wird eine Zusammenfassung der
vielfa¨ltigen Arbeitsabla¨ufe in Agentensystemen gege-
ben. Zu diesen Arbeitsaufgaben geho¨ren u.a. der Infor-
mationsaustausch mit Menschen, der Systemumgebung
oder anderen Agenten u¨ber die Netzwerkschnittstelle,
Koordinationsmanagement und Aktivita¨tsmanagement,
Umsetzung aktorischer und kognitiver Fa¨higkeiten,
Fa¨higkeiten zur Planung und Planausfu¨hrung und
Mo¨glichkeiten zur ¨Uberwachung und Selbstdiagnose.
Die Abarbeitung der im Agentensystem geforder-
ten Aufgaben erfolgt durch effizient arbeitende HW-
und SW-Lo¨sungen auf parallel angeordneten System-
einheiten. Die Anordnung der Systemeinheiten kann
in unterschiedlichen gleichberechtigten nebeneinan-
derliegenden funktionalen Einheiten als
”
horizonta-
le Agentenarchitektur“ oder aber in verschiedenen




tektur“ organisiert werden. Mischformen beider Archi-
tekturansa¨tze sind fu¨r die Umsetzung von Agentensys-
temen mo¨glich [4].
2.2 Konzepte fu¨r Agentenarchitekturen
Fu¨r die Umsetzung der Agentenarchitektur auf der
programmierbaren Logik-Einheit (PL) des HW-
Agentensystems sind sowohl spezielle Verarbeitungs-
einheiten mit spezifisch festgelegter Funktion oder aber
universelle Recheneinheiten wie beispielsweise Pro-
zessorkerne nutzbar. Entsprechend der Anforderungen
an den HW-Agenten soll eine solche Agentenarchi-
tektur zusammengestellt werden ko¨nnen und nach
Konfiguration der programmierbaren Logik-Einheit fu¨r
Steuerungs- und Datenverarbeitungsaufgaben nutzbar
sein [4],[5].
Ziel ist es, die Umsetzung von Agentenfunktionalita¨t
und Selbstdiagnosefunktionalita¨t unter Verwendung von
Prozessorkernen zu erreichen. Abbildung 2 zeigt ver-
schiedene Mo¨glichkeiten fu¨r unterschiedliche Konfigu-
rationsvarianten von Agentenarchitekturen, wobei die
Bearbeitung der unterschiedlichen Funktionalita¨t sym-
bolisch durch ⊕,,⊗, dargestellt ist .
Durch Abbildung 2a wird ein Ansatz dargestellt, in
welchem die Agentenfunktionalita¨t durch einzelne von-
einander unabha¨ngig arbeitende Prozessorkerne reali-
siert wird. Die Bearbeitung einer spezifischen Agen-
tenfunktion durch mehrere Prozessorkerne ist in Ab-




















































Abbildung 2: Konzepte fu¨r Agentenarchitekturen
dung 2c spaltet einen Prozessorkern fu¨r Steuerungsauf-
gaben bzw. Diagnoseaufgaben ab. Hierdurch ko¨nnen
beispielsweise ¨Uberwachungsfunktion und Selbstdia-
gnosefunktionalita¨t bzw. das Management der Aufga-
benverteilung fu¨r die einzelnen Prozessorkerne realisiert
werden. Der Lo¨sungsansatz in Abbildung 2d a¨hnelt dem
Lo¨sungsansatz in 2c. Hier werden allerdings aufgaben-
spezifische Funktionseinheiten gesteuert bzw. mit Da-
tenstro¨men versorgt. Ein Beispiel fu¨r eine parallele Rea-
lisierung von Steuerfunktionalita¨t und Datenstromverar-
beitung durch Integration aufgabenspezifischer Funkti-
onseinheiten wird in Abbildung 2e angegeben. Prozes-
sorkern und aufgabenspezifische Funktionseinheiten ar-
beiten hier autonom. Eine reine Datenstromverarbeitung
durch aufgabenspezifische Funktionseinheiten zeigt Ab-
bildung 2f.
Zur nachfolgenden weiteren Betrachtung in diesem
Beitrag ist vor allem der Fall in Abbildung 2a fu¨r ei-
ne Implementation interessant. Als Grundlage zur Um-
setzung dieser Architektur dient eine leistungsfa¨hige
RISC-Microprozessor Architektur, welche an die 8-Bit
Atmel AVR-Microprozessor Architektur angelehnt ist.
Basierend auf einer modularen Konzeption lassen sich
verschiedene Agentenarchitekturen individuell zusam-
menstellen und generativ erzeugen.
3 Implementation von HW-Agenten
Ein Ansatz, mo¨glichst flexible HW-Agentensysteme mit
autonomen und selbstregulierenden Eigenschaften zu
gestalten, ist die Bereitstellung und Umsetzung vorher
genannter HW-Agentenarchitekturen unter Verwendung
programmierbarer Prozessorkerne.
3.1 Architekturmerkmale
Basis der vorgestellten HW-Agentenarchitekturen bil-
det ein Prozessorkern A8M mit einer Verarbeitungsbrei-
te von 8 Bit, wobei die Befehlssatzarchitektur der des
Atmel ATmega8/16/32 Microprozessors entspricht [6].
Das Konzept dieses Microprozessors wurde modular
ausgelegt, so daß es mo¨glich ist, die beno¨tigten HW-
Agentenarchitekturen genau den gewu¨nschten Erforder-
nissen anzupassen.
Eine minimale Implementation eines solchen Pro-
zessorkerns besteht aus Steuerwerk, Rechenwerk, Be-
fehlsdekoder, internem Speicher/Registerfile und einem
Ein- und Ausgabeport B. Alle weiteren Komponenten
sind optional entsprechend der gegebenen Anforderun-
gen zuschaltbar.
Merkmale eines voll ausgestatteten A8M sind ei-
ne Taktgeschwindigkeit von 64 MHz, flexible Fest-
legung von bis zu 6 I/O-Ports, Watchdog-Timer, 8
Bit Timer/Counter, UART, Interrupt-Einheit, 8 Bit
ALU mit HW-Multiplizierer, Registerfile mit 32 uni-
versell nutzbaren Arbeitsregistern, 64 I/O-Register und
1952x8 Bit internem Speicher. Zusa¨tzlich wurden Si-
gnale eingefu¨hrt, um eine interne Fehleru¨berwachung
durchfu¨hren zu ko¨nnen. An diese Signale sind Kompo-
nenten zur Fehlersuche und ¨Uberwachung anzuschlie-
ßen, welche die Grundlage von Selbstdiagnosefunk-
tionen des HW-Agentensystems bilden. Abbildung 3
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Nachfolgende Tabelle 1 zeigt eine Gegenu¨berstellung
von Syntheseergebnissen der beiden HW-Agenten-
architekturvarianten fu¨r einen Xilinx Spartan-3
xc3s1000 FPGA.
min. A8M max. A8M
Logic Utilization Used Area Used Area
# of Slices 490 6% 733 9%
# of FlipFlops 114 0% 419 2%
# of 4 input LUTs 921 5% 1374 8%
# of bonded IOBs 40 23% 100 57%
# of BRAM 1 4% 1 4%
# of MULT 18x18 1 4% 1 4%
# of GCLKs 1 12% 2 25%
Tabelle 1: Syntheseergebnisse des A8M-Kerns
3.2 Generative Bereitstellung
Der modulare Entwurf der HW-Agentenarchitektur er-
laubt eine individuelle Zusammenstellung des HW-
Agentensystems. Dadurch sind spezielle Systemanpas-
sungen des HW-Agentensystems an die gegebenen Er-
fordernisse mo¨glich. Um HW-Agentensysteme automa-
tisiert in ihrer Funktion und Struktur anzupassen oder
entsprechend zu kombinieren wurde eine Generator-
Software entwickelt. Abbildung 4 verdeutlicht die Ar-
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Abbildung 4: Generierung der A8M-Architektur
lassen sich die in das HW-Agentensystem zu integrie-
renden Komponenten auswa¨hlen und anschließend zu-
sammenschalten. Funktionen wie z.B. die Aktivierung
interner Testsignale kann ein- bzw. ausgeschalten wer-
den.
Grundlage der Generator-SW bildet die eigens ent-
wickelte Scriptssprache AMB (Agent Model Builder),
welche neben der modularen Anpassung der Entwu¨rfe
auch eine Verarbeitung des Intel HEX-Formates zum
Befu¨llen der Programmspeicher der Microprozessorker-
ne und das Anzeigen der hierarchische Abha¨ngigkeiten
des Entwurfes der HW-Agentenarchitektur ermo¨glicht.
3.3 Selbstdiagnosefunktionen
Um HW-Agentensysteme gegenu¨ber Fehlern
und Systemausfa¨llen robuster zu gestalten ist es
mo¨glich, in die HW-Agentenarchitekturen Test- und
¨Uberwachungskomponenten bei Bedarf einzubin-
den. Diese Test- und ¨Uberwachungskomponenten
ermo¨glichen eine Selbstu¨berwachung und die dadurch
bestehende Mo¨glichkeit zur Einleitung der Selbstrepe-
ratur des HW-Agentensystems. Fu¨r den Anschluß dieser
Komponenten wurden aus dem Prozessorkern spezielle
Test- und Diagnosesignale herausgefu¨hrt. Durch diese
Umsetzungsvariante verla¨uft die Fehleru¨berwachung
und Diagnose parallel zu den fu¨r die Erfu¨llung der
Agentenfunktionen verwendeten Microprozessorker-
nen. Die Testkomponenten realisieren eine Fehlervor-
verarbeitung und stehen in direkter Verbindung mit den
Serviceprozessoren. Die evtl. auftretenden Fehlerer-
gebnisse werden an diese weitergereicht. Vorteil dieser
Verfahrensweise ist die durch die Testkomponenten
realisierte Zwischenschicht (Wrapper) einer abstrakten
Fehlerbehandlung fu¨r die Serviceprozessoren. Abbil-
dung 5 verdeutlicht das Konzept zur Selbstdiagnose
in HW-Agentensystemen, welches aus einem A8M-
Serviceprozessor und vier A8M-Prozessorkernen mit
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Abbildung 5: Prinzip der Selbstdiagnose
Serviceprozessoren
Die Serviceprozessoren sind zentraler Bestandteil
des HW-Agentensystems und werden zur Steuerung
und Selbstdiagnose eingesetzt. Vorzugsweise kom-
men fu¨r Serviceprozessoren die minimierten A8M-
Prozessorkerne zur Anwendung. Sie ko¨nnen einzeln
oder mehrfach in den HW-Agenten eingebunden wer-
den. Eine redundante Auslegung der Serviceprozesso-
ren im HW-Agentensystem macht Sinn und vermin-
dert die Wahrscheinlichkeit von Ausfa¨llen des HW-
Agentensystems. Abbildung 6 zeigt ein Konzept zur
Realisierung zweier sich selbst u¨berwachender Service-
prozessoren.
Reagiert ein HW-Agentensystem aufgrund schwer-
wiegender Systemfehler nicht mehr, dann dienen Ser-
viceprozessoren als wesentliches Hilfsmittel fu¨r die
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Abbildung 6: Diagnose von Serviceprozessoren
Fehlerbehandlung. Diese initiieren ohne Eingriff des
Benutzers die Abarbeitung einer Fehlerroutine. Die
eigentliche Fehlerroutine wird als SW abgearbeitet
und kann somit fu¨r verschiedene Problemfa¨lle in-
dividuell erstellt werden bzw. ist leicht a¨nderbar.
Bezu¨glich der ¨Uberwachungsfunktion sind zwei ver-
schiedene Arbeitsmodi mo¨glich. Eine Mo¨glichkeit
ist eine vollsta¨ndige komplett parallele Arbeitswei-
se der Serviceprozessoren. Die andere Mo¨glichkeit
besteht darin, einen der Serviceprozessoren in den
IDLE-Mode zu versetzen, wa¨hrend der andere die
Systemu¨berwachung u¨bernimmt. Im Fall eines Aus-
falls des u¨berwachenden Serviceprozessors u¨bernimmt
der andere die ¨Uberwachungs- und Diagnosefunkti-
on des HW-Agentensystems. Serviceprozessoren arbei-
ten unabha¨ngig von den A8M-Microprozessoren zur
Ausfu¨hrung der Agentenfunktionalita¨t.
Neben der Realisierung der ¨Uberwachungs- und Dia-
gnosefunktionen werden die Serviceprozessoren auch
noch dazu genutzt, Aufgaben an die zur Realisie-
rung der Agentenfunktionalita¨t vorhandenen A8M-
Prozessorkerne zu verteilen. Dazu wird der zur Abarbei-
tung bestimmte Programmcode in den Programmspei-
cher des jeweiligen A8M-Prozessorkerns durch den Ser-
viceprozessor geschrieben.
Selbsttest: Interrupt Check
Die A8M-Architektur besitzt entsprechend seinem
Vorbild, der Atmel AVR-Architektur Interrupts und
Mo¨glichkeiten zur Interruptbehandlung [6]. Externe In-
terrupts werden an den Pins INT0, INT1 und INT2 aus-
gelo¨st. Durch diese Pins wird eine der ¨Uberwachungs-
und Diagnosefunktionen des A8M-Prozessorkerns reali-
siert.
Duch Auslo¨sen eines Interrupts wird ein internes
Testprogramm mit festgelegtem Ablauf, Ein- und Aus-
gaben gestartet. Die Selbsttestkomponente
”
Interrupt
Check (IC-Komponente)“ ku¨mmert sich selbststa¨ndig
um den Start eines Tests und dessen Auswertung. Ab-
bildung 7 zeigt die Integration dieser Selbsttestkompo-
nente in die A8M-Architektur.
Die IC-Komponente besitzt einen mit 1 MHz getak-
teten Timer, welcher bei Ablauf ein Interruptsignal an








































Abbildung 7: Test durch IC-Komponente
zessor wird der in der IC-Komponente enthaltene Ver-
gleichsspeicher mit Werten der zu erwartenden Tester-
gebnisse und des Timerwertes versorgt. Wird ein neu-
er Test durch die IC-Komponente gestartet, dann wird
zuerst der Timerwert gelesen. Sollte der Test des A8M-
Prozessorkerns la¨nger als die vorgegebene Zeitspanne
dauern, dann wird der Serviceprozessor mit einem Feh-
lerhinweis informiert. Der eigentliche Testablauf la¨uft
so ab, daß die aus dem A8M-Prozessorkern kommen-
den Werte mit den Werten im Vergleichsspeicher der IC-
Komponente verglichen werden. Tritt ein Unterschied
auf, wird das als Fehler interpretiert und wiederum wird
der Serviceprozessor informiert.
Selbsttest: Watchdog Observer
Die im A8M-Microprozesserkern implementierte
Watchdog-Funktionalita¨t stellt fu¨r die Selbsttestkom-
ponente
”
Watchdog Observer (WO-Komponent)“ ein
internes Signal des Watchdog-Reset zur Verfu¨gung.
Abbildung 8 zeigt die Integration dieser Selbsttestkom-





















Abbildung 8: Test durch WO-Komponente
Wird vom A8M-Microprozesserkern ein Watchdog-
Reset veranlaßt, dann folgt ein durch den Watchdog-
Timer ausgelo¨ster globaler Reset des A8M-
Microprozesserkerns. Soll es nicht zum Watchdog-
Reset kommen, dann muß der Watchdog-Timer recht-
zeitig zuru¨ckgesetzt werden. La¨uft der Watchdog-Timer
ab, wird der globale Reset ausgelo¨st.
Die WO-Komponente stellt eine Erweite-
rung der Watchdog-Funktionalita¨t des A8M-
Microprozesserkerns dar. Die WO-Komponente
besitzt einen internen 2 Bit Za¨hler der die ausgelo¨sten
Watchdog-Resets mitza¨hlt. Dieser Za¨hler bewirkt
folgende Ereignisse:
• 2x Watchdog-Reset: veranlassen, daß der Be-
fehlsspeicher neu geladen wird und es erfolgt
nach dem Neuladen ein globaler Reset des A8M-
Microprozesserkerns durch den Serviceprozessor.
• 4x Watchdog-Reset: veranlassen, daß das HW-
Agentensystem neu konfiguriert wird.
Durch die WO-Komponente lassen sich vor allem Sys-
temfehler eingrenzen, welche auf einen internen Feh-
ler in der Reset-Struktur oder auf einen permaneten
Fehler in der Programmstruktur (z.B. Endlosschleife)
zuru¨ckzufu¨hren sind.
Die Funktionalita¨t dieser WO-Komponente ist durch
zusa¨tzliches Auswerten von Za¨hlerereignissen bzw.
durch Erweiterung der Bitbreite des Za¨hlers beliebig er-
weiterbar.
Selbsttest: Module Observer
Eine ¨Uberwachung der internen Steuersignale des A8M-
Microprozesserkerns wird von der Selbsttestkomponen-
te
”
Module Observer (MO-Komponente)“ vorgenom-
men. Abbildung 9 zeigt die Integration dieser Selbsttest-






















Abbildung 9: Test durch MO-Komponente
Die zu u¨berwachenden Signale sind hierbei der Be-
fehlsza¨hler und die der Steuerwerksbefehle und des Re-
chenwerks. Diese Werte werden in einem Trace Fi-
le aufgezeichnet. Es kann 16 Werte aufnehmen und
wird dazu genutzt, um den Fehlerzustand vor der
Fehlerbehandlung auszulesen. Weiterhin wird von der
MO-Komponente kontrolliert, ob die letzten vier Be-
fehlsza¨hler unterschiedlich sind. Sind vier Befehlsza¨hler
gleich, dann kann davon ausgegangen werden, daß sich
der A8M-Microprozesserkern in einer Endlosschleife
befindet. Werden vier gleiche Befehlsza¨hler erkannt,
dann kann die SW im Serviceprozessor entscheiden, wie
der Fehler behandelt wird. Fu¨r die Fehlerbehandlung be-
steht wiederum die Mo¨glichkeit, einen Reset am rele-
vanten A8M-Microprozesserkern auszulo¨sen oder aber
das HW-Agentensystem neu zu konfigurieren.
3.4 Multikernarchitektur
Entsprechend der Abbildung 2 findet eine Umsetzung
der Agentenfunktionalita¨t durch den Einsatz program-
mierbarer Prozessorkerne statt. Um eine mo¨glichst ef-
fektive Arbeitsweise im HW-Agenten zu gewa¨hrleisten,
ist der parallele Einsatz mehrerer A8M-Prozessorkerne
mo¨glich.
Um die Verwendung der entwickelten HW-
Agentenarchitektur deutlich zu machen, zeigt Ab-
bildung 10 ein Implementationsbeispiel bestehend
aus:
• 2x A8M-Microprozesserkern mit jeweils einem
Dual-Port RAM,




• 1x Clock Reset Manager.
Die Anbindung der Selbsttest-Komponenten wurde fu¨r
dieses Implementationsbeispiel willku¨rlich gewa¨hlt. Ei-
ne Einbringung der in Abschitt 3.3 vorgestellten Selbst-
testkomponenten pro A8M-Microprozesserkern wa¨re
ebenfalls mo¨glich. Zur Erho¨hung der Ausfallsicherheit
kann entsprechend der Abbildung 6 ein zweiter Service-





































Die Auswertungen der Selbsttestkomponenten wer-
den direkt an den Serviceprozessor gemeldet, wel-
cher ggf. fu¨r eine Fehlerbehandlung genutzt wer-
den kann. Weiterhin ist der Serviceprozessor fu¨r eine
Aufgabenverteilung innerhalb des HW-Agentensystems
zusta¨ndig. Er la¨dt die Befehlsspeicher des jeweiligen
A8M-Microprozesserkerns. Der Clock Reset Manager
stellt die beno¨tigten Takte und das Systemreset zur
Verfu¨gung.
In Tabelle 2 ist das Syntheseergebnis zur Implemen-
tation auf einem Xilinx Spartan-3 xc3s1000 FPGA der
in Abbildung 10 dargestellten Agentenarchitektur auf-
gezeigt. Das implementierte HW-Agentensystem nimmt
etwa 21% auf der verwendeten programmierbaren Lo-
gik ein. Je nach bestehenden Anforderungen ist bei
Verwendung eines Xilinx Spartan-3 xc3s1000 FPGA
noch genu¨gend Platz fu¨r Erweiterungen durch z.B. Hin-
zufu¨gen weiterer A8M-Microprozesserkerne mo¨glich.
HW-Agentensystem
Logic Utilization Used Area
# of Slices 1633 21%
# of FlipFlops 531 3%
# of 4 input LUTs 3110 20%
# of bonded IOBs 37 21%
# of BRAM 6 25%
# of MULT 18x18 3 12%
# of GCLKs 2 25%
# of DCMs 1 25%
Tabelle 2: Syntheseergebnisse des HW-Agenten
Wird hingegen ein kleinerer Vertreter der Spartan-3 Fa-
milie, der xc3s200 FPGA verwendet, dann wird mit dem
in Abbildung 10 dargestellten HW-Agentensystem ei-
ne Auslastung der programmierbaren Logik um 85%
erreicht. Eine Gegenu¨berstellung des Ressourcenver-
brauchs fu¨r den Xilinx Spartan-3 xc3s1000 und xc3s200
FPGA zeigt Abbildung 11. Gegenu¨bergestellt werden
die Fla¨chenauslastung bzgl. des minimal und maximal
ausgestatteten A8M-Microprozesserkerns, Einzel- und
Dualprozessorsystems und des HW-Agentensystems
entsprechend Abbildung 10. Durch das modulare Kon-
Abbildung 11: Syntheseergebnisse
zept ist eine effiziente Auslastung der programmierba-
ren Logik mo¨glich und das HW-Agentensystem kann




Fu¨r Netzwerke, bestehend aus mehreren HW-
Agentensystemen, bedarf es einer zentralisierten
Verwaltung. Ein solches Managementsystem bewa¨ltigt
Verwaltungs- und Steuerungsaufgaben und soll die
Ausfallsicherheit durch Redundanz erho¨hen.
4.1 Systemkonzept
HW-Agentensysteme, welche nach einem Architek-
turansatz entsprechend der Abbildung 1 implemen-
tiert sind, besitzen durch ihren Netzzugang Verbin-
dung zu anderen HW-Agenten bzw. zu ihrer Um-
welt. Durch die Mo¨glichkeit der Vernetzung beste-
hen vielfa¨ltige Mo¨glichkeiten zur Zusammenarbeit zwi-
schen den HW-Agentensystemen. Fu¨r das Manage-
ment der HW-Agentensysteme und der im Hinblick auf
die mit HW-Agentensystemen in Verbindung stehenden






sys“ (Agent Management System) entwickelt. Abbil-































































































Zu diesen Aufgaben geho¨ren in erster Linie die Verwal-
tung von HW-Agentensystemen in dedizierten Agen-
tennetzwerken. Von den im Netzwerk identifizierten
HW-Agentensystemen sollten ihr Systemstatus (rech-
nend, rechenbereit, blockiert) und ihre jeweilige Sys-
temkonfiguration (z.B Anzahl Ausfu¨hrungseinheiten,
Programm- und Datenspeicher, Kapazita¨t und Typ der
programmierbaren Logik, ... ) bekannt sein. Ausfa¨lle
von HW-Agentensystemen sollten fru¨hzeitig bemerkt
werden, so daß eine Aufgabenumverteilung auf andere
HW-Agentensysteme erfolgen kann.
Um mehreren HW-Agentensystemen eine gemeinsa-
me Aufgabe zur Lo¨sung zu u¨bergeben, ist eine Gruppie-
rung der HW-Agentensysteme mitunter sinnvoll. Durch
die
”
Service Environment“-SW lassen sich solche vir-
tuellen Gruppierungen wie die Bildung von hierarchi-
schen Baumstrukturen (siehe Abbildung 13 a) oder
gleichberechtigten HW-Agentenstrukturen (siehe Ab-
bildung 13 b) erreichen.
b)a)
Abbildung 13: Gruppierungen von HW-Agenten
Ein weiterer wichtiger Punkt ist die Kommunikation
zwischen den HW-Agentensystemen. Damit eine Koor-
dination dieser Kommunikation erfolgen kann, verla¨uft
diese u¨ber die
”
Service Environment“-SW. Die eigent-
liche Kommunikation erfolgt u¨ber eine einfache Script-
sprache.
Durch eine Datenbankanbindung ist es mo¨glich,
die Verwaltung von beispielsweise HW-Agenten-
Konfigurationen, Konfigurationsdaten zur Adaption
der programmierbaren Logik, SW-Programme zur
Abarbeitung auf den Microprozessorkernen und
Ausfu¨hrungspla¨nen zur Lo¨sung bestimmter Aufgaben
vorzunehmen. Auf diese Daten kann durch die
”
Service
Environment“-SW zugegriffen werden und sie sind
dadurch fu¨r alle HW-Agentensysteme verfu¨gbar.
Die
”
Service Environment“-SW wird u.a. zur Ver-
waltung der Konfigurationsdaten und Programmda-
ten verwendet. Entsprechend der von den HW-
Agentensystemen kommenden Anforderungen werden
Konfigurationsdaten fu¨r die programmierbare Logik be-
reitgestellt. Nach der Konfiguration von beispielsweise
Microprozessorkernen kann vom HW-Agentensystem
entspechende SW zur aktuellen Problemlo¨sung angefor-
dert werden.
Neben der Verwaltung und Administration von
HW-Agentensystemen existieren zusa¨tzlich virtuelle
Agentensysteme, welche das Verhalten realer HW-
Agentensysteme nachbilden. Durch den Start mehrerer
solcher virtueller Agentensysteme kann die Zusammen-
arbeit mehrerer Agentensysteme simuliert werden.
Die
”
Service Environment“-SW stellt eine graphische
Benutzerschnittstelle zur Verfu¨gung, u¨ber welche Sta-
tusabfragen, Informationsausgaben und Nutzereingaben
mo¨glich sind.
5 Zusammenfassung und Ausblick
In diesem Beitrag wurde die Implementation von
HW-Agentenarchitekturkonzepten beschrieben. Diese
basieren auf dem A8M-Microprozessorkern, welcher
an die Atmel AVR (Atmega8/16/32) Architektur an-
gelehnt ist. Das HW-Agentenarchitekturkonzept kann
SW-basiert generativ bereitgestellt werden und kann
als Multi-Kern-System arbeiten. Dabei ist eine Tren-
nung der A8M-Microprozessorkern-Funktionalita¨t in
Serviceprozessoren und A8M-Microprozessorkerne zur
Ausfu¨hrung der Agentenfunktionalita¨t mo¨glich. Zur
Erho¨hung der Ausfallsicherheit ko¨nnen in den A8M-
Microprozessorkern zusa¨tzlich unterschiedliche Selbst-
testkomponenten implementiert werden. Fu¨r das Ma-
nagement von HW-Agentensystemen wurde eine in
der Programmiersprache Java erstellte
”
Service En-
vironment“-SW vorgestellt. Diese wird zur Ver-
waltung, ¨Uberwachung und Organisation von HW-
Agentensystemen genutzt.
Zuku¨nftige Arbeiten zielen vor allem auf den
praktischen Einsatz der HW-Agentenarchitektur
ab. Zusa¨tzlich werden weitere Ansa¨tze entwickelt,
welche als Selbsttestkomponenten in den A8M-
Microprozessorkern implementiert werden ko¨nnen.
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