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ABSTRACT
Characterization of steady-state queue length distributions using direct
simulation is generally computationally prohibitive. We develop a fast simu-
lation method by using an importance sampling approach based on a change
of measure of the service time in an M/G/1 queue. In particular, we present
an algorithm for dynamically finding the optimal distribution within the
parametrized class of delayed hazard rate twisted distributions of the ser-
vice time. We run it on a M/G/1 queue with heavy-tailed service time
distributions and show simulation gains of two orders of magnitude over di-
rect simulation for a fixed confidence interval.
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1 Introduction
Obtaining analytical results for the performance of realistic network mod-
els proves to be challenging for even the simplest topologies. As a result,
the only option available to compute estimates of various performance and
robustness metrics such as buffer overflow probability is often simulation.
Because the events of interest often occur with very minute probability, di-
rect Monte Carlo simulation requires prohibitive computational resources
and places challenging requirements on the random number generator.
The difficulties associated with direct Monte Carlo estimation of low
probability events has led to the development of variance reduction tech-
niques such as importance sampling. Importance Sampling is a family of
estimation methods whereby the small probability event is made to happen
much more often in simulation by using a different probability distribution.
The over-estimated probability is then weighed by a likelihood ratio to yield
an unbiased estimate of the probability of interest in the original system
(see figure 1). When applied correctly, importance sampling can decrease
by several orders of magnitude the number of samples required to estimate,
within a specified confidence interval, the probability of an event compared
to direct Monte Carlo simulation1 .
Good importance sampling methods exist for estimating buffer overflow
probabilities in stable GI/GI/1 queues when the inter-arrival times and the
service time distributions have tails that decrease exponentially or faster.
Unfortunately, many real-life networks have been shown empirically to be
'See [10] for example, table II.
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Figure 1: Side by side comparison of a direct Monte Carlo simulation (left)
and an importance sampling one (right). In the direct Monte Carlo simula-
tion, sample points are drawn according to the specified probability distri-
bution, and the maximum likelihood estimate of the probability of the event
(fi = - in this example) is used. Contrast this with the importance sam-
pling simulation where a different probability distribution is used to draw
the sample points, one that makes the event of interest much more likely
to occur. In order for the estimate of the probability to be unbiased, each
occurrence of the event is weighed down by an appropriate likelihood ratio.
much better modeled with polynomially decreasing ("heavy") tails than with
exponential ones [15]. One method, weighted delayed hazard rate twisting,
has been shown to be efficient for simulating M/G/1 systems with heavy
tails, but it requires solving a complicated equation that does not have a
closed form for certain distributions.
Furthermore, provably efficient importance sampling estimators have
been difficult to obtain because of analytical complications introduced when
moving from a single queue in isolation to a network of queues. In this
thesis, we propose a novel adaptive importance sampling algorithm based
on hazard rate twisting where the twisting parameters are estimated dy-
namically during the simulation. We derive bounds for its performance and
compare it with existing methods.
This thesis is organized as follows. In chapter 2, we examine the direct
Monte Carlo simulation method and show that it is prohibitively expensive
for low probability events. We then introduce the method of importance
sampling and the performance criteria used to evaluate importance sam-
pling estimators. In chapter 3, we focus on applying importance sampling
to queuing systems. We present the key results from the literature, includ-
ing the delayed hazard rate twisting estimator for heavy-tailed service time
distributions. We touch upon difficulties faced in transitioning from queues
to networks of queues and present some known results. Finally, in chapter
4, we present the novel adaptive hazard rate twisting algorithm together
with some bounds on its performance. We run an implementation of it
and compare its empirical performance with existing importance sampling
algorithms.
2 Direct Monte-Carlo and Importance Sampling
When modeling systems with complex interactions, it is often the case that
we do not have closed-form expressions for parameters of interest. For ex-
ample in a network of stable interacting queues with known inter-arrival
time and service time distribution, there is no general expression for the
mean waiting time of a customer at any queue. One tool that can give us
answers in these situations is simulation. The premise on which simulation
algorithms are based is the law of large numbers, which can be loosely stated
in this context as: "if we replicate a system enough times and average some
output of that system, our empirical average is likely to be very close to
that output's probabilistic mean."
This statement is purely qualitative and tells us little about the perfor-
mance of our simulation so that we cannot readily compare one simulation
method to another. The purpose of this chapter is to build an analytical
framework rigorous enough to enable us to quantify the accuracy / compu-
tational cost trade-off of different simulation methods, and will culminate
in the introduction of the method of importance sampling upon which this
thesis's contribution is built.
2.1 Simulation framework
We consider a probability space with a sample space Q, a probability mea-
sure P defined over some appropriate set of events, and a random vector
X : Q -+ R". We are interested in using simulation to evaluate the mean of
a real-valued random variable z (X) for some specified function h : R" - R.
The vector X does not need to capture the entire state of the system, or more
formally, it is not necessary for the random variable X : Q -+ R" to be an
invertible mapping. Rather, X should be the most succinct representation
possible of the system, subject to the following two constraints:
1. The metric we are interested in evaluating must be expressible as the
mean of a random variable h(X) for some specified function h (-), of
the vector X, and
2. We must have a means to draw independent and identically distributed
(i.i.d.) samples distributed according to the same distribution as X on
a digital computer. A sufficient condition for this to be met is that we
know explicitly the CDF of X. In that case, we may use the inversion
method to draw i.i.d. samples with that distribution2 .
Definition 2.1. A simulation problem is a quadruplet (Q, X, Fx, h) where
Q is a probabilistic sample space, X : Q -+ R" is a random vector defined
on Q, Fx is the cumulative distribution function associated with X and
h : R" -+ R is a function that satisfies p = E [h (X)| for some real number
p-
This framework is general enough to allow a wide range of metrics in
stochastic systems to be expressed by choosing an appropriate function h (-)
in the context of a system characterized by its sample space, and the dis-
tribution of X. As an example, suppose that our system consists of 100
independent dice rolls, each with an outcome independently and identically
2See [6] for more information on the inversion method in the case where X is a random
variable. The extension to a random vector is trivial and omitted for brevity.
distributed (albeit not necessarily uniformly) between 1 and 6 so that the
sample space can be defined as:
2 = (XziX2, ---, XIOO) |Vi E {1, 2,1..., 100} ,xi E { 1, 2, 3,4,5, 6}}
i.e., the set of vectors of length 100 comprised of integer scalars between
1 and 6. Furthermore, suppose that we are interested in evaluating the
probability p that die number 2 has a value greater than or equal to that of
die number 1. Then for every w = (x 1, x 2, ---, C , we could define X
as:
X(w) = (X1, x2) (1)
and
1, ifX2 > X1
h (x) = 1X221 (x) = (2)
0, otherwise
In that case, X is a much more succinct description of the system than
Q, yet constraints 1 and 2 are still satisfied since the CDF of X is known
explicitly (it is the product of the CDF of each die since they are assumed
independent) and the metric of interest, p is simply:
p =P (X 2 > X1) = E [1X2)X1 (X)] = E [h (X)]
As a side note, a more succinct representation of the system than that in
equation 1 is X (w) = X1 -X 2. It can readily be seen that this representation
meets constraint 1 above by taking h (x) = lx<o (x) but whether it meets
constraint 2 hinges on whether we can obtain a closed form expression for
the CDF X 1 - X2. In this particular case, it can be obtained by a simple
convolution; and in fact the entire problem can be solved analytically or
numerically. We will often use analytically tractable problems like this one
as benchmarks of the performance of the simulation we develop.
So far we have only defined the simulation framework and shown how
problems of interest can be expressed within it. We will now examine ways
of solving efficiently, through simulation, a problem expressed in this frame-
work.
2.2 Direct Monte-Carlo simulation
Given a simulation problem formulated in the framework of section 2.1, a
straightforward method to obtain an estimate for the quantity of interest,
p = E [h (X)], is to simulate the system independently n times and average
the results:
pnmc = - h (xi) (3)
In equation 3, the xi are vectors drawn independently from the distribu-
tion of X and pn C is an unbiased estimator of the solution to the problem
obtained using the direct Monte-Carlo method. It follows from the weak
law of large number that in the limit as n goes towards infinity, equation
3 converges in probability to p, or equivalently, lim P (Ipn c - pl > e) = 0
n-+oo
for any E > 0.
In any practical simulation, n will actually be finite so we need to quan-
tify the trade-off between computational cost (which grows with increasing
n) and error (which decreases, in a probabilistic sense to be defined below,
with n). In order to do so, we will require that p > 0 and that the second
moment of h(X), E [h (X)2 exist, so that we can build confidence intervals
for p"MC using the standard Gaussian approximation suggested by the Cen-
tral Limit Theorem. With - = E [h (X)2 - E [h (X)] 2 , we write that an
integer no induces an (a, #) confidence interval around p if:
P ( IPc - P1 <3 # ' ;d (4)
P
where a E [0, 1] and # > 0. For example, a (0.95,0.01) confidence interval
is induced when no is large enough that the probability that pno is within
1% of p is greater than 95%. Approximating #no with a Gaussian random
variable with mean p and variance ' and isolating no in equation 4, weno
obtain3
no >- 2(5)
p #3
where p- (-) is the inverse function of the CDF of a standard normal random
variable:
p(z)= e --- dt (6)
Equation 5 illustrates the trade-off between computational cost and accu-
racy of the Monte-Carlo method. It reveals that, for a given confidence
interval requirement, the number of iterations required is proportional to
the variance of the random variable h(X). For example, in the (0.95,0.01)
confidence interval example, equation 5 implies that no > 38,415 (Z) (see
3 See appendix A for more details.
table 3, page 73), namely that we need to take and average at least 38,415
times the squared coefficient of variation of h(X) many samples to induce a
(0.95,0.01) confidence interval on fic
Equation 5 suggests that the performance of a Monte-Carlo estimator for
a given quantity of interest p is captured by the variance u2 of the underlying
h(X) in our simulation framework. This means that among multiple estima-
tors for the same quantity p, the best estimator is the one with the smallest
value of -in the sense that it requires the least computational effort to meet
a given confidence interval4 . Or alternatively, for a given amount of com-
putational resources, it provides the tightest confidence interval. Therefore
from now on, we will focus on finding estimators that make o- in equation 5
as small as possible. One way of reducing the variance of an estimator is by
using the method of importance sampling, as illustrated in the next section.
2.3 Importance Sampling
In section 2.1 we introduced a simulation framework in which simulation
problems can be expressed as a quadruplet: a probability sample space Q,
a random vector X defined on , the CDF Fx of X, and a function h (.).
The solution to a problem expressed in this framework is a real number
p = E [h (X)]. In section 2.2, we have shown a classical algorithm, Monte-
Carlo simulation, that can be used to obtain an arbitrarily close estimate
of the solution, PIuc, to a problem expressed in our simulation framework.
Furthermore we have shown that the computational cost of the Monte-Carlo
4It is worth mentioning that the computational cost also depends on the cost of ob-
taining each sample h(xi). For the purpose of this work, we assume that this cost is finite
and identical for all estimators.
method is directly proportional to the variance of the random variable h(X).
In this section, we introduce the method of importance sampling.
Definition 2.2. A map ( from a set of simulation problems B to an-
other set "' is called solution-invariant if, for every simulation problems
(,X,Fxh) E . and (6,XZ , h) E E' suchthat (,1,g, ,Fxh))
EFx [h (X)] Ep X (7)
where the notation EFx [h (X)] stands for the expected value of h(X) under
the CDF Fx, namely:
EFx [h(X)] = j h(X)dFx
Definition 2.2 hints at what we are trying to do. That is to say, to find
a way to map a simulation problem into another simulation problem that
yields an estimator with a lower variance of h(X), and use the Monte-Carlo
technique of section 2.2 to solve the latter problem instead. If our map is
solution-invariant, then the estimate of the transformed solution is also an
estimate of the solution of our initial problem.
Definition 2.3. A map ( from a set of simulation problems E to another
set B' is called an importance sampling change of measure if for every mea-
surable set A C R", and every simulation problems (Q, X, Fx, h) E B and
6, i, i, Ih) E' such that (6,1, ,I) = (((,X, Fx, h)),
h(X)dFx > 0=> d Pg > 0 (8)
A A
and,
dFx (cXv)) d (9)
a.s.
where the notation a means that the set on which the equation does not
hold has dFx measure 0, and (,) is the Radon-Nikodym derivative5 of
Fx with respect to Fk evaluated at w.
Note that in the case where X and X are continuous random vectors
with probability density functions fx (x) and fk (x) respectively, (w)dFk
reduces to {4{)) so that equation 9 becomes:
fIt1(w)"4h(X (cv)w x)) (10)i ( fg(X (w))
The term is the likelihood ratio of observing a sample X (w)
under probability density function fx relative to that of observing it under
f-k -
Theorem 2.1. Every importance sampling change of measure is a solution-
invariant map.
Proof. Suppose C is an importance sampling change of measure from E to
B', and let (Q, X, Fx, h) E E and (ni, F2, I) = ((Q, X, Fx, h)), then:
EpE( i h("d& -h (X) dFxdtfhXd
EFfk=d =d h (X) dFx
R" RX R"
=EFx [h (X)]
'See [14] for a treatment of the Radon-Nikodym derivative.
where the second equality comes from the definition of an importance
sampling change of measure (eqn. 9), and the third is an application of the
Radon-Nikodym theorem.
0
Theorem 2.1 tells us that we can change the CDF function Fx to any
other CDF F (subject to equation 8) and after weighing h (X) by dFx, thedFk'
solution to the simulation problem remains unchanged. Importance sam-
pling in our simulation framework is thus a mapping from a simulation prob-
lem (X, Fx (x) , h (x)) to another simulation problem (Z, F (x) , h (x))
that has the same solution.
Note however that the cost of running the Monte-Carlo algorithm on
(f,2 , I f, ) need not be the same as that of running it on (Q, X, Fx, h)
even though both simulation problems have the same solution. As we have
shown in section 2.2, the computational cost of solving a simulation problem
is directly proportional to the variance of h(X). Thus, when faced with a
problem (Q, X, Fx, h) our objective is to find a new measure Fg whose im-
portance sampling change of measure yields a lower variance, or equivalently
since importance sampling is solution-invariant, a lower second moment:
J h)di < h (X)2 dFx
R" Rn
by using equation 9, this reduces to:
2
h(X)2  (X) d&g < h(X)2dFx (11)dF R
There is no known practical method to find an optimal measure Fg
in the sense of minimizing the left hand side of equation 11 in the general
case. However, a common simulation problem, a subset of which this thesis's
contribution addresses, is one where h(X) is an indicator function:
h (X) = 1A (X)
for some measurable set A C R'. This case is treated in the next section.
2.4 Rare Events
In the case of a simulation problem where h (X) = 1A (X) for some mea-
surable set A C R', solving the problem corresponds to evaluating the
probability that the vector X takes a value inside the set A:
p= E [1A (X)I= P(X c A)
This is often useful in models of networks when we wish to determine the
likelihood that the system enters a bad state A. For example if X is a vec-
tor of queue-lengths, and A = (Xi, X2, ---, Xn) | i > N , p corresponds
to the probability that the number of customers in the system exceeds a
threshold N by some specified time T. As for any simulation problem, we
can resort to the direct Monte-Carlo method described in section 2.2 to solve
such a problem6 . In that case, evaluating equation 3 for P"Mc is equivalent
6 Generally, we can only apply direct Monte-Carlo simulation to a system that we can
simulate in finite time (see footnote 4 on page 14) which excludes direct simulation of
the steady-state probability of a given event so T must be finite. We show in section
3 however that it is possible to exploit analytical properties of some queuing system to
to simulating the system n times, and producing the estimate:
-n _ kpuc 
- -n
where k is the number of times, in the n trials, that the system entered
the state A. Notice that the distribution of h (X) = 1A (X) is Bernouilli
and therefore has variance o2 = p (1 - p). Thus equation 5 suggests that
the minimum number of trials needed to achieve a given (a,3) confidence
interval must be at least:
no ;; K )(12)
p
1(t+1) 2
where K = 4 2 is fixed for a given confidence interval specifica-
tion. So long as the probability of the system entering the set A is large
enough, direct Monte-Carlo simulation provides a viable way of estimating
it. Note that when p is small (as is the case in many system reliability, or
insurance models) the number of replications required becomes prohibitive
very quickly. As a quantitative example, using the (0.95,1.01) confidence
interval of section 2.2, simulating a system with a failure probability of
p = 10-9 would require at least 3.9 x 1013 replications, which is unpractical
even with modern hardware. The purpose of the remainder of this section is
to illustrate how importance sampling can be used to reduce, in some cases
by several orders of magnitude, the number of iterations required to achieve
a specified confidence interval.
Definition 2.4. A simulation problem (Q, X, Fx, h) is called an event prob-
find a solution-invariant map from the steady-state problem (T = c) to one that can be
simulated in finite time.
lem if there exists a dFx -measurable set A C R" such that:
h (X) = 1A (X)
where 1A (X) is an indicator function that takes value 1 when X E A and 0
otherwise.
In the case of an event problem, with h(X) = 1A(X), let (6, k, ftx, h
be a candidate transformed problem under an importance sampling change
of measure. The performance of the Monte-Carlo algorithm on this problem
is dictated by the second moment of the estimator h (x) (left hand side of
equation 11) which reduces to:
2 2
dig= (X)2 1X) d = 1( )2 d X d
Rn Rn Rn
dFx
~dFg(X) dFi
A
(13)
Since the computational cost of applying the Monte-Carlo algorithm on
problem (!,1 ,± g, A) increases with the second moment of A (I), finding
the least computationally expensive importance sampling measure coincides
with finding the measure #j that minimizes ±Z& (X) on the set A accordingd~fc
to equation 13.
Theorem 2.2. Fix Q and let E, be the set of event problems defined on
Q and E the set of simulation problems also defined on Q. There exists a
unique importance sampling change of measure (* B -+ E such that
var (h* (X*)) = 0
whenever (Q, X*, Fj, h*) =*((Q, X, Fx, h)).
Proof. Let (Q , X, Fx, h) E Br. By definition 2.4, there exists a measurable
set A such that:
h (X) = 1A (X)
Define (* by:
(*((QXFX,1A)) = ,XF ,
P)
(14)
where p = EFx [1AI = R h (X) dFx is the solution to the problem and Fj
is given by:
Fj (x) =
Q
1A (zi, Z2, ..., Zn) dFx
(15)
Q = { (Zi, Z, u, z)uz1 <ti, Z2 < X2, ... , zi n by n
The second moment of h*, using equation 13 is given by:
I h* (X)2dFx =
Rn A
x (X)2 dF* =
dF p
2dF* = p 2
where the second inequality comes from the fact that dF* =* Finally,d =P
(X)2] - (E [h* (X)]) 2 =p 2 - p 2 = 0var (h* (X)) = E 1h* (16)
Corollary 2.3. For every solution-invariant map (: B -4 Er, and for every
problems (Q, X, Fx, h) G B and (Q, X', FX , h') = ( ((Q, X, Fx , h)),
E' [h' (X')2 > E, [h* (X*)2]
Proof. From positivity of variance and equation 16,
var (h' (X)) var (h* (X))
E [h' (X)2] - (E [h' (X)])2 > E [h* (X)2] - (E [h* (X)]) 2
But since both ( and ( are solution-invariant maps, it follows from equation
7 that:
EP , [h'(X)] = EF , [h* (X)] = EFx [h (X)] (18)
Substituting equation 18 in equation 17 yields the desired result. O
Theorem 2.2 is a remarkable result. It not only suggests that there is a
0-variance estimator for the solution of any rare-event problem but it also
gives us a formula (see equation 15) to compute it explicitly.
To illustrate this with an example, suppose we would like to solve the
following problem:
(Q = R, X (w) w, Fx (x) = <p (x) , h (X) = 1xC[2,2.5]) (19)
where <p (.) is the CDF of a standard normal Gaussian random variable (see
6).
PDF of a standard normal gaussian
z
-4 -2 2 4
Figure 2: Graphical illustration of the example problem 19. Solving it is
equivalent to computing the shaded area.
PDF of the optimal importance sampling measure
-4 -2 2 4
Figure 3: Graphical illustration of the PDF of the optimal change of measure
for problem 19 as given by theorem 2.2, equation 15.
Figures 2 and 3 illustrate graphically the problem and the optimal sam-
pling distribution given by theorem 15. Notice that the optimal distribution
(figure 3) puts the entire probability mass on the event A = [2, 2.5], the rare
event of problem 19.
The difficulty in using the result of theorem 15 in practice is that the
expression for the optimal measure (equation 15) depends on p, the very
quantity we are trying to estimate. If p was known, there would be no
need to use importance sampling to estimate it. Nevertheless, theorem 15
and its corollary 2.3 hint at the characteristics that a good (in the sense of
having low variance) importance sampling measure should possess. Namely,
it should put a large probability mass on the rare-event.
This is expected since equation 13 already hinted that the second mo-
ment of I (1) is smallest when the term (da (X)) takes small values on
the rare-event A. Recall from equation 10 that in the case of a continuous
random vector X, - (X) is simply the likelihood ratio so that minimizing
it over A is akin to maximizing the denominator, f (x), on the set A.
The standard approach, and indeed the one we will use, is, given a sim-
ulation problem, to parametrize the set of candidate solutions and find the
parameter (analytically or numerically) that minimizes the variance of the
important sampling estimator. So far we have discussed the form of the
optimal importance sampling distribution as well as given an intuitive cri-
terion for what constitutes a good importance sampling change of measure.
In the next section, we give a formal performance criterion for importance
sampling change of measures.
2.5 Asymptotic optimality
Asymptotic optimality is a commonly-used criterion in the literature to eval-
uate importance sampling changes of measure. As we will refer to it several
times throughout this thesis, we introduce it here in the context of our
simulation framework.
Definition 2.5. A rare-event problem set is a set of event problems B with
a common probability space 0, a common random variable X, and a com-
mon distribution function Fx, together with a bijection r from the interval
(O,Pmax) for some Pmax > 0 to E such that for every p G (OPmax), the
rare-event problem (Q, X, Fx ,1 A,) = r (p) has solution p, namely:
lAP dFx = p
Definition 2.5 can be thought of as a set of dFx-measurable sets A,
indexed by their probability. The only criterion we require is that no matter
how small a positive probability p we want, there exists a problem with an
event set of smaller measure. We do not require the sets Ap to be nested
when p decreases although this will be the case in all the examples we will
look at. We can now define asymptotic optimality:
Definition 2.6. An importance sampling change of measure ( from a rare-
event problem set E to another set of problems E' is asymptotically optimal
if and only if:
log hpdF;j'
lim inf : ) 2 (20)
p-40 log (fnhydF
where h, and dFg are the estimator and the measure respectively of the
problem that C maps r(p) to. That is to say:
Q,1 fc, z, =p (r (p))
Notice that, by positivity of the variance of I, (1):
2
log ' hd ) 2 log hpdig
lo IpdP;
- 2
log f hdF)
log di h F)
lim sup 2
P-*O log (fRn hpdFy)
so that equation 20 is equivalent to:
log ({ h dF)
lim = 2P-*0 log (frn hpdg)
We begin with a negative result to illustrate definition 2.6:
Theorem 2.4. The identity map (i : 2, -+ Br is not asymptotically optimal.
Proof. Since (i : B, - B, is the identity map, we have (Q, X, Fx, 1A,) =
(i ((Q, X,Fx, 1)) so that we may substitute Izp = 1, and dF = dFx in
the left-hand side of equation 20:
. . i'n' ^/ . . (n / . .log(p)liminf liminf =liminf 1 <2log Qf Ihd1&) p" log ( ApdFX) P-o log(p)
Thus (i is not asymptotically optimal. 0
Thus, no rare-event problem (in the sense of definition 2.4) is asymp-
totically optimal as stated. Instead, it has to be transformed by an aptly
selected importance sampling change of measure. The optimal change of
measure, (*, from theorem 2.2 is an example of such a change of measure,
as illustrated below:
Theorem 2.5. The map (* defined by equations 14 and 15 is asymptotically
optimal.
Proof. With (Q, X, Fj, h*) =* (r (p)), theorem 2.2 yields:
var (h* (X)) 0
(h* )2 di C h*dig)
log f (h*)2 d&
log (j h*d&)
From which equation 20 immediately follows.
This result should not be surprising as the importance sampling change
of measure (* was shown to have the lowest variance and second moment
among all importance sampling changes of measure.
In this section, we have established a rigorous simulation framework
within which we can compute performance metrics. We have examined
the direct Monte-Carlo method and have introduced the variance reduction
method of importance sampling. Our framework is generic enough to be
applicable to a wide range range of simulation problems. In the next section,
we restrict our attention to simulating networking problems, culminating
with the presentation of the method of hazard rate twisting from [11], upon
which this thesis's contribution builds.
3 Network Simulations
In this section, we examine how to apply importance sampling to network
simulation problems. For our purpose, network simulation problems are
simulation problems consisting of a set of queues linked by a group of nodes
(we will use the terms node and server interchangeably). In particular, we
will focus exclusively on networks with queues that have i.i.d. (independent
and identically distributed) inter-arrival and service times.
We will begin by examining single queues in isolation and we will touch
upon importance sampling methods in the particular case where they have
light-tailed service time distributions. We will then turn to networks of
queues, highlighting the difficulties encountered in applying single queue
methods in the context of non-trivial networks. We will finally look at
adaptive importance sampling, and how it can address some of the difficulties
encountered in applying importance sampling simulation methods to queues,
culminating with the main contribution of this thesis: the introduction of
the adaptive version of the delayed hazard tate twisting algorithm7 .
3.1 Steady-state distributions
Let Q(t) be a non-negative integer valued stochastic process describing the
evolution of the length of a single-server queue subject to the boundary
condition Q (0) = 0 and i.i.d. inter-arrival times A1, A2, ... and service times
B 1, B 2, ... with specified distributions FA and FB respectively (see figure 4).
7The original hazard rate twisting algorithm was first introduced in [111 by Juneja and
Shahabuddin.
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Figure 4: An example sample path for Q(t).
Definition 3.1. The inter-arrival times AO, A1 ,... and the service times
B0 , B 1,... of a queue are called admissible if they are independent and iden-
tically distributed, and satisfy:
E [Ao] > E [BO] > 0
Theorem 3.1. If Q(t) is the queue-length process of a single-server queue
with admissible inter-arrival times and service times, and W. is the waiting
time of the mth customer, then there exist a cumulative distribution function
W(t) such that for every t > 0:
lim P (Wm :' t) = W (t) (21)
m-+oo
Proof. See [7].
Q(t)
While theorem 3.1 guarantees the convergence in distribution of the
waiting time, it gives no indication of how to compute W(t). It is worth
mentioning that in the particular case where the queue is M/M/1, that
is to say Ai and B both are i.i.d. and exponentially distributed with
E [As] = A- 1 > p-1 = E [Bj], it is well known that:
Theorem 3.2 (Waiting time distribution in an M/M/1 queue). If Ai and
B3 both are i.i.d. and exponentially distributed with E [A.] = A- > p-1 -
E [Bj], then:
W (t) = (1 - p) (1 + EZpi.(i, ) (22)
where p < 1 and -/ (k, z) is the lower incomplete gamma function.
Proof. Let Q be a random variable with the steady-state distribution of the
queue length of an M/M/1 queue, it is well known [4] that P (Q = n) =
(1 - p) pl, thus:
W(t) = lim P(Wm < t)
M-+00
00
=lim P(Wm <t,Qm=i)
m-400
i=0
o0
=Plim IP(Wm<t|Q=i)P(Qm=i)
i=0
=lim P(W'<t|QM=0)P(QM=0)
m-+oo
oo
+(EP (WM < t|QM =i) P(Q = i)
=1-(l-p)+ llm (1-p)jpiP(Wm (t|Qm=i)
=(1-p) 1+
where Qm is the queue length when the m't customer enters the queue.
The last equality comes from the fact that, conditioned on the queue length
being i when the mth customer arrives, the waiting time of that customer is
the sum of i exponential random variables with rate p, which has an erlang
distribution with CDF Y(i_'t)
Unfortunately however, there is no closed-form expression for W(t) for
arbitrary inter-arrival and service time distributions so that we must often
resort to simulation in order to characterize W(t). Two problems arise in
attempting to simulate W(t):
1. Estimating W(t) for all possible values of t using simulation is not
possible because there are infinitely many values of t. Thus we must
restrict our objective to estimating finitely many quantities that char-
acterize W(t) within the simulation framework of section 2.1.
2. The quantity W(t) is defined in terms of a limit as m -+ oo (equation
21) which does not make it immediately clear how one could estimate
any numerical quantity that describes W(t) in a finite amount of time.
With regards to the first problem, we will restrict our attention to char-
acterizing the probability that the waiting time exceeds some specified T,
namely estimating W (T) = 1 - W (T), the steady-state probability that a
customer waits longer than T. The reason for that is that if we estimate
W (T) for several values T, we can use these estimates to form an empirical
estimate of the CDF W (T). We can in turn apply statistical techniques such
as the Hill estimator or the ratio estimator [13] to this empirical estimate
to obtain insight of queuing delays.
As far as the second problem is concerned, there are generally two ap-
proaches that can be taken. The first is to upper bound the difference
(relative to some aptly chosen metric) between P (Win < t) and W(t). If
our upper-bound is tight enough, we would expect it to converge rapidly to
0 as m increases. We could then use a union-bound type argument to find
a m large enough (but finite) for which we could simulate the system such
that the total error between our estimate W (t) and the true value is no
greater than the sum of the errors between P (Wm < t) and W(t), and that
between our estimate W (t) and P (Wm < t). The second approach, and
indeed the one we will use, consists of transforming the simulation problem
into another simulation problem that can be simulated in finite time and
whose solution is exactly W(t). The remainder of this chapter is dedicated
to doing just that.
3.2 Importance sampling and GI/GI/1 queues
We begin by establishing an equivalence between the steady-state probabil-
ity of a customer entering a GI/GI/1 queue waiting longer than t and that
of a random walk exceeding a that threshold. We then show how an ap-
propriate choice of an importance sampling estimator makes the simulation
time required to obtain a single sample almost surely finite, paving the way
for the application of the tools discussed in chapter 2.
Theorem 3.3 (Lindley's recursion). For every non-negative interger n, let
Wn be the time that the nth customer spends in the queue. Then,
WO = 0
(23)
Wn+1 = (Wn + Xn+1)+
where (-)+ = max (-, 0) and
Xn+1 = Bn - An+1 (24)
Proof. First, observe that the first customer finds an idle server so it never
spends any time in queue:
WO = 0
Also, when An+1 > Wn + B., customer n has departed before customer
n + 1 arrives so the system is idle and in that case, Wn+1 = 0. Lastly, when
A,,+1 Wn + Bn, we have (see figure 5):
Wn + Bn = An+1 + Wn+1
Solving for Wn+1 in the case where when An+1 < W,, + Bn thus trivially
yields:
Wn+1 = Wn + Bn - An+1
So that for both cases, we may summarize the evolution of W by the equa-
tion:
Wn+1 = (W + Xn+1)+
with Xn+1 = Bn - An+1, as claimed. E
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Figure 5: Diagram illustrating Lindley's recursion (theorem 3.3)
Corollary 3.4 (Random walk equivalence).
Wn =max {Sg, Si, ..., Sn}
n
where So = 0 and Si= ' X4fori>O.
j=n-i+1
Proof. We will prove this by recurrence on n. The case n = 0 is trivial.
Suppose that Wn = max {So, S', ..., Sn"}. Then, by the update equation 23,
we have:
Wn+1 = max (Wn + Xn+1, 0)
= max(max {So, S",..., Sn} + Xn+1 , 0)
= max(max {So + Xn+1, S" + Xn+1, ---, Sn + Xn+1} , 0)
= max{0, So + Xn+1, S" + Xn+1,---, Sn + Xn+1}
= max {SOn+1, gn+1, g+1 n+
W. Ba
Wn+2=0
An+1 Wn+1|
where the last equality stems from the fact that Si + Xn+1 = S7+1 . Thus
the claim follows by induction.
Corollary 3.4 is a powerful result, one that will serve us more than the-
orem 3.3. Indeed, observe that the sequence So, Sn Sg, ..., Sn defines a
random walk starting at 0, with i.i.d. increments X,, X .1 , ..., Xo. In par-
ticular, when the inter-arrival time and service time distributions are ad-
missible, the increments have strictly negative mean. Thus corollary 3.4
reveals that Wn is the maximum of the first n terms of a random walk with
negative drift. Thus the steady-state distribution of the waiting times can
be obtained by estimating the probability that the maximum of a random
walk with negative drift exceeds some threshold. Specifically,
W (t) = lim P (Wm > t) = lim P (max{Som, S1', ... , Sm} > n) (25)
m-400 m_+OO
However, estimating such a probability to any confidence interval in our
simulation framework is not directly feasible because it would require us to
draw an infinite number of samples Sim with positive probability. That is due
to the fact that the random walk SOm7, S, S2m, ... , Sm has negative mean and
thus has a positive probability of never reaching n. Importance sampling can
alleviate that problem if we are able to find an alternative measure under
which the random walk has positive drift since positive drift random walks
almost surely exceed any threshold in finite time [9]. Exponential twisting,
the subject of the remainder of this chapter, is such a change of measure for
certain class of GI/GI/1 queues.
Before embarking on an exposition of importance sampling, we sim-
plify the notation from chapter 2 somewhat. While the explicit notation
(Q, X, Fx, h) served us well to rigorously establish the main results of chap-
ter 2, it is somewhat cumbersome. In this chapter, we restrict our attention
to continuous random variables for which there exists a probability density
function f. We denote the solution to a simulation problem as Ef [h (X)]
where the subscript f in the expectation operator indicates that the expec-
tation is taken over the original distribution. Unless otherwise specified, the
sample space is implicitly Q = R" and X is an identity map over Q. Given
an importance sampling change of measure, we denote the new probabil-
ity density function as f. With this notation, theorem 2.1, in the case of
continuous random variables, would be stated as:
Ef [h (X)] = E1 [h (X) L (X)] (26)
where L (X) is the likelihood ratio of equation 10, i.e., L (X) = f .
Let r be the index at which the random walk with i.i.d. increments Xi
first exceeds some threshold t (in the case where the random walk always
takes value less than or equal to n, we have r, = oo). We can then rewrite
equation 25 as:
W (t) = Ef [1{,4<01] (27)
where f is the joint probability distribution of the i.i.d. increments Xi, i.e.,
f (X1,X2,...,Xm) = lf(Xi)= rA (C)in(xi -|-)d<
with fA and fB being the probability density of the inter-arrival time and
service time respectively and the integral representing the probability dis-
tribution of Xi = Bi_1 - Ai from equation 24.
Lemma 3.5. Let X be a continuous random variable with negative expec-
tation and moment generating function Mx (0) = E [eOX]. If there exists
an open interval including 0 on which Mx (0) is finite, then there exists a
unique positive 0* such that:
Mx (0*) = 1
Furthermore,
d Mx (0) > 0
Proof. Because the expected value of X is negative, the derivative of Mx(0)
at 0 must be negative:
d
7-MX (0) 00= E [X| < 00=0
Thus, there must exist some 0o > 0 such that Mx (0o) < 1 since Mx (0) = 1.
Furthermore, since moment-generating functions are not bounded above on
R- [8], there must exist some 02 > 0o such that MX (02) > 1. Since Mx(9)
is a continuous function, there must therefore also exist a 0* such that
0* E (90, 02) and
Mx (0*) = 1
The uniqueness of 0* stems from the convexity of moment-generating func-
tions on the neighborhood of 0 on which they are finite. Thus it follows that
Mx(0*) is increasing at 0*, therefore:
d Mx (0) > 0dO 00
Theorem 3.6. Let X be a continuous random variable with negative mean,
probability density function fx (x) and moment generating function Mx (0).
If there exists an open interval containing 0 where Mx(0) is finite, then the
random variable X with probability density function fx = eo*xfx (x), where
when 0* is the positive solution of the equation Mx (0) = 1, has positive
mean.
Proof. Let Mf (0) be the moment generating function of X. Then:
E [k MO (0)]0=0=0
d [j1' eoe fx (x) dx] 00dO
d [Mx(0 + *)I
0=0
d
d [Mx (0)0'= > 00'=0
where the third equality comes from a change of variable 9' = 0 + 0* and
the inequality is a consequence of lemma 3.5. E
Corollary 3.7. If a random walk with i.i.d. increments X 1 , X 2, ... has
negative drift and that the moment generating function of Xi converges in
some open interval around 0, then the random walk with i.i.d. increments
X1,X2,... where Xi has probability density fx = eo*fx (x) has positive
drift.
Proof. Direct application of theorem 3.6.
Returning to equation 27, in the case where X has a moment generating
function that is finite on some open interval B around 0, let us define a
family of alternative candidate measures for X by:
fo (x) = exfx ( (28)Mx (0)
for every 0 E B. Then, by theorem 2.1 and equation 27, we find that:
W (t) = Ef, [1{r,<oo}LO (X)] (29)
where LO = f (X) I- 9(X) is the likelihood ratio. In particular, when
0 = 0*, by corollary 3.7, the random walk with increments with density given
by equation 28 has positive drift, so {r, < oo} almost surely, and equation
29 becomes:
Mx (9*)1 rW (t) = Efe, Lt eX J=- E,, exp (-0* z X) (30)
.i=1 .
Equation 30 in effect gives us a recipe for computing the probability that
the waiting time of a customer entering a G/G/i queue for some threshold
n. Assuming we can bound the variance of the likelihood ratio, the steps
are as follow:
1. Compute the probability density function, fx, of X by convoluting
that of the interval arrival times, fA with that of the service times,
fB:
fx(x) = fA (C) fB (x - () )c
2. Compute the moment generating function Mx(9) of X:
00
Mx (0) = fx (x) eexdx
-00
3. If there exists an open interval around 0 on which Mx(0) exists, then
lemma 3.5 guarantees that the equation
Mx (0) = 1
has a unique positive root. Solve for this root (perhaps numerically)
and label it 0*.
4. Draw i.i.d. samples x 1, X2,... from the following distribution:
fo. (x) = fx (x) eO'X
until
xi >
Notice that corollary 3.7 guarantees that this step will be completed
in finite time.
5. Form an unbiased estimate of the probability that the waiting time
exceed t:
WV = exp -0* Xi
6. Repeat steps 4 and 5 as many times as needed to meet the desired
confidence interval. The final waiting time probability estimate is an
average of W for all the trial runs.
So far, we have established a procedure, known in the literature as expo-
nential twisting, for estimating the steady-state probability that a customer
will experience a waiting time longer than t. We have turned a problem
defined in equation 21 in terms of a limit as m goes towards infinity into
another problem that yields an unbiased estimate of the desired quantity
and that can be simulated in finite time. This is a remarkable result in its
own right.
Nonetheless, we have not said anything about the performance of ex-
ponential twisting. It has been shown however in [16] that fo. (x) is the
only asymptotically optimal (in the sense of definition 2.6 when n goes to-
wards infinity) measure in the class of measures fo (x). This result is further
strengthened in [12] where it is shown that fo. (x) is the optimal distribu-
tion in the class of all i.i.d. candidate distributions for the random walk's
increment with positive mean. For an example of the method of exponential
twisting as applied to the M/M/1 queue, see appendix C.
Notice that fo. (and indeed the entire class of exponentially twisted
distributions fo) only exists when the moment generating function of X
converges in some open interval around 0. In light of corollary B.5, this re-
striction effectively precludes the application of the method of exponential
twisting to any queue where the service times follow a heavy-tailed distri-
bution.
As was discussed in the introduction, systems with polynomially de-
caying service time distributions model empirically observed traces on data
networks much more accurately than traditional exponentially decaying tail
models [15]. This feature reflects the consistent empirical observation that a
small fraction of users in public data networks consumes the overwhelming
majority of the traffic. This in turns makes the ability to obtain large delay
probabilities in such models especially valuable.
Unfortunately, to the best of our knowledge, there does not exist an
asymptotically optimal importance sampling algorithm to simulate GI/GI/1
queues where the service time distribution's tail is allowed to decay poly-
nomially. However, if we restrict the inter-arrival time distributions to an
exponentially distributed one (i.e., an M/G/1 queue), there exists an ap-
proach to obtain the desired waiting time probabilities even when the ser-
vice time distributions are heavy-tailed and that exponential twisting is not
applicable. This is the subject of the following section.
3.3 The M/G/1 queue
In the previous section, our workhorse for converting the problem of esti-
mating W (t) in finite time was to use corollary 3.4 to turn a problem that,
a priori, requires estimating a limit as m goes towards infinity into that
of finding the probability that a random walk exceed a threshold. With
an appropriate change of measure, we showed that the random walk could
be made to have positive drift, guaranteeing it would exceed the specified
threshold, so that the expected value of the likelihood ratio gave us the
desired waiting time probability.
In this section, we take a different approach to work around the problem
of estimating a quantity in the limit. This approach rests on the following
theorem:
Theorem 3.8 (The Pollaczeck-Khinchine formula). Let Q(t) describes the
evolution of a queue with admissible inter-arrival and service time distribu-
tions with CDF FA and FB respectively. If FA is the CDF of an exponential
random variable with mean X- (the M/G/1 case) and that B has mean pB,
then:
oo
W(t) = (1 - p) pk Bo (t)
k=0
where p = AFB < 1, Bo is the residual time of B, i.e., Bo (u) = b fo 1 - FB s) ds
and Bk is the kth convolution of B0 with itself.
Proof. See [3]. El
Corollary 3.9.
W (t) = P (SK < t)
K
where K is a geometric random variable with parameter p, SK = Z Xj, and
i=1
Xi are i.i.d. random variable with probability density function (1 - FB (x)).
Proof.
P (SK < t) = P (SK <t)
=- P(K = k,Sk < t)
k=O
00
= P(K = k) P(Sk < t)
k=O
00
(1 -p) pkBk (t)
k=O
Corollary 3.9 in effect gives us a recipe for estimating W(t), one that
was first shown in [2], namely repeat the following steps m times:
1. Generate a geometric random variable K with parameter p.
K
2. Generate SK = Z Xi where the Xi have the distribution given in the
i:=1
corollary.
Then, an unbiased estimate of W (t), W (t) is given by W (t) = where k
is the number of trials where SK > t.
Notice that during the simulation, we do not need to know t. This means
that once we have run the simulation, we can estimate W (t) for any t very
quickly, simply by counting the number of SK that exceed t and dividing
that by m. This process can be made especially efficient by sorting the
outputs SK of our simulation runs.
So far, we have not used importance sampling. In the remainder of this
chapter, we will look at a particular class of importance sampling change of
measure on Xi called delayed hazard rate twisting. We begin by establishing
a few definitions, and conclude with statements on the asymptotic optimality
of delayed hazard rate twisting.
3.4 Delayed Hazard Rate Twisting
Definition 3.2. A random variable X is called long-tailed if it is continu-
ous, non-negative, and for every x, its CDF Fx(x) satisfies:
Fx (x) < 1
In light of definition 3.2, any random variable that cannot be upper-
bounded almost surely by a finite constant is long-tailed. Most familiar non-
degenerate continuous random variables (e.g. standard normal with positive
variance, Poisson random variables with positive mean) fit this criterion.
Definition 3.3. Given a long-tailed random variable X with CDF Fx and
probability density function fx, we denote by hazard rate Ax(x) and hazard
function the function Ax(x) the functions respectively defined by:
f(x)
1 - F (x)
Ax (x) = FAx (t) dt
0
Theorem 3.10. Given a long-tailed random variable X with CDF Fx and
hazard function Ax (x),
Ax (x) =-log (1 - Fx (x))
Proof.
Ax (x) =f Ax (t) d
0
x
fx (t) dt11 - Fx (t)
0
= -log (1 - Fx (t))|1'=
-log (1 - Fx (x))
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Corollary 3.11. Given a long-tailed random variable X with CDF Fx and
hazard function Ax (x),
lim Ax (x) = oo
x-+oo
Proof.
lim Ax (x) = lim -log (1 - Fx (x)) = lim - log (1 - Fx) = oo
x-+OO X-400 Fx-41
Theorem 3.12. Let X be a long-tailed random variable with CDF Fx,
probability distribution function fx, hazard rate function A(x) and hazard
function A(x). Then the function f (x) defined in equation 31 for every
0 c [0, 1) is a probability distribution function with associated hazard rate
function AO (x) = (1 - 9) A (x) and CDF Fo (x) = 1 - (1 - F (x))- 0 .
fF (x) = A (x)(1 - a) exp{-(1 -o a (x)} (31)
Proof. First, we prove that fox (x) is a valid probability distribution function.
It follows immediately from equation 31 that fi (x) > 0. Observe that:
fo (x) = A (x) (1 - 0) exp{- (1 - 0)A (x)}
f ()(1- 0)
1 - F (x)
(1 -0) f W dtJo1 I- F(t))
f 1- () exp ((-0) log (1 - F (x)))
f (x) (1 - 0)
(1 - F (x))o
so that:
1 - (1 - F (x))'-Fox (x) = ffo (t) dt =
0
It immediately follows that:
(1 - F (t))
so fj (x) is a valid probability distribution function with associated CDF
F0 (x) = 1 - (1 - F (x))1-0. Lastly,
fj (x)
Ae (X) fo (___)_
1 - Fo (x)
f(x)(1-0)
(1 - FO (x))O (1 - FI (x)) 1-
(1- 0) f (X)
1 - F0 (x)
=(1 - ) Ax (x)
fox (t) dt = lim 1 - (1 - F (z))'-o
Theorem 3.12 illustrates why the family of alternative importance sam-
pling distributions fi (x) is known as hazard rate twisting. Indeed, it re-
places fx by a probability distribution f whose hazard rate is a multiple
of that of fx. This family of importance sampling changes of measure is
shown in [11] to be asymptotically optimal for estimating the probability
that P Xi > t for some fixed number m when 0 is appropriately cho-
sen. It is also shown that the alternative distribution f 0m (x) given by
M
equation 32 is asymptotically optimal for estimating P Xi > t when
M is a geometrically distributed random variable for some xm and 0. Re-
call from corollary 3.9 that W (t) = P XZ > t when Xi have the same
distribution as the residual time of the service time B.
fx (x) , X '; Xm{fo (x), x > x.m
1 - F (xm)
Unfortunately, the values of xm and 0* that make the estimator asymp-
totically optimal are known only in terms of the implicit solution of a family
of equations involving the hazard function A(x) of X. Furthermore, these
equations are not guaranteed to have solutions for small values of n. While
this is sufficient to establish asymptotic optimality, it provides little insight
into choosing parameters that perform well in practical simulations. Our
proposed algorithm, and indeed the contribution of this thesis, is an adap-
tive version of delayed hazard rate twisting that dynamically finds good
parameters xm and 0* as the simulation is running. In the next section, we
present this adaptive importance sampling algorithm, together with bounds
on its performance and comparisons to plain delayed hazard rate twisting,
and exponential twisting in the light tailed case.
4 Adaptive Delayed Hazard Rate Twisting
In this final section, we present this thesis's contribution, the delayed haz-
ard rate twisting algorithm, together with simulation results illustrating its
performance in the special case of Pareto and Exponential8 service time
distributions in an M/G/1 queue.
We first start by presenting adaptive importance sampling in the single-
variable casev (i.e., finding the optimal 0 for the importance sampling change
of measure fo in equation 31) and illustrate this with our adaptive plain
hazard rate twisting algorithm. We then move on to adaptive importance
sampling in the multi-variable case (i.e., finding optimal 0 and xm in faf" in
equation 32) and build on this to introduce the novel adaptive delayed hazard
rate twisting algorithm. We conclude the chapter with simulation results
showing the simulation performance gains of using the adaptive delayed
hazard rate twisting algorithm, compared to direct Monte-Carlo.
4.1 Single-parameter adaptive importance sampling
Suppose we have an event-problem in the sense of definition 2.4 together
with a parametrized family of candidate importance sampling changes of
measure with likelihood ratio LO = f(X . In this section, we will focus on
the single-dimensional parameter case, that is to say we will assume that 0
is a real number, possibly restricted to an interval, but X can be a vector
of arbitrary dimensions.
8 The waiting time distribution is well-known analytically for the M/M/1 queue (see
equation 22), which makes it an especially attractive benchmark of our algorithm's per-
formance.
Reusing the notation of equation 26, we can define an estimator Zo for
the solution of the problem as:
ZO = 1A (X) Lo (X)
We will generally be interested in events A of the form A = { Xi > t .
Notice that it follows from theorem 2.1, for every 01 and 02,
P (X E A) = Ef [Z01] = Ef02 [Z21 (33)
However the variances var [Z01J and var [Z2] need not be the same. Indeed,
in light of chapter 2, the best estimator within the class of estimators Zo
is the one with the lowest variance. Thus our objective will be to find the
value 0* that minimizes the variance of Zo and then use that parameter in
our simulation. More formally,
0* = arg min var [Zo] = arg min E, [Z] - E, [ZO]2  (34)
0 0
Observe from equation 33 that Ef, [ZO12 is a constant term, so that equation
34 becomes:
0 = arg min E5,, [Z]
0
Using the notation
,_ d (-)
dO
(.)(n) = d (-
d9n
and the likelihood ratio defined earlier by Lo = for every vector x and
real number 9, we then have the following theorem:
Theorem 4.1. If LO (x) is a n-differentiable function of 0 and that for every
vector x, %g is bounded over the range of 0, then:
v (" (0) = Ef 1A (X) Lo (X) On (X)(35)
where v (0) Ef5 [Z].
Proof.
o&") (0) E5 [Z]
=d- E5 [1A (X) 2 Lo (X)2
=- d 1A (x) LO (x) L (x) fx (x) dx
d" [nP
- n f I~ A (x) Lo (x) f (x) dx
= 1A(x)f(x) Lax ) dx
1A(x) Lo(x) fx(x)dx
[lfx'fx' "L0 (X)=5 1A (X) L (X),nL(X
where the 4 th and 6th equalities follow from observing that fx (x) Lo (x) fx (x)
and the 5th equality is a well-known result from real analysis that holds since
-9 Lex)n is bounded. 5
Corollary 4.2. If v(9) is a convex function of 0 and that there exists a 00
such that
E o 1A(X)Loo(X) =0f2 00 0=001
then,
0* = 9o
Proof. Since v (0) is convex, it follows that v'(0o) = 0 implies that v (60) is
a global minimum. But by theorem 4.1,
v'(0) = E9 o 1A (X) Leo (X)
x 00 10_001
Thus the claim follows. 0
Corollary 4.2 is an interesting side result in the case where v(0) is con-
vex, but is not necessary for the correctness of our algorithm. Observe that
theorem 4.1 in effect provides us with a simulation problem in the form
of chapter 2 which can be solved to obtain an estimate of any derivative
of the second moment of our estimator as a function of the parameter 0.
Furthermore note that all the derivatives v(") (0) are the solutions of simu-
lation problems that depend on the same distribution fi (x). This in turns
means that we may estimate v (0) , v' (0) , V(2 ) (0) concurrently. Namely, we
can draw a number of i.i.d. samples of X following the distribution fo and
use these samples to estimate any derivative of v(0) that we desire.
This opens the door to using classic gradient descent methods, including
those that require access to the derivatives in order to minimize v(0) (or
equivalently, to find 0*). Using Newton's method, we could then approxi-
mate 0* in principle by updating repeatedly a guess 00 with the following
update equation:
n*1 =- 5 n ~y ((36)
V(2) gOn
where 6 > 0 is a parameter that allows us to trade convergence rate versus
accuracy and V and V(2) are the importance sampling estimates (using the
simulation distribution f') of v' and V(2) obtained by using equation 35.
Corollary 4.2 further suggests that in cases where v(0) is convex, it suf-
fices to use a root-finding method on V'(0) to find 0*. In the next section, we
propose an adaptive plain hazard rate twisting algorithm as a precursor to
this thesis's main contribution: the adaptive delayed hazard rate algorithm.
4.2 Adaptive plain hazard rate twisting
Plain hazard rate twisting is an importance sampling change of measure fo
illustrated by equation 31. It is proved in [11] that there exists some 0*
(that depends on m in the following equation) that makes this change of
measure asymptotically optimal (as n goes towards infinity) for problems of
the form:
P (X >n
where Xi are i.i.d. random variable with distribution fx.
Observe in particular that this change of measure is known to be asymp-
totically optimal only for fixed m and thus it is not immediately useful for
solving waiting times in M/G/1 queues of the forms given in theorem 3.8
which is our ultimate goal. It is worthwhile studying here however because
it provides a stepping stone to the delayed hazard rate twisting change of
measure given in equation 32 which is known to be asymptotically optimal
and ultimately to our novel adaptive delayed hazard rate twisting algorithm.
Evaluating the likelihood ratio expression LO for the plain hazard rate
twisting change of measure yields:
fox X)
L
fx(Xi)
f (Xi)
A (Xi) exp (-A (Xi))
(1 - 0) A (Xi) exp (- (1 - 0) A (Xi)) (37)
fj (1 - 0)-1 exp (-OA (Xi))
(1 -) m exp -0 A (Xi)
It therefore follows that:
L= (1 - 6)-2m exp -20 A (Xi)
and the first and second partial derivatives of LO with respect to 0 are
therefore:
exp (- '1 A (Xi) m + (0-1) m A (Xi)OLo 1
890 (1 -)m+1
exp ( m A (Xi) (m2+m 1+2(0 -1) A (X)) + ( A (XJ) (0 1)2
092Lo 1=9i1=
002 (1 _ o)m+2
(38)
Plugging equations 37 and 38 into equation 35 gives us a recipe for evaluating
v(0), v'(0) and v( 2)(0) concurrently for various values of theta provided that
we have an expression for A (Xi), which can be computed using the result
from theorem 3.10.
To illustrate the above, we will focus in the remainder of this section on
the case where Xi is the residual time (see theorem 3.8) of a Pareto dis-
tributed random variable with minimum value xm > 0 and scale parameter
a > 1. That is to say,
Fx (X) = --- 1 - Fp (t) dt (39)
PP 0
with,
0,t < Xm
Fp (t) 1 - ,t > x m (40)
and
arXm
ILP CfXM(41)PP=a - 1 (1
Substituting equation 40 into equation 39 and evaluating the integral gives:
0, X <.0
ra -1
Fx (x) = x,0 < x < xm (42)
(a-1\ (X) = - -x~m x x) an
axM J'x + xat (a - 1)
Thus, by theorem 3.10 (page 46), Ax (x) = log (1 - Fx (x)) and substitut-
a1.5
zm 0.1667
n 100,000
m 10
Table 1: Simulation parameters
ing in equation 42 yields:
0 X < 0
Ax (x) = log ,n '0 '< X XM (43)(X (1 - a) + XMa
log (a) + (a - 1) log -- , )X > zm
We now have all the pieces required to evaluate P Xi > n when Xi
are i.i.d. random variables with the distribution of the residual time of
a Pareto random variable. Substituting equation 43 into equation 38 and
substituting the partial derivatives thus obtained into equation 35 gives us
an implementable expression for computing v(9) (the second moment of the
estimator), 4 and d.
As an illustration, we ran a simulation of v(9) with the parameters given
in table 1. Figures 6 through 9 illustrate the results of simulating the system
for various values of 0, in practice v(9), v'(0) and v2)(0) are only evaluated
for the values of 0 shown in figure 10. Observe how after only 4 steps (figure
10) our adaptive plain hazard rate twisting algorithm converges to 0*. In
this particular setup, our simulation gain is a reduction by a factor of more
than 3 of simulation time (this corresponds to the ratio of the variance at
9 = 0 to that of the variance at 9 = 9* in figure 6). For the relationship
between simulation time and variance of the estimator, see equation 53 in
appendix A).
Figure 6 represents an unbiased estimate Efe [1A Lo (Xi) of P Xi> t
with Xi being distributed like the residual time of a Pareto (42) and the pa-
rameters given in table 1. According to theorem 2.1, the actual solution is
a straight line but it is not quite the case due to simulation noise. Figure 7
shows the variance of Lo. Notice that at 9 = 0, the variance of the estimator
is that of direct Monte-Carlo simulation since f0=0 (x) = fx (x). Observe
that var (L 0o=) = E [Lo=0 ] (1 - E [L0=0 ]) ~ E [L= 0 ] thus as expected, fig-
ure this figure and figure 6 have approximately the same value at 9 = 0. It
can be seen in this figure that 0* ~ 0.3. Figures 8 and 9 show respectively
the derivative and second derivative of v(9). Note that both were obtained
directly using equation 35. Lastly figure 10 shows the convergence of the
guess for 9* (update equation 36).
Recall from the discussion in section 3.4 that plain hazard rate twist-
ing is an asymptotically optimal importance sampling change of measure
to compute P X, > t for a fixed value of m, but not to compute
M
P E X' > t when M is a geometric random variable, as in the Pollaczeck-
Khinchine formula (theorem 3.8) which was our initial goal. Delayed hazard
rate twisting however is asymptotically optimal in that case, but requires us
to optimize two parameters simulataneously, 9 and xm in equation 32. In
the remainder of this chapter, we do just that by presenting the adaptive
delayed hazard rate twisting algorithm, the contribution of this thesis.
x10 -3 Expected value of the estimator as a function of theta
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Figure 6: Plot of E [Lo] as a function of 0.
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Figure 7: Variance of LO as a function of 0.
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Figure 9: The second derivative of the variance, V(2) (9).
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Figure 10: The adaptive plain hazard rate twisting algorithm root finding.
4.3 Multiple-parameter adaptive importance sampling
In the previous two sections, we looked at adaptive importance sampling
when the family of candidate distributions is parametrized by a single pa-
rameter 0 and that the likelihood ratio Lo is a continuous function of that
parameter. We then introduced the novel adaptive plain hazard rate twisting
algorithm and illustrated it on the problem of estimating P (Xi > n
for a specific random variable X.
In this section, we look at the case where the family of candidate impor-
tance sampling changes of measure is parametrized by multiple parameters
01,02, ---,0k. In this case, we denote the candidate distribution by f0 (x)
where 0 = (01, 02, ... , Ok) is a vector. Theorem 4.1 can easily be extended to
the multiple parameter case to yield:
V(n)(0)= E [1. (X) L, (X) & Le (X) (44)
for all i E {1, 2, ..., k} such that aoen) exists and is bounded for all X.
If an exists and is bounded for all X then we could use any of the
optimization methods based on the Hessian matrix, H, of V(") by iteratively
evaluating H during our simulation and updating our guess of O* using
equation 44. This is not substantially different from the single-parameter
case we studied in section 4.1.
Unfortunately, this approach does not work in the case where the likeli-
hood ratio Le (X) is not continuous with respect to all Oi because equation
44 would not apply. The reason for that is explained below. Let L h be the
likelihood ratio of fx to fi"^ (defined in equation 32). Then,
L -h=M fX(i
L=1 fox, (X)
1 H1 1-Fx(xh)fx(Xi)
XiXh Xi>Xh 1-Fk(xh) f X
1 - Fx (xh) fx (Xi)
X>xh 1 - ( - (1 - Fx (x))1-) fox
=j FX 1 - 6 exp (-OA (Xi))1-9
xt>xh
=(1 
_ FX (Xh)exp 
-0 E A (Xi)(1 0 Xi>XhX
(45)
In particular, observe that 1 does not exist whenever Xh = Xi for
some i. Therefore we cannot apply theorem 4.1. In fact, we cannot use any
aL xh
optimization method that requires the partial derivate 2 . However the
aL Xh 82 Lxhpartial derivatives a-- nd can be computed (albeit tediously) from
equation 45, and are included below for completeness:
XLhj exp (-SO (A)Z (Z ((1 -0) log A + 1) - S (1 - 0))
00 1-0
&2 Lxh exp (-SO) Z (Z + (Z + S (6 - 1))2 + Z (0 - 1) log (A) C)82 - p(1_ ) 2
5-02 - ((0)2
(46)
with
Z = |Xi > X}|
A=1-Fx(h)
S= E A(Xi)
{Xi>xh}
C (-2 (Z + S (-1 + 0)) + Z (0 - 1) log (A))
Since the partial derivatives with respect to 0 can be obtained directly,
but not those with respect to Xh, we use a hybrid method as the optimiza-
tion strategy for our adaptive delayed hazard rate twisting algorithm. This
strategy is outlined in greater detail in the next and final section.
4.4 Adaptive delayed hazard rate twisting
We now extend the second moment of the estimator for the plain adaptive
hazard rate twisting to the delayed adaptive hazard rate twisting case with
a summation with a geometrically distributed number of terms:
V (0, X) = Eexh 1A (L h)2]
M
where L h = fx(X') is the likelihood ratio of the distribution of Xi,
i=1 fOxh'(X.)
fx to the delayed hazard rate twisted distribution f4Xh given in equation
32 and A is the event A = {=X> t}.
Recall from the previous chapter than when M is geometric with param-
eter p = APB (where A is the arrival rate of the M/G/1 queue and LB is the
mean service time) and that fx is the distribution of the residual time of
the service time distribution, then Ef0h [1AL , is equal to the probability
that a customer waits longer than t.
Thus 1AL"h is an importance sampling estimator for W(t) with second
moment E 1 A (L h)2 = v (0, Xh) so that finding the best (in the sense
of lowest variance) estimator is akin to minimizing V (0, Xh) with respect to
0 and Xh and then using the values 0* and x* found to minimize v (0, Xh) to
compute Ef0,xh 1A (Lo)*.
Since we can evaluate av(OXh) (by substituting equations 45 and 46 intoao
theorem 4.1) directly, but not avh , ) our approach consists of trying Q
different candidate values for x* and optimizing 0* each time using the
gradient descent outlined in equation 36. We choose the candidates solutions
zT as follows:
for i E {1, 2, ..., Q}.
Namely, for candidate solution Xz, a fraction approximately i/(Q +1) of
the samples will not be twisted, while the remainder will. For each i, we fix
Xi and we find the value 0*. that minimizes v (i, 0*,) using the gradient
descent. Finally, we select among all Q pairs (Xi, *,) the one that yields
the smallest value of v (Xi, O*,) and use that to simulate E [1AL x].
Increasing Q leads to more granularity in the candidate (Xi, 9*.) at the
expense of more simulation time, so Q acts as a trade-off between simulation
cost and accuracy. Our simulations suggest that values of Q around 10 offer
remarkable gains over plain adaptive hazard rate twisting. As a practical
illustration of the performance gains achievable, we run our adaptive delayed
hazard rate twisting algorithm and compare its performance to our adaptive
W (t) ADHZT APHZT DMC
t = 10, 6 x 10-2 5.48 x 10-1 5.39 x 10-1
(±4.39 x 10-3) (+4.89 x 10-1) (+4.98 x 10-')
t = 102 1.75 x 10-2 2.39 x 10-1 2.74 x 10-1
(+1.60 x 10-3) (+4.05 x 10-1) (±4.46 x 10-1)
t = 103 7.83 x 10-3 8.5 x 10-2 1.00 x 10-1
(+8.95 x 10-4) (±2.42 x 10-1) (+3 x 10-1)
t = 104 2.56 x 10-3 2.42 x 10-2 1.70 x 10-'
(+2.81 x 10-4) (+1.27 x 10-1) (+3.7 x 10-2)
t = 105 5.23 x 10-T 9.01 x 10- 9.00 x 10-3
(+1.42 x 10-4) (+7.13 x 10-2) (±9.44 x 10-2)
Table 2: Comparison of the estimates of W (t) = 1 - W (t) as given by
the adaptive delayed hazard rate twisting (ADHZT), the adaptive plain
hazard rate twisting algorithm (APHZT) and direct Monte-Carlo simulation
(DMC). The numbers in parenthesis are the standard deviations
plain hazard rate twisting algorithm and direct Monte-Carlo simulation for
an M/G/1 queue with arrival rate A = 1.82 and Pareto service time with
a = 1.5, xm = 0.1667, Q = 20 and summarize our results in table 2.
Observe from table 2 that for large values of t, the standard deviations of
the direct Monte-Carlo method and the adaptive plain hazard rate twisting
algorithm are so high as to render them nearly useless relative to the mean
values. The adaptive plain hazard rate twisting algorithm seems to perform
somewhat better than the direct Monte-Carlo. The adaptive delayed hazard
rate twisting algorithm however provides standard deviations two orders of
magnitude smaller than either adaptive plain hazard rate twisting and direct
Monte-Carlo in this particular setup for t = 105 . This should not be very
surprising because (non-adaptive) delayed hazard rate twisting is the only
algorithm of the three that is proven to be asymptotically optimal [11].
Also note that the probability of seeing a waiting time t appears to decrease
subexponentially with t. This should also be expected since the service time
distribution is heavy-tailed (with a = 1.5, the Pareto distributed service
time has finite mean, but infinite variance) in this setup.
5 Conclusion
Our main contribution in this thesis was an adaptive importance sam-
pling algorithm for quickly estimating buffer overflow probabilities in stable
M/G/1 queues. In particular, our algorithm operates even when the service
times are heavy-tailed. We illustrated its operation on an M/G/1 queue
with heavy-tailed Pareto service times with infinite variance, and showed
simulation time gains of 2 orders of magnitude over naive simulation.
Perhaps one of the most interesting avenue for future work in the area of
variance reduction for network simulations would be to develop a provably
asymptotically optimal importance sampling change of measure for networks
of 2 or more queues. The positive drift of the queue length with the asymp-
totically optimal importance sampling change of measure in the light-tailed
G/G/1 queue case suggests that a promising avenue for estimators of buffer
overflow probabilities for single queues and networks alike is to replace the
original service time and arrival time distributions with those conditioned
on the queue having overflown before returning to empty. If a sufficiently
tight lower bound on the second moment of the estimator is obtained to-
gether with a sufficiently tight upper bound on its first moment, asymptotic
optimality results would then follow.
A Confidence Intervals
This Appendix details the assumptions made in the construction of confi-
dence intervals in section 2.2.
Given a sequence of n i.i.d. random variables X 1 , X 2 , ..., X, with vari-
ance a.2 and mean p, the Central Limit Theorem states that:
lim X *' N (0, 1) (47)
n-4oo,_ Uo-9
where - means that the left and right hand side have the same distributions,
and N(a, b) is a normal random variable with mean a and variance b. Notice
that for all n > 0, the left hand side of 47 has mean 0 and variance 1. Our
approximation relies on assuming that for n large enough,
" Xi--yL
~ N (0, 1)
i1
Multiplying both sides by and adding pi yields:
- X ~ N y, - (48)
n n2=1
Observe that the left hand side of equation 48 is of the same form as equa-
tion 3. Continuing with this approximation, we may then approximate the
distribution of P" c by that of a normal with mean y = E [h (X)] = p and
a variance s 2 - a2  E[h(X) 21-E[h(X)]2
n n
EE h (X)2 - [h (X)]2
n
so that the probability that P" c be within a fraction # from p is simply the
probability a that a normal random variable with mean and variance given
in equation 49 take values between p(1 - 3) and p(l + #). Namely:
1 fp(1+) (ip 2
e 2s dt (50)
sv/2 r p(1ri)
where s corresponds to the standard deviation of the normal random variable
a , #/-* 100% 50% 25% 10% 5% 1%
50% 4.55E-01 1.82E+00 7.28E+00 4.55E+01 1.82E+02 4.55E+03
75% 1.32E+00 5.29E+00 2.12E+01 1.32E+02 5.29E+02 1.32E+04
90% 2.71E+00 1.08E+01 4.33E+01 2.71E+02 1.08E+03 2.71E+04
95% 3.84E+00 1.54E+01 6.15E+01 3.84E+02 1.54E+03 3.84E+04
99% 6.63E+00 2.65E+01 1.06E+02 6.63E+02 2.65E+03 6.63E+04
99.9% 1.08E+01 4.33E+01 1.73E+02 1.08E+03 4.33E+03 1.08E+05
Table 3: The quantity
a and #.
n/ 22(equation 53) evaluated for select values of
in equation 49, i.e.,
S = U E [h(X )2 - E [h (X}]2
A simple change of variable in equation 50 (substitute z
grand) yields:
-- = 2<p ( ) - 1
(51)
L in the inte-8
(52)
where <p (-) is defined in equation 6 (page 13) and the second equality follows
from the identity <p (x) = 1 - <p (-x). Equation 52 can be solved for s,
yielding:
ps3
where <p 1 (-) is the inverse of <p (.). Plots of both functions are given in
figures 12 and 11 respectively. Substituting s = ' from equation 51 and
solving for n yields the lower bound of equation 5 (page 13), i.e.:
(0)2
n- = (53)-1 (0+1) \2
a - O
S(PI)
1.(z)
1.0 F
z
-4 -2 2 4
Figure 11: Plot of <p (-) defined in equation 6 (page 13).
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Figure 12: Plot of 1(-).
B Heavy-tailedness
In this appendix, we define heavy-tailedness and collect several results that
are useful for chapter 3.
Definition B.1. The tail coefficient c of a non-negative random variable X
is a quantity c E R+ U {+oo} defined by:
c = sup {n|E [X"] < oo A n ; 0}
n
when the set {n|E [X"] < oo} is not equal to R+. Otherwise we adopt the
convention c = oo.
Definition B.2. A non-negative random variable X is called heavy-tailed
if its tail coefficient is strictly less than 2.
Lemma B. 1. Given a non-negative random variable X positive real number
n, E [X"] = oo if and only if E [X|IX, > a] = oo for every a > 0.
Proof. By the total expectation theorem [5]:
E [X"| = E [X"|X" < a| - P (X < a) + E [X"|X" > a| - P (X > a)
Since the term E [XIX" < a] -P (X < a) is bounded above by a, the lemma
follows immediately. 0
Theorem B.2. If the tail coefficient c of a non-negative random variable
X is finite, then for every d > c,
E [Xd] -
Proof. Let X be a non-negative random variable with tail coefficient c. Let
d > c. Then the function f(x) = xd - Xc is positive on the interval (1, oo).
Thus:
E [f (X)IX > 1| > 0
E [Xd - XcIX > 1] > 0
E[ X|X > 1] > E [XcIX > 1|
E [Xd] > E [XcIX > 1] -P (X > 1) + E [XdIX < 1 .P (X < 1)
By lemma B.1, E [Xc|X > 1] = 00 thus the left hand side of 54, E [Xd]
must also be infinite since E [XdIX _ 1] - P (X ( 1) is bounded below by
0. 5
Corollary B.3. Every heavy-tailed nonnegative random variable X has in-
finite variance.
Proof. By definition B.2, if X is heavy tailed, then its tail coefficient c is less
than 2. Applying theorem B.2 with d = 2 yields that E [X 2] = 00. Since
var (X) = E [X 2 ] - E [X]2, then var (X) = 00. 5
Theorem B.A. Let X be a non-negative random variable with tail coefficient
c and moment-generating function Mx (s) = E [esX]. If c < oo, then there
is no open-interval that includes 0 over which Mx (s) exists is finite.
Proof. It can be shown that for every n > 0 and s > 0,
esz
lim - = 00 (55)
x-o400 x
In particular, fix e > 0 and let n = c + e, equation 55 implies that there
exists an xO such that for every x > xo,
eSX > xc+e
or equivalently, the function f (x) = eSx - xc+e is strictly positive on (xo, cc).
Thus:
E [f (X) |X > xo] > 0
E [esXIX > xo] > E [Xc+eIX > X0]
Mx (s) > E [Xc+eIX > xo] P(X > xo) + E [e*XIX < xo] P(X < xo)
(56)
However since c + e > c, it follows from theorem B.2 that E [Xc+e -0 .
Now applying lemma B.1 with a = xO, we obtain that E [Xc+e|X > xo] = 00.
This means that the right hand side of equation 56 is infinite since the term
E [esX IX < xo] P (X < xo) is bounded below by 0. Therefore, for all s > 0,
Mx (s) = 00 from which the claim follows immediately. O
Corollary B.5. There is no open interval around 0 where the moment
generating function of a heavy-tailed random variable converges.
Proof. By defintion B.2, a heavy-tailed random variable has tail coefficient
strictly less than 2. Thus by theorem B.4, the claim follows. O
Definition B.3. A random variable X is called Pareto with minimum value
xm and scale parameter a if there exist two positives real numbers xm and
a such that:
0, - Xm
where Fx (x) = P (X <; x) is the CDF of X.
Theorem B.6. A Pareto random variable with scale parameter a has tail
coefficient c = a.
Proof.
E[X" xndFx = x dx= 0x a" dx =ax " xn-a-dx
x=-o Jx=-oo dx .Ix x a+1 mj
Thus, E [X"] < oo if and only if:
n - a- <- n < a
As a result, the tail coefficient c of X is equal to a. E
Corollary B.7. A Pareto random variable with scale parameter a is heavy-
tailed (in the sense of definition B.2) if and only if a < 2.
Proof. Immediate consequence of theorem B.6.
C Optimal twisting of the M/M/1 queue
In section 3.2, we have established an asymptotically optimal change of
measure for certain classes of G/G/1 queues called exponential twisting. In
this appendix, we examine the application of exponential twisting to the
M/M/1 queue. This is motivated in part because the analytical simplicity
of the M/M/1 model makes for an elegant exposition, but also and pri-
marily because of the popularity of the M/M/1 model. Not that the two
characteristics are unrelated.
By definition, an M/M/1 queue is a single-server queue with exponen-
tially distributed service time and exponentially distributed inter-arrival
time. If the mean service time is pL- and the mean inter-arrival time is
A-1, then by definition 3.1, the inter-arrival times and service times are
admissible if:
Reusing the nomenclature from chapter 3, the inter-arrival probability dis-
tribution is fA is given by:
fA (x) = Ae-A (57)
and the service time distribution, fB is given by:
fB (x) = e-' (58)
It can easily be checked from equations 57 and 58 that the moment gener-
ating function of X = B1 - A0 is:
MX (0) = MB (0) MA (-0) A (59)p,-0 A+
where MB (0) and MA(0) are the moment generating functions of the service
times and inter-arrival times respectively. Solving the equation M (0*) = 1
for positive roots then yields:
Now let fA be the 0-twisted distribution of the inter-arrival times:
A (X) fA (x) eex
MA (0)
and similarly, let fB be the 0-twisted distribution of the service times:
fB (x) eOx
MB (0)
It is then straightforward to check that:
f*() = fB (X)
and
f* () = fA (X)
In other words, the asymptotically optimal exponential change of measure
from section 3.2 corresponds to simulating another M/M/1 queue with the
service and arrival rates exchanged. Although in light of corollary 3.7 (page
39), it should not be surprising that the exponentially-twisted queue is un-
stable, it may not intuitively be obvious why exchanging service and arrival
times in an M/M/1 queue is the optimal importance sampling change of
measure (within the class of random walks with i.i.d. increments).
Some intuition for this result is provided in [1] where it is shown that,
conditioned on an M/M/1 queue having taken a large value, it is almost
surely the case that the queue was stable up to a certain time, and then
started growing at a rate pL - A until it reached the large value. For a
more formal exposition, see [1], but this illustrates that a good importance
sampling measure, and indeed an asymptotically optimal one in this case, is
one that concentrates the probability mass of the sampling distribution over
the simulation path that the rare event (in our case, the queue exceeding
some specified size n) is most likely to have taken.
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