Proyecto AWARE. Integración de Vehículos Aéreos no Tripulados con Redes Inalámbricas de Sensores y Actuadores  by Ollero, A. et al.
Revista Iberoamericana de Automática e Informática industrial 9 (2012) 46–56
© 2012 CEA. Publicado por Elsevier España, S.L. Todos los derechos reservados
doi:10.1016/j.riai.2011.11.007 
Proyecto AWARE. Integracio´n de Vehı´culos Ae´reos no Tripulados
con Redes Inala´mbricas de Sensores y Actuadores
A. Olleroa,b, I. Mazaa,∗, A. Rodrı´guez-Castan˜oa, J.R. Martı´nez-de Diosa, F. Caballeroa, J. Capita´na
aGrupo de Robo´tica, Visio´n y Control, Universidad de Sevilla, Camino de los Descubrimientos, s/n, 41092, Sevilla, Espan˜a
bCentro Avanzado de Tecnologı´as Aeroespaciales, CATEC, Parque Tecnolo´gico Aeroespacial de Andalucı´a Aero´polis; La Rinconada-Sevilla, Espan˜a
Resumen
En este artı´culo se resumen los resultados obtenidos en el proyecto AWARE coordinado por el Grupo de Robo´tica Visio´n y
Control (GRVC) de la Universidad de Sevilla y ﬁnanciado por la Comisio´n Europea en el VI Programa Marco (IST-2006-33579).
El artı´culo describe brevemente la arquitectura desarrollada para la cooperacio´n auto´noma descentralizada entre vehı´culos ae´reos
no tripulados, redes inala´mbricas de sensores/actuadores y redes de ca´maras en tierra. Todo el desarrollo fue validado mediante
experimentos de campo con helico´pteros equipados con dispositivos heteroge´neos tales como ca´maras visuales y de infrarrojos, e
instrumentos para el transporte y despliegue de sensores y otras cargas. Copyright c© 2012 CEA. Publicado por Elsevier Espan˜a,
S.L. Todos los derechos reservados.
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1. Introduccio´n
El trabajo descrito en este artı´culo ha sido desarrollado en el
marco del proyecto AWARE 1 (Junio 2006 – Septiembre 2009)
ﬁnanciado por la Comisio´n Europea en el VI Programa Mar-
co. El consorcio, coordinado por el Grupo de Robo´tica, Visio´n
y Control (GRVC) de la Universidad de Sevilla, ha incluido
tambie´n a los siguientes socios: Universidad Te´cnica de Berlı´n
(Alemania), la empresa de cinematografı´a Flying-Cam (Be´lgi-
ca), la Universidad de Twente (Holanda), la Universidad de
Stuttgart (Alemania), la empresa SELEX Sensors and Airborne
Systems (Reino Unido), el Grupo Industrial Iturri (Espan˜a) y la
Universidad de Bonn (Alemania).
El proyecto AWARE tenı´a como objetivo principal el desa-
rrollo y demostracio´n de una plataforma para la cooperacio´n
descentralizada de vehı´culos ae´reos auto´nomos con redes te-
rrestres inala´mbricas de sensores y actuadores. Dicha platafor-
ma deberı´a operar de forma robusta y escalable en entornos en
los que no hay infraestructuras, o en situaciones en las que di-
chas infraestructuras han sido dan˜adas o destruidas. La escala-
bilidad con el nu´mero de vehı´culos y sensores se logro´ gracias
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al disen˜o descentralizado de la arquitectura. Asimismo, el sis-
tema tiene capacidades de auto-despliegue, auto-conﬁguracio´n
y auto-reparacio´n por medio del uso de helico´pteros auto´nomos
cooperativos. Las plataformas desarrolladas previamente en los
proyectos ANSER (Sukkarieh et al., 2003) y COMETS (Ollero
et al., 2005) se pueden mencionar como trabajos relacionados.
Se consideraron dos escenarios para la validacio´n del siste-
ma AWARE en condiciones cercanas a su explotacio´n: gestio´n
de cata´strofes/seguridad civil y aplicaciones de ﬁlmacio´n. Tanto
la arquitectura como todas las te´cnicas, sistemas y funcionali-
dades desarrolladas en el proyecto AWARE se han validado en
un escenario de experimentacio´n ubicado en los terrenos de la
fa´brica Protect Fire del Grupo Industrial Iturri en Utrera (Sevi-
lla).
En este artı´culo se resumen brevemente las actividades prin-
cipales desarrolladas en el marco del proyecto. Dado que la
capacidad de auto-despliegue de la plataforma requiere el uso
de vehı´culos ae´reos no tripulados (Unmanned Aerial Vehicles
-UAVs- en ingle´s), la Seccio´n 2 presenta la arquitectura adop-
tada para la cooperacio´n entre ellos de cara a la ejecucio´n de
las diferentes misiones. Dicha arquitectura ha sido desarrolla-
da ı´ntegramente por el GRVC. Por otro lado, los resultados con
la red inala´mbrica de sensores en tierra se describen en la Sec-
cio´n 3, mientras que la Seccio´n 4 se dedica a las herramientas
de percepcio´n desarrolladas para la plataforma por el GRVC.
Las misiones ejecutadas para la validacio´n de los componen-
tes presentados en los apartados anteriores se describen en la
Seccio´n 5. Finalmente, la Seccio´n 6 resume los principales re-
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sultados del proyecto, destacando la transferencia tecnolo´gica
hacia el tejido industrial. En ese sentido, el proyecto AWARE
fue galardonado en 2010 con uno de los premios europeos de
robo´tica concedidos por EURON/EUROP por la transferencia
de tecnologı´a derivada (EURON/EUROP Robotics Technology
Transfer Award).
2. Arquitectura para la cooperacio´n entre UAVs
Como se ha mencionado con anterioridad, la plataforma tie-
ne capacidades de auto-despliegue por medio del uso de he-
lico´pteros auto´nomos cooperativos con capacidad para trans-
porte de cargas. Estos UAVs tambie´n se emplean para la lo-
calizacio´n y seguimiento cooperativos de objetos mo´viles em-
pleando las te´cnicas de fusio´n sensorial que aparecen en la Sec-
cio´n 4. Por tanto, la arquitectura adoptada para la cooperacio´n
entre ellos juega un papel fundamental en el funcionamiento de
la plataforma.
Se disen˜o´ e implemento´ una arquitectura descentralizada
(ver Fig. 1) para la coordinacio´n y cooperacio´n auto´noma de
mu´ltiples vehı´culos ae´reos no tripulados. En cada UAV, hay dos
niveles: la capa de toma de decisiones a bordo (ODL) y la capa
ejecutiva (EL). La primera capa se encarga de las decisiones de
alto nivel de manera descentralizada y la segunda de la ejecu-
cio´n de las tareas elementales (despegar, aterrizar y visitar una
posicio´n). En la interfaz entre las dos capas, la ODL envı´a ta-
reas elementales y recibe el estado de ejecucio´n de cada una,
ası´ como el estado del propio UAV. El proceso de decisio´n des-
centralizado se logra mediante el intercambio de mensajes entre
las ODLs de distintos UAVs.
La arquitectura del ODL (Maza et al., 2011a) esta´ compues-
ta por diferentes mo´dulos que resuelven los problemas habitua-
les que surgen durante la ejecucio´n de misiones multi-propo´si-
to, tales como la descomposicio´n de tareas complejas, la asig-
nacio´n de tareas, la deteccio´n y resolucio´n de conﬂictos, etc.
Uno de los principales objetivos en el disen˜o de la arquitec-
tura fue imponer pocos requisitos a las capacidades ejecutivas
de los vehı´culos auto´nomos que se quisieran integrar en la pla-
taforma. Ba´sicamente, esos vehı´culos deberı´an ser capaces de
moverse a una determinada localizacio´n y activar/desactivar su
carga u´til cuando fuera requerido. De esta manera, es posible
integrar vehı´culos de diferentes fabricantes y grupos de inves-
tigacio´n en la arquitectura desarrollada, permitiendo su uso en
diversas aplicaciones multi-UAV.
En relacio´n a los mo´dulos desarrollados en la arquitectura
interna del ODL (ver Fig. 1), cabe mencionar que el trabajo se
ha focalizado principalmente en los mo´dulos encargados de las
siguientes funciones:
Descomposicio´n de tareas complejas en tareas elementa-
les ejecutables por el UAV directamente (mo´dulo de des-
composicio´n de planes). Se han desarrollado algoritmos
que permiten descomponer distintos tipos de tareas, tales
como la vigilancia de una zona (Maza and Ollero, 2007)
o la monitorizacio´n de un objeto (Maza et al., 2010a).
Asignacio´n de tareas de manera distribuida (mo´dulo ges-
tor de asignacio´n de tareas). Una vez deﬁnida la misio´n
Figura 1: Arquitectura descentralizada adoptada para la coordinacio´n y coope-
racio´n auto´noma de mu´ltiples vehı´culos ae´reos no tripulados. Los distintos
mo´dulos software se representan mediante cajas en blanco y las interfaces de
datos mediante elipses. En esta seccio´n se describen los mo´dulos en cuyo desa-
rrollo se ha focalizado la investigacio´n en el marco del proyecto.
a ejecutar por el equipo de UAVs, es necesario decidir
que´ UAV se va a encargar de cada tarea. Se han desarro-
llado varios algoritmos (Viguria et al., 2007, 2008) du-
rante el proyecto para la asignacio´n distribuida de tareas.
Dichos me´todos esta´n basados en economı´as de merca-
do, al igual que otros trabajos previos en el a´rea (Dias and
Stentz, 2002; Gerkey and Mataric´, 2002; Lemaire et al.,
2004; Xu et al., 2006). El objetivo era encontrar solu-
ciones que minimizaran el coste global deﬁnido como la
suma de todos los costes individuales suponiendo tareas
independientes. Entre las estrategias desarrolladas, se se-
lecciono´ el algoritmo denominado SIT (Viguria et al.,
2007) para su utilizacio´n en la plataforma AWARE por
presentar el mejor compromiso entre el nu´mero de men-
sajes intercambiados necesarios y la proximidad al o´pti-
mo de la solucio´n obtenida. El algoritmo se basa en un
mecanismo de subasta de tareas con dos tipos de rol que
son jugados dina´micamente por los UAVs: subastador y
pujadores. En cada subasta solamente hay un subastador
y el proceso se abre durante un periodo de tiempo en el
que se consideran todas las pujas recibidas. La mejor pu-
ja recibida se incrementa en un determinado porcentaje
(usualmente el 1%) para evitar transacciones que no me-
joren signiﬁcativamente la solucio´n.
En el proceso de negociacio´n, cada UAV puja por la tarea
con el coste de insertarla dentro de su plan local (cos-
te marginal). Consideremos que el i-e´simo UAV tiene un
plan local Pi consistente en un conjunto de n tareas de
movimiento ordenadas con coste totalCi. En ese momen-
to se recibe una nueva tarea τ. Si esta tarea se inserta en
la posicio´n j-e´sima del plan Pi, entonces se genera un
nuevo plan Pi(τ j) con coste Ci(τ j). En tal caso, el coste
marginal asociado μ j viene dado por
μ j = Ci(τ j) −Ci. (1)
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El mo´dulo encargado de la construccio´n de planes de ca-
da UAV calcula el punto de insercio´n de la nueva tarea
en el plan actual. De ese modo, como la puja de cada
UAV depende de su plan actual, cada vez que dicho plan
cambia, la negociacio´n continu´a hasta que ninguna puja
mejora la asignacio´n global. La ejecucio´n de la misio´n
puede empezar cuando la negociacio´n inicial ha termina-
do, pero en cualquier momento se pueden anunciar nue-
vas tareas. Por tanto, la negociacio´n es dina´mica en el
sentido de que se gestionan tambie´n las nuevas tareas du-
rante la ejecucio´n. Por ejemplo, si se detecta un error en
la ejecucio´n de una tarea, puede volverse a anunciar para
su reasignacio´n.
Deteccio´n y resolucio´n de conﬂictos (mo´dulo de fusio´n
de planes). Una vez que cada UAV tiene un plan com-
puesto por tareas elementales, es necesario detectar si
hay conﬂictos con los planes de otros miembros del equi-
po. Uno de los conﬂictos ma´s crı´ticos aparece cuando los
UAVs comparten una misma zona y sus trayectorias se
solapan en espacio y tiempo. Por tanto, se han desarrolla-
do me´todos distribuidos para la deteccio´n y resolucio´n de
conﬂictos entre las trayectorias de los diferentes UAVs.
Uno de los aspectos fundamentales en el disen˜o fue im-
poner pocos requisitos a los vehı´culos a integrar en la ar-
quitectura. De ese modo se decidio´ no imponer la ejecu-
cio´n de una determinada trayectoria o el seguimiento de
un perﬁl de velocidad dado durante el vuelo. Por tanto,
la polı´tica implementada para evitar las colisiones entre
vehı´culos se basa u´nicamente en las tareas elementales
de despegar, aterrizar e ir a una posicio´n y permanecer
en vuelo estacionario allı´. De esa manera, los conﬂictos
solamente podra´n existir en las transiciones de un punto
de paso a otro. Teniendo en cuenta el movimiento del i-
e´simo UAV se ha considerado un conjunto S i = {s1i , s2i }
con dos estados posibles:
• Estado s1i : vuelo estacionario en torno a un punto de
paso P. El UAV puede estar esperando una nueva ta-
rea que implique movimiento o esperando hasta que
la ruta al siguiente punto de paso este´ despejada.
• Estado s2i : vuelo entre los puntos de paso Pk y Pk+1.
La ruta en lı´nea recta Δki entre esos puntos de paso
se considera como trayectoria de referencia para el
i-e´simo UAV.
Por tanto, los conﬂictos solamente pueden aparecer en las
transiciones de los estados s1i a s
2
i . Ası´, antes de pasar al
estado s2i , el i-e´simo UAV debe comprobar dos tipos de
conﬂictos potenciales con el j-e´simo UAV en funcio´n de
su estado actual s j:
• Tipo A (si s j = s1j ): conﬂicto potencial entre la
pro´xima ruta Δki y la posicio´n actual del j-e´simo
UAV.
• Tipo B (si s j = s2j ): conﬂicto potencial entre la
pro´xima ruta Δki y la ruta Δ
l
j que esta´ siguiendo en
ese momento el j-e´simo UAV.
Por tanto, el problema a resolver puede formularse como:
evitar los conﬂictos de tipo A y B en las transiciones s1i →
s2i ∀i = 1, . . . , n donde n es el nu´mero total de UAVs.
El algoritmo distribuido desarrollado para garantizar que
no se produce ningu´n conﬂicto en ninguna transicio´n se
describe en (Maza et al., 2011a).
La implementacio´n distribuida de la arquitectura ofrece una
mayor robustez y escalabilidad en comparacio´n con un esque-
ma centralizado. Por contra, presenta importantes retos relacio-
nados con la naturaleza ası´ncrona de los eventos y de los mensa-
jes intercambiados entre las distintas aeronaves. Al respecto de
las comunicaciones, en el proyecto se ha desarrollado un midd-
leware que tiene como objetivo abstraer las particularidades de
los sistemas heteroge´neos para ofrecer una comunicacio´n trans-
parente entre ellos, incluso si hay cambios de topologı´a y exis-
ten nodos mo´viles (Gil et al., 2007).
Se ha llevado a cabo la implementacio´n software tanto de la
arquitectura multi-UAV como de la interfaz persona-ma´quina
(Human Machine Interface -HMI- en ingle´s) de la plataforma.
Esta u´ltima aplicacio´n ha sido disen˜ada teniendo en cuenta las
capacidades auto´nomas de la misma y la posibilidad de integrar
mu´ltiples modalidades sensoriales en la interfaz (Maza et al.,
2010b).
La plataforma empleada en el proyecto AWARE estaba com-
puesta por un total de cinco helico´pteros auto´nomos: cuatro he-
lico´pteros tipo TUB-H (ver Fig. 2(a)) de la Technische Univer-
sita¨t Berlin (TUB) y un modelo de la empresa belga Flying-
Cam (ver Fig. 2(b)). Estos helico´pteros se mejoraron durante el
proyecto incorporando nuevo hardware y desarrollando nuevos
sistemas de control. En el proyecto se desarrollo´ tambie´n un
nuevo helico´ptero, el FC III E SARAH (Electric Special Aerial
Response Autonomous Helicopter), primer helico´ptero ele´ctri-
co con una carga u´til de 7 Kg.
Como se muestra en la Seccio´n 5,los helico´pteros del tipo
TUB-H son capaces de transportar cargas suspendidas mediante
un sistema de control que es capaz de cancelar las oscilaciones
de la carga en el transporte y compensar la inﬂuencia del viento
deposita´ndolas en las localizaciones planiﬁcadas (ver Fig. 3).
3. Red inala´mbrica de sensores en tierra
En el sistema AWARE se emplearon sensores en UAVs -
ca´maras visuales y de infrarrojos-, una red de ca´maras ﬁjas y
sensores en los nodos de la red inala´mbrica de sensores. Los
sensores empleados contienen un alto grado de heterogenidad
en magnitudes fı´sicas, precisio´n y movilidad (sensores esta´ticos
y mo´viles).
La red de ca´maras ﬁjas empleada en AWARE estaba for-
mada por nodos con ca´maras visuales o de infrarrojos, sistemas
computacionales con capacidades moderadas y comunicacio-
nes de un ancho de banda signiﬁcativo. En base a esta red se
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(a) Helico´pteros auto´nomos tipo TUB-H
(Technische Universita¨t Berlin)
(b) Helico´ptero auto´nomo modelo FC III
E SARAH (empresa Flying-Cam)
Figura 2: Helico´pteros auto´nomos empleados para la demostracio´n de la plata-
forma desarrollada.
Figura 3: Transporte de carga mediante un helico´ptero auto´nomo.
pudieron aplicar te´cnicas de percepcio´n cooperativa y ﬁltrado
de informacio´n de cierta complejidad, ver Seccio´n 4.
Tambie´n se empleo´ una red inala´mbrica de sensores (Wi-
reless Sensor Networks -WSN- en ingle´s) formada por un alto
nu´mero de nodos de muy reducida capacidad sensorial, compu-
tacional y de comunicacio´n. El reducido taman˜o, coste y consu-
mo energe´tico de los nodos son tres de las caracterı´sticas prin-
cipales de las WSN. En la literatura pueden encontrarse un gran
nu´mero de te´cnicas y algoritmos cooperativos que les dotan
de gran ﬂexibilidad, robustez y tolerancia ante fallos (Akyil-
diz et al., 2002). Estas caracterı´sticas y la alimentacio´n en base
a baterı´as, facilitan su despliegue ra´pido y eﬁciente, siendo ade-
cuadas para situaciones de emergencia, donde la infraestructura
pre-existente puede estar dan˜ada.
En particular se emplearon nodos Series 800 de Ambient
ası´ como motes Mica2 de Xbow. Ambos tipos de nodos estaban
dotados de sensores de temperatura y humedad adecuados para
aplicaciones relacionadas con la deteccio´n y monitorizacio´n de
incendios. En la Fig. 4 se muestran algunos de estos sensores
desplegados en el escenario de validacio´n del proyecto.
Figura 4: Nodos de la red de sensores inala´mbrica empleados en el escenario
de trabajo.
En el disen˜o de la red se presto´ atencio´n especial a la mo-
vilidad de los nodos. Dicha red estaba formada por unos nodos
esta´ticos localizados en el escenario y por nodos mo´viles trans-
portados por personas y por UAVs.
La torre de protocolos de la red WSN desarrollada por la
Universidad de Twente, fue disen˜ada para soportar los niveles
de movilidad, dinamismo y robustez requeridos en los escena-
rios del proyecto (Erman-Tuysuz et al., 2008). El enrutamiento
de comunicaciones entre los nodos esta´ticos se llevaba a cabo
mediante me´todos distribuidos basados en la minimizacio´n de
funciones de coste que tenı´an en cuenta la calidad del enlace
entre los nodos esta´ticos (Woo et al., 2003) entre otros facto-
res. En cuanto a los nodos mo´viles, perio´dicamente transmitı´an
mensajes baliza para solicitar respuesta de los nodos esta´ticos.
A partir de dichas respuestas, los nodos mo´viles pueden selec-
cionar el nodo esta´tico con el que mantienen mejor calidad del
enlace en dicho instante.
La red de sensores estaba integrada con el resto de la pla-
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taforma por medio del middleware de comunicaciones mencio-
nado en la seccio´n anterior. En la estacio´n de monitorizacio´n
se recibı´an las lecturas de los sensores de los nodos WSN y se
podı´an lanzar solicitudes a nodos concretos empleando me´to-
dos de ﬁltrado por valor y por a´rea (seleccionando aquellas
lecturas por encima de un determinado umbral o dentro de un
cierto a´rea). Dicha integracio´n permitı´a la realizacio´n de tareas
cooperativas, tales como deteccio´n de fuego o seguimiento de
bomberos. Para ello, se utilizaron los me´todos estadı´sticos que
se presentan en la Seccio´n 4 para la fusio´n de medidas proce-
dentes de diferentes tipos de sensores: ca´maras visuales e infra-
rrojas, sensores de temperatura y detectores de humo.
En las misiones de conﬁrmacio´n y monitorizacio´n de in-
cendios, la WSN se encargaba de generar las alarmas iniciales
mediante sensores de humo y de temperatura. Estos me´todos se
validaron con buenas tasas de deteccio´n y de rechazo de falsos
positivos (Maza et al., 2010a, 2011b,a). Por otro lado, en las
pruebas de seguimiento de bomberos, los nodos esta´ticos toma-
ban medidas de potencia radio recibida (RSSI) del nodo mo´vil
alojado en el vestuario del bombero. Dichas medidas se inte-
graban con medidas del resto de sensores mediante ﬁltros EIF
que se presentan brevemente en la Seccio´n 4 para estimar la
localizacio´n de la persona.
Como se ha comentado en la Seccio´n 2, la plataforma per-
mite el auto-despliegue de la red de sensores de forma automa´ti-
ca mediante los helico´pteros auto´nomos. Los helico´pteros esta´n
dotados de dispositivos que permiten transportar y depositar
con precisio´n nodos. Esta funcionalidad se ha empleado con un
doble objetivo. El primero es el de mejorar la monitorizacio´n en
a´reas de intere´s mediante el despliegue de sensores adicionales
que permitan reducir la incertidumbre de las estimaciones. Por
ejemplo, se realizaron experimentos donde se desplegaron no-
dos en zonas cercanas a un fuego previamente detectado y lo-
calizado mediante procesamiento de ima´genes ae´reas de infra-
rrojos. El segundo objetivo del despliegue es la reparacio´n de la
conectividad en la propia WSN. En escenarios de desastres son
frecuentes los fallos en un cierto nu´mero de nodos. Como se ha
comentado anteriormente los nodos se organizan estableciendo
rutas de datos. Cuando un sensor falla, no so´lo deja de tomar
datos, sino que puede afectar a los canales de enrutamiento y
perjudicar la comunicacio´n en toda la red. El GRVC de la Uni-
versidad de Sevilla desarrollo´ te´cnicas de reparacio´n basadas en
el incremento de la llamada conectividad-k. La conectividad-k
expresa el nu´mero k de rutas disjuntas entre cualquier par de
nodos de una red. De ese modo, conectividad-0 signiﬁca que en
la red existen nodos aislados. Se desarrollaron algoritmos que
identiﬁcan el mı´nimo nu´mero de nodos -y de localizaciones de
reparacio´n- necesarios para que la red tenga una conectividad-k
deseada. Tras la ejecucio´n del algoritmo, el helico´ptero puede
desplegar los nodos en las ubicaciones calculadas. Tambie´n se
desarrollaron algoritmos de reparacio´n segu´n la redundancia-k,
que es una medida de la redundancia de la red y por lo tanto de
su robustez ante fallos de nodos.
Desde el punto de vista operativo, la Universidad Te´cnica
de Berlin desarrollo´ dispositivos meca´nicos para el despliegue
de nodos desde los helico´pteros. Por su parte, la Universidad de
Twente disen˜o´ encapsulados adecuados para los nodos WSN de
forma que las antenas permaneciesen perpendiculares al suelo
tras soltarlos, ver Fig. 5.
Figura 5: Despliegue de nodos de la red de sensores inala´mbrica mediante un
helico´ptero auto´nomo.
Finalmente, se evaluo´ de forma premiminar la integracio´n
de microca´maras tipo CMUCAM3 (ver Fig. 6) en los nodos pa-
ra ampliar las capacidades de la WSN. Se desarrollaron algorit-
mos simples para el seguimiento de personas, basados en Fil-
tros de Kalman y adaptados a las reducidas capacidades compu-
tacionales disponibles en los nodos (Sanchez-Matamoros et al.,
2009).
Figura 6: Nodo de la red inala´mbrica compuesto por un nodo Xbow y un mo´dulo
CMUCAM3.
4. Herramientas de percepcio´n
En la plataforma AWARE, la localizacio´n y seguimiento de
objetos de intere´s se basa en un sistema de percepcio´n distri-
buido que es capaz de fusionar informacio´n procedente de los
distintos sensores heteroge´neos disponibles. En concreto, el al-
goritmo utilizado (Capitan et al., 2009; Capita´n et al., 2011)
para la fusio´n sensorial es un ﬁltro de informacio´n extendido
(EIF) que estima de forma probabilı´stica el estado del sistema
integrando las medidas procedentes de todos los sensores. En
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vez de utilizar un u´nico ﬁltro centralizado, se utiliza una ver-
sio´n descentralizada en la que se consideran los estados en ins-
tantes de tiempo pasados a la hora de fusionar. Gracias a esta
te´cnica, se pueden mejorar las prestaciones del ﬁltro ante comu-
nicaciones ası´ncronas y sujetas a fallos, ası´ como obtener una
estimacio´n igual a la del ﬁltro centralizado para ciertas condi-
ciones.
Este algoritmo de fusio´n sensorial se ha utilizado para dis-
tintas aplicaciones: seguimiento de bomberos; y deteccio´n y
monitorizacio´n de incendios. En todos los casos, los sensores
involucrados ejecutan ﬁltros locales que procesan sus propias
medidas y fusionan la informacio´n que reciben de otros com-
ponentes de la plataforma. Sin embargo, segu´n la aplicacio´n,
los objetos de intere´s a localizar pueden variar, por lo que el
estado a estimar tambie´n.
En el caso del seguimiento de bomberos, el estado a estimar
por los ﬁltros descentralizados es la posicio´n y velocidad de
las personas. Para obtener medidas sobre dichas posiciones se
utilizan ca´maras a bordo de los helico´pteros, ca´maras ﬁjas en
tierra, y la red inala´mbrica de sensores (el bombero lleva un
nodo de dicha red que es capaz de obtener informacio´n sobre su
posicio´n segu´n el nivel de sen˜al que recibe del resto de nodos).
En el caso de la monitorizacio´n de incendios, el estado a
estimar es la posicio´n del fuego o alarma. Para detectar dicho
fuego se utilizan los sensores de la red inala´mbrica, que pue-
den detectar humo y/o altas temperaturas. Asimismo, se han
utilizado algoritmos de deteccio´n automa´tica de fuego con las
ca´maras visuales y de infrarrojos a bordo de los helico´pteros y
en tierra.
En particular, se hicieron experimentos de seguimiento au-
toma´tico de bomberos y monitorizacio´n de incendios emplean-
do uno y dos helico´pteros, dos ca´maras en tierra y una red
inala´mbrica de sensores (Maza et al., 2010a, 2011b,a). En la
Fig. 7 se muestran los resultados correspondientes al segui-
miento de un bombero utilizando informacio´n procedente de
los distintos sensores. A pesar de las limitaciones del sistema
de comunicaciones, puede apreciarse que la estimacio´n descen-
tralizada es siempre cercana (errores inferiores a un metro) a
la que se obtendrı´a con un ﬁltro centralizado. El sistema se be-
neﬁcia del uso de sensores heteroge´neos: los nodos de la red
inala´mbrica generan medidas con mucho ruido pero que per-
miten inicializar la estimacio´n; las ca´maras permiten obtener
una mayor precisio´n gracias a la triangulacio´n desde distintos
enfoques. En (Maza et al., 2011a) se detallan ma´s experimen-
tos utilizando los distintos sensores por separado para realzar el
beneﬁcio de la fusio´n sensorial.
Tambie´n se han desarrollado nuevas te´cnicas de localiza-
cio´n de nodos de la red de sensores basadas en la interaccio´n
de e´stos con los robots ae´reos o terrestres que se encuentran
en un a´rea. Estas te´cnicas permiten explotar convenientemente
los sistemas de posicionamiento de los robots y trasladar di-
cha informacio´n a los nodos de la red que se encuentren en
los alrededores mediante la intensidad de sen˜al recibida. Di-
cha informacio´n es integrada utilizando un ﬁltro de partı´culas
especialmente disen˜ado para esta aplicacio´n (Caballero et al.,
2008a,b).
En el proyecto tambie´n se han desarrollado te´cnicas de vi-
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Figura 7: Estimacio´n de posicio´n de un bombero utilizando la aproximacio´n
descentralizada empleada en el proyecto AWARE (linea roja so´lida). Se mues-
tra tambie´n la estimacio´n calculada utilizando un ﬁltro centralizado (linea ne-
gra discontinua) como referencia. Se puede ver como la estimacio´n distribuida
esta´ siempre dentro del intervalo de conﬁanza dado por 3σ (linea azul discon-
tinua).
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sio´n por computador para asistir a la navegacio´n auto´noma de
los vehı´culos ae´reos (Caballero et al., 2009). Se trata de siste-
mas de odometrı´a visual monocular basados en el ca´lculo de
modelos de transformacio´n planos (homografı´as), que aportan
informacio´n de posicionamiento suﬁciente para hacer frente a
posibles degradaciones temporales del GPS.
5. Validacio´n de la plataforma
El proceso de validacio´n se llevo´ a cabo en las instalaciones
de la empresa Protec-Fire (grupo Iturri) en Utrera (Sevilla) e
incluyo´ varias misiones multi-UAV para aplicaciones de segu-
ridad en un entorno urbano simulado (ver Fig. 8):
Figura 8: Escenario de validacio´n del proyecto AWARE en las instalaciones de
Protec-Fire (Grupo Iturri) en Utrera, Sevilla. La fotografı´a muestra la estructura
usada para simular un ediﬁcio.
Seguimiento de personas 2. Se trata de seguir a una o va-
rias personas mediante el uso de distintos sensores des-
plegados (ver Seccio´n 4).
Vigilancia con mu´ltiples UAVs 3. En la vigilancia coope-
rativa, la plataforma divide automa´ticamente el a´rea co-
rrespondiente asignando sub-a´reas a cada uno de los UAVs
en base a sus capacidades. A continuacio´n se generan pa-
trones en zig-zag para cada sub-a´rea teniendo en cuenta
los modelos de los sensores a bordo y del terreno. Todos
estos ca´lculos son llevados a cabo por el mo´dulo de des-
composicio´n de planes (ver Seccio´n 2). Las distintas tra-
yectorias se ejecutan simulta´neamente de manera segura
gracias al mo´dulo de fusio´n de planes de la arquitectura.
Las herramientas de percepcio´n detectan y geo-localizan
objetos de intere´s (tales como barriles) durante el vuelo.
Conﬁrmacio´n, monitorizacio´n y extincio´n de incendios 4.
En estas misiones, la deteccio´n inicial del foco se lleva a
cabo mediante la red de sensores inala´mbrica. A conti-
nuacio´n se efectu´a la conﬁrmacio´n y monitorizacio´n au-
toma´ticas mediante los UAVs equipados con ca´maras de
2http://www.aware-project.net/videos/ﬁremen.avi
3http://www.aware-project.net/videos/surv.avi
4http://www.aware-project.net/videos/ir.avi
infrarrojos. En base a las coordenadas calculadas por las
herramientas de percepcio´n, se activa el sistema de extin-
cio´n de fuegos. Se trata de un camio´n de bomberos equi-
pado con un can˜o´n de agua automatizado (ver Fig. 9), que
permite dirigir el chorro hacia el objetivo a partir de sus
coordenadas.
Figura 9: Sistema automatizado de extincio´n empleado en las misiones de con-
ﬁrmacio´n, monitorizacio´n y extincio´n de incendios.
Transporte y despliegue de cargas con varios UAVs 5.
La misio´n consiste en transportar mediante helico´pteros
auto´nomos diversas cargas, tales como sensores o ca´ma-
ras, a localizaciones calculadas por la plataforma. Esta
aplicacio´n tiene gran intere´s pra´ctico debido al incremen-
to exponencial del precio de los helico´pteros en funcio´n
de la carga u´til que son capaces de transportar. Convie-
ne tener en cuenta que, mientras que en el control de un
helico´ptero desacoplado, la dina´mica de orientacio´n del
helico´ptero tiene una inﬂuencia bien conocida en la tras-
lacio´n, este no es el caso cuando existe una carga sus-
pendida y acoplada a los tres helico´pteros. En efecto la
orientacio´n tambie´n depende de la traslacio´n lo que com-
plica de forma muy importante el disen˜o del sistema de
control. En este caso es necesario considerar en el con-
trol de las velocidades angulares de cada helico´ptero, el
efecto de las velocidades lineales y angulares de los otros
helico´pteros y el movimiento de la carga. Sin embargo,
el empleo de un sensor que permite medir la direccio´n
(en dos a´ngulos) y la intensidad de la fuerza permite de-
sacoplar el control de la orientacio´n haciendo posible el
empleo de controladores independientes del nu´mero de
helico´pteros (Bernard et al., 2011).
En Diciembre de 2007 se valido´ el sistema de transpor-
te cooperativo de cargas por primera vez. En Mayo de
2009 se realizo´ otra demostracio´n con rachas de viento de
35 km/h, pro´ximas a la velocidad ma´xima de los helico´pte-
ros. En dichas pruebas se deposito´ una carga consistente
en una ca´mara con posicionador en la parte superior de
la estructura (ver Fig. 10) tras declararse una alarma de
5http://www.aware-project.net/videos/aware.mov
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incendio en la misma (Maza et al., 2011a; Bernard et al.,
2011). El objetivo era ofrecer ima´genes en tiempo real
para monitorizar las operaciones de los bomberos y el es-
tado de las vı´ctimas en la azotea de la estructura.
Figura 10: Transporte cooperativo de una carga mediante 3 UAVs.
La Fig. 11 muestra las trayectorias 2-D seguidas por los
tres helico´pteros tipo TUB-H y por la ca´mara transporta-
da. La formacio´n es un tria´ngulo equila´tero con una dis-
tancia de 8m entre los helico´pteros. El peso de la carga
compuesta por la ca´mara, las baterı´as y la caja era apro-
ximadamente de 5Kg. A pesar de las malas condiciones
metereolo´gicas, la carga permanecio´ en los lı´mites de la
azotea durante el despliegue de la carga.
La Fig. 12 complementa los datos de vuelo presentados
en la Fig. 11 mostrando los valores de las coordenadas
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Figura 12: Valores de las coordenadas x, y y z de los helico´pteros (izquierda) y
de la carga (derecha) durante la misio´n. Para cada helico´ptero y para la carga,
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despegue del helico´ptero correspondiente o de levantamiento de la carga). Las
trayectorias de los helico´pteros no presentan desviaciones signiﬁcativas entre
ellas.
x, y y z de los helico´pteros y la carga durante la misio´n.
El movimiento de la carga se muestra desde el momento
en que se levanta del suelo hasta que es depositada en la
azotea. Para cada helico´ptero y para la carga, las coor-
denadas se han dibujado respecto a un origen relativo (la
posicio´n de despegue del helico´ptero correspondiente o
de levantamiento de la carga). La correspondencia entre
helico´pteros y colores de lı´nea es ambigua, pero en cual-
quier caso el movimiento de los helico´pteros se puede
tratar de manera conjunta. Las trayectorias seguidas por
los mismos pra´cticamente no presentan desviacio´n rela-
tiva entre ellas, lo cual indica que preservaron su forma-
cio´n durante todo el vuelo. El peso adicional de la car-
ga no afecto´ signiﬁcativamente, demostrando la robustez
del controlador de traslacio´n. La fuerte aceleracio´n de los
helico´pteros en el intervalo [120 s, 140 s] ocasiono´ una
desviacio´n en altitud. En cualquier caso, no se aprecia-
ron otros efectos colaterales signiﬁcativos aparte de esta
desviacio´n. No se aprecio´ ninguna perturbacio´n signiﬁ-
cativa en la altitud durante el vuelo de vuelta a la zona de
despegue en el intervalo [240 s, 260 s].
En cuanto a la interfaz persona-ma´quina empleada en todas
esas misiones, la Figura 13 muestra su aspecto en un instante
de la misio´n de seguimiento de personas comentada anterior-
mente. El usuario tiene disponible informacio´n diversa: mapa
de la zona, localizacio´n de los UAVs (representada mediante
una ﬂecha), proyeccio´n del campo de visio´n de la ca´mara del
UAV sobre el terreno, telemetrı´a del UAV, localizacio´n de las
personas (representada mediante una elipse de incertidumbre),
ima´genes enviadas por la ca´mara del UAV, etc.
En el proyecto, adema´s de un gran nu´mero de experimentos
parciales, se realizaron tres experimentos generales (uno cada
an˜o) donde se adquirio´ experiencia pra´ctica necesaria para los
desarrollos. Al ﬁnal del proyecto se realizo´ una demostracio´n
a la que asistieron 38 expertos invitados entre los que se in-
cluı´an: los revisores de la Comisio´n Europea, responsables de
gestio´n en emergencias como Guardia Civil, Fuerzas Armadas,
Bomberos, Eje´rcito del Aire, etc., ası´ como responsables de
empresas y centros tecnolo´gicos interesados tales como Aries
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Figura 13: Captura de pantalla de la interfaz persona-ma´quina de la plataforma durante la ejecucio´n de una misio´n de seguimiento de personas.
Sistemas, AERTEC, Boeing Research and Technology Europe,
INTA, Elimco, CATEC, etc.
6. Conclusiones y Transferencia Tecnolo´gica
El proyecto AWARE no solo ha logrado un importante im-
pacto en te´rmino de resultados cientı´ﬁcos y demostraciones tec-
nolo´gicas sino que tambie´n ha tenido un importante impacto
comercial. En el proyecto se han obtenido los siguientes resul-
tados susceptibles de explotacio´n:
Arquitectura software descentralizada para la coopera-
cio´n de mu´ltiples UAVs.
Herramientas para el modelado, identiﬁcacio´n y simula-
cio´n de vehı´culos ae´reos no tripulados.
Primer helico´ptero auto´nomo ele´ctrico con una capacidad
de carga de hasta 7 Kg.
Sistemas de control para el transporte de cargas mediante
uno o mu´ltiples helico´pteros acoplados.
Middleware basado en el paradigma de publicacio´n / sus-
cripcio´n para sistemas mo´viles heteroge´neos.
Protocolos para redes de sensores auto-organizadas y eﬁ-
cientes desde el punto de vista de la energı´a consumida.
Herramienta para fusio´n de datos de manera descentrali-
zada.
Sistema para navegacio´n de UAVs basado en visio´n.
Deteccio´n y monitorizacio´n automa´tica de objetivos mo´vi-
les empleando UAVs y redes inala´mbricas de sensores.
Los resultados del proyecto dieron lugar a productos que
fueron comercializados pocos meses despue´s de la ﬁnalizacio´n
del mismo. En particular, solo cuatro meses despue´s de su ﬁna-
lizacio´n, las ventas del nuevo helico´ptero auto´nomo desarrolla-
do en el proyecto fueron de 1.5 millones de euros para aplica-
ciones de cinematografı´a, inspeccio´n de instalaciones industria-
les, e investigacio´n y prueba de nuevas tecnologı´as aerona´uti-
cas. La empresa que desarrolla estos helico´pteros espera tener
en 5 an˜os una produccio´n de 250 unidades de diversos modelos
con precios entre 25Ke y 2.5Me. De acuerdo los estudios de
mercado de esta misma empresa, se espera conseguir para 2015
una cifra de 62.5Me en base a las ventas de estos modelos.
El impacto comercial no se limita a la venta de los men-
cionados helico´pteros sino tambie´n a la prestacio´n de servicios.
Las ventas de dichos servicios solo cuatro meses despue´s de
la ﬁnalizacio´n del proyecto han sumado 1Me. En particular,
se ha realizado la inspeccio´n de las chimeneas de una planta
de BASF en Be´lgica consiguiendo una reduccio´n de 100 veces
en el coste de la inspeccio´n. Una inspeccio´n convencional re-
quiere el apagado durante tres dı´as de la instalacio´n con unas
pe´rdidas medias de un millo´n de euros por dı´a. Sin embargo,
la inspeccio´n realizada con el sistema desarrollado en el pro-
yecto tiene un coste de 20K e por dı´a incluyendo personal,
equipos y seguros. Por otro lado, los helico´pteros tambie´n han
sido empleados en China para aplicaciones de construccio´n de
mapas y observacio´n en el SCEDRC, centro de SiChuan dedi-
cado al desarrollo y aplicacio´n de tecnologı´as para emergencias
producidas por terremotos. Asimismo, se han utilizado tambie´n
en la World Expo en Shanghai para generar ima´genes y videos
de los pabellones. La cifra esperada de venta de servicios con
estos helico´pteros es de 5Me para 2015. Dicha estimacio´n se
ha llevado a cabo en base al e´xito comercial obtenido en diver-
sas ferias y exposiciones, incluyendo la feria aerona´utica de Le
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Bourget y la mencionada Expo de Shanghai.
Por otra parte, una de las empresas del proyecto ha desarro-
llado un sistema para proteccio´n de bomberos basado en los re-
sultados obtenidos. En este caso, se trata de redes inala´mbricas
de sensores con nodos mo´viles para monitorizar para´metros re-
levantes tales como niveles de COx y NOx en los incendios. Las
ventas esperadas de este sistema son de 1Me en tres an˜os. Es-
ta empresa ha lanzado tambie´n proyectos de I+D industrial por
valor de 8.4Me para desarrollar productos que utilicen las tec-
nologı´as desarrolladas en aplicaciones de proteccio´n de bom-
beros y fabricacio´n de sistemas auto´nomos y vehı´culos para la
lucha contra incendios.
Adema´s de los productos mencionados, las empresas que
han participado en el proyecto esta´n desarrollando productos
comerciales basados en los resultados de AWARE que integran
UAVs y WSN para vigilancia y gestio´n de desastres. En particu-
lar, se esta´ desarrollado un sistema para su aplicacio´n en detec-
cio´n y monitorizacio´n de incendios en a´reas tales como aparca-
mientos subterra´neos y tu´neles mediante la creacio´n dina´mica
de una red ad-hoc para monitorizar la situacio´n y proteger a las
personas. El sistema podra´ aplicarse tambie´n para la proteccio´n
en caso de incendios y posibles desastres en entornos indus-
triales (tales como reﬁnerı´as) donde se utilizarı´a para obtener
medidas relacionadas con la propagacio´n del incendio cerca de
instalaciones crı´ticas tales como tanques de combustible.
A ma´s largo plazo las empresas participantes en el proyecto
tienen previsto desarrollar sistemas para bu´squeda y rescate em-
pleando UAVs con la tecnologı´a de transporte de cargas desa-
rrollada en el proyecto. La idea es poder suministrar equipos
de primera necesidad (ma´scaras de gas, comunicaciones, me-
dicamentos, etc) a las vı´ctimas, ası´ como ofrecer una respuesta
a amenazas quı´micas, biolo´gicas, radiolo´gicas y nucleares utili-
zando para ello la capacidad de transporte y despliegue de redes
inala´mbricas de sensores con UAVs. Otra aplicacio´n futura es la
vigilancia de fronteras y costas en localizaciones en las que los
equipos ﬁjos de monitorizacio´n resultan insuﬁcientes e interesa
el despliegue de sensores para suministrar ma´s informacio´n. En
todas estas aplicaciones se trata de sustituir medios ae´reos con
coste de muchos millones de euros por sistemas no tripulados,
como los desarrollados en el proyecto, con un coste de decenas
o cientos de miles de euros.
Los mencionados logros han sido reconocidos con el segun-
do premio EUROP-EURON 2010 que conceden conjuntamente
la Red Europea de Robo´tica (EURON), la plataforma Europea
de Robo´tica (EUROP) y la sociedad EUNITE.
Por u´ltimo indicar que las lı´neas de investigacio´n de AWA-
RE tienen continuidad en dos proyectos Europeos del VII Pro-
gramaMarco recientemente aprobados: EC-SAFEMOBIL y AR-
CAS. En el proyecto EC-SAFEMOBIL (“Estimation and Con-
trol for SafeWireless HighMobility Cooperative Industrial Sys-
tems”) se extienden las lı´neas relacionadas con la percepcio´n
descentralizada empleando sensores de rango. Por otro lado,
ARCAS (“Aerial Robotics Cooperative Assembly System”) pro-
fundiza en las lı´neas relacionadas con el transporte de cargas
cooperativo con varios UAVs. En particular se pretenden desa-
rrollar me´todos de manipulacio´n de objetos y montaje de es-
tructuras con robots ae´reos cooperativos.
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