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Preface
These proceedings collect the papers accepted for presentation at the 28th Workshop
of the UK Planning & Scheduling Special Interest Group (PlanSIG-10). The work-
shop has been held jointly with the 4th Italian Workshop on Planning & Scheduling
at the University of Brescia, December 1-2, 2010.
The PlanSIG workshop is (usually) a yearly forum where academics, industrialists,
and research students can meet and discuss current issues in an informal setting.
We especially aim to bring together researchers attacking different aspects of plan-
ning and scheduling problems, and to introduce new researchers to the community.
PlanSIG has occasionally been hosted outside the UK, and 2010 is an example.
The Italian Workshop on Planning and Scheduling has been held less frequently
than the PlanSIG workshop, but it has very similar spirit and goals.
The proceedings contains 23 long papers and 2 short papers by a total number
of 68 authors involving 12 countries. Each submitted paper was reviewed by two
reviewers chosen from an international program committee with 38 members.
Many people were involved in the organization of the joint workshops giving a sig-
nificant contribution. We would like to thank, in particular, all members of the
program committee, the authors and the Italian Association for Artificial Intelli-
gence (AI*IA).
Simone Fratini, Alfonso Gerevini, Derek Long, Alessandro Saetti
(Workshop Chairs)
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Abstract
One of the current limitations for large-scale use of
planning technology in real world applications is the
lack of software platforms to integrate the full spectrum
of planning-related technologies that include sensing,
planning, executing, monitoring, replanning and even
learning from past experiences. In this paper we de-
scribe the design of such an architecture, pelea (Plan-
ning, Execution and LEarning Architecture) that has
been conceived as a general-purpose architecture suit-
able for a wide range of problems from robotics to emer-
gency management. We present the requirements of
this architecture, its main components, as well as the
connections among them. Currently, we have a first
prototype of such platform.
Introduction
Planning technology is being used for many different
kinds of applications, ranging from space (Ai-Chang et
al. 2004), fire extinction (Fdez-Olivares et al. 2006),
logistics (Florez et al. 2010), or education (Castillo et
al. 2009) among many others. The process of devel-
oping the final application is an “ad-hoc” manual pro-
cess that requires expertise and techniques from several
fields (planning, controllers, learning, or user interfaces
among others), as well as the careful definition of the
underlying architecture. Most applied work defines ar-
chitectures that conceptually incorporate a set of com-
mon abilities and are structured in a similar way. More
specifically, applications are based on sensing the state
(which is commonly used in robotics applications, but is
also common at different levels of abstraction for all ap-
plications), generating the problem at hand, planning
(using many different kinds of techniques), executing
the plan (by either setting up tasks to a machine, or
suggesting actions to a human), monitoring the execu-
tion for failures (unexpected results, unability to exe-
cute the next action or plan, . . . ). These applications
are also based on replanning when needed, and, pos-
sibly, learning from the interaction to generate better
models or control knowledge to improve search.
Currently, there are some initial attempts to generate
generic architectures that have been used for different
purposes, as it is the case of space and robotics appli-
cations of platforms as Mapgen (Ai-Chang et al. 2004),
APSI (Cesta et al. 2009), PRS (Georgeff and Lansky
1987), or IxTeT (Ghallab and Laruelle 1994). How-
ever, these platforms have been designed for particular
techniques, as timeline-based planning (Ai-Chang et al.
2004; Cesta et al. 2009; Ghallab and Laruelle 1994),
hierarchical planning (Fdez-Olivares et al. 2006), or
reactive controllers (Georgeff and Lansky 1987).
The goal of the pelea project is to build a
component-based architecture able to perform plan-
ning, execution, monitoring and learning in an inte-
grated way, in the context of PDDL-based and HTN-
based planning and suitable for a wide range of planning
problems. We define first the architecture, its compo-
nent modules, as well as the connections among those
modules. The architecture would allow the planning
engineers to easily generate new applications that inte-
grate all such capabilities by reusing and modifying the
components. A second scientific advantage of such ar-
chitecture would be to allow researchers or practitioners
to compare techniques. We intend to provide a set of
tools that implement different techniques for each mod-
ule, so that users can choose among those. The paper
describes the on-going work on this architecture.
Overview of pelea Architecture
The architecture for pelea includes components that
allow the applications to dynamically integrate plan-
ning, execution, monitoring, replanning and learning
techniques. In general, there are two main types of rea-
soning: high-level (mostly deliberative) and low-level
(mostly reactive). This is common to most robotics ap-
plications and reflects the separation between a reactive
component and a deliberative component. However, in
our architecture, these are simply two planning levels.
This offers two main advantages: both levels can be
easily adapted to the requirements of the agent; and
the differentiation allows the agent replanning at either
level, which grants a greater degree of flexibility when
recovering from failed executions. Thanks to this, pe-
lea can be used to implement applications in the whole
spectrum:
• In full deliberative applications (as for instance in the
case of applications with no need to respond in short
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real time), there is no need for a reactive component,
so the related components can be set to null. Exam-
ples are logistics applications that plan a sequence of
trucks movements (Florez et al. 2010).
• In some deliberative applications, there is no need
for a reactive component, but it is useful to separate
high-level reasoning of some low-level implementation
of that reasoning. For instance, in some robotics ap-
plications, there might not be a need for the robot to
react fast, but it might be useful to separate the spec-
ification of high-level actions (navigate, take-image)
from their current implementation or multiple imple-
mentations (using low-level actions to set the speed of
wheels). In this case, it is useful to have these two rea-
soning levels separated in the two components of the
architecture (high-level and low-level) that are usu-
ally implemented using different techniques (PDDL-
based planning vs. controllers based on all kinds of
technologies).
• In full reactive applications, the deliberative compo-
nent might not be needed or can be used very rarely
to set up general plans to carry out. In that case,
most of the control loop will be in charge of the low-
level components.
It would be possible to add additional levels to al-
low developers for a more hierarchical decision process.
However, we consider that the sole distinction between
high and low level is enough to tackle most problems,
as has been shown in many robotics applications. Fig-
ure 1 shows the current version of the architecture that
permits the integration of the modules. Even if we did
not provide the explicit APIs, all modules in the archi-
tecture have access to either the high-level and low-level
domain. We will describe in more detail later on which
domain is input and output of each component.
As we can see, it is composed of eight modules
that exchange a set of Knowledge Items (KI) dur-
ing the reasoning and execution steps. We have cho-
sen to use XML within the architecture to represent
those KI because of its wide spread use as a com-
mon language to exchange information and our previ-
ous experience using it in different real world applica-
tions (Fdez-Olivares et al. 2006; Florez et al. 2010;
Castillo et al. 2009).
The main KIs that we have used are (the modules
also exchange the information related to the parameters
that configure how each module works1):
• stateL: low-level state composed of the sensory infor-
mation
• stateH: high-level state, that gets translated from sta-
teL as an aggregation or a generalization of low level
information
• goals: the set of high-level goals to be achieved by
the architecture
1For instance, which planner to execute.
• metrics: the metrics that will be used in the high-
level planning process
• planH: set of high level plans. Each high level plan is
a set of ordered actions resulting from the high-level
planning process. Usually, they will be sequentially
ordered, though parallel plans can also be given. The
actions of these plans can also be the goals for the
low-level planner (in case we want the low-level plan-
ner to act as a dynamic translation mechanism for
high-level actions)
• planL: set of low level plans. Each low level plan is
again an ordered set of actions resulting from the low-
level planning process. Usually, it will consist of only
one plan, and several actions that can be executed
in parallel. These actions should be operational: di-
rectly executable in the environment
• domainH: definition of actions for high-level planning
• domainL: definition of behaviors (skills) for low-level
planning
• learning examples: to be used by the learning com-
ponent to acquire knowledge for future planning
episodes, either in the form of heuristics, domain
models, or knowledge on the problem specification
• heuristics: in different forms (control rules, policies,
cases, macro-actions, etc.) allow the planners to
improve their efficiency in solving future planning
episodes
• monitoringInfo: meta knowledge on the plan that
helps to perform the monitoring (as, for instance, the
footprint of each action)
Control Flow and Communication
pelea follows a continuous planning approach, i.e. an
ongoing and dynamic process in which planning and ex-
ecution are interleaved (Myers 1999; Chien et al. 2000).
The general algorithm of pelea is depicted in Algo-
rithm 1, and we detail the flow of the architecture next.
The pelea architecture is controlled by a module,
called Top-level control, which coordinates the execu-
tion and interaction of the Execution and Monitoring
modules. pelea architecture uses a two-level knowl-
edge approach. The high-level knowledge describes gen-
eral information, actions in terms of its preconditions
and effects, and typically represents an abstraction of
the real problem. High-level knowledge is concerned
with the description of the high-level domain, prob-
lems, goals and metrics, and they are required for the
purpose of planning sequences of actions, and for the
modifications of these sequences (repair or replanning).
For example, in the blocksworld domain, the operation
(stack A B) is a high-level knowledge item, and specifi-
cally defines a high-level action.
However, since high-level knowledge descriptions are
rarely directly executable, if ever, they must be com-
plemented by the low-level knowledge, which specifies
how the operations are actually performed in terms of
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Figure 1: Architecture of pelea.
continuous change, sensors and actuators. Low-level
knowledge describes the more basic actions in the sim-
ulated world, and it is typically concerned with specific
rather than general functions, and how they operate.
The low-level knowledge is read from the environment
through the sensors placed in the Execution module.
The environment is either a hardware device, a soft-
ware application, a software simulator, or a user. An
example of low-level knowledge would be “the coordi-
nates of a robot” or “degrees of motion of a robot arm”.
In pelea, it is not necessary to work at the two knowl-
edge levels. For instance, one can just work at the high-
level, so that converting knowledge from high-level into
low-level with the LowToHigh module or using the Low-
level planner module are not needed.
The starting point of the architecture is the Execu-
tion module, which is initialized by the Top-level control
(see function Start in Algorithm 1), receiving a high-
level and low-level domain, and a problem, composed of
an initial state, a set of goals to achieve, a set of objects,
and, optionally, a metric. The Execution is initialized
with the domain and the problem, which in turn initial-
izes the objects and their positions in the environment.
The Execution keeps only the static part of the initial
state, given that the dynamic part, called stateL (low-
level state), will come from the environment through
the sensors (this is done through the function getSen-
sors in Algorithm 1). stateL, the problem and the do-
main are sent by the Top-level control to the Monitor-
ing module to obtain a low-level plan (planL) (function
getPlanL in Algorithm 1). The actions in planL are ex-
ecuted one by one by the Execution module (function
ExecuteAction in Algorithm 1). As commented above,
the modules LowToHigh and Low-level planner are only
used in case the domain is modeled at the high and low
levels. Otherwise, the Monitoring calls directly the De-
cision Support to obtain a high-level plan (planH ). On
the other hand, the module Goals&Metric Generation is
invoked in case the problem goals or the metric change
dynamically along the plan execution.
Once the Monitoring module receives the necessary
knowledge (state, problem and domain), it starts the
monitoring process. The first step of the plan monitor-
ing is to check whether the problem goals have already
been achieved (goalsL and goalsH in case we are deal-
ing with the two processes). If so, the plan execution
finishes; otherwise, the Monitor begins with the first
iteration of the plan monitoring.
At the first iteration of the algorithm, there is no plan
to monitor yet, so the Monitoring calls the Decision
Support, which obtains a valid plan that achieves the
goals from the current observed state through the High-
level replanner. This latter module receives a problem
and a high-level domain (domainH ), and generates a
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Data: problem=(stateH, goalsH, metrics, objects), domainH, &optional domainL
Result: finish execution
begin
;; Initializes the Execution, which in turn initializes the simulator
Execution.Start(problem, domain)
planL←− null
repeat
;; Receive sensors from environment (Execution)
stateL←− Execution.getSensors()
;; If a new plan is returned, it means that the objectives have not been achieved and the new plan must be executed. Otherwise
it may be assumed that the¡ZA objectives have been achieved.
planL←−Monitoring.getP lanL(stateL, problem, domainH, domainL, planL)
;; Execute the actions one by one or the comprehensive plan
if exists actionL in planL to be executed then
Execution.ExecuteAction(actionL)
end
until n¯ot (exists actionL in planL to be executed)
;; When we get here that means that goalsL are satisfied
finishexecution
Algorithm 1: Top-level control algorithm of pelea.
end
high-level plan (planH ). planH is sent back to the De-
cision Support module, which computes the variables
to be monitored and keeps this information in the pa-
rameter info monitor (Figure 1). Both planH and info
monitor are sent by the Decision Support to the Mon-
itoring.
The Monitoring module, with the help of the Low-
level planner module, generates a set of executable low-
level actions (planL), if this is the case. If the Low-
level planner module is not being used, the Monitoring
assumes that the high-level actions in planH are exe-
cutable, and they are sent to the Execution module,
which executes the actions one by one. Then, it senses
the dynamic part of the state from the environment.
The Monitoring receives the information from the ob-
served state (stateL) after the execution of an action,
and verifies the information in stateL against the pa-
rameter info monitor. If the values of all the checked
variables are within the value range specified in info
monitor, the Monitoring continues with the plan ex-
ecution. Otherwise, if a discrepancy between the ex-
pected and the observed state (stateL) is encountered,
the anomaly is reported to the Decision Support, which
determines whether the discrepancy is relevant to the
plan execution or not. That is, whether the plan is still
valid to achieve the goals from the current observed
state. At this point, the low-level planner can also be
invoked to find the most immediate actions for a rapid
intervention -if reactivity is needed- since this module
typically stores predefined behaviours or courses of ac-
tions for reaching a situation. In case the Decision Sup-
port finds the anomaly entails a plan failure, and so
the plan is no longer executable, it will take a decision
about whether applying a plan repair, or replanning
through the High-level replanner, thus starting a new
iteration of the algorithm. Particularly, the Decision
Support decides whether it is worth repairing the plan,
in which case it fixes planH and makes it executable
again, or, it would be better to replan, in which case it
requests a new plan to the High-level replanner module.
In case that the discrepancy is not relevant to the plan
validity, the Decision Support resumes the execution of
planH by sending back the remaining and the new pa-
rameter info monitor to the Monitoring module, which
in turn sends the next action to the Execution.
Whilst no discrepancies are found in the observed
state, the two modules that are continuously interact-
ing are the Monitoring and the Execution. The Moni-
toring not only checks for discrepancies but also if the
problem goals (goalsL and goalsH ) are already satisfied
in the current state. In that case, the overall process is
finished.
XML Schema definition
The PELEA architecture uses a PDDL-like syntax lan-
guage. However, having components that dynamically
integrate planning, execution, monitoring, replanning
and learning techniques, we opted for a better option
in the form of the Extensible Markup Language (XML).
Using XML as the communication standard format has
several advantages; eg. XML is considered as a stan-
dard reference language, it enjoys vast third-party li-
brary support, it allows for a PDDL standard repre-
sentation, and it is easily extensible and flexible. Our
XML Schema definition is called XPDDL, and it is rep-
resented by three XML document schemas: domain,
problem and plan schemas. The domain schema han-
dles the formal definition of a domain, which is defined
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by our XML schema XPDDL. The domain sections are:
requirements, types, predicates, and action-def. An ex-
ample can be seen in Figure 2.
The transformation of the PDDL domain format to
XML (XPDDL) is performed by a module component
(PDDL2XML) of the DS module, which uses the do-
main scheme for the translation into this format. The
transformation of XPDDL to PDDL is performed by
a module component (XML2PDDL) of the High-Level
Replanner (HLR).
The problem schema specifies a problem instance
of that domain, which describes the objects, init
and goal sections. Again, the translation from/to
XPDDL to PDDL is performed by the PDDL2XML
and XML2PDDL components.
The plan schema encodes the solution to a problem.
It also contains meta-data such as the domain and prob-
lem names, the number of actions, the initial time, the
planning time, and the description of each of the ac-
tions. In this case, the transformation of the ASCII
plan format to XPDDL is performed by PLAN2XML.
Components of pelea
In this section we describe in more detail the compo-
nents that are currently operative in pelea, namely the
Execution Module, Monitoring, Decision Support and
High-Level Planner. We also provide some hints on the
future incorporation of the Learning module into pe-
lea.
Execution Module
The Execution Module (EM) is in charge of the inter-
action between pelea and the environment. The en-
vironment can be either a software simulator, a hard-
ware device (robot), a software application, or a user.
In particular, the EM acts as a wrapper over anything
external to pelea, solving issues like communication,
data protocols, etc... The tasks of the EM are:
• to initiate pelea by receiving a particular domain
and problem to be solved;
• to observe the current world information (which is
composed of the sensors readings) and send it as the
low-level state; and
• to send the low-level actions to the actuators
The main algorithm followed by the EM can be seen
in Algorithm 1 for the top level control algorithm. The
EM communicates with the Monitoring Module (MM)
by sending the low-level state to the MM when asked,
and receiving actions to be executed from the MM. Usu-
ally, these two steps are interleaved, becoming the main
execution loop. Currently, the EM provides integration
with the following environments:
• MDPSim: PPDDL (Younes and Littman 2004) sim-
ulator used in the probabilistic track of the Interna-
tional Planning Competition (IPC). The simulator
generates states stochastically based on the proba-
bilistic version of domains. After receiving an ac-
tion from pelea’s EM, it sends a new state back to
pelea through the EM. Additional support to add
uncertainty to deterministic domains has been im-
plemented, too.
• Virtual Robot Simulator (VRS2): freeware software
suite for robotics applications, research and educa-
tion. VRS is able to simulate industrial robots ma-
nipulators, mobile robots, walking robots, etc.
• Microsoft Robotics Studio and Player: robot inde-
pendent platforms for controlling robots of various
kinds.
• Alive: open platform for developing social and emo-
tion oriented applications (Ferna´ndez et al. 2008).
• TIMI (Florez et al. 2010): planning tool for real
logistic problems.
• ORTS:3 a domain independent game platform that is
used as a testbed for game development.
Monitoring Module
The task of the MM is to check whether the observed
state coming from the Execution is a correct state ac-
cording to the planning process. The starting point for
the plan monitoring is to know which aspects of the
plan need to be monitored during execution. Since it
is neither possible nor efficient to monitor all the state
variables, we have to select the deciding variables both
in the context of the plan monitoring and the environ-
ment. This information is provided by the Decision
Support module in the info monitor parameter whose
contents are: i) the variables to be monitored, which
can be of two types, those directly related to the plan
and those related to the environment, ii) the value range
for each variable, denoting the set of correct values the
variables can take on, and iii) the instants of time at
which the variables should be monitored.
The MM also acts as a plan dispatcher sending the
EM the actions to execute. At time t there may be n
actions to be executed in parallel in the plan; in such
a case, the MM sends the n actions to the EM and re-
quests the current real state at relevant times at which
effects produced by the actions are expected, most typ-
ically at the end of the execution of each action. Unlike
approaches that work with temporal flexible plans, the
occurrence time of the start/end of actions is simulated
to be at fixed time schedules in our model, as returned
by PDDL-based planners.
We use a goal regression approach for monitoring
the execution of plans and reacting to execution fail-
ure, similar to PLANEX strategy in (Fikes, Hart, and
Nilsson 1972). The core idea is to represent plans in a
way that supports monitoring by representing the plan
structure in a triangle table and executing the strategy,
2http://robotica.isa.upv.es/virtualrobot/
3http://skatgame.net/mburo/orts/index.html
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   <?xml version=”1.0” encoding=”UTF-8”?> 
   <define xmlns=”http://www.example.org/xPddl”...> 
   <domain name=” driverlog-temporal “> 
     <requirements> 
       <require-key name=”:typing :durative-actions”/> 
     </requirements> 
     <types> 
       <term name=”location” type=“object”/> 
       <term name=”truck” type=“locatable”/> 
       <term name=”obj” type=“locatable”/> 
       ... 
     </types> 
     <predicates> 
       <atom predicate=”at”> 
         <term type=”locatable” name=”?obj”/> 
         <term type=”location” name=”?loc”/> 
       </atom> 
       ... 
     </predicates> 
     ... 
   </domain> 
   </define> 
Figure 2: Domain XML Schema definition and XML domain DriverLog.
which consists on regressing the problem goals (includ-
ing action preconditions) through the remaining oper-
ators of the plan. Roughly, the regression of a formula
over an action is a sufficient and necessary condition for
the satisfaction of the formula following the execution
of the action (Fritz and McIlraith 2007).
We have implemented an extension of the goal re-
gression method proposed in (Fikes, Hart, and Nils-
son 1972) to deal with the kind of variables that come
up in a PDDL2.1 problem specification. Thus, unlike
PLANEX, our method is not limited to monitoring se-
quential plans but parallel or temporal plans. For this
purpose, for each variable v to monitor, we record four
values in the parameter info monitor : a) the time at
which v is generated, b) the earliest time at which v is
expected to be used as an action precondition, c) the
latest time at which v is expected to be used, and d) the
value range for v. This way, we can record and monitor
any type of temporal variables.
Figure 3: Application example.
An example of the interaction between the EM and
MM can be observed in Figure 3. At time 0 the MM
sends the two actions (walk d2 a b) and (board d1 t1 a)
to the EM. At time 3,10 the MM requests the current
real state and checks against the info monitor variable
whether the effects of the action (board d1 t1 a) have
been successfully generated. If there is no discrepancy,
the MM sends the next action (drive t1 a b d1 ) to exe-
cute, and makes the next requests at times 6.90 and 10
to check the effects of the corresponding actions. Note
the EM does not perform a real-time simulation, but
it is a discrete event simulator, where events are the
start/end of the execution of actions.
Decision Support
The objective of the Decision Support (DS) module is
twofold. First, calculate which variables, along with
their valid range, need to be monitored by the MM; and,
second, activate a deliberative process when the MM
reports a discrepancy between the observed state and
the expected planning state (including the case in which
there is no available plan). Specifically, a discrepancy is
found if, according to the information in the parameter
info monitor, the value of the variable does not fall
within the value range at the specified time instant.
When a discrepancy is reported from the MM to the
DS, the tasks of the DS are:
• check whether the discrepancy is relevant to the plan
validity or not; so far, as we are only working with
high-level knowledge, every discrepancy found by the
MM is considered as a plan failure by the DS.
• if the discrepancy causes the plan not to be longer ex-
ecutable, the DS must make a decision about apply-
ing a plan-repair method or replanning from scratch;
and
• once a decision is made, and regardless of the choice,
the DS will use the High-level Replanner. If the
choice is replanning, the DS will invoke the planner
with a new problem consisting of the new initial state
(observed state) and the problem goals. If the choice
is repairing, the DS applies a plan-repair method that
will eventually call the High-level Replanner.
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Plan-repair based on the analysis of plan dependency
structures involves identifying the actions that are no
longer executable as a consequence of the plan failure.
Obviously, in continuous planning, the interest is not
in repairing the whole plan but fixing the earliest por-
tion of the plan as this will be the first to be executed.
Likewise, minimizing the number of changes in the orig-
inal plan, i.e. maintaining plan stability (Fox et al.
2006), is particularly relevant in the earliest portion of
the plan as well. This is because when a plan is being
executed, the executive has likely committed the ear-
liest part of the plan in terms of equipment, resources
or time, and so it is specially willing to respect the
commitments induced by the partial execution of the
published plan (Cushing and Kambhampati 2005).
The decision between repairing or replanning is done
via the application of goal-state heuristic. This heuris-
tic proceeds regressively and generates all the goal
states in the plan. Each goal state is actually repre-
senting a possible reachable state from which to reuse
the rest of the original plan. Thus, the first goal state
is the one from which to reuse the totality of the origi-
nal plan; the subsequent goal states represent reachable
states from which to reuse smaller and smaller parts
of the original plan. Besides deciding which part of
the original plan to reuse, the heuristic computes an
approximate plan from the observed state to the goal
state and returns an estimation of the composition of
the approximate plan with the reused portion of the
original plan. In order to decide between repairing and
replanning, the algorithm computes the solution with
the first goal state (repairing by keeping the whole
original plan), and the solution with the last goal state
(replanning by discarding the whole original plan).
The best value is returned as the adopted choice.
High-Level Replanner
This component is intended to find plans for solving
a given problem and behaves in different ways. When
called with an initial state, a goal, a domain and an
empty plan, the module will find a solution plan from
scratch and, therefore, behaves as any state of the art
planner. This module might also be called with an ex-
isting plan partially executed and a temporal mark,
just letting know which part of the plan has already
been executed. This would also allow the planner to
detect the deviation of the perceived state with re-
spect to the expected state. In this case, this mod-
ule behaves as a replanner. We plan to carry out ex-
periments with several planners, implementing differ-
ent paradigms (hierarhical, temporal, cost-based, ...).
After reviewing the results on metrics and temporal
constraints in the Temporal Satisfying Track (IPC-
2008), we have selected and successfuly used: LPG-
TD (Gerevini, Saetti, and Serina 2003), SGPLAN (Hsu
et al. 2007), CRIKEY (Coles et al. 2009) and TFD (Ey-
erich, Mattmu¨ller, and Ro¨ger 2009), and we have in-
cluded them in the PELEA architecture. The High-
Level Replanner (HLP) module communicates with the
rest of the pelea architecture through the DS module
(see Figure 1).
The objective of HLR is threefold. First, HLR trans-
lates input parameteres problem and domainH from
XPDDL to the PDDL3.0. format. The second goal
of the HLR is to call one of the planners in the system
(LPG-TD, SGPLAN, CRIKEY or TFD). The selected
planner will take problem and domainH as input pa-
rameters (already in PDDL format). After execution,
planner will return planH. The last goal of HLP is to
translate planH to the XPDDL format. That transla-
tion would be the one returned to DS module.
Learning Module
In the research group, we have implemented several ma-
chine learning techniques, and the goal will be to inte-
grate those within pelea. This component will gener-
ate two kinds of knowledge (domain models and control
knowledge) for two kinds of planners (high-level and
low-level). More specifically:
• Domain model learning for high-level planners: we
will integrate techniques that have been previously
defined for acquiring those models as those for
strips representations (Yang, Wu, and Jiang 2007),
htn (Hogg, Kuter, and Munoz-Avila 2009), or prob-
abilistic (Jime´nez, Ferna´ndez, and Borrajo 2008).
• Control knowledge learning for high-level planners:
we will reuse the extensive experience of the group on
learning control knowledge in various formats (con-
trol rules, policies, macro-operators or cases) (de la
Rosa et al. 2009).
• Learning for low-level planners: building low-level
planners by using learning has been achieved by re-
inforcement learning (Kaebling, Littman, and Moore
1996). In this case, there is usually no explicit differ-
ence between learning the domain and control knowl-
edge.
Conclusions
In this paper, we have presented the on-going work on
building an architecture, pelea, that integrates plan-
ning related processes, such as sensing, planning, exe-
cution, monitoring, replanning and learning. It is con-
ceived as a flexible and modular architecture that can
accomodate state of the art techniques that are cur-
rently used in the overall process of planning. This
kind of architectures will be a key resource to build
new planning applications, where knowledge engineers
will define some of the components, parameterize oth-
ers, and reuse most of the available ones. This will al-
low engineers to easily and rapidly develop applications
that incorporate planning capabilities. We believe this
kind of architecture fills part of the technological gap
between planning techniques and applications.
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Abstract
Ant Colony Optimization (ACO) is an optimization
technique which has been successfully applied to classi-
cal planning problems in order to minimize plan length
and plan execution cost. In this paper an ongoing re-
search on the extension of ACOPlan, a planner based on
the ACO approach, to numerical planning is described.
The extension consists in introducing numerical aspect
of domains and problems into two main parts of the
ACO model: the pheromone model used by the ant
colony to share information about search decisions, and
the heuristic function used to guide search and solution
evaluation. Two pheromone models for numerical plan-
ning are introduced and some preliminary experimental
results are also presented and discussed.
1 Introduction
Numerical planning is one of the most studied extensions
of the classical planning and it is of great interest from the
application point of view. In fact in this model, as in many
real world applications, action execution produces modifica-
tions on numerical resources (e.g. fuel consumption, avail-
able quantity of raw material, money etc.) which can affect
the actual actions applicability and/or the problem goals sat-
isfiability. In this framework, planning problems are better
defined as optimization problems, where the purpose is not
only to find admissible solution plans but to find high quality
plans with respect to a given objective function. In fact, in
these models different solutions of the same planning prob-
lem could have extremely different values of the optimiza-
tion metric (e.g. finding the solution plan with the lowest
energy consumption).
In the last years, several specific approaches and sys-
tems have been presented (Hoffmann 2003; Gerevini, Saetti,
and Serina 2008; Chen and Hsu 2006; Do and Kambham-
pati 2003) to solve planning problems in numerical do-
mains. On the other hand, several classical planning sys-
tems have been also designed in order to optimize solu-
tion plans in terms of plan length or plan execution cost
(Hoffmann and Nebel 2001; Gerevini and Serina 2002;
Kautz, McAllester, and Selman 1996).
One of these approaches, ACOPlan (Baioletti et al.
2009a; 2009d; 2009c; 2009b), applies Ant Colony Op-
timization (ACO) techniques to the optimization of plan
length/cost. In ACOPlan a colony of planning ants repeat-
edly builds plans in a forward way by exploiting suitable
heuristic function and pheromone values. It is well known
that the choice of the pheromone model is a critical point in
the ACO approach. In (Baioletti et al. 2010) a comparative
study of different planning pheromone models concludes
that fuzzy pheromone models seems to be most promising
than crisp ones in the planning framework.
In this paper an ACO model for planning with numeri-
cal variables is presented. Increasing the planning model
expressivity, in order to manage and optimizing numerical
variables, constraints and goals, requires a deep modifica-
tion of the framework with respect to the first ACOPlan pro-
posal (Baioletti et al. 2009a). In particular there is the need
for new pheromone models and suitable heuristic functions
which take into account the presence of a numerical part of
the problem.
The first requirement has been faced by defining and
studying different “numerical” pheromone models which
are used together with “logical” pheromone models: in this
paper the Bucket and the Weighted Average models are pre-
sented and discussed.
In this paper, an experimental comparison between the
current implementation of ACOPlan and the LPG system is
presented; the choice of LPG as the first comparison basis
is twofold motivated because it is one of the best planners
developed in the recent years and it is based on a stochastic
approach.
Although experiments and the numerical ACOPlan sys-
tem are still under development, it can be already stated that
the approach is feasible and very promising, since the exper-
imental results are comparable (at least in some domains)
with the results obtained with the LPG system. It is also
important to point out that the aim of this preliminary com-
parison is to better understand the role and the contribution
of the pheromone model and to preliminary quantifying the
gap between ACOPlan and the state of the art.
2 Automated Planning
This paper focuses on the numerical planning model, which
consists of the extension of the classical planning model
to numerical variables. The numerical planning model is
based on a set of propositional variables V, a set R of nu-
merical variables, and a set of actions A. The variables of
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R can be interpreted as representing the state of consum-
able/producible numerical resources.
The logical part of a state can be represented as a subset
s ⊆ V, while the numerical part consists in a vector r ∈ Rk,
where k is the number of resources. An action a ∈ A is de-
scribed as a tuple (p(a), np(a), e+(a), e−(a), ne(a)). The
set p(a) ⊆ V contains the logical preconditions of a, while
np(a) are the numerical preconditions. A numerical precon-
dition is an inequality/equality constraint written in terms of
rational functions on some variables of R. a is executable
in a state (s, r) if all the preconditions are satisfied. The ex-
ecution of a on the state (s, r) produces the state (s′, r′) by
means of function Res((s, r), a) which applies the logical
effects e+(a), e−(a) to s and the numerical effects ne(a),
to the current values of the variables r; each variable can
be modified by assigning a new value computed as a ratio-
nal function on R. A planning problem is described by the
tuple (V,R,A, s0, r0, G,NG), where s0 ⊆ V is the ini-
tial state, r0 is the initial values of the resources, G ⊆ V
is the goal condition, NG is the numerical goal. A solution
to a planning problem is a plan, i.e. a sequence of action
< a1, . . . , an >, such that each action is executable in the
corresponding state (i.e. a1 is executable in (s0, r0), a2 is
executable in (s1, r1) = Res((s0, r0), a1), and so on), and
the last state (sn, rn) satisfies G and NG.
A planning problem can also be formulated as an opti-
mization problem. In this case an objective function Ψ has
to be minimized or maximized. The function Ψ is a rational
function on R and usually is a linear polynomial, interpreted
as a multi–criteria plan quality. A solution plan is optimal if
it minimizes/maximizes Ψ.
Since optimization planning problems are very hard to
solve, a slightly easier framework is satisficing planning
problems, in which the aim is to find very good quality plans,
instead of optimal plans.
Many classical heuristic planners have been extended to
deal with numerical resources and/or time, like for exam-
ple FF (Hoffmann 2003), LPG (Gerevini, Saetti, and Serina
2008), SAPA (Do and Kambhampati 2003) or SGPlan (Chen
and Hsu 2006). In these systems, heuristics that are sensi-
tive to time and/or resource values have been introduced in
order to guide the search process to try to optimize a generic
metric function.
3 ACOPlan
Optimal/Satisficing Planning with numerical variables can
be seen as a Combinatorial Optimization Problem, hence
many techniques used for these problems could be also ap-
plied to Planning.
Recently, ACOPlan, a classical planner based on Ant
Colony Optimization techniques (Dorigo and Stuetzle
2004), was introduced and described in (Baioletti et al.
2009a; 2009b; 2009d).
ACO is a metaheuristic optimization method inspired
by the foraging behaviour of colony of ants. Ants uses
pheromone trails as an indirect way of communication when
they are looking for food. Indeed they release an amount of
pheromone when they move from the nest to the food and
vice versa. Moreover, they tend to follow paths which are
marked with a stronger quantity of pheromone. The long
term behaviour is that the ants very often “converge” to the
shortest path from the nest to the food. In fact the first ant
which arrives to the food has probably chosen a short path
and will use and mark the same path to come back to the
nest. Evaporation does the rest, because its overall effect is
to penalize longer paths.
ACO is used to find optimal solution to combinatorial op-
timization problems by simulating a colony of artificial ants.
Each ant builds a solution (composed by discrete compo-
nents) which is evaluated and the pheromone associated to
each component is increased by a quantity which depends
on the solution quality. The process of solution construction
is incremental and each component is randomly chosen with
a probability distribution which depends on the correspond-
ing pheromone value. Evaporation is simulated by decreas-
ing all the pheromone values. Finally the search process can
also be guided by means of a heuristic function.
The planner ACOPlan exploits the ACO capabilities to
optimize the length of solution plans proving that the pro-
posed technique is effective and well performing. Some re-
sults about the effectiveness of applying ACO techniques
to planning are presented and discussed in (Baioletti et al.
2010). Due to these results and peculiarities of ACO tech-
niques, we think that the ACO capabilities can be more ex-
ploited in cases where the optimization is more interesting
like in numerical and temporal domains.
Algorithm 1 The algorithm ACOPlan
1: pibest ← ∅
2: InitPheromone(c0)
3: for g ← 1 to N do
4: for m← 1 to na do
5: pim ← ∅
6: s← s0
7: A1 ← executable actions in s0
8: for i← 1 to Lmax while Ai 6= ∅ and G * s do
9: a← ChooseAction(Ai)
10: extend pim with a
11: s← Res(s, a)
12: Ai+1 ← executable actions on s
13: end for
14: end for
15: find piiter
16: update pibest
17: UpdatePheromone(pibest, piiter, ρ)
18: end for
In Algorithm 1 the basic algorithm of ACOPlan is de-
scribed. A colony of na planning ants is created and handled
for N iteration.
At each iteration, each planning ant builds a plan in a for-
ward way, i.e. starting from the initial state s0 and trying to
reach a state in which G is satisfied. The actions are chosen
in a random way, with a probability distribution affected by
the pheromone values and a heuristic function.
The function ChooseAction chooses the action having the
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highest probability by means of the “classical” transition
probability function used in ACO. The probability is asso-
ciated to each solution component c by
p(c) =
τ(c)αη(c)β∑
x τ(x)
αη(x)β
, (1)
where c is the discrete solution component under evaluation
and τ(c), η(c) are respectively the pheromone value and the
heuristic value associated to the component c. In the clas-
sical version of the planner the heuristic value η(c) is com-
puted by means of the FF heuristic function, while in the
version with non uniform cost η(c) is computed by means
of the FFAC heuristic (Baioletti et al. 2009a; 2009d; 2009c;
2009b; 2010). The parameters α and β are used to tune the
contribution of pheromone and heuristic respectively. It is
important to note that usually a component c comprises the
action to be chosen.
At the end of each iteration, the best plan found during the
iteration, piiter, is selected and, if it is also the best solution
plan ever found, the global best plan pibest is updated.
Finally, the component pheromone values are updated and
evaporated by the UpdatePheromone function that takes into
account piiter, pibest and the evaporation rate ρ.
ACOPlan for Numerical Planning
ACOPlan can be extended to solve satisficing planning prob-
lems with numerical variables. In this extension two dif-
ferent problems must be faced: to find a suitable heuristic
function and to define specific pheromone models.
First of all, we have decided to introduce a second kind
of pheromone specialized on the numerical part of the prob-
lem. This additional information is integrated in the transi-
tion probabilities function that becomes
p(c) =
τ(c)αη(c)βφ(c)γ∑
x τ(x)
αη(x)βφ(x)γ
(2)
where φ(c) is the contribution given by the pheromone asso-
ciated to the numerical aspects of the problem tuned by the
additional parameter γ. In this case the choice of each solu-
tion component is not affected only by the pheromone value
τ(c) and the heuristic value η(c) as usually, but also by the
value φ(c), i.e. the pheromone value associated to numerical
aspects.
This work focuses on the definition, development and test
of new pheromone models that are able to manage the nu-
merical aspects of problems and domains. The analysis pro-
posed in this paper has the aim of understanding the contri-
bution of the “numerical pheromone” as the only guide of
the optimization process. In fact the heuristic function used
here does not take into account the numerical aspects of the
problem: it is just the heuristic FF already used in the clas-
sical version of the planner.
4 Pheromone Models for Resources
In this section two different pheromone models to deal
with numerical quantities in ACOPlan are introduced. The
pheromone values estimate how desirable is to reach a cer-
tain combination of values for the variables in R. We as-
sume the hypothesis that the contributions of each numerical
variable to the “numerical” pheromone φ(c) are independent
and the overall pheromone value can be computed by aver-
aging the contributions:
φ(c) =
1
k
k∑
i=1
Ti(ri) (3)
where ri is the value reached by the resource Ri in the state
generated by executing the action related to c and Ti(·) is
the corresponding pheromone function. Although this idea
is supported by intuition, it could be misleading because
of its high granularity: it can often cause the phenomenon
of pheromone spreading thus resulting in pheromone values
becoming too little informative. Side effects deriving from
this model which can prevent the colony of ants from finding
optimal solutions are mainly two:
• values that are near to a good pheromone value previously
reached will have low levels of pheromonone, but they
could be potentially good values to reach high quality so-
lutions;
• only few values will have significant pheromone levels
and this can cause a premature convergence.
To address these observations, the basic features required
for a suitable pheromone model are (i) smoother pheromone
distribution, e.g. to assign a pheromone level to all the re-
source values within a given range, and (ii) to avoid the pre-
mature convergence of the solution plans.
Bucket Pheromone Model
This model tries to overcome the problem of high granular-
ity by grouping resource values in intervals (buckets). Since
the planning graph has a limited number of levels, we can
assume that each resource Ri is bounded in a real interval
[mi,Mi]. The basic idea is to divide this interval in some
buckets and to associate the pheromone value to each bucket
instead of to the single resource values.
The introduction of these buckets arises two main ques-
tions about the number of buckets and their width. It is ob-
vious that the ideal number and width strongly depend on
the planning problem and they could be different for each
resource. Therefore, we have decided to compute dynami-
cally the number Ni of buckets for each resource Ri using
the bounds mi and Mi, and the average change produced by
the actions affecting Ri, denoted by ∆i. We define
Ni =
(Mi −mi) + 1
∆i
. (4)
The value ∆i can be computed as
∆i =
∑
a∈Ci
|eff(a,Ri)|
|Ci|
.
where Ci is the set of all actions affecting Ri and eff(a,Ri)
is the effect of the action a over the resource Ri.
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Once the buckets have been created, the pheromone val-
ues are initialized; then the pheromone evaporation and up-
date are performed when each iteration is concluded. From
the evaporation point of view, the pheromone for resources
behaves exactly as the pheromone for the logical compo-
nent: it evaporates according to the evaporation rate ρ. On
the other hand, the pheromone updates are applied on the
buckets containing the values of the resources reached by
the execution of the piiter and pibest plans. The initial value
for the pheromone, the evaporation rate and the contribu-
tions given by the two solution plans are parameters of the
system.
Weighted Average Pheromone Model
In this model the pheromone is deposited to the single value
assumed by the numerical resources during the execution of
the plans piiter and pibest. For each resource Ri, the model
can be formalized by a vector Φi of pairs (ri, vi), where ri
is a value assumed by the resource Ri and vi is the corre-
sponding pheromone amount.
In the update phase, the best plans piiter and pibest are ex-
ecuted, finding all the values reached by each resource in
the plan trajectories. When a new value ri is reached by the
resource Ri, i.e. a value never reached before, ri is added
to the corresponding vector Φi and its pheromone amount is
initialized to a default value. When ri is a value already in-
serted in Φi, the corresponding pheromone level is increased
by an amount, which is usually 2
3
ρ for piiter and 13ρ for pibest.
In this way, for each resource, the values which are
most frequently reached by the best plans will get a greater
pheromone value: the idea is to “reward” these values during
the plan search phase.
Although the model deposits the pheromone quantity
only to the resource values reached by “good” plans, a
pheromone value is also implicitly assigned to the resource
values which are neighbors of a resource value which has
been actually reached. To extract these values, the follow-
ing function Ti maps any value r of the resource Ri to a
pheromone level in [0, 1] obtained as a weighted average, as
defined in
Ti(r) =
∑
viW (ri − r)∑
W (ri − r)
(5)
where W (x) = exp(−t · x2) and t is a tuning parameter.
5 Experiments
An experimental test plan has been designed in order to eval-
uate the effectiveness of the proposed system.
The goal of the first set of tests is to compare ACOPlan
with some planners that have demonstrated state of the art
performances in numeric domains.
The test domains have been taken from domains of the
last planning competitions which are most significant from
the numerical point of view.
Although the complete test plan is still ongoing, prelim-
inary results are already available for numerical ACOPlan
with bucket pheromone model compared with LPG system.
The test results have been obtained on numerical versions of
the domains Depots and Driverlog (from the 3rd IPC). The
choice of LPG as the first comparison basis is twofold mo-
tivated because both it is one of the best performing planner
developed in recent years and it uses a stochastic approach.
Since both ACOPlan and LPG are non deterministic, the
results are presented both in terms of minimum quality and
average quality computed on 10 runs. The experiments run
on a Intel Core 2 Quad 2.40GHz with 4GB RAM, using a
time–out of 1200 seconds.
In Fig.1 and Fig.2 some results for the minimum qual-
ity and the average best quality for ACOPlan and LPG
are shown. Each symbol represents a problem solved by
both the systems: if the symbol is above the diagonal, then
ACOPlan performed better than LPG and vice versa; the dis-
tance from the diagonal is proportional to the performance
gap between the two systems. From the figures we can see
that LPG performs better in the most cases, but the sys-
tems are comparable. Since ACOPlan is still under devel-
opment, it is possible to deduce that the approach is feasible
and promising. Moreover, there is room for improvement
because ACOPlan currently is not using a fully informed
heuristic function.
The aim of the second set of tests, still ongoing, is to
investigate the impact of the new pheromone models, i.e.
the Bucket Model and the Weighted Average Model, on the
overall performance of the ACOPlan framework and to com-
pare the two pheromone models in order to understand their
limits and their strengths.
Figure 1: Scatter plot comparing ACOPlan and LPG results
for Driverlog domain. On the x-axis and y-axis the mini-
mum quality and the average best quality found by ACOPlan
and LPG are respectively represented.
6 Conclusions and Future Works
In this paper a first version of the ACOPlan framework for
numerical planning has been described. Increasing the plan-
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Figure 2: Scatter plot comparing ACOPlan and LPG on
best quality for Depots domain. On the x-axis and y-axis
the minimum quality and the average best quality found by
ACOPlan and LPG are respectively represented.
ning model expressivity requires some deep modifications of
the framework ACOPlan. To reach this aim, two pheromone
models for numerical planning, the Bucket model and the
Weighted Average model, have been introduced in this work,
while an ongoing research focuses on the definition of a spe-
cific heuristic taking into account numerical aspects. In this
way, the main idea is to compute a sort of “implicit” action
costs (defined in terms of numerical effects and objective
function) to be used on the FFAC cost–sensible heuristic
function already presented in (Baioletti et al. 2010). The
combined use of an effective pheromone model and a more
informative heuristic function for numerical planning is ex-
pected to greatly enhance the performances of numerical
ACOPlan.
Preliminary results of the comparison between the current
implementation of ACOPlan with the Bucket pheromone
model and the well known LPG planning system have been
presented and discussed. Although experiments and the
numerical ACOPlan system are still under development, it
can be already stated that the approach is feasible and very
promising, since the experimental results are comparable, at
least in some domains, with the results obtained with the
LPG system. The comparability, at least in some domain,
with LPG can be anyway considered a good and encourag-
ing result considering that the actual version of ACOPlan
does not use a specific heuristic for numerical planning.
Moreover, other systematic experimental tests have been
designed in order to have an estimate of the impact in the
numerical ACOPlan performances of the proposed numeri-
cal pheromone models and to have comparisons with other
state of art planners well performing in numerical domains
(like for example SAPA (Do and Kambhampati 2003) and
SGPlan (Chen and Hsu 2006)).
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Abstract 
A parallel plan is a sequence of sets of actions such that any 
ordering of actions in the sets gives a traditional sequential 
plan. Parallel planning was popularized by the Graphplan 
algorithm and it is one of the key components of successful 
SAT-based planers. SAT-based planners have recently 
begun to exploit multi-valued state variables – an area 
which seems traditionally more suited for constraint-based 
planners – and they improved their performance further. In 
this paper we propose a novel view of constraint-based 
planning that uses parallel plans and multi-valued state 
variables. Rather than starting with the planning graph 
structure like other parallel planners, this novel approach is 
based on the idea of timelines and their synchronization. 
Introduction  
Constraint satisfaction techniques are very successful in 
areas such as scheduling but they have not achieved similar 
success in the closely related area of planning. Constraint 
satisfaction was first applied in manually designed models 
for concrete planning domains in the system CPlan (van 
Beek and Chen, 1999). It seems that manual formulation of 
planning problems as constraint satisfaction problem is an 
efficient way to solve certain planning problems as was for 
example demonstrated for the Settlers domain in (Gregory 
and Rendl, 2008). Nevertheless, in this paper we focus on 
solving techniques that are applicable to any planning 
problem. It means that we are interested in fully automated 
reformulation of the planning problem into a constraint 
satisfaction problem (CSP). This research branch has also a 
long tradition but it mostly follows the ideas introduced in 
Boolean satisfiability (SAT) based planners. 
 One of the typical conceptual differences between the 
planning problems and the constraint satisfaction problems 
is that the length of the final plan is unknown in advance 
while the constraint satisfaction problem is formulated 
with a fixed number of variables. Kautz and Selman (1992) 
showed that the problem of shortest-plan planning can be 
translated to a series of SAT problems, where each SAT 
instance encodes the problem of finding a plan of a given 
length. Constraint-based planning follows this idea and we 
will use it in our approach as well. The first automated 
constraint models for planning were based on another 
successful planning approach – a planning graph 
introduced in the Graphplan algorithm (Blum and Furst, 
1997). Do and Kambhampati (2000) showed that constraint 
satisfaction techniques can be applied to plan extraction 
from the planning graph. Their system GP-CSP 
automatically encoded the planning graph as a CSP. They 
used the idea that the decision variable in the CSP model 
describes which action makes a given predicate valid (or 
invalid). Hence there was a CSP variable for each predicate 
in each layer. Lopez and Bacchus (2003) suggested a more 
efficient constraint formulation of the planning graph – 
CSP-PLAN – that used Boolean variables and successor-
state constraints (Reiter, 2001). These constraints merge 
the constraints describing actions effects and frame axioms 
together. In some sense in our novel model we combine 
both these approaches in the way that we use a decision 
variable for each predicate (in fact we use the multi-valued 
state variables, see below) that describes the action 
deciding the validity of this predicate. 
 Following the Graphplan origins, GP-CSP and CSP-
PLAN are looking for parallel plans consisting of a 
sequence of sets of actions, where the actions in the set can 
be ordered in any way. In (Barták and Toropila, 2008) we 
reformulated these models in several ways. First, instead of 
predicates describing the states we use a fully instantiated 
multi-valued representation called multi-valued planning 
tasks (Helmert, 2006) based on the state variable 
formalism SAS+ (Bäckström and Nebel, 1995). This 
formulation should be more suited for constraint 
satisfaction techniques as it leads to fewer variables with 
larger domains where domain filtering pays off. Second, 
we encapsulated the set of logical constraints from the 
original models into combinatorial constraints with an 
extensionally defined set of admissible tuples. These 
constraints filter out more inconsistencies than the original 
logical constraints and the propagation loop is faster which 
significantly reduces runtime. Finally, we formulated the 
models for sequential planning which makes it easier to 
formulate the constraints for multi-valued state variables. 
 Sequential planning brings some disadvantages over 
parallel planning. For example, it is more liable to 
exploring symmetrical plans where some actions can be 
swapped without changing the overall effect. This is called 
plan-permutation symmetry (Long and Fox, 2003) and in 
(Barták and Toropila, 2009b) we suggested symmetry 
breaking constraints to remove some of these symmetries 
in the constraint models from (Barták and Toropila, 2008). 
A similar approach was also used (Grandcolas and Pain-
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Barre, 2007). Partial order planners use a different 
modelling approach and they are not liable to this problem. 
For example, CPT (Vidal and Geffner, 2004) is probably 
the most successful (in terms of International Planning 
Competition) constraint-based planner that does partial-
order planning. In (Barták and Toropila, 2009a) we 
integrated some ideas of partial-ordering planning into our 
sequential planner SeP which brought some efficiency 
improvement especially for harder problems. This dual 
model also brought some initial ideas how to do parallel 
planning with multi-valued state variables. 
 In this paper we propose a completely new constraint 
model for parallel planning. This model is motivated by 
recent success of another SAT-based planner that exploits 
the multi-valued state variables (Huang, Chen, and Zhang, 
2010). It seems that from the modelling perspective, the 
success of such SAT based planners is based (among 
others) on two aspects – parallel planning and exploiting 
mutex relations. In our current model, we are going back to 
parallel planning. Though it looks like a return to the 
planning graph ideas, the novel model is much closer to the 
modern timeline-based approach to planning (Pralet and 
Verfaillie, 2009). Nevertheless, we still assume classical 
planning with instantaneous actions which makes the 
model simpler than the Constraint Network on Timelines 
from (Pralet and Verfaillie, 2009). The model is proposed 
for the multi-valued state variable representation of 
planning problems and it is based on idea of describing the 
evolution of each state variable and synchronizing the 
changes between the different state variables. This 
synchronization basically means that if some action is 
selected to change the value of one state variable and the 
same action is changing other state variables (effect) or 
requires them to have some particular value (precondition) 
then the evolution of these other state variables must 
assume this action. The proposed model uses only two core 
types of the constraints: one describing the evolution of the 
state variables (sequencing) and the other one for 
synchronization of these evolutions. There are additional 
constraints that bridge the sequencing and synchronization 
constraint to improve the inference. Despite the simplicity 
of the constraint model and the traditional search strategy, 
the novel planer, which we call PaP (Parallel Planer), finds 
plans much faster than the other modern constraint-based 
planners such as SeP and Constance (Gregory, Long, and 
Fox, 2010) for some domains. Note that these planners use 
some advanced techniques from planning and constraint 
satisfaction such as no-good learning, singleton 
consistency, lifting, search based on relevant actions (SeP) 
or macro-actions (Constance). 
 The paper is organized as follows. First, we will 
formally introduce the planning problems to be solved and 
define the parallel plans. Then we will describe the core 
concept of the planner and after that we will formally 
define the constraint model and describe the used search 
strategy. We will conclude with the preliminary 
experiments comparing PaP and SeP. 
The Problem  
Classical AI planning deals with finding a sequence of 
actions that transfer the world from some initial state to a 
desired state. We assume a fully observable (we know 
precisely the state of the world), deterministic (the state 
after performing the action is known), and static (only the 
entity for which we plan changes the world) world with a 
finite (though possibly large) number of states. We also 
assume actions to be instantaneous so we only deal with 
action sequencing. 
 For describing the world states and actions we use a so 
called SAS+ formalism (Bäckström and Nebel, 1995) that 
is based on multi-valued state variables (Helmert, 2006). 
For each feature of the world, there is a state variable 
describing this feature, for example rloc(r1,S) describes the 
location of robot r1 at state S. This state variable may 
acquire one of finitely many values. Each world state is 
described by a complete instantiation of the state variables. 
The advantage of this representation over the classical 
propositional representation is that it naturally expresses 
some facts, such as that the robot cannot be simultaneously 
at two locations which is not directly expressed when the 
logical propositions are used. 
 The actions change the values of the state variables. An 
action is applicable to world states satisfying the action 
precondition. Briefly speaking the action precondition 
expresses which values of the state variables are required 
by the action. Formally, the action precondition is a set (a 
conjunction) of expressions in the form either state-
variable = value or state-variable ∈ set-of-values (not in 
SAS+) such that each state variable appears at most once in 
this set. The action effect describes what the values of 
certain state variables will be after performing the action. 
Formally, the action effect is a set (a conjunction) of 
expressions in the form state-variable ← value such that 
each state variable appears at most once in the set. After 
performing the action, the state variables that do not appear 
in the action effect will not change their value (the frame 
axiom) while the state variables appearing in the effect will 
take the value specified in the effect. Figure 1 gives an 
example of such representation. 
 The planning task can be formulated as follows. Given a 
complete specification of the initial state (the values of all 
state variables) and a description of the goal condition as a 
set of expressions in the form either state-variable = value 
or state-variable ∈ set-of-values find a sequence of actions 
that transfer the world from its initial state to the state 
satisfying the goal condition. This is called sequential 
planning. In this paper we deal with parallel planning 
where we are looking for a sequence of sets of independent 
actions such that the sequential plan is obtained by 
arbitrary ordering of actions in the sets. Two actions are 
independent if no state variable appearing in the effect of 
one action appears in the precondition or effect of the other 
action. This condition ensures that if both actions are 
applicable to a given state then they can be applied in any 
order and the states after application of both actions will be 
identical. Hence for a given state s and a set AS of pair 
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wise independent actions applicable to this state we can 
define a state after application of these actions as the state s 
modified by the effects of actions in SA. Note that this is 
possible because the actions in SA are setting different state 
variables thanks to their independence. Obviously, a 
sequential plan is a special case of the parallel plan. 
 
Domain 
DWR domain with two locations (loc1,loc2), a robot capable of 
loading and unloading containers by itself (r), and one 
container (c) 
 
State Variables 
rloc ∈ {loc1,loc2}      ;; robot’s location 
cpos ∈ {loc1,loc2,r} ;; container’s position  
 
Actions 
1 : move(r, loc1, loc2) 
;; robot r at location loc1 moves to location loc2 
Precond: rloc = loc1 
Effects: rloc ← loc2 
2 : move(r, loc2, loc1) 
;; robot r at location loc2 moves to location loc1 
Precond: rloc = loc2 
Effects: rloc ← loc1 
3 : load(r, c, loc1) 
;; robot r loads container c at location loc1 
Precond: rloc = loc1, cpos = loc1 
Effects: cpos ← r 
4 : load(r, c, loc2)  
;; robot r loads container c at location loc2 
Precond: rloc = loc2, cpos = loc2 
Effects: cpos ← r 
5 : unload(r, c, loc1) 
;; robot r unloads container c at location loc1 
Precond: rloc = loc1, cpos = r 
Effects: cpos ← loc1 
6 : unload(r, c, loc2) 
;; robot r unloads container c at location loc2 
Precond: rloc = loc2, cpos = r 
Effects: cpos ← loc2 
 
Figure 1. Example of planning domain represented using multi-
valued state variables. 
The Concept 
There are many ways to describe planning problems in a 
form appropriate for problem solving. A natural 
representation for multi-valued state variables is a state 
transition diagram (also known as a domain transition 
graph) which is basically a finite state automaton (FSA). 
Each planning state variable is represented using a single 
automaton whose states correspond to the values of the 
variable (for simplicity, we will be talking about values) 
and the arcs describe how the actions are changing the 
value of the state variable. In particular, if a given state 
variable v is both in the precondition (v = a) and effect 
(v = b) of the action then the arc(s) connects the value(s) 
from the precondition with the value in the effect (a → b). 
If the state variable is only in the effect then there are arcs 
from all values to the value in the effect. If the state 
variable is only in the precondition then there is a loop in 
the corresponding value. Finally, if the state variable is not 
used by a given action then there are loops in all values. To 
represent a particular planning problem, we need to 
identify the initial state of the FSA which is the initial 
value of the state variable. The final states are defined by 
the goal condition (all states are final, if the state variable 
does not appear in the goal condition). Figure 2 gives an 
example of the FSA representation for the planning domain 
from Figure 1, where we assume the robot to be initially at 
location loc1 and the container at location loc2 and the 
goal is to have the container at location loc1. 
 
 
 
 
 
 
 
 
 
Figure 2. Representation of the planning domain (Figure 1) and 
problem using finite state automata. 
Each finite state automaton defines a regular language 
describing the sequences of actions transferring the 
automaton from the initial state to the goal state. Hence, 
any plan belongs to the intersection of the regular 
languages defined by the automata for the state variables. 
In other words, to solve the planning problem we need to 
find a path in each FSA and the paths must be 
synchronized between the automata. We can describe the 
evolution of the state variable as a timeline as Figure 3 
shows. Notice that the sequences of actions are identical 
for all the state variables. 
 
 
 
 
 
 
 
Figure 3. Timelines describing the synchronized evolution of the 
state variables (the action numbers are taken from Figure 1). 
The above representation using FSA is appropriate for 
sequential planning as each action changes the states in all 
automata. In parallel planning we allow different actions to 
appear at a single planning step provided that the actions 
are independent. In other words, it is possible to change the 
states in different automata using different actions at the 
same planning step if these changes are not in conflict. To 
support parallel planning we modify the FSA 
representation in the following way. The FSA states still 
represent the values of the state variable. However, for a 
given state variable, the automaton contains two sorts of 
arcs: the arcs defining the effects of the actions for actions 
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changing the state variable and the arcs defining the no-op 
actions indicating that the state variable is not changed. 
The difference from the traditional no-op actions used for 
example in the planning-graph model (Blum and Furst, 
1997) is that we use a dedicated no-op action for each 
value of the state variable. Figure 3 gives an example of 
this modified representation where the no-op actions are 
indicated by negative numbers. 
 
 
 
 
 
 
 
 
 
 
Figure 4. Representation of the planning domain (Figure 1) and 
problem using finite state automata with no-op actions. 
The reason for having more no-op actions per FSA is that 
we still need to synchronize the automata, in particular to 
model the preconditions of actions. If some action requires 
a particular value of the state variable but the action is not 
changing that state variable then we require the 
corresponding FSA to move along the arc annotated by the 
no-op action representing the value in the action 
precondition. Notice that this model allows different 
actions in a single step to have the same precondition 
exactly in accordance with the definition of independent 
actions. Figure 5 shows the evolution of the state variables 
in this modified model. We also show there how the real 
actions are forcing the presence of some no-op actions. 
 
 
 
 
 
 
 
Figure 5. Timelines describing the evolution of the state variables 
with no-op actions (the arrows indicate synchronization). 
The FSA model with no-op actions supports parallel 
independent actions, but the synchronization of automata is 
more complex and must be done explicitly as different 
actions may change the values of different state variables 
at the same time. We shall now describe how to encode 
this model as a constraint satisfaction problem. 
The Constraint Model  
As surveyed in the introduction there exist several 
approaches how to model the planning problem as a 
constraint satisfaction problem. There are ad-hoc 
techniques such as (Gregory and Rendl, 2008) or CPlan 
(van Beek and Chen, 1999) and techniques based on the 
planning graph such as GP-CSP (Do and Kambhampati, 
2000) and CSP-Plan (Lopez and Bacchus, 2003). The SeP 
(Barták and Toropila, 2010) and Constance (Gregory, 
Long, and Fox, 2010) planners use in some form the 
natural FSA representation as showed in Figure 2. CPT 
(Vidal and Geffner, 2004) uses a specific constraint model 
for partial-order planning with some additional restrictions 
on the number of appearances of each action. In this paper 
we suggest a constraint model based on the FSA 
representation with no-op actions as shown at Figure 4. 
 We are using the traditional approach of converting the 
planning problem where the number of actions in the plan 
is unknown in advance to a static constraint satisfaction 
problem as suggested in (Kautz and Selman, 1992). In 
particular, we formulate the problem of finding a parallel 
plan of length n as a CSP and we solve the original 
planning problem by starting with n = 0 and incrementing 
n by 1 if no plan is found.  Let k be the number of state 
variables then we introduce k(n+1) state variables Sij in the 
constraint model describing all the states “visited” by the 
parallel plan (i = 1,…,k, j = 0,…,n). The domain of 
variable Sij consists of values of the i-th state variable. The 
state variables Si0 are instantiated using the values from the 
initial state while the state variables Sin are restricted based 
on the goal condition. We also introduce kn action 
variables Aij in the constraint model describing the actions 
changing the state variables. The domain of variable Aij 
consists of actions that have the i-th state variable among 
the effects and the no-op actions for that state variable. For 
example, the domain of Acposj is {-3,-2,-1,3,4,5,6} for the 
problem from Figure 4. 
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 There are two core types of constraints in our model. 
First, we need to model the state transitions based on the 
FSA representation. Many constraint solvers provide the 
regular constraint (Pesant, 2004) to encode a finite state 
automaton, but we decided for traditional ad-hoc 
constraints modelling each transition separately. Note that 
this model does not hinder propagation in comparison with 
the regular constraints and it gives us a direct access to the 
state variables that are hidden in the regular constraint. 
Our sequencing constraint is a ternary constraint 
connecting variables Sij-1, Aij, Sij. Basically, this constraint 
describes the arcs in the FSA representation. The triple 
(P,A,Q) satisfies the constraint for the i-the state variable if 
one of the following conditions hold: 
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• A is a real action such that Q is the value of its effect 
in the i-th state variable and value P is compatible 
with the precondition of A (A is using value Q as its 
precondition or A has no precondition in the i-th state 
variable), 
• A is a no-op action for value P of the i-th state 
variable and P = Q. 
In the terms of FSA, we can say that A annotates the arc 
connecting states P and Q in the automaton. Hence, the 
sequencing constraint describes the evolution of the 
corresponding state variable as shown in Figure 5. 
 The second type of constraint describes the 
synchronisation between the evolutions of the state 
variables. In particular, if the action is changing several 
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state variables then the action must be assigned to the 
action variables for all these states in a given layer (we call 
the variables Aij with identical j a layer). Moreover, if the 
action has a precondition in the state variable that is not 
among its effects (for example actions 3-6 in Figure 1 have 
precondition in the state variable rloc while changing only 
the variable cpos) then we must ensure that the 
corresponding state variable is assigned to the requested 
value. This is done indirectly by requesting the action 
variable for that state variable to be assigned to the specific 
no-op action. It would be possible to describe the 
synchronisation constraint as a single k-ary constraint 
between the variables A1j,..., Akj. However, the extensional 
representation of this constraint would be too large as in 
general it must describe all possible subsets of independent 
actions. Hence, we decided to use k k-ary synchronisation 
constraints each describing the requirements of some state 
transition. Let i be certain state variable. Then for each 
action from the FSA representation of the i-th state 
variable we define which actions are compatible in other 
action variables of the same layer. If A is a real action 
assigned to variable Aij then the constraint requires the 
following assignment: 
• if A affects the p-th state variable then Apj = A, • if A has a precondition (but not effect) in the p-th 
state variable and B is the no-op action corresponding 
to the value of the precondition then Apj = B. 
If A is a no-op action then we assume that it is compatible 
with all actions in other action variables to make to the 
extensional representation compact. Note that the 
synchronisation constraints for other state variables may 
connect this no-op action with real action as described 
above. Thought we described the synchronisation 
constraints as k-ary constraints, in fact we can cut-off some 
variables from the constraint, if these variables are not 
really constrained. This significantly reduces the arity of 
the constraint as the actions usually use a small number of 
state variables in preconditions and effects. 
 Figure 6 sketches the structure of the base constraint 
model. In addition to above constraints there is one more 
constraint connecting all action variables in the layer and 
requesting at least one action to be the real action. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. The structure of the constraint model, circles represent 
the state variables, squares represent the action variables. 
 To strengthen inference we add one more sequencing 
constraint. Notice that action B can immediately follow 
action A in the timeline for a given state variable if the 
effect of A restricted to that state variable is compatible 
with the precondition of B on the same state variable. 
However, there might be another state variable where the 
effect of A is in conflict with the precondition of B and 
hence A cannot directly precede B. To discover this 
conflict using inference, we include a binary action 
sequencing constraint between all subsequent pairs of 
action variables in each timeline (see Figure 6). Let A and 
B be two actions from the FSA describing a certain 
timeline then the pair (A,B) satisfies the action sequencing 
constraint if one of the following conditions hold: 
• A and B are identical no-op actions, 
• A is a no-op action compatible with the precondition 
of real action B, 
• B is a no-op action that corresponds to the effect of 
real action A, 
• all effects of real action A are compatible with all 
preconditions of real action B. 
Figure 7 gives an example of all above mentioned 
constraints for the planning problem described by the finite 
state automata from Figure 4. Just note that the action 
sequencing constraints do not bring additional inference 
for this particular problem and are purely redundant. One 
can also easily check that the instantiation of action 
variables shown in Figure 5 satisfies all the constraints. 
 
 
sequencing action sequencing 
Srloci-1 Arloci Srloci  Arloci Arloci+1
loc1 1 loc2  1 {-2,2}
loc2 2 loc1  2 {-1,1}
loc1 -1 loc1  -1 {-1,1}
loc2 -2 loc2  -2 {-2,2}
 
Scposi-1 Acposi Scposi  Acposi Acposi+1
loc1 3 r  3 {-3,5,6}
loc2 4 r  4 {-3,5,6}
r 5 loc1  5 {-1,3}
r 6 loc2  6 {-2,4}
loc1 -1 loc1  -1 {-1,3}
loc2 -2 loc2  -2 {-2,4}
r -3 r  -3 {-3,5,6}
… 
… 
state variables  action variables 
action sequencingsequencing  synchronisation 
 
synchronisation 
Arloci Acposi  Acposi Arloci
1 {-1,-2,-3}  3 -1
2 {-1,-2,-3}  4 -2
{-2,-1} {-3,…,6}  5 -1
 6 -2
 {-3,-2,-1} {-2,…,2}
 
Figure 7. The compact representation of ad-hoc constraints for 
the planning problem from Figure 4. 
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Search Strategy 
The constraint model must always be accompanied by a 
search strategy that guides the search algorithm exploring 
the possible instantiations of the variables. This search 
strategy is composed of two types of heuristics: the 
variable ordering heuristic that recommends which variable 
is instantiated first and the value ordering heuristic that 
suggests which value is tried first.  
 In our constraint model, we use only the action variables 
as the decision variables participating in the search 
procedure. The state variables are instantiated by means of 
constraint propagation (local inference). There exist 
several generally applicable variable ordering heuristics 
typically based on the first-fail principle (prefer the 
variable whose instantiation with fail with the highest 
chance). Dom heuristic (Golomb and Baumert, 1965) that 
prefers instantiation of the variables with the smallest 
domain is among the most widely used. We slightly 
modified this heuristic in the following way. We select 
only among the variables whose domains contain at least 
one real action. The action variables that can be 
instantiated only to some no-op action are ignored during 
search. These variables are instantiated by means of 
constraint propagation. Note that this decision is done 
dynamically during search as constraint propagation can 
remove some actions from the domain of action variables. 
The value ordering heuristics are based on the succeed-
first principle (prefer the value belonging to some 
solution), but there are no widely accepted general value 
ordering heuristics. Obviously, it is not clear in advance 
which value (action) belongs to the solution. We used the 
following simple heuristic. First, the domain of the selected 
variable is split into two parts: the no-op actions and the 
real actions. This leads to binary branching; the branch 
where the no-op actions remain in the variable domain is 
explored first. The motivation was that this will minimize 
the number of used actions (see the experiments). If a 
variable whose domain contains only the real actions is 
being instantiated then we simply try the actions in the 
order in which the actions appear in the problem 
description. Note that the instantiation of the action 
variable is done in two steps and hence the same action 
variable appears in two branching nodes. First, the domain 
of the variable is split into two parts. Second, if we are 
exploring the branch where only the real actions are left in 
the domain then the particular action is assigned to the 
variable. 
Experimental Results 
We implemented the PaP constraint model using the clpfd 
library of SICStus Prolog 4.1.2 and compared it with the 
SeP planner built on top of the same constraint library. We 
used selected planning domains from past International 
Planning Competitions (STRIPS versions) for the 
comparison. The planning problems were translated from 
the STRIPS representation to SAS+ representation using 
Malte Helmert’s translator (we were not able to translate 
some problems in the openstack and airport domains).  The 
experiments ran on Intel Xeon CPU E5335 2.0 GHz 
processor with 8GB RAM under Ubuntu Linux 8.04.2 
(Hardy Heron). Both planners run with the 30 minutes 
timeout. The reported runtime is in milliseconds and it 
includes the time to generate the constraint model (prepare 
the tables) and the time to find the shortest plan. Time to 
convert the STRIPS representation to SAS+ representation 
is not included. At the beginning, we must highlight that 
SeP generates the shortest sequential plans while PaP 
generates the shortest parallel plans so both planners are 
solving a slightly different task.  In the detailed comparison 
(Table 2) we report the size of the plans both in terms of 
the number of actions (the length of the sequential plan) 
and the number of layers (the length of the parallel plan). 
 Table 1 reports the number of solved problem instances 
in selected domains. SeP planner is significantly better in 
the openstack domain and it is also slightly better in the 
elevator domain. In the blockword and depots domains, 
both planners are comparable, though the runtimes for the 
blockworld (Table 2) are usually much better for SeP, 
while the runtimes for the depots instances are better for 
PaP. In other tested domains, PaP is better than SeP. For 
most of these domains we report the detailed results in 
Table 2, where we compare both the runtimes and the 
length of the found plans. The time efficiency of PaP is 
significantly better than SeP. Recall, that SeP finds the 
shortest sequential plans while PaP generates the shortest 
parallel plans. Nevertheless, as Table 2 shows, the 
sequential plans generated by PaP (from the parallel plans) 
have the same length or are only slightly longer than the 
plans generated by SeP. 
 We did not perform a direct comparison with the 
Constance planner that beat SeP in domains such as 
driverlog, zenotravel, and tpp, but the detailed results 
reported in (Gregory, Long, and Fox, 2010) show that PaP 
achieves better performance at these domains. 
 
domain SeP PaP 
airport (15) 4 6 
blocks (16) 7 7 
depots (10) 2 2 
driverlog (15) 4 12 
elevator (30) 30 27 
freecell (10) 1 3 
openstacks (7) 5 0 
rovers (10) 4 6 
tpp (15) 4 8 
zenotravel (15) 6 11 
Table 1. The number of solved problems in each domain (the 
numbers in parenthesis indicate the number of tried problems). 
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problem 
plan length runtime (ms) 
SeP 
PaP 
SeP PaP 
par seq 
airport-p03 17 9 17 8780 810 
airport-p06 41 21 41 1736 250 13 670 
airport-p07 ≥38 21 41 - 13 720 
airport-p12 39 21 39 1459 030 19 560 
airport-p13 37 21 37 1548 350 20 440 
airport-p15 ≥31 22 58 - 104 720 
blocks-p-4-1 10 10 10 160 190 
blocks-p-5-0 12 12 12 1 670 4 600 
blocks-p-5-1 10 10 10 1 050 4 790 
blocks-p-5-2 16 16 16 37 420 34 160 
blocks-p-6-0 12 12 12 8 720 59 370 
blocks-p-6-1 10 10 10 9 760 74 450 
blocks-p-7-0 20 20 20 926 820 - 
depots-p01 10 5 11 710 270 
depots-p02 15 8 16 149 520 3 870 
driverlog-p01 7 6 8 110 40 
driverlog-p02 19 9 21 1017 570 100 
driverlog-p03 12 7 12 11 650 110 
driverlog-p04 ≥14 7 18 - 250 
driverlog-p05 ≥13 8 21 - 190 
driverlog-p06 11 5 11 83 940 160 
driverlog-p07 ≥11 6 18 - 190 
driverlog-p08 ≥13 7 25 - 2 690 
driverlog-p09 ≥16 10 24 - 12 680 
driverlog-p10 ≥12 7 20 - 446 580 
driverlog-p11 ≥13 9 21 - 13 130 
freecell-p01 8 5 11 63 210 3 300 
freecell-p02 ≥9 8 20 - 462 890 
freecell-p03 ≥10 7 21 - 43 250 
rovers-p01 10 5 10 940 60 
rovers-p02 8 4 8 370 20 
rovers-p03 11 7 12 2 190 120 
rovers-p04 8 4 8 440 60 
rovers-p05 ≥13 5 22 - 150 
rovers-p06 ≥15 ≥8  - - 
rovers-p07 ≥11 5 18 - 120 
tpp-p01 5 5 5 10 0 
tpp-p02 8 5 8 20 10 
tpp-p03 11 5 11 160 30 
tpp-p04 14 5 14 2 110 20 
tpp-p05 ≥17 7 23 - 100 
tpp-p06 ≥15 9 29 - 4 110 
tpp-p07 ≥14 9 38 - 3 170 
tpp-p08 ≥14 9 44 - 5 930 
zenotravel-p01 1 1 1 10 20 
zenotravel-p02 6 5 6 60 50 
zenotravel-p03 6 5 9 300 130 
zenotravel-p04 8 5 11 970 130 
zenotravel-p05 11 5 14 153 990 240 
zenotravel-p06 11 5 12 530 390 510 
zenotravel-p07 ≥12 6 16 - 560 
zenotravel-p08 ≥10 5 15 - 1 690 
zenotravel-p09 ≥11 6 24 - 145 760 
zenotravel-p10 ≥12 6 24 - 252 040 
zenotravel-p11 ≥9 6 16 - 41 780 
Table 2. The length of found plans and the runtime (in 
milliseconds) for selected planning problems. 
 
Conclusions 
The paper describes a novel constrained-based planner PaP 
for parallel planning with multi-valued state variables. This 
model uses only two types of base constraints: one for 
describing changes of a particular state variable and one 
for synchronization of these changes between the different 
state variables. There are additional sequencing constraints 
that assume several state variables together to strengthen 
inference. The used search strategy is based on traditional 
search strategies used in constraint satisfaction. 
 Despite the simplicity of the constraint model and the 
search strategy, the new planner beats significantly existing 
constraint-based optimal sequential planners SeP and 
Constance in several planning domains. We are currently 
analyzing the experimental results to identify the weak 
parts of PaP in comparison with SeP. As PaP is not using 
any advanced planning techniques, there is still an open 
area for further improvements. 
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Abstract
In a recent collaborative project undertaken by the authors, an
industrial client expressed an interest in exploiting planning
technology to handle a control problem they wanted to solve.
The clients had already explored some of the existing plan-
ning systems and had a PDDL description of their problem.
The systems they had tried had not proved entirely satisfac-
tory and they wanted some help to address the problems. In
this paper we describe some of the experiences we had in
exploring a version of their planning problem and highlight
some of the issues that it raised for the current state of plan-
ning technology.
1 Introduction
During summer 2010, colleagues at SciSys Ltd approached
the Strathclyde Planning Group, with whom they have col-
laborated for several years, with a problem brought to them
by an industrial client. A slightly simplified and sanitised
version of the problem was presented, in PDDL, as a Search
and Rescue problem. The problem, described in detail be-
low, is a temporal problem and the client had obtained sev-
eral publically available planners and tried them. They were
not entirely satisfied with the results, for several reasons, and
so had approached SciSys because of their ongoing collab-
oration with the Strathclyde Planning Group and their expe-
rience in producing commercial software systems.
In exploring the representation of the problem and perfor-
mance of temporal planners in solving it, we learned some
useful lessons about the way in which current planning tech-
nology might confront problems of genuine interest to po-
tential users and, in this paper, we report on our observations
and those lessons.
2 The Problem
The structure of the Search and Rescue problem is straight-
forward: vehicles move between the cells of a grid; at each
cell they may conduct a search. The objective is to search
all cells of the grid as quickly as possible (ie with a plan of
shortest makespan). Two constraints make the problem a lit-
tle more complex: firstly, each vehicle has a facing (north,
south etc) and cannot move in the direction opposing its fac-
ing. a vehicle adopts a new facing following a move, which
is the direction it moved to arrive at the new cell. Secondly,
vehicle movement and search are durative actions, with dif-
ferent durations. The client chose to model movement ac-
tions with durations dependent on a speed value associated
with the moving vehicle. The vehicles are modelled with
fuel which is consumed by movement. A vehicle can only
move if it has sufficient fuel to do so.
In the original encoding of the problem presented to us,
the search grid was represented by a coordinate space, with
each location being denoted by a pair of objects (the x- and
y-coordinates). We proposed a change to single names for
locations, which simplifies the action encoding and reduces
the number of grounded action instances that has to be con-
sidered during initial processing, but makes the encoding
of larger problem instances slightly more tedious (the num-
ber of location objects and associated linking predicates in-
creases quadratically instead of linearly). In this paper we
restrict attention to this version. The client chose to encode
facing and position of vehicles with two separate predicates.
This is a natural encoding, but, as we discuss later, it turns
out that an encoding with a single predicate has advantages.
The client also began with encoding in which the constraint
on facing for movement was captured as a disjunctive pre-
condition for the move action. This severely constrained the
range of applicable planners, so we proposed a modification
in which the vehicle facing is constrained to be unequal to a
banned direction for the link between cells used in a partic-
ular move action. This encoding is slightly less immediately
intuitive, but is important in granting access to a wider pool
of planners.
The encoding for the actions in the domain is given in the
appendix. Problem instances are described in detail below.
We considered problems with a range of different grid sizes
(5x5 to 10x10), combined with different numbers of vehicles
(1–6).
It is worth noting that this problem is a variant of the
Open Vehicle Routing Problem (and the Travelling Sales-
man Problem). This problem has been the subject of con-
siderable research effort: a good overview can be found
in (Li, Golden, and Wasil 2007). The best results for this
problem appear to have been generated by tabu-list meta-
heuristic approaches, using domain-specific heuristics such
as node clustering. Results are reported in (Li, Golden, and
Wasil 2007) for several approaches, solving instances up to
200 nodes with as many as 16 vehicles. One of the bet-
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ter solvers is reported to solve a 50 node instance, with 5
vehicles, in 0.22 seconds. This datapoint helps to set in con-
text the performance of the planners we explore, which are
generic solvers not tuned to solve this problem.
3 Initial Experience
The client had experimented with SGPlan5.2.1 (Chen, Wah,
and Hsu 2006) (note that this paper describes the first ver-
sion of SGPlan and SGPlan5.2.1 appears, in fact, to behave
rather differently to this description — we give some in-
sights into its behaviour below, based on our exploration of
its code base). This planner can solve the problems reason-
ably quickly and the performance was considered promising
for the application being developed. However, two problems
were of concern. Firstly, the code base release has a licens-
ing status that is not entirely clear (it uses some of the FF
code base (Hoffmann and Nebel 2001), which is released
with a GPL licence, but SGPlan itself does not appear to ad-
here, unambiguously, to the terms of that licence). In any
case, routes to continue development or debugging of SG-
Plan are not clear. Secondly, the quality of the plans gen-
erated by SGPlan is poor. We explore this problem further,
below.
Once we had modified the encoding as described above,
we were able to test a variety of other temporal plan-
ners. These included Sapa (Do and Kambhampati 2003),
LPG-td (Gerevini, Saetti, and Serina 2006), Temporal
Fast Downward (Eyerich, Mattmu¨ller, and Ro¨ger 2009),
CRIKEY3 (Coles et al. 2008) and POPF (Coles et al.
2009). MIPS-XXL (Edelkamp and Jabbar 2006) failed on
the domain after having constructed merged automata. VH-
POP (Younes and Simmons 2003) does not handle the nu-
meric parts of the domain and the newer temporal and met-
ric LPG (Gerevini, Saetti, and Serina 2010) proved to be less
robust than the earlier version. We do not believe that the
modifications in the new LPG would make significant (ben-
eficial) differences to its performance on this problem, since
they are intended to allow the planner to solve problems
with required concurrency: although this problem benefits
from exploitation of concurrency, there is no required con-
currency.
Our initial experiments, with 5x5 grids, indicated that
most of these planners produce plans of poor quality. This
problem arises from a key weakness in the decomposition of
temporal planning problems into the selection of actions and
then subsequent scheduling. This decomposition typically
ignores the temporal costs of actions as they are considered
for inclusion in the plan (or, at least, the implied future costs
following the commitment being evaluated). Most of these
planners select actions based on the number of actions they
estimate will then lead to a plan. In some cases, this choice is
further informed by the cost of the action being considered,
but rarely does the heuristic actually take into account the
expected makespan of the subsequent plan. In part, this is
because the relaxed reachability graph in which the heuristic
evaluation of states is performed makes it difficult to make
useful assessments of temporal costs. Furthermore, the con-
struction of the heuristic values depend on the construction
of a relaxed plan and it is important that this construction be
fast enough to perform multiple times at every search node.
This entails that the construction does not rely on search and
this makes the identification of temporally efficient relaxed
plans particularly difficult.
A consequence of this is that it is common for a tempo-
ral planner to select actions that must, in fact, be sequenced,
due to use of common resources, when concurrent activity
is possible using different resources. For example, in this
Search and Rescue problem, when there are multiple vehi-
cles available, it is clearly better to use all of the vehicles
(if they are equivalent, then one would hope to see an even
share of tasks between them). However, it is often the case
that planners will use the vehicles very unevenly — some-
times using one vehicle to perform all, or almost all, of the
search.
3.1 SGPlan 5.2.1
SGPlan adds a further decomposition to the planning-
scheduling split: it breaks the goals into subsets of 5 at a
time. It proceeds to solve the first set from the initial state,
using a version of FF, before moving on to consider the next
5 goals, starting from the state that it has reached after the
first set. This process iterates, with the constraint that each
successive sub-plan must preserve the goals achieved in the
preceding part of the plan. In cases where this constraint is
violated, the planner explores ways to reachieve the violated
goals while maintaining the other goals. This repair strat-
egy extends over several iterations before search returns to
consider larger subsets of the goals. In our problem this ma-
chinery is not relevant, since the goals can never be undone
by subsequent activity in the plan. Thus, SGPlan reduces,
for our problem, to an iterated application of FF to sets of 5
goals at a time.
In fact, this approach offers some benefits for this prob-
lem: the successive sub-problems are constrained in size, so
the planner can solve relatively large instances surprisingly
quickly. In problems where there is only one vehicle, pro-
vided that the goals are considered in a good order then the
plans will be very efficient as well as being produced ex-
tremely quickly. The subsets of goals are not constructed
intelligently, but simply taken from the list of goals as they
are stored in the internal data structure of the planner. This
means that the order goals are considered depends on how
this data structure orders them, which turns out to be depen-
dent on the order in which they are parsed. It is natural to
present the goals in a logical order when constructing prob-
lem instances, but experiments with randomised orderings
show that SGPlan is highly sensitive to the problem descrip-
tion. In contrast, the other planners are not affected by the
order goals are presented. Furthermore, the decision to split
goals into sets of 5 is an arbitrary one. It happens to work
quite well with 5x5 grids, leading to good plans (when the
goals are also presented in a logical order), but it works less
well when the grid is 8x8, for instance. In other domains,
treating goals in groups of 5 can lead to extremely poor be-
haviour.
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4 Comparing Temporal Planners
The Search and Rescue problem is an interesting one for
demonstrating several aspects of temporal planning in a con-
text in which there is no required concurrency. The optimal
solution must share the tasks between the vehicle resources,
with the precise share depending on the relative capabili-
ties of the vehicles (both available fuel and speed for each
vehicle). It must also plan the paths of the vehicles very
carefully, so that they do not interact in ways that leave un-
explored regions that can only be visited by revisiting loca-
tions that have already been explored. Good quality solu-
tions will similarly exploit multiple vehicles and attempt to
minimise revisiting, but a general solution to this problem
is NP-hard, so it is likely that a heuristic solution will often
find sub-optimal plans.
The fact that concurrency is clearly key in achieving a
good sharing of tasks between resources led us to expect
that planners that reason about concurrent activity directly
in the heuristic computation should produce better quality
plans. On the other hand, doing so is likely to be more ex-
pensive, so we expected that planners that simplify the rea-
soning by using the technique of action compression (treat-
ing actions as instantaneous) and ignoring concurrency, until
a post-processing scheduling phase, should generate plans
more quickly.
The results for a 5x5 grid with two equivalent vehicles
starting at opposite corners are shown in Table 1. An opti-
mal plan for this problem should use one vehicle to search 12
locations, the other for 11 (the starting locations are consid-
ered to be already searched). The duration for a search of 12
locations will be 36 (plus the necessary separations between
the movement and search actions to avoid interactions —
since planners handle this demand slightly differently, we
will abstract it throughout our discussions and presentation
of results). The following points should be noted in reading
the table: the first values for SGPlan use a logical ordering
of goals, while the second collection uses a random order-
ing. The ranges reported for LPG-td are based on 5 runs
producing 4 solutions in each case. The best solution of the
20 generated has makespan 42 with 53 actions. The two
parts of the time reported for Sapa are grounding and search
respectively. It is clear that a more efficient grounding pro-
cedure could be implemented. The plan reported for TFD is
the 3rd plan it produces (which is the best it produces over a
more extended run).
It should be clear, from this table, that the approach taken
by SGPlan is fast, but produces poor quality plans. In con-
trast, Sapa produces good plans, but takes much longer to
do so. It is also clear that none of the planners produces an
optimal plan, but the plans produced by Sapa and POPF are
both good quality.
These results also tend to confirm our expectations, while
revealing that the temporal reasoning in CRIKEY3 is not
as powerful as we might hope. It turns out that the ex-
tensions introduced in POPF are extremely powerful in this
problem. POPF extends CRIKEY3 by constructing the plan
as a partially-ordered structure, adding total ordering con-
straints only when interactions in the plan require it. This
allows POPF to delay commitment to some of the ordering
constraints. In this problem this is very helpful, because
the ordering constraints are only required between actions
that use the same vehicle: where actions involving differ-
ent vehicles are interleaved, the opportunity to avoid enforc-
ing an arbitrary ordering at the point of action selection is
very powerful. Sapa, CRIKEY3 and POPF use some tempo-
ral information in the reachability graph, allowing them to
attempt to minimise makespan during the planning process.
It is worth noting that POPF can be run with several dif-
ferent configurations. In this problem we found that some
of the ideas first applied in FF offered significant benefits.
These include ordering helpful actions to prefer those that do
not delete the preconditions of other helpful actions (which
favours performing a search before moving a vehicle away
from a location) and also, during relaxed plan extraction,
preferring actions that have lower cost under the hadd heuris-
tic for achieving preconditions. We also tried ordering ac-
tions so that those that could be applied earlier were pre-
ferred, but this turned out not to be useful in this domain.
The use of these additions to the heuristic made as much as
an order of magnitude difference in the performance of the
planner on this problem, while also helping to improve the
quality. All of the results we report are with these features
enabled.
LPG-td-1.0 uses a local-search based approach. This is
very closely related to the approaches that have proved to
be most successful in the Vehicle Routing Problem litera-
ture. In particular, the use of random restarts is a power-
ful metaheuristic for tackling heavy-tailed distribution prob-
lems (problems where there is high proportion of poor qual-
ity solutions). As will be seen in later results, LPG-td per-
forms well in producing good quality solutions. However, it
has a high variability in its performance. To achieve a good
quality solution requires that the planner be run over much
longer periods than the client was prepared to wait (a few
seconds, at most), while the variability and unpredictability
of its behaviour made it very much less attractive than the
deterministic planners.
4.1 Scaling Behaviour
A 5x5 grid is rather small, but it quickly became apparent
that the scaling behaviour of our temporal planners is a lim-
iting factor in the applicability of the technology for more
complex scenarios. Two problems apply, here: firstly, the
grounding of actions becomes much more expensive as the
grid size grows. A quadratic growth is to be expected, but
in fact it can be worse than this, depending on the strat-
egy used for grounding, because the move action contains
two location parameters. This can lead to a quartic cost in-
crease in the width of the grid if the grounding approach is
too naı¨ve. Secondly, the length of plans grows quadratically
in the width of the grid, but growth in plan length can have
a super-linear impact on the cost of construction, depending
on the accuracy of the heuristic. For a challenging problem,
increasing plan length could have an exponentially growing
time cost for its construction if the heuristic is poorly in-
formed.
To explore the scaling behaviour as the grid size in-
creased, we considered the performance of our collection
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Planner SGPlan5.2.1 LPG-td Sapa TFD CRIKEY3 POPF
Time (s) 0.07 0.1 0.72-7.97 40.8+1.2 8.4 1.05 0.36
Makespan 60 80 42-45 39 52 55 39
Number of actions 62 79 52-54 50 57 51 50
Table 1: Results for searching a 5x5 grid with two vehicles. The two columns for SGPlan are for logically ordered goals and
for randomly ordered goals, respectively. The results for LPG-td indicate the range of performance. The time reported for Sapa
shows the time spent grounding the problem and the time spent searching, separately.
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Figure 1: Makespan of solutions produced by a range of
temporal planners on two-vehicle problems with varying
size grids. Optimal plan makespan shown for comparison.
of planners on grid sizes between 5x5 and 10x10. In these
problems we continue to use two vehicles. Scaling be-
haviour with an increase in the number of vehicles is more
difficult to assess, since increasing the number of vehicles
should decrease the duration of the plan, but generally not
the number of actions it requires, while it also increases the
number of grounded actions (linearly in the number of vehi-
cles). We examine this behaviour below.
The makespans of the solutions is shown in Figure 1 and
the times are shown in Figure 2. Sapa only solved problems
of size 5 and 6 within 1800 seconds. The time to ground the
problems dominated for these sizes, but ceased to dominate
by size 7. The range of values for LPG-td was quite large,
particularly for time. The error bars indicate the range of
values for 5 runs using the quality setting. In the case of the
timing graph, the value for the upper end of the range for
size 10 problems is around 1800 seconds.
We now consider the scaling behaviour with respect to ve-
hicles. We work entirely within 6x6 grids, to focus on the
effects of the vehicle numbers. The makespans are shown in
Figure 3 and the times for these plans in Figure 4. To avoid
compressing the second graph, we cut off the upper end of
the LPG time range, which is at 23.01 seconds. LPG-td has
a widely varying performance: the best plans are generally
the ones that it takes longest to produce and, conversely, the
worst quality plans are produced fastest. Sapa failed to solve
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Figure 2: Time (in seconds) taken to find solutions by a
range of temporal planners on two-vehicle problems with
varying size grids.
any problem in under 25 seconds (it could solve all but the
one-vehicle case within 90 seconds, but the grounding dom-
inates the search by more than an order of magnitude in
these problems). Temporal Fast Downward requires 30–60
seconds to solve these problems with the plan qualities re-
ported.
Figure 3 shows that all of the planners respond to the in-
creased opportunity for concurrency. In order to clarify the
relationship between these plans and the nominal optimal
plan, we also show the relative length of the solutions gen-
erated compared with optimal in Figure 5 (we did not con-
struct the optimal solutions, so these are based on the as-
sumption that each instance can be solved by an equal dis-
tribution of tasks between the vehicles). In this figure we
use a representative solution from LPG-td. In general, LPG-
td, Sapa and POPF produce plans within 40% of optimal, or
better, although all of these planners perform worst as the
opportunities for concurrency are greatest. This is partly
because, as the number of vehicles increases, the grid be-
comes more crowded, so that the segmentation of the space
between the vehicles becomes significantly harder.
4.2 Temporal Sensitivity
We now consider the extent to which these planners are able
to perform integrated planning and scheduling reasoning.
We consider the effects of changing the relative speeds of
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Figure 5: Makespans of solutions for 6x6 problems using
different vehicle numbers, as proportion of nominal optimal
plans.
two vehicles used to search a 6x6 grid. If a planner fully
decomposes planning and scheduling then we would expect
to see that changing the relative speeds will have no impact
on the plan and the subsequent scheduling will be unable to
improve the plan quality, while a more integrated reasoning
will allow the planner to select actions that support a better
schedule during plan construction, leading to higher quality
plans.
The results, shown in Figure 6, indicate that POPF and
LPG-td are both sensitive to changing relative speeds. Re-
sults for LPG-td use the best of 5 runs. Inspection reveals
that SGPlan generates identical plans in all cases, so is
completely insensitive to the changing problem specifica-
tion (hence generates linear increase in the makespan with
increasing relative slowness of the second vehicle). Sapa
cannot solve these problem instances fast enough to be inter-
esting. Temporal Fast Downward could not solve the prob-
lem instance in which one vehicle was 3 times slower than
the other, due to a bug, but the trend in the other results is
clear.
4.3 Time and Resources
A further constraint on the structure of plans can be intro-
duced by reducing the fuel-efficiency of one or other of the
vehicles. As an example that illustrates the way this can
affect plans, we consider a slow vehicle (10 times slower
than the other) and a fast, but less fuel-efficient, vehicle. By
varying the fuel-efficiency, we can modify the number of lo-
cations that the faster vehicle can visit. This situation has an
interesting impact on the search space: clearly it is better to
use the faster vehicle to do as much as possible, while the
slow vehicle must do the rest. For a forward-search plan-
ner, that commits quickly to its decisions, this is not par-
ticularly problematic. For a local-search based planner, this
problem is much harder: the interleaving of the few moves
of the faster vehicle with the many moves of the slower ve-
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Figure 6: Makespans of solutions for 6x6 problems using
two vehicles, with one running at the indicated (x-axis) rel-
ative speed slower than the other. Optimal makespans are
nominal, since optimal plans were not constructed.
hicle creates considerable symmetry structure in the prob-
lem (plan permutation symmetry) and this makes the search
space huge without any benefits.
The results, shown in Figure 7, indicate that LPG-td finds
this collection of problems hard to solve, while POPF contin-
ues to solve them quickly (its time performance is under half
a second for each of these instances). However, the quality
of these solutions is significantly worse than in previous ex-
amples. The reason for this is that POPF does not plan an
optimal path for the slower, but more active, vehicle and the
penalty for the unnecessary extra movement of the slow ve-
hicle is very high in this problem (20 time units per move).
The gap between the (nominal) optimal solution cost and the
solution found by POPF shows that it adds about 10-12 extra
moves to the length of the path for the slower vehicle in the
worst cases, although in some cases it manages to achieve far
better performance. Due to the slow performance of LPG on
these problems, the figures are based on a single execution,
so should be considered only representative of the perfor-
mance. Nevertheless, the execution times are consistently
2-3 orders of magnitude slower than POPF.
4.4 Routing
As a final brief examination of the relative performance of
some of these planners, we consider the task of routing a sin-
gle vehicle. In this case, the problem becomes a variant of
a simple Travelling Salesman Problem, with no requirement
to return to the starting point, but with a constraint that the
vehicle can never turn immediately back on itself. This con-
straint should not impact on the planners. We are interested
in the quality of the tour each planner can produce. We only
consider LPG-td, SGPlan5.2.1 and POPF in this case. In Fig-
ure 8 can be seen the routes proposed by POPF and LPG-td:
the former generates the optimal lawnmower pattern, while
the latter produces a plan that tracks locally around the edge
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Figure 7: Makespans of solutions for 6x6 problems using
two vehicles, one 10 times slower than the other, and with
the fast one constrained to a varying maximum number of
moves (x-axis). The execution time of LPG-td is also shown
(in seconds). POPF solves all problems in under 0.5 seconds.
Figure 8: Search paths for single vehicles on 6x6 grids, pro-
duced by POPF (dotted path) and LPG-td (solid path with
dots showing when searches are conducted).
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Figure 9: Search path produced for SGPlan5.2.1 for a single
vehicle searching a 6x6 grid. Dots indicate when searches
are conducted.
and then proceeds to the centre, but with some inefficiency
(this was the best plan using a ‘-n 10’ setting, which took
several minutes to run — the plan has a makespan of 119
compared with the optimal 105). It is clear that local search
might have some difficulty in improving this plan without
using a carefully crafted neighbourhood for the search to en-
able intelligent restructuring of the path. Figure 9 shows the
plan generated by SGPlan (with a makespan of 269). Note
that the goals are given in a logical order. The strange spi-
ralling revisiting of locations, particularly around the centre
of the grid, appears to be a consequence of the facts that the
centre is an attractive location for the relaxed plan to visit
(giving best access to the rest of the grid) and that SGPlan
considers the goals in small sets, which limits its ability to
position itself well for the next sequence of search locations.
5 Variations on a Theme
One of the benefits to the client of using planning technol-
ogy, rather than a dedicated solver, is the flexibility to easily
modify the structure of the domain and still (often) get good
performance from the solver. Indeed, the problem the client
was interested in solving was not exposed to us at all, but
was simply described as ‘similar to the Search and Rescue
domain’. As a final experiment, we therefore explore the
flexibility of the planners.
One variant of interest is to switch the goals from explo-
ration of locations to exploration of edges between locations.
This is analogous to a switch between the Travelling Sales-
man Problem and the Chinese Postman Problem. However,
we are interested in a variant in which there are multiple
vehicles. A particularly interesting variant is the Capaci-
tated Arc Routing Problem (Belenguer and Benavent 1998),
where each vehicle has the capacity to process a fixed num-
ber of edges, although it can traverse other edges without
processing them (for example, a gritting lorry might carry
Figure 10: Routes planned for two vehicles in a 6x6 grid,
visiting every edge (dashed lines indicate where vehicles are
processing and solid lines where they are simply moving).
sufficient grit to coat a fixed number of roads, but be able to
drive along many more). Modifying the domain to model the
new behaviours is straightforward: the move action is dupli-
cated, offering a second version that can process the link it
follows, subtracting one from the processing capacity of the
moving vehicle. The effect is to process the link (in both
directions). The goal is to have all links processed (in either
direction). We start the vehicles at one location and, in one
problem, also end the vehicles at the same place (a depot).
Our experiments are performed on a 6x6 grid. Note that we
left the constraint in place that vehicles cannot move in the
opposite direction to their current facing. It seems unlikely
that this makes the problem harder, but it is not a constraint
usually included in CARP.
In order to harness the power of temporal reasoning in
POPF we encoded the problem so that movement with pro-
cessing takes longer than moving without. This encourages
POPF to avoid using processing capacity when it is unnec-
essary to do so. Results for several problem instances are
shown in Table 2. As can be seen, POPF generates good
plans for cases in which the vehicles process without return-
ing to their starting point. The addition of this goal prevents
POPF from solving the problem. This appears to be linked
to the fact that this additional goal makes it much harder
for the relaxed plan heuristic to perceive that moving away
from the starting location can help to achieve goals. Switch-
ing to a final destination in the opposite corner allows POPF
to solve the problem, but with a noticeable deterioration in
the plan quality compared with the cases in which no desti-
nation is specified. An example of routes for two vehicles
each processing half the edges, produced by POPF is shown
in Figure 10.
An example of a good dedicated solver for CARP is
the Repair-Tabu Solver (RTS) (Mei, Tang, and Yao 2009),
which uses a local search and tabu list approach. Reported
results indicate solutions can be found to problems on graphs
of similar size to the 6x6 grid in under a second.
5.1 New Encoding
In investigating the behaviour of the planners on specific
problem instances we observed that the relaxed plan heuris-
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Planner POPF LPG-td-1.0 SGPlan 5.2.1
Problem Makespan Time(s) Makespan Time(s) Makespan Time(s)
V2 30,30 73 1.78 109 389.32 – –
V2 20,40 122 4.27 140 714.09 – –
V2 60,60 73 1.78 123 4.26 73 0.26
V4 all 60 38 19.07 62 4.01 55 1.38
V4 all 15 43 19.37 68 373.96 – –
V2 60,60 Ret – – 109 46.76 – –
V2 60,60 Opp 109 35.31 111 6.76 – –
Table 2: Results for various CARP instances on 6x6 grids. Problem lists number of vehicles (2 or 4), capacities for each vehicle
and destinations if specified (Ret = return to start, Opp = opposite corner). SGPlan could not solve any of the constrained
instances within 5 minutes.
tic leads to poor behaviour in some situations, because of
the separation of the vehicle facings and locations. The rea-
son is that it can sometimes appear advantageous to achieve
a facing using a local move, even though that facing will
actually be irrelevant once the vehicle arrives at the loca-
tion where the facing is required. By modifying the en-
coding to couple the facing and location into a single predi-
cate we can improve the informedness of the heuristic. This
does not appear to benefit LPG-td, but improves POPF per-
formance in both time and quality, so that, for example, the
10x10 case can be solved in 2.9 seconds (5 times faster),
with makespan of 169 (improved by 4% of optimal solu-
tion) and the 9x9 case can be solved in 1.57 seconds (better
than 5 times faster) with a 17% improvement in quality.
6 Conclusions
We have presented a broad exploration of the performance
of a range of temporal planners on a collection of differ-
ent variants and instances of problems inspired by a client
with a real need. As can be seen, even in problems with no
required concurrency, failure to integrate the planning and
scheduling elements of temporal planning can severely com-
promise the quality of the plans produced. The problems we
have explored are often solved, in the literature, using local
search techniques and it is therefore not entirely surprising
that LPG-td performs well in solving them. However, LPG-
td suffers from the disadvantages of having widely variable
performance and having poor time-performance on several
of the constrained variants of the problem.
Our results show that POPF demonstrates a remarkable re-
silience in the face of a range of different variations in the
problem structure and constraints on the resources to be used
to solve the problem instances. It generates good quality so-
lutions very fast. Its success is a consequence of an informed
heuristic, that gives some insight into the impact of its plan-
ning choices on the predicted duration of the plan, together
with the use of a partially ordered plan construction, allow-
ing it to postpone commitment to ordering of certain actions.
The results show both the extent to which progress in
planning has supported and promoted the development of
capable temporal and numeric planners, but also the sparse-
ness of the range of planners capable of dealing effectively
with this combination. Thus, we propose that this work
should be seen as both an endorsement of the successes in
developing informed and powerful heuristic techniques and
also a challenge to continue progress in constructing new
planners able to handle expressive levels of PDDL.
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A Domain Encoding
(:durative-action move
:parameters (?v - vehicle ?dv - direction
?dn - direction ?x - location
?y - location ?d - direction)
:duration (= ?duration (/ 2 (speed ?v)))
:condition (and
(at start (>= (fuel-level ?v) (fuel-efficiency ?v)))
(at start (vehicle-at ?v ?x))
(at start (linked ?x ?y ?d))
(at start (vehicle-face ?v ?dv))
(at start (opp ?d ?dn))
(at start (uneq ?dv ?d)))
:effect (and
(at start (decrease (fuel-level ?v) (fuel-efficiency ?v)))
(at start (not (vehicle-at ?v ?x)))
(at end (vehicle-at ?v ?y))
(at end (vehicle-face ?v ?dn))
(at start (not (vehicle-face ?v ?dv)))))
(:durative-action search
:parameters (?v - vehicle ?x - location)
:duration (= ?duration 1)
:condition (over all (vehicle-at ?v ?x))
:effect (at end (visited ?x))))
30
Generalized Planning with Loops under Strong Fairness Constraints∗
Giuseppe De Giacomo
Dipartimento di Informatica e Sistemistica
SAPIENZA Universita` di Roma
Roma, ITALY
degiacomo@dis.uniroma1.it
Fabio Patrizi
Department of Computing
Imperial College London
London, UK
fpatrizi@imperial.ac.uk
Sebastian Sardina
School of Computer Science and IT
RMIT University
Melbourne, AUSTRALIA
sebastian.sardina@rmit.edu.au
Abstract
We consider a generalized form of planning, possibly in-
volving loops, that arises in nondeterministic domains when
explicit strong fairness constraints are asserted. Such con-
straints allow us to specify the necessity of occurrence of se-
lected effects of nondeterministic actions. We show that both
(i) planning for reachability and maintenance goals and (ii)
the more general problem of realizing agent planning pro-
grams are EXPTIME-complete in this setting, i.e., they have
the same complexity as usual conditional planning in nonde-
terministic domains.
Introduction
In this paper we consider a generalized form of planning,
possibly involving loops, that arises in nondeterministic do-
mains when explicit strong fairness constraints are asserted
over the planning domain. Such constraints allow for speci-
fying the necessity of occurrence of selected effects in non-
deterministic actions, over domain’s runs.
More precisely, we consider a standard nondeterministic
planning domain, on top of which we introduce strong fair-
ness constraints expressed in Linear-time Temporal Logic
(LTL), see e.g., (Clarke, Grumberg, and Peled 1999; Vardi
1996), that assert further properties of (possibly infinite) do-
main runs. By doing so, we are able to restrict actions non-
determinism in nontrivial ways. Specifically, one can spec-
ify that some selected effects of a nondeterministic action
must occur infinitely often along every infinite evolution of
the planning domain. For example, in modeling a gambling
domain, one may specify that using a “Las Vegas” style slot
machine, both winning and loosing happen infinitely often.
Strong fairness constraints, in particular on action execu-
tions, provide great flexibility in modeling planning scenar-
ios. They allow for expressing long-term effects of action
repetitions (e.g., tossing a coin an infinite number of times
yields an infinite number of heads), or action fairness wrt
effects (e.g., an infinite number of tails is also obtained).
They also allow for distinguishing between those actions
that guarantee their nondeterministic effects to eventually
occur and those that do not.
Interestingly, fairness assumptions in nondeterministic
domains are considered in the work on strong cyclic
plans (Cimatti et al. 2003): a strong cyclic plan is a
∗An extended version of this paper was published in Proc. of
KR’10.
plan guaranteed to reach the goal under the (implicit) fair-
ness assumption that every effect of a nondeterministic ac-
tion eventually does occur. While this is often a realis-
tic assumption—in particular, when nondeterminism stems
from probabilistic effects like throwing a die or tossing a
coin—in some cases it is not satisfactory. For instance,
imagine a classical (mechanical) slot machine and an elec-
tronic one; the former is guaranteed to be fair, while the lat-
ter may not, due to a potential bug. Both machines have es-
sentially the same description in the planning domain (apart,
perhaps, from action names). Yet, they are very different, in
that if the latter does indeed have a bug, then it may enable
infinite loosing runs. So, in order to eventually win one has
to repeatedly play in the classical machine—no plan guaran-
tees winning in the buggy electronic machine. In this paper,
we aim at giving the modeler the ability to control the nature
of nondeterministic choices, by allowing for asserting strong
fairness conditions on selected effects of selected actions.
Strong fairness conditions are notoriously difficult to deal
with in verification (Clarke, Grumberg, and Peled 1999).
The most common temporal properties in verification are the
following: (i) reachability: eventually something (good) be-
comes true; (ii) maintenance or safety: something (good)
will be true forever; (iii) weak fairness or response: forever
eventually something becomes true; we also have a well-
known generalized form, sometimes called generically live-
ness: forever, every time something becomes true (i.e., the
request), eventually something else becomes true (i.e., the
response); and (iv) strong fairness or reactivity: if some-
thing becomes true infinitely often, then something else be-
comes true infinitely often, as well. Note that strong fair-
ness constraints generalize liveness constraints, in the sense
that not necessarily all occurrences of the request need to
be taken but infinitely many of them do. Such types of
dynamic properties yield a sort of hierarchy (with reacha-
bility and maintenance together at the bottom) based on in-
creasingly more sophisticated technical machinery required.
The two main formalisms used in verification, LTL and
CTL, can deal with the first four, but only LTL is able
to deal with strong fairness (Clarke, Grumberg, and Peled
1999). Indeed, strong fairness is possibly the single rea-
son that makes LTL the logic of choice (over CTL) for in-
dustrial verification (Accellera 2004; Armoni et al. 2002;
Vardi 2007).
In this paper, then, we study techniques to solve plan-
ning problems in nondeterministic full observable domain
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in the presence of strong fairness constraints. Our work is
thoroughly based on literature on verification and is quite
novel in the context of AI. Indeed, most work on using tem-
poral logic for planning in AI is based on CTL, which is
currently the standard logic for planning by model check-
ing (Ghallab, Nau, and Traverso 2004). Previous work on
the use of LTL in planning has mainly focused on deal-
ing with temporally-extended goals (Bacchus and Kabanza
1998; De Giacomo and Vardi 2000; Kerjean et al. 2006;
Baier, Bacchus, and McIlraith 2009), often considering the
temporal goals as complementary properties to be verified
while reaching a main goal on finite runs only. Such comple-
mentary properties are typically used as a declarative means
to control the search. Notice that LTL on finite runs is sub-
stantially simpler that standard LTL on infinite runs. Full
LTL goals have been considered in (De Giacomo and Vardi
2000), where the domain was specified however as a tran-
sition system, possibly with partial observability. Very so-
phisticated forms of domain specification, based on second-
order LTL, where considered in (Calvanese, De Giacomo,
and Vardi 2002), again under partial observability.
Our results directly extend those for conditional plan-
ning. Indeed, by dropping constraints on the runs, we are
left with a standard nondeterministic planning domain with
full observability, and a solution for reachability goals thus
amounts to finding a conditional plan. Hence, the fact that
conditional planning is EXPTIME-complete provides the
complexity lower bound for the problems that we are in-
terested in. A gross upper bound for such problems is also
available off-the-shelf: synthesis for arbitrary LTL formu-
las is 2EXPTIME-complete (Pnueli and Rosner 1989) and
one can readily represent our planning problem under strong
fairness constraints as an LTL synthesis problem. Unfortu-
nately, techniques for full LTL synthesis, though known for a
long time, have been resistant to practical implementations,
due to the need of complementation of automata on trees,
see e.g., (Kupferman, Piterman, and Vardi 2006).
We will show here that planning under strong fairness
constraints in full observable domains remains EXPTIME-
complete for a variety of increasingly sophisticated goals.
To do so we adapt a specific form of LTL synthesis de-
veloped for so-called Generalized Reactivity GR(1) class,
which is based on model checking of game structures (Piter-
man, Pnueli, and Sa’ar 2006) and which admits efficient
symbolic implementation. Nonetheless, we are not able to
use such techniques off-the-shelf, because the presence of
strong fairness constraints gives rise to LTL formulas that
fall outside the GR(1) class. Consequently, we first need
to reduce the problem with strong fairness constraints to
a problem with weak fairness constraints of the required
GR(1) form.
Preliminaries on LTL
Linear-time Temporal Logic (LTL) is a well-known logic
used to specify dynamic or temporal properties of programs,
see e.g., (Vardi 1996). Formulas of LTL are built from a set
P of atomic propositions and are closed under the boolean
operators, the unary temporal operators © (next), 3 (even-
tually), and 2 (always, from now on), and the binary tem-
poral operator U (something eventually will hold and, un-
til then, something else always hold). Some examples of
LTL formulas include: 3ϕ (ϕ is eventually reached); 2ϕ (ϕ
is always maintained true); ψ U ϕ (ϕ is eventually reached,
while ψ is maintained true); 23ϕ (ϕ is true infinitely often,
a.k.a. “weak fairness” or “responsiveness”); 2(ψ → 3ϕ)
(always, if ψ becomes true, then ϕ will eventually become
true, this is a form of “liveness”); 32ϕ (eventually ϕ be-
comes true and remains true forever, a.k.a. “persistence”);
23ϕ → 23ψ (if ϕ is true infinitely often, then also ψ is
true infinitely often, a.k.a. “strong fairness” or “reactivity”).
All of the above formulas but the last one can be also ex-
pressed in CTL. The last one, “strong fairness,” is express-
ible only in LTL (cf. Introduction) and is the main focus of
this paper.
LTL formulas are interpreted over infinite sequences σ of
propositional interpretations for P , i.e., σ ∈ (2P )ω. The set
of (true) propositions at position i is denoted by σ(i), hence
σ is denoted by σ(0), σ(1), . . .. If σ is an interpretation,
i a natural number, and φ is an LTL formula, we denote
by σ, i |= φ the fact that φ holds in model σ at position i,
which is inductively defined as follows (here, p ∈ P is any
proposition and φ, ψ any LTL formulas; we omit until for
brevity):
σ, i |= p iff p ∈ σ(i);
σ, i |= φ ∨ ψ iff σ, i |= φ; or σ, i |= φ ∨ ψ;
σ, i |= ¬φ iff σ, i 6|= φ;
σ, i |=©φ iff σ, i+1 |= φ;
σ, i |= 3φ iff for some j ≥ i, we have that σ, j |= φ;
σ, i |= 2φ iff for all j ≥ i, we have that σ, j |= φ.
An interpretation σ satisfies φ, written σ |= φ, if σ, 0 |= φ.
Standard logical tasks such as satisfiability or validity are
defined as usual, e.g., a formula φ is satisfiable if there exists
an interpretation that satisfies it. Checking satisfiability or
validity for LTL is PSPACE-complete.
Here we are interested in a different kind of logical task,
which is called realizability (aka Church problem) or synthe-
sis (Vardi 1996; Pnueli and Rosner 1989). Namely, we parti-
tion P into two disjoint sets X and Y . We assume to have no
control on the truth value of the propositions in X , while we
can control those in Y . The problem then is: can we control
the values of Y so that for all possible values of X a certain
LTL formula remains true? More precisely, interpretations
now assume the form σ = (X0, Y0)(X1, Y1)(X2, Y2) · · · ,
where (Xi, Yi) is the propositional interpretation at the i-
th position in σ, now partitioned in the propositional in-
terpretation Xi for X and Yi for Y . Let us denote by
σX |i the interpretation σ projected only on X and truncated
at the i-th element (included), i.e., σX |i = X0X1 · · ·Xi.
The realizability problem checks the existence of a function
f : (2X )∗ → 2Y such that for all σ with Yi = f(σX |i), σ
satisfies formula ϕ. The synthesis problem consists in ac-
tually computing such a function. Observe that in realiz-
ability/synthesis we have no way of constraining the value
assumed by X propositions: the function we are looking for
only acts on propositions in Y . This means that the most in-
teresting formulas for the synthesis have the form ϕa → ϕr,
where ϕa captures the “relevant” assignments of proposi-
tions in X (and Y) and ϕr specifies the property we want to
assure for such relevant assignments. The realizability (and
actual synthesis) are 2EXPTIME-complete for arbitrary LTL
formulas (Pnueli and Rosner 1989). However, recently, sev-
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eral well-behaved patterns of LTL formulas have been iden-
tified, for which efficient procedures based on model check-
ing technologies applied to game structures can be devised.
Here, we focus on one of the most general well-behaved pat-
terns, called “Generalized Reactivity (1)” or GR(1) (Piter-
man, Pnueli, and Sa’ar 2006). Such formulas have the form
ϕa → ϕr, with ϕa and ϕr of the following shapes:
ϕa: Φ[X ,Y] ∧
∧
j 2Φj [X ,Y,©Φ[X ]] ∧
∧
k 23Φk[X ,Y],
ϕr: Φ[X ,Y] ∧
∧
j 2Φj[X ,Y,©Φ[X ,Y]] ∧
∧
k 23Φk[X ,Y],
where Φ[Z] stands for any boolean combination of symbols
from Z . Notice that: (i) the first conjunct expresses initial
conditions; (ii) the second (big) conjunct expresses transi-
tions –with the limitation that ϕa cannot talk about the next
value of Y propositions; and (iii) the third (big) conjunct ex-
presses weak fairness constraints of the form “it is always
true that eventually something holds.” However, one cannot
express strong fairness constraints in GR(1) formulas (but
see below). For GR(1) formulas, realizability and synthesis
are substantially simpler than for general LTL formulas:
Theorem 1 (Piterman, Pnueli, and Sa’ar 2006).
Realizability (and synthesis) of GR(1) LTL formulas
ϕa → ϕr can be determined in time O((p ∗ q ∗w)3), where
p and q are the number of conjuncts of the form 23Φ in ϕa
and ϕr, respectively,1 and w is the number of possible value
assignments of X and Y under the conditions of ϕa’s first
two conjuncts.
Planning under Strong Fairness
The system we are interested to plan on consists of (i) a stan-
dard nondeterministic planning dynamic domain, modeling
the potential evolutions of the world, enriched with (ii) a set
of strong fairness constraints, ruling out unfeasible evolu-
tions.
Dynamic domain A dynamic domain is a tuple D =
〈P,Σ, A, S0, ρ〉, where: P = {p1, . . . , pn} is a finite set
of domain propositions; Σ = 2P is the set of domain states;
A = {a1, . . . , ar} is the finite set of domain actions; S0 ∈ Σ
is the initial state; ρ ⊆ Σ × A × Σ is the domain tran-
sition relation. We freely interchange transition notations
〈S, a, S′〉 ∈ ρ and S a−→ S′ in D.
At each time point, a dynamic domain is in one of its
states; initially, S0. An action a is executable in a state S if
S
a
−→ S′ in D for some S′. In such a case, S′ is a (possible)
a-successor of S. An action a is nondeterministic if there
exists a state S having more than one a-successor. Each state
S ∈ Σ represents a complete valuation µ : P 7→ {⊤,⊥}
such that µ(p) = ⊤ iff p ∈ S. Consequently, a propo-
sitional formula ϕ identifies a subset of Σ, namely, those
states whose valuations satisfy ϕ.
Dynamic domain’s potential evolutions are called runs.
Technically, a run λ is a sequence of the form S0 a
0
−→
S1
a1
−→ · · · such that S0 = S0 and 〈Si, ai, Si+1〉 ∈ ρ,
for i ≥ 0. For convenience, and wlog, we take runs to be
1We assume that both ϕa and ϕr contain at least one conjunct
of such a form, if not, we vacuously add the trivial one 23⊤.
infinite. To that end, we assume the existence of a special
proposition end and a special action noOp, which when exe-
cuted in any state S leads to an absorbing state S∪{end}—
at any time point, one can stop executing domain actions
(forever).
Strong fairness constraints In addition to the usual
step-by-step constraints that the domain transition rela-
tion induces on runs, we consider more general con-
straints affecting runs’ whole extension. Formally, a
constraint on domain runs is an LTL formula γ over propo-
sitional vocabulary PROP = P ∪PA, where PA = {act =
a | a ∈ A} is the set of action propositions: proposition
(act = a) states that the current action is a. To interpret
such formulas over domain runs of the form λ = S0 a
0
−→
S1
a1
−→ · · · , we simply consider the corresponding sequence
σλ = (S
0 ∪ {act = a0}), (S1 ∪ {act = a1}), · · · , and say
that λ satisfies a constraint γ (denoted λ |= γ) iff σλ |= γ
as explained in the previous section.
A strong fairness constraint is an LTL formula of the form
23φ → 23ψ over PROP = P ∪ PA, with φ and ψ con-
taining no temporal operator other than ©, which can never
occur nested 2 (e.g.,©©φ and©(p∧©q) are not allowed).
Observe that weak fairness (i.e., 23φ) is captured by con-
straints of the form 23⊤ → 23φ. Similarly, persistence
(i.e., 32φ) is captured by 23¬φ→ 23⊥.
To better understand how strong fairness constraints can
help expressing certain domains, let us next illustrate their
use with some examples.
Example 1. The “Las Vegas” slot machine scenario pre-
sented in the Introduction can be easily modeled as a do-
main D = 〈{win}, {{win}, ∅}, {play}, ∅, {〈S, play, S′〉 |
S, S′ ⊆ {win}}〉. States {win} and ∅ (i.e., ¬win) represent
the cases in which the player has just won and lost, respec-
tively. The domain transition relation states that playing at
any states leads D to evolve nondeterministically to either
states {win} or ∅.
So, in order to win, the best a player can do is play indefi-
nitely (assuming an infinite budget, of course). However, the
always losing sequence λlose = ∅
play
−→ ∅
play
−→ ∅
play
−→ · · · is a
perfectly valid run under D—the possibility that the player
never wins does exist! Consequently, there is no strategy
that can guarantee the player’s ambitious goal.
A natural assumption for real-world slot machines,
though, is that if someone plays infinitely often, then there
will indeed be infinitely many good rounds and, of course,
infinitely many bad ones. Technically, such information
can be easily stated using two strong fairness constraints:
23act=play→23¬win and 23act=play→23win.
Observe it is not always the case, though, that such con-
straints apply to all effects of a nondeterministic action. For
instance, one may specify that an infinite number of plays
yields infinitely many loosing rounds (23act = play →
23¬win), whithout saying anything about winning rounds.
A dynamic domain with strong fairness constraints is
called a dynamic system. Concretely, a dynamic system is
2In fact, nesting of operator © raises no conceptual obstacle.
We avoid it for readability reasons only.
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a pair S = 〈D, C〉, where D is a planning dynamic domain
and C is a finite set of strong fairness constraints.
Plans Next, we formalize the notion of plans and their re-
spective executions on a dynamic system S = 〈D, C〉.
The length of a generic finite sequence τ = S0 a
0
−→
S1 · · ·Sℓ−1
aℓ−1
−→ Sℓ is |τ | .= ℓ + 1, if τ is infinite, then
|τ |
.
=∞. Also, if τ is finite, we define last(τ) = Sℓ. Given
a (finite or infinite) sequence τ = S0 a
0
−→ S1
a1
−→ · · · , we
define its finite prefix of length k (for 0 < k < |τ | + 1) as
the sequence τ |k = S0
a0
−→ · · ·
ak−2
−→ Sk−1.
A history of S is a finite prefix of a run of S. The set of
all histories of S is referred to as H. A general plan over S
is a function π : H 7→ A. The set of all general plans over a
domain S is referred to as Π.
An execution of a general plan π on system S is a, possi-
bly infinite, sequence η = S0 a
0
−→ S1
a1
−→ · · · such that (i)
S0 = S0; (ii) for all 0 < k ≤ |τ |, τ |k is an history of S; (iii)
ak−1 = π(τ |k), for all 0 < k < |τ |; and (iv) if η is finite,
then π(last(η)) is undefined.
When all possible executions of a general plan are finite,
the plan is called a generalized conditional plan (general-
ized since, in the presence of constraints on runs, they may
involve loops). Informally, generalized conditional plan ex-
ecutions are guaranteed to eventually terminate.
Goals We generalize the classical notion of reachabil-
ity goal. Given a dynamic domain S, let φ and ψ
be propositional formulae over P . A general plan π
achieves φ while maintaining ψ (written π |= ψ U φ) if for
each of its (finite or infinite) executions η, there exists a k,
0 ≤ k ≤ |η|, such that Sk |= φ and Sk′ |= ψ, for all
0 ≤ k′ ≤ k, and if η is finite, then k = |η|.
Example 2. In a production line, when component items
reach the assemblage section, they are often dusty and
greasy. The line provides two cleaning methods: one by
spraying air and another by spraying a special solvent. A
finite number (depending on how dirty the item is) of air
sprays ensures all the dust to be eventually removed from
a given item; analogously a finite number of solvent sprays
removes all the grease. Air (resp., solvent) sprays are some-
times also effective in removing grease (resp., dust)—there
is no guarantee for this though.
Figure 1 reports a fragment of the PDDL specification
corresponding to dynamic domain D for the scenario. Ex-
pression when((cond)(eff)) states that if cond holds before
action execution then eff holds after it (i.e., conditional ef-
fects); whereas oneof(e1, ..., en) states that the (nondeter-
ministic) action yields one effect among e1, . . . , en.
Predicates dusty and greasy represent the item’s current
state. The domain provides two nondeterministic actions
sprayAir and spraySol with no precondition and the fol-
lowing effects: (i) if the item is not dusty (greasy), then it
remains as such after execution; and (ii) if the item is dusty
(greasy), then dust (grease) may or may not be removed af-
ter execution. The effectiveness of these actions on dust and
(define (domain productionLine)
(:predicates (dusty)(greasy))
(:action sprayAir
:effect(and
(when (not (dusty)) (not (dusty)))
(when (not (greasy)) (not (greasy)))
(when (dusty) (oneof (dusty)(not (dusty))))
(when (greasy) (oneof (greasy)(not (greasy))))))
(:action spraySol ... ); see sprayAir
(:init (and (dusty)(greasy))))
Figure 1: Planning domain for the production line example.
grease, respectively, is captured by the following two strong
fairness constraints:
23(act = sprayAir∧ dusty)→
23(act = sprayAir∧ dusty ∧©¬dusty);
23(act = spraySol∧ greasy)→
23(act = spraySol∧ greasy ∧©¬greasy).
A procedure is needed to prepare each item for the as-
semblage process, that is, each item needs to be free of
dust and grease. Formally, this requires a plan π such that
π |= ⊤U(¬dusty ∧¬greasy). Clearly, such a plan does ex-
ist: first repeat action sprayAir until no dust is present on
the item, and then repeat action spraySol until no grease
remains. Note that loops are required: one spray may not be
enough. Also, observe that there can be executions where
spraying air (solvent) is enough alone to remove both dust
and grease, so that no further processing is needed. Nonethe-
less, only executing both loops guarantees all runs to even-
tually reach the goal. Of course, other plans may exist, e.g.,
one where both actions are interleaved. 
With this example at hand, let us next see how to effectively
solve our extended planning problems.
Solving Planning under Strong Fairness
Here, we face the problem of building plans that achieve
and maintain desired goal formulae. Let us start by formally
stating the extended planning task: given a dynamic system
S = 〈D, C〉, where D = 〈P,Σ, A, S0, ρ〉, an achievement
goal φ and a maintenance goal ψ (both being propositional
formulae over P ), the problem of planning for reachability
and maintenance under strong fairness constraints requires
to build a general plan π over S such that π |= ψ U φ.
Observe that when ψ = ⊤, we obtain the standard notion
of reachability goal, and if in addition C = ∅, then the prob-
lem reduces to classical planning with nondeterminism and
full observability, for which the following is a known result;
see, e.g., (Rintanen 2004).
Theorem 2. Given a dynamic system S = 〈D, ∅〉 and an
achievement goal φ, synthesizing a plan π over S such that
π |= ⊤U φ is EXPTIME-complete.
In order to deal with the cases in which C 6= ∅, we shall re-
duce the problem to synthesis of GR(1) specifications (Piter-
man, Pnueli, and Sa’ar 2006). To do so, we exploit the con-
struction proposed in (Kesten, Piterman, and Pnueli 2005)
to reduce “fair discrete systems (fds)” to “just discrete sys-
tems (jdf)”, so as to come up with a problem formulation
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compliant with the GR(1) form. To ease the presentation,
we present the reduction as a three-step process.
LTL encoding of dynamic systems In the first step, we
develop an LTL encoding ϕ̂S of S, whose runs capture all
S evolutions, where the occurrences of operator© in strong
fairness constraints are compiled away. This will be useful
in the next step.
Let D be as above. The set of propositions that ϕ̂S is
built upon is P̂ = P ∪ PA ∪ PX , where PX contains one
proposition px ξ for each subformula©ξ appearing in some
strong fairness constraint γ ∈ C. The intended meaning of
proposition px ξ is to hold iff on next state ξ holds.
We stress that px ξ is introduced only for syntactic con-
venience, so as to ease the reduction of the obtained LTL
encoding to the GR(1) form. Moreover, for convenience,
for each state S ∈ Σ, we define a propositional formula
γS =
∧n
i=1 li, where li = pi if pi ∈ S, and li = ¬pi other-
wise.3
So, we define ϕ̂S = ϕ̂S init ∧ 2ϕ̂S trans ∧ ϕ̂Src, with
ϕ̂S
trans
= ϕ̂S
ρ ∧ ϕ̂S
next
, where:
• ϕ̂S
init
= γS0 , i.e., D starts in its initial state;
• Formula ϕ̂Sρ is defined as follows:
∧
S∈Σ,pa∈PA
[γS∧pa∧
∧
p′a∈PA\{pa}
¬p′a →©
∨
〈S,a,S′〉∈ρ
γS′ ],
where pa abbreviates proposition (act = a). Each con-
junct asserts that if D is in state S and action a is to ex-
ecuted, then one of the possible successor states w.r.t. ρ
is indeed the next state of D (an empty set of disjuncts is
assumed ⊥);
• ϕ̂S
next =
∧
px ξ∈PX
px ξ ↔ ©ξ, that is px ξ holds in
current state iff ξ will hold in next state;
• ϕ̂S
rc
=
∧
γ∈C γ[©ξ/px ξ], where γ[α/β] means the for-
mula obtained by replacing each occurrence of subfor-
mula α with formula β in γ. By doing so, each constraint
in ϕ̂Src assumes the form γ̂ = 23φ̂ → 23ψ̂, where
φ̂ and ψ̂ are temporal operator free, while preserving its
semantics, due to the above constraint on px ξ.
Observe that the obtained specification is, essentially, an
LTL representation of the original system S, where ϕ̂S init
and ϕ̂S trans capture the information aboutD, and ϕ̂Src rep-
resents the (©-free) strong fairness constraints. So, the con-
struction yields the following, straightforward, result:
Lemma 3. A sequence λ = S0 a
0
−→ S1
a1
−→ · · · is a run
of S iff σλ |= ϕ̂S , where σλ = (S0 ∪ {pa0} ∪ P 0X), (S1 ∪
{pa1} ∪ P
1
X), · · · such that for all i ≥ 0, px ξ ∈ P iX iff
Si+1 |= ξ.
3Note that the set of formulae has linear size in the number of
states, which is exponential in the number of propositions, as the
domain transition relation is described using explicit states. How-
ever, if a compact representation is used, as done, e.g., in PDDL, it
can be polynomially encoded in LTL. In any case, as shown later,
our results do not depend on the size of the domain’s LTL encod-
ing, but directly on the size of the domain’s state space.
From strong to weak fairness The second step consists
in compiling away the strong fairness constraints. This is
needed to guarantee a GR(1) specification to be obtained
at the end of the reduction process. Precisely, ϕ̂S above is
transformed into an equivalent formula (i.e., satisfied by ex-
actly the same runs) ϕS = ϕinitS ∧ 2ϕtransS ∧ ϕrcS , where
each conjunct of ϕrcS is a weak fairness constraint. To do so,
a finite set PC of auxiliary propositions is introduced. This
is rather a technical step, originally proposed in (Kesten,
Piterman, and Pnueli 2005), omitted here for space reasons.
The following theorem (Kesten, Piterman, and Pnueli 2005)
states the soundness of the transformation.
Lemma 4. For every run σ, σ |= ϕ̂S if and only if σ |= ϕS .
Building plans We can now show the final step of the re-
duction, i.e., the encoding of the problem as a GR(1) specifi-
cation. Taking the LTL formula ϕS as above, we start build-
ing the GR(1) formula Υ = ϕa → ϕr by specifying the sets
of uncontrolled and controlled propositions, and then build
the assumption and requirement formulas.
Uncontrolled and controlled propositions. The set of un-
controlled propositions is X = P ∪ PX ∪ PC ∪ {xc} ∪
{ach,mnt}, where all sets except {ach,mnt} are as above.
Proposition ach is intended to record that formula φ has al-
ready been achieved along a run (either in the current or in
the past); similarly, proposition mnt records that ψ has been
maintained along a run up to the state (included) where φ
has been satisifed. Finally, the set of controlled propositions
is simply Y = PA, i.e., the domain actions.
Assumption formula. The formula encoding how the do-
main is expected to behave when a plan is under execution
is defined as ϕa = ϕinita ∧ ϕtransa ∧ ϕrca .
Propositional formula ϕinita = ϕinitS ∧ ach ≡ φ ∧mnt ≡
ψ characterizes the initial state of the system: S starts in its
initial state and ach and mnt hold iff φ and ψ do, respec-
tively.
LTL formulaϕtransa = 2(ϕtransS ∧ϕtransach ∧ϕtransmnt ) char-
acterizes the assumptions on ach , mnt and S’s evolutions.
Formula ϕtransS has been discussed above, whereas ϕtransach
and ϕtransmnt are defined as follows:
ϕtransach = (ach →©ach) ∧ (¬ach →©(ach ≡ φ));
ϕtransmnt = (¬mnt →©¬mnt) ∧ (mnt ∧ ach →©mnt) ∧
(mnt ∧ ¬ach →©(mnt ≡ ψ)).
That is, ach holds if φ has been achieved in the past or in the
current state, whereas mnt holds iff ψ was never violated in
the past before φ was achieved.
Finally, we simply take ϕrca = ϕrcS so as to capture the
strong fairness constraints originally defined onD’s runs (re-
modeled during the above reduction phase).
Requirement formula. Lastly, we construct formula ϕr =
2(ϕtransact ∧ ϕ̂
ρ
S) ∧ ϕ
goal
r capturing the requirements for the
plan to be synthesized. Formula ϕtransact , together with ϕ̂
ρ
S ,
encodes the action execution constraints, requiring one and
only one executable action to be performed at each step:
ϕtransact =
∨
y∈Y [y ∧
∧
y′∈Y\{y} ¬y
′]. As for the syn-
thesis “objective”, it is simply the weak fairness formula
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ϕgoalr = 23(ach ∧ mnt). That is, we require a success-
ful plan to always eventually bring about φ in every run (i.e.,
equivalent to ach being eventually true) while not violating
ψ up to then (i.e., equivalent to not falsifying mnt).
It is not hard to check that the LTL formula Υ obtained
is indeed in GR(1) form. Hence, we can apply the results
from (Piterman, Pnueli, and Sa’ar 2006) and thus obtain the
following theorem.
Theorem 5 (Soundness & Completeness). There exists a
plan over S that achieves φ while maintaing ψ iff LTL for-
mula Υ, constructed as above, is realizable.
As for complexity considerations, analyzing the structure
of Υ, we observe that: (i) ϕa contains as many subformulae
of the form 23ξ as strong fairness constraints in C, namely,
|PC |; (ii) ϕr contains just one such subformula; (iii) the
number of possible value assignments of X and Y under
the conditions of ϕa → ϕr is O(2|P |+|PX |+|PC | · |PA|)
given that only one PA proposition can be true at each
step. Consequently, from Theorem 1, checking the exis-
tence of a plan for reachability and maintenance can be done
in O((|PC | · 1 · (2|P |+|PX |+|PC | · |PA|))3). Hence together
with the EXPTIME-hardness of Theorem 2, we get a tight
complexity characterization for our problem.
Theorem 6 (Complexity). Checking the existence of a plan
that achieves φ while maintaining ψ in a dynamic domain
under strong fairness constraints is EXPTIME-complete.
We remark that the technique of (Piterman, Pnueli, and Sa’ar
2006) synthesizes an actual solution to the problem, not
merely verifies its existence: one actually gets the plan out
of the realizability checking.
Agent Planning Programs
In this section we turn our attention to agent planning pro-
grams (De Giacomo, Patrizi, and Sardina 2010), which are
high-level specifications of desired agent behaviors in terms
of declarative goals.
Agent planning programs An agent planning program,
or simply a planning program, for a dynamic domain S is
a tuple T = 〈T,G, t0, δ〉, where:
• T = {t0, . . . , tn} is the finite set of program states;
• G is a set of (extended) goals of the form (ψ, φ): achieve
φ while maintaining ψ;
• t0 ∈ T is the program initial state;
• δ ⊆ T ×G × T is the transition relation. We freely inter-
change notations 〈t, ψ, φ, t′〉 ∈ δ and t ψ,φ−→ t′ in T .
When an agent planning program is “realized”, the follow-
ing happens: at any point in time, the planning program is
in a state t and the system, or more precisely the domain,
in a state S (initially, states t0 and S0, respectively); the
agent then chooses to perform any transition t ψ,φ−→ t′ (out-
going from t); then, starting from S, a course of actions that
brings the domain to a state satisfying φ while only travers-
ing states satisfying ψ is executed; finally, the agent plan-
ning program moves to t′ and the agent may choose a new
transition t′ ψ
′,φ′
−→ t′′, and so on. Notice that the executed
actions must guarantee, at any point in time, the feasibility
of all possible (planning program’s) transitions the agent can
choose next, once the planning program has reached its suc-
cessor state. This is because the agent makes its decisions
in a step-by-step fashion. The problem we deal with in this
section amounts to concretely realizing such programs.
We formalize the planning program semantics by gener-
alizing what was proposed in (De Giacomo, Patrizi, and Sar-
dina 2010) to our context.
An agent planning program T is realizable if there exists
a function, called T -realization, ω : H× δ 7→ Π such that:
1. for all transitions t0
ψ,φ
−→ t in T , ω(S0, t0
ψ,φ
−→ t) is de-
fined, that is, there is a plan for every possible initial re-
quest;
2. if ω(h, t ψ,φ−→ t′) is defined with ω(h, t ψ,φ−→ t′) = π, then:
(a) π is a generalized conditional plan for system Sh,
where Sh is obtained from S by replacing its initial
state S0 with state last(h);
(b) π |= ψ U φ in Sh, that is, π achieves φ while maintain-
ing condition ψ when executed in system Sh;
(c) for all π’s executions η and all possible next transitions
t′
ψ′,φ′
−→ t′′ ∈ δ, ω(h · η, t′
ψ′,φ′
−→ t′′) is defined (note h · η
is well defined as they end and start in the same state,
respectively.)
The problem we are concerned with is then: how such a
function ω can be built? Once again, it turns out that the
problem can be solved by resorting to LTL synthesis for
GR(1) specifications.
Realizing agent planning programs We build a GR(1)
formula Θ = ϕa → ϕr in an analogous way as done in
the previous section. So, assume T is an agent planning
program to be realized in a dynamic system S.
Let ϕS be the corresponding LTL specification with no
strong fairness constraints, obtained as shown before, and
let PϕS = P ∪PX ∪PC ∪{mnt , ach, xc}. In the following
construction, we shall refer to the reduction presented in the
previous section and often reuse symbols defined there.
Uncontrolled and controlled propositions. The set of un-
controlled propositions is X = PϕS ∪ XT ∪ Xreq , where (i)
PϕS is as above; (ii) XT contains one proposition for each
program state t, denoting the current state of T ; and (iii)
Xreq = {req
φ
ψ | 〈t, ψ, φ, t
′〉 ∈ δ} contains one proposition
for each program transition: reqφψ states that the agent, ac-
cording to program T , is currently requesting to achieve φ
while maintaining ψ.
The set of controlled propositions is Y = PA ∪ {last},
where PA is as above and proposition last states that last
action of current plan is to be executed next (then, after exe-
cution, the agent can issue a new request).
Assumption formula. The assumption formula is
ϕa = ϕ
init
a ∧2ϕ
trans
a ∧ ϕ
rc
a . For legibility, we define for
each program state t ∈ T , a propositional formula req t =∨
〈t,ψ,φ,t′〉∈δ req
φ
ψ representing the fact that the agent is re-
questing at least one transition available in program state t.
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Propositional formulaϕinita = ϕinitS ∧t0 characterizes the(legal) initial state of the overall system. Note no constraints
on last nor on propositions in Xreq are imposed.
LTL formula ϕtransa = ϕtransS ∧ ϕtransT characterizes the
assumptions on the overall evolution. In particular,ϕtransS is
the same as that in ϕS of the previous section, while ϕtransT
defines the “transition rules” for the planning program, built
as the conjunction of the following formulae:
•
∨
t∈XT
[t ∧
∧
t′∈XT \{t}
¬t′], that is, the program is in ex-
actly one of its states;
•
∧
t∈XT
[t → reqt], that is, in each state, the agent exe-
cuting the program ought to be requesting some of the
possible transitions available in its current state;
•
∧
req
φ
ψ
,req
φ′
ψ′
∈Xreq,req
φ
ψ
6=reqφ
′
ψ′
[reqφψ → ¬req
φ′
ψ′ ], that is, at
most one program transition can be requested at a time;
•
∧
〈t,ψ,φ,t′〉∈δ[t ∧ req
φ
ψ ∧ last →©t
′], that is, if transition
t
〈ψ,φ〉
−→ t′ is currently being requested and the last action
of current plan is to be executed next, then the program
shall move next to its successor state t′;
•
∧
t∈XT
[(t ∧ ¬last) → ©t], that is, the program remains
still if the current plan is still not completed (new requests
are not allowed if the latest is not fulfilled);
•
∧
t∈XT ,〈t,ψ,φ,t〉∈δ
[(t ∧ reqφψ ∧ ¬last) → ©req
φ
ψ], that is,
the agent remains requesting the same transition if the cur-
rent plan is still not completed.
Finally, ϕrca = ϕrcS , where ϕrcS includes the reduction of
strong fairness constraints into weak fairness ones, as de-
fined in the previous section.
Requirement formula. Now, we build formula
ϕr = 2ϕ
trans
r ∧ ϕ
goal
r , which captures the requirements for
the realization (i.e., requirements on function ω).
LTL formulaϕtransr = ϕtransact ∧ϕ̂
ρ
S∧ϕ
trans
last ∧ϕ
trans
maint en-
codes the constraints on action executions and how planning
program transitions are successfully carried out:
• ϕtransact , together with ϕ̂
ρ
S , requires exactly one executable
domain action to be done per step (see previous section);
• ϕtranslast =
∧
req
φ
ψ
∈Xreq
[reqφψ ∧ last → ©φ], that is, upon
plan completion, requested achievement goal φ is indeed
achieved;
• ϕtransmaint =
∧
req
φ
ψ
∈Xreq
[reqφψ → ψ], that is, maintenance
goal ψ in current request is respected.
Finally, we encode the synthesis “objective” by means of
just one weak fairness conjunct: ϕreqgoal = 23last .
The following result comes by comparing the above con-
struction with the definition of planning program realization.
Theorem 7 (Soundness & Completeness). There exists a
realization of an agent planning program T over a dynamic
system S iff LTL formula Θ built as above is realizable.
Clearly, Θ is a GR(1) formula, hence by reasoning analo-
gously to Theorem 6 we get:
(define (domain productionLine2)
(:predicates (dusty) (greasy) (onWb) (stored)
(disposed) (grabbed))
(:action load
:precondition (not (onWb))
:effect (and (onWb)
(not (stored)) (not (disposed))
(oneof (dusty) (not (dusty)))
(oneof (greasy) (not (greasy)))))
(:action sprayAir
:precondition (onWb)
:effect(and
(when (not (dusty)) (not (dusty)))
(when (not (greasy)) (not (greasy)))
(when (dusty) (oneof (dusty) (not (dusty))))
(when (greasy) (oneof (greasy) (not (greasy))))))
(:action spraySol ... ) ;analogous to sprayAir
(:action grab
:precondition (and (onWb) (not (grabbed))
:effect(and (not (onWb)) (grabbed)))
(:action store
:precondition (grabbed)
:effect(and (not (onWb)) (stored)
(not (grabbed))) )
(:action dispose
:precondition (grabbed)
:effect(and (not (onWb)) (disposed)
(not (grabbed))) )
(:init (not (onWb)) (not (grabbed))))
Figure 2: Planning domain for the production line example.
Theorem 8 (Complexity). Checking the existence of a re-
alization of an agent planning program over a dynamic
domain under strong fairness constraints is EXPTIME-
complete.
Again, the technique proposed actually synthesizes the real-
ization of the planning programs during the checking.
Example 3. Consider an extension of the production line
scenario, in which items arrive on request and can be placed
in one of three locations: on a workbench, to be processed;
in a storage, to be sent to the assemblage tape; or in a
garbage area, to be disposed of. The PDDL fragment re-
ported in Figure 2, describes the domain using the following
predicates: dusty and greasy , stating whether the current
item is dusty and greasy, respectively; onWb, stored and
disposed , capturing the fact that the current item is on the
workbench, in the storage or in the garbage area, respec-
tively; and grabbed , stating whether the arm is holding an
item. Initially, the workbench is empty and the arm not hold-
ing anything.
The domain provides actions to manipulate the items. Ac-
tion load places a new item in the workbench, which is re-
quired to be empty. Actions sprayAir and spraySol work
as in Example 2, except that they require the item to be on
the workbench. Actions store and dispose move the cur-
rent item to the storage or the garbage area, respectively,
and can only be executed if the arm holds the item, which
is achieved by executing action grab, executable when the
item is on the workbench and the arm is not holding any-
thing. Effectiveness of sprayAir and spraySol is captured
by the very same fairness constraints as in Example 2.
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t0 t1 t2
onWb ¬dusty ∧ ¬greasy
stored
¬stored
Figure 3: Planning program for the item preparation routine
The items preparation process is captured by the planning
program depicted in Figure 3. Maintenance goals are omit-
ted as all ⊤. Initially, in state t0, the program requires a new
item to be loaded on the workbench. Then, from state t1,
there are two possible choices: either the item is not stored
(possibly because it is damaged) or it is cleaned and then
stored for the assemblage stage—the choice is under the au-
tonomous agent running the program. Finally, the routine
starts again from state t0 for processing a new item.
The planning program has a realization, which is as fol-
lows. Transition t0
onWb
−→ t1 is served by executing load,
thus obtaining a new item, possibly dusty and greasy, on the
workbench. Next, if t1
¬stored
−→ t0 is requested, it is served by
the sequence grab; dispose. Observe that, in principle, the
transition could be realized by simply leaving the item on
the workbench. However, that will preclude the next request
t0
onWb
−→ t1 to be realized, as the workbench needs to be
empty to load a new item. If transition t1
¬dusty∧¬greasy
−→ t2
is requested instead, it can be served by iterating actions
sprayAir and spraySol as necessary (cf. Example 2),
from where next request t2
stored
−→ t0 can simply be achieved
by the sequence grab; store. 
Conclusion
In this work we have tackled strong fairness constraints in
planning. Such constraints have a strong modeling power
in regulating nondeterminism in nondeterministic domains,
and have great theoretical interest, as the ability of express-
ing them is one of the most distinctive advantages of LTL
over CTL in verification. We have shown that quite ad-
vanced forms of planning can be dealt with in presence of
such constraints, while remaining in the same EXPTIME-
complete class of standard conditional planning in nonde-
terministic domains with full observability (Rintanen 2004).
We conclude by stressing that, even if the study in this paper
is substantially theoretical, the technique adopted for solv-
ing such forms of planning is readily implementable through
systems for LTL synthesis, based on model checking game
structures, such as TLV4, Anzu5, and Ratsy6.
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Abstract
This paper proposes a Deterministic Kinodynamic
Planning approach (DKP for short) offering the degree
of generality of randomized techniques for two wheeled
robots, such as RRT, but also guarantees on the com-
putation time. This approach combines a global path
planner based on an A∗-like algorithm, and a local mo-
tion planner based on spline optimization techniques.
Implementation details and comparative examples with
RRT are provided.
Introduction
Efficiently computing a trajectory that takes into ac-
count both kinematic and dynamic constraints is still
an open and challenging problem, known as kinody-
namic planning. Indeed, in the general case, it is be-
lieved to be at least as hard as the generalized mover’s
problem, which has been proven to be PSPACE-hard
(Reif 1987). For this reason, kinodynamic planning is
commonly separated into two subproblems: path plan-
ning and motion planning. Based on this decomposi-
tion, two kind of approaches can be found in literature:
decoupled approaches and hybrid approaches.
Decoupled approaches compute a path taking into ac-
count only a part of the problem constraints (classically
obstacles) and then smooth this path, handling remain-
ing constraints. Variants of Elastic Bands (S. Quinlan
1993) have been widely used in the 90’s because they
provide bounds on the computation time, allowing on-
line planning. Efficiency of decoupled approaches is ex-
plained by the fact that they are generally customized
for specific kinodynamic problems. Therefore, they fall
short of being able to solve many complicated, high de-
grees of freedom problems. Moreover, they suffer from
incompleteness issues: since the initial path is not guar-
anteed to be feasible by the robot, the path smoothing
phase can fail to respect all kinodynamic constraints.
Thus, decoupled approaches may fail to find a solution
even if one exists.
Hybrid approaches incorporate a local motion plan-
ner within a global path planner. The use of random-
This work is supported by the Catholic University of
Lille, as part of a project in the HDC pole.
ized techniques makes them well scalable for problems
with high degrees of freedom and/or complicated sys-
tem dynamics. They are thus usable in a wide range
of applications, including robotics, virtual prototyping,
and computer graphics. Variants of RRT (LaValle and
Kuffner 2001) are still widely used because they quickly
explore the state space of the robot, thus reducing the
computation time. However, the computation time re-
mains hardly quantifiable in the general case, and may
considerably vary between several planning requests on
the same problem. Thus, performances of random-
ized hybrid approaches are by nature unpredictable, in
terms of computation time, but also in terms of solution
quality.
In this paper, we present a new hybrid approach
called DKP (for Deterministic Kinodynamic Planning).
Contrary to RRT which uses random processes, DKP is
a deterministic approach. DKP uses the flatness prop-
erties of the cinematic model of a non holonomic two
wheeled robot to express polynomial path which are us-
able as commands for the robot. The flatness properties
were firstly developed by (Fliess, Lvine, and Rouchon
1995) and used in motion planning works on car with
trailers (Lamiraux and Laumond 1998). Contrary to
RRT which locally integrates the cinematic model of
the robot, our local planner manipulates a local path
limited by its time horizon. DKP combines the degree
of generality of RRT for two wheeled robots and guar-
antees the computation time. Implementation details
and comparative examples with RRT are provided.
Problem statement
The problem statement is illustrated by figure 1. A tra-
jectory P (t) is seen as a spline with polynomial pieces
pk(t) from a Start state to a Goal state. Our problem is
to incrementally build this spline in a 2-D space. This
problem is still challenging (Suryawan, De Don’a, and
Seron 2010). This build is guided by an optimization
criterion which is application dependant. In this pa-
per, we choose to minimize the distance to the Goal
state. The resulting trajectory should be executable by
a robot, meaning that the trajectory should respect kin-
odynamic constraints, noted C, on linear speed V (t),
linear acceleration A(t) and obstacle avoidance. The
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obstacle avoidance constraint implies that the robot
should bypass obstacles with respect to a minimal se-
curity distance.
Figure 1: Problem statement: building a trajectory
P (t) from Start to Goal with polynomial pieces pk(t)
guided by an optimization criterion under constraints
The main difficulties of this problem are:
• which kind of polynomial pieces to use, i.e. how to
choose their degree?
• how to choose the number of knots in the spline, i.e.
the number of polynomial pieces?
• how to define the knots position?
• how to express the kinodynamic constraints in this
problem?
An algorithm that solves this problem should be able to
explore a large diversity of polynomial pieces in order
to find the best solution. With a classical local motion
planner which takes into account the kinodynamic con-
straints, we would need to often call the local planner
to create this diversity. Such a solution would be very
expensive in computation time. Moreover, to use the
motion planner in an online context, its computation
time should not exceed the duration of the generated
trajectory. Finally, such an algorithm should prove its
completeness: in a finite computation time, we should
be sure to find a solution, if one exists, using the gen-
erated polynomial pieces pk(t).
Deterministic Kinodynamic Planning
(DKP)
Principle
Our solution, named DKP, is a deterministic approach
to build spline trajectories from the Start state until
it reaches a Goal state. DKP uses an A∗-like algo-
rithm as a global planner. Guided by the distance to
the Goal as minimization criterion, DKP incrementally
builds an approximation of the optimal trajectory P (t)
using polynomial pieces pk(t). These polynomial pieces
are generated by our local motion planner which effi-
ciently solves local optimization problems under kino-
dynamic constraints C. They locally tend to reach the
Goal . The constraints are kinodynamic constraints over
linear speed V (t), linear acceleration A(t) and obstacle
avoidance.
The local motion planner The efficiency of DKP
lies on our local motion planner, which generates the
polynomial pieces pk(t). The polynomial pieces have a
duration of Tk. Two parameters in each pk(t) are set in
order to tune its shape. The main idea of the local plan-
ner is to establish which are all the shapes respecting
the kinodynamic constraints, i.e. all the allowable pk(t)
parameters values. First, this planner creates, for ev-
ery time t in [0, Tk], a geometrical interpretation of the
local problem which contains kinodynamic constraints
and the Start state. Then, with this geometrical inter-
pretation called constrained parameters space, we can
express all the allowable polynomial pieces for this local
problem. They respect the kinodynamic constraints for
every time in [0, Tk]. Second, we find the locally opti-
mal solution on the the constrained parameters space
for a specified Goal .
Diversity for DKP Using this geometrical interpre-
tation is very efficient to create a large diversity of
polynomial pieces. To create the constrained param-
eters space, the local motion planner evaluates the con-
straints for every time t in [0, Tk]. Because of that, we
wan generate a set of constrained parameters space for
the time horizon between 0 and Tk = Tmax , where Tmax
is the maximum duration of the polynomial pieces. We
can find locally optimal solutions on it. Consequently,
the polynomial pieces pk(t) generated by the local plan-
ner for a problem have a large diversity of time horizons.
With the geometrical interpretation of constraints, we
can identify sub-problems when the constrained pa-
rameters space is split into two or more distinct sub-
spaces. When the local motion planner identifies these
sub-spaces, it computes the locally optimal solutions in
these sub-spaces. For example, in the case of obstacle
avoidance, the sub-spaces may express the avoidance in
two different directions.
Then, this diversity is used by a global motion plan-
ner which is effective to find globally optimal solu-
tions over all these polynomial pieces. The resulting
trajectory is built with polynomial pieces that respect
the kinodynamic constraints of the robot. Contrary
to decoupled approaches, this trajectory is directly us-
able for the control and the path tracking of an non-
holonomic robot with two independent wheels (Defoort
et al. 2008).
The resulting trajectories DKP can be tuned in
order to find a good solution with less computation time
or a near-optimal solution (with the generated polyno-
mial pieces) but with a greater computation time, as
shown in figure 2. In this example, trajectories are de-
fined with degree two polynomial pieces under motion
constraints of linear speed, linear acceleration and ob-
stacle avoidance. These pieces have a duration of 1
or 2 seconds. The obstacle avoidance constraint takes
into account the radius of the obstacle covering disk (in
dark) and the security distance for the robot (the light
grey part). All the polynomial pieces created by the
local motion planner appear on figure 2.
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DKP creates trajectories which tend to the direct line
from the Start to the Goal with a length of 17.23m and
a maximum speed of 1 m/s. The figure 2(a) shows the
result of the search of a near-optimal solution. The
trajectory is made up of 16 pieces, with a length of
21.53m and a duration of 23s. The computation time
is 7 times higher than the trajectory duration on a re-
cent computer. The figure 2(b) illustrates the result of
a greedy search of a good solution. The resulting tra-
jectory is made up of 18 pieces, with a length of 22.06m
and a duration of 26s. The computation time is half a
time lesser than the trajectory duration. In a real time
execution, the greedy mode should be chosen in order
to find solutions almost as good than the optimal one.
Contrary to RRT (LaValle and Kuffner 2001), DKP is
a deterministic approach, meaning that two separated
executions of the algorithm on the same problem will
provide exactly the same solutions.
Figure 2 also shows the ability of DKP algorithm
to handle complex environments. We do not need to
increase the degree of the polynomial pieces in the local
motion planner and the inherent time to compute them:
degree two polynomials are enough to create complex
trajectories in DKP.
Figure 2: DKP final trajectories in bold with (a) opti-
mal search and (b) greedy search
The global motion planner
DKP is an A∗-like algorithm. We use polynomial
pieces as nodes of an exploration tree in which DKP
incrementally builds the solution. The neighbourhood
of a polynomial piece is determined by the local motion
planner. The result of DKP is a spline trajectory P (t)
composed of polynomial pieces.
DKP, which implementation is given in algorithm 1,
slightly differs from the traditional A∗. A node con-
tains a polynomial piece pk(t) and its duration Tk. The
neighbourhood of a node is built by the local motion
planner from a polynomial piece pk(t). The neighbour-
hood of piece pk(t) is generated by the local motion
planner using the ending state pk(Tk) as a Start state
Algorithm 1 DKP(Start ,Goal)
1: open set .add(Start) closed set ← ∅
2: Start .g score ← 0
3: Start .h score ← distance(Start ,Goal)
4: Start .f score ← Start .h score + Start .g score
5: while open set 6= ∅ do
6: piece ← remove the piece from open set with the
lowest f score
7: if stop test(piece) then
8: return success
9: end if
10: closed set .add(piece)
11: Tk ← piece.total time end ← piece(Tk)
12: neighbours ← local planner(end ,Goal , {C}, Tk)
13: filtered neighbours ← filter(neighbours)
14: for neighbour ∈ filtered neighbours do
15: if neighbour ∈ closed set then
16: break the loop
17: end if
18: evaluate node(neighbour , piece,Goal , open set)
19: end for
20: end while
21: return failure
to the next polynomial pieces pk+1(t). New nodes are
added to the problem each time a neighbourhood is cre-
ated.
Contrary to usual A∗ path planners, the polynomial
pieces used in DKP lies on a continuous space. It means
that two nodes rarely coincide. Consequently, the num-
ber of nodes to evaluate could grow very fastly, affecting
the efficiency of the search. To prevent this problem,
polynomial pieces are registered with discretization cri-
teria upon polynomial piece final point, speed vector
direction, speed vector norm and length of the piece.
Two polynomial pieces coincide if they share the same
discretization.
Then, newly polynomial pieces from a neighbourhood
are filtered (filter() called in the algorithm 1). The re-
sulting filtered neighbours only contains pieces which do
not coincide with already registered polynomial pieces.
Thus, we can control the number of polynomial pieces
created by DKP and, consequently, the computation
time of the algorithm can be bounded.
The final trajectory P (t) is built by retrieving the
predecessors of the last polynomial piece pN (t) which
satisfies the stopping criterion. Consequently, the tra-
jectory is made up of N polynomial pieces. The total
duration of P (t) is found by summing the respecting
durations of the N polynomial pieces such as Tend =∑N
0
Tk. The evaluation of P (t) is the sum of the suc-
cessive evaluations of each polynomial pieces during
their relative durations. Let t = t′ +
∑k−1
0
Tk and
t ∈ [0;T0] ∩ ... ∩ [Tk−1;Tk] ∩ ... ∩ [TN−1;Tend]. If t is in
[Tk−1;Tk], the value of the trajectory P (t) is the value
of polynomial piece k such as P (t) = pk(t− Tk−1).
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Algorithm 2 evaluate node(neighbour , piece,Goal , open set)
1: new score ← piece.g score +
distance(piece,neighbour)
2: if neighbour 6∈ openset then
3: open set .add(neighbour)
4: best score ← true
5: else if new score < neighbour .g score then
6: best score ← true
7: else
8: best score ← false
9: end if
10: if best score then
11: neighbour .predecessor ← piece
12: neighbour .g score ← new score
13: neighbour .h score ←distance(neighbour ,Goal)
14: neighbour .f score ←neighbour .h score +
neighbour .g score
15: end if
The local motion planner for DKP
DKP could use any local motion planner. The neigh-
bourhood of a node is built from the registered polyno-
mial piece pk(t). Generating only one new polynomial
piece pk+1(t) as neighboor of polynomial piece pk(t)
would lead the algorithm to fail by producing trajecto-
ries which do not respect motion constraints. This kind
of problem is illustrated by figure 3 where the lack of
diversity in polynomial pieces should lead to unsolvable
situations. Diversity in the polynomial pieces is the key
to face heavily constrained environment, as shown by
figure 4.
We need to expect which are the trajectories that
respect the motion constraints but producing a large
diversity of constraints-respecting polynomial pieces
would be very expensive. Our local motion planner
creates a constrained parameters space. It is a geomet-
rical approach to the local motion planning problems
in which we express all the polynomial pieces which
respect constraints. The cost of generating this con-
strained parameters space is separated from the cost of
finding the optimal solution. The overall computation
cost of generating allowable polynomial pieces is about
the same than finding one solution. Consequently, cre-
ating a large neighbourhood of polynomial pieces pk(t)
is not expensive. This makes DKP efficient to explore
all these polynomial pieces and create near-optimal tra-
jectories P (t) with them.
The local motion planner
We introduce in this section our local motion planner
under kinodynamic constraints. This local motion plan-
ner creates a constrained parameters space to represent
all the allowable polynomial pieces. Then, the local
motion planner finds optimal solutions over this con-
strained parameters space.
Figure 3: Illustration of a naive planning: with one
polynomial piece generated at a time, the algorithm
leads to an unsolvable situation
Figure 4: Illustration of a planning with diversity on
polynomial pieces: the unfeasible situation is proposed
but the algorithm can generate an alternative trajectory
The polynomial pieces equations
In DKP, we consider polynomial pieces of degree 2 to
build the trajectory P (t). The polynomial piece pk(t)
equations are two polynomials in 2D space such as:
pk(t) =
{
x(t) = c0 + c1t+ c2t
2
y(t) = d0 + d1t+ d2t
2
The speed vector Svk(t) is found by derivation of po-
sition P (t). The acceleration vector Avk(t) is found by
derivation of speed vector Sv(t). A polynomial piece
pk(t) is defined with t ∈ [0, Tk]. Tk is the time horizon
of the polynomial piece pk(t).
A polynomial piece pk(t) is the successor of a previous
polynomial piece pk−1(t). The continuity of the poly-
nomial pieces is respected through position and speed.
Thus, the lesser degree parameters of pk(t) are set:
• the initial position:
pk−1(Tk−1) = pk(0) = (x(0), y(0)) = (c0, d0);
• the initial speed vector:
Svk−1(Tk−1) = Svk(0) = (x˙(0), y˙(0)) = (c1, d1);
The remaining (c2, d2) couple parameters the polyno-
mial piece shape. This polynomial piece pk(t) should
respect the motion constraints: we want to establish
the constrained parameters space as a reflect of the pa-
rameters values for which the polynomial piece pk(t)
respects all the constraints of the motion problem.
Constraints
The local motion planner optimizes polynomial pieces
under kinodynamic constraints and obstacle con-
straints. We define a constraint C(t) by:
• fC(pk(t), t) the constraint function applied on the
polynomial piece pk(t) at time step t;
• the domain [D−, D+] within which the polynomial
piece pk(t) is constrained by fC(pk(t), t) with:
D− ≤ fC(f(t), t) ≤ D+.
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We only consider in this paper the following motion
constraints applied to the polynomial piece pk(t):
• the linear speed CSpeed (t), within the domain
[S−, S+], with constraint function:
S(t) =
√
x˙(t)2 + y˙(t)2.
• the linear acceleration CAcceleration(t), within the do-
main [A−, A+], with constraint function:
A(t) =
√
x¨(t)2 + y¨(t)2.
• obstacle avoidance of an obstacle Obs = {xobs , yobs},
giving a distance constraint CObstacle(Obs , t), within
the domain [Dobs−, Dobs+], with constraint function:
dobs =
√
(xobs − x(t))2 + (yobs − y(t))2.
LetMC = {CSpeed (t), CAcceleration(t), CObstacle(Obs, t)}
be a set of the motion constraints. The constraint
for obstacle avoidance can be extended to mobile
obstacle avoidance by using their predicted trajectory
PMobs = (xMobs(t), yMobs(t)) in the constraint function,
instead of static position (xobs , yobs).
We can set bounds on the angular speed φd in the
clockwise direction with equation:
φd(t) = (y˙(t)× x¨(t)− x˙(t)× y¨(t))/vl(t)
2. Using interval
arithmetics (Moore 1966), if φd(t) is within the domain
[φd−, φd+], then these bounds depend on the limits on
linear speed and linear acceleration with the following
relation: φd+ = −φd− = (2S+A+)/S
2
−. If S− 6= 0, we
enforce a bound on the angular speed.
Constrained parameters space
We remark that the motion constraints equations ap-
plied to polynomial piece pk(t) correspond to the ex-
pression of an ellipsoid in a 2-D space. The equation
respects the following relationship:√
D−
2
≤ (f(t)− xc)2 + (g(t)− yc)2 ≤
√
D+
2
, where:
• f(t) is the function of free parameter c2 in x(t);
• g(t) is the function of free parameter d2 in y(t);
A polynomial piece pk(t) is valid for the constraint C
at time step t if the free parameters (c2, d2) couple from
the polynomial piece is an inner point in the ellipsoid
from constraint C. Let IC,pk(t) denote the set of valid
parameters values for a constraint C(t) at time step t for
the Start state of a polynomial piece pk(t). The con-
strained parameters space for the motion constraints
MC , noted Epk , for a polynomial piece of duration Tk
is:
Epk(Tk) = {
⋂
IC,pk(t) | t ∈ [0, Tk], C ∈ MC}. Other
kinds of constraints could be expressed if we are able
to translate their equations applied to polynomial piece
pk(t) to a geometrical shape in the constrained param-
eters space.
Example
We set the following situation, illustrated by the figure
5:
• the polynomial piece pk(t) is computed for every time
step t ∈ [0, Tk = 10];
Figure 5: Representation of the initial situation: the
robot is located at timestep t = 0 in P (0) = (0, 0),
with a speed vector (0.1, 0.2). An obstacle is set in
Obs = (2, 0)
• the motion constraints are considered every step =
0.1 seconds;
• we use the following constraints in the set of motion
constraints MC :
Figure 6: The constrained parameters space for (a) the
linear acceleration constraint, (b) the linear speed con-
straint and (c) the distance constraint from obstacle
Obs
The three sub-figures from figure 6 represent the con-
strained parameters spaces for each constraint fromMC
and for every t ∈ [0, 10] seconds, created thanks to
the algorithm 3. In the colored areas, the parameters
(c2, d2) set a polynomial piece which verifies the speci-
fied motion constraint for every t ∈ [0, 10]s:
• the linear acceleration CAcceleration(t) is bounded be-
tween 0 and 1m/s2 with equation:
0 ≤ 2c2
2 + 2d2
2 ≤ 1 (figure 6(a));
• the linear speed CSpeed (t) is bounded between 0 and
1m/s with equation:
0 ≤ (c1 + 2c2t)
2 + (d1 + 2d2t)
2 ≤ 1 (figure 6(b));
• we set a fixed obstacle Obs = (2, 0), giving a distance
constraint CObstacle,Obs(t) bounded between 0.6 and
∞ meters (we set 1000 meters as infinity in this situ-
ation) with equation: 0.6 ≤ (2− (0+ 0.1t+ c2t
2))2 +
(0− (0 + 0.2t+ d2t
2))2 ≤ 1000 (figure 6(c))
The valid parameters space Epk(Tk) is shown in figure
7(a): this is the intersection of the three previous sur-
faces, with a center in (−0.0555, 0.0606) and included
in a rectangle of width 0.1004 and height 0.101. Fig-
ure 7(b) illustrates the impact of the choice of a point
(c2, d2) on the shape of a polynomial piece: choosing
(c2, d2) outside the area means that it exists at least
one instant t ∈ [0, 10] for which a constraint is not re-
spected by the polynomial piece pk(t), for example the
obstacle avoidance as in the figure.
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Figure 7: Figure (a) represents all valid parameters
(c2, d2) values eligible for all constraints. Figure (b)
shows the impact of (c2, d2) on the shape of the poly-
nomial piece. Choosing parameters (c2, d2) outside the
constrained parameters space impacts the respect of the
constraints, here the obstacle avoidance
In this local motion planner, adding further con-
straints, for example obstacles, is like creating a new
area representing its constrained parameters space and,
then, to intersect it with the previously computed valid
constrained parameters space E.
Finding solutions in the constrained
parameters space
The constrained parameters space Epk(Tk) is a geomet-
rical representation of allowable parameters for polyno-
mial piece pk(t). Choosing a point (c2, d2) in E is equiv-
alent to choosing a polynomial piece which respects all
motion constraints. This is the starting point to create
a large diversity of allowable and optimal polynomial
pieces used in DKP.
A local optimization problem Let (xg, yg) denote
the Goal position. With the valid constrained param-
eters space Epk(Tk), we can express a quadratic opti-
mization problem with boundary limited parameters.
The function to be minimized is the distance between
the end of trajectory pk(t) of time horizon Tk and the
Goal : distance(P (Tk),Goal). The boundary on the pa-
rameters are set by the constrained parameters space.
This also means that the polynomial piece set by these
parameters respects the kinodynamic constraints. Be-
Algorithm 3 spaceconstraints(Tk)
Require: MC ← {CAcceleration , CSpeed , CObstacle,Obs}
Require: Tk the horizon time of the polynomial piece
pk(t)
Require: step the step to discretize the time
1: E ← E(step)
2: nbstep ← Tk/step
3: for i = 1 TO nbstep do
4: t← step × i
5: for C ∈ MC do
6: E′pk(t)← IC,pk(t)
7: E(Tk)← E
′ ∩ E
8: end for
9: end for
cause our problem contains two distincts parameters,
c2 and d2, this boundary can be seen as the border of
a rectangle, denoted rec.
Direct solution It is easy to analytically find the
exact values of parameters c2 and d2 needed to reach
the Goal : {
c2 = (xg − c0 − c1Tk)/Tk
2
d2 = (yg − d0 − d1Tk)/Tk
2
If the point (c2, d2) belongs to Epk(Tk), the polynomial
piece set by these parameters is valid for all motion
constraints and the local problem is solved. Otherwise,
the optimal solution for Epk(Tk) is on the boundary of
this space.
Approximating the valid constrained parame-
ters space To work on the boundary of Epk(Tk), we
propose a tiling with rectangles with the use of the
QuadTree algorithm (Finkel and Bentley 1974). We
get three kinds of tilings where the rectangles rec have:
• an empty intersection with E: rec ∩ E = ∅;
• a full intersection with E: rec ∩ E = rec;
• an incomplete intersection with E: rec∩E 6= ∅ 6= rec;
This algorithm only iterates the tiling over uncertain
intersections, in order to get a better tiling over the
border of E. Let Recfull denote the set of rectangles
with a full intersection with E.
Finding near-optimal solution Using the paving
Recfull , we can define a set of optimization problems
where pk(t) is the polynomial piece to be optimized
over time Tk. c2 and d2 are the parameters of the func-
tion to be minimized and are bounded by rec to make
them respect the motion constraints. This problem is
effectively solved by BLMVM (Benson and More 2001).
Back to the example The Goal is set in (4, 0).
The time horizon is Tk = 10s. The local planner finds
the following result:{
x(t) = 0.1t+ 0.02726t2
y(t) = 0.2t− 0.00753t2
Using interval arithmetics (Moore 1966), we can
project E on the (x, y) space. Thus, we can see on fig-
ure 8 the solution and all end points that are reachable
for these motion constraints.
A large set of optimal solutions without addi-
tional cost The local motion planner complexity es-
sentially lies on the constrained parameters space E.
We can take advantage of this cost to find additional
solutions with no real additional cost in two ways. First,
E is sequentially built by intersecting the constrained
parameters space every stepspace seconds from stepspace
to Tk, the duration of the polynomial piece pk(t). We
can find solutions on E for the intermediate stepspace
time steps. We define Tmax as the maximum duration
of the polynomial pieces. Second, E may be formed
with two or more distinct areas. We see these areas as
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Figure 8: Solution drawn in bold, with equation {x(t) =
0.1t + 0.02726t2; y(t) = 0.2t − 0.00753t2}. The light
grey area represents the set of reachable points for this
problem, as a projection of E on 2-D {x, y} space
Algorithm 4 local planner(start ,Goal , {C}, T, depth)
1: lets solutions be the set of polynomial pieces
2: for step ∈ T do
3: E ← spaceconstraints(step)
4: sub spaces ← split(E)
5: optimal ← compute optimal config({C}, start)
6: for sub space ∈ sub spaces do
7: if optimal ∈ sub space then
8: solutions ← create polynomial(optimal)
9: else
10: Erec ← QuadTree(sub space, depth)
11: near optimal ← find best optimize(Erec)
12: solutions ←
create polynomial(near optimal)
13: end if
14: end for
15: end for
16: return solutions
distinct sub-spaces on which we can find optimal solu-
tions.
The algorithm 4 shows the final implementation of
our local motion planner. This planner is able to create
a large diversity of polynomial pieces by varying time
limit and by finding locally optimal solutions.
DKP with the example. The result of the applica-
tion of DKP to the local motion planner example is il-
lustrated by the figure 9. The neighbourhood of a poly-
nomial piece pk(t) is the set of polynomial pieces pk+1(t)
found every 0.5 from Tk = 0.5s to Tk = Tmax = 10s.
This first resulting trajectory is the concatenation of
four polynomial pieces:{
x(t) = 0.1t+ 0.1141t2
y(t) = 0.2t+ 0.0250t2
for t ∈ [0; 3.5]s;
{
x(t) = 1.7481 + 0.8989t+ 0.0916t2
y(t) = 1.006 + 0.3750t− 0.4857t2
for t ∈ [3.5; 4]s;
{
x(t) = 2.2205 + 0.9906t− 0.1657t2
y(t) = 1.0723− 0.1107t− 0.4485t2
for t ∈ [4; 4.5]s;
{
x(t) = 2.6744 + 0.8248t− 0.0810t2
y(t) = 0.9048− 0.5592t+ 0.0534t2
for t ∈ [4.5; 6.5]s;
This trajectory P (t) has a total duration of 6.5 seconds
and a length of 4.61 meters.
Figure 9: Representation of polynomial pieces evalu-
ated by DKP in open set (dark grey) and closed set
(light grey); in bold the first trajectory which satisfies
the stopping criterion and reaches the Goal
Comparative examples
Randomized Kinodynamic Planning
RRT is an hybrid approach which randomly grows an
exploration tree in the state space from the Start state,
until it becomes close enough to the Goal state. As
explained before, hybrid approaches incorporate a lo-
cal motion planner within a global path planner. In
the case of RRT, the global planner is used to select
the branch of the tree to grow, and the local planner
actually grows the selected branch with respect to kin-
odynamic constraints.
An example is provided in figure 10. The global plan-
ner randomly picks a state Srand in the state space,
and the nearest state Snear in the existing tree is se-
lected for expansion. Next, from Snear , the local plan-
ner integrates all possible controls for the robot during
a fixed interval ∆T , yielding to valid branches candi-
dates. Among these candidates, the nearest (collision-
free) branch to Srand is selected, and the corresponding
leaf is inserted in the tree, as a successor of Snear .
( a ) ( b )
r a n dS
n e a r
S
n e w
S
S t a r t S t a r t
Figure 10: State space exploration using RRT. (a) The
global planner selects a node Snear for expansion; (b) The
local planner generates a valid successor Snew
Examples
As RRT, DKP creates a tree with evaluted paths in
order to explore the environment. The aim of this sec-
tion is to apply RRT and DKP on same environments
and compare their results, in terms of computation time
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( a )
( b )
Figure 11: Candidate and final trajectories found by (a)
RRT and (b) DKP. Final trajectories are illustrated in
bold: (a) length: 9.04m, duration: 12.6s, found in 67s.
(b) length: 8.19m, duration: 3.2s, found in 27.6s
and solution quality (length, duration). Unfortunately,
DKP is by nature heuristically guided, and not RRT.
In this context, comparing the search effort would be
meaningless. To make RRT and DKP search homoge-
neous (both guided toward the Goal), we ran RRT with
an improved strategy called ”Goal bias” (Ferguson and
Stentz 2006): with probability 1− p, a random sample
is used to guide the exploration tree, and with proba-
bility p, the Goal state is used. As the value of p is
higher, RRT behaves greedily. We opted for a common
value found in literature p = 0.2.
Solutions qualified as ”final trajectories” correspond
to the first solution found by each algorithm. Compu-
tation times have been obtained on a 1.83 GHz dualcore
PC with 1 GB of RAM. We give two examples with a
corridor environment (figure 11) and a cluttered envi-
ronment (figure 12).
Conclusion and future works
DKP effectively solves the problem of planning a tra-
jectory seen as a spline under kinodynamic constraints.
Our algorithm mixes a global planner based on A*
guided by an optimization criterion and our local mo-
tion planner which solves local motion problems un-
der kinodynamic constraints. First, the local motion
planner creates a geometrical interpretation of the mo-
tion constraints. The resulting constrained parameters
space contains all the allowable parameters of the po-
tential solutions. Second, we can identify sub-problems
when the constrained parameters space is formed with
distinct areas. Then, the effectiveness of our solution
comes from the ability of the local motion planner to
create a large diversity of allowable polynomial pieces
by varying their time horizons. DKP uses this diversity
( a )
( b )
Figure 12: Candidate and final trajectories found by (a)
RRT and (b) DKP. Final trajectories are illustrated in
bold: (a) length: 19.44m, duration: 18.51s, found in
168s. (b) length: 16.41m, duration: 18s, found in 13.7s
to deal with complex environments. The future works
will expand the expression of obstacles. We will focus
on the links between DKP and its local motion planner
to improve the quality of solutions. With more complex
obstacles than covering circles, local minima will appear
in the search and disturb the environment exploration.
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Abstract
The execution of a plan in a highly dynamic real-world
environment entails facing unexpected events that pro-
duce discrepancies between the observed and the pre-
dicted state. In a situation like this, we need to fix
the flaws, and typically we have two possible options:
replan from scratch or repair, i.e. adapt the original
plan to the new context. This paper presents an effec-
tive method to support the decision making between re-
pairing or replanning. Particularly, we have designed
a method that estimates the cost of a bridge from the
observed state to any reachable goal state in the origi-
nal plan. We have also endowed this adaptation method
with an anytime behaviour to improve the plan quality
in terms of both problem metric and stability. The paper
also presents some experimental results to evaluate the
approach.
Introduction and Motivation
Executing a plan in a real environment entails facing the
unexpected changes that happen in the world which man-
ifest as discrepancies between the expected and the ob-
served states. This is frequent in highly dynamic environ-
ments involving exogenous events. In this case, it is re-
quired not only finding the discrepancy but whether it is
relevant to the plan validity or not. Assuming a plan is
no longer executable, some fixing is necessary to replace
the old plan with a new plan. The two common options
to address this problem are plan repair, i.e. adapt the plan
to the new situation, or replanning from scratch. Theoret-
ically speaking, both options are equally expensive in the
worst case (Nebel and Koehler 1995), but plan repair intu-
itively seems more efficient in practice since a large part of
the plan can be still valid (Gerevini, Saetti, and Serina 2003;
van der Krogt and de Weerdt 2005). In some cases, a sig-
nificant part of the original plan can be entirely reused; or
perhaps a certain degree of stability (i.e. maintaining part of
the original actions) is required to prevent the executive from
executing an entirely new and unknown plan which clearly
induces many differences between the original and the new
plan (Fox et al. 2006). Hence, plan stability is one of the
principal reasons for claiming the preference of plan repair
over the alternative of replanning.
The work in (Fox et al. 2006) presents an implementa-
tion of a plan repair technique, based on LPG (Gerevini,
Saetti, and Serina 2003), which empirically demonstrates
that achieves more stability than replanning. Other ap-
proaches also regard plan repair as a process of refinement
planning (adding actions to the original plan) and unrefine-
ment planning (removing actions from the plan), such as
(van der Krogt and de Weerdt 2004). A similar approach to
plan adaptation is presented in (Gerevini and Serina 2010),
which modifies the original plan within limited temporal
windows containing portions of the plan that need to be re-
vised. In all these cases, the term plan stability refers to a
measure of the difference, in number of actions, between an
original source plan and a new target one, no matter the por-
tions of the plan in which the differences occur.
The aforementioned plan repair techniques are all de-
signed for off-line planning. In continuous planning, i.e. an
ongoing and dynamic process in which planning and execu-
tion are interleaved, iterative repair techniques seem more
appropriate because they support continuous modification
and updating of a current working plan in light of changing
operating context (Myers 1999; Chien et al. 2000). Then,
we can highlight the particular requirements of plan-repair
methods for continuous planning:
• Plans must be updated in response to new information and
requirements in a timely fashion to ensure that they re-
main viable. In this sense, it is necessary to promptly take
a decision between repair or replanning, taking into ac-
count that a severe change in the world could be better
solved by generating an entirely new plan.
• Plan-repair based on the analysis of plan dependency
structures involves identifying the actions that are no
longer executable as a consequence of the plan failure.
Obviously, in continuous planning, the interest is not in
repairing the whole plan but fixing the earliest portion of
the plan as it will be the first to be executed.
• Likewise, minimising the number of changes in the origi-
nal plan, i.e. maintaining stability, is particularly relevant
in the earliest portion of the plan. This is because when
a plan is being executed, the executive has likely commit-
ted the earliest part of the plan in terms of equipment, re-
sources or time. For instance, minimal perturbation plan-
ning is understood in some approaches as a heuristic for
respecting the commitments induced by the partial execu-
tion of the plan (Cushing and Kambhampati 2005).
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This paper presents a plan-fixing method for continuous
planning that adapts a failing plan to the new context and
contributes with some novel issues:
• A decision-support module, capable of deciding between
replanning or repairing in a timely fashion.
• In many situations, it is not only plan stability that mat-
ters, but a balanced response between metric (plan cost,
makespan, etc.) and stability; our approach adapts the
original plan by taking this into consideration.
• Our approach for plan repair puts the emphasis on the first
part of the plan (the most urgent to be fixed), so it first
aims at keeping the totality of the original plan, and com-
putes a plan that bridges the observed state with the state
in which the original plan is applicable. Additionally, we
have endowed the repair algorithm with anytime capabil-
ities whereby a first solution is rapidly returned, and the
solution quality may improve if the algorithm is allowed
to run longer.
• We can use any type of PDDL-compliant planner, so our
approach is not only domain-independent but planner-
independent as well.
Formal Model
We use a planning formalism based on multi-valued state
variables, as identified in PDDL3.11, rather than binary-
valued propositional variables. This formalism is not new,
as it is based on the SAS+ planning model (Backstrom and
Nebel 1995) and was successfully used in (Helmert 2006).
Intuitively, it can be metaphorically considered as a con-
straint programming formulation for planning (Vidal and
Geffner 2006; Garrido, Arangu, and Onaindia 2009), where
we model variables with both finite and infinite (real-valued)
domains to allow modelling a planning domain more natu-
rally. A fully-instantiated state assigns a unique value to
each variable in the problem.
Definition 1 (Multi-valued planning problem) A
multi-valued planning problem is given by the 5-tuple
P = 〈V, SI , SG ,O,M〉. V is a set of state variables
with an associated finite or infinite domain Dv . SI is the
initial state over V , where each variable in V is assigned
a given value in Dv . SG is a partial variable assignment
over V , namely the problem goal state. O is a finite set of
operators 〈pre,effs,cost〉2 over V that when applied (i.e.,
when preconditions hold in a given state) change the values
of the variables according to effs —note that no distinction
between positive and negative effects is necessary when
dealing with a state variable representation. The cost of the
operator is considered in M, an expression that encodes
the problem metric and that is it used to measure the plan
quality.
1See http://ipc.informatik.uni-freiburg.de
for more details.
2Although we do not consider actions with duration in this pa-
per, our approach is general enough to deal with models of ac-
tions that include different types of preconditions/effects such as
PDDL2.1, or more expressive ones (Garrido, Arangu, and Onain-
dia 2009).
Analogously to (Helmert 2006), we define a domain tran-
sition graph (DTG) per multi-valued state variable. The idea
with this is: i) to describe the behaviour of a variable, in
the form of a state transition diagram, thus defining how
it changes from one value to another within the planning
problem, and ii) to estimate the cost of these transitions and
changes, i.e. the paths. Obviously, DTGs only make sense
for those variables composed of a finite number of values,
that is, with a finite domain. DTGs for variables with infi-
nite domains are not generated.
Definition 2 (Domain transition graph, DTG) Given a
multi-valued variable v ∈ V , DTG(v) = (V,E) is a
digraph, where the vertices V represent the finite domain
of values for v and E is a multiset of directed edges
〈v1, v2〉, v1, v2 ∈ V (v1 6= v2). Each edge represents a
transition between two values, that is, an action application
and how it changes the value of the variable. Consequently,
transitions are labelled with the preconditions necessary to
trigger such an action. Preconditions are encoded as pairs
〈variable, value〉 standing for the variable and its required
value. The associated weight of the transition can be fixed
or, more generally, measured in terms of the action metric.
An additional and helpful structure is the causal graph
(Helmert 2006), which maintains the causal dependencies
between variables, making it possible establish a priority or-
der between them.
Definition 3 (Causal graph and acyclic causal graph)
The causal graph of a multi-valued planning problem,
CG(P), is a digraph with vertices in V containing an arc
(v, v′) iff v 6= v′ and the arc is induced by a transition
condition, i.e. DTG(v) has a transition with some condition
on v′. CG(P) is acyclic when: i) there are no cycles in
the variables, and ii) no trivially false conditions occur in
operators or goals.
Given a planning problem, the objective is to find a so-
lution plan that, starting from the initial state, satisfies the
goal state in a way that optimises the problem metric. Plan-
ners return sequential or parallel plans, where actions can
co-occur. Our approach subsumes any type of plan by con-
sidering a simple, though general, representation. This way,
we are interested in a plan as a sequence of states.
Definition 4 (Plan as a linear sequence of states) A plan
is defined by the chronologically ordered sequence of states
Π = {S0, S1, . . . Sn}, where each Si is a fully-instantiated
state that results from the effects of actions (see Figure 1).
S0 is the initial state and SG ⊆ Sn, which means that the
goal state SG is satisfied in the last state of the plan Sn.
Note that the same fully-instantiated state can satisfy dif-
ferent goal states and vice versa, i.e. the same goal state can
be satisfied in different states. This is particularly relevant in
our repairing approach, and allows us to reuse part of a plan
when calculated in a regressive way.
Definition 5 (Regressed goal state) A regressed goal state
is a goal state, i.e. a partial variable assignment over
V , that is calculated regressively. Given a plan Π =
{S0, S1, . . . Sn}, a regressed goal state is calculated for
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Figure 1: Plan as a sequence of states. This representation is
valid for sequential, parallel and even temporal plans
each Si starting from the last state Sn and regressing state
by state all over Π. A regressed goal state comprises the
minimal set of preconditions necessary to execute the next
part of the plan. In other words, if the regressed goal state
for state Si holds in such a state, the remaining plan from
that state (actions in ]Si..Sn]) can be executed as is.
Regressed goal states are inspired by the mechanism used
in triangle tables defined in (Fikes, Hart, and Nilsson 1972)
and calculated in Algorithm 1, which is presented below.
It is important to note that the number of regressed goal
states and, more generally, states in a plan does not corre-
spond exactly with the number of actions, but with the num-
ber of state changes that actually happen in the plan. As can
be seen in Figure 1, this not only depends on the number
of actions in the plan, but also on the type of plan, parallel
or sequential, and the model of actions. First, if the effects
of two or more concurrent actions occur at the same time,
this means one single state change. Second, the model of
actions defines different levels of expressiveness. In a clas-
sical model, effects only happen at the end of the action, so
the states only change at that point. However, in other (tem-
poral) models, effects may happen when the action starts or
ends, so the state can change twice. All in all, defining a
plan as a sequence of states provides us with a flexible rep-
resentation to include any type of plan and action formalism.
Anytime Plan-Adaptation Approach
The underlying idea of our overall proposal is to execute and
monitor a plan P = 〈V, SI , SG ,O,M〉. If any discrepancy
between the expected and observed context appears during
execution3, i.e. reaching an unexpected state because exoge-
nous events change some static information in the world, or
when an action fails to execute or achieve part of its effects,
it becomes necessary to come up with a fixing mechanism
via repairing or replanning. So, the first issue is to decide
whether plan-repair is more convenient than replanning; and
we need this decision to be simple, effective and timely fash-
ion. The basic idea for repairing is to build a bridge, to be
used as a prefix of the original plan, that connects the ob-
served (real) state to one of the states of the original plan
3Although it is also possible to have discrepancies in the prob-
lem goals, i.e. when new goals appear and others disappear, we
are using an on-line execution+monitoring+fixing approach. This
means that we focus on the discrepancies between the expected
state and the real one, which may entail solving preconditions for
actions that need to be executed immediately or in the short-term,
but not in the end of the plan.
Figure 2: The three stages of our approach
in order to reuse its remaining actions. Loosely speaking,
we transform the information about the observed state and
the connection state of the original plan as the desired initial
state and goals, respectively, into a new planning problem
P ′ that can be solved by any planner, and does not require
to implement an ad-hoc adapting module or special flaw-
fixing technique. This way, we convert this fixing problem
into a new, and probably much smaller and simpler, planning
problem. On the other hand, if the decision-support module
decides to replan we simply substitute the initial state of the
original planning problem for the observed state and solve it
again. The schema for our plan fixing approach consists of
three stages, as depicted in Figure 2, and described next.
1. Preprocessing Stage. Creating the Multi-valued
Planning Problem and Structures
As planning domains are usually encoded in a PDDL stan-
dard format without a clear definition of variables4, we use a
preprocessing phase to translate this encoding into a multi-
valued state variables formalism. The input is a classical
PDDL domain+problem, whereas the output is a collection
of files that represent a multi-valued planning problem as
specified in Definition 1. As a second preprocessing phase,
we have a knowledge compilation module that builds one
DTG per each of the multi-valued state variable of the prob-
lem, and compiles the ways in which it may change its
value through action application. In this stage we use the
4In PDDL it is common to have a huge number of binary
propositions such as (at truck1 city1), (at truck1
city2),...(at truck1 cityn)with a {true, false}
domain, rather than a general variable that subsumes all these
propositions, such as (location truck1) with a {city1,
city2,...cityn} domain.
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translate and preprocess tools of LAMA5.
2. Plan Fixing Stage
Once the plan is executed and a discrepancy is found by the
monitoring module, the plan fixing stage really begins. Intu-
itively we expect to reuse an important amount of the orig-
inal plan, thus minimising the adaptation process. But in
some cases replanning may show more reasonable, particu-
larly in those cases where the discrepancies are significant
and the plan has been seriously damaged. In other words,
we do not want to achieve stability at any price, which may
lead us to a plan significantly worse in terms of the problem
metric, but to a balanced solution. Consequently, we first
need to assess whether repair seems to be more promising
than replanning from scratch.
Decision-Support Module. In this module, we start with
the translation of the remaining, unexecuted original plan
Π into a linear sequence of states as meant in Definition 4.
More formally, Π = {Si, . . . Sj , . . . Sn} with Si equals to
the expected state and SG ⊆ Sn. Thus, from now on we
work with an enumeration of states rather than on a more
complex structure of actions in a sequential or parallel order.
We successively generate regressed goal states as shown
in Algorithm 1. As indicated in Definition 5, holding a re-
gressing goal state means that the remaining plan is exe-
cutable. This is very important, as it allows us to focus on
the satisfaction of a regressed goal state and ignore the sub-
sequent part of the plan. In particular, if we focus on satisfy-
ing the last goal state, GSn, from the current observed state
we are actually doing replanning (nothing from the original
plan is reused). On the contrary, if we focus on satisfying
the first goal state, GSi, we are reusing the entire original
plan and we are in the most extreme situation for repairing;
we try to create a bridge from the observed state to the goal
stateGSi and resume the original plan. Clearly this does not
always lead to the best solution but, intuitively, it leads to the
most stable, i.e. conservative, adaptation approach. Consid-
ering this, if we estimate and evaluate the cost of a plan for
each of these two situations we will be able to opt for a fixing
mechanism oriented to either replanning or repairing.
For simplicity matters, each plan is splitted into two sub-
plans to be concatenated: i) a head, {Si..Sj}; and ii) a tail,
{Sj ..Sn}. Head is created with the actions that are executed
from Si to the intermediate state Sj and tail with the actions
executed from Sj to Sn. Let us assume that S′I is the cur-
rent observed state (the new initial state) that diverges from
the predicted state. The decision-support module estimates
two new plans to solve these discrepancies on the basis of
the original plan Π. The former, Πreplan, is calculated from
S′I to GSn. Obviously, tail(Πreplan)=∅, because there are
no actions in the plan beyond Sn, and head(Πreplan) is un-
known and needs to be calculated. The latter, Πrepair, is
calculated from S′I to GSi; tail(Πrepair)=Π, as the whole
remaining plan is reused, thus maximising the plan stabil-
ity, whereas head(Πrepair) is also unknown and needs to
5We thank S. Richter, M. Westphal and M. Helmert for provid-
ing us with tools, as separated programs, of their LAMA planning
system (Helmert 2006; Richter and M. 2008).
1: Input: Π = {Si, . . . Sj , . . . Sn}, its actions and SG
2: Output: the sequence of (regressed) goal states for Π,
{GSi, . . . GSj , . . . GSn}
3: GSn ← SG //note that Si represents the expected state
4: GSr ← ∅,∀r : i..n− 1
5: r← n //init the regression counter
6: while r > i do
7: for all goal g ∈ GSr do
8: if ∃ action a that supports g in GSr then
9: t← time when a starts
10: GSt ← GSt∪ pre(a)
11: else
12: GSr−1 ← GSr−1 ∪ {g}
13: r← r− 1
Algorithm 1: Generating the goal states for a given plan
be calculated. In both cases, head needs to be calculated
before evaluating which plan is the best one. One plan
is the best when its cost(head)+cost(tail) is the best. The
cost is calculated according to the problem metric As usu-
ally done in heuristics, we assess the plan cost in terms
of a real cost (for tail) and an estimate (for head). More
particularly, Cost(Πreplan) = Cost(S′I ..GSn) + 0 and
Cost(Πrepair) = Cost(S′I ..GSi) + Cost(tail(Πrepair).
The function Cost(init state..goal state) is calculated ap-
plying Dijkstra’s algorithm, and in our case it represents the
cost between an initial and a goal state. It simply consists
in finding and storing the best-path, as a sequence of ac-
tions that will form the plan, between two nodes (values of
a variable) in a DTG. We use Dijkstra’s algorithm not only
to estimate the cost, but also to estimate a plan for the head.
More particularly, given an initial state i s(V) = {〈var1 =
init val1〉, 〈var2 = init val2〉, . . . 〈varn = init valn〉}
and a goal state as a partial variable assignment g s(V) =
{〈var1 = goal val1〉, 〈var2 = goal val2〉, . . . 〈vari =
goal vali〉}, we define:
Cost(i s, g s) =
∑
∀vari∈g s(V)
best dist(init vali, goal vali),
where best dist is calculated in each DTG(vari). This is
a heuristic estimate because the cost is calculated for each
variable in an independent way; that is, it does not take
into account positive or negative interactions among vari-
ables and the actions application. It is, therefore, possible
to have an action that changes two different variables at the
same time, which in some cases it means to have it counted
twice (over-estimate) but in others it would require more ac-
tions to reassign the original value of the second variable
(under-estimate). Also the variables are processed according
to their causal dependency order, as defined in the acyclic
causal graph of Definition 3. In particular, variables with no
predecessors are selected first, and so on. For example, if a
package can be moved by means of a truck, the package’s lo-
cation variable depends on the truck’s location variable and
the latter is studied first.
On the other hand, Cost(sub-plan) returns the real
cost of the actions in the sub-plan in terms of the prob-
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lem metric. Cost(tail(Πreplan)) is always zero and
Cost(tail(Πrepair)) is calculated from the actions in tail.
Given the two estimated plans Πreplan and Πrepair, the
decision-support module applies Algorithm 2 to choose the
most adequate one. The first criterion is based on the metric
cost and it can be conclusive if the difference in the cost is
big enough (in our experiments we use α = 0.05). Other-
wise, we use a second criterion based on stability that checks
each plan with the original one and selects the one that max-
imises the stability. Lower values of α make the function
more metric-oriented, whereas higher values make it more
stability-concerned.
1: Input: Πreplan and Πrepair
2: Output: the plan to be used for fixing the discrepancies
3: if |Cost(Πreplan) − Cost(Πrepair)| ≤ α ∗
Cost(Πrepair) then
4: return arg. max(Stab(Πreplan), Stab(Πrepair))
5: else
6: return arg. min(Cost(Πreplan), Cost(Πrepair))
Algorithm 2: Decision-support function: replanning vs. re-
pair
The function Stab(Πr) is calculated as a relative percent-
age of stability in comparison to the original plan Π as:
Stab(Πr) =
number actions of Πr ∈ Π
number actions of Πr
In many cases the actions in Πreplan also appeared
in Π, but the numerator of this fraction is usually
higher for Πrepair than for Πreplan —note that at least,
tail(Πrepair)=Π. If Stab(Πreplan) = Stab(Πrepair) we re-
turn the plan with the max number of actions in Π.
If the decision-support module opts for replanning, the
flow continues with the third stage and with a planner to
really solve the replanning problem (see the entire cycle in
Figure 2). If the decision is to repair we also continue with
the third stage to solve the repairing problem, but if there is
available time an anytime module tries to find a better goal
state that could lead to a better Π′repair and, eventually, to a
better solution.
Finding a Better Goal State for Repairing. An Any-
time Approach. If the decision-support module has de-
cided that repairing seems the most reasonable option, it is
possible that the first goal state, GSi in Π, is not the most
adequate one to do the repairing operation. In other words,
given a sequence of goal states {GSi, . . . GSj , . . . GSn}
generated by Algorithm 1, the easiest way to reuse/adapt
the original plan is to create a bridge to GSi, which actu-
ally entails the biggest tail. But perhaps this is not the most
efficient way, and a goal state GSj could lead to a better so-
lution —undoubtedly it would reuse fewer actions in tail but
the head may be of better quality. Clearly, the evaluation of
all the goal states is prohibitive for a decision-support mod-
ule that must provide an efficient answer in a real-execution
environment, but in those cases where there is available time
an anytime approach can find a better way of adapting the
plan. And the more time we have, the better the solution
will likely to be.
The way to deal with this anytime approach is a simple
generalisation of the idea used in the decision-support mod-
ule to evaluate goal states. Instead of using simply GSi, we
now progressively analyse GSi+1, GSi+2 and so on, and
check whether a goal state is heuristically better than GSi.
We start from GSi+1 because we expect to reuse the orig-
inal plan as much as possible, that is, we are again highly
stability-concerned. Actually, we do not expect to explore
too many levels, and rarely reach levels close to GSn as
they would be nearly like doing replanning. This process
proceeds as indicated in Algorithm 3. The most interesting
issue in the algorithm is the use of a block-size in steps 6–7
that focuses on the best Πrepair(GSj) —plan repair that is
generated for the goal state GSj—, thus reducing the num-
ber of calls to the third stage in step 9. But in our experi-
ments block-size=1 provides good enough results without a
significant overhead.
1: Input: best Πrepair, block-size, and index of the last
GS explored
2: Output: Πrepair that improves best Πrepair
3: best Πrep ← best Πrepair
4: r← index of the last GS explored
5: while ∃ available time do
6: best Πrep ← arg. min(Cost(Πrepair(GSj)),
Cost(best Πrep)),∀j ∈ [r, r+block-size]
7: r← r+block-size
8: if best Πrep improves best Πrepair then
9: return best Πrep //to invoke the third stage
Algorithm 3: Anytime approach to improve the repairing
process
3. Translation Stage. Generating the New Planning
Problem
After the second stage has decided whether replan or re-
pair, the third stage compiles all the necessary information
to generate a new planning problem to be solved by a given
planner. Let us assume that the original planning problem
is P = 〈V, SI , SG ,O,M〉. The problem to be generated in
this stage replaces the original initial state by a new initial
state S′I with the observed state. The problem goals are dif-
ferent depending on the option to be done. If we are doing
replanning the goals do not change, i.e. they areGSn = SG .
If we are doing repairing the goals represent the best goal
state, GS1 in the first iteration but others GSj if we perform
the anytime approach explained in Algorithm 3. Typically,
these new goals are usually simpler than SG . Note that the
original goals in SG will be really achieved after concate-
nating the new plan and the calculated tail. In any case, the
variables, operators and problem metric remain the same.
Experimental Results
A complete evaluation of our approach would entail a
real on-line scenario for execution+monitoring+fixing but,
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in order to check its validity in a large number of situa-
tions, we use four domains of the last IPCs (driverlog,
elevators, logistics and rovers) to simulate this.
In our experiments, input plans were generated by LPG, but
we use LAMA as the planner to solve the problems gener-
ated in the third stage. As pointed in (Fox et al. 2006),
we use different planners to avoid interactions that may ap-
pear by using the same planning strategy when creating the
original plan and fixing the flaws. We have also tested in-
put plans given by other planners (see below), but they are
not shown here due to the lack of space. Flaws are gener-
ated by randomly executing up to five (noisy) actions of the
domain, similarly to (Gerevini and Serina 2010), which pro-
duce discrepancies w.r.t. the expected state. In order to eval-
uate the anytime approach, we set a 20 s limit in which our
approach makes a decision between replanning or repairing,
returns the first solution and improves it, if possible. We use
plan cost as the metric to be minimised, being action costs
randomly generated. All tests were run on a Debian Linux
computer with a 2.40GHz Intel Core Duo and 3Gb of RAM.
Figure 3 shows the quality of our solutions in terms of
problem metric and stability. We depict the solution found
by the replanning option in order to compare it with the first
and best solution provided by our approach. As can be seen,
the metric of the first solution is usually better than replan-
ning, although in a few cases the replanning option also re-
turns good results. Clearly, the best solution is better than
the first solution, but in many cases (elevators and logis-
tics) the quality cannot be improved within the given time
limit, which gives us an overall idea of the good quality
of the first solution. The differences are more remarkable
w.r.t. the stability, where the first solution always returns a
highly stable plan. On the contrary, the best solution is usu-
ally less stable than the first solution (sometimes finding a
better quality plan has a negative impact on stability), but in
94% of problems it is still better than replanning.
Figure 4 shows the results for the runtime. The differ-
ences here are minimal, and finding the first solution is not
usually much faster than replanning, though these differ-
ences increase in bigger problems. To date our interest has
not focussed on code optimisation and we are aware of an
important bottleneck in the implementation of the cost func-
tions used in the second stage. After dealing with this issue,
we expect to enhance the results in the runtime. To sum up,
Table 1 gives us an idea about the average times spent in our
approach to take a decision and find the solution within the
time limit. Again, these values are very reasonable, but in
the driverlog domain they are worse because the time taken
by the last problems have an adverse effect on the average.
Finally, although not shown in these experiments for lack
of space, if we use input plans provided by other planners the
results are very similar: our approach is significantly better
than replanning in terms of problem metric and stability, but
not as good in the runtime. However, these differences are
less significant when we use the same planner for the in-
put plan and for fixing the flaws. In particular, if we use
LAMA in both cases the differences between replanning and
repairing are scarce, which points to a more difficult way
to improve the quality of the plan by using the same plan-
Domain Dec-support 1st soln. Best soln.
driverlog 2.71 (15/4) 2.85 3.52
elevators 0.37 (18/2) 0.48 0.48
logistics 0.49 (16/4) 0.61 0.63
rovers 0.91 (16/4) 1.01 1.08
Table 1: Summary results. Average running times (per do-
main) taken by the decision-support, the first and the best
solution found in the 20 s limit. Values x/y represent the
number of times that the decision-support opts for repair-
ing/replanning in each domain
ning strategy. Although our approach is open to different
planners after the third stage, we still have some problems
in the generation of the new PDDL codification. The reason
for this is that the necessary static information encoded in
PDDL problems is missing because it has been removed in
our preprocessing stage. We are now working to overcome
this subtle limitation in our implementation and thus testing
our approach in a wider range of planners.
Discussion and Conclusion
The main strength of our fixing approach is twofold. First,
it provides a simple but effective decision-support module
to choose between replanning or repairing the plan. This
method is quite flexible and takes into consideration both
metric and stability criteria. It is also very useful because in
some cases it opts for replanning from scratch, as it seems
to lead to a better quality plan than repairing. Second, when
repairing is the selected option, rather than developing new
methods and techniques for flaw-repairing, which are usu-
ally solver-dependent, we convert the new problem into a
simpler (and smaller) one that creates a bridge between the
observed state and the last portion of the remaining plan.
Hence, we tackle plan-adaptation as an extension of plan-
ning. Essentially, we create a problem that can be solved
by any planner, thus being solver-independent, and usually
involves a plan containing just a few actions. After this,
the whole final part of the plan —literally, the plan tail—
is reused. Additionally, the anytime approach allows us
to search other options for repairing by finding better goal
states to improve the quality of the solution.
Up to now, our approach addresses discrepancies only in
the current state of execution, but discrepancies may also
arise in the problem goals and actions with preconditions
that are no longer reachable. If the discrepancies in the prob-
lem goals mean fewer goals, our approach can be used as
is. But, if the domain needs to be changed or new problem
goals are required our approach may not be valid, which is a
limitation. The idea of reusing a portion of an original plan
as the tail of a new one may turn out invalid if a reused ac-
tion affects negatively to one of the new goals. Although our
approach cannot be directly used here, the underlying idea
remains valid. Instead of splitting our plan only into two
sub-plans (head+tail), and find one regressed goal state, we
need to work with more goal states and split the plan into
more fragments. This is part of our current line of research.
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Figure 3: Problem metric (1st column) and stability (2nd column) results for the driverlog, elevators, logistics
and rovers domains, respectively
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Figure 4: Runtime results for the driverlog, elevators, logistics and rovers domains, respectively
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Introduction
Planning as propositional satisfiability (SAT) is a powerful
approach for computing optimal plans in terms of Graph-
plan plan length. SatPlan (Kautz and Selman 1992) is one
of the most popular and efficient planning system adopting
this approach. First, it computes a lower bound k of the
optimal plan length. Then, using k as the planning hori-
zon, i.e., a fixed time step after which actions cannot be exe-
cuted, it translates the planning problem into a SAT problem
Π, which is then solved by an existing SAT solver. If Π is
satisfiable, then the assignment to propositional fluents sat-
isfying the SAT problem is translated into a plan of actions
that is a solution of the original planning problem. Other-
wise (Π is unsatisfiable), the process is repeated using an
increased value of k. A critical weakness of the approach is
that often the initial value of k is much less than the optimal
plan length, and hence many unsolvable SAT problems can
be generated and processed.
The performance of a planning system is typically af-
fected by the structure of the search space, which depends on
the considered planning domain. In many domains, the plan-
ning performance can be improved by deriving and exploit-
ing some knowledge about the domain structure that is not
explicitly encoded in the input domain formalization. Well
known examples of such knowledge are macro actions (e.g.,
(Botea et al. 2005; Newton et al. 2007)). A macro-action is
a sequence of domain actions that can be planned at one time
like a single action. Using macro-actions the planning pro-
cess is often faster, but the length of the computed solution
plan can be worse than optimal.
In this paper, we propose a SAT-based optimal planner,
called MacroSatPlan, which exploits two types of knowl-
edge learned for a given domain to speedup the SAT solving:
(i) a predictive model based on some problem features esti-
mating the optimal plan length, and (ii) useful sets of learned
macro-actions.
A preliminary experimental analysis shows that the
learned knowledge is useful for speeding up the computa-
tion of the optimal solution of the planning problem.
Architecture of MacroSatPlan
The architecture of MacroSatPlan, sketched in Figure 2,
consists of three main modules, briefly described below.
Solution plan
Domain and
test problemtraining probs
Domain and
Learning
Pre-processing
Macros
Satisfiable or
Planning
UnsatisfiableSAT Encoding pir
Plan length
pio pir
MiniSAT modified to handle macro actions
Macro-FF SatPlan WEKA FF
FFSAT encoder
Figure 1: A sketch of MacroSatPlan’s architecture. pio and
pir indicate an optimal plan and a relaxed plan, respectively.
Learning module. This module consists of four main com-
ponents: the 2006 version of SatPlan (Kautz, Selman, and
Hoffmann 2006), a modified version of planner FF (Hoff-
mann and Nebel 2001), Macro-FF (Botea et al. 2005), and
the machine learning toolWEKA (Witten and Frank 2005).
FF is a forward search planner which exploits GraphPlan
for computing a relaxed plan pi achieving the problem goals
from the successor states. The number of actions in pi is an
estimate of the distance from the successor states to the goal
states. We use a revised version of FF that only computes
the length of the relaxed plan derived from the initial state
of the planning problem, without computing a solution for it.
WEKA is a well-known tool for learning predictive mod-
els. Given a set of training problems for domain D, WEKA
is used to identify a predictive model of the optimal plan
length for a given problem in domain D from (i) the length
of the optimal plan computed by SatPlan, (ii) some pre-
identified features of the planning problem, and (iii) the
length of the relaxed plan computed by FF. The optimal
plan length predicted byWEKA is subsequently used by the
SAT encoder of the planning problem as the initial value
of the planning horizon. It is important to note that, differ-
ently from SatPlan, in our approach the initial horizon can
be higher than the optimal plan length.
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Macro-FF (Botea et al. 2005) is a planning system com-
puting macro-actions and using them for solving planning
problems. The method implemented into theMacro-FF sys-
tem computes the macros by analyzing the solutions of a set
of training problem instances, so that the macros that appear
frequently and that reduce the required search effort signifi-
cantly are preferred. The computed macros are subsequently
used by a modified version of SAT-solverMiniSAT (Eèn and
Sörensson 2003) during the planning phase.
Preprocessing module. This module consists of two exist-
ing systems: the modified version of FF and the SAT en-
coder used by SatPlan to compile a planning problem into a
SAT-problem.
The compilation of the original planning problem (with-
out macros) is done using as horizon the predicted plan
length value. It is important to note that if the domain
defining the input planning problem were extended with the
macro-actions computed by the learning module, the plan
derived from the solution of the SAT solver could be sub-
optimal.
The input of the planning module includes the SAT en-
coding, together with the computed macro-actions and the
relaxed plan computed by FF for achieving the goals from
the initial state of the planning problem.
Planning module. This module consists of a variant of
MiniSAT that can exploit the macro-actions computed by
the learning module to guide the search during SAT solving.
At each search step, the original version of MiniSAT se-
lects an unassigned variable, and sets it to the false value.
Then, this decision is in turn propagated by unit propagation.
As soon as a clause becomes unary under the current assign-
ment, the remaining literal in the clause is set to true and
this decision is propagated, possibly reducing other clauses
to unary clauses. The propagation process continues until no
more information can be propagated. If a conflict is encoun-
tered (all literals of a clause are false), a “conflict clause”
is constructed and added to the SAT problem. The deci-
sions made are retracted by backtracking until the conflict
clause becomes unary; this unary clause is propagated, and
the search process continues.
The modified version of MiniSAT assigns true to the se-
lected variable, instead of false, preferring unassigned vari-
ables belonging to the most promising macro-actions. These
are macro actions involving actions in the relaxed plan pre-
viously computed by FF. Ties are broken using some sec-
ondary criteria, such as the ratio between the number of vari-
ables with true value and the size of the macro, and the time
step of the first action forming the macro.
If the SAT encoding of the planning problem with pre-
dicted horizon t is initially solvable, the process is repeated
with horizon t−1, and so on, until a horizon q < t for which
the SAT encoding is unsolvable has been identified. Other-
wise, the process is repeated with an increased value of t,
and it terminates when a solvable SAT encoding is gener-
ated. The optimal solution is derived from the last computed
assignment satisfying the SAT problem.
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Figure 2: CPU times of SatPlan andMacroSatPlan for find-
ing an optimal solution and proving its optimality for do-
main Ferry. On the x-axis, we have the problem names
simplified by numbers; on the y-axis, the CPU times (loga-
rithmic scale).
Preliminary Experimental results
Figure 2 shows the CPU time required by MacroSatPlan
to find the optimal solution and proving its optimality after
having found it with respect to the time required by SatPlan,
using 30 instances of domain Ferry. Concerning find-
ing and proving optimal solutions,MacroSatPlan is slightly
faster than SatPlan. On the other hand, the CPU time used
to generate the optimal solution (without proving its opti-
mality) is much better than the CPU time of SatPlan.
Conclusions and Future Work
We have briefly described MacroSatPlan, a planner based
on the propositional satisfiability approach using macro-
actions and learned horizons. A preliminary experimen-
tal study shows that the learned knowledge can be useful
for generating optimal solutions much more quickly than
SatPlan. Future work includes additional experiments about
the relative impact of the macro-actions and the predictive
model of the optimal plan length on the performance of
the planning system, and the integration of Wizard (New-
ton et al. 2007) as an alternative system for learning macro-
actions.
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Abstract 
Many planning algorithms require domain constraints, 
axioms, or invariants as a part of the domain model. This 
paper presents the Domain Invariant Extraction Technique 
(DIET) for identifying binary invariants systematically from 
an object-relationship domain model. The technique can be 
driven by an oracle (the real-world domain or a domain 
expert) or traces (from instructors, planners, or control 
system execution). It has been implemented as part of a 
larger system for inducing planning operators, and used for 
eight domains. The paper describes the object-relationship-
invariant ontology and the technique itself, giving examples 
of its use and identifying potential applications. Evidence is 
given to show that DIET should be extendible to the object-
attribute-value ontology. Further work to be done includes 
extending DIET to higher-arity invariants. 
 Background  
Many planning systems make use of domain constraints, 
axioms, invariants, or exclusion relations, e.g. Stefik 
(1981), Fox (1983), Chapman (1987), Drummond (1987), 
Dean, Firby & Miller (1988), Drummond & Currie (1989), 
Tenenburg (1991), Bresina, Drummond & Kedar (1993), 
Grant (1995), Blum & Furst (1997), McCluskey & 
Porteous (1997), Zhang & Foo (1997), Gerevini & 
Schubert (1998), Kautz & Selman (1998), Fox & Long 
(1998), Rintanen (2000), Lin (2004), Mukherji & Schubert 
(2005), and Kuter, Levine, Green, Rebguns, Spears & 
DeJong (2007). Georgeff (1987, p.367) emphasized the 
role of constraints when he defined plan generation – 
which he terms plan synthesis – as follows: 
Plan synthesis concerns the construction of some plan 
of action for one or more agents to achieve some 
specified goal or goals, given the constraints of the 
world in which those agents are operating. 
 In the literature a variety of terms is used for domain 
constraints. Drummond & Currie (1989) called them 
“invariants”. Bresina et al (1993) apparently used “domain 
constraints” and “behavioural constraints” interchangeably. 
Tenenberg (1991) employed “static axioms” to ensure that 
only valid state descriptions (which he called “legal 
situations”) were used in plan generation. 
 We shall use constraints as the generic term, and 
invariants to mean constraints that must remain true 
throughout the execution of a plan from initial to goal state 
for the plan to be valid1. Constraints may apply to states 
(e.g. McCluskey & Porteous, 1997; Fox & Long, 1998; 
Rintanen, 2000), to actions (e.g. Stefik, 1981; Chapman, 
1987; Dean et al, 1988), or – as in GraphPlan (Blum & 
Furst, 1997) - to both states and actions. In the database 
literature (e.g. Nijssen & Halpin, 1989), constraints are 
also known as validation rules and invariants are known as 
static constraints. Not all constraints can be depicted in 
graphical conceptual schemata, but may have to be 
represented as logical formulae, tables, or graphs. 
 Constraint satisfaction approaches predominate in the 
scheduling literature. In planning, constraints may be used 
to speed up plan generation, to extract optimal parallel 
plans, or to convert a planning problem into a satisfiability 
equivalent (e.g. Refanides & Sekallarion, 2009). 
Constraints may be provided by knowledge engineers or 
domain experts. Several researchers have developed 
algorithms for discovering or synthesizing constraints. 
Most synthesize constraints from planning operators (e.g. 
Rintanen, 2000), some from state descriptions (e.g. Lin, 
2004; Mukherji & Schubert, 2005), and others (e.g. 
Gerevini & Schubert, 1998) from both the operator-set and 
the initial state. 
 By contrast, in our research we are interested in 
extracting domain invariants from a design specification of 
the domain expressed in terms of the objects or entities to 
be found in the domain together with the relationships 
between them. In many applications (e.g. those that are 
safety critical), it is important that the extraction process is 
systematic, i.e. the complete set of invariants is extracted 
                                                 
1
 Some authors (e.g. Rintanen, 2000) define invariants as 
facts that hold in all states that are reachable from an initial 
state by the application of a number of operators. This 
assumes that the initial state is valid. For example, if an 
object is defined as being in two locations simultaneously 
in the initial state, then subsequent actions and states may 
well be invalid, resulting in an impossible world (Nijssen 
& Halpin, 1989). 
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from the available information. We draw on insights from 
the database and object-oriented design literature. 
 A justification for our approach is that domain modellers 
may not have access to information about the domain’s 
behaviour, i.e. information on domain states and actions. 
Firstly, the domain may not yet exist in the real world. For 
example, designers of an oil refinery will want to be sure 
before construction starts that it will operate effectively 
without violating safety constraints. Secondly, it may be 
difficult to obtain perfect information about an existing, 
real-world domain. The difficulty may be deliberate or a 
matter of practicality. For example, the designers of a new 
luxury car will want to deny information about its 
capabilities reaching unauthorised recipients, such as 
competitors or journalists. They may want to deliberately 
disguise their new product so that competitors will gain a 
false (or at least incomplete) impression of its capabilities. 
Practical difficulties in obtaining perfect information about 
a real-world domain can be time, space, resource, cultural, 
or other limitations and barriers. 
 This paper presents the Domain Invariant Extraction 
Technique (DIET) for identifying invariants systematically 
from an object-relationship domain model. DIET can be 
driven by an oracle, such as a domain expert or 
observations of a real-world domain, or by extracting the 
needed information from traces obtained from an 
instructor, a planner, or control system execution. Our 
contribution is two-fold: 
(1) We add a fourth usage of constraints: to aid in the 
specification or synthesis of a domain model. 
(2) DIET derives invariants from the domain objects 
and their inter-relationships. 
 The following sections summarize the object-
relationship-invariant ontology and its basis in the 
literature, describe how a domain is represented using this 
ontology, detail DIET and illustrate its use, outline possible 
applications, draw conclusions, and outline further work to 
be done. The blocks world is used for illustration. 
Ontology 
The representation used in DIET is based on the entity-
relationship-constraint ontology from the database 
literature, extended using object-oriented concepts. 
Domains are represented using an extension of Chen’s 
(1976) Entity-Relationship Model (ERM) in which Chen’s 
entity-sets and entities are regarded as object-classes and -
instances, respectively. In the blocks world, for example, 
the domain model might identify Hand, Block, and 
Table object-classes, with block1, block2, and 
block3 as instances of the Block class. 
 In ERM, relationships are directed, with each 
relationship linking a pair of objects (-classes/-instances). 
Hence, relationships are binary. In object-oriented terms, 
they represent instance relationships that can be true at one 
point in time and false at another. For example, if hand1 
is holding block2 at a particular moment, then the 
holding relationship linking the hand1 object to the 
block2 object is true. When hand1 puts block2 down 
or stacks it on another block, then the holding 
relationship between them becomes false. If hand1 then 
picks up block3, then the holding relationship 
between hand1 and block3 becomes true. Figure 1 
depicts the Nilssen (1980) blocks world in the ERM 
graphical notation. 
 In Chen’s (1976) ERM notation, relationships can have 
cardinality constraints, so that a relationship can be one-to-
one, one-to-many, many-to-one, or many-to-many. In the 
traditional blocks world (e.g. as described by Nilsson, 
1980), a hand can only hold one block at a time, and a 
block can only be held by one hand at a time. Hence, the 
holding relationship would be one (hand)-to-one 
(block). Figure 1 depicts the cardinality constraints as “1” 
and “M” (for many) at the ends of the relationships. 
 Changing the constraints changes the domain’s 
behaviour. For example, if the holding relationship was 
changed to become one-to-many, then the domain’s 
behaviour would change in that a hand could pick up a 
stack of blocks in a single action. The resulting domain 
would no longer be the traditional blocks world, but a 
variant of it. 
 A cardinality constraint is essentially a constraint 
between two instances of the same relationship-class. In 
most domains, there can also be constraints between 
instances from different relationship-classes. For example, 
in the blocks world the moment that a hand picks up a 
block from the table the holding relationship between 
the hand and block becomes true and the onTable 
relationship between block and table becomes false. The 
holding relationship and the onTable relationship are 
mutually excluded if they share the same block. The ERM 
notation is unable to depict mutual exclusion between 
different relationships. DIET implements Nijssen and 
Halpin’s (1989) uniqueness (cardinality), entity type, 
equality, exclusion, and join constraints, but not nesting or 
subset constraints. 
Figure 1.   ERM for traditional blocks world. 
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Representation 
DIET takes as input a list of domain objects and a list of 
binary, inter-object relationships. Objects and relationships 
are typed. Following object-oriented design practice, we 
term types (a.k.a. sorts) as classes. 
 In our notation, classes are denoted by an initial capital 
letter (e.g. Hand), and instances by an initial lower-case 
letter and appended number (e.g. hand12). Variables are 
given the same notation as instances, prefixed with “?” 
(e.g. ?hand7). Thus, Nijssen and Halpin’s (1989) typing 
constraints are implemented implicitly. 
 Relationships are represented as a list, e.g. [holding 
?hand1 ?block1]. In our ontology, relationships are 
binary, relating two object-instances or –variables to one 
another. 
 State is represented as a list of one or more relationships. 
If the relationships contain only object-instances, then the 
state is literal. For example, [[holding hand1 
block1] [onTable block2 table1]] could 
represent (part of) a state of a (blocks world) domain, e.g. 
describing an initial or intermediate state. If one or more of 
the relationships in the state contain variables, then the 
state is abstract. For example, [[holding ?hand1 
?block1] [onTable ?block2 ?table1]] 
represents a set of states of the domain, e.g. (part of) a 
goal-state formula. By convention, if the same variable is 
repeated in an abstract state, then it must be instantiated by 
the same instance. Different variables must be instantiated 
by different instances. This convention implements Nijssen 
and Halpin’s (1989) equality constraints. Thus, the abstract 
state [[holding ?hand1 ?block1] [onTable 
?block1 ?table1]] would require the same block-
instance to be both held and on the table simultaneously2. 
By contrast, [[holding ?hand1 ?block1] 
[holding ?hand1 ?block2]] would require 
different block-instances when instantiating the variables 
?block1 and ?block2. 
 Invariants are represented as an IF-THEN rule, e.g. 
INVALID if [[holding ?hand1 ?block1] 
[onTable ?block1 ?table1]]. Notice that the 
IF-part is a binary abstract state and the THEN-part is 
always the special symbol INVALID. A special case 
would be the unary invariant 
INVALID if [[on ?block1 ?block1]] 
which can be regarded as a short form for 
INVALID if [[on ?block1 ?block1] [on 
?block1 ?block1]]. Invariants implement Nijssen 
and Halpin’s (1989) uniqueness (cardinality), exclusion, 
and join constraints. Two invariants are needed to express 
a 1-to-1 cardinality constraint. 
                                                 
2
 This would not be possible in the traditional blocks 
world. We deliberately include this example to show that 
our representation can also model non-traditional variants. 
Domain Invariant Extraction Technique 
Our technique has the following three steps: 
• Step (1): Form all pairs of the relationship-classes that 
have at least one object-class in common. This includes 
pairing a relationship-class with itself. 
• Step (2): Create a potential invariant for each 
relationship-pair, rewriting variables where necessary 
for the object-instances or –variables that are not in 
common. 
• Step (3): Consult an oracle or set of traces to discover 
whether the potential invariant is applicable or not in the 
domain model. 
 We illustrate DIET using the traditional blocks world as 
described by Nilsson (1980). Nilsson’s blocks world 
consists of a single robot hand, three blocks, and a single 
table. In modelling this domain, we identify three object-
classes: Hand, Block, and Table. The corresponding 
instances are hand1, block1, block2, block3, and 
table1. 
 In Nilsson’s (1980) description of the blocks world, 
holding is a relationship between the hand and one of 
the blocks. When the hand holds no block, it is described 
as being handempty. When a block is on the table, they 
are related by the onTable relationship. When one block 
is stacked on another, they are related by on. A block that 
has no block on top of it is described as being clear. 
 We represent Nilsson’s (1980) holding relationship 
by [holding hand1 ?block1]. If hand1 is 
handempty, then ?block1 is instantiated to NIL, i.e. a 
special symbol representing the null object. The onTable 
relationship is represented by [onTable ?block1 
table1]. The on relationship is represented as [on 
?block1 ?block2], where ?block1 could be 
instantiated to NIL to model that the object instantiating 
?block2 is clear. 
 Applying Step (1) to the Nilsson (1980) blocks world, 
we find that the following pairs of relationship-classes 
have the Block object-class in common: 
1. [holding hand1 ?block1] and itself, with 
?block1 in common. 
2. [holding hand1 ?block1] and [onTable 
?block1 table1], with ?block1 in 
common. 
3. [holding hand1 ?block1] and [on 
?block1 ?block2], with ?block1 in 
common. 
4. [holding hand1 ?block1] and [on 
?block1 ?block2], with ?block1 in the 
holding relationship matched to ?block2 in 
the on relationship because they have the Block 
object-class in common. 
5. [on ?block1 ?block2] and itself, with 
?block1 in common. 
6. [on ?block1 ?block2] and itself, with 
?block2 in common. 
7. [on ?block1 ?block2] and itself, with 
?block1 in the first on relationship matched to 
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?block2 in the second on relationship because 
they have the Block object-class in common. 
8. The special case [on ?block1 ?block2], 
because both ?block1 and ?block2 are 
variables of the common object-class Block. 
9. [onTable ?block1 table1] and [on 
?block1 ?block2], with ?block1 in 
common. 
10. [onTable ?block1 table1] and [on 
?block1 ?block2], with ?block1 in the 
onTable relationship matched to ?block2 in 
the on relationship because they have the Block 
object-class in common. 
11. [onTable ?block1 table1] and itself, 
with ?block1 in common. 
 Applying Step (2), the pairings found in Step (1) would 
result in the corresponding potential invariants: 
1. INVALID if [[holding ?hand1 
?block1] [holding ?hand2 
?block1]]. In essence, this invariant would 
state that no block can be held by multiple hands 
at the same time. 
2. INVALID if [[holding ?hand1 
?block1] [onTable ?block1 
?table1]]. This invariant would state that no 
block can be held and on a table at the same time. 
3. INVALID if [[holding ?hand1 
?block1] [on ?block1 ?block2]]. 
This invariant would state that no block can be 
held and stacked on another block at the same 
time. 
4. INVALID if [[holding ?hand1 
?block1] [on ?block2 ?block1]]. 
This invariant would state that no block can be 
held and have another block on top of it at the 
same time. 
5. INVALID if [[on ?block1 ?block2] 
[on ?block1 ?block3]]. This invariant 
would state that no block can be stacked on 
multiple other blocks at the same time. 
6. INVALID if [[on ?block1 ?block2] 
[on ?block3 ?block2]]. This invariant 
would state that no block can be underneath 
multiple other blocks at the same time. 
7. INVALID if [[on ?block1 ?block2] 
[on ?block3 ?block1]]. This invariant 
would state that no block can be stacked on 
another block and have a third block on top of it at 
the same time. 
8. INVALID if [[on ?block1 ?block1]]. 
This invariant would state that no block can be 
stacked on itself. 
9. INVALID if [[onTable ?block1 
?table1] [on ?block1 ?block2]]. 
This invariant would state that no block can be 
both on the table and stacked on another block at 
the same time. 
10. INVALID if [[onTable ?block1 
?table1] [on ?block2 ?block1]]. 
This invariant would state that no block can be 
both on the table and have another block on top of 
it at the same time. 
11. INVALID if [[onTable ?block1 
?table1] [onTable ?block1 
?table2]]. This invariant would state that no 
block can be on two (or more) tables at the same 
time. 
 Applying Step (3), an oracle – in this case Nilsson 
(1980) – would determine that potential invariants 7 and 10 
are not applicable in the domain3. The output of the 
technique would then be the applicable invariants 1 to 6, 8, 
9, and 11. 
 Experience shows that it is better to output all the 
invariants, marking each invariant as applicable or non-
applicable. This makes it easier to explore the behaviour of 
variants of the domain by simply toggling the applicability 
of the invariants. For example, making invariant 5 as 
inapplicable would yield a variant of the traditional blocks 
world in which arches were allowed. 
 DIET has been implemented as part of a larger system 
for inducing STRIPS planning operators (Grant, 1996). It 
has been successfully tested for eight domains; see Table 1. 
While most are toy domains, the High Performance 
Capillary Electrophoresis (HPCE) domain models a 
standard, real-world laboratory instrument for analysing 
chemical samples (Eckhard, 1992). 
Table 1.   Domains, object- and relationship-classes. 
Domain Objects Relations 
Finger-crossing 1 1 
Piano-playing 2 1 
Tank-farm 2 2 
Blocks world, Genesereth & 
Nilsson (1987) variant 
2 2 
Blocks world, Nilsson (1980) 
variant 
3 3 
Dining philosophers 5 5 
Aircraft scheduling 9 10 
HPCE laboratory instrument 24 18 
 The complexity of DIET is polynomial. Step (1) requires 
that relationship-classes be paired with one another. This 
indicates that the complexity is of the order of the square 
of the number of input relationship-classes. Assuming that, 
in an extreme case, there could be one relationship-class 
for each pair of object-classes, then the worst-case 
complexity would be of the order of the fourth power of 
the number of object-classes. However, object-classes are 
not fully connected by relationships in real domains, as 
Table 1 shows. This benign complexity behaviour makes it 
                                                 
3
 If they were, it would not be permissible to construct 
stacks of blocks in this domain. 
We assume that the oracle does not decide that invariants 1 
and 11 are unnecessary in a single-hand, single-table 
domain. 
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feasible to enumerate invariants exhaustively for real-
world domains, such as HPCE. 
 Note that DIET is limited by the correctness and 
completeness of the input information it is given. If an 
object-class or a relationship is omitted, then DIET will 
output a subset of the domain invariants. If the oracle 
incorrectly marks a potential invariant as applicable or 
inapplicable, then DIET will deliver a set of invariants that 
describe a variant of the domain desired. 
 The example of the Nilsson (1980) blocks world 
illustrates the limitations caused by imperfections in the 
input information. In Nilsson’s blocks world there is just 
one robot hand and one table. DIET has correctly identified 
the invariant that does not allow a block to be held by two 
(or more) robot hands (invariant 1). However, it has not 
identified the corresponding invariant that would disallow 
a hand from holding multiple blocks. Similarly, it has 
identified the invariant that does not allow a block to be on 
two (or more) tables (invariant 11). By symmetry, DIET 
has failed to identify a potential invariant that would 
disallow multiple blocks from being placed on the same 
table. Although the oracle would rule such an invariant as 
non-applicable, DIET should still generate it. Given the 
relationships [holding ?hand1 ?block1](instead 
of [holding hand1 ?block1]) and [onTable 
?block1 ?table1] (instead of [onTable 
?block1 table1]), DIET generates the additional two 
invariants. 
 A major limitation inherent to DIET is that it is currently 
restricted to binary relationships and binary constraints. It 
might seem that this would only affect the more complex 
domains. However, these restrictions are already apparent 
in domains as simple as the blocks world. Intuitively, one 
might expect in the simplest, one-block Nilsson (1980) 
world that there would be just two possible states: either 
the block is on the table or the block is held by the robot 
hand. Testing yielded a third state: one in which the block 
is floating in mid-air, i.e. it is neither held nor resting on 
the table. Inspection showed that there was no invariant 
that modelled the action of gravity, i.e. one that required 
blocks either to be held by a robot hand or to be supported 
by another block or the table. This would need the triple 
invariant INVALID if [[holding NIL ?block1] 
[on ?block1 NIL] [onTable ?block1 NIL]]. 
 Careful thought showed that extending DIET to higher 
arities could lead to an infinite regress. Once triple 
relationships and triple invariants had been mastered, a 
domain would arise in which quadruple relationships and 
invariants were needed, then quintuple relationships and 
invariants, and so on. 
 The solution was sought elsewhere. In the object-
oriented literature there are several types of relationship 
between object-classes. Currently, the technique exploits 
only one of these: instance relationships. Other notable 
object-oriented relationship-types are inheritance and 
aggregation. Research to date has concentrated on 
inheritance. 
 The approach we are working on is to change the way in 
which a domain is modelled by exploiting inheritance so 
that binary relationships and binary invariants suffice. 
Once again, the blocks world will illustrate our line of 
thinking. A clue can be seen in the similarity of the names 
of the on and onTable relationships. In essence, blocks 
and tables share the facility for supporting (stacks of) 
blocks above them. This common facility can be modelled 
by identifying a superclass – called Support, say – from 
which the Block and Table object-classes inherit; see 
Figure 2. The relationships and invariants expressing the 
common facility are linked to this Support superclass. 
By contrast, the difference between blocks and tables is 
that blocks can have other blocks beneath them, but tables 
cannot. The relationships and invariants expressing these 
differences are linked as appropriate either to the Block 
object-class or to the Table object-class. For example, an 
invariant may be applicable to Block but inapplicable to 
Table, as shown in Figure 2 for the cardinality of the on 
relationship. 
 To date, some analysis has been done by hand using 
inheritance to model the Nilsson (1980) blocks world and 
the HPCE domain. The initial results are promising. 
However, a modified version of DIET has yet to be 
formalised and implemented. Moreover, research is needed 
into (1) how to detect the need to change a domain model 
and (2) how best to change the domain model once the 
need for change has been detected. 
Applications 
Potential applications for DIET can be identified by 
considering the nature of its inputs. The outputs are simply 
sets of invariants, possibly marked as being applicable or 
inapplicable. 
 We distinguish two groups of input: (1) domain objects 
and their relationships, and (2) information on the 
applicability of the invariants generated. The first group of 
inputs can be obtained from one or more domain experts, 
from design documentation, or from observations of the 
Figure 2.   ERM for blocks world with inheritance. 
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real-world domain. The experts could be domain designers, 
planners, or instructors who train users in using the 
domain. The best source of information on the second 
group of inputs is the real-world domain itself, if it exists 
and is readily accessible for interrogation. The next-best 
source is likely to be experts who operate or control the 
domain. Planners and instructors may also be useful 
sources if they have had experience of operating or 
controlling the domain. The domain must exist in the real 
world for operators, controllers, planners, and instructors to 
have gained this experience. Designers are unlikely to be 
good sources, because, while they will be fully aware of 
“placard” invariants (e.g. maximum speed for flying with 
the undercarriage down is 273 knots), they will have little 
or no knowledge of operational invariants (e.g. for 
maximum endurance fly at Mach 0.82). 
 Information on the applicability of the invariants could 
also be obtained by extraction from traces of the operation 
of the domain. The trace information must be state-based, 
e.g. obtained by logging data produced by sensors or 
instrumentation attached to or embedded in the domain. If 
the trace includes action-based information (e.g. control 
system or user commands), this cannot be exploited by the 
technique presented in this paper4. 
 Traces have limitations as a source of input information. 
Firstly, for traces to be obtainable at all the domain must 
exist in the real world. It is not possible to obtain traces for 
a domain that is still on the drawing board. Secondly, if we 
ignore operating failures, traces only provide examples of 
valid operating states. These examples can be used to show 
that an invariant hitherto considered applicable should be 
marked inapplicable. However, they cannot be used to 
change the applicability of an invariant from inapplicable 
to applicable. Thirdly, traces tend to be incomplete. It may 
be necessary to wait a long time before all possible valid 
states of the domain are found in the trace information. 
 It might seem obvious that domain experts should be 
able to provide the domain invariants directly, negating the 
need for the technique described in this paper. However, 
there are several reasons for claiming the contrary. Firstly, 
experts’ knowledge is largely situational and based on 
personal experience (Klein, 1998). If they have not 
encountered a particular invariant in the past, then they 
may not be aware of its existence. Secondly, to operate at 
an expert level their knowledge must be predominantly 
tacit (Polanyi, 1966). This means that they can act 
competently using the knowledge, but have great difficulty 
in making the knowledge explicit to pass it on to someone 
else5. Thirdly, experts are apt to leave unstated knowledge 
that they regard as obvious or which “everyone knows”. 
For example, the need to avoid reaching a state in which an 
explosive mixture is present in an oil refinery vessel may 
be so obvious to an expert that it is never mentioned. 
                                                 
4
 Other techniques (e.g. Stefik, 1981; Chapman, 1987) may 
be applicable. 
5
 Knowledge transfer from expert to novice occurs by 
apprenticeship or “sitting by Nellie”. 
Fourthly, experts tend to operate their domain well away 
from invalid states, routinely remaining within a familiar, 
safe subset of the set of all possible valid states. In so 
doing, they avoid encountering many invariants. For all 
these reasons, experts may well be able to describe the 
domain objects and relationships systematically, but not 
the invariants. 
 For DIET to be useful, the following situation must hold 
good: 
• The input source(s) must be unable to provide the 
invariants directly. 
• Information on the applicability of invariants must be 
state-based. 
 Beyond the possible application of DIET for scientific 
purposes within the planning and scheduling community, 
there are other, wider applications that meet these criteria. 
All involve the specification or synthesis of a domain 
model. Examples include: 
• Designing complex systems. 
• Developing plans and operating procedures. 
• Validating command-sequences during operation. 
• Detecting anomalies during operation. 
• Analysing commercial and military intelligence. 
• Preparing examples for teaching purposes. 
 The designer of a complex system will be given some of 
the domain invariants a priori, e.g. the laws of nature and 
the “placard” invariants that the complex system must be 
capable of (i.e. the system specification or requirements). 
Others will emerge as a result of the design process, e.g. as 
the designer makes choices in decomposing the complex 
system into sub-systems and components. While the 
system is still on the drawing board, it may not be obvious 
what additional invariants have emerged as a result of the 
designer’s choices. Moreover, there is no guarantee that the 
as-designed system does indeed achieve the “placard” 
invariants. Most design of complex systems is performed 
using Computer-Aided Design (CAD) software, often 
supporting animation of the system being designed. We 
envisage the technique described in this paper as obtaining 
its inputs from the CAD software, and returning the 
invariants as a way of describing the boundaries of what 
the as-designed system is capable of (its operating 
envelope) for animation purposes. If the operating 
envelope is not what the designer intended, then he/she 
could modify the design accordingly. 
 Developing plans and operating procedures (a.k.a. 
recipes, scripts, checklists) is a laborious process requiring 
expert operational knowledge. The resulting plans and 
procedures must not be invalid, i.e. they must not lead the 
user into taking actions or an action-sequence that will 
attempt to violate domain invariants. However, the 
developer may not have the operational knowledge needed, 
especially if the plan or procedure is for a domain that does 
not yet exist in the real world. DIET could support plan 
generation and procedure development by warning the 
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developer whenever the draft plan or procedure would take 
the domain outside its operating envelope (Grant, 1999). 
 Using DIET for command-sequence validation is 
analogous to its use in developing operating procedures, 
with the difference that it supports the operators or 
controllers of the real-world domain rather than procedure 
developers. This application is already in operational use, 
e.g. at the European Spacecraft Operations Centre (ESOC), 
Darmstadt, Germany, albeit not using DIET. At ESOC, 
when a spacecraft controller intends to upload a command-
sequence for execution by a spacecraft, he/she first 
executes the commands in a (ground-based) spacecraft 
simulator. The simulator incorporates all known invariants 
in the simulated spacecraft systems. The command-
sequence can only be uploaded to the real spacecraft if it 
executes successfully in the simulator without violating 
any invariant. By using DIET, the invariants implemented 
in the spacecraft simulator could be generated 
automatically, rather than manually as at present. 
 Anomaly detection is a variant of command-sequence 
validation, also supporting the operators or controllers of a 
real-world domain. In command-sequence validation, the 
command sequence is executed in a simulator prior to 
execution in the real domain. In anomaly detection, the 
command sequence - after validation – is executed in the 
simulator and real domain in parallel. At each step in the 
sequence, the simulated and real states are compared. If 
there is a discrepancy, then execution is immediately put 
on hold while the anomaly is investigated. The cause could 
be either a failure in the real domain or faulty modelling of 
the domain in the simulator. One possible form of faulty 
modelling is an invariant that is applicable in the simulator, 
but inapplicable in reality, or vice versa. This application is 
also in operational use at ESOC, again not using DIET. 
Incorporating DIET would bring the same advantage as for 
command-sequence validation. 
 Analysis of commercial and military intelligence 
involves making sense of diverse and disjointed pieces of 
information about a domain. If the domain is familiar to 
the analyst, then analysis involves matching the 
information to patterns that are drawn from previous 
experience (Klein, 1998). Analysis of a novel domain is 
more difficult, and is known as sense-making (Dervin, 
1992) (Weick, 1995). Since the domain is owned by a 
potential commercial or military competitor, the analyst is 
most unlikely to have operational experience of using it or 
to have access to traces of its operation. Information about 
the novel domain is likely to be in the form of descriptive 
or sensory snapshots obtained at sporadic intervals. 
However, the main objects making up the domain, together 
with their relationships, should be identifiable from these 
snapshots. DIET can then be used to systematically 
identify the potential invariants for the domain, and the 
analyst must use his/her knowledge of comparable 
domains to judge whether these invariants are applicable or 
not. Grant (2005) has proposed a sense-making algorithm 
embodying this technique. When multiple agents cooperate 
to pool their observations  of a domain, one agent will need 
to assimilate the knowledge gathered by others; see (Grant, 
2007). 
 One of the skills of an experienced teacher is to prepare 
a series of positive and negative examples that show how 
pupils may validly perform some operation, e.g. using a 
pen, writing letters of the alphabet, adding or subtracting 
numbers, and so on. The initial examples are likely to be 
positive ones, followed by negative examples to outline the 
operating envelope. These may be followed by further 
positive and negative examples to illustrate exceptions and 
to refine the operating envelope’s boundaries. For 
example, a child learning to write might be shown how to 
use a pencil (positive example), but then instructed that 
writing on the wall or on furniture is inappropriate 
(negative examples). The wise teacher provides the child 
with amply quantities of blank paper on which to practice 
writing and drawing (positive examples). DIET could be 
used to guide the preparation of a series of examples by 
marking the majority of invariants as inapplicable initially 
as a positive stimulus, and then gradually making the 
appropriate invariants applicable (i.e. introducing negative 
examples) to delineate the true operating envelope. 
Conclusions & further work 
Many planning systems make use of domain constraints. 
Constraints may be used to speed up plan generation, to 
extract optimal parallel plans, or to convert a planning 
problem into a satisfiability equivalent. Several researchers 
have developed algorithms for discovering or synthesizing 
constraints, mostly from planning operators. This paper 
presents the Domain Invariant Extraction Technique 
(DIET) for identifying invariants – constraints that must 
remain true throughout the execution of a plan from initial 
to goal state – systematically from domain objects and 
their instance relationships. Unlike other knowledge 
engineering tools that are aimed at speeding up domain 
modelling, DIET aims at eliminating one possible source 
of human error in the modelling process, namely 
incompletely identifying the set of domain invariants. 
Drawing on the database design literature, cardinality, 
entity type, equality, exclusion, and join constraints are 
implemented, but not nesting or subset constraints. DIET’s 
worst-case complexity is the fourth power of the number of 
object-classes in the domain. This benign behaviour makes 
it feasible to use DIET for real-world domains, such as the 
HPCE laboratory instrument (Eckhard, 1992). 
 The paper shows how a domain can be represented, 
describes the three-step technique, and illustrates its use by 
means of the blocks world. Possible applications are 
described in detail. This paper makes two contributions. 
Firstly, we add a fourth usage of constraints: to aid in the 
specification or synthesis of a domain model. Secondly, 
our technique derives invariants from the domain objects 
and their inter-relationships. 
 DIET’s limitations are that relationships and invariants 
must be binary and invariants are only state-based. 
Restricting the representation to objects and relationships 
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is not a limitation, because Chen (1976) noted that an 
object-attribute model can be translated into an equivalent 
object-relationship one, and vice versa. 
 In on-going further work, research is being conducted 
into extending DIET by exploiting the additional 
relationship-types of inheritance and aggregation to handle 
higher-arity relationships and invariants. Early results are 
promising. 
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Abstract
The Vehicle Routing Problem (VRP) is a classical problem in
Operations Research. It is a generalisation of the Travelling
Salesman Problem in which a set of locations must be visted
by one of a number of vehicles. All vehicles start and end at
a depot location. The aim of the problem is to minimise the
total distance covered by the trucks.
There are many different variants of the VRP. For example,
Capacitated VRP, VRP with Time Windows, VRP with Mul-
tiple Depots and VRP with Pickup and Delivery. All of these
variants are interesting planning problems, as they deal with
resource management, time windows, routing, etc.
In this work, we model some of the variants of VRP in PDDL.
We provide this as an intersting new benchmark set for plan-
ning. Already, many planning benchmarks are based in some
way on transportation. Modelling VRP directly allows ac-
cess to a great quantity of existing benchmark instances. This
has the benefit of posing difficult and realistic challenges to
existing planners.
Introduction
The Vehicle Routing Problem (Dantzig and Ramser 1959;
Clarke and Wright 1964; Laporte 2009) is a problem from
Operations Research that has many practical applications
in industry. In the planning community, each Interna-
tional Planning Competition has included one, or more,
transportation-style (Helmert 2003) domain. Examples in-
clude in IPC 2, Logistics; in IPC 3, Driverlog, Zeno-Travel
and arguably even Rovers. More recent competitions have
seen the TPP, Trucks and Transport domains. In essence,
transportation-style problems form natural planning prob-
lems.
We investigate translating several variants of the Vehicle
Routing Problem into PDDL. We find that there is a very
compact model that can be created that requires only mini-
mal changes in order to represent the different VRP variants.
The planning model we create is very flexible and can be
modified to represent new constraints very quickly.
We show differences in the modelling assumptions in the
Operations Research and planning communities. We show
that the performance of variaus planners on the benchmarks.
Figure 1: A Solution to a Vehicle Routing Problem instance
The VRP and its Variants
The basic vehicle routing problem can be defined in the fol-
lowing way:
Definition 1 (Vehicle Routing Problem) An instance of
the Vehicle Routing Problem has the following components:
V : a set of vehicles
L: a set of locations, where L0 is a depot location where
all vehicles start
d : L × L 7→ R: the distance between each pair of loca-
tions
A solution to a VRP instance is a tour for each vehicle, such
that all locations are visited, and each vehicle returns to the
depot. An optimal solution is a solution in which the total
distance of all tours is minimised.
In effect, the Vehicle Routing Problem is the Travelling
Salesman Problem with multiple vehicles. Although indus-
trial interest in the VRP is as old as the problem (Clarke
and Wright 1964), the VRP is too simplistic an abstraction
to correctly model many real transportation problems. Be-
cause of this, many variations of the VRP have been studied
over time, building on the basic VRP with extra features.
The first of these we discuss is the Capacitated VRP in
which each vehicle has finite capacity and each location has
a finite demand. A valid solution to the Capacitated VRP is
one in which, for each vehicle, the sum of the demands of the
tour for that vehicle does not exceed the vehicle’s capacity.
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The optimal solution is simply the shortest solution that does
not break the capacity constraints.
Another variation of the VRP is the VRP with Time Win-
dows in which there is a specified temporal window of op-
portunity in which to visit each location. Each location has a
service time, in which the vehicle has to wait, in order to un-
load goods. This variation can naturally be combined with
the Capacitated VRP.
Yet another variation, VRP with Multiple Depots, gener-
alises the idea of a depot, in such a way that there are several
depots from which each customer can be served. Similarly,
the VRP with Satellite Facilities models the situation when
vehicles can be replenished with goods.
In the Multi-Commodity VRP, each location has a de-
mand for different commodities. There is more than one def-
inition of Multi-Commodity VRP. In one of these (Repous-
sis, Tarantilis, and Ioannou 2006) definitions, each vehicle
has a set of compartments in which only one commodity
can be loaded. The problem then becomes that of deciding
which commodities to place in which compartments in order
to minimise distance travelled.
There are many other variants described in the literature.
From the earliest works on the VRP, until the most recent, re-
searchers have been solving a real-world problem. The dif-
ferent variants have been developed when the simpler meth-
ods have proved insufficient to model the underlying prob-
lem to be solved.
PDDL Models
Presently, we have two of the VRP variants (CVRP and
CVRPTW) encoded in PDDL, with a translator that converts
between the standard formats to PDDL problems. These will
be made available via the author’s webpage, along with en-
codings of the other VRP variants.
Encodings
Figure 2 shows our model of the CVRP. We believe the
model to be intuitive and neat. There are two actions, one
that visits a location with a truck, another that drives the
truck back to the depot. The level of resource in the vehicle
is maintained by the ‘space’ value, which is decreased by the
demand of a location when the vehicle visits that location.
In the initial state, the space in the trucks is assigned to
the maximum capacity. The goal in the problem is to have
visited all of the locations, and have all trucks back at the
depot (‘home’ in the model).
We omit the most of the CVRPTW domain definition,
however, we do include the visit action in Figure ?? for an
idea of the differences from CVRP. The key difference be-
tween the two models is the addition of an ‘open’ predicate,
which is a precondition of visiting a location. Each location
has an ‘open’ predicate, which is activated (and later deac-
tivated) as a timed initial literal. In fact, CVRP problems
can be modelled in the CVRPTW domain, simply by assert-
ing all locations open in the initial state, corresponding to
time-windows that are open forever. We intend to provide a
unifying domain in which all VRP variants can be modelled.
However, for the purposes of carrying out experiments, we
(:types place vehicle)
(:predicates
(home ?v - vehicle)
(not-visited ?p - place)
(visited ?p - place)
(at ?v - vehicle ?p - place)
)
(:functions
(distance ?p1 - place ?p2 - place)
(quantity ?v - vehicle)
(demand ?p - place)
(cost)
)
(:constants l0 - place)
(:action go-home
:parameters (?v - vehicle ?pfrom - place)
:precondition (and
(at ?v ?pfrom)
)
:effect (and
(not (at ?v ?pfrom))
(home ?v)
(increase (cost) (distance ?pfrom l0))
)
)
(:action visit
:parameters (?v - vehicle
?pfrom - place
?pto - place)
:precondition (and
(at ?v ?pfrom)
(>= (space ?v) (demand ?pto))
(not-visited ?pto)
)
:effect (and
(not (at ?v ?pfrom))
(at ?v ?pto)
(not (not-visited ?pto))
(visited ?p - pto)
(decrease (quantity ?v) (demand ?pto))
(increase (cost) (distance ?pfrom ?pto))
)
)
Figure 2: PDDL Description of the CVRP.
(:durative-action visit
:parameters (?v - vehicle ?pfrom - place ?pto - place)
:duration (= ?duration (+ (distance ?pfrom ?pto)
(servicetime ?pto)))
:condition (and (at start (at ?v ?pfrom))
(at start (>= (quantity ?v) (demand ?pto)))
(at end (open ?pto))
(at start (not-visited ?pto))
)
:effect (and (at start (not (at ?v ?pfrom)))
(at end (at ?v ?pto))
(at start (not (not-visited ?pto)))
(at end (visited ?pto))
(at end (decrease (quantity ?v) (demand ?pto)))
(at end (increase (cost) (distance ?pfrom ?pto)))
))
Figure 3: PDDL Description of the visit action in the
CVRPTW domain.
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have produced seperate domain files. This is because we
wish to test on the largest number of planners, and not all
planners support temporal domains, for example.
Comparisons with Existing Domains
In constrast to typical transportation domains, our model has
no explicit load and unload actions. This is because each
vehicle can be assumed to be fully loaded when it leaves
the depot, as there is an implicit assumption that there are
enough resources at the depot to service all orders.
In all current transportation domains, the underlying map
is typically represented as a connected undirected graph. In
the VRP benchmark instances, each location is modelled as
a point on a two-dimensional plane, and the distance be-
tween the two locations is simply the Euclidian distance be-
tween the points. This means enforcing the quadratic num-
ber of distances between points in the initial state in the plan-
ning model.
In the VRP variants, each location is visited exactly once.
Therefore, our model maintains a ‘not-visited’ predicate for
each location that is deleted once the location has been ser-
viced. This disallows other trucks from visiting that loca-
tion. The assumptions made in the VRP variants (that ve-
hicles start and end in a depot, that each location is vis-
ited once, that trucks do not deliver partial orders) are made
for two reasons: firstly, they are assumptions that simplify
the problems enough so that large real-world instances can
be tackled. And secondly, they accuarately reflect reality
enough to be useful.
It might be argued that the VRP is not really an idiomatic
planning problem. One reason for believing this argument
is that all goals in the VRP are very loosely coupled, and
there are very limited causal relationships between the ac-
tions. Whilst this case can be argued for the VRP, for the
more complex cases of CVRP, CVRPTW and beyond, it is
much more difficult to argue. Vehicle capacities and vary-
ing demand at locations compicates the decision of which
routes to take. The ability to model time windows is a
relatively recent innovation in PDDL, and was intended to
model problems just like the CVRPTW. The more structure
that is added to the VRP, the more it looks like an idiomatic
planning problem.
Empirical Performance
Any planner that can solve the CVRP must satisfy the PDDL
requirement ‘fluents’, for the CVRPTW, planners must also
satisfy the ‘durative-actions’ ‘timed-initial-literals’. The
planners we tried were LPG-TD (Gerevini, Saetti, and Se-
rina 2005), SGPlan521 (Chen, Wah, and Hsu 2006), LPRPG
(Coles et al. 2008), POP-F (Coles et al. 2010) and MIPS-
XXL (Edelkamp and Jabbar 2006). Of these planners, SG-
Plan521 and LPG-TD reliably solve CVRP problems, whilst
LPG-TD and POP-F reliably solve CVRPTW problems.
Figure ?? shows the performance of planners on CVRP
and CVRPTW benchmark instances. The CVRP instances
used (Augerat et al. 1995) range from between 32 to 100 lo-
cations, and from five to 15 vehicles. We show the optimal
solution costs as a comparison, and see that LPG performs
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Figure 4: Plan Quality. We show the quality of the solutions
produced by state of the art planners compared to the highest
quality results found in the Operations Research literature
(Augerat et al. 1995; Solomon 1995).
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reasonably well for small instances, however scaling quite
badly. SGPlan521, on the other hand, produces low qual-
ity solutions more reliably. Indeed, VRP variants have been
solved successfully with decomposition-based approaches
(Shaw 1998) in the OR community.
In the CVRPTW case, we use the instances from
(Solomon 1995). The actual problem set has instances with
25, 50 and 100 locations. Each instance has 25 vehicles
available. We only consider the smallest of these, as the
larger ones are currently out of reach for planners. Again,
LPG performs the best of the planners, although it must be
remembered that POP-F is not an any-time planner.
Discussion
It would be unreasonable to expect domain-independent
planners to solve as large instances of vehicle routing prob-
lems as specific solvers. The instances studied in this work
are very small in relation to those currently solved by state
of the art vehicle routing solvers. Despite this, in the CVRP
problem class, LPG performs reasonably well and for small
instances performs close to optimal.
Studying benchmark vehicle routing problems can be
valuable to planning in several ways. It provides an almost
open-ended challenge as there are standard benchmark in-
stances orders of magnitude larger than those reported here.
It challenges the way that we typically model planning prob-
lems. For example, it is typical in planning to represent
maps as sparsely connected graphs. This makes the prob-
lem of finding shortest paths between the locations part of
the planning problem. One possible explanation of why we
overburden our planning systems with this path-planning is
that a sparsely connected graph produces fewer grounded ac-
tions than a fully-connected graph. However, the two prob-
lems are equivalent, and planners should have solutions to
the problem of dealing with large numbers of grounded ac-
tions.
Another challenge to PDDL modelling philosophy is that
in transportation domains, load and unload actions tend
to be modelled explicitly. However (except in some spe-
cial cases), in vehicle routing, this is not the norm. The
PDDL transportation domains purport to model logistics-
style problems, but lift what may appear to be assumptions
(that all trucks start and end at a depot, that all locations are
visited once, etc) that are often, in fact, real-world problem
constraints.
Conclusions
We have presented the VRP, and its variants, as an interest-
ing new benchmark class for planning. Studying the VRP is
useful for several reasons:
• It is a difficult real-world problem in which planners are
still relatively weak.
• There are existing benchmarks for which we can assess
the performance of planners against existing techniques.
• Technological developments that have made VRP solvers
effective could also improve the performance of planners.
It is unrealistic to expect planners to perform at the same
level as problem-specific solvers. It is realistic, however, to
expect planners to solve problems that are structured in the
same way as real-world problems. We believe that this new
set of benchmarks can help in achieving this goal.
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Introduction
Planning of data transfers and allocation of network re-
sources becomes an interesting problem when bandwidth of
a requested traffic is comparable to a capacity of available
networks. An interactive high-quality media distribution for
collaborative environments is one of the important applica-
tions of the problem. The CoUniverse framework (Lisˇka and
Holub 2008) was proposed to handle these applications au-
tomatically for end-users. A planning module is one of the
crucial components of the framework. Each demand is rep-
resented by a transfer of media stream from a producer to
a set of consumers. To plan each demand, a proper distribu-
tion of the stream through a set of distributors is computed.
There is no temporal reasoning since all allocated resources
must be available all the time during the interaction. To al-
low for real-time experience with the CoUniverse, it is nec-
essary to compute a plan within a few seconds. Fast planner
responses also allow a graceful reaction to resource failures
or changes such as link outage. More precisely, the CoUni-
verse monitors the network and can process replanning from
scratch if needed.
Variety of network optimization problems were described
in the survey published by Simonis (2006). The problem
we are interested in is related to a path placement prob-
lem where the decision about allocating path for a demand
should be done. Since each demand corresponds to a data
transfer from a producer to a set of consumers, a communi-
cation graph is a tree with the producer in its root, consumers
at leafs and media distributors at internal nodes. Therefore,
we call the problem tree placement. The link-based model
for this problem was described in (Holub, Rudova´, and Lisˇka
2010) using techniques of constraint programming (CP).
Java constraint solver Choco 2.1.11 was applied to imple-
ment the model. The constraint programming solver was
improved over the years since its first implementation (Lisˇka
and Holub 2008) and allows solving of medium-sized data
instances currently. A new integer programming (IP) solver
was proposed in (Troubil and Rudova´ 2010) and utilizes the
Gurobi Optimizer 3.0.22. This solver was implemented in
∗This research is supported by the Ministry of Education, Youth
and Sports of the Czech Republic under the project 0021622419.
1http://choco.emn.fr
2http://www.gurobi.com
the CoUniverse as a comparative approach to improve solu-
tion capabilities of the planning module and enlarge the size
of solved problems. Since all the constraints are linear, it
seemed as a natural extension of the solution approach. Our
current intent is a parallel development of both solvers and
their improvement based on experiences with both method-
ologies.
Model with Linear Constraints
We shortly describe basics of models. For detailed for-
mulation we refer to (Holub, Rudova´, and Lisˇka 2010;
Troubil and Rudova´ 2010).
The underlying network consists of nodes where con-
sumers, producers or distributors (particular applications)
reside. Directed links in the network correspond to logical
connection between the nodes (links do not represent phys-
ical topology of a network, since it is not generally known
by end-users). Possible congestion on a physical link shared
by several logical links is detected by the CoUniverse and
avoided by replanning.
The decision variables are now represented by xs,l bi-
nary variables which refer to a transfer of a demand (called
stream) s over a link l. The goal is to minimize the over-
all sum of latencies of individual streams scheduled onto the
links. There is a set of constraints related to stream band-
width and link capacity. They express that the total band-
width of streams planned on each link cannot exceed the ca-
pacity of the link. Further, exactly one xs,lout variable equals
one among variables for stream s and for all links lout going
from producer of the stream s. Similarly, exactly one xs,lin
variable equals one among variables for stream s and for all
links lin to a consumer of the stream s. If there is neither
consumer of a stream s nor distributor on a node, no link lin
ending at the node is used by s (i.e., xs,lin = 0). Similarly,
if there is neither producer of s nor distributor on a node,
no link lout beginning at the node is used by s. Currently,
constraints for nodes with distributors are linear only in the
IP solver. They state for each node v with a distributor that
(1) at most one xs,lin variable for all links lin going into the
node v and for all streams s can be equal to one; (2) for each
stream s, the number of non-zero xs,lin variables for links
lin going into the node v (denoted Isx) must be smaller or
equal than the number of non-zero xs,lout variables for lout
going out of the node v (denoted Osx), i.e., Isx ≤ Osx;
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(3) it cannot distribute a stream s it does not receive, i. e.,
Osx ≤ outdeg(v) ∗ Isx where outdeg(v) is the number of
the links beginning at v. Finally, it is necessary to post con-
straints prohibiting cycles among distributors (and connect-
ing consumers to such cycles). The CP planner currently
implements two variants of the constraint. The first one is
based on the idea that at most (k − 1) variables xs,l among
k nodes with distributors can be set to one for each stream s
(this variant is also implemented in the IP solver). The sec-
ond variant considers the distance from a root (node with
a producer). Certainly, it must be smaller for a source node
of each edge than for its target node.
Extensions
Current development of both models is directed towards im-
provement of the problem formulation. Further changes will
involve problem extensions such as transcoding of the me-
dia streams by distributors, inclusion of partial information
about network topology or consideration of more complex
optimization criteria. Interesting area for the development
is related to replanning and self-stabilizing mechanisms to
support dynamic characteristics of the problem.
Having the actual problem in mind, we are now exploring
various directions. We are comparing both solvers and im-
plementing all described constraints in both solvers simul-
taneously. We also explore usefulness of a number of re-
dundant constraints. Namely distributor constraints from the
described linear model are to be added to the CP solver. Al-
ternative cycle elimination constraint may be investigated in
the IP solver. However, this is probably not a critical change.
In the context of the traveling salesman problem (Applegate
et al. 2007), Pataki (2003) discusses that the linear program-
ming relaxation of a similar MTZ formulation is weaker
than the other cycle elimination constraint based on the sub-
tour elimination. A more interesting option consists in re-
formulation of the problem in the context of integer multi-
commodity network flows (Ahuja, Magnati, and Orlin 1993)
since formulations based on network flows might improve
effectiveness of the IP solver namely. Last but not least, we
would like to apply the idea of combination the current tree
placement model with the placement of independent paths
similar to (Zerola et al. 2009). Such model would inte-
grate our decision variables xs,l with the decision variables
xs,l,c denoting whether a stream s is transferred by a link l
to a consumer c. Even though this model was considered for
a different problem involving transfers of large scale data to
different data servers, it is also applicable in our case.
Current Results
The CoUniverse framework with the CP solver has been de-
ployed on various use cases. It is used for distributed class-
room taught at the Louisiana State University and distributed
to a number of universities in the U.S., Czech Republic and
Argentina. It was demonstrated in meetings such as Su-
perComputing’07 convention for communications covering
even destinations from the United States, Czech Republic
and Asia. For an example see Figure 1.
Experimental data sets with different topologies were
Figure 1: Data transmissions computed by CoUniverse dur-
ing GLIF 2007 meeting.
generated based on those real-life problems. Comparison of
both solvers shows that the first new IP solver is capable of
solving larger data sets (Troubil and Rudova´ 2010) than the
original CP solver which promises very interesting results in
the above mentioned further developments.
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Abstract
This paper describes efforts at  solving planning problems 
with  required  concurrency  without  involving  a  separate 
scheduler. Most of the approaches to deal with RC involve 
generation  of  a  set  of  temporal  constraints  either  in  the 
format  of  a  simple  temporal  problem  or  a  linear 
programming problem. In this paper an alternative approach 
-  of  modifying  time-stamped  state  space  search  by 
introducing additional time points to act as decision epochs 
- is explored. This paper also presents results of experiments 
performed on  this  approach  and  indicates  avenues  where 
future work might be needed.
Introduction
Dealing with temporal constraints in planning domains can 
be  looked  in  terms  of  either  planning  first  and  then 
scheduling or scheduling while planning is in progress as 
shown in figure 1.  The first approach (in figure 1(a)) of 
planning and then scheduling has the obvious drawback of 
generating  too  many plans which  can  not  be  scheduled. 
The  second  approach  (figure  1(b))  implies  that  the 
planning component and the scheduling component have 
areas of overlap. At each point in the planning process, the 
planner makes a choice of an action based on whether it 
can be scheduled or not. The planner already has a set of 
actions that can be scheduled and it picks only those of the 
new  actions  that  it  can  schedule  for  further  analysis. 
Temporal planning is computationally more complex than 
classical planning. [Rinaten J. 2007] Heuristics are used to 
guide  the  process  towards  a  shorter  path  (in  terms  of 
number  of  planning  decisions  to  be  taken)  to  the  goal. 
Heuristics can be used to emphasize on other aspects too 
like cost of the plan, optimality etc. but these aspects are 
not discussed in this paper.  
State Space search based temporal planners have proved to 
be  among  the  best  performance  wise  in  past  several 
planning competitions . [Helmert M. et al., 2008, Gerevini 
A., 2006, Hoffmann and Edelkamp 2005] The main reason 
behind  this  is  the  easy  adaptation  of  Relaxed  Planning 
Graph based reachability heuristics to state space search. 
But  it  was  found  that  these  state  space  planners  were 
incomplete  [Halsey et.  al.  2004]  and  indeed the  domain 
and  problem  sets  used  to  test  them  in  the  planning 
competitions  could,  in  fact,  be  simulated  by  the  system 
depicted  in  figure 1(a)  [Cushing et  al.  2007].  The main 
reason being that the state space planners consider adding 
actions  only  when  an  event  of  interest  happens  in  the 
domain.  This  is  termed  as  event-based/decision  epoch 
planning. [Halsey et al. 2004, Fox et al. 2004, Cushing et 
al.  2007] The planners  do not look for  applying actions 
between two events of interest and because of that, they 
can not deal  with domains and problems where it is not 
possible to find plans without scheduling actions between 
events.  This  feature  is  called  Co-ordination/Required 
Concurrency (RC from here on) [Fox et al. 2004, Cushing 
et al. 2007].  Several examples are shown to highlight RC 
in the appendix. All these examples are written in Planning 
Domain Description Language (PDDL 2.2) [Edelkamp S. 
and  Hoffmann  J.,  2004]  the  language  of  the  4th 
international planning competition.
Classical Planner
Classical Planner
Plan Not 
Schedulable
Partial Plan 
and 
new action
Not 
Schedulable
Figure 1. Planning with Time
.
1(a) 1(b)
Plan Plan
Schedulable
Schedulable & 
Achieves 
goals
SchedulerScheduler
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RC is exemplified in the match-cellar domain [Halsey et al. 
2004] shown in figure 2.  The action fix-fuse has the at end 
precondition light_available. This can not be solved if an 
event  based  approach  is  used  as  the  Planner-Scheduler 
would  not  schedule  the  light_match  action  after  the 
fix_fuse starts and before it ends. 
This  paper  presents  several  variants  of  the  match-cellar 
problem. These are represented in figures 3,4 and 5. Figure 
3  represents  a  problem  where  fix_fuse  requires 
light_available throughout the action fix-fuse. In figure 4 
fix_fuse takes longer than light match, so several matches 
need to be lit in succession. This can be represented using 
either  functions  or  derived  predicates.  In  the  case  of 
functions, Light match increments a counter. In the case of 
derived  predicates,  light_available  will  be  a  derived 
predicate with precondition that at least one match is lit. 
Figure 5 represents a problem where there needs to be a 
combination of fix fuses to be supported by several light 
match actions. This can also be supported by functions as 
well  as  derived  predicates.  These  domains  as  well  as 
example problems are provided in the appendix.
The second section examines several  techniques used to 
solve problems with RC. The third section describes the 
approach used by the planner proposed in this paper. The 
fourth section describes the experiments conducted, the last 
section  discusses  results  and  observations  and  finally 
concludes with pointers towards future work. 
Taking Stock
All the approaches towards solving RC can be looked at as 
variations  of  the  approach  shown  in  figure  1(b).  This 
section  looks  at  CRIKEY  [Halsey  et  al.  2004]  and  its 
several variants  and LPG.s. [Gerevini et al. 2010]
CRIKEY and its variants
One of the first approaches towards dealing with RC was 
the one made in CRIKEY [Halsey et al. 2004] and it is still  
being  refined  into  several  of  its  variants.  This  approach 
involves dividing each durative action into two split/snap 
actions. Given a durative action A, and assuming its snap 
actions  are  Astart and  Aend,  Astart will  have all  the  at-start 
preconditions and effects of A, Aend will have all the at-end 
preconditions and effects of A. The over-all preconditions 
are  maintained  in  a  separate  queue.  Apart  from  this 
CRIKEY (or its latest version[Coles et al. 2009]) maintains 
a queue for end-snap actions which have not been added 
yet.
Adding an action involves  adding the effects  of  its  start 
snap action to the state and adding its end snap action to 
the queue. At each step, the planner must choose between 
adding a new action or choose one of the end snap actions 
from its queue. If an end action is chosen, an appropriate 
snap action to match it with must be chosen from the start  
snap  actions  already  in  the  partial  plan.  Whenever  an 
action is chosen, the resultant precedence structure is used 
to generate a Simple Temporal Problem (STP from here 
on)  [Dechter  et  al.  1991].  If  this  STP has a solution(no 
negative cycles),  then the planner progresses to the next 
step. This happens until two conditions are satisfied
1. The goals are achieved and
2. No end snap actions are left to be added
If this plan can be scheduled, the planner returns the plan. 
Otherwise, it looks at alternative plans until it can find one.
To choose from several plans that it is working on at each 
step,  CRIKEY  uses  a  modified  relaxed  planning  graph 
heuristic. 
CRIKEY, COLIN [A. J. Coles et al. 2009] deal with RC in 
presence  of  deadlines  and  metric-resources.  COLIN 
instead  of  generating  an  STP  generates  a  linear 
programming  problem  (LP  from  here  on)   to  check 
whether a plan can be scheduled. Encoding in LP allows 
COLIN  to  reason  with  continuous  change.  Disregarding 
the changes to solve continuous time, essentially COLIN 
works in the same manner that CRIKEY does. POPF [A. J. 
Coles et al. 2010] is a partial order planner which searches 
in  forward  space.  When  applying  an  action  to  a  state, 
instead of adding actions at the end of an already scheduled 
Fix Fuse
Light Match
Light Match
Light Match
Figure 4. Light match duration greater than fix fuse- 
need more matches per fuse
.
Figure 3. Over All Precondition causing RC.
.
~light_availablelight_available
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Light MatchLight Match
Figure 5. Need three matches for two fuses
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Figure 2. At end Precondition causing RC
.
72
plan,  it  seeks  to  introduce  only  the  ordering  constraints 
needed to resolve threats. POPF can also be considered as 
a variant of CRIKEY as it is built on COLIN.
LPG.s
LPG.s  [Gereveni  et  al.  2010]  is  another  planner  which 
deals with RC. It is based on LPG[Gerevini A. and Serina 
I., 2002, Gerevini et al,, 2003], a planner which deals with 
Action Graphs. An action graph is a subset of a planning 
graph such that any action node  in the action graph has all  
its  preconditions  and  effects  from  the  planning  graph 
represented in the action graph. LPG.s uses temporal action 
graph (TAGraph) [Gerevini et al. 2003], which is an action 
graph augmented with a set of temporal constraints. The 
TAGraph  and the constraint  set are used to generate an 
STP. LPG.s instead of dealing with complete actions, deals 
with snap actions to tackle required concurrency.
When the above approaches are looked at, it can be noticed 
that  all  of  them  constitute  of  somehow  generating  a 
temporal encoding based on snap actions and solving it to 
get  a  plan.  This  looks  very  much  like  the  approach  in 
figure  1(a),  but  in  fact  is  the  one  in  figure  1(b)  as  the 
decision  making  is  done  for  each  snap  action  that  is 
included in the plan. 
Contrary to these approaches, we considered modifying the 
basic  search  in  a  time-stamped  state  approach  used  by 
SAPA [Do and Kambhampati 2002, 2003] and other state 
space search based planners. Herein, we can argue that the 
scheduling time is zero since the planner is searching in a 
space of scheduled plans and when it applies an action, it  
already schedules it. The questions that naturally arise are
1. Can one of the planners be modified to deal with 
any class of RC?
2. Does  doing  it  offer  performance  advantages  in 
terms  of  (1)Search  time  and  (2)  Quality  of  the 
plan
This  paper  answers  questions  1  and  2(1).  It  describes  a 
variant of SAPA called DRIPS which deals with required 
concurrency  in  PDDL2.2  domains.  Performance 
comparisons  in  terms  of  search  time  and  number  of 
problems solved  with above listed  papers  are  presented. 
The answer for the quality part of the question on the face 
of  it,  seems  to  be  no.  This  paper  does  not  attempt  to 
support this. 
SAPA
SAPA is a metric-temporal planner. It searches in a queue 
of time-stamped states. Each state can be represented by a 
5-tuple <P, M, П, Q, T> where T is the time-stamp of the 
current state, P stores the set of predicates that are true in 
the current state along with the times they last became true 
before T. M stores the values of the resources at T. П is a 
list  of  protected  conditions  with  the  format  <c,  flag,  t> 
where c is the condition, t is the time until which it is to be 
protected and flag indicates whether the condition needs to 
be true or false. Q is a queue of future events <e, t, flag> 
where e is the event and t (> T) is the time at which the 
event  is  supposed  to  happen.  Here  the  event  can  be  a 
predicate  becoming  true  or  false  or  a  protection  on  the 
predicate to be removed. An action is applicable in a state 
if all its at-start and overall preconditions are supported in 
P and all its function preconditions are supported in M, its 
overall preconditions are not interfered with in Q and do 
not interfere with П. When an action is applied, its at-start 
effects are applied to P and M. Its at-end effects are added 
to  Q  and  its  overall  preconditions  are  added  to  П.  For 
every  such  successor  state  generated,  SAPA develops  a 
relaxed metric-temporal planning graph (RMTPG) [Do and 
Kambhampati 2002, 2003] and extracts a heuristic based 
on a relaxed plan extracted from RMTPG. SAPA in theory 
could solve the RC problem presented in the Figure 2, but 
because it removes actions which add and delete the same 
predicate from search, it does not give a plan. SAPA can 
not solve any of the other RC problems mentioned in the 
paper.
DRIPS
DRIPS modifies SAPA at various points. These are 
1. SAPA does not deal with at end preconditions:  These 
are dealt with using a check-list in DRIPS.
2. SAPA requires all its function preconditions to be true at 
start  and  function  effects  to  be  applied  at  start.  This  is 
changed.
3. The action applicability criterion is changed to apply an 
action  if  its  at  start  preconditions  are  satisfied  for  both 
functions as well as predicates. DRIPS relies on the check-
list to verify at end and overall preconditions.
4.  DRIPS  introduces  more  points  at  which  the  planner 
checks for actions to be applied. These are
a) Just before advancing time to the next event
b) Unit step increments when the problem has deadlines.
The version of  SAPA used is  the one available for  free 
download  on  the  Yochan  group  page 
(http://rakaposhi.eas.asu.edu/sapa.html). 
At-end Preconditions
It  was  noticed  that  most  of  the  RC  based  problems 
involved  the  at  end  preconditions  and  overall.  At-end 
preconditions were not dealt with in SAPA. This was taken 
care of by adding a check-list to each state. The format of 
the  check  list  is  <condition,  trueflag,  time,  uptoAt>. 
Condition  (for  example  the  id  of  the  predicate,  a  math 
formula ) needs to be either true or false as indicated by the 
trueflag. If it is an at end precondition, it is indicated by 
making  upToAt  flag  false,  if  it  is  overall  condition,  it 
makes  upToAt  true.  This  list  is  updated  every  time  an 
action is applied. Any successor to this state should satisfy 
all the checks in the check-list. Otherwise it is discarded. 
Overall preconditions need to be supported upto the given 
time and at end are verified at the given time.
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Function Effects
SAPA  applies  all  its  function  effects  at  start.  DRIPS 
defines  a  separate  function  effect  and  processes  it  in 
similar ways to predicate effects. The function effects are 
also stored in the event queue and processed in the advance 
time step. 
Action Applicability
An action becomes applicable  if  the  at  start  and overall 
preconditions are supported at the start of the action. In the 
case  of  SAPA,  all  metric-resource  preconditions  were 
supposed  to  be  satisfied  at-start.  This  was  modified  to 
separate  at-start  and  at-end  conditions.  At  end 
preconditions are added to the check-list.
Where to plan (Additional time steps)?
The points where SAPA looks for actions are at the start of 
new actions or soon after at end effects of actions appear. 
Another   check  point-  just  before  the  action  ends  was 
added to the above two. It was found this solves a sub-set 
of RC  problems.  We list some of the problems that cannot 
be solved by the above approach.
Complex Interactions in RC
This is one of the elements highlighted in the review of this 
submission.  The above described approach cannot solve 
several envelope based planning problems, for example the 
problem given  in  the  example  in  figure  6.  A,  B,  C are 
durative actions. A has an at end precondition provided by 
B and provides an at end precondition for C. B has an at 
start  precondition  provided by C.  C provides  an  at  start 
preconditon for B. This setup needs the time points of B 
and C to be floating. These time points are not present in 
any of the time points (at start, at end and before end that 
DRIPS  uses.   So,  this  planner  will  not  solve  several 
problems  involving  RC  which  have  such  complex 
interactions. At the moment,  only a unit increment based 
search seems to be the way of solving all problems with 
RC.
With Deadlines..
When deadlines  are  introduced,  problems of  the  type  in 
figure  7   result.  Here  the  action  A  needs  action  B  to 
overlap it as it provides an at end precondition P. But the 
action  C  provides  a  goal  predicate  G  and  it  cannot  be 
applied as long as B runs as B has an overall precondition 
R that C deletes. Now if the durations are 10 for A, 5 for B 
and 3 for C respectively and there is a deadline of 14 on 
this problem, B would need to be scheduled before 6. But 
B can provide the precondition P of A only after 5.  Such 
problems can not  be solved by DRIPS elegantly.  In  the 
current implementation, the planner advances by unit time 
steps and checks for actions to be applied when deadlines 
are involved. So it will generate states where B is applied 
at unnecessary times like (0,5), (6,10) etc, apart from  the 
necessary (5, 6). Work is on to identify better time points 
at which the planner can look for successors based on the 
remaining applicable actions.
Experimental Section 
The LPG.s comparison setup
The experimental  setup was the same as used in LPG.s. 
The domains used are
1. DriverlogShift
2. Matchlift
3. RoversShift
All  tests  were  conducted  on  an  Pentium(R)  Dual-Core 
CPU      E5300  @ 2.60GHz with 3 Gbytes of RAM. A 
similar configuration was used in LPG.s tests presented in 
[Gerevini et al. 2010]. Also, the timeout used was the same 
1000 cpu seconds. 
Since the comparison was also done on the same domain 
and problem sets, we present a summary of the results in 
terms  of  the  number  of  problems  with  required 
concurrency that were solved in table 1 and histograms in 
terms of the log of the amount of time for DRIPS alone in 
figure 7. The figures in table 1 for LPG.s and CRIKEY are 
from [Gerevini A. et al. 2010].
RC with Functions
This involved running DRIPS on domains with complex 
RC requirements like the Match-cellar example with the 
functions given in the appendix. The domain set consisted 
of  10  domain  files  and  problem  files  with  increasing 
Figure 7. Problems with Deadlines- Example
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Figure 6. Unresolved RC- Example (from reviewer's 
feedback)
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number fuses to fix and matches to use. The specifications 
of those domain files are available in table 3. The durations 
can be (and were in fact) fixed according to the condition 
that cumulative duration of light-match should be greater 
than the duration of fix-fuse.  The search times are plotted 
in figure 8. 
Results 
Table  1  indicates  the  results  of  running  DRIPS  on  the 
domains and problem sets used to test LPG.s. The results 
shown  in  the  table  1  in  bold  are  taken  directly  from 
[Gerevini et al.  2010].   The search times for DRIPS are 
provided in table 2. Figure 8 plots the log of search times 
of DRIPS alone on the various domains. The results for RC 
problems with functions are plotted in figure 9. 
Observations, Conclusions and Future Work
It  is  apparent that  LPG.s out performs DRIPS, CRIKEY 
and  CRIKEY3.  In  comparison  with  CRIKEY3,  DRIPS 
performs  well  in  matchlift  and  is  almost  equal  in 
Rovershift,  but  falls  behind  in  Driverlog.  The causes  of 
LPG.s superior performance are being investigated. It was 
seen that there is a lot of preprocessing done in LPG.s and 
it deals with a very small sub set of ground actions when 
compared to the other planners. So, effort is on to optimize 
the implementation of DRIPS in this regard. The heuristic 
of SAPA was used without change in DRIPS and that is 
another  area  of  investigation.  Currently  DRIPS resolves 
concurrency caused by deadlines and complex interactions 
in a very inelegant manner.  It moves through the search 
space in fixed time steps and considers actions at each such 
increment  to  the time step.  This  is  a  lot  of  unnecessary 
effort  which is  avoided  in  CRIKEY variants  and  LPG.s 
because  they  incorporate  this  into  STP  and  LP 
respectively.  Dealing  with  these  problems  requires  an 
intelligent  choice  of  time  step.  Currently  work  is  on  to 
decide the next time step based on the actions applicable 
from the current state. A very naive approach is to move in 
increments of the Greatest Common Divisor of durations 
of the applicable actions, but in most of the cases, it results 
in  one  step increments  which  is  what  DRIPS does now 
anyway. 
With regards to the RC problems with functions, it appears 
that  there  are  bugs  in  several  of  the  planner 
implementations  as  they  do  not  solve  any  of  these 
problems. Most of the planners get stuck in infinite loops 
whereas LPG.s gives no solution.  DRIPS solves 8 of these 
10 problems. 
The search time comparison for DRIPS with other planners 
indicates  that  DRIPS  in  general  takes  more  time  than 
others to formulate plans. Currently, it is not sure if it is 
because of  the way DRIPS is  implemented.  Reasons for 
DRIPS having gaps in terms of the problems it solves are 
also  unknown  and  under  investigation.  This  is  another 
avenue for future work.  
In conclusion, DRIPS proves that a subset of RC can be 
handled without taking recourse to a scheduler. As of now, 
it still can not tackle complex interactions causing RC and 
deadlines  without  resorting to  exhaustive  search.  On the 
positive side, there are problems that DRIPS solves and at 
present none of the other planners do. The reasons for that 
are currently unclear are are being investigated.
Table 1. Number of Problems Solved- bold statistics from 
LPG.s paper
Domains DRIPS LPG.s CRIKEY CRIKEY3
Matchlif
t 15 20 5 8
Driverlo
gShift 10 15 6 14
RoversS
hit 6 20 3 7
Figure 8. Results for Drips on LPG.s problem set
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Table 2. Search times for DRIPS in miliseconds 
Prolem 
no
Rover
sShift Matchlift
Driverlogshi
ft
1 384 18 247
2 352 50 590
3 717 103 1784
4 5593 245 4395
5 227 376 920
6 282
7 1599 6154
8 386
9 3373 933
10 8346 13242 67616
11 9437
12 27480
13 34601
14 139236
15 100175
16 659294
17 738984
18
19
20
Table 3. Domain Characteristics -RC with functions
Problem Num Matches Fuse
1 1 2
2 2 3
3 3 2
4 2 4
5 3 3
6 3 4
7 4 6
8 7 3
9 7 5
10 8 9
Appendix
Standard Match-cellar : Domain file
(define (domain matchcellar) 
     (:requirements :typing :durative-actions) 
     (:types match fuse) 
     (:predicates  
          (light ?match) 
          (handfree) 
          (unused ?match - match) 
          (mended ?fuse - fuse)) 
     (:durative-action LIGHT_MATCH 
          :parameters (?match - match) 
          :duration (= ?duration 2) 
          :condition (and  
               (at start (unused ?match))) 
          :effect (and  
               (at start (not (unused ?match))) 
               (at start (light ?match))  
               (at end (not (light ?match))))) 
     (:durative-action MEND_FUSE 
          :parameters (?fuse - fuse ?match - match) 
          :duration (= ?duration 5) 
          :condition (and  
              (at start (handfree))
              (at end (light ?match))) 
          :effect (and 
               (at start (not (handfree))) 
               (at end (mended ?fuse)) 
               (at end (handfree)))))
Standard Match-cellar : Problem File
(define (problem fixfuse)
     (:domain matchcellar)
     (:objects 
          match1 match2 - match
          fuse1 - fuse)
     (:init 
          (unused match1)
          (unused match2)
          (handfree))
     (:goal (and 
          (mended fuse1))))
Match-cellar with Functions : Domain File
(define (domain matchcellarFun) 
     (:requirements :typing :durative-actions :fluents) 
     (:types match fuse) 
     (:predicates  
          (light ?match1 - match) 
          (handfree) 
          (unused ?match - match) 
          (mended ?fuse - fuse)) 
(:functions (lightnumber))
     (:durative-action LIGHT_MATCH 
          :parameters (?match - match) 
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          :duration (= ?duration 18) 
          :condition (and  
               (at start (unused ?match))
               (over all (light ?match))) 
          :effect (and 
(at start (increase (lightnumber) 1))               
(at start (not (unused ?match))) 
(at start (light ?match))  
(at end (not (light ?match)))
(at end (decrease (lightnumber) 1))))
     (:durative-action MEND_FUSE 
          :parameters (?fuse - fuse ) 
          :duration (= ?duration 5) 
          :condition (and  
               (at start (handfree)) 
(at start (> (lightnumber) 0))
               (over all (> (lightnumber) 0))
(at end (> (lightnumber) 0)))
          :effect (and 
               (at start (not (handfree))) 
               (at end (mended ?fuse))             
               (at end (handfree)))))
Match-cellar with Functions : Problem File
(define (problem fixfuseFun)
     (:domain matchcellarFun)
     (:objects 
          match1 match2 - match
          fuse1  - fuse)
     (:init 
          (unused match1)
          (unused match2)
          (handfree)
          (= (lightnumber) 0))
     (:goal (and 
          (mended fuse1))))
Match-cellar with Derived Predicates : Domain 
File
(define (domain matchcellarDP) 
     (:requirements :typing :durative-actions :fluents) 
     (:types match fuse) 
     (:predicates  
          (light ?match1 - match) 
          (handfree) 
          (unused ?match - match) 
          (mended ?fuse - fuse)) 
          (:functions (lightnumber))
     (:durative-action LIGHT_MATCH 
          :parameters (?match - match) 
          :duration (= ?duration 18) 
          :condition (and  
               (at start (unused ?match))
               (over all (light ?match))) 
          :effect (and 
(at start (increase (lightnumber) 1))             
(at start (not (unused ?match))) 
(at start (light ?match))  
(at end (not (light ?match)))
(at end (decrease (lightnumber) 1))))
     (:durative-action MEND_FUSE 
          :parameters (?fuse - fuse ) 
          :duration (= ?duration 5) 
          :condition (and  
               (at start (handfree)) 
       (at start (> (lightnumber) 0))
               (over all (> (lightnumber) 0))
(at end (> (lightnumber) 0)))
          :effect (and 
               (at start (not (handfree))) 
               (at end (mended ?fuse)) 
               (at end (handfree)))))
Match-cellar with Derived Predicates : Problem 
File
(define (problem fixfuseDP)
     (:domain matchcellarDP)
     (:objects 
          match1 match2 - match
          fuse1  - fuse)
     (:init 
          (unused match1)
          (unused match2)
          (handfree))
     (:goal (and 
          (mended fuse1))))
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Abstract
Plans often fail during execution in the real world. This may
happen if the world has changed in the intervening period and
some actions are no longer applicable. Often it is desirable to
salvage the failed plan as much as possible. This reason is not
just computational efficiency, but it may also help in main-
taining commitments to resources already made. This paper
describes an approach using state-space search for reaching a
state from which the failed plan can be taken up again. The al-
gorithm employs the planning-graph based reachability anal-
ysis to compute the heuristic value of a state with respect to a
set of goal descriptions and carry out the search effectively.
Introduction
An agent operating in real-world is often required to have
replanning ability. While executing a plan external events
may take place, and the agent may find itself in an unex-
pected state where the old plan is no longer applicable. For
example, a robot agent may discover an object to be in a
place different from the one expected. But the rest of the
world may be unchanged. In such a scenario it is not only
desirable to find a new plan quickly, but also to use the old
plan as much as possible for maintaining commitments al-
ready made to resources.
Apart from just being able to handle unknown external
events, the success of FF-Replan (Yoon, Fern, and Givan
2007) has shown replanning to be a very effective approach
for dealing with probabilistic planning problems. FF-Replan
first constructs a deterministic version of the planning prob-
lem and then calls FF (Hoffmann and Nebel 2001) to gen-
erate plan for the deterministic problem. If the plan fails it
again calls FF to generate a new plan to the goal taking the
unexpected state as the new initial state. We must point out
here that FF-Replan does not attempt to reuse the old plan
while replanning.
In the worst case replanning has been shown to be no more
efficient than planning from scratch (Nebel and Koehler
1995). But in many practical situations we expect that the
exogenous events modify the world only to a small degree.
Replanning should aim to exploit this fact and try to use a
part of the old plan and save on unnecessary computation. In
general such systems require a base planning method which
computes a sub plan for dealing with the failure.
Heuristic search has enjoyed considerable success in
planning. Much of this success can be attributed to the
development of strong domain independent heuristics us-
ing planning-graph based reachability analysis (Bryce and
Kambhampati 2007). The replanner RHS (Replanner us-
ing Heuristic Search) described in this paper uses state-space
heuristic search paradigm for replanning. It is based on the
FF style planning (Hoffmann and Nebel 2001) and can solve
replanning problems in STRIPS style domains.
RHS first constructs a set of goal descriptions from the
old plan. The goal descriptions correspond to the states that
the original plan would have gone through if it had not been
disrupted. Once this set is ready, FF is used to search for a
plan to reach one of the regressed goal descriptions. The key
point of the search is that it is performed with respect to a
set of goal descriptions instead of just one. Ideally, during
search, when evaluating a state we would like to compute the
heuristic distance with respect to each goal description and
select the minimum as its heuristic value. But this is com-
putationally very expensive. To overcome this difficulty we
compute the heuristic estimate of a state only with respect
to the goal description appearing first in the relaxed plan-
ning graph. This is based on the assumption that it will be
close to the minimum estimate. Once an intermediate goal
description is reached, and a plan to it found, the remaining
actions are added from the old plan.
The main contribution of this paper is to show how state-
space heuristic search using planning-graph based reacha-
bility analysis can be used effectively to solve replanning
problems.
The next two sections discusses the related work and the
basic definitions and notations. The following section de-
scribes how FF computes its heuristic using the relaxed plan-
ning graph. Then the process of constructing the goal de-
scriptions set using the idea of plan annotation from execu-
tion monitoring systems is explained. Following this we dis-
cuss the process of replanning using the state-space search.
Finally after presenting the experimental results we end with
future work and conclusions.
Related Work
State-space heuristic search has been used in the replan-
ning system SHERPA (Koenig, Furcy, and Bauer 2002).
SHERPA uses Lifelong Planning A* to find new optimal
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plans quickly. The algorithm was designed for robot path
(re)planning problems and focuses on changes in the edge
weights (action cost). It does not consider changes in the
state while RHS can handle random changes in the current
state while replanning.
SimPlanner (Onaindia et al. 2001) is another replanning
system. It first computes a set of possible reachable states
by a process similar to plan annotation (Fritz and McIlraith
2007). Then it selects one of these intermediate states as a
goal. In the final step it constructs a plan to reach the inter-
mediate state and appends to it the plan from that state to the
goal state. The selection of the intermediate state is based
on heuristic evaluation and may not always be optimal. This
new goal selection in SimPlanner is done prior to replanning
and is fixed henceforth. And replanning can be done by us-
ing any of the standard techniques to plan. While in RHS
all the potential goals are evaluated at each point during the
search and also it is strictly based on forward state-space
search planing using relaxed planning-graph heuristic.
Other recent replanning systems have used partial-order
planning (Krogt and Weerdt 2005) and planning-graph
based techniques (Gerevini and Serina 2000). This makes
them different from RHS in the fundamental paradigm of
planning.
FF-Replan is the closest replanning system to RHS, using
FF as the central planning system. But as pointed out ear-
lier FF-Replan replans from scratch every time a plan fails.
Hence RHS can make FF-Replan much more efficient, as it
takes into account the old plan during replanning.
Background
The simple STRIPS planning problem is defined as follows:
Definition 1 (State): A state is defined as a set of logical
atoms.
Definition 2 (Action): An action a is a triple
a = (pre(a), add(a), del(a))
where pre(a) are the preconditions of a, add(a) are the add
effects and del(a) are the delete effects, each being a set of
atoms.
An action is applicable in a state S if pre(a) ⊆ S. The
result of applying an action on a state S is defined as
S ∪ add(a)\del(a)
Definition 3 (Planning Problem): A planning problem
Π = (A, I, g) is a triple where A is the set of actions, I
is the initial state and g is a set of goal atoms.
Definition 4 (Plan): Given a planning problem Π =
(A, I, g) a plan pi = [a1, a2, ....an] is a sequence of actions
which changes I to a state S such that g ⊆ S.
RPG Heuristic
A common approach while deriving a heuristic for a prob-
lem is to relax it to a simpler form, and solve it efficiently. FF
uses relaxed planning graph to compute the heuristic value
for a state S in the following way.
First all the delete effects of the actions are ignored, this
accounts for the relaxation of the problem. Then a planning
graph is build until all the goal-atoms are reached. The graph
consists of alternating fact and action layers. The first fact
layer is same as the state S. The first action layer contains
all actions applicable in S. The union of all add effects of
actions in the action layer along with the facts of the first
fact layer forms the second fact layer. The next action layer
is set of all applicable actions in this fact layer. This process
of constructing fact and action layers is continued, until a
fact layer containing all the goal atoms is reached. The next
step is to extract a relaxed plan. To do so, start at the last
fact layer m, considering all goal-atoms. At each fact layer
i if the goal is the layer i − 1, then insert it into the goals
to be achieved at i − 1. For other goals select an action in
action layer i − 1 that adds that goal and insert the action’s
preconditions into the goals at i − 1. Once all the goal-
atoms at fact layer i are finished, continue the same process
with goal-atoms at i − 1 until the first fact layer is reached.
The process results in a relaxed plan < A0, A1, .....Am−1 >
where, each Ai is the set of actions selected from the action
layer i. The length of the solution is estimated by counting
the actions in the plan.
hFF (s) =
m−1∑
i=0
|Ai|
Generating Goal Descriptions
Execution monitoring and replanning systems together form
a general strategy for dealing with a dynamic world (Russell
and Norvig 2003). It is the function of execution monitoring
module to decide when replanning is necessary. A common
approach among execution monitoring systems is to anno-
tate plans with conditions to be checked at the time of exe-
cution, for example PLANEX1 (Fikes 1971). The strategy
of PLANEX1 is to find a goal description (kernel) from the
annotated plan that is true in the current state of execution.
Then the action corresponding to the matched goal descrip-
tion is executed. If none of the goal descriptions match the
current execution state, STRIPS (Fikes and Nilsson 1971) is
called to find a new plan.
We use the concept of plan annotation for replanning. If
there is a plan failure the replanning algorithm tries to get
back to a state in the old plan as soon as possible. This means
that any of the state from the old plan can now serve as a goal
state. As a goal description represents a set of states where
the goal atoms are true, generating new goal descriptions
increases the total number of goal states. The process of
regressing the goal description removes all the unnecessary
information (logical atoms) from the state sequence which
produced the plan. The work of (Fritz and McIlraith 2007)
formalizes plan annotation by regressing goal over actions
of a plan in situation calculus. We follow the same approach
while generating goal descriptions for problems in STRIPS
style specification.
Given a sequential plan piold = [a1, a2, a3.....an] and a
goal description gn, the corresponding set of goal descrip-
tions is computed as follows:
gi−1 = [gi − add(ai)] ∪ pre(ai) ∀ai ∈ piold
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Using the above formula we get a set of goal descriptions
G = {g0, g1, g2.....gn}.
Replanning
The replanning algorithm uses the heuristic forward state-
space search algorithm as its basis. The key points of in-
terest are the termination condition for search and heuristic
evaluation of a state.
Termination of Search
The search terminates successfully at a state S when the fol-
lowing condition is found to be true:
∃gi ∈ G such that gi ⊆ S
In cases where more than one gi is found the one closer to
the goal gn is preferred. Once the search terminates, the next
task is to construct the new plan. This step is carried out by
adding the remaining actions from the old plan. Let gi be
the goal description achieved and pinew be the plan found for
achieving it. The complete plan to gn is found by updating
pinew as follows:
pinew ← append(pinew, [ai+1, ai+2, ai+3.....an])
Heuristic Computation
The heuristic function is a key deciding factor that deter-
mines performance in a search algorithm. It is meant to give
an approximate measure of the distance of a state from a
goal. But while replanning in RHS we wish to compute the
approximate distance of a state with respect to the set of goal
descriptions G.
Let the heuristic value of a state S with respect to a goal
description be given by the function h(s, gi). A simple strat-
egy to evaluate S against G is to take:
h∗(s) = min[h(s, gi)] ∀gi ∈ G.
Computing each h(s, gi) for getting h∗(s) can be expensive,
as h(s) is needed at each step in the search. Here a careful
design of the heuristic function can significantly cut down
the computing cost.
The replanning algorithm uses relaxed planning graph for
computing the heuristic value of a state, in a way similar
to the planner FF. FF uses the reachability analysis for esti-
mating the distance to a goal. While replanning reachability
analysis can be used for dual purpose one to judge which of
the goal descriptions may be nearest to the current state and
other to estimate the heuristic distance to that goal descrip-
tion.
Let us redefine the heuristic function of FF as hFF (s, gi)
i.e. hFF (s) with respect to the goal description gi. To com-
pute the heuristic h(s) the replanning algorithm first builds
up the relaxed planning graph to a fact layer P ∗, until the
following is found to be true:
∃g∗i ∈ G such that g∗i ⊆ P ∗
Once the relaxed planning graph is built and the goal de-
scription g∗i is found. The heuristic value is taken as the
length of the relaxed plan to g∗i . We can define the heuristic
Figure 1: Illustration of hRHS(s) ≈ h∗(s). The dotted
lines represent the actions in the old plan piold and the corre-
sponding nodes are the generated goal descriptions G. Each
line from current state to the goal description represents the
heuristic estimate h(s, gi).
as hRHS(s) = hFF (s, g∗i ). This is based on the assumption
that hRHS(s) ≈ h∗(s).
The assumption that the first goal description appearing
in the relaxed planning graph is the one which will lead to
the minimum heuristic value makes the computation much
simpler. Though this may not always be the case, but as
we see in figure 1 it is not a bad choice while computing
the heuristic. Figure 1 shows the goal description g∗i first
appears in the relaxed planning graph built from the current
state. At this point we estimate the heuristic hFF (s, g∗i ). For
example in figure 1 if we calculate h∗(s) by computing all
h(s, gi) we will find it to be the same as hFF (s, g∗i ).
High Level Description of the Overall
Algorithm
Input: A plan piold (for a planning problem Πold). A new
planning problem Πnew (differing form Πold only in initial
state)
Output: A new plan pinew or fail.
1. Generate the set of goal descriptions G using.
gi−1 = [gi − add(ai)] ∪ pre(ai) ∀ai ∈ piold
2. Perform,
pinew ← FFSearch(newInitialState)
using Terminal Condition:
∃gi ∈ G such that gi ⊆ S
and Heuristic Function:
hRHS(s)
3. If pinew = null return fail.
4. Else Return
pinew ← append(pinew, [ai+1, ai+2, ai+3.....an])
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Experimental Results
We now present the empirical evaluation of our replanning
approach. The focus of the experiments is on showing the
effectiveness of RHS for solving replanning problems in
the forward state space search planning paradigm. As the
replanning algorithm builds on FF style planning, JavaFF
(Coles et al. 2008) was used as the base planner to imple-
ment the replanning system. We used the GPG (Gerevini
and Serina 2000) benchmark problem set. The same bench-
mark has also been used to evaluate the POPR system (Krogt
and Weerdt 2005). The replanning problems are from the
commonly used gripper, logistics and rocket domains. The
problem set comprises of seven planning problems (two
gripper, three logistics and two rocket). The replanning
problems are modeled as a variation in the initial and final
state of a planning problem. We used hundred replanning
problems from the problem set to evaluate our work. The
other problems were unsuitable as they made changes to the
goal state, which our algorithm does not cater to.
The problems grip10 and grip12 are from the gripper do-
main and each has 10 replanning problems associated with
it. Similarly loga, logb, logc are from the logistics domain
and have 20 replanning problems derived from each one.
And the problems roca and rocb are from rocket domain
also having 10 replanning problems each associated with
them.
The replanning system RHS is evaluated against the com-
putational effort of planning from scratch. This is commonly
described in terms of the percentage savings. If x and y are
the computational efforts required for replanning and plan-
ning from scratch respectively, then the percentage savings
is defined as 100(y−x)/y (Hans and Weld 1995). The same
measure is also used to evaluate SHERPA. In our case the
replanning effort x and the planning effort y are measured
in terms of the time taken to solve the problems. Since the
replanning algorithm is implemented using JavaFF, for eval-
uation purpose we used JavaFF to plan from scratch as well.
The execution times for all the 100 replanning problems
have been averaged over 5 trial runs. Figure 2 shows the
percentage savings across the different planning problems.
Each value in the figure is computed from the average exe-
cution times of the replanning problems associated with it.
The average execution time of the seven planning problems
during planning and replanning is shown in figure 3. The
savings percentage in problem grip10 is not significant as
the planning time is itself very low for replanning to make
any notable improvement. In problem logc we observe that
the average planning time is quite high and hence we get
a good savings percentage. From figure 3 we also observe
that the variation in planning time across problems is much
larger than variation in replanning time.
The experiments show that in general replanning using
heuristic forward state-space search can be much faster than
planning from scratch. The replanning algorithm on an aver-
age gives more than 75 percent savings, occasionally cross-
ing 90. The overall average planning time of all 100 prob-
lems is 2.34 seconds and replanning time is 0.27 sec. The
planning time is 8.67 times larger than the replanning time.
Figure 2: Average savings percentage across planning prob-
lems.
Figure 3: Average running time across planning problems.
Future Work
In this paper we have only considered domains with unit ac-
tion cost. In future we plan to adapt the algorithm for actions
with variable costs. We also plan to implement triangle ta-
bles (Fikes 1971) to improve efficiency. Triangle tables help
to skip unnecessary comparisons while deciding if a goal
description is met, during search and heuristic computation.
In this work we have used the relaxed planning graph for
first selecting a goal description and then finding the heuris-
tic value with respect to the selected goal, at each stage. As
mentioned before this is based on the assumption that the
first goal description appearing in the relaxed planning graph
is likely to be closest to the current state. This assumption
may not always be true. Hence it may be interesting to look
for efficient heuristic functions independent of such assump-
tions.
The results of FF-Replan have shown that replanning is
an effective approach for dealing with probabilistic planning
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problems. In future we plan to adapt the replanning algo-
rithm to the needs of a probabilistic problem so that it can
induce a contingency plan.
Another interesting extension of this work is to explore
how effectively replanning in partial satisfaction problems
(Benton, Do, and Kambhampati 2009) can be handled by the
algorithm. The replanning algorithm will also need adapta-
tion while working with temporal planners using state space
search like CRIKEY (Coles et al. 2009).
Conclusions
Plans often fail during execution in dynamic environments.
The paper describes an approach using heuristic state-space
search for replanning in the face of plan failure. The idea
of plan annotation from execution monitoring can be used
to generate goal descriptions which can be used for re-
planning. The paper also demonstrates how planning-graph
based reachability analysis can be used as a heuristic which
can evaluate a state against a set of goal descriptions effi-
ciently. The empirical analysis of the approach shows that
replanning using heuristic search can be far better than plan-
ning from scratch. Thus if FF-Replan uses RHS as the re-
planning module, instead of planning from scratch, it will
have a gain in performance.
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Abstract
We define a probe to be a single action sequence computed
greedily from a given state that either terminates in the goal
or fails. We show that by designing these probes carefully
using a number of existing and new polynomial techniques
such as helpful actions, landmarks, and consistent subgoals,
a single probe from the initial state can solve by itself 683 out
of 980 problems from previous IPCs, a number that compares
well with the 627 problems solved by FF in EHC mode, with
similar times and plan lengths. We also show that by launch-
ing one probe as a lookahead mechanism from each expanded
state in a standard greedy best first search informed by the ad-
ditive heuristic, the number of problems solved jumps to 900
(92%), as opposed to FF that solves 827 problems (84%),
and LAMA that solves 844 (86%). The success of probes,
like the improvements of FF and LAMA over HSP before,
suggests that effective heuristic search planning is more than
heuristic search with automatically derived heuristic estima-
tors, with structural forms of inference playing an important
role as well.
Introduction
Heuristic search has been the mainstream approach in plan-
ning for more than a decade, with planners such as FF, FD,
and LAMA being able to solve problems with hundreds of
actions and variables in a few seconds (Hoffmann and Nebel
2001; Helmert 2006; Richter and Westphal 2010). The ba-
sic idea behind these planners is to search for plans using
a search algorithm guided by heuristic estimators derived
automatically from the problem (McDermott 1996; Bonet
and Geffner 2001). State-of-the-art planners, however, go
well beyond this idea, adding a number of techniques that
are specific to planning, not to heuristic search. These tech-
niques, such as helpful actions and landmarks (Hoffmann
and Nebel 2001; Hoffmann, Porteous, and Sebastia 2004;
Richter, Helmert, and Westphal 2008), are designed to ex-
ploit the propositional structure of planning problems; a
structure that is absent in traditional heuristic search where
states and heuristic evaluations are used as black boxes.
Moreover, new search algorithms have been devised to make
better use of these new techniques. FF, for example, triggers
a best-first search when an incomplete but effective greedy
search (enforced hill climbing) that uses the helpful actions
∗Presented at the 2010 PlanSig Workshop, Brescia, Italy.
only, fails. In FD and LAMA, the use of helpful or preferred
operators is not restricted to the first phase of the search, but
to one of the open lists maintained in a multi-queue search
algorithm. In both cases, dual search architectures that ap-
peal either to two successive searches or to a single search
with multiple open lists, are aimed at solving fast, large
problems that are simple, without giving up completeness
on problems that are not.
In this work, we formulate and test a new dual search ar-
chitecture for planning that is based on the idea of probes:
a single action sequence computed without search from a
given state that can quickly go deep into the state space, ter-
minating either in the goal or in failure. The probes are
explorations that are more focused than the enforced hill
climbing search, and can be used as a lookahead mecha-
nism in a best-first search. We show that by designing these
probes carefully using a number of existing and new poly-
nomial inference techniques, 683 out of 980 benchmarks
(70%) can be solved with a single probe from the initial
state. Moreover, by using one probe as a lookahead mech-
anism from each expanded state in a standard greedy best
first search informed by the additive heuristic, the number
of problems solved jumps to 900 (92%), a number that com-
pares well to state-of-the-art planners like FF and LAMA
that solve 827 (84%) and 844 (86%) problems respectively.
The success of probes, like the improvements of FF and
LAMA over HSP before, suggests that effective heuristic
search planning is more than heuristic search with auto-
matically derived estimators, with structural inference tech-
niques in the form of helpful actions and landmarks playing
an important role as well. The probes are designed to take
advantage of these and other inference techniques. Critical
for the effectiveness of the probes is the use of subgoaling
techniques to decompose the problem, and the use of causal
commitments of the form 〈a, p,B〉 to express that a fluent
p was made true by action a in order to achieve one of the
fluents in B. Nodes generated in probes do not maintain the
state of the fluents only but also the reasons and the sub-
goals for which these fluents were made true. In particular,
in a node where the causal commitment 〈a, p,B〉 is true, ac-
tions that delete p without adding one of the fluents in B
are pruned. The result is that probes are more focused and
goal-directed than arbitrary sequences of helpful actions in
FF.
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The use of lookahead in search and planning is very old
in AI, and appears more recently in the YAHSP planner, that
makes an attempt to look ahead by using sequences of ac-
tions extracted from the relaxed plan (Vidal 2004). While
PROBE also looks ahead by using sequences of actions, the
design and use of these sequences is completely different
in the two planners. In particular, while in YAHSP, the ac-
tion sequences are executable prefixes of the relaxed plan,
in PROBE, they are computed from scratch for achieve each
one of the remaining subgoals in sequence. The range of do-
mains that are solved by just throwing a single probe from
the initial state is then much larger. In this sense, the moti-
vation for PROBE is related to the motivation behind other
recent planners such as eCPT (Vidal and Geffner 2005) and
C3 (Lipovetzky and Geffner 2009) that also aim to solve
simple, non-puzzle-like domains, with little or no search at
all. This requires capturing in a domain-independent form
the inferences that render the search superfluous in such do-
mains.
PROBE: The Planner
Heuristic search planners that just plug a delete-relaxation
heuristic into a well known search algorithm are nice, as they
can be easily understood. A problem that they face, however,
are the search plateaus, a situation when goals are in ‘con-
flict’, and approaching one means to move away from the
others. Since the formulation of more effective estimators
hasn’t been simple after more than a decade, the solution to
this problem has given rise to other types of inferences and
techniques. These techniques are absent in the first genera-
tion of planners such as UNPOP and HSP, but are present in
FF, FD, and LAMA. These planners are less monolithic, and
their details are often more difficult to follow, but it’s pre-
cisely those ‘details’ that make the difference. The planner
PROBE is no exception to this trend towards ‘finer-grained
planning’, and incorporates a number of design decisions
that we explain below.
PROBE is a complete, standard greedy-best first (GBFS)
Strips planner using the standard additive heuristic, with just
one change: when a state is selected for expansion, it first
launches a probe from the state to the goal. If the probe
reaches the goal, the problem is solved and the solution is
returned. Otherwise, the states expanded by probe are added
to the open list, and control returns to the GBFS loop. The
crucial and only novel part in the planning algorithm is the
definition and computation of the probes.
We define probes first using a number of notions that will
be fully characterized later. We assume a Strips problem
whose top goals G are the preconditions of a dummy End
action that adds a dummy goal Gd. As in POCL planning,
this is needed due to the use causal commitments that are
similar to causal links (Tate 1977; McAllester and Rosenblitt
1991).
Probes
A probe is an action sequence a0, a1, . . . , ak that generates
a sequence n0, n1, . . . , nk+1 of nodes, each of which is a
pair ni = 〈si, Ci〉 made up of the problem state si and a
set of causal commitments Ci. The initial node of a probe
is n0 = 〈s, ∅〉 where s is the state from which the probe
is triggered, and ∅ is the empty set of commitments. The
action selection criterion decides the action ai to choose in
node ni = 〈si, Ci〉 greedily without search. This action
generates the new node to ni+1 = 〈si+1, Ci+1〉, where si+1
is the result of progressing the state si through ai, and Ci+1
is Ci updated with the causal commitments consumed by
ai removed, and the causal commitments produced by ai
added.
Probe Construction: Action and Subgoal Selection
The actions in a probe are selected in order to achieve sub-
goals chosen from the landmarks that are yet to be achieved.
A number of techniques are used to make the greedy se-
lection of the next subgoal to achieve and the actions for
achieving it, effective. A probe that reaches the goal is the
composition of the action sequences selected to achieve the
next subgoal, the one following it, and so on, until all land-
marks including the dummy goal Gd are achieved. Probes
are not and need not to be complete; yet they are supposed
to capture the plans that characterize ‘simple domains’ even
if we don’t have yet such a characterization.
The subgoal to pursue next is selected in a node n in two
cases only: when n is the first node of the probe, or when
the subgoal g associated with its parent node n′ in the probe
is achieved in n. Otherwise, n inherits the subgoal from its
parent node. The action a selected in a node n is then the
action that appears to be ‘best’ for the subgoal g associated
with n. If a does not achieve g, then g stays active for the
next node, where the action to include in the probe is se-
lected in the same way.
The formal definition of the subgoal and action selection
criteria for the construction of probes is given below using
notions that will be made precise later, like the heuristic
h(G|s, C) that takes both the state s and the commitments C
into account, the precomputed partial ordering among land-
marks, and the conditions under which a subgoal is deemed
as consistent from a given node.
The criterion for selecting the subgoal g in node n =
〈s, C〉 is the following. First, the set S of first unachieved
landmarks that are consistent in n = 〈s, C〉 is computed.
Then, the landmark p ∈ S that is nearest according to the
heuristic h(p|s, C) is selected as the subgoal for n.
The selection of the action a in n is in turn the follow-
ing. First, the set of actions a that are deemed helpful in
n = 〈s, C〉 for either the subgoal or commitments asso-
ciated with n are computed, and those that lead to a node
n′ = 〈s′, C ′〉 for which either h(G|s′, C ′) is infinity or s′
has been already generated are pruned.1 Then, among the re-
maining actions, if any, the action that minimizes the heuris-
tic h(g|s′, C ′) is selected.2 In case of ties, two other crite-
ria are used lexicographically: first ‘min
∑
L h(L|s′, C ′)’,
1Notice that we are forcing probes to explore new states only.
This is an heuristic decision that does not compromise the com-
pleteness of the best-first search algorithm that uses probes.
2Except for a few details, this criterion is similar to the one used
by LAMA for preferring actions in the landmark heuristic queue;
namely, that “if no acceptable landmark can be achieved within one
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where L ranges over the first unachieved landmarks, then
‘min h(Gd|s′, C ′)’, where Gd is the dummy goal.
If a node n = 〈s, C〉 is reached such that all helpful
actions are pruned, a second attempt to extend the current
probe is made before giving up. PROBE recomputes the re-
laxed plan from n with those actions excluded, resulting in
a new set of helpful actions if the heuristic does not become
infinite. The new set of helpful actions is pruned again as
above, and the process is iterated, until a non-pruned helpful
action is obtained at s, or the heuristic becomes infinite. In
the latter case, the probe terminates with failure. If before
failing, it reaches a goal state, it terminates successfully with
the problem solved.
In the next few sections, we fully specify the notions as-
sumed in these definitions.
Commitments and Heuristic
A causal commitment is a triple 〈a, p,B〉 where a is an ac-
tion, p is a fluent added by a, and B is a set of fluents. The
intuition is that fluent p was added by a in order to achieve
(at least) one of the fluents in B, and hence that p should
remain true until an action adds some fluent in B, consum-
ing the causal commitment. A result of this is that in a node
n = 〈s, C〉 with a commitment 〈a, p,B〉 in C, any action a
applicable in s that deletes p but does not add any fluent in
B, is taken to violate the commitments in C, and is pruned
from the set of applicable actions.
A heuristic h(G|s, C) is used to estimate the cost to a set
G of fluents from a node n = 〈s, C〉. This heuristic takes
the set of causal commitments C into account and is defined
like the standard additive heuristic:
h(G|s, C) =
∑
p∈G
h(p|s, C) (1)
where
h(p|s, C) =
{
0 if p ∈ s
mina∈O(p)[cost(a) + h(a|s, C)] otherwise
(2)
and
h(a|s, C) = δ(a, s, C) + h(Pre(a)|s, C) . (3)
The only novelty in this definition is the offset term
δ(a, s, C) that penalizes actions a that violate causal com-
mitments 〈ai, pi, Bi〉 in C. The offset for such actions is the
cost of achieving one of the fluents in Bi, as the action a
cannot be executed until those commitments are consumed.
More precisely:
δ(a, s, C) =
{
0 if a violates no commitment in C
maxB minq∈B h(q|s, C) , otherwise,
where B ranges over the sets of fluents Bi in the commit-
ments 〈ai, pi, Bi〉 in C violated by a.
The result of the offsets arising from the commitments
C is that actions a applicable in s may get heuristic value
step, the preferred operators are those which occur in a relaxed plan
to the nearest simple acceptable landmark” (Richter and Westphal
2010).
h(a|s, C) greater than zero when they violate a commitment
in C. Likewise, a goal G reachable from s may get an in-
finite heuristic value h(G|s, C), as for example when G re-
quires an action a with an infinite offset δ(a, s, C). This can
happen when in order to consume any of the commitments
〈ai, pi, Bi〉 in C violated by a, it is necessary to violate one
of such commitments. For instance, if the goal G stands
for the atoms on(1, 2) and on(2, 3) in Blocks, the heuristic
h(Gd|s, C) associated with the node n = 〈s, C〉 that results
from stacking 1 on 2 when 2 is not on 3, will have infinite
value. The reason is that the offset δ(a, s, C) for the re-
quired action a = unstack(1, 2) is infinite, as a violates the
commitment 〈stack(1, 2), on(1, 2), {Gd}〉 in C, which can-
not be consumed from the state s by any other action, as Gd
cannot be achieved without undoing first on(1, 2).
The relaxed plan associated with a node n = 〈s, C〉 and
a goal G is obtained by collecting backwards from G, the
best supporters ap for each p in G, and recursively the best
supporters for their preconditions that are not true in s (Key-
der and Geffner 2008). The best supporter for an atom p is
an action a that adds p and has minimum h(a|s, C) value.
The helpful actions for a subgoal g in a node n = 〈s, C〉
are defined then as in FF, as the actions a with heuristic
h(a|s, C) = 0 that add a precondition or goal in the relaxed
plan. For convenience, however, this relaxed plan is not de-
fined as the relaxed plan for g in n, but as the relaxed plan
for the joint goal formed by g and the (disjunctive) targets
Bi in the commitments 〈ai, pi, Bi〉 in C. This reflects that
such targets also represent subgoals associated with the node
n = 〈s, C〉, even if unlike g, they do not have to be achieved
necessarily.3
An action a selected in a node n = 〈s, C〉 generates the
new node n′ = 〈s′, C ′〉 where s′ is the result of progressing
s through a, and C ′ is the result of removing the commit-
ments consumed by a in n, and adding the commitments
made by a in n. The action a consumes a commitment
〈ai, pi, Bi〉 in C if a adds a fluent in Bi (whether or not
a deletes pi). Likewise, a makes the commitments 〈a, p,B〉
in n = 〈s, C〉, if p is a fluent added by a, and B is the set of
fluents added by actions in the relaxed plan in n that have p
as a precondition.
Disjunctive Commitments
For the purpose of the presentation, we have made a simpli-
fication that we now correct. From the description above, it’s
clear that an action a can introduce commitments 〈a, pi, Bi〉
for more than one effect pi of a. This will be the case when
the preconditions of the actions in the relaxed plan involve
more than one effect of a. The heuristic h(G|s, C) and
the notions above are all correct provided that this situation
doesn’t arise. On the other hand, when it does, the above
definitions interpret multiple commitments 〈a, pi, Bi〉 in C
for a common action a conjunctively, as if each such com-
mitment must be respected. This, however, is too restrictive.
If a adds two relevant effects p1 and p2, this rules out the
possibility that a is the causal support of p1 but not of p2.
3Indeed, a probe may in principle reach the goal with a non-
empty set of commitments.
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This happens for example when a block A must be placed
on top of blockC, given thatA is onB, andB onC. In such
a case, the action pickup(A,B) is done in order to get the
precondition clear(B) of pickup(B,C), but not for getting
the precondition hold(A) of stack(A,C). Thus, in PROBE,
multiple commitments 〈a, pi, Bi〉 for the same action a in C
are treated not conjunctively, but disjunctively. Namely, it’s
assumed that every action in a probe is made with some pur-
pose encoded by a commitment, but not with all purposes
that are possible. This means three things. First, an action
a in a node n = 〈s, C〉 will be taken to violate a disjunctive
commitment 〈b, pi, Bi〉, i = 1, . . . , nb, when these are all
the commitments involving the action b in C, and a violates
each one of them; i.e. it deletes each pi without adding any
fluent inBi, for i = 1, . . . , nb. Second, the offsets δ(a, s, C)
for the heuristic h(G|s, C) must be defined as:
δ(a, s, C)
def
=
{
0 if a violates no disjunctive commitment in C
maxbmaxi=1,nb minq∈Bi h(q|s, C) otherwise
(4)
where 〈b, pi, Bi〉, i = 1, . . . , nb, nb ≥ 1, constitute the
disjunctive commitments violated by action a. Finally, the
commitments C ′ in the node n′ = 〈s′, C ′〉 that follow the
action a in node n = 〈s, C〉 are formed from C by remov-
ing the disjunctive commitments consumed by a (the set of
commitments 〈b, pi, Bi〉 with a common action b such that a
adds a fluent in someBi), by adding the disjunctive commit-
ments made by a (as already defined), and last, by updating
the rest of the disjunctive commitments in C. A disjunctive
commitment 〈b, pi, Bi〉 in C, i = 1, . . . , nb, is updated by
removing from C the individual commitments 〈b, pi, Bi〉 vi-
olated by a. Notice that at least one such commitment must
remain in C if a is a helpful action according to the heuristic
h(G|s, C).
Landmark Graph
The overall picture for landmarks and their ordering is
not too different from LAMA except that we don’t deal
with disjunctive landmarks, nor with a landmark heuris-
tic. One minor difference is that we define and com-
pute landmarks using a formulation that is a slight varia-
tion of the set-additive heuristic (Keyder and Geffner 2008;
Keyder, Richter, and Helmert 2010). The other is that we
infer extra orderings among the top goals that resemble the
reasonable orderings in (Koehler and Hoffmann 2000).
The landmarks are computed as a preprocessing step from
the equations below, where L(p) and L(a) stand for the
landmarks needed in order to achieve p or apply a from the
given initial state s, and O(p) stands for the actions that add
p:
L(p) =
{ {p} if p ∈ s
∩a∈O(p) L(a) otherwise (5)
where
L(a) = ∪q∈Pre(a)L(q) .
Provided that all labels L(p), except for p ∈ s, are initialized
to L(p) = ⊥ (‘undefined’), and that no ‘undefined’ label is
propagated, the computation converges to labels L(p) that
are sound and complete relative to the delete-relaxation.
The landmarks of the problem are then those in L(Gd),
where Gd is the dummy goal. These landmarks are ordered
by means of a directed acyclic graph such that an edge p→
q means that p is a landmark for q, i.e. p ∈ L(q), without
being a landmark for another r, r ∈ L(q).
Greedy necessary orderings (Hoffmann, Porteous, and
Sebastia 2004) can also be inferred from these labels: an
edge p→gn q denoting that p is greedy necessary for q (i.e.
that p must be true right before q), is added if p ∈ L(q), and
all the first achievers of q have p in their preconditions. The
first achievers of q are those actions a for which q ∈ add(a)
and q 6∈ L(a).
The landmarks graph is extended by adding extra edges
between top goals in G, taking advantage that they must all
be true at the same time. For all pairs p, q ∈ G, an edge
p → q is added when all the actions adding p e-delete q4.
This is simply because one can show then that the last action
in a plan that achieves p and q jointly, must be the action that
adds q.
The set of achieved landmarks contains initially the land-
marks that are true in the initial state. Then, a landmark is
added to the set when an action adds it, and is deleted from
the set when an action deletes it and it is a greedy necessary
landmark for an unachieved landmark.
The unachieved landmarks in a state s are the landmarks
in L(Gd) for the dummy goal Gd that are not in the set of
achieved landmarks.
The first unachieved landmarks are the unachieved land-
marks that are not strictly preceded by any other unachieved
landmark, i.e the roots of the unachieved landmark graph.
Consistency
When a subgoal must be selected in a node n, it is chosen
as the nearest first unachieved landmark that is consistent
relative to n. The notion of consistency is adapted from the
planner C3 (Lipovetzky and Geffner 2009).
A first unachieved landmark g is consistent in n = 〈s, C〉
if it heads a consistent greedy chain of unachieved land-
marks. A greedy chain is a sequence of unachieved land-
marks p1, p2, ..., pn, i ≥ 1, where p1 is a first unachieved
landmark, pi is greedy necessary for pi+1, and pn does not
precede an unachieved landmark, or precedes an unachieved
landmark r, i.e., p → r, but pn is not greedy necessary for
it. 5
Intuitively, a greedy chain p1, . . . , pn is consistent when
it doesn’t need to be broken; i.e, when the landmark pi+1
can be achieved from the state si that results from achieving
the precedent landmark pi, while keeping pi true until pi+1
is true i = 1, . . . , n − 1. Indeed, it does not make sense
to choose p1 as the next subgoal, in order to achieve then
p2, . . . , pn, if this chain of causal commitments cannot be
sustained.
4An action e-deletes a fluent when the fluent must be false after
the action, or more precisely, when the action either deletes the
fluent, has a precondition that is mutex, or adds a mutex fluent.
5A greedy chain can contain a single atom p1 if p1 complies
with the conditions on pn.
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For example, in Blocks, when on(1, 2) and on(2, 3) must
be achieved starting with both blocks on the table, it doesn’t
make sense to adopt the ‘first unachieved landmark’ hold(1)
as a subgoal in order to achieve on(1, 2), and then the
dummy goal Gd, as indeed, after achieving hold(1), ei-
ther hold(1) or on(1, 2) will have to be undone in order to
achieve Gd. Thus, while a greedy chain headed by a land-
mark p1 provides a potential reason for selecting p1 as the
next subgoal, the notion of consistency is aimed at detecting
that some of these reasons are spurious.
The conditions under which a greedy chain is consistent
borrows a number of ideas from (Lipovetzky and Geffner
2009), in particular, the notion of projected states that pro-
vide a fast approximation of the state that results from the
achievement of a given goal.
Given a chain p1, . . . , pn, n ≥ 1 relative to a node n =
〈s, C〉, the projected node n1 = 〈s1, C1〉 is obtained from
the relaxed plan pi for the goal G1 = {p1} from n. The state
s1 is defined as s extended with the atoms p added by the
actions in pi. Yet since some of these atoms are mutex with
p1, the process is iterated by extending the goal G1 and the
relaxed plan pi, until pi includes actions that delete the atoms
in s1 that are mutex with p1; a process that can potentially
add new atoms into s1. Likewise, the set of commitments
C1 true in the projected node n1 are those in C, but with the
commitments consumed by actions in pi removed.
The projected node ni+1 = 〈si+1, Ci+1〉 for the greedy
chain p1, . . . , pn is defined in a slightly different way for
i > 1, as while the choice of the chain makes p1 the first
unachieved subgoal, it does not necessarily make p2 the sec-
ond. Instead, after achieving p1, the probe may select to
achieve other landmarks and only then come back to p2. For
this reason, si+1 is defined as the set of atoms reachable
from si that are not mutex with pi+1. Three type of actions
a must be excluded in this reachability analysis: those with
infinite offsets δ(a, si, Ci), those that make pi false without
making pi+1 true, and those with pi+1 in the precondition.
Similarly, Ci+1 is obtained from Ci by removing the com-
mitments consumed by the remaining reachable actions.
Given the projected nodes ni = 〈si, Ci〉 along a greedy
chain p1, . . . , pn, i = 1, . . . , n, with n0 = 〈s, C〉, the chain
is consistent if neither h(Gd|sn, Cn) nor h(pi|si−1, Ci−1)
is infinite, for i = 1, . . . , n.
Summary
Wrapping up, PROBE is a greedy best-first planner that
throws a probe from the node n = 〈s, C0〉, where C0 is
the empty set of commitments, each time that a state s is
expanded. The best-first search makes the planning algo-
rithm complete, while the probes provide a very fast and
focused lookahead device. A probe is a sequence of actions
that is extended greedily at each node n = 〈s, C〉 by select-
ing the action that is helpful to the subgoal g associated with
n or the commitments C in n. A node n = 〈s, C〉 inher-
its the subgoal g from its parent node in the probe, except
when s achieves g or n is the first node of the probe. In
these two cases, the subgoal g is selected as the nearest first
unachieved landmark that heads a consistent greedy chain.
Probes terminate in the goal or in failure, and they are not
allowed to visit states in memory (open or closed). All the
states expanded by failed probes are added nonetheless to
the open list of the best-first search algorithm. As we will
see in the next section, most IPC domains are solved with
a single probe, and only two domains, require thousands of
expansions and probes.
Experimental Results
We compare PROBE with FF and LAMA over a broad range
of IPC domains. PROBE is written in C++ and uses Metric-
FF as an ADL to Propositional STRIPS compiler (Hoffmann
2003). LAMA is executed without the plan improvement
option, reporting the first plan that it finds. All experiments
were conducted on a dual-processor Xeon ’Woodcrest’ run-
ning at 2.33 GHz and 8 Gb of RAM. Processes time or mem-
ory out after 30 minutes or 2 Gb. All action costs are as-
sumed to be 1 so that plan cost is plan length.
Table 1 compares PROBE with FF and LAMA over 980
instances from previous IPCs. In terms of coverage, PROBE
solves 56 more problems than LAMA and 73 more than
FF. More remarkably, 70% of them are solved with just one
probe (56 problems more than FF in EHC). There are several
domains where PROBE solves more problems than LAMA
and FF, the largest difference being in Pipesworld tankage,
where it solves 13 instances more than LAMA and 19 more
than FF. On the other hand, the largest gain of LAMA and
FF over PROBE is in Sokoban, where LAMA and FF solve
12 and 13 more instances respectively.
Column #P shows the average number of probes required
in each domain, which corresponds to the number of nodes
expanded in the greedy best first search (not the number of
total expanded nodes that is shown). Interestingly, this num-
ber is one in most domains, and large in three domains only,
Sokoban, Trucks, and Pegsol, where probes do not pay off.
A measure of the search effort is given by the number of
nodes that each planner expands over the instances solved
by all three planners. LAMA expands around 7 times more
nodes than PROBE and FF 36 times more. In some do-
mains this difference is even larger. In Depots, for exam-
ple, LAMA (FF) solves less instances than PROBE, but it
expands 414 (663) times more nodes. This, however, does
not mean that PROBE is faster. One reason is the use of
deferred evaluation by LAMA, which leads to faster node
expansions and fewer heuristic evaluations. Another one is
the overhead in PROBE. Interestingly, FF is fastest in 18 out
of the 30 domains, while LAMA and Probe are each fastest
in 6.
The average plan length of the instances solved by the
three planners is 61 for PROBE, 56 for LAMA and 54 for FF.
PROBE is worst in quality in Sokoban and Gripper, while
best in Depots and Blocks.
Examples
PROBE is a ‘fine-grained’ planner that can solve many prob-
lems without search, and thus it is illustrative to see its be-
havior over concrete instances.
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FF LAMA PROBE
Domain I S EHC EX T Q S EX T Q S 1P EX #P T Q
Blocks World 50 42 42 9,193 0.22 39 (9) 50 1,077 0.69 86 (1) 50 50 40 1.0 0.21 40 (2)
Cyber 30 4 4 228 0.74 30 (0) 25 73 48.48 30 (0) 24 13 30 111.5 1.46 30 (0)
Depots 22 22 19 71,649 38.28 47 (0) 20 44,738 46.58 52 (1) 22 14 108 11.8 3.01 42 (6)
Driver 20 16 6 11,476 11.73 34 (2) 20 2,445 1.32 37 (4) 20 15 54 2.1 0.99 50 (1)
Elevator 30 30 30 1,429 1.34 86 (4) 30 666 3.28 88 (0) 30 25 114 1.2 30.81 110 (0)
Ferry 50 50 50 50 0.00 28 (0) 50 108 0.18 29 (0) 50 50 29 1.0 0.02 29 (1)
Freecell 20 20 14 1,506 2.81 55 (7) 20 2,071 19.78 64 (0) 18 7 261 35.1 45.45 67 (1)
Grid 5 5 5 301 0.30 61 (1) 5 174 6.43 56 (1) 5 5 59 1.0 7.74 59 (1)
Gripper 50 50 50 102 0.00 76 (0) 50 79 0.26 76 (0) 50 50 101 1.0 0.06 101 (0)
Logistics 28 28 28 94 0.00 41 (1) 28 97 0.25 42 (0) 28 28 55 1.0 0.13 55 (0)
Miconic 50 50 50 52 0.00 30 (0) 50 37 0.15 30 (0) 50 50 45 1.0 0.02 45 (0)
Mprime 35 34 34 23 0.03 6 (1) 4 12 3.72 6 (0) 34 33 7 1.0 2.62 7 (0)
Mystery 30 18 15 258 0.08 7 (0) 22 238 2.36 6 (4) 25 23 8 1.1 1.21 8 (0)
Openstacks 30 30 30 504 0.46 136 (0) 30 124 3.03 145 (0) 30 30 121 1.0 20.22 139 (0)
Openstacks-IPC6 30 30 30 968 0.59 156 (0) 30 146 3.68 159 (0) 30 30 139 1.0 54.76 158 (0)
Parc-Printer 30 30 21 173 0.03 32 (0) 24 409 0.41 34 (0) 27 21 49 9.7 0.26 31 (0)
Pegsol 30 30 0 15,287 1.35 34 (0) 30 5,174 1.34 35 (0) 29 1 1,681 864.7 2.10 34 (0)
Pipesworld-No-Tan 50 35 17 3,540 0.45 28 (5) 20 1,363 1.04 37 (1) 45 19 65 6.4 0.35 33 (5)
Pipesworld-Tan 50 22 4 46,189 62.23 30 (8) 28 40,015 32.41 31 (2) 41 16 1,055 108.7 59.14 55 (5)
PSR-Small 50 41 0 39,533 60.96 17 (1) 50 276 0.89 17 (0) 50 0 70 30.8 0.07 20 (0)
Rovers 40 40 40 10,341 26.97 100 (4) 40 1,750 13.44 106 (1) 40 38 114 1.1 28.16 113 (0)
Satellite 20 20 20 389 0.10 38 (0) 20 412 0.90 39 (1) 20 20 41 1.0 0.86 41 (0)
Scanalyzer 30 30 22 1,905 1.89 24 (1) 28 257 8.52 24 (2) 28 26 39 2.8 6.15 24 (4)
Sokoban 30 27 0 19,355 0.82 141 (2) 26 16,066 3.52 138 (4) 14 0 12,027 11,120.6 96.71 160 (0)
Storage 30 18 3 261,299 49.90 16 (0) 18 3,645 1.62 20 (0) 21 15 15 2.5 0.08 15 (6)
TPP 30 28 28 28,388 42.41 122 (0) 30 1,340 6.91 104 (8) 30 30 119 1.0 20.88 119 (0)
Transport 30 29 29 45,593 133.52 28 (1) 30 4,964 41.23 27 (0) 30 24 157 1.2 42.27 26 (4)
Trucks 30 11 6 135,863 5.66 23 (0) 16 169 0.61 24 (0) 9 0 2,762 2,818.4 20.55 26 (0)
Woods 30 17 12 1,329 0.26 117 (1) 30 7,040 5.84 100 (15) 30 30 31 1.0 5.45 154 (0)
Zeno Travel 20 20 18 148 0.13 31 (13) 20 482 3.55 36 (1) 20 20 50 1.0 6.21 50 (0)
Total 980 827 627 23,572 14.77 54 844 4,515 8.75 56 900 683 648 15.26 61
Percentage 84% 64% 86% 92% 70%
Table 1: PROBE vs. FF and LAMA on instances of previous IPCs: I is the number of instances, S is the number of solved instances, EHC is
number instances solved by EHC, EX is the average number of expanded nodes, 1P is the number of instances solved with one probe, #P is
the average number of probes triggered, T is average time in seconds and Q is the average plan length. EX, T and Q are reported for problems
solved by all three planners. In parenthesis is the number of problems where each planner produces solutions that are at least 10% better than
the other two planners
Blocks World
The Sussman Anomaly starts with blocks b and a on the ta-
ble, and c on top of a. It is a well-known instance of Blocks-
World because it requires some form of goal interleaving:
the problem has two goals, b on c and a on b, but no goal can
be tackled first while leaving the other goal aside; progress
towards the two subgoals needs to be interleaved, which can
defeat naive serialization schemes.
The landmarks graph generated for this problem is shown
in Figure 1. The top goal on(b,c) must be achieved be-
fore on(a,b). The landmarks of on(a,b) are hold(a), which
is greedy necessarily ordered before on(a,b), and clear(a)
which is ordered greedy necessarily before hold(a). The
other top goal on(b,c) only has the landmark hold(b) ordered
greedy necessarily before it.
As described above, the first probe is launched from the
initial state. First, it must select a subgoal. The selection
process computes the set of consistent first unachieved land-
marks and chooses the one with the lowest heuristic value.
In this case, the only consistent landmark is clear(a). The
other first unachieved landmark hold(b) is not consistent,
as the only chain p1, p2, p3 = hold(b), on(b, c), g begin-
ning with it results in a projected state and set of commit-
ments 〈s3, C3〉 from which the heuristic computed for the
only other top goal on(a, b) is h(on(a, b)|s3, C3) =∞.
Once the subgoal clear(a) is selected, the action selec-
tion process is triggered. There is one helpful action with
respect to hold(a), unstack(c, a), which leaves the subgoal
at distance 0. The action a0 = unstack(c, a) adds the com-
mitment
〈a0, clear(a), {hold(a)}〉
that can only be consumed by the action pickup(a) given
that a is on the table. Notice that committing to mantain
clear(a) until hold(a) is achieved results in all possible
stack(X, a) being penalized with an offset by the heuristic.
In the resulting node, goal selection is triggered because
the previous subgoal is true in the current state. Among
the two first unachieved landmarks hold(a) and hold(b),
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Figure 1: The landmarks graph for Sussman’s anomaly. Top goals
and their landmarks are shown as elliptical and rectangular nodes
respectively, and the arrows represent ordering relations between
them. Greedy necessary orderings marked ‘GN’
only the latter is consistent. hold(a) is not consistent as
h(on(b, c)|s3, C3) = ∞, where s3, C3 are the state and
set of commitments resulting from projecting along the
only chain p1, p2, p3 = hold(a), on(a, b), g beginning with
hold(a). Once hold(b) is selected as the new subgoal, the
helpful actions with respect to hold(b) and hold(a) are com-
puted. Notice that though hold(a) is not the current subgoal,
helpful actions are computed for it as well, as it is a goal of
one of the active commitments. The only action that respects
the current commitments is then a1 = putdown(c), adding
the commitment
〈a1, freearm, {hold(a), hold(b)}〉
As the current subgoal is not yet achieved in the resulting
node, goal selection is skipped and the action selection pro-
cedure computes the helpful actions with respect to hold(b)
and hold(a). There are two actions: pickup(b) which leaves
the subgoal at distance 0, and pickup(a) that leaves the sub-
goal at distance 2. Therefore, a2 = pickup(b) is selected,
consuming the last commitment and adding instead the com-
mitment
〈a2, hold(b), {on(b, c)}〉
In the resulting node, goal selection is triggered again,
selecting the top goal on(b, c) and discarding hold(a), be-
cause it still does not begin any consistent chain. The only
helpful action for on(b, c) and hold(a) is a3 = stack(b, c),
which consumes the last commitment, and adds the disjunc-
tive commitment
〈a3, on(b, c), {g}〉 ∨ 〈a3, freearm, {hold(a)}〉
The probe continues, selecting the only possible new sub-
goal hold(a), which is consistent because on(b, c) is already
true in the current state. It then selects the helpful action
a4 = pickup(a) that consumes the two existing commit-
ments (a0, a3), and adds
〈a4, hold(a), {on(a, b)}〉
Finally the subgoal on(a, b) is selected, and the helpful ac-
tion a5 = stack(a, b) is applied, consuming the last com-
mitment and adding 〈a5, on(a, b), {g}〉. The probe then
ends successfully with the selection of the End action that
adds the dummy goal g.
Figure 2: The landmark graph for the 1×5 instance of the Visit-all
domain. Top goals and their landmarks are shown as elliptical and
rectangular nodes respectively, and the arrows represent ordering
relations between them. Greedy necessary orderings marked ‘GN’
Visit-All
The Visit-all domain consists of an agent at the middle of
a square grid n × n that must visit all the cells in the grid.
This is a trivial artificial domain, yet it turns out to be hard
for planners such as HSP and FF due to the presence of large
plateaus in the heuristic function. In this example we con-
sider a grid 1× 5.
The landmarks graph generated for this problem is shown
in Figure 2. The top goals can not be ordered, thus there
is no precedence relation between the fluents visited(i),
i = 0, ..., 4. The single landmark for visited(0) is robot(1)
and the single landmark for visited(4) is robot(3), both or-
dered greedy necessarily before their ancestors. Notice that
visited(2) and robot(2) are already achieved initially and
therefore are not considered.
The first probe is launched from the initial state in which
the robot is at location 2, in the middle of the grid. All the
first unachieved landmarks are consistent and at distance 1,
thus robot(3) is selected randomly as a subgoal. The only
helpful action a0 = move(2, 3) is applied adding the com-
mitment
〈a0, robot(3), {visited(4)}〉 ∨ 〈a0, visited(3), {g}〉
In the resulting node, a new subgoal is needed because
robot(3) is already achieved in the current state. Among
the first unachieved landmarks, all of them consistent,
visited(4) is selected at the current state because it is at dis-
tance 1, while robot(1) and visited(1) are at distance 2. The
only helpful action is a1 = move(3, 4), which consumes the
last commitment and adds
〈a1, visited(4), {g}〉
The probe continues, selecting visited(1) as a sub-
goal. Notice that it selects randomly between robot(1) and
visited(1), as both of them are consistent and at distance
3. The helpful action a2 = move(4, 3) is then applied, and
adds the commitment
〈a2, robot(3), {robot(2)}〉
As the subgoal is not yet achieved in the resulting state,
the next helpful action applied is a3 = move(3, 2), consum-
ing the last commitment and adding
〈a3, robot(2), {visited(1)}〉
Again, the subgoal is unchanged, and the selected action
a4 = move(2, 1) consumes the last commitment and adds
〈a4, visited(1), {g}〉
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Finally, the Probe selects the last subgoal visited(0) and
applies the action a5 = move(1, 0) that adds the last com-
mitment 〈a5, visited(0), {g}〉 and the END action is ap-
plied.
Conclusions
We have formulated and tested a new dual search architec-
ture for planning based on the notion of probes: single ac-
tion sequences constructed greedily but carefully, that can
quickly get deep into the state space, terminating in the goal
or in failure. The probes are used as part of a greedy best-
first search algorithm that throws a single probe from every
state that is expanded. We have shown that most IPC do-
mains are actually solved with a single probe, while in a few
difficult domains such as Sokoban and Trucks, probes do not
help and introduce overhead. Overall, the performance of
the planner is comparable with state-of-the-art planners such
as FF and LAMA, while it’s coverage over the 980 planning
instances considered is slightly better (92% for PROBE vs.
84% and 86% for FF and LAMA respectively).
The design of probes uses and extends a number of tech-
niques developed in modern planners that go well beyond
the use of heuristic functions to guide the search. They in-
clude helpful actions, landmarks, causal commitments, and
consistency tests, that aid in the greedy selection of the sub-
goal to achieve next in the probe, and the actions needed to
reach it. The subgoals in turn are selected among the first
unachieved landmarks.
An assumption underlying the design of probes is that
many domains can be solved easily once a suitable serializa-
tion of the landmarks is found. The empirical results appear
to provide support to this assumption.6
The assumption however raises two questions that we
would like to address in the future. The first is which meth-
ods are good for finding such serializations when they exist.
PROBE implement one such method yet it’s not necessarily
the best, and moreover, probes are greedy and incomplete.
The second question is what methods are good for finding
and exploiting serializations in problems that have good but
no perfect decompositions. The 8-puzzle is an example of
this situation: one can place the tile 1 in position 1, the tile
2 in position 2, but then one needs to undo this last subgoal,
in order to have tiles 2 and 3 at their target positions.
The ideas of goal serialization and problem decomposi-
tion have received a lot of attention in search and in the early
days of planning (Korf 1987), and it may be worth revisiting
those ideas in planning equipped with the techniques that
have been developed more recently, such as those used in
PROBE.
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Abstract
The Resource Constrained Project Scheduling Problem
is an important problem in project management, man-
ufacturing and resource optimization. We focus on a
variant of RCPSP with time lags and uncertain activity
durations. We adopt a Precedence Constraint Posting
approach and add precedence constraints to the original
project graph so that all resource conflicts are solved
and a consistent assignment of start times can be com-
puted for whatever combination of activity durations.
We propose a novel method for computing resource
conflicts based on the minimum flow on the resource
graph and we use it in an efficient complete search strat-
egy. We test the approach on instances coming from the
scheduling of parallel applications on multi processor
systems on chip.
1 Introduction
In this work we tackle the Resource Constrained Project
Scheduling Problem (RCPSP) with minimum and maximum
time lags and uncertain, bounded durations. RCPSP aims to
schedule a set of activities subject to precedence constraints
and the limited availability of resources.
The classical RCPSP formulation is based on a Directed
Acyclic Graph (Project Graph) where nodes are activities
and arcs are precedence relations. Activities use a certain
amount of finite capacity resources; the problem consists in
finding an assignment of start times, such that no resource
capacity is exceed and the makespan is minimized. Here we
take into account two variants to the classical RCPSP formu-
lation: time lags (i.e., minimum and maximum time interval)
between activities) and uncertain durations. In particular, we
assume activity durations are bounded by a worst and best
case value; we do not require a probability distribution to be
specified. We want to schedule all activities such that, what-
ever their duration is, all temporal and resource constraints
are satisfied.
This RCPSP variant finds several industrial and design ap-
plications; as a case study, we consider predictable schedul-
ing of parallel computer programs on multiprocessor sys-
tems, subject to hard real time constraints.
In this case activities are threads or processes, to be sched-
uler over limited hardware resources (processors, memories,
communication channels. . . ). In many practical scenarios
durations are data dependent and not known a-priori (despite
lower and upper bounds can be identified by off-line analy-
sis). Uncertain durations is especially troublesome in the
case of hard real time applications, where providing guar-
antees for the worst case application behavior is more im-
portant than achieving a good average performance. Time
lags can be used in this scenario to model (e.g.) inter task
communication latencies due to DMA transfers.
We adopt a Precedence Constraint Posting approach (see
[Policella et al., 2007]): the solution we provide is an aug-
mented project graph; this is the original project graph plus a
fixed set of new precedence constraints, such that all possible
resource conflicts are cleared and a consistent assignment of
activity start times can be computed for whatever combina-
tion of durations at run time. In practice, once a solution (i.e.
an augmented graph) is given, a feasible assignment of start
times can be computed in polynomial time.
The main contributions of the paper are: 1) a constraint
based temporal model to allow consistency check and prop-
agation with uncertain, bounded durations and 2) a conflict
detection procedure based on the solution of a minimum
flow problem (integrated in an efficient complete search
strategy). We perform computational experiments on in-
stances representing a system design problem. We compare
out approach with a generalization of the method by [La-
borie, 2005], modified to take into account uncertain dura-
tions.
2 Problem definition
The classical RCPSP is defined on a directed acyclic graph
〈A,E〉 (referred to as Project Graph), where A is a set of
n activities ai having fixed duration di, and E is a set of
directed edges (ti, tj), defining precedence relations. With-
out loss of generality, we assume there is a single source
activity (a0) with no ingoing arcs and a single sink activ-
ity (an−1) with no outgoing arcs. Each activity requires
a certain amount req(ai, rk) of one or more renewable re-
sources rk within a set R; all resources have finite capacity
cap(rk). The problem consists in finding a schedule (that
is, an assignment of start times to activities), such that no
resource capacity is exceed and the overall completion time
(makespan) is minimized.
Unlike in the classical RCPSP, we assume every activity
has to start after a specified release time (rsi) and to end
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d0,D0 = 1, 2t0
t1 t2
t5
t6
t7
t3 t4
R = r0
δ = 2, Δ = ∞ for (t1,t4)
c0 = 3
rq0,0 = 1
rq1,0 = 2
rq2,0 = 1
rq3,0 = 1
rq4,0 = 1
rq5,0 = 2
rq
6,0 = 2
rq
7,0 = 2
d1,D1 = 1, 3
d2,D2 = 2, 3
d3,D3 = 2, 4 d7,D7 = 1, 2
d6,D6 = 1, 2
d5,D5 = 2, 4
d4,D4 = 1, 2
δ = 0, Δ = ∞ for other arcs
Figure 1: An instance of RCPSP with time lags and uncer-
tain, bounded durations
before a specified deadline (dli); each arc (ai, aj) is labeled
with a minimum and maximum value (δij ,∆ij), such that
the time distance between ai and aj cannot be lower than δij
nor higher than ∆ij . Finally, we assume activity durations
are not known a priori, but range at execution time between
a lower and an upper bound di and Di.
We require the time window constraints to be met at run
time for every possible scenario, that is for every possible
combination of duration values. Therefore, all possible re-
source conflicts should be cleared so that a consistent assign-
ment of start times can be computed for whatever combina-
tion of activity durations. The problem objective we take
into account is to identify the best possible global deadline
which can be met by a given project.
3 PCP: background and related work
We adopt a Precedence Constraint Posting approach (PCP,
see [Policella et al., 2007]); in PCP possible resource con-
flicts are resolved off-line by adding precedence constraints
between the involved activities. The resulting augmented
graph defines a set of possible schedules, rather than a sched-
ule in particular. More precisely, the graph can be provided
as input to an on-line dispatcher; this will start each activity
ai: (1) within the time window (2) after the end time of all
the predecessors. We assume any start time satisfying condi-
tion (1) and (2) can be assigned: choosing the minimal one
is usually reasonable, but we allow the dispatcher to delay
an activity (e.g. to react to some unexpected event).
The provided solution graph must be such that if these
rules are followed, a feasible assignment of start times is
guaranteed to be found for every possible combination of
task durations. This amounts to enforcing dynamic control-
lability; this requires all deadline constraints are met when
activity starting times are decided knowing only already ex-
ecuted activities (see [Vidal and Fargier, 1999]).
Many PCP approaches proceed by iteratively resolving
Minimal Critical Sets (MCS - introduced by [G. Igelmund
and F. J. Radermacher, 1983a]); an MCS is a set of activi-
ties collectively overusing one of the resources and such that
the removal of a single activity from the set wipes out the
conflict; additionally, the activities must have the possibility
to overlap in time. Following [Laborie, 2005], we define a
MCS for a resource rk as a set of activities such that:
1.
∑
ai∈MCS
req(ai, rk) > cap(rk)
2. ∀ai ∈MCS :
∑
aj∈MCS\{ai}
req(aj , rk) ≤ cap(rk)
3. ∀ai, aj ∈ MCS, i < j : ai ≺ aj and aj ≺ ai are
both consistent with current state of the model.
Where (1) requires the set to be a conflict, (2) is the min-
imality condition, ai ≺ aj means ai comes before aj and
(3) requires activities to be possibly overlapping. A MCS is
resolved by posting a precedence constraint (i.e. a resolver)
between any pair of activities in the set; complete search can
thus be performed by using MCS as choice points and open-
ing a branch for each possible resolver. This is the case of
many PCP based works: for example [Laborie, 2005] makes
use of complete search to detect MCS and proposes a heuris-
tic to rank possible resolvers. Other approaches based on
posting precedence constraints are described in [Reyck and
Herroelen, 1998] (branch and bound) and [Policella et al.,
2004b; 2004a]. None of those works takes into account du-
ration uncertainty.
Detecting Critical Sets is a key issue in PCP methods;
since the number of MCS is in general exponential in the
size of the graph, complete enumeration can be time con-
suming. A way to overcome the issue is to assume a specific
“execution policy”: for example in [Reyck and Herroelen,
1998] activities are assumed to start as soon as their prede-
cessors are over.
Uncertain activity durations are directly tackled by the lit-
erature on the Stochastic RCPSP; here, those are modeled as
stochastic variables with known distribution; the objective
function is to minimize the expected value of the makespan.
Most works in this area focus on computing so-called poli-
cies, such that their execution by an on-line schedule avoids
resource overusage and minimizes the expected value of
makespan. For example, [G. Igelmund and F. J. Raderma-
cher, 1983a; 1983b] define so-called pre-selective policies,
which specify for each possible conflict an activity to be de-
layed.
The exponential number or MCS makes the straightfor-
ward use of pre-selective policies impractical; therefore re-
stricted subclasses of pre-selective policies are introduced,
for example: earliest start policies [R. H. Mo¨hring, F. J. Ra-
dermacher, and G. Weiss, 1984; 1985] define as a fixed set
of precedence constraints (similarly to PCP); in [F. Stork,
2001] AND-OR constraints are introduced to generalize ear-
liest start policies; linear pre-selective policies (see [Rolf
H. Mo¨hring and Frederik Stork, 2000]) specify the activ-
ity to be delayed based on a linear size vector of priori-
ties. All those approaches rely on complete MCS enumera-
tion to identify the conflicts to be resolved [F. Stork, 2001;
2000]. To the best of the authors knowledge, no Stochastic
RCPSP approach has considered time lags and time win-
dows so far.
[Policella et al., 2007; 2004b] perform MCS detection in
polynomial time by either computing a resource free sched-
ule and observing the resulting usage peaks, or by analysis
of the resource envelopes. In both cases activity durations
are considered fixed. The mentioned works also incorporate
time reasoning via simple temporal networks.
Our answer to the conflict detection issue is to cast the de-
tection of a conflict to a (polynomial complexity) minimum
flow problem by exploiting the transitivity of the solution
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graph. This is a first major contribution of this work. A re-
lated technique is outlined in [Muscettola, 2002], where a
maximum flow algorithm is used to extract usage envelopes
at specific time instants, from a particular activity-resource
graph. Finally, for excellent overviews about methods for
the RCPSP problem and dealing with uncertainty in schedul-
ing see [Brucker et al., 1999; J.C. Beck and A.J. Davenport,
2002; Herroelen and Leus, 2005].
4 Description of the approach
We propose a PCP based approach for the RCPSP with min-
imum and maximum time lags and uncertain, bounded activ-
ity durations. The method performs complete search branch-
ing on MCS. The first major contribution w.r.t. similar ap-
proaches like [Laborie, 2005] is the use of an efficient, poly-
nomial time, MCS detection procedure based on the solution
of a minimum flow problem.
Our second main is an expressive and efficient time
model, consisting of a generalization of the temporal net-
work adopted by [Policella et al., 2007]; in particular,
the approach was modified to provide efficient time rea-
soning with uncertainty and enable constant time consis-
tency/overlapping check.
4.1 The time model
The adopted temporal model consists of a constraint based
formulation of the STNU formalism (with minor restric-
tions); we rely on constraint propagation, rather then on spe-
cialized algorithms, to enforce consistency. The model pro-
vides the following building blocks:
• Event variables (Ti), associated to events τi; the do-
main of an event variable is the time span where τi can
occur;
• Free constraints (Ti [a,b]−−−→ Tj), meaning that Ti and Tj
must have enough flexibility to to allow τj to occur d′
time units after τj , for at least a value d′ in the interval
[a, b];
• Contingent constraints (Ti [a:b]−−→ Tj), meaning that Ti
and Tj must have enough flexibility to allow τj to occur
d′ time units after τj , for every value d′ ∈ [a, b];
Unlike interval variables (see [Laborie and Rogerie, 2008]),
event variables represent instantaneous events and necessar-
ily take place at run time (there is no “execution variable”).
For all constraints 0 ≤ a ≤ b must hold; event variables
connected by binary constraints form a directed graph. A
temporal model of the problem at hand can be built by:
1. introducing two event variables Si, Ei for the start and
the end of each activity ai, respectively with time win-
dows [rsi,∞] and [0, dli];
2. adding a contingent constraint Si
[di:Di]
−−−−→ Ei for each
task;
3. adding a free constraint Ei
[δij ,∆ij ]
−−−−−→ Sj for each arc
(ai, aj) in the Task Graph.
Where we recall di/Di is the minimum/maximum duration
for task ti and δij/∆ij is the minimum/maximum time lag
for arc (ti, tj). Figure 2B shows the temporal model for the
project graph in Figure 1 (reported again to ease the reader).
For each activity ti in the graph, start/end event variables
(resp. Si, Ei) are linked by contingent constraints (solid
arcs) with a = di and b = Di. Free constraints are used
to represent inter task precedence relations (dotted arcs); in
the example we have a = 2, b = ∞ and a = 0 and b = ∞
for all other arcs. Due to duration uncertainty, start and end
event variables (Si, Ei) never become bound at search time.
a0
a1 a2
a5
a6
a7
a3 a4
B S0
E0
E1
E3 E4
E2
E5
E6
E7
S2
S5
S6
S4
S7
S3
S1
A
[1 : 2]
[1 : 2] [3 : 4]
[2 : 4] [2 : 3] [1 : 2]
[1 : 2]
[1 : 2]
[2 , ∞]
Figure 2: Temporal model for the Problem of Figure 1; time
lags are [0,∞] when not specified.
We are interested in maintaining dynamic controllability,
which ensures all deadlines and time lags can be met at run
time. More precisely, a network is dynamically controllable
if and only if we can take successive decisions such that,
at any point of time, the partial sequence executed so far is
ensured to extend to a complete solution, whatever durations
remain to be observed. A formal definition is provided by
[Vidal and Fargier, 1999].
Time Windows and Constraint Propagation The time
window of each event variable Ti is specified by means of
four values, namely sp(Ti), so(Ti), eo(Ti), ep(Ti). Values
sp(Ti) and ep(Ti) delimit the so-called possible span and
specify the time interval where the event τi has some chance
to take place at run time. Conversely, values so(Ti) and
eo(Ti) bound the so-called obligatory span; if an event is
forced to occur out of its obligatory span, dynamic control-
lability is compromised. In general dynamic controllability
holds if and only if sp ≤ so ≤ eo ≤ ep.
For a free time point variable (not involved in any prece-
dence constraints), we have sp = so and eo = ep; user de-
fined release times and deadlines directly constrain sp and
ep values, while so, eo are only indirectly affected (i.e. to
maintain [so, eo] ⊆ [sp, ep]).
Precedence constraints generally modify time window
values, as depicted in Figure 3. Values sp and ep delimit
the region where each τi may occur at run-time: for exam-
ple τ1 (corresponding to variable T1) can first occur at time
10, if τ0 occurs at 0 and the constraint has duration 10; sim-
ilarly τ2 can first occur at 20 as at least 10 time units must
pass between τ1 and τ2 due to the precedence constraint. As
for the upper bounds, note that τ2 cannot occur after time
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60, or there would be a value θ ∈ [10, 20] with no support
in the time window of τ3; conversely, τ1 can occur as late as
time 50, since there is at least a value θ ∈ [10, 20] with a
support in the time window of τ2. Consider now bounds on
the obligatory region: note that if (for instance) τ1 is forced
to occur before time 20 the network is no longer dynamic
controllable, as in that case the time span between τ0 and τ1
would not be sufficient. Similarly, τ2 cannot be forced to oc-
cur later than time 60 or there would be a value θ ∈ [10, 20]
such that the precedence constraint between τ2 and τ3 can-
not be satisfied.
[10:20] [10,20] [10:20]
[0,0,30,30] [10,20,50,50] [20,30,60,60] [30,50,80,80]
T0 T1 T2 T3
sp so eo ep
Figure 3: The 4 value time window of time event variables
Dynamic Controllability can be enforced by the iterative
application of proper filtering rules for all free and contin-
gent constraints, until a fix-point is reached. Alternatively, a
propagation algorithm such as AC-3 can be used to speed
up the process. The filtering rules for a free constraint
Ti
[a,b]
−−−→ Tj are:
sp(Tj) = max{sp(Tj), sp(Ti) + a} (1)
sp(Ti) = max{sp(Ti), sp(Tj)− b} (2)
so(Tj) = max{so(Tj), so(Ti) + a} (3)
so(Ti) = max{so(Ti), so(Tj)− b} (4)
eo(Tj) = min{eo(Tj), eo(Ti) + a} (5)
eo(Ti) = min{eo(Ti), eo(Tj)− b} (6)
ep(Tj) = min{ep(Tj), ep(Ti) + a} (7)
ep(Ti) = min{ep(Ti), ep(Tj)− b} (8)
In practice, sp(Ti) + a is a the lower bound for sp(Tj),
sp(Tj) − b is the lower bound for sp(Ti) and so on. Note
that free constraints apply the same kind of filtering both to
the possible and the obligatory span of Ti and Tj; the dis-
tinction between the two spans becomes relevant only when
contingent constraints are taken into account.
Note that pruning a value from a time window may be a
consequence of the value not being possible (e.g. rule (1))
or not being allowed (e.g. rule (2)). Figure 4A/B gives a
pictorial intuition of the rules. Dynamic Controllability on a
contingent constraint Ti
[a:b]
−−→ Tj is enforced by application
of a second set of rules:
sp(Tj) = max{sp(Tj), sp(Ti) + a} (9)
sp(Ti) = max{sp(Ti), sp(Tj)− a} (10)
so(Tj) = max{so(Tj), so(Ti) + b} (11)
so(Ti) = max{so(Ti), so(Tj)− b} (12)
eo(Tj) = min{eo(Tj), eo(Ti) + b} (13)
eo(Ti) = min{eo(Ti), eo(Tj)− b} (14)
ep(Tj) = min{ep(Tj), ep(Ti) + b} (15)
ep(Ti) = min{ep(Ti), ep(Tj)− b} (16)
Figure 4: A) Dynamic Controllability filtering for a free con-
straints; B) Dynamic Controllability filtering for a contin-
gent constraints;
Rule (9) is analogous to rule (1) for free constraints, but the
duration is not under user control in this case.
Filtering and propagation of free and contingent con-
straints has the same (asymptotic) complexity of traditional
precedence constraints (with fixed durations); moreover, the
temporal model allows testing in constant time whether a
contingent or free constraint can be consistently added to
the current network; this is done by checking if the appli-
cation of the corresponding filtering rules would violate the
condition sp ≤ so ≤ eo ≤ ep.
4.2 Search strategy
One of the key issue with complete search based on MCS
branching is how to detect and choose the Critical Set to
branch on; in fact, the number of MCS is in exponential
in the size of the graph and complete enumeration incurs
the risk of combinatorial explosion. We propose to detect
possible Critical Sets by solving a minimum flow problem
on a specific resource rk, as described by [Martin Golumbic,
2004]. As a major advantage, the method has polynomial
complexity; note however the identified conflict set is not
guaranteed to be minimal, nor to be well suited to open a
choice point; hence we add a simple conflict minimization
step. An overview of the adopted search strategy is shown
in Algorithm 1. In the next section each of the steps will be
described in deeper detail; the adopted criterion to evaluate
the quality of a Critical Set will be given as well.
Critical Set Detection In first place, observe that, if the
problem contains a minimal Critical Set, it contains a non
(necessarily) minimal Critical Set as well. Therefore we
can check the existence of an MCS on a given resource rk
Algorithm 1 Overview of the search strategy
1: set best MCS so far (let this be “best”) to ∅
2: for r
k
∈ R do
3: find a conflict set S by solving a minimum flow problem
4: if weight of S is higher than cap(r
k
) then
5: refine S to a Minimal Critical Set S′
6: if S′ is better than the best MCS so far then
7: best = S′
8: if best = ∅ then
9: the problem is solved
10: else
11: open a choice point branching on possible resolvers of best
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by checking the existence of any CS. Moreover, as the ac-
tivities in a CS must have the possibility to overlap, they
always form a stable set (or independent set) on the aug-
mented project graph, further annotated with all precedence
constraint which can be detected by time reasoning; if we as-
sign to each activity the requirement req(ti, rk) as a weight,
a stable set S is a CS iff
∑
ai∈S
req(ai, rk) > cap(rk).
We refer to such weighted graph as resource graph 〈A,ER〉,
where (ai, aj) ∈ ER iff ai  aj or ep(Ei) ≤ sp(Sj). We
can therefore check the existence of a MCS on a resource
rk by finding the maximum weight independent set on the
resource graph and checking its total weight; this amounts
to solve the following ILP model P ′:
P
′ : max
∑
ai∈A
req(ai, rt)xi
s.t.
∑
ai∈pij
xi ≤ 1 ∀pij ∈ Π (17)
xi ∈ {0, 1}
P
′′ : min
∑
pij∈Π
yj
s.t.
∑
ai∈pij
yj ≥ req(ai, rt) ∀ai ∈ A (18)
yj ∈ {0, 1}
where xi are the decision variables and xi = 1 iff activ-
ity ai is in the selected set; Π is the set of all paths in the
graph (in exponential number) and pij is a path in Π. As for
the constraints (17) consider that, due to the transitivity of
temporal relations, a clique on the resource graph is always
a path from source to sink. In any independent set no two
nodes can be selected from the same clique, therefore, no
more than one activity can be selected from each path pij in
the set Π of all graph paths.
The corresponding dual problem is P ′′, where each vari-
able yj has value 1 if path pij is selected; that is, finding the
maximum weight stable set on a transitive graph amounts
to find the minimum set of source-to-sink paths such that all
nodes are covered by a number of paths at least equal to their
requirement (constraints (18)). Note that, while the primal
problem features an exponential number of constraints, its
dual has an exponential number of variables. One can how-
ever see that the described dual is equivalent to route the
least possible amount of flow from source to sink, such that
a number of minimum flow constraints are satisfied; there-
fore, by introducing a real variable fij for each edge in ER,
we get:
min
∑
aj∈E
+(a0)
f0j
s.t.
∑
aj∈E
−(ai)
fji ≥ req(ai, rt) ∀ai ∈ A (19)
∑
aj∈E
−(ai)
fji =
∑
aj∈E
+(ai)
fij ∀ai ∈ A \ {a0, an−1} (20)
fij ≥ 0
where E+(ai) denotes the set of direct successors of ai and
E−(ai) denotes the set of direct predecessors. One can note
this is a flow minimization problem. Constraints (19) are the
same as constraints (18), while the flow balance constraints
(20) for all intermediate activities are implicit in the previous
model. The problem can be solved starting for an initial fea-
sible solution by iteratively reducing the flow with the any
embodiment of the inverse Ford-Fulkerson’s method, with
complexity O(|ER| · F) (where F is the value of the initial
flow). Once the final flow is known, activities in the source-
sink cut form the maximum weight independent set.
In our approach we solve the minimum flow problem by
means of the Edmond-Karp’s algorithm. On this purpose
each activity ai has to be split into two subnodes a′i, a′′i ; the
connecting arc (a′i, a′′i ) is then given minimum flow require-
ment req(ai, rk); every arc (ai, aj) ∈ ER is converted into
an arc (a′′i , a
′
j) and assigned minimum flow requirement 0.
If the maximum independent set weight exceeds cap(rk),
then a CS has been identified.
An initial solution is computed at the root node by a
very simple algorithm; during search, the minimum flow at
a search node is used to prime the method in all the chil-
dren. This usually provides a very good starting flow for the
Edmond-Karp’s algorithm and improves performance (since
the complexity depends on the initial flow value F).
Reduction to MCS Once a critical set has been identified,
a number of issues still have to be coped with; namely (1) the
detected CS is not necessarily minimal and (2) the detected
CS does not necessarily yield a good choice point. Branch-
ing on non-minimal CS can result in exploring unnecessary
search paths.
We tackle both issues by applying a simple greedy min-
imization procedure; namely, the non-minimal set (let this
be S) coming from the solution of the minimum flow prob-
lem is reduced by iteratively removing the activity yielding
the best CS (according to a user specified heuristics). The
procedure runs in time O(|S|2).
At each step of the iterative minimization process, we
choose the CS with the lowest overall preserved space; this
is an estimate of the amount of search space remaining after
the addition of a new precedence relation (or resolver); the
measure was introduced by [Laborie, 2005]. Here we distin-
guish between preserved possible space and preserved oblig-
atory space; in particular, we choose the CS with the lowest
sum of preserved obligatory space for its resolvers; the pre-
served possible space is used to break ties. Resolvers which
cannot be posted do no contribute to the overall preserved
space; those can be easily determined thanks to the tempo-
ral model, which allows to check in constant time whether a
new constraint can be added.
Opening a choice point Once a MCS is selected, the
next step is to open a choice point. Let RS =
(ai0 , aj0), . . . (aim−1 , ajm−1) be the list of pairs of nodes
in the set such that a precedence constraints can be posted.
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FLW solver ENM solver TO better
nodes time #MCS tmcs time/mcs TO BC/WC time #MCS tmcs time/mcs TO BC/WC FLW ENM
Pl
at
fo
rm
A
41-49 0.08(0.26) 68 0.02 0.0002 0 0.50 0.06(0.48) 36 0.06 0.0014 0 0.50 0(0%) 0(0%)
56-66 0.17(1.79) 207 0.11 0.0004 0 0.46 0.15(34.69) 268 3.31 0.0023 0 0.45 0(0%) 0(0%)
75-82 0.26(3.81) 290 0.16 0.0004 0 0.48 0.26(1.42) 120 0.25 0.0017 0 0.48 0(0%) 0(0%)
93-103 1.21(8.37) 460 0.61 0.0007 0 0.52 1.06(300.00) 2940 31.61 0.0035 3(2) 0.39 1(6%) 0(0%)
110-119 3.08(28.18) 1004 2.30 0.0020 0 0.48 118.31(300.00) 6911 106.12 0.0878 3(1) 0.43 0(0%) 0(0%)
118-128 1.60(300.00) 10677 10.60 0.0006 2 0.47 2.81(300.00) 1572 27.65 0.0043 1 0.47 0(0%) 1(0%)
Pl
at
fo
rm
B
29-36 0.03(0.09) 19 0.00 0.0001 0 0.48 0.04(0.20) 17 0.03 0.0014 0 0.49 0(0%) 0(0%)
41-52 0.05(0.10) 19 0.01 0.0004 0 0.46 0.06(5.27) 21 0.53 0.0139 0 0.46 0(0%) 0(0%)
54-60 0.07(0.08) 23 0.01 0.0002 0 0.48 0.08(0.27) 24 0.04 0.0015 0 0.49 0(0%) 0(0%)
65-78 0.11(0.30) 40 0.03 0.0006 0 0.43 0.30(140.31) 56 14.80 0.1720 0 0.44 0(0%) 0(0%)
78-86 0.23(1.46) 154 0.10 0.0009 0 0.46 3.00(36.24) 306 5.69 0.0293 0 0.46 0(0%) 0(0%)
86-96 0.23(1.09) 89 0.04 0.0005 0 0.42 0.83(3.61) 93 1.22 0.0125 0 0.42 0(0%) 0(0%)
Table 1: Results on the first group of instances (growing number of nodes) for Platform A and B
Then the choice point can be recursively expressed as:
CP (RS) =


post(ai0 , aj0) if |RS = 1|
post(ai0 , aj0)
∨ [forbid(ai0 , aj0) ∧ CP (RS \ (ai0 , aj0))]
where (ai0 , aj0) always denotes the first pair in the sequence
being processed. The operation post(ai0 , aj0) amounts to
add the constraint ei
[0,∞]
−−−→ sj in the time model, and
forbid(ai0 , aj0) consists in adding sj
[1,∞]
−−−→ ei (strict
precedence relation). Prior to actually building the choice
point, all precedence constraints are sorted by increasing
preserved space (namely, preserved obligatory space, while
the preserved possible space is used to break ties).
5 Experimental results
The described approach was implemented on top of ILOG
Solver 6.7; we compare two “flavors” of the proposed
method, sharing the same kind of temporal reasoning and
propagation, but adopting different search strategies.
The first approach (referred to as FLW) performs Critical
Set detection via the minimum flow method described in the
paper; in the second approach (referred to as ENM) Min-
imal Critical Sets are detected with the enumeration based
procedure provided by [Laborie, 2005]. Unlike FLW, the
ENM method always identifies the set with the lowest pre-
served space (see Section 4.2); as a drawback, the enumera-
tion can be time-expensive. The resolver simplification pro-
cedure described by [Laborie, 2005] is not applied here, as
it was found to produce non-consistently better results. In
both cases timetable, precedence graph and balance filtering
were applied for all resources.
We performed tests on RCPSP instances derived from a
system design problem. Given a computer application (de-
scribed as a graph) and a target platform, the problem con-
sists in finding a schedule guaranteed to meet a global dead-
line constraint; this is a very relevant issue in the design of
real time systems.
Nodes in the application graph denote tasks/processes or
data communication activities; each node has a priori un-
known duration, bounded by a worst case and a best case
execution time. We considered two target platforms; the first
one (Platform A) features 16 processors (resources with ca-
pacity 1) and 32 communication devices (resources with ca-
pacity 10); the second platform has four 4-threaded proces-
sors (resources with capacity 4) and 8 communication de-
vices. Both systems are representative of quite advanced
hardware. Each task requires a processors and each data
communication activity requires up to 9 units of two com-
munication devices; both the processor and the communica-
tion channel to be used must be specified by the user prior
to the scheduling process.
The testbench consists of synthetically generated in-
stances; the random generator was devised to mimic
the structure of real world applicationsThe generator,
the instances and some solution files are available
at http://www.lia.deis.unibo.it/Staff/MicheleLombardi/: i.e.
nested parallel blocks (parallel subgrahs, with a single
source and a single sink node) and some arcs between the
nested structures. In particular, we generated two groups of
instances by scaling the number of nodes (Group 1) in the
graph and the branching factor (Group 2), i.e. the number
of children when a new parallel block is initiated (branching
factor).
Each graph in the testbench is fist mapped to the tar-
get platform via a heuristic procedure (see [Luca Benini,
Michele Lombardi, and Michela Milano, 2009]); basically,
this assigns processors and communication channels to ac-
tivities. The result is a pure RCPSP instance (with un-
certain durations) and is the input for the scheduling ap-
proaches. Note the mapping process introduces several ad-
ditional nodes to allow correct modeling of inter-task com-
munications; this explains the different number of nodes
reported on the two platforms. Mapped instances are then
solved to optimality, by assuming as objective function the
best achievable deadline; formally, the objective function
is maxai∈A ep(Ei) and corresponds to the completion time(makespan) in the worst case scenario. A time limit of 300
seconds was set on the whole test process; all experiments
were run on an Intel Core2 Duo with 2GB of RAM.
Table 1 summarizes results on Group 1 on Platform A
and Platform B; here the branching factor ranges from 3
to 5; each row refers to a set of ten instances, ordered by
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FLW solver ENM solver TO better
BF nodes time #MCS tmcs time/mcs TO BC/WC time #MCS tmcs time/mcs TO BC/WC FLW ENM
Pl
at
fo
rm
A
2-4 74-84 0.21(0.82) 169 0.09 0.0005 0 0.47 0.41(19.47) 168 2.20 0.0067 0 0.47 0(0%) 0(0%)
3-5 78-84 0.42(1.13) 223 0.23 0.0008 0 0.50 1.69(300.00) 185 17.51 0.0628 1(1) 0.42 0(0%) 0(0%)
4-6 78-88 1.23(3.20) 389 0.72 0.0018 0 0.48 125.75(300.00) 337 124.33 0.5958 3(1) 0.43 2(13%) 0(0%)
5-7 79-90 1.54(10.24) 796 1.59 0.0008 0 0.46 10.41(300.00) 254 21.11 0.0600 2(2) 0.33 0(0%) 0(0%)
6-8 83-95 4.81(300.00) 10799 4.81 0.0013 2 0.52 70.77(300.00) 12248 46.97 0.0415 4(3) 0.35 1(1%) 1(1%)
Pl
at
fo
rm
B
2-4 55-62 0.08(0.10) 22 0.01 0.0004 0 0.44 0.10(1.09) 22 0.18 0.0063 0 0.44 0(0%) 0(0%)
3-5 55-66 0.11(0.25) 48 0.03 0.0007 0 0.47 0.43(8.71) 42 1.89 0.0302 0 0.46 0(0%) 0(0%)
4-6 57-69 0.14(0.42) 55 0.07 0.0010 0 0.46 2.51(74.46) 85 20.91 0.2097 0 0.47 0(0%) 0(0%)
5-7 52-72 0.21(1.16) 114 0.18 0.0007 0 0.42 0.97(300.00) 59 20.97 0.2827 1(1) 0.36 0(0%) 0(0%)
6-8 58-67 0.27(0.65) 124 0.13 0.0013 0 0.48 7.50(136.34) 222 38.25 0.3078 0 0.48 0(0%) 0(0%)
Table 2: Results on the second group of instances (growing branching factor) for Platform A and B
increasing graph size. The table reports the minimum and
maximum number of nodes (“nodes”) and the performance
of each of the approaches. In detail, the “time” column
shows the median solution time for each group (the maxi-
mum solution time for the group is reported in round brack-
ets); “#MCS” is the mean number of choice points (Mini-
mal Conflict Sets); “tmcs” and “time/mcs” respectively are
the mean time (overall) spent for MCS identification and the
mean time to identify a single conflict. Column “TO” is the
number of reported timeouts; finally, “BC/WC” is the ra-
tio between the application makespan in the best and in the
worst case. Timed out instances are included in the statis-
tics, with an exception; namely, in a few cases the enumer-
ative procedure was not able to reach any feasible solution:
those instances are discarded in the statistical figures and
their number is reported between round brackets in the TO
column.
As one can see, on the problem at hand the two ap-
proaches have comparable performance in terms of solu-
tion time; the FLW method is however much more stable,
reporting fewer time-outs. As expected, the FLW solver
is faster in MCS identification (around one order of mag-
nitude improvement in the time/mcs column). Less obvi-
ously, the approach yields a comparable number of choice
points (column #MCS), pointing out that the MCS identified
by the min-flow based procedure are not so bad when used
for branching. This was kind of unexpected, since the com-
plete enumeration finds consistently better MCS according
to the specified heuristics; one shall conclude that there is
a little point in branching over the “best” MCS, as long as
there is not a clear understanding of what makes a schedul-
ing heuristics actually good. In order to validate this con-
jecture, a deeper investigation on different problem classes
is planned as future research. The BC/WC provides an es-
timate of the flexibility of the provided solutions: the lower
the best case/worst case ration, the higher the retained flexi-
bility; however, the indicator tends to be less reliable in case
of time outs, since a low ratio value can result as a conse-
quence of a very large worst case makespan.
It is interesting to observe that, in most cases, MCS de-
tection is not the main bottleneck for the ENM solver (prop-
agation time plays a key role). The tricky point is that the
enumerative conflict detection process exhibits poor stabil-
ity, taking a very large amount of time in a few cases. This
is the reason (e.g.) for all the timed out instances where
the ENM solver was not able to find any feasible solution.
Those cases are not taken into account in the computation of
the performance figures, so that the mean conflict detection
time (tmcs) and the mean time per MCS (time/mcs) fail to
give some grasp on the stability issue; the number of timed
out instances (and in particular the number of cases where no
feasible solution was found) provides in this sense a better
indicator.
Observe that instances on Platform B are way easier than
those on Platform A; this is mainly a consequence of the ef-
fectiveness of the heuristic mapping process, which greatly
reduces the number of conflicts to be resolved at schedule
time on the 4-thread processor platform. Finally, the “TO
better” columns report the number of cases where either of
the two approaches provides a better result than the competi-
tor (“better” means here that a tighter deadline can be met).
The relative difference is reported between round brackets
and the instances where ENM provided no solution are ex-
cluded.
Table 2 shows the same results for Group 2; here the orig-
inal graphs always contain 40 nodes, plus the additional ac-
tivities introduced by the mapping process; the branching
factor spans the interval reported for each row in the column
“BF”. The amount of application parallelism has a strong
impact on the performance; most notably, the higher the
branching factor, the larger the number of possible resource,
penalizing the ENM solver. As for instance Group 1, MCS
detection time is a dominant factor whenever ENM reports
a time-out or poor performance (as hinted by the 4-6 row on
Platform A). In the cases when conflict identification is not a
bottleneck, the ENM solver performs fewer backtracks (see
the #MCS value), proving the preserved space heuristic is
more effective in this case.
Finally, we performed some experiments on the j30
and j60 single-mode benchmarks from the PSPLIB (from
[Kolisch, 1997]), modified to introduce uncertain durations;
in particular, the worst case value for each activity ai is the
duration Di from the original graph, while the best case
value is max(1, 0.5 · Di). Detailed result tables are omit-
ted due to lack of space, but are available on-line1; as a
first remark, we observed the introduction of uncertain du-
1At http://www.lia.deis.unibo.it/Staff/MicheleLombardi/
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rations makes the problem considerably more difficult; we
identify the following main reasons: (1) the increased num-
ber of possible overlapping yields many more possible con-
flicts; (2) uncertain durations and the lack of precise start
time assignments tend to result in large time windows and
make resource filtering less effective. As a general trend,
on the J30 benchmarks the ENM approach has better perfor-
mance; in particular, the method is often slower, but reports
fewer time-outs; this tend to confirm the effectiveness of the
preserved space heuristics on the PSPLIB instances. Con-
versely, the number of conflicts in the modified J60 instances
sets a severe challenge to the enumeration procedure, often
preventing the ENM solver from finding any solution.
6 Conclusion
We proposed an efficient complete solver for facing Re-
source Constraint Project Scheduling with minimum and
maximum time lags and variable durations. The main contri-
butions are: an effective time model inherited by STNU, an
efficient algorithm for conflict set detection and its encapsu-
lation in a sophisticated search strategy. Current research is
aimed at introducing objective functions, and in taking into
account run time policies.
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Abstract
In this paper we describe an integrated planning and
scheduling architecture which leverages causal reason-
ing (typically the domain of classical planning) and
constraint-based temporal and resource-related reason-
ing (scheduling). The overall solver is obtained through
the so-called meta-CSP approach to multi-solver inte-
gration. We provide a preliminary evaluation of its per-
formance through a set of experiments in a temporally-
and resource-rich variant of the well-known Blocks
World domain.
1 Introduction
Research in planning has moved increasingly toward devel-
oping techniques for tackling complex requirements such as
explicit time, resources and complex optimization criteria.
However, practical planning domains often still contain re-
quirements that remain out of the scope of state-of-the-art
planning approaches. In particular, we focus on three of
these types of requirements, namely reasoning about renew-
able resources with limited capacity, dealing with quantita-
tive temporal constraints between actions, and maintaining
flexible action durations in generated plans. These types of
requirements have been well studied in the scheduling re-
search community, and have contributed to the area’s rela-
tive success in applying scheduling techniques to real-world
applications. In this article we describe a planning system
which leverages such techniques to achieve an integrated
planning and scheduling solver.
Given a temporally- and resource-rich domain and prob-
lem, the system generates temporally flexible plans in which
causal requirements, quantitative temporal constraints, and
limited capacity resource requirements are upheld. The sys-
tem employs a planning procedure which is loosely based
on GraphPlan (Blum and Furst 1997). While expanding a
planning graph, it singles out both causal and scheduling
conflicts by means of newly defined mutual exclusive re-
lations. These relations adhere to a least commitment prin-
ciple which allows to delegate quantitative temporal and re-
source reasoning to an uderlying scheduling procedure.
The integrated solver proposed here is a tight integration
of three reasoning modules: a temporal reasoner, a resource
and state variable scheduler, and a causal reasoner. These
solvers are tightly coupled, a feature which allows to employ
the full power of scheduling techniques for enforcing tempo-
ral relations, constraints on the values of state variables, and
limited capacity requirements of reusable resources. The
use of three tightly-coupled yet distinct reasoning modules
allows to focus the search in the space of causal, tempo-
ral, and resource features of the problem more precisely and
efficiently — in other words, to delegate particular aspects
of the problem to the solving module that is able to reason
about them best.
Our starting point is OMPS, a constraint-based architec-
ture for the development of planning and scheduling appli-
cations (Fratini, Pecora, and Cesta 2008). OMPS is espe-
cially geared towards modularity and integrated solver de-
velopment, and provides the theoretical framework within
which our approach is formulated. Also, OMPS provides an
implemented and well-tested API which provides the basis
for the realization of the system we propose here.
2 The OMPS Framework
At the center of our architecture lies a temporal representa-
tion and reasoning framework called OMPS (Fratini, Pecora,
and Cesta 2008). This work leverages its constraint-based
knowledge representation formalism, its ability to perform
quantitative temporal reasoning, and its ability to perform
resource and state variable scheduling. In this section we
introduce the elements of OMPS and domain representation
language on which we build upon to obtain our integrated
planning and scheduling solver.
2.1 Knowledge Representation in OMPS
OMPS provides two types of variables for modeling the as-
pects of the real world that are subject to temporal require-
ments, namely state variables and reusable resources. The
former represent a set of symbolic values which stand for
the possible states of a real world entity. For instance, a state
variable with values in {OFF,WARMING,READY}
may represent the possible states of a television. A reusable
resource in OMPS represents (as is usually assumed in
project scheduling) an asset that is required for use by
some process(es) and which remains available after the pro-
cess(es) terminate. Examples are office space, or a power
source. Reusable resources have a maximum capacity,
which limits the processes that can be allocated to them (e.g.,
maximum room occupancy limits the number of people who
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can meet in the room, the maximum power of a generator
limits which/how many devices can be attached to it.)
Specifying desired/allowed values of variable in OMPS is
done via the imposition of Temporal Assertions (TA):
Definition 1. A Temporal Assertion is a triple
〈x,v, [Is, Ie]〉, where
• x indicates the variable (state variable or resource) over
which the desired value v is to be imposed;
• [Is, Ie] is the flexible time interval in which the assertion
is valid, where Is and Ie represent, respectively, an in-
terval of admissibility of the start and end times of the
temporal assertion.
A TA can be used to constrain the possible states of a
state variable in time. This is done by choosing as value
v a disjunction of symbolic values representing the possible
states that the variable can assume. For instance, the TA
〈TV,OFF∨WARMING, [[0, 5] , [12, 15]]〉 indicates that
a state variable representing, e.g., a television, should be in
the state ON or WARMING, and that this state of affairs
must begin between time t = 0 and time t = 5, and should
end some time between t = 12 and t = 15.
Also, a TA can be employed to represent resource us-
age requirements in time. In this case, the value v speci-
fies a natural number representing the amount of resource
used in the given flexible time interval. For instance, the
TA 〈generator, 3, [[0, 5] , [12, 15]]〉 indicates that a variable
representing, e.g., a power generator, is “consumed” by an
amount of 3 kW in the given flexible temporal interval.
In the rest of this paper, we refer to TAs on state vari-
ables as Symbolic Temporal Assertions (STA), while TAs on
reusable resources are referred to as Resource Usage Tem-
poral Assertions (RUTA).
In addition to asserting values over variables, OMPS pro-
vides a temporal constraint language to express the tempo-
ral relationships that should exist between values of vari-
ables. Such constraints are bounded variants of the rela-
tions in the restricted Allen’s Interval Algebra (Allen 1984;
Vilain, Kautz, and van Beek 1989). Temporal constraints
enrich Allen’s relations with bounds for fine-tuning the
relative temporal placement of constrained TAs. For in-
stance, given the two TAs α = 〈x′,v′, [I ′s, I ′e]〉 and β =〈x′′,v′′, [I ′′s , I ′′e ]〉, the constraint α DURING [3, 5] [0,∞) β
states that: the flexible interval of α should be temporally
contained in the flexible interval of β; α must start between
3 and 5 units of time after the start of β; and that α should
end some time before the end of β.
2.2 OMPS Reasoning Modules
For the purpose of building the integrated planning and
scheduling approach described herein, we have employed
two of OMPS’s built-in reasoning modules: the temporal
reasoner and the scheduler.
Temporal reasoner. OMPS provides a solver for main-
taining the consistency of a network of temporal constraints
among TAs. This temporal reasoning module is a Simple
Temporal Problem solver (STP, (Dechter, Meiri, and Pearl
1991)) based on Floyd-Warshall’s temporal constraint prop-
agation algorithm.
Resource and State Variable Scheduler. In addition to
simple temporal reasoning, OMPS provides a powerful
scheduling solver which can be employed to resolve con-
flicts arising due to the concurrent allocation of TAs on
variables. Specifically, the scheduler can solve symbolic
conflicts over state variables as well as resource conflicts
over reusable resources. It employs the same mechanism
to solve both types of conflicts, namely the Precedence Con-
straint Posting approach as described in (Cesta, Oddi, and
Smith 2002). A symbolic conflict between two STAs oc-
curs if (1) they overlap in time, and (2) they assert conflict-
ing values on the same state variable. The OMPS sched-
uler solves such conflicts by imposing temporal constraints
(e.g., BEFORE) to temporally separate pairs of conflicting
STAs, thus eliminating, if necessary, their temporal overlap.
The same mechanism is employed to solve (the more well-
known but structurally identical) reusable resource variant of
this problem, in which RUTAs that overlap in time (and that
are relevant to the same reusable resource) “over-consume”
the resource beyond its maximum capacity. Details on this
approach to scheduling can be found in (Cesta, Oddi, and
Smith 2002).
In the present work, we employ the scheduling and tem-
poral reasoning modules in conjunction with a newly devel-
oped causal reasoning module. The scheduling module in
OMPS employs the so-called meta-CSP paradigm to multi-
solver integration, whereby an underlying solver (the tempo-
ral module) is used to reveal and solve “higher-level” con-
flicts such as resource contention. In our architecture, we
employ the same meta-CSP mechanism to include also a
causal reasoning module.
3 Domain Model and Problem Statement
In order to represent logical propositions for describing a
planning domain, we introduce the notion of Propositional
Temporal Assertions (PTA):
Definition 2. A Propositional Temporal Assertion is a Tem-
poral Assertion 〈x,v, [Is, Ie]〉, where
• x is the name of a proposition;
• v ∈ {>,⊥} represents the truth value of the logical pred-
icate.
Thus a PTA represents a proposition in predicate logic
with an attached flexible temporal interval which models its
interval of validity. Henceforth, we refer to the predicate
of a PTA 〈x,v, [Is, Ie]〉 as propositional projection, denoted
prop(〈x,v, [Is, Ie]〉).
Example 1. In the Blocks World domain, an example of PTA
is 〈OnAB,>, [[0, 1] , [2, 3]]〉, which states that the predicate
OnAB (representing the fact that block A is stacked over
block B) is true at least between times t = 1 and t = 2,
and at most between times t = 0 and t = 3.
Given the propositional semantic interpretation of a TA
provided in Definition 2, we can now express how the val-
ues of propositions (which, as in classical planning, describe
the state of the world) should change in response to the ap-
plication of an operator. Specifically, we employ the concept
of Action Graph (AG), which is a generalization of the clas-
sical concept of ground operator (or action) in STRIPS:
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MoveATableB
FreeA
OVERLAP-
OnATable
OnAB
PED-BY
EQUALS
MET-BY
MEETS
MEETS
FINISHES
EQUALS
FINISHES
MEETS
FreeB
MEETS
MEETS
OVERLAPS
>(P)
⊥(E)
⊥(A)
>(A)
⊥(A)
>(A)
⊥(E)
>(E)
⊥(P)
⊥(A)
>(A)
>(A)
Figure 1: Example of Action Graph for a purely propositional
ground operator “MoveATableB” in the Blocks World domain.
Definition 3. An Action Graph is a tuple 〈P, E ,A, C〉,
where
• P is a set of Temporal Assertions which represent the pre-
conditions for applying the operator.
• E is a set of Temporal Assertions which represent the ef-
fects of applying the operator;
• A is a set of Temporal Assertions to be asserted as a con-
sequence of the application of the operator (and that are
neither preconditions nor effects);
• C is a set of temporal constraints between pairs of TAs in
P ∪ E ∪ A.
• An AG is associated with a flexible temporal duration, im-
plied by C. Preconditions (effects) are constrained to start
(finish) at the beginning (end) of the AG’s temporal exten-
sion.
An AG can be used to represent a temporally-rich causal
operator by modeling preconditions, effects and all TAs in
A as PTAs. Notice, though, that preconditions, effects and
all other TAs modeled in the AG may be STAs or RUTAs as
well. This entails that the assertions implied by the execu-
tion of a set of concurrent AGs may conflict in ways that are
not deducible by a purely propositional planning procedure.
In order to refer to the purely propositional fragment of
an AG, we extend the concept of propositional projection
defined earlier for PTAs. Specifically, PTAs in the precon-
ditions and effects of an AG subsume the propositional pre-
conditions and effects of a ground STRIPS-like operator:
Definition 4. Given an AG 〈P, E ,A, C〉, the propositional
projection of its preconditions (effects) is a predicate logic
formula
∧
ptai
pi, where ptai = 〈xi,vi, [Is, Ie]〉 ∈ P (∈ E)
is a PTA, pi = xi if vi = > and pi = ¬xi if vi = ⊥.
In the remainder of this article we refer to the propositional
projection of an AG’s preconditions and effects with the no-
tations prop(P) and prop(E).
Example 2. An example of AG in the propositional Blocks
World domain is shown in Figure 1. The AG describes
the operation of moving block A from the table to block B,
and states in detail the temporal relationships that exist be-
tween the PTAs that model the operation. Preconditions in-
clude, for instance, that block A should be on the table. The
AG also models the temporal constraints that should exist
among PTAs. For instance, the precondition that block A is
on the table meets temporally the effect that A is no longer
on the table. Also, notice that the AG models as PTAs also
predicates that should hold during the interval of time in
which the operation is being executed, and that are neither
preconditions nor effects (e.g., that block A is not free while
it is being handled by the robotic arm).
In order to better visualize the structure of the AG, one
can observe the timelines of the variables involved. Fig-
ure 2 sketches the timelines of the five predicates used in
the Blocks World AG example above. The timeline view
shows clearly that the AG induces two or more flexible tem-
poral intervals on each logical proposition, namely an inter-
val in which preconditions should hold, one in which effects
should hold, and one interval (but in general any number of
intervals) in which assertions that have no consequence on
the causal theory should hold.
FreeA
MoveATableB
FreeB
OnAB
OnATable
⊥ (P) > (E)
> (A) > (A)⊥ (A)
⊥ (E)> (A)
⊥ (A)⊥ (A) > (A)
> (P) ⊥ (E)
time
Figure 2: Timelines of the five predicates employed to model the
AG in Example 2.
Note that in Example 2 we have omitted specifying
the bounds of the constraints in C. In general, specify-
ing precise bounds on these constraints allows to fine-tune
the model to reflect realistic execution conditions. For
instance, the constraint 〈OnAB,>, [Is, Ie]〉 OVERLAPS
[2, 5] 〈MoveATableB,>, [I ′s, I ′e]〉 models the fact that the
precondition OnATable remains true for at least two and
at most five time units after the beginning of the MoveAT-
ableB operation. Henceforth, when omitted, we assume that
bounds on constraints are [0,∞).
AGs are the basic building block of a planning and
scheduling problem instance. They are employed in our ar-
chitecture to express a domain which, as a consequence of
the general nature of TAs, is not necessarily a purely causal
domain, and can describe causal, temporal, and resource-
related aspects of the real world problem we wish to solve.
More specifically,
Definition 5. An integrated planning and scheduling prob-
lem is a tuple 〈V,O, I,G〉, where
• V = Vp ∪ Vs ∪ Vr is a set of variables, partitioned into
three sets representing, respectively, predicates, state vari-
ables and renewable resources;
• O is a set of AGs representing operators whose precondi-
tions, effects and temporal assertions are defined over the
variables in V;
• I is a set of TAs representing the initial condition;
• G is a set of TAs representing the goal;
Note that the propositional projection of the initial condi-
tion prop(I) is a predicate logic formula over the predicates
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in Vp which represents the initial state of a purely proposi-
tional planning problem (the same holds for the goals G).
This problem thus represents a relaxation of the integrated
planning and scheduling problem.
4 Search in the Space of Causal Epochs
Our architecture performs search in the space of what we
call causal epochs. A causal epoch is a collection of AGs
enclosed by a flexible interval to which preconditions and
effects are temporally constrained. Specifically,
Definition 6. A causal epoch is a tuple
〈Λ,Sb,Se, [Is, Ie] , C〉, where
• Λ = {〈P1, E1,A1, C1〉, . . . , 〈Pn, En,An, Cn〉} is a set of
Action Graphs;
• Sb =
⋃
Λ
Pi is the beginning state of the causal epoch;
• Se =
⋃
Λ
Ei is the end state of the causal epoch;
• [Is, Ie] is a flexible interval representing the temporal ex-
tension of the epoch;
• C is a set of constraints that bound each precondition in
Sb (effect in Se) to STARTS-WITH (ENDS-WITH) Is (Ie).
Note that all preconditions of the AGs in Λ are constrained
to start at the lower bound of the epoch, while all effects are
constrained to end at the upper bound of the epoch. Simi-
larly to levels in a planning graph (Blum and Furst 1997),
levels of epochs represent causal steps in the plan. However,
since AGs have a non-unit temporal dimension, the temporal
extension of an epoch can be quantitatively bounded.
The sets Pi, Ei, Ai and Ci of the AGs in a causal epoch
define a constraint network which models causal precedence
as well as other temporal and resource requirements. Thanks
to the temporal flexibility maintained within the scope of a
causal epoch, it is possible to delegate temporal propagation
and any resource/state variable conflicts that may exist be-
tween TAs in the epoch to OMPS’s temporal reasoning and
scheduling modules. As we will see shortly, this is the core
factor that enables tightly-coupled planning and scheduling.
The beginning and end states of a causal epoch represent
the predicates that hold in a sampled instant of time cor-
responding, respectively, to the lower bound or the upper
bound of the causal epoch. Specifically,
Definition 7. Given a causal epoch 〈Λ,Sb,Se, [l, u] , C〉,
the propositional projection of its beginning (end) state is
a
∧
ptai
pi, where ptai = 〈xi,vi, [Is, Ie]〉 ∈ Sb (∈ Se) is a
PTA, pi = xi if vi = > and pi = ¬xi if vi = ⊥.
Henceforth, we refer to the propositional projection of a
causal epoch’s beginning and end states as prop(Sb) and
prop(Se). The initial conditions and goals are given to a
causal reasoning module which operates similarly to Graph-
Plan. The planning procedure considers a relaxation of the
original integrated planning and scheduling problem. This
relaxation does not occur strictly along the separation be-
tween the causal and temporal/resource aspects of the prob-
lem, as there are causal dependencies that are not consid-
ered by the causal reasoning module and delegated to the
scheduler, as well as scheduling-related aspects that are con-
sidered by the causal reasoning module by means of newly
defined mutex relations (explained below).
The causal reasoning module performs essentially two
tasks. First, it performs backward chaining over the begin-
ning and end states of causal epochs. The applicability of an
AG given the current state is a purely causal matter:
Definition 8. An AG 〈P, E ,A, C〉 is applicable to the end
state Se (resp., beginning state Sb) of a causal epoch if
prop(Se) |= prop(E) (resp., prop(Sb) |= prop(P)).
Second, the causal reasoning module propagates also non-
causal constraints related to resource usage.
The result of the causal reasoning module’s inference are
relaxed plans which are then refined by a scheduling mod-
ule until scheduling conflicts in all the epochs have been re-
solved. If resolution of these conflicts cannot be performed,
the causal reasoner will return a new plan which takes into
account the conflicts identified by the scheduler.
The plans resulting from the integrated planner and
scheduler are sequences of causal epochs in which all
causal and scheduling conflicts have been resolved, and
whose concatenation through the propositional projections
of end/beginning epoch states brings from an initial situa-
tion to the goal. More specifically,
Definition 9. Given a planning problem 〈V,O, I,G〉,
a plan is a sequence {〈Λ1,Sb1,Se1, [Is1, Ie1] , C1〉, . . . ,
〈Λn,Sbn,Sen, [Isn, Ien] , Cn〉} of causal epochs such that
• prop(Sb1) |= I and prop(Sen) |= G;
• prop(Sbi) |= prop(Sei−1);
• all temporal, symbolic and resource conflicts have been
resolved.
The coordination and communication between the causal
reasoning module and the scheduler are detailed in Func-
tion Plan. The algorithm starts by invoking the causal rea-
Function Plan(O,I,G): plan pi or failure
pi ← empty plan; mutexSet← ∅1
while true do2
relaxedPlan = {Ω1, . . . ,Ωl} ← CRM (O, I, G, mutexSet)3
if (relaxedPlan = ∅) then return failure4
conflict← false5
while (relaxedPlan 6= ∅ ∧ ¬ conflict) do6
Ω = {〈P1, E1,A1, C1〉, . . . , 〈Pn, En,An, Cn〉} ←7
Pop(plan)
Λ← Ω; Sb ←
⋃
Ω Pi; Se ←
⋃
Ω Ei; C ←
⋃
Ω C8
E ← 〈Λ,Sb,Se, [Is, Ie] , C〉9
C′ ← SM(E)10
if SchedulingConflict(E) then11
mutexSet← Ω12
pi = ∅; conflict← true13
else C ← C ∪ C′; pi ← pi.E14
if (¬ conflict) then return pi15
soning module (CRM) to obtain a candidate relaxed plan
(line 3). This plan is a sequence of sets Ωi ∈ 2ω∪η , where ω
is a set of AGs, and η is a set of no-ops (defined in the next
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section). Each set Ωi represents a “plan step”, i.e., a selec-
tion of domain operators and no-ops to satisfy the open goal
in the ith level of the planning graph. These operators are
non-interfering and therefore they can be executed concur-
rently (as far as the causal reasoning module can ascertain.)
All AGs and no-ops in a plan step Ωi are instantiated to ob-
tain a new causal epoch. The algorithm instantiates a new
epoch for each plan step in the relaxed plan, starting from
the last plan step Ωn (lines 7–9). Each epoch so obtained
is then checked for scheduling conflicts by the scheduling
module (SM). The scheduler deduces, if possible, a set of
precedence constraints that solve these conflicts (line 10). In
the event of success (line 14), the scheduler has thus refined
the causal epochE with (only the necessary) constraints that
decrease the concurrency of AGs in Ωi as it was determined
by the causal reasoning module. It appends the epoch E to
the current plan pi and each Ωi in the plan is processed.
In the event of a failure by the scheduler to find a solution
for the conflicts in an epoch, the cycle is interrupted (lines
11–13) and the causal reasoning module is re-invoked to
generate an alternative plan (line 3). Notice that at this point,
a non-empty mutexSet is provided to the causal reasoning
module representing the epoch that has caused the failure.
Specifically, this constitutes an indication as to which choice
of operators and no-ops should be avoided in the search for
another plan by the causal reasoning module (a process sim-
ilar to memoization in GraphPlan).
4.1 Causal Reasoning Module
The use of a causal reasoning module loosely based on
GraphPlan allows us to maximize the “logical concurrency”
in the plan through the use of a level-directed search in
which sets of AGs lead from one propositional level to the
next. The search mechanism employs mutex relations which
are weaker than classical GraphPlan mutexes. Moreover, as
opposed to GraphPlan, where a graph is expanded forwards
until goals appear non-mutex, we search while expanding
backwards from the goals, as suggested in (Haslum and
Geffner 2000). Furthermore, frame axioms are “encoded”
into special “no-op AGs” which prolong the value of a pred-
icate, resource or state variable as well as the consequences
it implies throughout an entire epoch:
Definition 10. A no-op is an AG 〈P, E , ∅, C〉 such that
• P = E contains a PTA representing the assertion that is
to be extended throughout the causal epoch;
• C is a set of EQUALS constraints among the TAs in P
which enforce all TAs to occur concurrently.
In our approach, mutexes leverage the presence of
resource-related information in the problem, and state
weaker criteria for assessing whether operators should be
logically exclusive. Specifically,
1. Two AGs 〈P, E ,A, C〉 and 〈P ′, E ′,A′, C′〉 are mutex if
one of the following two conditions hold:
a. prop(P) |= ¬prop(P ′) or prop(E) |= ¬prop(E ′);
b. Given a reusable resource x with capacity Cx, ∃r =
〈x,v〉 ∈ P(or E) and ∃r′ = 〈x′,v′〉 ∈ P ′(or E ′) such
that x = x′ and v + v′ > Cx.
2. An AG 〈P, E ,A, C〉 and a no-op 〈P ′, E ′, ∅, C′〉 are mutex
if one of the following two conditions hold:
a. prop(P) |= ¬prop(P ′), or prop(E) |= ¬prop(P ′), or
prop(A) |= ¬prop(P ′);
b. Given a reusable resource x with capacity Cx, ∃r =
〈x,v〉 ∈ (P ∪ A ∪ E) and ∃r′ = 〈x′,v′〉 ∈ P ′ such
that x = x′ and v + v′ > Cx.
Rules (1a) and (2a) identify purely propositional conflicts.
These mutexes are a subset of those detected by the Graph-
Plan algorithm, since they do not single out mutually ex-
clusive concurrent actions with interfering effects. This ab-
sence permits to include plans in which two or more actions
at the same level (i.e., in the same epoch) jointly achieve an
overall effect while deleting each others’ preconditions. In
the Blocks World domain for instance, this allows to model
operators that achieve, in one causal epoch, an “exchange”
of blocks between different piles. Given that our planner can
deal with resources, it is natural to provide the domain mod-
eler with this possibility, as we can model a “manipulator”
resource with capacity two, meaning that the manipulation
subsystem of the corresponding real-world problem is capa-
ble of handling two blocks at a time (e.g., through the use of
two robotic arms). Indeed, in our approach it is the schedul-
ing module that is responsible for verifying the soundness
of the behavior of concurrent actions in Ω with respect to
temporal and resource related aspects.
As opposed to GraphPlan, we provide rule (1b) which
takes into account the joint resource requirement of the pre-
conditions or effects of two operators. This constitutes a
simple form of resource propagation, where we check for
resource feasibility in sampled instants of time (the begin-
ning states of causal epochs) in which we are sure that re-
source usage assertions (RUTAs) will be concurrent. Notice
that we can be sure that there will be temporal concurrency
between RUTAs in an operator with any RUTA in a no-op,
as a no-op represents invariant conditions in time, e.g., a no-
op may involve the constant requirement u of a reusable re-
source x during an entire epoch; if such a no-op exists in the
causal epoch, any other RUTA requiring more than Cx − u
of the same resource x induces an inconsistent state.
Overall, all temporal constraints and TAs in an epoch to-
gether entail potentially concurrent resource usage (in the
case of RUTAs), symbolic assertions (in the case of STAs)
or predicates (in the case of PTAs). The causal reasoner “fil-
ters” some of the possible contentions caused by this con-
currency in each epoch. Those that remain are discovered
and solved by the scheduling module, which, in case of fail-
ure, returns an indication as to which concurrent selection
of AGs and no-ops have caused the unresolvable conflict.
These indications are interpreted again as mutual exclusions
during search, albeit of a higher order, and are taken into
account by the backwards planning graph exploration in an
attempt to generate a new relaxed plan.
5 Causal Conflicts and Scheduling
As explained, the causal reasoning module solves a relaxed
problem in which only some conflicts have been taken into
consideration. This leaves the freedom, at modeling time, to
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choose which aspects of the domain should be cast as con-
flicts to be processed by the causal reasoning module, and
which should instead be cast as scheduling conflicts for con-
sideration by the scheduling module. In addition, given the
flexibility in defining conflicts through contention on pred-
icate values and resources, the domain modeler can choose
the specific semantics of concurrency (Cayrol, Re´gnier, and
Vidal 2001) to model into the operator descriptions. On one
hand, s/he can follow a “classical” approach, where the con-
flicts to be identified correspond to those that would be mu-
texes in a traditional GraphPlan approach. On the other, the
modeler can leverage the increased expressiveness afforded
by reusable resources, using temporally-bounded RUTAs to
limit the executability of operators.
To show this spectrum of possibilities, we illustrate two
alternative formulations of the Blocks World domain in the
specific context of solving the Sussman Anomaly.
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Figure 3: Timelines representing the two final plans for the Suss-
man Anomaly. The arrows indicate temporal precedence con-
straints imposed by the scheduling module.
Classical formulation. Figure 3 (left) shows the final plan
obtained with our architecture in the case of a domain rep-
resentation which tightly follows the classical formulation
of the Blocks World operators (for reasons of space, we
omit the full description of the AGs in this domain). The
operators involved are MoveCATable, MoveBTableC and
MoveATableB. As shown, the three operators model as pre-
conditions and effects the some of the predicates one would
find in a classical STRIPS formulation of the blocks world
domain (see the highlighted PTAs for the AG “MoveCAT-
able” in the figure), e.g., block C is on the table before the
action MoveCATable, a condition which ceases to be true
after the action. In addition, given the greater temporal flexi-
bility afforded by our system and domain representation for-
malism, operators also establish conditions that should hold
between the epoch’s temporal bounds, e.g., FreeB is false
during the execution of operator MoveBTableC but true be-
fore and after.
More importantly, the example shows how “classical”
causal conflicts can be reasoned upon by the schedul-
ing module. Specifically, the solution to the Sussman
Anomaly requires the scheduler to impose a sequence be-
tween conflicting, concurrent predicate values. For instance,
〈FreeA,⊥, ·〉 would contradict 〈FreeA,>, ·〉 between time
t = 0 and time t = 1, if the scheduler had not imposed
the precedence constraint between these two PTAs. In ad-
dition, the classical formulation employs simple binary re-
sources to “protect” against illegal concurrent transitions in
truth values. For instance, operator MoveBTableC pre-
scribes among its TAs in A that there exists an interval of
time between the assertion 〈FreeB,⊥, ·〉 and the assertion
〈FreeB,>, ·〉 in which a RUTA 〈RFreeB, 1, ·〉 uses one unit
of a reusable resource RFreeB whose capacity is one. All
operators asserting values on the predicate FreeB assert an
equivalent RUTA on RFreeB when the value is flipped. As a
consequence, an over consumption of resource RFreeB will
occur every time any two of these RUTAs overlap in time.
This, in turn, will prompt the scheduling module to impose
temporal constraints that solve these conflicts. All the con-
straints imposed by the scheduler are highlighted in the fig-
ure; they determine the temporal placement of the operators,
namely that MoveATableB must follow MoveBTableC,
which must follow MoveCATable.
The above formulation suggests a general technique to
formulate STRIPS operators in our architecture. This tech-
nique essentially consists in reducing the problem of ensur-
ing consistent changes of predicates along the timeline to the
problem of verifying the concurrent access to shared vari-
ables by processes. These variables are binary resources
over which “consuming” assertions must be synchronized.
It is interesting to note that the classical formulation is in
some ways similar to the STRIPSLINE approach described
in (Cesta and Fratini 2008). STRIPSLINE, however, hinges
on action/predicate representations that are instantaneous.
Furthermore, the STRIPSLINE planner solves a timeline-
based formulation of a classical planning problem rather
than an integrated planning and scheduling problem.
Resource formulation. While the classical formulation has
enabled us to enrich the classical Blocks World planning
problem with temporal flexibility, it drastically under-uses
the potential offered by the sophisticated resource reasoning
algorithms in OMPS’s scheduling module. Indeed, many
classical planning problems implicitly state resource usage
aspects of the domain in the logical propositions they assert.
Our architecture allows to assert resource consumption ex-
plicitly and in a quantified way through RUTAs. This allows
to compactly model those resource-related features of clas-
sical planning problems that are typically “compiled away”
into propositional operator specifications.
Figure 3 (right) shows the plan obtained with an alterna-
tive formulation of the operators. This formulation employs
reusable resources of capacity 1 to represent the spatial af-
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fordance of each block: RBlockA, RBlockB and RBlockC.
In addition to logical preconditions and effects, AGs assert
usage of these resources in a very natural way, whereby
the “move” operators assert usage of the block resources.
Specifically, the AG for moving block A from the table to
block B is specified as follows (highlighted in the figure):
〈MoveATableB,>, ·〉MEETS 〈OnAB,>, ·〉
〈OnAB,>, ·〉EQUALS 〈RB , 1, ·〉
〈OnATable,>, ·〉OVERLAPS 〈MoveATableB,>, ·〉
〈MoveATableB,>, ·〉EQUALS 〈RA, 1, ·〉
The RUTAs on reusable resources directly enable a
scheduler-based conflict resolution mechanism for interfer-
ing effects, because AGs explicitly assert when a resource is
free, and therefore when it can be allocated to other activi-
ties. This example underscores an important added value of
the least commitment propositional conflict resolution strat-
egy employed in the causal reasoning module, namely in-
creased concurrency. The result is a plan in which the three
operators partially overlap thanks to the temporal constraints
binding the “move” and “on” PTAs with the RUTAs asserted
on the resources.
Overall, the ability to model operators which depend on
resource usage as well as logical assertions provides an in-
tuitive way to model some very significant aspects of the
domain — the space on top of a block is such an aspect
in our example. As we show in the next section, this type
of formulation brings with it a strong computational advan-
tage. Moreover, the presence of multi-capacity reusable re-
sources also entails a representational advantage. In our
Blocks World, for instance, the only change in the domain
description we need to implement in order to accommodate
blocks of different sizes is to increase the capacity of the re-
sources modeling the blocks, and to change the value of the
RUTAs in the AG descriptions accordingly.
Finally, notice that in both formulations the integrated
planner and scheduler has solved the Sussman Anomaly in
a single causal epoch. Within this epoch, we can notice that
the solution in the classical representation is actually “lay-
ered”, in a similar fashion as a plan generated by classical
GraphPlan would be. The fact that “GraphPlan-like” causal
conflicts have been correctly identified within one epoch is
an indication of the extent to which the scheduling mod-
ule also resolves causal conflicts which have been modeled
in the operator descriptions. As testified by the solution in
the resource formulation, it is possible to leverage these less
committed relaxed plans more effectively by specifying do-
mains that make a more intelligent use of resources.
6 Evaluation
In this section we propose an experimental validation of our
system based on two benchmarks in the Blocks World do-
main. The first benchmark consists of 12 problem instances,
all of which are variants of the same base problem. This
is the worst possible case for the Blocks World domain,
namely that in which the goal is to stack the block on the
bottom of a stack on top of it — e.g., going from (A over B
Classical form. Resource form.
# blocks CRM (SM) #MCS
CRM (SM) # MCS
3 540 (472) 10 306 (22) 1
4 1405 (4721) 27 397 (128) 2
5 4473 (27724) 63 555 (525) 4
6 15296 (169932) 134 1039 (2058) 7
7 75234 (844317) 286 4060 (10134) 13
8 767463 (348850) 598 48155 (39912) 23
Table 1: Performance of the system with classical vs. resource-
based formulation (all times are in milliseconds).
over C) to (C over A over B). Any solution requires exactly
two causal epochs, as it is possible to go from one configu-
ration to any other configuration of blocks by (1) unstacking
all blocks and putting them on the table, and (2) stacking
them again in the desired order. Both operations require one
epoch. Conversely, in problems like the Sussman Anomaly,
or “completely inverting a stack” for that matter, the desired
configuration can be achieved in the same epoch if unstacked
blocks are put directly in the desired position. The 12 prob-
lems used for the benchmark are partitioned in two sets of
6 instances each. The ith instance in one set expresses ex-
acly the same problem as the ith instance in the other set,
their difference being only the formulation: in the first set,
all instances are expressed using the classical formulation,
while in the second they are expressed using the resource
formulation. Each group of 6 instances is a variation of the
base problem described above with an increasing number of
blocks (from three to eight).
The results of this first batch of experiments are reported
in Table 1. As expected, the resource-based formulation
leads to a large improvement in performance compared to
the classical formulation. This is due to several factors.
First, AGs are represented more compactly in the resource-
based formulation. This entails a lower burden for the tem-
poral reasoning module (on which the scheduling module
is based), as fewer timepoints require processing. Tempo-
ral constraint propagation is called into play every time a
constraint is added or removed, and thus occurs many times
during scheduling. As a result, even in the largest problems,
the gain in computation time for the scheduling module (SM
in the table) is of an order of magnitude.
Second, it is evident from the results that the classical for-
mulation over-burdens the causal reasoning module (CRM
in the table). Specifically, the resource-based formulation
entails that less binary mutex relations need to be deduced
by the CRM.
Finally, the table shows the number of Minimal Criti-
cal Sets (MCS, (Laborie and Ghallab 1995)) analyzed by
the SM while solving scheduling conflicts. The number of
MCSs provides a measure of the “amount of scheduling”
performed by the system, as it is directly related to the num-
ber of resource contentions present in the problem. Notice
that in the classical formulation, we are actually performing
more scheduling as a result of the many concurrent PTAs
representing logical assertions on whether blocks are free,
whether they are stacked on top of each other, etc. Indeed,
in defining the AGs according to a resource-based formula-
tion, we are employing resource conflicts to drive the search
away from complex propositional inference. The SM can in-
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Resource form.
# blocks CRM (SM) # MCS
3 128 (11) 1
4 896 (74) 10
5 6352 (2165) 167
6 25096 (9180) 595
7 574427 (173255) 12543
8 1629534 (311684) 27189
Table 2: Performance of the system on a multi-capacity Blocks
World domain (all times are in milliseconds).
deed be made to perform this type of inference, as shown by
the classical, STRIPS-like formulation, where the scheduler
bears the brunt of temporally de-coupling conflicting pred-
icate values. However, the SM is more informed if driven
only by conflicts on resources, whose expressiveness allows
to subsume many aspects of the problem at hand.
The second benchmark consists in six problem instances
in which blocks can have non-unit sizes. As remarked
above, this can be achieved by using the resource formula-
tion. For each problem (n blocks), dn/2e blocks have capac-
ity two (meaning that it is possible to stack two blocks of ca-
pacity one over them), while the rest have capacity one; the
initial state is a vertical stack (with large blocks on the bot-
tom), and the goal state consists in placing all large blocks
on the table and all small blocks on top of the large ones.
The results (Table 2) show an interesting difference when
compared to the previous benchmark. In fact, despite the
apparently simpler structure of the problems (which can be
solved in one epoch, as opposed to the two necessary to
solve the previous benchmark problems), the performance
of the system, both in terms of the CRM and in terms of the
SM, is much worse. This is due to the increased capacity of
the resources modeling blocks. The higher capacity of these
resources entails that there are less binary mutexes that the
CRM can use to discard invalid relaxed plans. Furthermore,
these plans ultimately constitute causal epochs whose search
space is less constrained, therefore inducing the scheduler
into more conflict resolution cycles. This last point is evi-
dent in the drastically larger number of MCSs in the second
benchmark compared to the first one.
7 Related Work
Many approaches to the planning and scheduling integration
problem have been explored, ranging from loosely-coupled
integrations of a planner and a scheduler (Pecora and Cesta
2005), to more tight integrations. Among the latter, we can
distinguish “homogeneous” approaches like (Penberthy and
Weld 1994), whereby both planning and scheduling sub-
problems are reduced to a common reduction. These ap-
proaches, however, often fail to scale up due to difficulty to
use strategies that are specific to causal, resource and tempo-
ral aspects of the problem. Other approaches based on con-
straint reasoning have also been reported, e.g., IxTeT (Ghal-
lab and Laruelle 1994) and the EUROPA/RAX-PS planning
approach developed at NASA (Jo´nsson et al. 2000). The for-
mer adheres to a different planning paradigm (HTN as op-
posed to STRIPS-like), and both search for a solution by ex-
ploring possible resolutions of flaws in the plan. Conversely,
our approach relies on the more “classical” principle of op-
erator chaining. As a consequence, our system can employ
more effective heuristics for causal reasoning (as opposed to
problem-dependent, hand-crafted heuristics). Also, notice
that our system retains an advantage of both IxTeT and the
NASA approach, namely the notion of iterative refinement
through the use of specialized reasoning procedures.
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Abstract
We present a new approach to path planning and obsta-
cle avoidance for autonomous mobile robots operating in a
tightly constrained environment. The paper proposes an al-
gorithm which uses a model of the environment based on a
graph of reachable points and on a set of functions represent-
ing the feasibility of paths and rotations. We use a modified
version of the A* algorithm which takes also into account
the cost of specific maneuvers needed to walk through tight
passages and to avoid unforeseen obstacles. The proposed
approach has been employed in the autonomous robot built
by the author’s team for “Eurobot 2010” international robotic
competition, which is reported as a case study.
Introduction
In the last two decades Autonomous Mobile Robots (AMR)
have found a variety of new applications in many fields,
from manufacturing to entertainment and home automation.
New problems arise as robotic applications evolve from the
old, statically programmed, single–task robots which have
been used so far for manufacturing automation, to the mod-
ern dynamic, reactive and multi–purpose AMRs that are
gradually pervading many aspects of our everyday life. One
of the most important issue to be faced in the realization of a
new AMR is to give the robot the capability of moving into
an environment which changes dynamically. In particular,
the mere possibility of moving safely, avoiding to hit bound-
aries, detecting moving obstacles, sensing other objects and
choosing the best path to follow while trying to solve a
specific task, usually requires advanced path planning and
obstacle avoidance techniques (Siegwart and Nourbakhsh
2004). Many different approaches have been proposed so
far to dynamically find optimal paths in constrained envi-
ronments, which basically differ for the kind of constraints
they take into account, the way they model AMRs and
the environment, their computational complexity and their
accuracy and performance (Lumelsky and Skewis 1990;
Lumelsky and Stepanov 1990; Borenstein and Koren 1991;
Khatib and Quinlan 1993; Kamon, Rivlin, and Rimon 1996;
Simmons 1996; Fox, Burgard, and Thrun 1997; Ko and
Simmons 1998; Schlegel 1998; Brock and Khatib 1999;
Konolige 2000; Minguez and Montano 2000; Minguez et
al. 2001; Minguez and Montano 2002; Arras et al. 2002;
Philippsen and Siegwart 2003).
However, the majority of the proposed solutions provide
quite simplistic models for the dynamic behavior of the
AMR, and do not take into account any additional physi-
cal constraints induced by the actual motion system used by
the robot. For instance, some robots have independent cen-
tral wheels and can easily change direction at any time by
in-place rotations, while other robots have steering wheels
which require a particular sequence of movements in or-
der to change direction. Unfortunately, the majority of path
planning algorithms simply provide a sequence of points to
be reached by the robot. They usually do not take into ac-
count neither the actual sequence of moves required to reach
them nor if the motion system is able to produce a valid se-
quence of rotations and steering maneuvers in order to reach
the provided points. Sometimes those moves could also be
unfeasible according to the surrounding environment and to
the changes that have possibly occurred.
A more realistic approach is therefore required when
AMRs interact with a dynamically changing environment,
as it happens to robots which participate to the Eurobot Con-
test1. This is an international robotic competition where
autonomous mobile robots, built by students and research
groups, play a certain competitive game whose rules change
every year. In particular, in the 2010 Eurobot edition the bat-
tlefield was full of different kinds of objects, which should
be collected and put down into appropriate bins in order to
score points. During the game, objects could be hit by the
robots and be spread all around the field, making it impos-
sible to make any a priori assumption about the position,
the orientation or even the presence of objects to be picked.
Therefore the robots had to adopt efficient strategies in order
to score points (by collecting as many objects as possible)
while avoiding to hit the opponent robot or to get stuck by a
moving object at the same time.
This competition is a perfect case study to test the per-
formance of path planning algorithms in dynamic environ-
ments. Our research group, which have participated to the
Eurobot contest since 20062, have developed an effective
path planning strategy which takes into account the con-
straints present in the environment aside with all the other
dynamical aspects which are typical of the considered sce-
1http://www.eurobot.org/eng
2http://eurobot.dmi.unict.it
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nario. The results of our study are reported in this paper,
which is structured as follows. First, we give a description of
the application scenario and of the rules of the 2010 edition
of Eurobot. Then we provide a summary of the most widely
used algorithms for obstacle avoidance and path planning.
Then we propose a new technique for path planning in dy-
namic environments, highlighting the advantages of this ap-
proach. Finally, our conclusions end the paper.
Problem Statement
The Eurobot Competition and the 2010 Theme
Eurobot is an international robotic competition for enthu-
siasts, students and research groups. Teams are asked to
build an autonomous mobile robot able to play a competi-
tive game whose rules change each year. Usually the robots
score points by gathering and/or ordering different kinds of
objects which are spread all over a playing field. Matches
take place on a 3 m × 2.1 m playing area, and two robots
play the game at the same time, one against the other, try-
ing to score more points than the opponent while avoiding
collisions.
Figure 1: The Eurobot 2010 Battlefield
Figure 1 shows a picture of the playing area of the 2010
edition, whose theme was “Feed the world”. Four kinds of
objects are available, namely red and orange balls (10 cm
of diameter and a weight around 200 grams) representing
tomatoes and oranges respectively, and black and white
cylinders (15 cm tall and with a diameter of 5 cm), rep-
resenting ears of corn. At the beginning of a match, all ob-
jects are placed in fixed and known positions on the table;
the color of each ear of corn is not known in advance but
randomly set by drawing a card before starting the match.
Black ears of corn are screwed on the table, so they cannot
be picked at all. Each robot must start from its own area—
either the blue or yellow square shown in Figure 1, depend-
ing on the color assigned to the team before the match— and
gather as many tomatoes, oranges and ears of corn as possi-
ble; then, the collected “vegetables” have to be put into dif-
ferent bins placed on the side opposite to the starting area.
The duration of the match is (only) 90 seconds. The final
score of the game is calculated according to the number and
type of objects put in the right bin, provided that tomatoes
count 150 points, oranges 300 points and ears 250 points.
Constraints and Requirements
As it has been explained above, the game is a competitive
one, which means that each object gathered by a robot is
“stolen” to the opponent; a key aspect to take into account
in designing the robot is therefore its efficiency, which prac-
tically corresponds to its speed together with the ability to
move on short paths where a large amount of objects can be
picked. In deciding/planning the path, several aspects must
be considered. First of all, it is of the most importance to
avoid to accidentally hit white ears while moving around
the table. In fact, when a ear is hit it will almost sure fall
down, thus increasing the unpredictability of the surround-
ing environment (a fallen ear usually rolls away very fast
and becomes an obstacle itself), and reducing the possibility
of scoring points, since our robot is not able to pick fallen
ears. It is also important to appropriately manage black ears,
which are screwed on the table and cannot be collected at
all. Since a match is played by two robots at the same time,
the possibility of finding the opponent robot on our way has
to be always taken into account. For this reason, the basic
rules of the competition require each robot to implement an
efficient obstacle avoidance system.
Figure 2: Drawings and Dimensions of the Battlefield
The dimensions of the objects and their placement on the
field create an environment with very tight passages, requir-
ing the robot to be quite precise in its motion and to dynam-
ically react to any critical situation that could possibly arise
during the game. Figure 2 reports a more detailed drawing
of the playing field together with relevant measures. There,
points are the place-marks for tomatoes while small circles
are the place-marks for the ears of corn. Since the typical
distance between ears3 is about 50 cm, and a typical robot is
something like a cube of 30 × 30 × 35 cm4, then the space
left for movements, rotations and steering is quite limited.
Environmental constraints play a more important role if we
consider the mechanical structure of the robot we built: the
robot motion system is based on two independent wheels,
3The vertical distance between two ears is 50 cm, while the
distance measured on the diagonal is about 51.5 cm.
4The max height is 35 cm and the maximum allowed perimeter
is 140 cm.
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which are put far from the geometrical center of the robot’s
contour because of specific design requirements, as shown in
Figure 3. This choice has a strong impact on rotations: the
area needed to safely perform rotations, without hitting any
obstacle, is about twice larger than the area of the robot’s
projection. The direct consequence of these limitations is
that there is practically no region in the playing area where
our robot can perform a complete rotation without hitting an
obstacle or an ear of corn, and its rotation ability is seriously
reduced almost everywhere. The path planner has to seri-
ously take into account this fact, and it should only generate
trajectories which are feasible with respect to the size and
motion capabilities of the robot.
Figure 3: Robot dimensions and rotation requirements
Related Work
In this Section we give a brief review of some of the most
widely known path planning and obstacle avoidance algo-
rithms.
The most widely used path planning algorithms include
Visibility graph, Voronoi diagram (Siegwart and Nour-
bakhsh 2004), exact cell decomposition (Russell and Norvig
1995), approximate cell decomposition (Jacobs and Canny
1989; Latombe and Barraquand 1991; Batavia and Nour-
bakhsh 2000), potential fields (Siegwart and Nourbakhsh
2004; Khatib and Chatila 1995).
Visibility graph. It consists in building a graph by joining
all pairs of vertices that can “see” each other, including all
obstacles, start and goal position. It ensures optimal path
length by keeping the robot as close as possible to obsta-
cles. Constructing a visibility graph for densely populated
environments is too complex and slow in our application be-
cause of the number and closeness of obstacles. Moreover
keeping the robot close to obstacles makes turning and col-
lecting objects really hard or even impossible.
Voronoi diagram maps equidistant points between two
or more obstacles; point interpolation generates a path
that maximizes the distance between robot and obstacles
throughout the map. Its implementation requires medium
or large range localization sensors, otherwise an a priori
calculation of all middle points between obstacles is re-
quired (Choset et al. 2000). Voronoi paths could be good
for our application but the robot we build does not have such
type of localization sensors.
The exact cell decomposition algorithm divides the field
in cells and constructs a connectivity graph. Cell’s boundary
is affected by obstacle’s shape. After determining in which
cells start and target positions lie, an algorithm finds the best
path using a suitable sequence of cells to traverse. Like visi-
bility graph, the complexity of exact cell decomposition de-
pends on the density of obstacles. In the Eurobot 2010 game
field, decomposition would lead to two different cell sizes:
larger ones for free zones and smaller ones for obstacles.
Unfortunately, the resolution obtained with this decomposi-
tion makes it impossible to provide accurate paths.
Approximate cell decomposition subdivides the playing
area into a grid of cells of different sizes. Then all cells
which overlap with an obstacle are marked as unreachable.
The problem is that, when the resolution of the grid in-
creases, the approach brings to high computational load.
Potential field path planning considers the robot as a par-
ticle under the influence of an electric field. Obstacles play
the role of repulsive charges while the target position is rep-
resented by an attractive charge. The robot moves through
obstacles keeping maximum distance from them, but it can
fall into local minima and oscillate around the desired path.
This effect can appear when approaching frontally to a sym-
metrical obstacle. In our application this issue results quite
critical.
As for obstacle avoidance algorithms, we consider bug
algorithm (Lumelsky and Skewis 1990; Lumelsky and
Stepanov 1990; Kamon, Rivlin, and Rimon 1996), vec-
tor field histogram (Borenstein and Koren 1991), bubble
band (Khatib and Quinlan 1993), and curvature velocity
technique (Simmons 1996).
The bug algorithm consists in circumnavigating obstacles
in order to avoid collisions. This algorithm requires short-
range distance sensors and is useful for large area obstacles:
indeed, in our application obstacles are too thin to be cir-
cumnavigated.
Vector field histogram makes large use of long range sen-
sors, like radars, to generate a polar histogram of blocked
directions. Our robot is not equipped with such type of sen-
sors; nevertheless, it can be used in our approach to find
opponent’s position and properly re-run the path planner.
Bubble band is a technique which considers a virtual
“bubble” around the robot, representing the free space which
can be traveled without colliding with any object. This tech-
nique ensures smooth path execution, but unfortunately the
actual shape and size of the bubble have to be periodically
recomputed online, making this approach too complex in
case of mobile obstacles or tight time constraints.
The curvature velocity maps the robot and the environ-
ment to a velocity space, expressed in terms of rotational
velocity ω and translational velocity v; it assumes that the
robot only moves along arcs of circles with curvature c =
ω/v. Obstacles, approximated by circles determine inter-
vals of illegal trajectories. In our application, making only
circular movements is impossible, so this approach is not
applicable.
Overview of the Proposed Solution
Environment Constraints and Robot Model
As pointed out in the previous Sections, even if the consid-
ered environment has many different tight constraints, it is
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Figure 4: The Graph of Paths for the Eurobot 2010 game
completely known before the match starts. Therefore we
can identify in advance the areas of the field where the robot
is able to move and rotate without hitting fixed obstacles.
Looking at Figures 1 and 2, and considering the actual ge-
ometry of the robot we built, we observe that the space be-
tween two columns of ears is enough for the robot to pass
in the middle. Similarly, the robot has enough space to
walk on the diagonal edges linking points in which toma-
toes are positioned. The geometry of such passages affected
the choices made in the design of the mechanical systems to
pick tomatoes and ears of corn. The robot has some rollers
on the front, which are used to capture tomatoes during for-
ward motion, and an extensible arm, placed in the right side,
which is able to “kick” and collect the ears5. Therefore, the
most effective way to score points for this robot is to reach
tomatoes by moving forward, while passing close enough to
ears in order to collect them as fast as possible. These as-
pects have been taken into account in the design of the path
planner.
Basic Behavior of the Planner
We modelled the playing area by means of a graph G =
(V,E), as depicted in Figure 4. If the robot moves along the
edges of the graph, it won’t hit fixed obstacles. Moreover,
this graph makes the robot able to reach tomatoes with its
center and to pass at the right distance from ears of corns.
This graph has four different kinds of vertices, which are
labelled as:
• T0, . . . , T13: position of tomatoes.
• S0, S1, D0, D1: positions for starting and deploying.
• N0, N1, A0, . . . , A23: mid–points of the main diagonals
which connect positions of tomatoes.
• F0, . . . , F13: additional points placed in the free area of
the table.
These points have been chosen following a precise rationale.
In particular, points Sn , Tn and Dn are “hot positions”,
5To better understand how the robot collects ears
during the game, the reader can refer to the video
http://www.youtube.com/watch?v=QfjMP-gUrD4 Here our
robot starts at the left side and has assigned the blue color.
(a) (b)
(c) (d)
Figure 5: Unfeasible (panels (a) and (b)) and feasible rota-
tions (panels (c) and (d))
because they represent places in which the robot must go in
order to start the game, pick tomatoes and ears, and deploy
them into the bin. Points An are instead introduced to allow
the robot to move within the object area and to perform ro-
tations in order to reach other nodes of the graph. Finally,
points Fn can be used by the robot to move outside the ob-
ject area. Since the robot can move forward and backward
only walking on the edges of the graph, all rotations have
to be performed on vertices. However not all rotations are
feasible, because of geometrical constraints. For instance,
paths containing sequences like {F3, F5, F7} or {T2, A6,
A5}, are not feasible, even if all the points in the paths be-
long to the graph and a link exists between two successive
couple of nodes, because during a rotation in F5 or A6 the
robot would hit an ear (see Figure 5a and 5b). Nevertheless,
sequences like {F4, F5, T6} or {T2, A6, A7} are perfectly
feasible since the area needed by the robot to rotate in F5
or A6 does not contain any obstacle (see Figure 5c and 5d).
It is now clear that the feasibility of a path strongly depends
on the rotations required throughout the path itself.
A similar situation happens when the opponent is detected
by means of the two distance sensors placed in front of the
robot. The strategy employed in this case consists in finding
the node of the graph closest to the opponent and remov-
ing it from the graph, together with all the links pointing
to it. Then, the robot computes a new path to the destina-
tion, using the graph obtained after this removal. However,
due to the particular kind of environment considered, the
new path very often requires the robot to change the direc-
tion of motion. For example, let us assume the robot is fol-
lowing the path {S0, A0, A1, T2, T7, T8, A23, D1} (see
red line in Figure 6) and that the opponent is detected when
the robot has just just left T7 to reach T8. An alternative
path which avoids to collide towards the opponent and try
to reach the target position for deploying objects D1 is {T7,
112
A10, A9, T6, F11, A21, A23, D1} 6. The problem is that
the robot has just left T7 and it is heading towards A13/T8,
so it should perform a 120 degrees rotation in order to reach
A10. Unfortunately, this rotation is not feasible due to the
presence of an ear of corn below T7. The robot could fol-
low the alternative path in reverse, but this would mean to
pick no objects (and to score no points at all), since mecha-
nisms used to pick objects work only when the robot moves
forward. Therefore a change of direction is mandatory. In
this specific example, a possible solution (see blue line in
Figure 6) is to make a rotation on T4 and change direction.
Thus the best alternative path consists in walking in reverse
along the path {T7, A10, T4}, then inverting the direction
at T4 by heading towards A9, and finally travelling forward
on the path {A9, T6, F11, A21, A23, D1}. The given ex-
amples suggest that in tightly constrained environments, us-
ing only a graph to represent allowed paths is not enough to
plan optimal paths. In fact, it is necessary to introduce in the
model all the additional geometrical constraints concerning
rotations, in order to plan paths which are always feasible.
This is the key aspect of the path planning solution we pro-
pose.
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Figure 6: A path from S0 to D1 (red line) and an escape
maneuver to avoid an obstacle (blue line)
The Path Planning Algorithm
System Model
The environment in which an autonomous mobile robot op-
erates is characterized by some fixed obstacles, known in
advance, and contains other objects and other robots which
can become obstacles if their position happens to be in the
proximity of the robot. Let us also imagine that the geome-
try of the robot is known and that the robot is able to localize
itself (i.e. determine its position) in the environment.
On the basis of the characteristics of the environment, we
build an undirected graph G = (V,E) which has the follow-
ing properties:
• Each vertex vi ∈ V is a point of the environment not
belonging to the area of any fixed obstacle.
6Please note that the path {T7, T9, T11, A23, D1} is not fea-
sible, since the rotation required in T9 cannot be performed due to
the presence of the table border.
• Each edge vivj ∈ E is such that the robot is able to travel
on it in a given direction, either from vi to vj , or from vj
to vi, without hitting any obstacle.
To represent a path over the graph G, we introduce a new
formalism. Given two vertices vi, vj such that the edge
vivj ∈ E,
→
vivj indicates that the edge vivj is travelled for-
ward by the robot, from vi to vj , i.e. that the robot starts
from vi and reach vj walking forward on vivj . Similarly,
the symbol ←vivj means that the robot travels from vi to vj
through the edge vivj moving backward. In other words,
the arrow indicates the direction of motion —either forward
or backward—while the order in which vertices appear gives
the starting and ending points of the motion. We call such a
couple of points with arrow superscript a pelm, that stands
for path element. Therefore, calling D = {→,←} the set
of possible motion directions (i.e. forward or backward), a
generic pelm can be represented as dvivj with vivj ∈ E, and
d ∈ D. Notice that, according to pelm definition, a generic
edge ab ∈ E is associated to four different pelms, which are
→
ab,
←
ab,
→
ba and
←
ba. Given the representation above, a path
P over graph G, starting from point v(0) and ending in v(n),
is an ordered chained sequence of pelms of the form P =
{
d(0)
v(0)v(1),
d(1)
v(1)v(2), . . . ,
d(n−2)
v(n−2)v(n−1),
d(n−1)
v(n−1)v(n)}. The se-
quence is chained meaning that the ending node of a pelm is
also the starting node of the next pelm. As an example, with
reference to Figure 6, the forward red path starting from S0
and ending in T4 can be written as {
→
S0A0,
→
A0A1,
→
A1T2
,
→
T2A6,
→
A6T4}. In a similar way, the escaping maneuver
(blue line of Figure 6), which starts from T7, reaches T4 in
reverse, inverts the direction, and finally ends at T6 is repre-
sented as {
←
T7A10,
←
A10T4,
→
T4A9,
→
A9T6}. While a single
pelm represents a straight motion (either forward or back-
ward) of the robot from a point to another one, a chained
sequence of two pelms requires two motions and, in gen-
eral, a rotation of the robot in the central node. That is,
{
→
A0A1,
→
A1T2} implies that the robot goes forward to A1,
then it rotates in order to head to T2 and then reaches T2
with a forward motion. Instead, {
←
A10T4,
→
T4A9} means
that the robot goes back from A10 to T4, then it rotates
heading to A9, and then goes forward towards A9. Please
note that such a change of heading can be done by perform-
ing either a clockwise (CW) or a counterclockwise (CCW)
rotation.
As reported above, each edge of the graph determines four
different pelms and any chained sequence of two pelms de-
termines two possible rotations of the robot. The problem
is that, depending on the constraints of the environment, not
all of possible pelms and rotations are feasible. For exam-
ple, given points A0, T0 of the Eurobot 2010 environment
(see Figure 4), we can travel forward from A0 to T0, but a
forward path from T0 to A0 does not exist. In fact a robot in
T0 cannot head to A0 due to the presence of the table bor-
der, so that in this case pelms
→
A0T0 and
←
T0A0 are feasible,
while
→
T0A0 and
←
A0T0 are unfeasible. As for rotations, we
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observe that the sequence {
→
A1T2,
→
T2A5} is feasible while
{
→
A1T2,
→
T2A2} is unfeasible, since the rotation required in
T2 to head towards A2 would cause the robot to hit the ear
of corn above T2. To model pelm feasibility we introduce
a pelm viability function V(·), which associates to a pelm
a boolean value—T or F—indicating whether the pelm is
feasible or not. In the particular case of the example given
above, we have: V(
→
A0T0) = T,V(
→
T0A0) = F,V(
←
A0T0
) = F,V(
←
T0A0) = T. According to the definition of pelm
viability, if an edge vivj can be travelled forward, then it can
be travelled also backward. As a consequence, function V(·)
has the following property:
V(
→
vivj) = V(
←
vjvi), ∀vivj ∈ E, vi 6= vj (1)
Rotation feasibility is instead modeled by functionsRCW (·)
andRCCW (·), which associate a boolean value to a chained
sequence of two pelms to indicate, respectively, the fea-
sibility of the clockwise or counterclockwise rotation re-
quired to walk the sequence. With reference to the ex-
ample reported above, we have: RCW ({
→
A1T2,
→
T2A5
}) = T,RCCW ({
→
A1T2,
→
T2A5}) = F,RCW ({
→
A1T2
,
→
T2A2}) = F,RCCW ({
→
A1T2,
→
T2A2}) = F. Properties
of functions RCW (·) and RCCW (·) are similar to those of
function V(·). In particular, given three nodes vi, vj , vk ∈
V such that vivj , vjvk ∈ E, supposing that the subpath
vi, vj , vk can (resp. cannot) be travelled in a direction, then
the same subpath can (resp. cannot) be travelled in the oppo-
site direction. In other words, the following properties hold
∀vivj , vjvk ∈ E
RCW ({
→
vivj ,
→
vjvk}) = R
CCW ({
←
vkvj ,
←
vjvi}) (2)
RCCW ({
→
vivj ,
→
vjvk}) = R
CW ({
←
vkvj ,
←
vjvi}) (3)
RCW ({
→
vivj ,
←
vjvk}) = R
CCW ({
←
vkvj ,
→
vjvi}) (4)
RCCW ({
→
vivj ,
←
vjvk}) = R
CW ({
←
vkvj ,
→
vjvi}) (5)
Figure 7: Two feasible pelms with unfeasible rotations
It is easy to notice that RCW (·) and RCCW (·) are re-
lated to V(·). In particular, if a pelm is not feasible, then no
rotation including such a pelm is feasible as well. On the
other hand, if a pelm is feasible nothing can be said about
RCW (·) andRCCW (·). Figure 7 shows a case in which two
pelms are feasible, but for all the possible combinations of
themRCW (·) andRCCW (·) are false, since the presence of
obstacles does not allow any rotation.
The framework E = {G, D,V,RCW ,RCCW } com-
pletely represents a tightly constrained environment, given
the geometric characteristics of the fixed obstacles and the
robot; the framework can be thus used to find feasible paths,
according to the specific goal of the robot. Now we define
the feasibility condition for a path over the framework E .
Path Feasibility Condition: Given a robotic constrained
environment represented as E = (G, D,V,RCW ,RCCW ),
a path P = {
d(0)
v(0)v(1),
d(1)
v(1)v(2), . . . ,
d(n−2)
v(n−2)v(n−1)
,
d(n−1)
v(n−1)v(n)}, made by a chained sequence of pelms,
is feasible iff (i) all pelms are feasible, according to V(·),
and (ii) all subsequences of two consecutive pelms are
feasible according to either RCW or RCCW :
∀i ∈ {0, . . . , n− 1}, V(
d(i)
v(i)v(i+1)) = T ∧
∀i ∈ {1, . . . , n− 1},



RCW ({
di−1
vi−1vi,
di
vivi+1}) = T ∨
RCCW ({
di−1
vi−1vi,
di
vivi+1}) = T
(6)
The Path Finding Algorithm
The path planner is a software component responsible of
finding the optimal path to traverse, given the node from
which the robot starts and the ending point it wants to reach.
The selection of the best path is based on a model of the en-
vironment E = (G, D,V,RCW ,RCCW ). Since the struc-
ture of the environment is a graph G, and the only admissi-
ble trajectories are paths over G, it is possible to use stan-
dard shortest-path algorithms in order to compute optimal
paths. However, the complexity of the model discussed
above, which is mainly due to the inclusion of geomet-
ric constraints, requires the definition of a more complex
cost function which also takes into account the feasibility of
paths aside with their actual length. The solution we propose
is based on A* (Russell and Norvig 1995), with the main dif-
ference that the cost function used by the algorithm to dis-
criminate paths includes all the geometrical constraints and
the additional feasibility requirements. Given the environ-
ment E , a starting point s ∈ V , a starting direction ds ∈ D,
a target point t ∈ V and a target direction dt ∈ D, the path
P to find is composed of pelms. Therefore A* needs a cost
function which takes into account the cost of pelms instead
of edges, as it happens when we search paths on a classical
graph. The main difference is that the cost of selecting a
vertex v as the next vertex in the path depends not only on
its estimated distance to the target, but also to the fact that
v, together with the current vertex and with the actual direc-
tion, form a pelm which is feasible or not. Moreover, any
pelm must be evaluated together with the last pelm added to
the path in order to check the feasibility of the needed rota-
tions. However, feasibility is not the sole additional aspect
we considered in the design of the new cost function.
An important parameter to include in the cost function to-
gether with feasibility is the time required to complete the
path, which depends on the actual length of the path and
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also on the rotations and change of direction that are re-
quired to complete the path7. In general, the higher the num-
ber of rotations the higher the time required to complete the
path. Indeed, rotation time may be reduced by selecting the
next edge as close as possible to the direction of the pre-
vious pelm, traversing some sub-paths backward instead of
forward (or vice versa) if this avoids some rotation, and so
on. To model speed requirements, we introduce a rotation
weight function wR(·), providing the cost of performing a
rotation of a given angle. Another component of the cost
function is represented by change of direction. Notice that a
change of direction could be needed in order to reduce rota-
tions, as stated above, or because the starting direction ds is
different than the target one dt. However, in some specific
cases a change of direction could be either mandatory or not
convenient at all. For example, since our robot is able to pick
objects only by moving forward, a change of direction from
→ to ← must not be performed (unless there are no valid
alternatives). Similarly, if the robot is avoiding the opponent
by performing a maneuver which starts with a backward mo-
tion, then a change of direction to forward is required as
soon as possible, for the same reason as above. To take into
account both the preference of moving in a certain direction
and the cost of changing direction, we introduce two weight
functions, wD(·) and wCD(·, ·), which provide the cost of
moving in a certain direction d ∈ D and the the cost of per-
forming a change of direction, respectively. Naturally, the
actual structure of wR, wD and wCD, depends on the par-
ticular application and thus they have to be defined by the
designer in order to properly model specific requirements.
The changes made to A* can be summarized as follows:
• Dataset. while, in the classical approach, the dataset con-
tained all the vertices of the graph, in our approach we
use couples (v, d), with v ∈ V and d ∈ D; this is needed
since a vertex v may be reached with two possible direc-
tions. Therefore, if N is the number of vertices, the size
of the dataset for A* is 2N .
• Cost function. Together with the evaluation of the geo-
metric distance, it has to take also into account all the
constraints we discussed above.
As for the cost function, imagine we have already found a
partial path { dssv(1),
d(1)
v(1)v(2), . . . ,
d(k−1)
v(k−1)v(k)} and A* is eval-
uating a point (v∗, d∗). The algorithm to assign a cost to
(v∗, d∗) proceeds as follows:
1. if V(
d∗
v(k)v
∗) = F, then cost = +∞;
2. if RCW ({
d(k−1)
v(k−1)v(k),
d∗
v(k)v
∗}) = F ∧
∧ RCCW ({
d(k−1)
v(k−1)v(k),
d∗
v(k)v
∗}) = F, then cost = +∞;
3. if one or both of the R functions above is T, compute the
angles α and β required to perform the CW/CCW rotation
and set cost = max{wR(α), wR(β)};
7Notice that speed is a very important aspect for Eurobot, since
a game lasts only 90 seconds.
4. include the cost of direction d∗ by computing cost =
cost+ wD(d
∗);
5. include the cost of changing direction by computing
cost = cost+ wCD(d(k−1), d
∗);
6. include the distance to the target by computing cost =
cost+ distance((v∗, d∗), (t, dt));
7. return cost.
Once the modified A* above has found the best path ac-
cording to cost, such a path can be executed by the robot
paying attention to rotations: indeed, if a rotation can be per-
formed either clockwise or counterclockwise (if both RCW
and RCCW are T), the choice can be made just in time by
evaluating functions wR with rotation angles.
Avoiding Obstacles
The algorithm described in the previous section can be easily
adapted to avoid an obstacle which is not modeled in E , e.g.
because its position is unknown at design time. The most
relevant example in Eurobot application is represented by
the opponent robot. The implemented technique requires
the robot to be equipped with proper sensors able to estimate
the position and size of the obstacle with respect to the robot
itself. The algorithm to manage obstacles works as follows:
1. the robot immediately stops its current path;
2. all the nodes of the graph which could fall into the obsta-
cle area are removed from the set V , together with their
edges; we obtain a new graph which does not contain any
node in the regions of the environment occupied by the
obstacle;
3. the current position of the robot is approximated to a node
of the new graph;
4. the path finding algorithm is run on the obtained graph,
by using again the old target as the goal, and the approxi-
mated robot position as the starting point;
5. the new path is executed by the robot.
Notice that step 2 above (removal of vertices in the graph)
is not permanent, since the opponent is moving around the
battlefield and, in general, its position changes with time.
Therefore, once the new path is found, the environment rep-
resentation has to be restored to the original graph. Un-
fortunately, we cannot ensure that A* can always find an
alternative path when an obstacle is detected. In particu-
lar, the graph obtained by removing nodes around the ob-
stacle could be so constrained that no feasible paths ex-
ist to reach the desired target. Nevertheless this is an
application–dependent issue, and it should be up to other
software modules of the robot (Nicosia and Santoro 2006;
Santoro 2007) (e.g. the high-level intelligence) to find other
alternatives, such as choosing another target, wait until the
opponent moves away, and so on.
Conclusions
This paper has presented an approach for planning opti-
mal paths and avoiding obstacles in applications where au-
tonomous mobile robots operate in a tight constrained envi-
ronment. The proposed approach is based on a model of the
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environment which uses a graph and feasibility functions to
express geometrical and mechanical constraints. A modified
version of A*, whose cost function includes all environmen-
tal constraints appropriately weighted, is used for finding the
best path. The same algorithm is exploited to avoid unfore-
seen obstacles, given that an on-line modification of the path
and feasibility functions is performed in order to take into
account the new obstacle found.
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Abstract
Graph abstractions have previously been used to improve per-
formance of search in path planning. If a path planning prob-
lem has a large underlying graph, then abstractions can help
to speed up search. By clustering local vertices, a smaller
graph can be obtained. A solution to this smaller problem
can then be refined, giving a solution to the original problem.
This technique has been shown to produce good quality solu-
tions.
We apply this technique to domain-independent planning.
Many natural planning problems have underlying graphs and
these can be abstracted by a process similar to previous ap-
proaches in path-planning. In particular, the domain transi-
tion graphs of planning problems can be abstracted.
In order to make use of abstractions in domain-independent
planning, we introduce two different approaches. One is
based on an abstract-and-refine procedure, abstracting the
problem several times, and then using the abstract solutions
to filter values at lower abstraction levels. The other uses the
abstract plan to create a sequence of intermediary goals in a
divide-and-conquer approach.
Introduction
Abstraction is a powerful tool by which to reduce the com-
plexity of hard combinatorial problems, such as planning.
However, its exploitation has proved elusive: the challenge
is always to find ways to remove complexity and detail,
while retaining sufficient structure for the solution to the ab-
stracted problem to give meaningful guidance in the solution
of the original problem.
We demonstrate two methods for using abstraction in
planning to improve search performance. The first of these
we call abstract and refine, the second abstract and con-
quer. Abstract and refine is a process by which a hierarchy
of abstraction planning problems are created. A solution to
one of these abstract problems defines the abstract problem
directly lower in the hierarchy. Abstract and conquer, on the
other hand, finds a single abstract plan which defines a se-
quence of intermediary goals. Finding a plan to the first of
these goals provides a new initial state from which to plan
to the next.
We demonstrate, via modifications to the FF and LAMA
algorithms, the effectiveness of using each of these meth-
ods of abstraction on planning benchmark problems. In this
study, we specifically study the improvements that can be
made once abstraction has been performed. The abstrac-
tions we use are relatively simplistic, however, we demon-
strate that even without sophisticated abstraction techniques,
performance is still improved.
The rest of the paper is organised as follows: the Back-
ground section discusses related work and terminology, in
the next section (Abstracting Planning Problems) we discuss
our definition of abstractions in planning, and in the next two
sections, we analyse the abstract and refine and the abstract
and conquer algorithms. We finish with some reflections and
conclusions.
Background
There have been several attempts to exploit abstraction in
planning. Sacerdoti (1973) developed ABSTRIPS, a solver
that exploits a hierarchy of layers of abstraction, each re-
moving detail from the model in the layer beneath it. The
detail is removed by dropping preconditions from actions,
leading to a relaxation of the original problem.
Yang, Tenenberg and Woods (1991) also explored ab-
straction in planning, identifying the importance of the “up-
ward solution property”, by which abstraction preserves so-
lution existence. This property highlights the fact that ab-
straction is not merely the removal of structure from a prob-
lem: some structure represents constraints, but other struc-
ture can represent resources necessary for the problem to be
solvable. Knoblock, Tenenberg and Yang (1991) identify
the “monotonicity property” in which solutions to the orig-
inal problem have abstracted forms in the abstracted prob-
lems and the “ordered monotonicity property”, which holds
when a plan is structurally unchanged at any layer of an ab-
straction hierarchy. All these properties are concerned with
solution propagation up abstraction hierarchies; an interest-
ing downward-looking property is the “downward refine-
ment property” defined by Bacchus and Yang (1991) that
holds when all solutions in abstract space can be refined into
less abstract solutions without needing to backtrack across
the abstraction hierarchy. If this does not hold, it is unlikely
that the abstraction mechanism will yield results superior to
those exhibited in non-abstraction systems.
More recently, both heuristic and optimal (Edelkamp
2002; Haslum et al. 2007) planning approaches using pat-
tern databases have used abstractions as the basis for heuris-
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tic guidance. The merge-and-shrink approach (Helmert,
Haslum, and Hoffmann 2007) to construction of effective
heuristics for planning also exploits a form of abstraction,
in which domain transition graphs are multiplied together
(to merge them) and then shrunk by abstracting nodes that
share the same relaxed distance to the goal.
Abstraction has been explored across many areas
of combinatorial problem-solving, but our work is in-
spired by Sturtevant and Buro’s Partial Refinement A-Star
(PRA?) (Sturtevant and Buro 2005) algorithm for path plan-
ning with abstractions. A crucial factor of their work is that
the structure of the abstract solutions they find forms the ba-
sis of the solutions. In this work, we emulate this idea in
domain-independent planning: we find abstract plans, and
then use them to form the basis of concrete plans.
Terminology
The SAS+ planning formalism (Ba¨ckstro¨m and Nebel 1995)
has been widely adopted as a complementary formalism to
the PDDL (Fox and Long 2003) planning formalism. In
SAS+, the state of a planning problem is defined by a set
of finite-domain variables. Given a variable V , we denote
the domain of V by D(V ). An operator in SAS+ encodes
a valid transition between values of the variables, possibly
dependent on separate values.
Definition 1 (SAS+ Operator). A SAS+ Operator is a triple
O = 〈I, T , c〉, where:
〈V, v〉 ∈ I is an assignment that is true before and after
application of O. This is known as a prevail condition.
〈V, u, v〉 ∈ T is defined in the following way: V is a
variable which has the value u before application of O, and
value v after application of O. This is known as a pre/post
condition.
c is the cost of applying O.
Recent work by Helmert (2009) has led to the develop-
ment of a translation from a significant fragment of PDDL
into SAS+, together with the construction of domain tran-
sition graphs, which are important relational structures over
the domains of the SAS+ variables.
Definition 2 (SAS+ Planning Task). A planning problem is
defined as a tuple 〈V,O, s0, s?〉, where:
V is a set of finite-domain SAS+ variables,
O is a set of operators over V ,
s0 is a set of initial assignments to V ,
s? is a set of goal assignments to a subset of V .
A solution is a sequence of actions a0, ..., al in which the
final state satisfies s?.
The domain transition graph (DTG) for any given SAS+
variable is a graph containing nodes that represent the pos-
sible values of the variable and directed edges that repre-
sent the possible transitions between values induced by le-
gal actions in the domain. In general, the edges of DTGs
can correspond to multiple different kinds of actions, but in
many cases DTGs exhibit a strong homogeneity in which all
the actions are instances of the same action type. In these
cases, the DTGs capture an underlying accessibility graph
between values in the variable domains, equivalent to maps
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Figure 1: An example of an abstract and refine process. On
the left, nodes bordered by dotted lines are abstracted in the
next level. On the right, each abstract problem is solved,
from top to bottom. Dotted nodes and edges are removed
from lower levels.
over which the variables can be conceived as moving accord-
ing to the legal transitions. This observation is equivalent
to the view argued by Long and Fox (2000) who identified
common generic types of behaviour across multiple plan-
ning domains.
Abstracting Planning Problems
In order to define an abstract planning problem, we first de-
fine an abstract SAS+ variable.
Definition 3 (Abstract SAS+ Variable). Given a SAS+ vari-
able V , an abstract variable, V ′, is defined as a SAS+ vari-
able, and a function fV , where:
|D(V )| ≤ |D(V ′)|
fV : D(V )→ D(V ′) is a surjective function
We call fV an abstraction function. We say that two val-
ues, u and v, from the domain of V have been abstracted
together if fV (u) = fV (v). Following this definition, an ab-
stract planning problem can be defined as a planning prob-
lem, where all of the variables are replaced by abstract vari-
ables, and all values in the operators are replaced by the ab-
stract values.
Definition 4 (Abstract SAS+ Planning Task). Given a plan-
ning task, P = 〈V,O, s0, s?〉, and a set of abstraction func-
tions, fV , for all V ∈ V , an abstract planning task is defined
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as P ′ = 〈V ′,O′, s′0, s′?〉, where:
V ′ is a set of finite-domain SAS+ variables abstracting V ,
For all operators in O ∈ O, there exists an operator
O′ ∈ O′ such that for all prevails 〈V, v〉 in O, there is a
corresponding prevail 〈V ′, fV (v)〉 inO′ and for all pre/post
conditions 〈V, u, v〉 in O, there is a corresponding pre/post
condition 〈V ′, fV (u), fV (v)〉 in O′.
For all 〈V, v〉 ∈ s0 (〈V, v〉 ∈ s?), there is a corresponding
〈V ′, fV (v)〉 ∈ s′0 (〈V ′, fV (v)〉 ∈ s′?), respectively.
In the example of path planning, adjacent locations are
abstracted into the same abstract node. Clearly, abstract-
ing disconnected nodes would create a poor abstraction, as
an abstract solution would almost certainly not retain the
downward-refinement property. This is also true of abstrac-
tions in planning: a property that we desire is that abstracted
values should be local to each other. One way in which we
can achieve this goal is to base all of our abstractions on the
domain transition graphs of the variables.
Different Levels of DTG Abstractions
There are many different restrictions we can place on what
forms a valid abstraction. How restrictive the abstraction
forms a trade-off: too restrictive and there will be only lim-
ited scope for performing abstraction, too liberal and the
downward-refinement property will be lost.
The least restrictive abstractions will allow any values to
be abstracted together. This is almost certainly of no use,
for reasons discussed previously. We now identify several
restrictions that can be placed on which values can be ab-
stracted in a planning problem. The list is not intended to be
exhaustive, simply indicative of the types of choices that are
needed in order to perform abstraction.
Homogeneous DTG Restriction Only values from DTGs
containing a single action-type can be abstracted together.
This is a very restrictive definition, but also highly-likely
to retain the downward refinement property.
Single Value Restriction Given a variable, V , a pair of val-
ues, u and v, can be abstracted together if there exists a
SAS+ operator which has exactly one pre/post condition,
〈V, u, v〉, with no restrictions on its prevail conditions.
Consistent Multi-Value Restriction Given a variable, V , a
pair of values, u and v, can be abstracted together if there
exists a SAS+ operator which has a pre/post conditions
〈V, u, v〉 with no restrictions on prevail conditions. For
all other pre/post conditions 〈V ′, u′, v′〉, u′ and v′ must
be abstracted together.
Inconsistent Multi-Value Restriction Given a variable,
V , a pair of values, u and v, can be abstracted together
given the following condition: there exists a SAS+ op-
erator which has a pre/post conditions 〈V, u, v〉 with no
restrictions on prevail conditions.
As well as deciding which values can be pairwise ab-
stracted together, it is important to decide what kinds of
structures can be abstracted together into abstract nodes.
In PRA?, cliques in the graph are are the structures used
to form abstract nodes. Using cliques has the desirable
property that all concrete points within the abstract node
are reachable directly from all other points in the abstract
node. Other methods for abstracting values could be based
on properties (articulation points, for example) of the DTGs,
or clustering techniques. In the work that follows, the ab-
straction that we use is always clique-based abstraction, with
maximum size clique of size two. Meaning, we abstract two
values, u and v, together only if there are two actions con-
taining the pre/post condition 〈V, u, v〉 and 〈V, v, u〉. We
also only consider the Single Value Restriction, as described
above.
Once a planning problem is abstracted, there are several
ways in which to exploit the result. We explore two of these
in the following sections. The first we call abstract and
refine, the second we call abstract and conquer. The first
method parallels the PRA? algorithm already discussed. The
second is a divide and conquer approach, where a single ab-
stract plan is used to create a sequence of planning problems.
Abstract and Refine
As the number of locations is increased, the performance of
many planners degrades exponentially — this is true, for ex-
ample, of those planners based on FF. To a human problem-
solver, the increased number of locations does not make the
problem of delivering two packages significantly more diffi-
cult. This is because the human problem-solver can abstract
the problem, and focus on the core elements.
We hypothesise that an abstraction and refinement ap-
proach can be used to improve the scaling performance of
a planner on problems with large underlying graphs, such
as the Driverlog-1,1,2 problem family. We now briefly de-
scribe the algorithm we use to plan using abstraction and
refinement and then follow this description with a detailed
discussion of each stage.
Abstract and Refine Algorithm
In order to define the abstract and refine algorithm, we intro-
duce the natural concepts of level of abstraction and refine-
ment.
Definition 5 (Abstraction Hierarchy). Given a planning task
P , an abstraction hierarchy is a sequence of planning tasks,
P, P ′1, ..., P
′
n, where P
′
1 is an abstraction of P , and P
′
i is an
abstraction of P ′i−1. P
′
n is a fixpoint, in that the result of
abstracting P ′n equals P
′
n.
Definition 6 (Refinement). Given a planning task P =
〈V,O, s0, s?〉, an abstract planning task P ′ and the set of
facts, F (pi′), used in a plan pi′ for P ′, a refinement is de-
fined as a planning task R = 〈V,OR, s0, s?〉 where:
OR contains 〈I, T , c〉 ∈ O if:
for all 〈V, v〉 ∈ I, fV (v) occurs in F (pi′)
for all 〈V, u, v〉 ∈ T , fV (u) and fV (v) occur in F (pi′)
The way in which we determine the search starting point
within the abstraction hierarchy is important. The effort of
abstraction is wasted if search is initiated at too low a level
but, conversely, if search begins at too high a level, the time
taken to propagate through layers will negates the abstrac-
tion benefit. We follow the proposal made by Sturtevant and
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Buro (2005) to begin search at the middle layer in the ab-
straction hierarchy.
Once the problem is solved at an abstract level, the plan
generated at that level is used to guide the search for a plan
at the next level down the hierarchy. This is achieved by
considering the values in the actions of the high level plan
and removing the values in the problem at the new level of
abstraction that appear in the abstracted problem but do not
correspond to values used in the solution to the abstracted
problem.
We can now formally define the abstract and refine algo-
rithm.
Abstract and Refine Algorithm
Given a planning task P :
1. Let P, P ′1, ..., P
′
n be the abstraction hierarchy for P .
2. Let c = bn/2c
3. Repeat, until c = 0:
(a) Let pi′ be a solution to P ′c,
(b) Let pi′c be the refinement of pi
′ and P ′c−1
4. Return pic
Algorithm Properties
Often, SAS+ variables encode the locatedness of some ob-
ject in a planning problem. Without loss of generality, our
discussion of algorithm properties focusses on this type of
variable. When locations are merged in the abstraction pro-
cess, their corresponding properties are merged. For exam-
ple, vehicles at concrete locations now appear at the corre-
sponding abstract location. However, these locations that are
abstracted together could have properties that are mutually
exclusive in the original problem.
An example is the Grid domain, in which some locations
are locked and accessible only with a correct key. If these
locations are merged with others that are not locked then
then the abstract location will be both locked and unlocked.
At the abstract level, these locations will be considered un-
locked for the purposes of planning a path and plans will not
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necessarily include paths that visit the locations where keys
are stored for the locked locations that might actually appear
on the path once it is refined. This problem demonstrates
that the abstraction process we have proposed does not pre-
serve completeness and, in fact, does not have the downward
refinement property: backtracking across abstraction layers
is necessary if a solution is to be found in this case.
This problem does not affect all domains, of course. Clas-
sical transportation domains, such as Driverlog and Logis-
tics, do not have mutually exclusive properties attached to
locations that can be merged. It is possible that domain
analysis could inform the abstraction process preventing the
merging of objects with mutually exclusive properties. This
is not implemented in our current system. We present re-
sults below for domains (Grid and Goldminer) in which the
incompleteness of our algorithm causes potential problems,
in order to determine whether these problems arise in prac-
tice.
Empirical Evaluation
We compare the performance of Abstract-and-Refine FF
(AR-FF from here) with that of JavaFF (Coles et al. 2008)
(a reimplementation of FF in Java, useful as a teaching tool).
Since AR-FF is built directly on JavaFF, this comparison
highlights the effect of the abstract and refine process most
effectively. We provide results for a range of domains, each
containing problems with different structures. All of our ex-
periments are run on a desktop PC, with an Intel 3.16GHz
Dual Core CPU, a 2GB memory limit and a 15 minute cut-
off.
We present results for the five domains Roadlog, Driver-
log, Rovers, Goldminer and Grid. Driverlog and Rovers
were introduced at the third IPC (Long and Fox 2003).
The Driverlog instances are the competition instances. The
Rovers instances are a combination of the competition in-
stances and also the so-called ‘hand coded’ competition in-
stances, originally intended for planners which use human
domain knowledge. The Roadlog domain is a simplification
of the Driverlog domain in which the drivers are removed,
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and therefore the trucks are autonomous. The Goldminer
domain was created for the learning track of the sixth IPC.
We generated a collection of Grid instances ourselves as the
competition benchmark set (McDermott 2000) contains only
five instances. These five instances are the first of those pre-
sented in our results. The remainder were generated using
the instance generator from the FF domain set.
The speed of AR-FF is determined by two opposing fac-
tors: solving several different abstract planning problems
slows search down, while refining planning problems re-
duces the size of the state-space that must be searched,
which reduces the time to solve each problem. Figure 3
shows the how the number of abstraction layers scale as the
number of locations in the benchmark set increases. The
number of layers scales approximately logarithmically as the
number of locations is increased. This seems stable across
domains.
The process of refinement removes choices for the planner
at each level of the abstraction. This creates a second trade-
off in the use of the abstraction approach: the abstraction-
based search can speed up the discovery of a solution, but
the pruned search space can lead to the loss of some high
quality solutions, so that the final result is a lower quality
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Figure 4: Time to plan (top graph) and Quality of plan (bot-
tom graph) in the Rovers domain.
Domain AR-FF JavaFF Equal
Rovers 15 17 8
Driverlog 4 4 12
Roadlog 6 8 6
Total 25 29 26
Table 1: Plan quality summary across three domains, show-
ing the number of instances for which each planner produced
the highest quality plan.
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Figure 5: Time to plan in the Goldminer domain (top) and
the Grid domain (bottom).
solution than could be found by direct search in the original
search space.
In the Roadlog domain, Figure 2 shows that time perfor-
mance is improved. We show that in the Rovers domain
(Figure 4) plans are typically found more quickly, especially
in the larger instances. In the Grid and Goldminer domains
(Figure 5), abstraction means that more instances are solved
than before. Table 1 shows that the improvements in time do
not come at great cost in terms of plan quality.
When discussing the incompleteness of the AR-FF algo-
rithm, we identified two domains for which the abstraction
process does no guarantee the downward refinement prop-
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Figure 6: An example of an abstract and conquer process.
On the left, the base problem is abstracted once. The result-
ing problem is solved, providing the plan at the top level. On
the right, each abstract action defines a new planning prob-
lem, these are solved sequentially from top to bottom.
erty and, hence, could lead to failure to solve instances (we
do not backtrack across the abstraction layers so once a poor
abstract solution is generated as the basis for refinement, no
solution will be found). These domains are Goldminer and
Grid; the results for these domains are shown in Figure 5.
AR-FF fails to solve four of the 30 Goldminer instances. All
of these failures were due to problems with incompleteness.
Despite this problem, AR-FF solves 25 more instances over-
all than JavaFF. In this domain at least, the advantage gained
in scalability improvements outweighs the disadvantage pre-
sented by the incompleteness. Nevertheless, it is clear that
further mechanisms are required to avoid the incompleteness
we have noted.
Abstract and Conquer
Another way to exploit abstraction in planning is by using
what we call an abstract and conquer approach. In this ap-
proach, an abstract plan is found, and the abstract effects of
each action are used as intermediary goals. This is similar to
the STeLLa planner (Sebastia, Onaindia, and Marzal 2002)
which uses landmarks in order to create a sequence of plan-
ning problems.
A picture of the abstract and conquer algorithm can be
seen in Figure 6. The problem is the same as in Figure 1.
In this example, the abstract solution shown at the top-left is
used as a skeleton for the concrete plan. On the right-hand
side of the diagram, we see the seqeuential search. For each
action in the abstract plan, there is a corresponding planning
problem. The initial state of this problem is the final con-
crete state of the previous plan, and the goal state is the ab-
stract effect of the action. This abstract goal corresponds to
a disjunctive concrete goal, as denoted by the multiple goals
in the graph.
To define the algorithm more formally, we rely on the def-
inition of what we call the augmented planning task, which
we is loosely defined as a combination of both an abstract
and a concrete version of the same problem. The goal is the
concrete goal. This definition is crucial to the working of the
abstract and conquer algorithm detailed later in the paper.
Definition 7 (Augmented SAS+ Planning Task). Given a
planning task, P = 〈V,O, s0, s?〉, and an abstract planning
task P ′ = 〈V ′,O′, s′0, s′?〉, an augmented planning task is
defined as P+ = 〈V+,O+, s+0 , s+? 〉, where:V+ = V ∪ V ′,
For all 〈I, T , c〉 ∈ O and corresponding 〈I ′, T ′, c〉,
O+ = 〈I ∪ I ′, T ∪ T ′〉, c
s+0 = s0 ∪ s′0
s+? = s?
More precisely, the algorithm works as follows:
Abstract and Conquer Algorithm
Given a planning task, P :
1. Let P ′ be an abstraction of P .
2. Let 〈V+,O+, s+0 , s?〉 be the augmentation of P and P ′.
3. Let pi′ be a plan for P ′, let pi be the empty plan, let
sc = s+0 .
4. For all O′ ∈ pi′:
(a) Let effs(O′) be the effects of O′
(b) Let pi+ be a plan for 〈V+,O+, sc, effs(O′)〉
(c) Let pic = pic + pi+, let sc be the end state of pi+
5. Let pi+ be a plan for 〈V+,O+, sc, s?〉.
6. Return pic + pi+
Algorithm Properties
One clear advantage of the abstract and conquer algorithm
over the previously discussed abstract and refine is that the
problems associated with downward-refinement now disap-
pear. This is a straightforward consequence of the fact that
each augmented problem has access to the entire set of op-
erators, since no refinement based filtering takes place. The
improvement in planning performance is gained from the
planner having to find relatively short plans for each abstract
step. The final step in the algorithm ensures the concrete
goals are met by asserting them as new goals. In the best
scenario, there will be nothing to do in this step and the ab-
stract plan will have been an effective guide to the solution.
In the worst-case, too much information will be lost in the
abstraction and there will be lots of extra work to be per-
formed.
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Figure 7: Nodes expanded in LAMA to find first solution
with Abstract and Conquer approach (log-log-scaled).
However, there is still a potential problem with incom-
pleteness that could be resolved by backtracking. The prob-
lem occurs if, in achieving an intermediary abstract goal,
the plan moves into a dead-end. There may be some re-
source rendered unreachable that is not used in the abstract
plan, but is needed to achieve the concrete part of the prob-
lem. Our implementation does not handle this possibility
and simply fails to find a plan if a dead-end is encountered;
this eventuality has not occurred in any of our testing.
Empirical Analysis
Our implementation of abstract and conquer is based on the
LAMA (Richter, Helmert, and Westphal 2008) planner, con-
structed as a very simple harness around the based planner.
The implementation creates a SAS+ instance for each of the
individual steps which is then fed back to a new invocation
of the planner. As a consequence of this straightforward ap-
proach to implementation, the majority of execution time is
spent writing sub-problem instances to file and in LAMA
reading them in again. Because of this, exact run-times do
not provide an accurate reflection of the difficulty of plan-
ning with this approach. However, LAMA reports the num-
ber of search nodes that are expanded in finding the solution
and this provides a measure that more accurately reflects the
difficulty of search. (A more integrated implementation re-
mains a short-term goal for future work).
Figure 7 shows the number of nodes expanded in finding
the first solution when using abstract and conquer against
when not using the approach. There is a clear trend that
the greater the number of nodes expanded to solve the prob-
lem, the greater the advantage gained from using abstrac-
tion. Note that the graph is log-scaled, so the benefits are
actually favour the abstraction approach with exponential
improvements.
FUTURE WORK
By abstracting together only DTG values that change single
variables, we restrict ourselves to performing abstractions
over graph-like structures, such as road networks. Thus, it
could be argued that the approach is only beneficial in these
domains. At present, there is little performance penalty in
terms of time when abstraction produces no interesting re-
sults, and there is no penalty in terms of nodes. Secondly,
many planning domains contain graph-like structure, and
so approaches to scale better on these problems is useful.
However, we believe that planning domains containing more
complex structure can still benefit from our abstraction ap-
proaches, by using less restrictive value abstractions.
As noted earlier, there are mitigating steps that can be
taken to avoid merging DTG states that have conflicting
properties. Following these steps can help to avoid the prob-
lems associated with the incompleteness of the algorithm.
The contribution of this work is to show that an abstract
and refine approach can improve the performance of a plan-
ner, and our current system demonstrates that. The abstract
and refine approach is, however, completely general. We in-
tend to create a planner-independent version of the abstract
and refine algorithm. We can then hope to improve the scal-
ability of other planners.
CONCLUSIONS
The ability to abstract is the ability to focus on relevant in-
formation, while discarding irrelevant detail. We have pre-
sented Abstract and Refine FF, a planner that uses graph ab-
straction and refinement in order to to improve planning per-
formance, and a second approach to exploitation of abstrac-
tion, based on abstract and conquer.
In our experiments AR-FF is shown to solve more in-
stances and solve larger instances faster than JavaFF while
not significantly reducing plan quality. Our second approach
offers an exponential improvement in the number of nodes
searched by LAMA and, we believe, can achieve a similar
performance in the time taken to solve problems once the
implementation is fully integrated. Nevertheless, one of the
attractions of the abstract and conquer approach is that it can
be easily attached to any underlying planning system. We
believe that abstraction approaches provide fertile ground
both for new planning research and for further increasing
the scalability of planning algorithms.
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Abstract 
In this work, we explore two Monte-Carlo planning 
approaches: Upper Confidence Tree (UCT) and Rapidly-
exploring Random Tree (RRT). These Monte-Carlo 
planning approaches are applied in a real-time strategy 
game for solving the path finding problem. The planners are 
evaluated using a grid-based representation of our game 
world. The results show that the UCT planner solves the 
path planning problem with significantly less search effort 
than the RRT planner. The game playing performance of 
each planner is evaluated using the mean, maximum and 
minimum scores in the test games. With respect to the mean 
scores, the RRT planner shows better performance than the 
UCT planner. The RRT planner achieves more maximum 
scores than the UCT planner in the test games. 
Introduction 
Real-Time Strategy (RTS) games are the ideal platform to 
investigate state-of-the-art and sophisticated artificial 
intelligence techniques. Their suitability to AI research is 
because of the complex and challenging environment they 
offer to the players. The main challenging issues for the 
computer player are uncertainty, durative actions, tight 
time constraints and the dynamic gaming world. One of the 
few suitable approaches for such games is Monte-Carlo 
(MC) planning (Chung et al., 2005).  However, there are 
very few studies of MC planning in RTS games. In this 
paper, we provide an initial investigation of two MC 
planning approaches for solving the path finding problem 
in a RTS game called RC-RTS (details of the game are 
given in the next section).  These two approaches are UCT 
(Kocsis & Szepesvári, 2006) and RRT (LaValle, 2006). 
 
The other suitable planning approaches for RTS games are 
the real-time heuristic search and real-time dynamic 
programming (RTDP). Planners based on real-time 
heuristic search are popular for solving the path planning 
problems in dynamic environments due to their capability 
of interleaving both planning and action execution within a 
fixed time interval; for example, Learning Real-Time A* 
(Korf, 1990), Learning Real-Time Search (Bulitko and 
Lee, 2006) and hierarchical task-based real-time path 
planning (Naveed et al., 2010). However, these approaches 
suffer from two main problems: convergence to the local 
minima and a slow convergence rate if the gaming 
environment is largely populated by static obstacles. The 
RTDP planner (Barto et al., 1991) formulates a planning 
problem as a Markov Decision Process and tunes the utility 
function (a mapping from states to actions) during the 
online search. RTDP planner also suffers from the problem 
of slow convergence speed.    
   
The main motivation for using Monte-Carlo planning for 
solving the path finding problem in RC-RTS is due to the 
success of MC planning in Go (Lee et al., 2009), Solitaire 
(Bjarnason et al., 2009), sailing strategies (Kocsis & 
Szepesvári, 2006) and robot motion planning (LaValle, 
2006). Kocsis and Szepesvári applied UCT as a non-
deterministic path planner for the sailing strategies 
(Vanderbei, 1996) to find a path between two locations on 
a grid. Their results showed that UCT required fewer 
samples to generate near optimal path plans than the RTDP 
planner and a trajectory based online heuristic sampling 
technique (with control on the look-ahead depth) (Péret 
and Garcia, 2004). RRT-based path planning is particularly 
suitable in RTS games for the movements of characters 
with steering constraints, e.g. cars, tanks and airplanes. 
This suitability is due to the capability of RRTs to handle 
differential constraints.  
 
Kocsis and Szepesvári proposed UCT as a rollout Monte-
Carlo planner. In each rollout, a look-ahead tree is 
expanded to a certain depth with the current state always as 
a root node of the tree. The main contribution of Kocsis 
and Szepesvári is equation (1) which solves the trade-off 
between exploration and exploitation of the actions 
applicable in a state seen during the tree search. The leaf 
nodes of the look-ahead tree are evaluated using a random 
function. This search is performed for several rollouts 
(depending on the stopping condition) and then an 
applicable action (of the current state) which has the 
highest predicted reward is selected for execution.     
 
 
     (1) 
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),,( dasQ  is the estimated reward of the action a  at state s  
and depth d of the look-ahead tree. ),( dsN  is the number 
of times that state s  has been visited since the first rollout, 
),,( dasN is the number of times action a  has been selected 
at s  since the first rollout. 0C p > is a constant value 
which is tuned for every domain.   
 
Rapidly-Exploring Random Tree (RRT) uses a sequence of 
random samples (of states) to incrementally build a search 
tree. However, RRT is not a planner itself. This is a data 
structure and a random sampling technique. Therefore, it is 
combined with a planner to solve the path finding problem 
(LaValle, 2006). For example, RRT-Connect (Kuffner and 
LaValle, 2000) builds two RRTs during the online search; 
one tree with the start state as the root and the other with 
the goal state as a root node. A heuristic planner tries to 
connect both trees and if the trees are connected then a 
path is returned for execution. 
 
In this preliminary work, we combine the random sampling 
technique of RRT with the UCT’s rollout Monte-Carlo 
planning. We do not maintain the tree structure explicitly 
in the memory (unlike the RRT-Connect) and only use 
RRT as a replacement for the UCT’s selective action 
sampling technique. We also describe an application of 
UCT in our RTS game for solving the path finding 
problem and an empirical comparison is made between 
RRT and UCT planners. However, we use a heuristic 
based evaluation function for the UCT planner. This is 
because our RRT planner is using a local heuristic search 
method for the action selection task at a given state during 
the look-ahead search. 
 
The rest of our paper is organised as follows. The next 
section, “RC-RTS Game”, gives a brief definition of our 
RTS game. “Path Planning Problem” describes the 
formulation of the planning problem. In “UCT Planner”, 
we provide details of the UCT planner as applied to the 
path planning in RC-RTS. The next section “RRT Planner” 
gives the description of the RRT based MC Planner. 
Section “Experimental Design” provides the experimental 
details of the research work. The results of the empirical 
work are given in section “Results”. Finally, the 
conclusions along with a description of future work are 
given in section “Discussion”. 
RC-RTS Game 
RC-RTS is a resource collection RTS game that we have 
devised and built in an open source RTS gaming platform 
called Open Real Time Strategy Game Engine (ORTS) 
(Buro, 2002).  It is a single player game of imperfect 
information. The player (which is an AI client) has three 
workers and a control centre. Each worker can move to an 
empty place on the game map if there is no static or 
dynamic obstacle between both locations. RC-RTS has a 
single location containing a cluster of minerals. The main 
goal of the AI player is to collect as many of the minerals 
from this location as possible and to store them at the 
control centre within ten thousand game ticks. The player’s 
score is increased by ten if a worker reaches the mineral 
cluster and picks them up. When a worker returns the 
minerals to the control centre then the AI player gets a 
further twenty points. To achieve a maximum score, the AI 
player is required to plan the shortest paths from the 
control centre to the mineral cluster and vice versa.  
 
The game also has other movable characters which are 
used as the dynamic obstacles for the workers. These 
characters include tanks and invicor (a bug that moves in a 
frog like jumping style). Static obstacles are created using 
immovable characters and ridges. The immovable 
characters include nurseries, geysers, barracks and 
comsats. A screenshot of a run of RC-RTS with the start 
positions of the workers is shown in figure 1. This 
screenshot shows only a part of the top left side of a game 
map. The minerals and comsats are located near the bottom 
right corner of the map. Therefore they are not visible in 
the screenshot. The screenshot is processed to add labels 
with some visible characters. 
 
Figure 1: A screenshot of RC-RTS 
Path Planning Problem 
Path planning for RC-RTS is a non-deterministic planning 
problem that can be addressed as a Markov Decision 
Process (MDP). We formulate this MDP as a tuple 
),,,,,( RGsTAS o=ψ  where S is a finite state space, A is 
the set of actions and T is the set of transition probabilities. 
The transition probability ),,( jia sasT  represents the 
probability of moving a character from is  to js if an action 
a is executed at is where )( isAa ∈ and Sss ji ∈, . )( isA is 
a set of the applicable actions at state is  and AsA i ⊆)( . 
os  is the initial state. G is a set of goal states. R is the 
reward function for a state-action pair, i.e. →×as:R . 
 
A path plan in this case is a total function that maps a state 
into an action. For each planning problem at a state s , the 
planner runs a finite number of Monte-Carlo simulations 
and estimates the rewards for the applicable actions of s . 
The applicable action of s  which gains the highest 
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estimated reward (from the simulations) is selected for 
execution. In this work, we study the UCT and RRT 
planners to tune the reward function. 
UCT Planner 
We made the following modifications to Kocsis and 
Szepesvári’s UCT work for its application in RC-RTS for 
path planning. 
1.  The evaluation function, in our case, is the inverse of 
the Euclidean distance between the leaf node and a 
goal state (unlike the random evaluation function of 
UCT).  
2.  To simulate an outcome of an action a at state s and 
measure the reward for this transition during the look-
ahead search, we use the function SimulateAction 
given in figure 2. A set of possible successor states Ss 
is populated using the function ChildStates (line 1 of 
figure 2). This function returns a list of successor 
states of the current state s  which are reachable from 
s with the application of action a  such that each 
successor state sSs ∈' has 0)',,( >sasTa . 
 
Function SimulateAction(State s, Action a) 
1: Vector<State> Ss=ChildStates(s, a) 
2: 's =SelectState(Ss) 
3: reward=Metric( 's , Ss)  
4: return [ 's , reward] 
End Function 
Figure 2: Action simulation  
 
A transition probability )'s,a,s(Ta  is always zero if 's  is 
occupied by a static obstacle.  The function SelectState 
(line 2) selects a state 's  from sS  randomly as an outcome 
of action a at state s. The function Metric (line 3) is applied 
on 's  to measure the reward of the state-action pair 
(i.e. )( as × ). In our case, the reward is measured using 
equation (2). 
 
 
                                                               
                      (2) 
 
 
 
),'( Gsd  is the Euclidean distance between 's  and G . The 
size of sS  is used to estimate the collision with the static 
obstacles. A small size of sS of action a in the look-ahead 
tree means the application of this action may cause a 
collision in future.  Therefore, the reward is kept directly 
proportional to the size of sS . The relationship between 
the distance measure and the reward is set in an inversely 
proportional manner. This is because the transition of a 
path planning character from the current state to the next 
state (due to an action a) should reduce the distance of the 
character from the goal location. 
RRT Planner 
We apply the RRT planner as a rollout Monte-Carlo 
planner. The RRT planner repeatedly searches for the best 
neighbouring states of the current state during the Monte-
Carlo search - as shown in figure 3 (line 4). Once the 
Monte-Carlo search is stopped, the neighbouring state with 
the highest predicted reward is selected as the best state sb 
(line 6). An action a is planned (line 7) to move the 
character to the best neighbouring state sb. The planned 
action a is executed (line 8) and the new state of the 
character is observed (line 1). If the character is at the goal 
state then stop path planning (line 2). 
 
RRT planner’s look-ahead search expands in a UCT style 
(as shown in figure 4).  The look-ahead search grows up to 
a fixed depth d. If the tree reaches the leaf nodes at depth d 
then it evaluates the leaf node (line 1). The leaf nodes are 
evaluated using the inverse of the Euclidean distance 
between the leaf node and the goal state. If the look-ahead 
tree encounters an invalid state then the tree expansion is 
stopped (even before the leaf node is reached) and a zero 
value is assigned as an evaluation to the invalid state (line 
2). The invalid states are the states which are occupied by 
static obstacles.  
 
Function RRT Planner 
1: State si=GetCurrentState() 
2: If si=GoalState return 0 
3: While (stopping_condition) 
4:       Search(si  , 0) 
5: End while 
6: State sb=FindBestNeighbourState(si) 
7: Action a=PlanAction(si, sb) 
8: Execute a 
9: Go to step 1 
End Function 
Figure 3: RRT Planner 
 
RRT planner’s tree is expanded using the valid 
neighbouring states of a state s. The SelectNeighbourState 
function (line 3) calculates a set of valid neighbouring 
states (maximum possible neighbouring states are eight). 
This function selects a neighbouring state randomly if the 
neighbouring states are seen for the first time in the look-
ahead search since the first rollout. Otherwise it returns a 
neighbouring state (nstate in figure 4) that has the highest 
predicated reward (i.e. Qrrt).  The function RandomState 
(line 4) selects a random valid state rstate from the state 
space S  with the condition that rstate is not a part of the 
neighbourhood of the current state.  
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Function Search(state s, depth d) 
1: If Leaf(s,d) then return Evaluate(s) 
2: if(invalid(s))  then return 0 
3: nstate=SelectNeighbourState(s) 
4: rstate=RandomState(nstate) 
5: Action a=PlanAction(nstate, rstate) 
6: [nextstate, reward]=SimulateAction(nstate, a) 
7: nstate.Qrrt=reward+Search(nextstate, d+1) 
8: return nstate.Qrrt 
End Function 
Figure 4: RRT Search 
 
The function PlanAction (line 5) is in fact a local planning 
method (LPM) which uses a heuristic search in the 
immediate neighbourhood of the current state s to find an 
action a (such that )(∈ sAa ) to reach the given target. In 
our current experiments, we use a real-time heuristic 
search called real-time A* (Korf, 1990) as a LPM with no 
modification of the heuristics (i.e. without learning).  The 
pseudo-code of SimulateAction is the same as used in UCT 
(given in figure 2). 
Related Work 
A variation of UCT has been applied in a RTS game by 
(Balla and Fern, 2009) for a tactical assault problem. Balla 
and Fern used the concept of objective functions to 
measure the reward of the state-action pair. For example, a 
state-action pair is granted a high reward value if the leaf 
node (of the current rollout) reduces the time to attack or 
maximizes the player’s health. However, only one 
objective (either minimum attack time or maximum health) 
can be used in the UCT planner at a time. Balla and Fern 
removed the Cp constant from the UCT exploration and 
exploitation balancing equation (1) and use the number of 
times an action is taken in a state to adjust the exploration 
and exploitation trade-off. This is the main variation Balla 
and Fern made in the UCT planner. This is also a 
difference between our work and that of Balla and Fern. 
 
The other path finding methods which have been 
commonly used in computer games are A* (Hart et al., 
1968), Navigational Mesh (Tozour 2002 and Hamm, 2008) 
and Waypoints (Rabin, 2000). Since A* searches for a full 
path between two locations before executing the plan, it is 
not suitable for real-time dynamic gaming environments. 
The navigational mesh and waypoints based path finding is 
also not suitable for the RTS games because the whole map 
is not available to process before the start of the game and 
also due to the frequent changes in the topography of the 
game map. These frequent changes are made by the 
construction of new buildings or when the dynamic 
obstacles (e.g. tanks, trucks or ships) cease to move.  
 
RRT has been extensively used in robot motion planning 
problems where it is used to identify collision free parts of 
the search space through a random sampling approach. The 
main benefits of RRT based path planning in computer 
games over commonly used path planning approaches (i.e. 
A*, navigational mesh and waypoints) are i) RRT can be 
used for path planning in high dimensional search spaces 
(e.g. 3 degrees of freedom or higher) ii) RRT can handle 
uncertainty and iii) RRT can be used to generate waypoints 
dynamically in an online planning process. The 
disadvantage of RRT path planning is its poor performance 
in spaces with narrow passages (Zhang and Manocha, 
2008).          
Experimental Design 
Experiments are performed on a desktop computer with 3.0 
GHz computing speed and 1.0 GB RAM. We use three 
maps of 50x50 tiles for the experiments. We use simulation 
length (number of rollouts) as the stopping condition for 
the UCT and RRT planners. We use five different 
simulation lengths which are 30, 60, 90, 120 and 200. The 
UCT parameter Cp is set to 0.1 and the look-ahead depth is 
set to 4 for all experiments. A state in S  is represented by 
(x, y) coordinates. The actions in the Action set are the 
pairs (dx, dy) where dx = {-1, 0, 1} and dy = {-1, 0, 1}. The 
action (0, 0) is excluded from the action set because path 
planning is always initiated when a character is in a stop 
state. An action does not bring a change in the state of a 
character if it is in front of a dynamic or static obstacle. A 
tank also becomes a static obstacle when it ceases to move. 
The unseen dynamic and static obstacles introduce 
uncertainty into the planning domain. A map is studied 
with three problems, where each problem has different 
coordinates (in terms of control centre and mineral cluster) 
to the others. In each map, the numbers of dynamic and 
static obstacles, and their placement coordinates, are kept 
different to other maps.  
 
The performance of UCT and RRT planners is measured 
using four evaluation parameters: Score, Time, Planning 
cost and Convergence cost. Time is measured in the 
number of seconds that a method takes to play a game of 
10K frames. The Scoring mechanism has already been 
described in section “RC-RTS Game” and it represents the 
total number of times the targets are achieved. Planning 
cost is the number of states seen during the online planning 
episodes. Convergence cost is the number of actions 
sampled during the online planning work. 
Results 
The results presented in this section are the average of the 
15 runs for each simulation length and map. These average 
values are presented with the standard error of the means. 
A comparison of the UCT and RRT planners, with respect 
to convergence cost, is given in figure 5.   
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Figure 5: Convergence cost versus simulation length 
 
UCT performs significantly better than RRT in terms of 
convergence cost. This is due to UCT’s selective action 
sampling scheme (the balance between exploration and 
exploitation). The RRT planner’s scheme of action 
selection, at a state, depends on the neighbours of that state 
and a random state (part of the state space but not in the 
look-ahead tree). Therefore, it explores a large number of 
actions for all simulation lengths. The convergence cost in 
RRT planner increases exponentially with the increase in 
the simulation length. 
 
The planning cost for all five simulation lengths is shown 
in figure 6.  These results show a huge difference between 
the UCT and RRT planners with respect to the length of 
the exploration of the state space. UCT looks at 
significantly fewer states to find the solution when 
compared to the RRT planner. This huge gap is mainly due 
to the difference in the schemes of action selection. RRT 
planner’s rollout search focuses on finding a new 
neighbouring state of a given state in each rollout (i.e. 
exploration); therefore, it expands the state space search to 
a very large extent while UCT’s lower searching efforts 
than RRT are due to its ability to adjust the trade-off 
between exploration and exploitation. 
 
Figure 6: Planning cost versus simulation length 
 
Figure 7 gives a graphical view of the performance of both 
planners with respect to the mean score.  These results 
show that RRT performs better than UCT in terms of game 
playing intelligence. The better performance of RRT shows 
the importance of its random sampling based exploration 
capabilities.   The common feature between both planners 
is a decrease in average score with higher simulation 
lengths; i.e. 120 and 200. A visual display of these games 
shows that the workers mostly do the searching for the 
paths in the areas of the map with no obstacles, even when 
these areas are very far from the target location. This is due 
to the collision avoidance factor sS . With the large 
number of rollouts, the reward function becomes biased 
towards sS  and ignores the distance heuristics. 
 
The game play performance shown in figure 7 can also be 
discussed using the minimum and maximum scores 
achieved by both planners in each simulation length. These 
scores are shown in figure 8. RRT planner achieved higher 
maximum scores than UCT planner with every simulation 
length. The best score (the highest maximum score) of 
UCT planner in all simulation lengths is 320 which is  
approximately 30% smaller than the best for the RRT 
planner. There is no major change in the RRT planner’s 
minimum score with respect to the change in simulation 
length. The UCT planner’s minimum depends on the 
simulation length and it has higher minimum scores with 
higher simulation lengths than that of smaller simulation 
lengths. 
Figure 7: Mean score versus simulation length 
 
   
Figure 8: Min and max scores versus simulation length 
 
Time durations spent by both planners to play games with 
different simulation lengths are given in figure 9. The UCT 
planner plans paths significantly quicker than the RRT 
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planner with a simulation length 60; otherwise there is no 
significant difference between the planners with respect to 
the time usage.  However, the time usage profile falls at the 
simulations lengths 120 and 200.  This is a result of the 
workers’ movements in the obstacle free areas due to the 
reward function’s convergence into the space of high sS . 
In the obstacle-free area, the workers do not demand 
replanning frequently and as such saves planning time. 
 
Figure 9: Time versus simulation length 
Discussion 
The performance of two Monte-Carlo planners, UCT and 
RRT, is evaluated in a RTS game for solving the path 
finding problem. Both planners are run within a RTS game 
with a fixed number of game ticks. The results show that 
UCT finds solutions with less search effort than the RRT 
planner. The RRT planner performs better than UCT in 
terms of game play when run with a specific simulation 
length. The results also provide a potentially useful insight 
into the application of Monte-Carlo planning in a RTS 
game for solving the path planning problem.  
 
As this is a preliminary work, there are several promising 
directions which are possible for future work. One of them 
is the modification of the reward function to adjust the 
parameters: distance to goal and collision estimation. We 
plan to use a weighted scheme to avoid the possible biasing 
in the reward function towards one parameter when the 
rollouts are increased. We also aim to modify the reward 
function by adding an estimation of the collision with 
dynamic obstacles.  
 
The UCT parameter Cp also needs more investigation. In 
the current set of experiments, we arbitrarily selected a 
small value of this parameter.  We plan to study the impact 
of Cp on the performance of UCT if its value is increased 
from a small amount to a larger amount (i.e., Cp = 1).  We 
also aim to investigate the possible relationship between Cp 
and the domain.  
 
The RRT planner will be extended to generate and 
maintain an explicit tree of collision free nodes. This tree 
can be used as a set of way points. The random sampling 
scheme of RRT planner can be modified to generate 
random samples according to the goal locations. This can 
reduce the searching efforts of the planner. We also aim to 
extend path planning in RC-RTS for the tanks. We plan to 
modify the definition of the game to include the enemy 
units. The higher values of the standard errors of the means 
in the results of both planners also suggest running large 
numbers of test games for each parameter (i.e. 
considerably larger than 15). 
 
Since the game world is represented as the 2D grid, it is 
also interesting to apply the graph search techniques in 
RC-RTS for the path planning. These techniques include 
the variations of A* (which are suitable for the real-time 
systems) and Bellman equation based asynchronous 
dynamic programming (e.g. Barto et al., 1991). 
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Abstract
This paper presents a heuristic algorithm for solving a job-
shop scheduling problem with sequence dependent setup
times (SDST-JSSP). This strategy, known as Iterative Flat-
tening Search (IFS), iteratively applies two steps: (1) a
relaxation-step, in which a subset of scheduling decisions
are randomly retracted from the current solution; and (2) a
solving-step, in which a new solution is incrementally re-
computed from this partial schedule. The algorithm relies
on a core constraint-based search procedure, which gener-
ates consistent orderings of activities that require the same
resource by incrementally imposing precedence constraints
on a temporally feasible solution. Key to the effectiveness of
the search procedure is a conflict sampling method biased to-
ward selection of the most critical conflicts. The efficacy of
the overall heuristic optimization algorithm is demonstrated
empirically on a set of well known SDST-JSSP benchmarks.
Introduction
This paper describes an iterative improvement approach to
solve job-shop scheduling problems with ready times, dead-
lines, and sequence dependent setup times (SDST-JSSP).
Over the last ten years, there has been an increasing interest
in solving scheduling problems with setup times (Allahverdi
and Soroush 2008; Allahverdi et al. 2008). This fact stems
mainly from the observation that in various real-word in-
dustry or service environments there are tremendous savings
when setup times are explicitly considered in scheduling de-
cisions.
In this paper we focus on one family of techniques re-
ferred to as Iterative Flattening Search (IFS). IFS was first
introduced in (Cesta, Oddi, and Smith 2000) as a scalable
procedure for solving multi-capacity scheduling problems.
IFS is an iterative improvement heuristic designed to mini-
mize schedule makespan. Given an initial solution, IFS iter-
atively applies two-steps: (1) a subset of solving decisions
are randomly retracted from a current solution (relaxation-
step); (2) a new solution is then incrementally recomputed
(flattening-step). The original IFS procedure was extended
in two subsequent works (Michel and Van Hentenryck 2004;
Godard, Laborie, and Nuitjen 2005) such that additional op-
timal solutions and improvements to known upper-bounds
for the reference benchmark problems were obtained. More
recently (Oddi et al. 2008; 2010) initiated a systematic study
aimed at evaluating the effectiveness of single component
strategies within the same uniform software framework.
The IFS algorithm proposed in this work relies on a core
constraint-based search procedure, which generates a con-
sistent ordering of activities that require the same resource
by incrementally adding precedence constraints between ac-
tivity pairs in a temporally feasible solution. Specifically, the
algorithm we propose in this work is an extension of the SP-
PCP procedure proposed in (Oddi and Smith 1997) applied
to the case of scheduling problems without setup times.
In the current literature there are other examples of pro-
cedures for solving scheduling problems with setup times
that are extensions of the counterpart procedures used to
solve the same (or similar) scheduling problem without
setup times. This is the case of the work by (Brucker and
Thiele 1996), for example, which relies on an earlier so-
lutions introduced in (Brucker, Jurisch, and Sievers 1994).
Another example is the more recent work of (Vela, Varela,
and Gonza´lez 2009) and (Gonza´lez, Vela, and Varela 2009),
which proposes effective heuristic procedures based on ge-
netic algorithms and local search. In these works, the local
search procedures that are introduced extend a procedure
originally proposed by (Nowicki and Smutnicki 2005) for
the classical job-shop scheduling problem to the setup times
case by introducing a neighborhood structure that similarly
properties relating to critical paths in an underlying disjunc-
tive graph formulation of the problem. A third example
is the work of (Balas, Simonetti, and Vazacopoulos 2008),
which extends the well-know shifting bottleneck procedure
(Adams, Balas, and Zawack 1988) to the SDST-JSSP case.
Both (Balas, Simonetti, and Vazacopoulos 2008) and (Vela,
Varela, and Gonza´lez 2009) have produced reference results
with their techniques on a previously studied benchmark set
of SDST-JSSP problems initially proposed by (Brucker and
Thiele 1996). We use this benchmark problem set as a basis
for direct comparison to our solution procedure in the exper-
imental section of this paper.
This paper is organized as follows. An introductory sec-
tion defines the reference SDST-JSSP problem and its rep-
resentation. A central section describes the iterative im-
provement search, the adopted relaxation straegies and the
core constraint-based search procedure. An experimental
section describes the performance of our algorithm on the
benchmark problem set of (Brucker and Thiele 1996) and
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the most interesting results are explained. Some conclusions
and a discussion of future work end the paper.
The Scheduling Problem with Setup Times
In this section we provide a definition of the job-shop sched-
uling problem with sequence dependent setup times (SDST-
JSSP). The SDST-JSSP entails synchronizing the use of a
set of resources R = {r1, . . . , rm} to perform a set of n
activities A = {a1, . . . , an} over time. The set of activi-
ties is partitioned into a set of nj jobs J = {J1, . . . , Jnj}.
The processing of a job Jk requires the execution of a strict
sequence of m activities aik ∈ Jk (i = 1, . . . ,m), and the
execution of each activity aik is subject to the following con-
straints:
• resource availability - each activity ai requires the exclu-
sive use of a single resource rai for its entire duration; no
preemption is allowed and all the activities included in a
job Jk require distinct resources.
• processing time constraints - each ai has a fixed process-
ing time pi such that ei − si = pi, where the variables si
and ei represent the start and end time of ai.
• sequence dependent setup times - for each resource r, the
value strij represents the setup time between two generic
activities ai and aj requiring the same resource r, such
that ei + strij ≤ sj . The setup times strij verify the
so-called triangular inequality (see (Brucker and Thiele
1996; Artigues and Feillet 2008)). The triangle inequal-
ity (traditionally in literature, this property is always con-
sidered verified) imposes that, for each three activities
ai, aj , ak requiring the same resource, the inequality
strij ≤ strik + strkj holds.
• job release dates - each Job Jk has a release date rdk,
which specifies the earliest time that the any activity in Jk
can be started.
A solution S = {S1, S2, . . . , Sn} is an assignment Si to
the activities start-times si such that all the above constraints
are satisfied. Let Ck be the completion time for the job
Jk, the makespan is the value Cmax = max1≤k≤nj{Ck}.
An optimal solution S∗ is a solution S with the minimum
value of Cmax. We observe as the proposed optimization
problems is NP-hard, because is an extensions of the well-
known job-shop scheduling problem J ||Cmax (Sotskov and
Shakhlevich 1995).
A CSP Representation
There are different ways to formulate this problem as a Con-
straint Satisfaction Problem (CSP) (Montanari 1974). Anal-
ogously to (Cheng and Smith 1994; Oddi and Smith 1997),
the problem is treated as one of establishing precedence con-
straints between pairs of activities that require the same re-
source, so as to eliminate all possible conflicts in the re-
source use. Such representation is close to the idea of dis-
junctive graph initially used for the classical job shop sched-
uling without setup times and also used in the extended case
of setup times (Brucker and Thiele 1996; Balas, Simonetti,
and Vazacopoulos 2008; Vela, Varela, and Gonza´lez 2009;
Artigues and Feillet 2008).
Let G(AG, J,X) be a graph where the set of vertices
AG contains all the activities of the problem together with
two dummy activities, a0 and an+1, respectively represent-
ing the beginning (reference) and the end (horizon) of the
schedule. J is a set of directed edges (ai, aj) representing
the precedence constraints among the activities (job prece-
dences constraints) and are weighted with the processing
time pi of the edge’s source activity ai. The set of undi-
rected edges X represents the disjunctive constraints among
the activities requiring the same resource r; there is an edge
for each pair of activities ai and aj requiring the same re-
source r and the related label represents the set of possible
ordering between ai and aj : ai  aj or aj  ai.
Hence, in CSP terms, a decision variable xijr is defined
for each pair of activities ai and aj requiring resource r,
which can take one of two values: ai  aj or aj  ai. It is
worth noting that in the current case we have to take into
account the presence of sequence dependent setup times,
which must be included when an activity ai is executed on
the same resource before another activity aj . As we will see
in the next sections, in case the setup times verify the triangle
inequality, previous decisions on the xijr can be represented
as the two temporal constraints: ei+strij ≤ sj (i.e. ai  aj)
or ej + strji ≤ si (i.e. aj  ai).
To support the search for a consistent assignment to the
set of decision variables xijr, for any SDST-JSSP we de-
fine the directed graph Gd , called distance graph, which is
an extended version of the disjunctive graph G(AG, J,X).
The set of nodes V represents time points, where tp0 is the
origin time point(the reference point of the problem), while
for each activity ai, si and ei represent its start and end time
points respectively. The set of edges E represents all the im-
posed temporal constraints, i.e., precedences, durations and
setup times. Given two time points tpi and tpj , all the con-
straints have the form a ≤ tpj − tpi ≤ b, and for each
constraint specified in the SDST-JSSP instance there are
two weighted edges in the graph Gd(V,E); the first one
is directed from tpi to tpj with weight b and the second
one is directed from tpj to tpi with weight −a. The graph
Gd(V,E) corresponds to a Simple Temporal Problem (STP)
and its consistency can be efficiently determined via short-
est path computations (see (Dechter, Meiri, and Pearl 1991)
for more details on the STP). Moreover, any time point tpi
is associated to a given feasibility interval [lbi, ubi], which
determines the current set of feasible values for tpi. Thus,
a search for a solution to a SDST-JSSP instance can pro-
ceed by repeatedly adding new precedence constraints into
Gd(V,E) and recomputing shortest path lengths to confirm
that Gd(V,E) remains consistent. Given a Simple Temporal
Problem, the problem is consistent if and only if no closed
paths with negative length (or negative cycles) are contained
in the graph Gd.
Let d(tpi, tpj) (d(tpj , tpi)) designate the shortest path
length in graph Gd(V,E) from node tpi to node tpj (from
node tpj to node tpi); then, the constraint −d(tpj , tpi) ≤
tpj−tpi ≤ d(tpi, tpj) is demonstrated to hold (see (Dechter,
Meiri, and Pearl 1991)). Hence, the minimal allowed dis-
tance between tpj and tpi is −d(tpj , tpi) and the maxi-
mal distance is d(tpi, tpj). Given that di0 is the length
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of the shortest path on Gd from the time point tpi to
the origin point tp0 and d0i is the length of the short-
est path from the origin point tp0 to the time point
tpi, the interval [lbi, ubi] of time values associated to
the generic time variable tpi is computed on the graph
Gd as the interval [−d(tpi, tp0), d(tp0, tpi)] (see (Dechter,
Meiri, and Pearl 1991)). In particular, given a STP,
the following two sets of value assignments Slb =
{−d(tp1, tp0),−d(tp2, tp0), . . . ,−d(tpn, tp0)} and Sub =
{d(tp0, tp1), d(tp0, tp2), . . . , d(tp0, tpn)} to the STP vari-
ables tpi represent the so-called earliest-time solution and
latest-time solution, respectively.
A Precedence Constraint Posting Procedure
The proposed procedure for solving instances of SDST-
JSSP is an extension of the SP-PCP scheduling procedure
(Shortest Path-based Precedence Constraint Posting) pro-
posed in (Oddi and Smith 1997), which utilizes shortest
path information in Gd(V,E) for guiding the search pro-
cess. Similarly to the original SP-PCP procedure, shortest
path information is utilized in a twofold fashion to enhance
the search process.
Figure 1: slack(ei, sj) = d(ei, sj) − strij Vs.
co–slack(ei, sj) = −d(sj , ei)− strij
The first way in which shortest path information is ex-
ploited is by introducing new dominance conditions (which
adapt to the setup times case those presented in (Oddi
and Smith 1997)), through which problem constraints are
propagated and unconditional decisions for promoting early
pruning of alternatives are identified. The concepts of
slack(ei, sj) and co–slack(ei, sj) (complementary slack)
play a central role in the definition of such new dom-
inance conditions. Given two activities ai, aj and the
related interval of distances [−d(sj , ei), d(ei, sj)] 1 and
[−d(si, ej), d(ej , si)] 2 on the graph Gd, they are defined
as follows (see Figure 1):
• slack(ei, sj) = d(ei, sj)− strij is the difference between
the maximal distance d(ei, sj) and the setup time strij .
Hence, it provides a measure of the degree of sequenc-
1between the end-time ei of ai and the start-time sj of aj
2between the end-time ej of aj and the start-time si of ai
ing flexibility between ai and aj 3 taking into account the
setup time constraint ei + strij ≤ sj . If slack(ei, sj) < 0,
then the ordering ai  aj is not feasible.
• co–slack(ei, sj) = −d(sj , ei)− strij is the difference be-
tween the minimum possible distance between ai and aj ,
−d(si, ej), and the setup time strij ; if co–slack(ei, sj) ≥
0 (in Figure 1 a negative co-slack is represented), then
there is no need to separate ai and aj , as the setup time
constraint ei + strij ≤ sj is already satisfied.
For any pair of activities ai and aj that are competing for
the same resource r, the new dominance conditions describ-
ing the four possible cases of conflict are defined as follows:
1. slack(ei, sj) < 0 ∧ slack(ej , si) < 0
2. slack(ei, sj) < 0 ∧ slack(ej , si) ≥ 0 ∧ co–slack(ej , si) < 0
3. slack(ei, sj) ≥ 0 ∧ slack(ej , si) < 0 ∧ co–slack(ei, sj) < 0
4. slack(ei, sj) ≥ 0 ∧ slack(ej , si) ≥ 0
Condition 1 represents an unresolvable conflict. There
is no way to order ai and aj taking into account the setup
times strij and st
r
ji, without inducing a negative cycle in the
graph Gd(V,E). When Condition 1 is verified the search
has reached an inconsistent state.
Conditions 2, and 3, alternatively, distinguish uniquely re-
solvable conflicts, i.e., there is only one feasible ordering of
ai and aj , and the decision of which constraint to post is thus
unconditional. If Condition 2 is verified, only aj  ai leaves
Gd(V,E) consistent. It is worth noting that the presence of
the condition co–slack(ej , si) < 0 entails that the minimal
distance between the end time ej and the start time si is
shorter than the minimal required setup time strji; therefore,
we still need to impose the constraint ej + strji ≤ si. Con-
dition 3 works similarly, and entails that only the ai  aj
ordering is feasible. Finally, Condition 4 designates a class
of resolvable conflicts; in this case, both orderings of ai and
aj remain feasible, and it is therefore necessary to perform
a search decision.
The second way in which shortest path information is ex-
ploited is by defining variable and value ordering heuris-
tics to select and resolve conflicts in the set characterized by
Condition 4. As stated above, in this context slack(ei, sj)
and slack(ej , si) provide measures of the degree of se-
quencing flexibility between ai and aj . The variable or-
dering heuristic attempts to focus first on the conflict with
the least amount of sequencing flexibility (i.e., the con-
flict that is closest to previous Condition 1). More pre-
cisely, the conflict (ai, aj) with the overall minimum value
of V arEval(ai, aj) = min{bdij , bdji} is always selected
for resolution, where4:
bdij =
slack(ei,sj)√
S
, bdji =
slack(ej ,si)√
S
3Intuitively, the higher is the degree of sequencing flexibility,
the larger is the set of feasible assignments to the start-times of ai
and aj
4The
√
S bias is introduced to take into account cases where
a first conflict with the overall min{slack(ei, sj), slack(ej , si)}
has a very large max{slack(ei, sj), slack(ej , si)}, and a second
conflict has two shortest path values just slightly larger than this
overall minimum. In such situations, it is not clear which conflict
has the least sequencing flexibility.
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PCP(Problem, Cmax)
1. S ← InitSolution(Problem, Cmax)
2. loop
3. Propagate(S)
4. if UnresolvableConflict(S)
5. then return(nil)
6. else
7. if UniquelyResolvableConflict(S)
8. then PostUnconditionalConstraints(S)
9. else begin
10. Con←ChooseResolvableConflict(S)
11. if (Con = nil)
12. then return(S)
13. else begin
14. Prec← ChoosePrecConstraint(S, Con)
15. PostConstraint(S, Prec)
16. end
17. end
18. end-loop
19. return(S)
Figure 2: Basic PCP algorithm
and
S =
min{slack(ei, sj), slack(ej , si)}
max{slack(ei, sj), slack(ej , si)}
As opposed to variable ordering, the value ordering
heuristic attempts to resolve the selected conflict (ai, aj)
simply by choosing the precedence constraint that retains
the highest amount of sequencing flexibility. Specifically,
ai  aj is selected if bdij > bdji and aj  ai is selected
otherwise.
The PCP Algorithm
Figure 2 gives the basic overall PCP solution procedure,
which starts from an empty solution (Step 1) where the
graphs Gd is initialized according to the previous section on
the CSP representation of the problem. Also, the procedure
accepts a never-exceed value (Cmax) of the objective func-
tion of interest used to impose an initial global makespan to
all the jobs.
The PCP algorithm shown in Figure 2 analyses all pairs
(ai, aj) of activities that require the same resource (i.e., the
decision variables of the corresponding CSP problem), and
decides their values in terms of precedence ordering (i.e.,
ai  aj or aj  ai, see Section ), on the basis of the re-
sponse provided by the dominance conditions.
In broad terms, the procedure in Figure 2 interleaves the
application of dominance conditions (Steps 4 and 7) with
variable and value ordering (Steps 10 and 14 respectively)
and updating of the solution graph Gd (Steps 8 and 15) to
conduct a single pass through the search tree. At each cy-
cle, a propagation step is performed (Step 3) by the func-
tion Propagate(S), which propagates the effects of post-
ing a new solving decision (i.e., a constraint) in the graph
Gd. In particular, Propagate(S) updates the shortest path
distances on the graph Gd. We observe that within the main
loop of the procedure PCP shown in Figure 2 new constraints
are added incrementally (one-by-one) to Gd, hence the com-
plexity of this step 5 is in the worst case O(n2).
A solution is found when the PCP algorithm finds a fea-
sible assignment to the activity start times such that all re-
source conflicts are resolved (i.e., all the setup times stij are
satisfied), according to the following proposition:
Proposition 1 A solution S is found when none of the four
dominance conditions is verified on S.
The previous assertion can be demonstrated by contra-
diction. Let us suppose that the PCP procedure exits with
success (none of the four dominance conditions is verified
on S) and that at least two sequential activities ai and aj ,
requiring the same resource r do not satisfy the setup con-
straints ei + strij ≤ sj or ej + strji ≤ si. Since the tri-
angle inequality holds for the input problem, it is guaran-
teed that the length of the direct setup transition ai  aj
between two generic activities ai and aj is the shortest pos-
sible (i.e., no indirect transition ai ; ak ; aj having a
shorter overall length can exist). This fact is relevant for
the PCP approach, because the solving algorithm proceeds
by checking/imposing either the constraint ei + strij ≤ sj
or the constraint ej + strji ≤ si for each pair of activities.
Hence, when none of the four dominance conditions is veri-
fied, each subset of activitiesAr requiring the same resource
r is totally ordered over time. Clearly, for each pair (ai, aj),
such that ai, aj ∈ Ar, either co–slack(ei, sj) ≥ 0 or
co–slack(ej , si) ≥ 0; hence, all pairs of activities (ai, aj)
requiring the same resource r satisfy the setup constraints
ei + st
r
ij ≤ sj or ej + strji ≤ si. In fact, by definition
co–slack(ei, sj) ≥ 0 implies −d(sj , ei) ≥ strij and to-
gether the condition sj − ei ≥ −d(sj , ei) (which holds be-
cause Gd is consistent), we have ei + strij ≤ sj (a similar
proof is given for co–slack(ej , si) ≥ 0).
To wrap up, when none of the four dominance conditions
is verified and the PCP procedure exits with success, the
Gd graph represents a consistent Simple Temporal Prob-
lem and, as described in the previous section on the CSP
representation of the problem, one possible solution of the
problem is the so-called earliest-time solution, such that
Sest = {Si = −d(tpi, tp0) : i = 1 . . . n}.
The Optimization Algorithm
Figure 3 introduces the generic IFS procedure. The algo-
rithm basically alternates relaxation and flattening steps until
a better solution is found or a maximal number of iterations
is executed. The procedure takes two parameters as input:
(1) an initial solution S; (2) a positive integer MaxFail
which specifies the maximum number of non-makespan im-
proving moves that the algorithm will tolerate before ter-
5Let us suppose we have a consistent Gd, in the case we add a
new edge (tpx, tpy) with weight wxy , if wxy + d(tpy, tpx) ≥ 0
(Gd remains consistent, because no negative cycle is added), then
the generic shortest path distance can be updated as d(tpi, tpj) =
min{d(tpi, tpj), d(tpi, tpx) + wxy + d(tpy, tpj).}
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IFS(S,MaxFail)
begin
1. Sbest ← S
2. counter ← 0
3. while (counter ≤MaxFail) do
4. RELAX(S)
5. S ←PCP(S,Cmax(Sbest))
6. if Cmax(S) < Cmax(Sbest) then
7. Sbest ← S
8. counter← 0
9. else
10. counter← counter + 1
11. return (Sbest)
end
Figure 3: The IFS schema
minating. After initialization (Steps 1-2), a solution is re-
peatedly modified within the while loop (Steps 3-10) by the
application of the RELAX procedure, as explained in the fol-
lowing section, and the PCP procedure (see Figure 2). On
each iteration, the RELAX step reintroduces the possibility
of resource contention, and the PCP step then restores re-
source feasibility by removing detected resource conflicts.
In the case a better makespan solution is found (Step 6), the
new solution is saved in Sbest and the counter is reset to 0. If
no improvement is found in MaxFail moves, the algorithm
terminates and returns the best solution found.
The algorithms we are describing here are all based on a
representation of the basic scheduling problem as a prece-
dence graph G(AG, J,X) introduced above. We remember
thatG is a graph where the set of verticesAG contains all the
activities of the problem together with two dummy activities,
a0 and an+1. J is a set of directed edges (ai, aj) represent-
ing the job precedences constraints. The set of undirected
edges X represents the disjunctive constraints among the
activities requiring the same resource r; there is an edge for
each pair of activities ai and aj requiring the same resource
r and the related label represents the set of possible ordering
between ai and aj : ai  aj or aj  ai. A solution S is
given as a affine graph GS(AG, J,XS), such that each undi-
rected edge (ai, aj) in X is replaced with a directed edge
representing one of possible ordering between ai and aj :
ai  aj or aj  ai. In general the directed graph GS rep-
resents a set of temporal solutions (S1, S2, . . . , Sn) that is,
a set of assignments to the activities’ start-times which are
consistent with the set of imposed constraints XS .
In the next two subsection we define two different relax-
ation procedures based on the graph GS .
Relaxation Procedures
The first part of the IFS cycle is the relaxation step, wherein
a feasible schedule is relaxed into a possibly resource in-
feasible, but precedence feasible, schedule by retracting a
number of scheduling decisions. Given the graph repre-
sentation described above, each such decision is a prece-
dence constraint between a pair of activities that are com-
peting for the same resource capacity. The first strat-
CPRELAX(S, pr, nr)
begin
1. for k = 1 to nr
2. forall (ai, aj) ∈ CriticalPath(S) ∩XS
3. if random(0,1) < pr
4. then S ← S \ (ai, aj)
end
Figure 4: Relaxation procedure based on removal from cri-
tical path
egy we present, used in (Cesta, Oddi, and Smith 2000;
Michel and Van Hentenryck 2004) for problems without
setup times, removes precedence constraints between pair of
activities belonging to the solution critical path, and hence
is called cp-based relaxation. The second strategy, similar
to the one proposed in (Godard, Laborie, and Nuitjen 2005)
again for problems without setup times, starts from a GS so-
lution and randomly breaks some total orders (or chains) im-
posed on the subset of activities requiring the same resource
r, and hence is given the name chain-based relaxation.
Precedence Relaxation The cp-based relaxation strat-
egy is centered on the solution’s critical path. A path
in GS(A, J,XS) is a sequence of activities a1, a2, . . . , ak,
such that, (ai, ai+1) ∈ J ∪ XS with i = 1, 2, . . . , (k − 1).
The length of a path is the sum of the activities processing
times and a critical path is a path from a0 to an+1 which de-
termines the solution’s makespan Cmax. Any makespan im-
provement will necessarily require a modification to a subset
of precedence constraints laying on the critical path, since
these constraints collectively determine the solution’s cur-
rent makespan. From this observation, the relaxation step
is designed to retract some posted precedence constraints
on the solution’s critical path. Fig. 4 shows the CPRELAX
procedure. Steps 2-4 consider the set of posted precedence
constraints which belong to the current critical path. A sub-
set of these constraints is randomly selected on the basis of
the parameter pr ∈ (0, 1) and then removed from the cur-
rent solution. These steps are iterated nr times (effective
values range from 2 to 6), such that, a new critical path of
S is computed at each iteration. Notice that at each relax-
ation, the new critical path can be completely different from
the previous one. This allows the relaxation step to also take
into account those paths whose length is very close to the
critical one.
Chain Relaxation The chain-based relaxation strategy re-
quires an input solution as a graph GS(A, J,XS). As ex-
plained above, a solution is a modification of the original
precedence graph G that represents the input scheduling
problem. GS contains a set of additional precedence con-
straints XS which can be seen as a set of chains. Each chain
imposes a total order on a subset of problem activities re-
quiring the same resource. Given a generic activity ai, let
pred(ai) be its predecessor activity and succ(ai) its succes-
sor activity.
The CHAINRELAX procedure proceeds in two steps.
First, a subset of activities from the input solution S are ran-
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domly selected on the basis of the parameter pr ∈ (0, 1).
Second, a procedure similar to CHAINING - used in (Poli-
cella et al. 2007) - is applied to the set of unselected activ-
ities. The modified CHAINING procedure (that takes into
account setup times) can be accomplished in three steps:
(1) all the previously posted levelling constraints XS are
removed from the solution S; (2) the unselected activities
are sorted by increasing earliest start times; (3) for each re-
source and for each activity ai (according to the increasing
order of start times), ai’s predecessors p is considered and a
precedence constraint (p, ai) is posted, so as to impose the
related setup time from p to ai. The last step is iterated un-
til all the activities are linked by precedence constraints. It
is worth observing that this set of unselected activities still
represents a feasible solution to a scheduling sub-problem,
which is represented as a graph GS , in which the randomly
selected activities float outside the solution thus re-creating
conflict is resource usages.
Experimental Analysis
In this section we propose a set of empirical evaluations of
the IFS algorithm. We have considered a well known bench-
mark set described in the literature and available on the In-
ternet. This benchmark was originally proposed in (Brucker
and Thiele 1996) with the objective of minimizing the
makespan Cmax. The IFS algorithm has been implemented
in CMU Common Lisp Ver. 20a and run on a AMD Phenom
II X4 Quad 3.5 Ghz under Linux Ubuntu 9.0.
The Benchmark Set
This set is composed of 15 instances initially provided
by (Brucker and Thiele 1996) and later integrated with
other 10 instances; they are available at http://www.
andrew.cmu.edu/user/neils/tsp/t2ps/. Each
instance is characterized by the configuration (nJ × nA)
where for every instance, nJ is the number of present jobs
and nA is the number of activities per job. The original
benchmark of 15 problems is divided in sets of 5 instances
each, composed as follows: the first set contains 10×5 prob-
lems, the second set contains 15× 5 problems, and the third
set contains 20× 5 problems. The 10 problems successively
added are divided in two sets of 5 instances each: the first
set contains 15× 5 problems, while the second set contains
20 × 5 problems. Hence, our benchmark is therefore com-
posed of 25 instances that range from 50 to 100 activities; in
the remainder of this work, this benchmark will be referred
to as BTS25.
Results
We propose two different set of experiments, one for the cp-
based relaxation, and another one for the chain-based re-
laxation. In order to give a clear idea of the strength of the
proposed IFS procedure, we report the results obtained with
the combinations of input parameters which gave the best
performance.
Table 1 shows the results for the IFS procedure using the
cp-based relaxation obtained from the values of the param-
eters nr (the number of operated relaxation steps) and pr
(the removal probability on the current critical path). The
column labeller ∆0 shows the average percentage variation
from the infinite capacity makespan, while Ni represents the
number of improved solutions with respect to the best known
solutions for BTS25. The latter are selected as the union
of the best results proposed in the papers (Balas, Simonetti,
and Vazacopoulos 2008), (Vela, Varela, and Gonza´lez 2009)
and (Artigues and Feillet 2008), for the first 15 BTS25 in-
stances; for the last 10 instances, the best results are the ones
proposed in (Balas, Simonetti, and Vazacopoulos 2008).
The column labelled ∆bests contains the average percent-
age variation from the best solutions, while the last column
NiF lat represents the average number IFS cycles performed
over all the BTS25 instances within the imposed cpu bound
of 3200 seconds.
Table 1: the table shows the average percentage variation
from the infinite capacity makespan (∆0), the number of
improved solutions (Ni), the average percentage deviations
from the best-known solutions for the BTS25 (∆bests), and
the average number of IFS cycles (NiF lat) performed over
all the BTS25 instances within the imposed cpu bound of
3200 seconds, for different values of nr and pr (percentage
value).
nr pr Ni ∆
0 ∆bests NiF lat
10 1 168.9 2.1 2682.4
15 2 168.7 1.9 2696.2
5 20 1 168.4 2.0 2749.8
25 1 168.8 2.0 2784.1
30 3 167.5 1.6 2785.4
10 2 169.1 2.2 2722.4
15 2 168.9 2.1 2785.6
6 20 1 167.2 1.5 2758.9
25 2 168.7 1.9 2766.6
30 1 168.9 2.0 2782.7
10 3 168.5 2.0 2715.9
15 2 167.7 1.6 2822.0
7 20 2 168.0 1.6 2793.0
25 1 167.2 1.3 2816.7
30 2 168.0 1.6 2810.6
10 1 168.6 2.0 2729.8
15 2 167.8 1.5 2777.8
8 20 2 168.1 1.7 2812.0
25 2 167.6 1.5 2830.3
30 2 168.3 1.6 2842.7
BESTS - 5 163.9 0.2 -
About the results shown in in Table 1, we note that the best
performances are obtained for the value nr = 7, and each
single run has performance quite close to the best known re-
sults (the value ∆bests ranges from 1.3 to 2.0 ). However,
as we are running a random algorithm, we can consider the
best results obtained over the set of performed runs and to
evaluate the overall performance (the row BESTS). In parti-
cular, the average percentage deviation from the best known
results is 0.2 and we want to highlight that in this analysis,
5 problems have been improved.
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Table 2: the table shows the average percentage variation
from the infinite capacity makespan (∆0), the number of
improved solutions (Ni), the average percentage deviations
from the best-known solutions for the BTS25 (∆bests), the
average number of IFS cycles (NiF lat) performed over all
the BTS25 instances within the imposed cpu bound of 3200
seconds, for different values of pr (percentage value).
pr Ni ∆
0 ∆bests NiF lat
10 0 171.2 3.1 2567.6
15 3 168.3 1.9 2613.7
20 3 168.5 2.1 2610.6
25 3 168.3 1.9 2716.4
30 2 167.7 1.7 2742.1
35 3 166.5 1.1 2726.5
40 3 166.9 1.3 2775.4
45 2 167.7 1.5 2769.3
50 2 167.5 1.4 2779.9
55 2 167.1 1.3 2776.9
60 3 167.0 1.2 2778.7
65 4 167.9 1.5 2769.3
70 2 168.1 1.6 2766.8
75 2 168.6 1.7 2793.7
BESTS 7 164.2 0.3 -
Table 2 shows the results for the IFS procedure using the
chain-based relaxation obtained from the values of the pa-
rameter pr (the probability for the selection of activities).
About the results shown in Table 2 the other parameters have
the same meaning of previous Table 1, and we again impose
on each run a cpu bound of 3200 seconds. We note that
the best performance are obtained within the range of val-
ues of the parameter pr from 35% to 60%. Each single run
has performance quite close to the best known results (the
value ∆bests ranges from 1.1 to 1.5 ). Likewise the pre-
vious case, we can consider the best results obtained over
the set of performed runs and to evaluate the overall perfor-
mance (the row BESTS). In this second case, the average
percentage deviation from the best known results is 0.3 and
we want to highlight that 7 problems have been improved.
Hence, from the previous exploration we can draw the con-
clusion that on average, our algorithm’s performances are in
line with the best known algorithms. In some cases, the best
known results have been improved.
Conclusions
Building from prior research, in particular (Oddi and Smith
1997; Godard, Laborie, and Nuitjen 2005; Oddi et al. 2010),
in this paper we have investigated the use of iterative im-
proving and precedence constraint posting algorithm as a
means of effectively solving scheduling problems with se-
quence dependent setup times. The proposed iterative sam-
pling algorithm uses as its core solving procedure an ex-
tended version of the SP-PCP procedure proposed by (Oddi
and Smith 1997) and two already known relaxation strate-
gies (Oddi et al. 2010) extended in this paper to the case
of scheduling problems with setup times. To demonstrate
the effectiveness of the procedure, a set of experiments were
performed on a well known benchmark set of job shop
scheduling problems with setup times. In the average, our
algorithm’s performances are in line with the known best al-
gorithms, and in some cases it is able to improve the best
known results.
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Abstract
This paper presents an instantiation of a knowledge engineer-
ing environment in which Validation and Verification (V&V)
tools are used to support the development of software for
plan-based autonomy. The described environment is being
used in support of a robotic project. The paper describes how
formal methods can be deployed to support the design and de-
velopment of a timeline-based planning and scheduling sys-
tem integrated into a robotic control architecture.
Introduction
Putting robots at work in an extreme context like deep space
planet requires to increase both the safeness and the robust-
ness of the autonomous control systems involved in such
operations. In plan-based autonomous robots (Muscettola
et al. 2002; Alami et al. 1998; Carbone et al. 2008;
Py, Rajan, and McGann 2010), the autonomous behavior is
enabled by a deliberative process that integrates planning,
scheduling, and action execution using a model of the sys-
tem behavior in the environment.
Designing P&S systems and models to implement au-
tonomous control systems in critical environments has been
achieving increasing success for the last decade, neverthe-
less, very often, the proposed models and solutions turn out
to be complex and even engineers and designers have dif-
ficulties in validating and verifying them by simple inspec-
tion. For this reason, automated Validation and Verification
(V&V) techniques may represent an important contribution,
adding value to these kinds of applications provided they
can be gracefully integrated with P&S technology (e.g., see
(Menzies and Pecheur 2005)).
Previous work. In this regard, the synthesis of knowl-
edge engineering environments in which constraint pro-
gramming and validation & verification techniques concur
in creating an enhanced software environment for P&S
have been envisaged (Cesta et al. 2010b). In particular,
an integrated environment to support the design and devel-
opment of P&S applications have been proposed, focus-
ing on timeline-based planning approach (Muscettola 1994;
Jonsson et al. 2000; Frank and Jonsson 2003; Smith, Frank,
and Jonsson 2000) and investigating the use of model check-
ing techniques for verifying properties of specific planning
software applications. In fact, such planning systems return
an envelope of potential solutions in form of a flexible plan
which is commonly accepted to be less brittle than a single
plan when coping with execution uncertainty.
Among others, an important issue in timeline-based plan-
ning is the connection with plan execution, which is instru-
mental in domains like robot control in dynamic environ-
ment. In (Vidal and Fargier 1999; Morris and Muscettola
2005), some issues have been studied on temporal networks
which are underlying the constraint based plan representa-
tion often used by such systems. In (Cesta et al. 2009),
the more general question of verifying flexible plans has
been addressed considering the more abstract plan view as
set of timelines with formal tools like model checkers. In
particular, we translate a flexible plan verification problem
into a model checking problem with Timed Game Automata
(TGA), exploiting UPPAAL-TIGA (Behrmann et al. 2007)
as verification tool. In (Cesta et al. 2010a), some formal
properties of the TGA encoding have been demonstrated
while an extensive performances analysis of the verification
tool applied in a benchmark case study derived from a real-
world scenario has been reported.
Current work. In the same spirit of (Cesta et al. 2010b),
in this work, a initial knowledge engineering environment
is proposed for a timeline-based P&S application, relying
on the verification method introduced above and providing
a support for knowledge engineers and application develop-
ers. In particular, the verification method is applied during
all the application production cycle: abstraction and model
development, solver design and implementation, and solu-
tions execution.
The paper provides a report on the application of this ver-
ification method by considering domain validation, planner
validation, plan verification and validation, and execution
simulations. Through the whole paper, we consider a robotic
case study describing a planetary rover to be controlled as a
running example.
The paper is organized as follows: we first introduce a
robotic planning problem and quickly sketch timeline-based
planning and execution; then, the verification of flexible
timeline-based plans with TGA is described. Furthermore,
the enhancing V&V in design and development of a P&S
application for controlling robot is detailed and some cur-
rent results from the experimental domain are given. Some
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conclusions end the paper.
Software for Robot Autonomy
Our interest in plan-based software for autonomy is mo-
tivated by the GOAC project. We are developing a Goal
Oriented Autonomous Controller for the European Space
Agency (ESA) integrating different software solutions. In
particular: (a) a timeline-based deliberative layer which in-
tegrates a planner derived with the APSI Software Platform
(Cesta and Fratini 2008) and an executive that resembles the
T-REX solution (Py, Rajan, and McGann 2010); (b) a func-
tional layer which integrates GenoM and BIP as described
in (Bensalem et al. 2010).
A Generic Robotic Architecture. Independently on our
current use, the work described in this paper is valid for any
generic three layered control architecture (Gat 1997) that
combines a physical layer, a functional layer, a deliberative
layer, and a planning and scheduling system. The generic
connection among the modules can be sketched as in Fig-
ure 1. The functional layer provides the controllers for the
robotic devices (e.g., PTU, Camera, navigation, etc.). The
planning and scheduling system is responsible for mission
and task planning: given a set of mission goals it generates
temporal plans of actions to be delivered to the executive
system. The executive system is responsible for plan moni-
toring, command dispatching and fault detection.
Figure 1: A control architecture for a robotic platform
An Example of Robot Domain. In the paper we use a
running example taken from the current GOAC integrated
demo 1. We consider a planetary rover equipped with a pan-
tilt unit (PTU), two stereo cameras (mounted on top of the
1Thanks to Felix Ingrand and Lavindra De Silva from LAAS-
CNRS for the time spent to explain us the details of their robotic
platform.
PTU) and a WiFi communication facility. The rover is able
to autonomously navigate the environment, move the PTU,
take pictures and communicate images to a remote orbiter.
We assume a safe PTU position as the reference position
for calculating the PTU’s pan and tilt angles. Finally, the
orbiter may be not visible for some periods during the mis-
sion. Thus, the robotic platform has to communicate when
the orbiter is visible. The mission goals are communicated
by the orbiter, asking for pictures of a list of desired loca-
tions (with an associated PTU direction). A mission actions
sequence should be the following: navigate to one of the re-
quested locations, move the PTU pointing at the requested
direction, take a picture, communicate the picture to the or-
biter during a visibility window, put back the PTU in a safe
position and, then, move to the following requested location.
To both avoid dangerous configurations and affect the ef-
fectiveness of its actions, the rover must respect some rules.
The following conditions must hold overall the mission:
– (C1) – While the robot is moving the PTU has to be in
the safe position;
– (C2) – The robotic platform can take a picture of an ob-
ject only if the robot is still in one of the requested loca-
tion and the PTU is pointing at the given direction;
– (C3) – Once a picture has been taken, the rover has to
communicate the picture to the base station;
– (C4) – While communicating, the rover has to be still;
– (C5) – While communicating, the orbiter has to be visi-
ble.
Once all the locations have been visited and all the pictures
have been communicated, the mission is considered success-
fully completed.
In real domain, we can not suppose to be able to determine
the actual execution duration of each task in advance. Thus,
we need to consider the termination commands of each rover
task as uncontrollable to the executive system. This results
as considering the termination time of each task not fixed.
That is, we consider a duration varying within a temporal
interval.
Timeline-based planning and execution
Timeline-based planning is an approach to temporal plan-
ning which has been applied in the solution of several real
world problems – e.g., (Muscettola 1994). The approach
pursues a general idea that planning and scheduling for con-
trolling complex physical systems consist in the synthesis of
desired temporal behaviors.
State variables and timelines. The set of features of a
domain that needs control are modeled as a set of tempo-
ral functions whose values over a time horizon have to be
planned for. Such functions are synthesized during problem
solving by posting planning decisions that specify the values
taken by temporal functions over time intervals. The evolu-
tion of a single temporal feature over a time horizon is called
the timeline of that feature, a scheduled set of planning de-
cisions.
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The time varying features are called multi-valued state
variables as in (Muscettola 1994). As in classical control
theory, the evolution of controlled features are described
by some causal laws which determine legal temporal occur-
rences of planned decisions. Such causal laws are specified
for the state variables in a domain specification which de-
scribes the operational constraints in a given domain. In this
context, the task of a planner is to find a sequence of deci-
sions that bring the timelines into a final desired set always
satisfying the domain specification.
We assume that the temporal features we want to repre-
sent as state-variables have a finite set of possible values
assumed over temporal intervals. The temporal evolutions
are sequences of operational states – i.e., stepwise constant
functions of time. Operational constraints specify which
value transitions are allowed, the duration of each valued
interval (i.e., how long a given operational status can be
maintained) and synchronization constraints between differ-
ent state variables.
More formally, a state variable is defined by a tuple
〈V, T ,D〉 where: (a) V = {v1, . . . , vn} is a finite set of
values; (b) T : V → 2V is the value transition function;
(c) D : V → N × N is the value duration function, i.e. a
function that specifies the allowed duration of values in V
(as an interval [lb, ub]). (b) and (c) specify the operational
constraints on the values in (a).
Timeline specification for the robotic domain. To ob-
tain a timeline-based specification of our robotic domain,
we consider two types of state variables: Controllable State
Variables to represent timelines where there are activities
under the control of the planning agent, and Uncontrollable
State Variables to represent values imposed over time which
can only be observed.
Controllable state variables are those representing time
varying features for the temporal occurrence of navigation,
PTU, camera and communication operations. In this regard,
we consider four different state variables, i.e., the Robot-
Base, Platine, Camera and Communication state variables.
In Figure 2, we detail the values that can be assumed by
these state variables, their durations and the allowed value
transitions in accordance with the mission requirements and
the robotic physics.
We use one uncontrollable state variable whose values are
external constraints for the planning problem. They repre-
sent the contingent events, such as communication oppor-
tunities. The Orbiter Visibility state variable maintains the
visibility of the orbiter. The allowed values for this state
variable is Visible or Not-Visible.
The robotic platform can be in a certain position (At(x,y))
or moving to a certain destination (GoingTo(x,y)). The
PTU can assume a PointingAt(pan,tilt) value if pointing a
certain direction, while, when moving, it assumes a Mov-
ingTo(pan,tilt). The camera can take a picture of a given
object in a position 〈x, y〉 with the PTU in 〈pan, tilt〉 and
store it as a file in the on-board memory (TakingPicture(file-
id,x,y,pan,tilt)) or be idle (CamIdle()). Similarly, the com-
munication facility can be operative and dumping a given
file (Communciating(file-id)) or be idle (ComIdle()).
Taking 
Picture (?file) 
CamIdle() 
Camera 
Comm 
(?file2) 
Comm 
Idle() 
Communication 
PointingAt 
(?p,?t) 
MovingTo 
(?p2,?t2) 
?p = ?p2 
?t = ?t2 
Platine Unit 
At(?x,?y) 
GoingTo 
(?x2,?y2) 
?x = ?x2 
?y = ?y2 
RobotBase 
[1,+INF] 
[10,20] 
[1,+INF] 
[1,+INF] 
[1,+INF] 
[10,10] 
[10,20] 
[10,30] 
Visible() 
Not 
Visible() 
Orbiter Visibility 
[1,+INF] 
[1,+INF] 
Figure 2: Value transitions for state variables describing the
robotic platform activities (Temporal durations are stated in
seconds)
Synchronizations for the robotic domain. Operational
constraints existing in the domain are described in timeline
based planning by means of synchronizations. A synchro-
nization models the existing temporal and causal constraints
among the values taken by different timelines (i.e., patterns
of legal occurrences of the operational states across the time-
lines).
0	
Camera	
RobotBase	
Communication System	
GoingTo(1,4)	At(0,0)	 At(1,4)	
MovingTo(30,-45)	PointingAt(0,0)	 PointingAt(30,-45)	
CamIdle	TakingPicture(obj,1,4,30,-45)	CamIdle	
Off	 Communicating(file)	
Pan-Tilt	
DURING 
DURING 
BEFORE DURING 
DURING 
NotVisible	Visible	 Visble	
Orbiter Visibility	 DURING 
Figure 3: Value transitions for planned state variables de-
scribing the robotic platform activities (Temporal durations
are stated in seconds)
The Figure 3 exemplifies the use of synchronizations in
our case study domain. The following synchronizations
are represented in the figure: the PointingAt(0,0)2 value
must occur during a GoingTo(x,y) value (C1); the At(x,y)
and PointingAt(pan,tilt) values must occur during a Taking-
Picture(pic,x,y,pan,tilt) value (C2); the Communicating(pic)
must occur after a TakingPicture(pic,x,y,pan,tilt) (C3); the
At(x,y) value must occur during a Communicating(file) (C4);
2(pan,tilt) = (0,0) is assumed as the reference/safe position for
the PTU
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the Visible value must occur during a Communicating(file)
(C5). (C1) and (C4) represent safety conditions: when mov-
ing or communicating the rover must be in a safe configu-
ration (PTU unit in (0,0) when moving or not moving when
communicating). (C2) and (C5) represent temporal synchro-
nizations among different activities (to take a picture the
rover must be in the proper place and configuration in the
right time (C2) and dumps must occur when the orbiter is
visible (C5)). (C3) describes a pure cause-effect relation-
ships between two activities: pictures must be dumped once
stored.
In addition to those synchronization constraints, the time-
lines must respect transition constraints among values and
durations for each value specified in the domain (see again
Figure 2).
Timeline-based planning. In timeline-based planning
planning goals are expressed as desiderata of timeline val-
ues in temporal intervals and the task of the planner is to
build a set of timelines that describe valid sequences of val-
ues that achieve the desiderata. Hence, a plan is a set of
timelines, that is a sequence of state variable values, a set of
ordered transition points between the values and a set of dis-
tance constraints between transition points. When the transi-
tion points are bounded by the planning process (lower and
upper bounds are given for them) instead of being exactly
specified, as it happens in case of a least commitment solv-
ing approach for instance, we refer to the timeline as time
flexible and to the plan resulting from a set of flexible time-
line as a flexible plan.
The process of solution extraction from a plan is the
process of computing (if exists) a valid and completely
specified set of timelines from a given set of time-flexible
timelines. A solution is valid with respect to a domain the-
ory if every temporal occurrence of a reference value implies
that the related target values hold on target timelines pre-
senting temporal intervals that satisfy the expected relations.
Plan execution. During plan execution the plan is under
responsibility to the executive system (recall Figure 1) that
forces value transitions over timeline dispatching commands
to the functional layers while continuously accepting obser-
vations and, thus, monitoring the plan execution. A well
known problem with execution is that not all the value tran-
sitions are under responsibility of the executive but event
exists that are under control of nature. As a consequence,
an executive cannot completely predict the behavior of the
controlled physical system because the duration of certain
processes or the timing of exogenous events is outside of
its control. In such cases, the values for the state vari-
ables that are under the executive scope should be chosen
so that they do not constrain uncontrollable events. This
is the controllability problem defined, for example, in (Vi-
dal and Fargier 1999) where contingent and executable pro-
cesses are distinguished. The contingent processes are not
controllable, hence with uncertain durations, instead the ex-
ecutable processes are started and ended by the executive
system. Controllability issues underlying a plan represen-
tation have been formalized and investigated for the Sim-
ple Temporal Problems with Uncertainty (STPU) represen-
tation in (Vidal and Fargier 1999) where basic formal no-
tions are given for dynamic controllability (see also (Morris
and Muscettola 2005)). In (Cesta et al. 2009), we extend
the same controllability concept defined on STNU on the
timeline-based framework. The dynamic controllability is
a quite important property that guarantees robust execution
against temporal uncertainty and not fully controllable sys-
tems.
Verifying flexible timeline-based plans
with Timed Game Automata
In (Cesta et al. 2009), we present a method to verify flex-
ible timeline-based plans solving a Timed Game Automata
(TGA) model checking problem.
Timed game automata and reachability game. A TGA
(Maler, Pnueli, and Sifakis 1995) is an automaton equipped
with clocks that grow continuously in time while the au-
tomaton is in any of its locations. The values of the clocks
may interfere with the transitions by appearing in guards,
which are the enabling conditions of the transitions. Thus,
a transition may take place, for example, only if some clock
value has passed a certain threshold. Transitions may as well
reset clocks. Moreover, state invariants may be defined con-
straining the temporal behaviors. Finally, a set of actions is
considered to label transitions. Actions can be either con-
trollable or uncontrollable. This defines a two player games
with on one side the controller (mastering the controllable
edges) and on the other side the environment (mastering the
uncontrollable edges).
A TGA state is identified by the location of the TGA and
the valuation of the clocks (i.e., a value assignment for each
clock). An admissible state is a state respecting all the in-
variants. A TGA can either let time progress or do a discrete
transition and reach a new location. A run of a TGA is a
finite or infinite sequence of alternating time and discrete
transitions.
A network of TGA (nTGA) is a finite set of TGA evolv-
ing in parallel with a CCS style semantics for parallelism.
Namely, at any time, only one TGA in the network can
change location, unless a synchronization on labels takes
place. In the latter case, the two automata synchronizing
on the same label move together. Note that time does not
elapse during synchronizations.
Given a TGA A and three symbolic state configura-
tions Init, Safe, and Goal, the reachability control problem
(Cassez et al. 2005) or reachability game RG(A, Init, Safe,
Goal) consists in finding a strategy f such that A starting
from Init and supervised by f generates a winning run that
stays in Safe and enforces Goal.
A strategy is a partial mapping f from the set of runs ofA
starting from Init to the set of controllable actions plus the
special action λ (a special symbol that denotes ”do nothing
and just wait”). For each state s in a finite run of A, the
strategy f may say (i) no way to win (f(s) is undefined), (ii)
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do nothing, just wait (f(s) = λ), or (iii) execute the discrete,
controllable transition labeled by l ( f(s) = l).
The restricted behavior of a TGAA controlled with some
strategy f is defined by the notion of outcome. The outcome
of a strategy f inA is defined as the subset of all the possible
runs ofA that can be generated executing the uncontrollable
actions or the controllable actions provided by the strategy
f . A strategy f is a winning strategy if all runs in the out-
come of f reach the goal configuration while enforcing the
safe configuration.
Modeling planning specifications as nTGA. Timed
Game Automata are particularly suitable for modeling con-
trollability problems because the uncontrollable activities
can be modeled as adversary moves. Following the ap-
proach presented in (Cesta et al. 2009), we perform flexible
timeline-based plan verification by solving a Reachability
Game using UPPAAL-TIGA. To this end, flexible timeline-
based plans, state variables and domain theory can be mod-
eled using a nTGA.
Our strategy is the following. First, a flexible timeline-
based plan P is mapped into a nTGA Plan. In particular,
each timeline is encoded as a sequence of locations (one
for each timed interval), while transition guards and loca-
tion invariants are defined according to (respectively) lower
and upper bounds of flexible timed intervals. In Figure 4,
the UPPAAL-TIGA model for a possible flexible plan is de-
picted. We use straight and dotted arrows to model, respec-
tively, controllable and uncontrollable transitions.
Figure 4: TGA model representing a flexible plan for the robotic
domain
Then, state variables are mapped into a nTGA StateVar. Ba-
sically, we use a one-to-one mapping of state variables de-
scriptions into TGA. The UPPAAL-TIGA specification for
the RobotBase state variable is given in Figure 5.
Moreover, notice that, also in our encoding, we model the
flexible plan view of the world by partitioning both timelines
and state variables into controllable and uncontrollable ones.
This is necessary to model the execution context in which
the plan should be executed. In this sense, the Orbiter Visi-
bility state variable is intended as completely uncontrollable.
Finally, an Observer TGA is introduced in order to check for
value constraints violations as well as synchronizations vio-
lations. In particular, two locations are considered: an Error
process RobotBase() {
state GoingTo {clockRobotBase <= 30}, At;
init At;
trans
GoingTo -u-> At {guard clockRobotBase >= 10;
sync pulse_RobotBase_At?; assign clockRobotBase := 0,
RobotBaseGoingTo := false, RobotBaseAt := true; },
At -> GoingTo {guard clockRobotBase >= 1;
sync pulse_RobotBase_GoingTo?; assign clockRobotBase := 0,
RobotBaseGoingTo := true, RobotBaseAt := false; };
}
Figure 5: TGA specification for the “RobotBase” state variable
location, to state that constraint/synchronization has been vi-
olated and an OK location, to state that the plan behavior is
correct. In Figure 6, an excerpt of the TGA monitor speci-
fication is provided. Notice that the Observer is considered
as fully uncontrollable as usually considered in this kind of
approach.
process monitor() { state OK,ERR;
init OK;
trans
OK -u-> ERR {guard (stepRobotBase == 0) and not (RobotBaseAt);},
OK -u-> ERR {guard (stepRobotBase == 1) and not (RobotBaseGoingTo);},
OK -u-> ERR {guard (stepRobotBase == 2) and not (RobotBaseAt);},
...
// -- DT --
OK -u-> ERR {guard (clockRobotBase > 0) and (clockPlatine > 0)
and (RobotBaseGoingTo) and not (PlatinePointingAt); },
OK -u-> ERR {guard (clockCamera > 0) and (clockRobotBase > 0)
and (CameraTakingPicture) and not (RobotBaseAt); },
...
ERR -u-> ERR { };
}
Figure 6: The “Observer” TGA specification
The nTGA PL composed by the set of automata PL = Stat-
eVar ∪ Plan ∪ {AObs}models Flexible plan, State Variables
and Domain Theory descriptions. In (Cesta et al. 2009), a
complete description of the encoding can be found. While,
in (Cesta et al. 2010a), we demonstrate by construction that
our encoding properly describes all and only the behaviors
described by the flexible plan P .
Time flexible plan verification. Defining a Reachability
Game over the nTGA PL defined above ensures, if suc-
cessfully solved, plan validity with respect to all domain
constraints. For this purpose, we introduce a Reachability
Game RG(PL, Init, Safe, Goal) where Init represents the
set of the initial locations of each automaton in PL, Safe
is the Observer’s OK location, and Goal is the set of goal
locations, one for each automaton in Plan. In (Cesta et al.
2010a), we demonstrate that solving this Reachability Game
corresponds to verify the flexible plan.
Plan Verification in UPPAAL-TIGA. In order to solve
RG(PL, Init, Safe, Goal), we use UPPAAL-TIGA
(Behrmann et al. 2007). This tool extends UPPAAL
(Larsen, Pettersson, and Yi 1997) providing a toolbox for
the specification, simulation, and verification of real-time
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games. If there is no winning strategy, UPPAAL-TIGA
gives a counter strategy for the opponent (i.e., the environ-
ment) to make the controller lose. Then, to solve the reach-
ability game, we ask UPPAAL-TIGA to check the CTL for-
mula Φ = A [ Safe U Goal] in PL. In fact, this formula
states that along all the possible evolutions, PL remains in
Safe states until Goal states are reached. Thus, if the solver
verifies the above property, then the flexible temporal plan
is valid. In (Cesta et al. 2010a), a more formal account and
an extensive experimental analysis of the verification tool
performances are given.
Whenever the flexible plan is not verified, UPPAAL-
TIGA produces an execution strategy showing one tempo-
ral evolution that leads to a fault. Such a strategy can be
exploited in order to understand whether the plan contains
some weakness or flaws are present in the planning model.
In (Cesta et al. 2010b), the authors address this issue in a
more general way.
In addition, if there exists a winning strategy for the
Reachability Game RG, then the plan is also dynamically
controllable. In fact, in (Cesta et al. 2009), we show that the
winning strategy produced by UPPAAL-TIGA represents a
dynamically controllable strategy, thus, it provides execu-
tion times for controllable tasks that may depend on the out-
comes of uncontrollable events in the past, but not on those
in the future (or present). That is, only information available
from observation may be used in determining the execution
schedule.
V&V for P&S and execution
in a robotic domain
In this section, we present the different parts constituting
the knowledge engineering environment deployed for the
considered robotic domain. In particular, we describe how
the verification method introduced above has been exploited
during all the design and development phases of the P&S
application production cycle, then, we show how we apply
this method to: validate the planning domain model exploit-
ing the TGA model discussed above; support planner val-
idation by verifying and validating flexible plans; validate
plan executions by executing TGA models within UPPAAL-
TIGA.
Domain Validation. In a similar way to (Khatib, Muscet-
tola, and Havelund 2001; Smith et al. 2005), we validate
the planning domain checking for, e.g., undesired behav-
iors, safety properties, etc. In fact, domain validation is the
process of checking whether the domain model is well de-
fined. In this regard, our environment supports knowledge
engineers in the process of refining and correcting the do-
main model w.r.t. the system requirements. Considering
the nTGA StateVar ∪ {AObs}, we check the goodness of
the domain simply asking UPPAAL-TIGA to verify suitable
formal properties over this nTGA.
In particular, we check properties that are useful for en-
suring correctness and detecting inconsistencies and flaws in
the domain specifications. In this sense, one of the important
properties that we are able to check is the violation of mutual
exclusion of timeline’s allowed values, which is useful for
detecting an incomplete specification of synchronizations in
a planning domain theory. For instance, we check the prop-
erty (E3 RobotBase.GoingTo and Camera.TakingPicture)
which reads there exists a trace where at some point in time
the rover is moving while taking a picture. Of course, our
planning model satisfies such a property but, in general, if
a property is not satisfied, then knowledge engineers might
have forgotten to include suitable synchronizations in the
domain model specifications.
Another useful and important check to perform is test-
ing the reachability of each allowed value (from one spe-
cific initial state or from each possible initial state). For
instance, we check the Communication value reachabil-
ity after a TakingPicture. This corresponds to check
the following formula: (A2 Camera.TakingPicture and
E3Communication.Communicating). This allows to ver-
ify whether the model guarantees that is always possible to
communicate after a picture is taken. In general, finding that
a certain value is unreachable indicates the possibility of in-
consistent specifications in the planning domain model.
Planner validation. In order to validate the planner, we
are interested in checking that the planning engine works
correctly. In this sense, design activities should be supported
by providing effective methods to verify the solver and the
generated solutions. One aspect of its correctness is the ca-
pability of generating a plan whenever there is one (Khatib,
Muscettola, and Havelund 2001). We are also interested in
checking the quality of generated plans.
An important subtask of planner validation is plan ver-
ification, which systematically analyzes the solutions pro-
posed by the planner itself. Indeed, errors possibly found
in the generated plans could help knowledge engineers to
revise the model (back to the domain validation step), the
heuristics, or the solver.
Plan verification. As mentioned above, a flexible
timeline-based plan verification tool has been presented
(Cesta et al. 2009). Here, we show the verification method
performance presenting and discussing some experimental
results collected by verifying the flexible plans generated for
our case study in different execution contexts obtained vary-
ing both plan horizon and temporal flexibility settings. In
particular, we consider the following settings:
– Flexibility. For each activity (i.e., GoingTo, MovingTo,
TakingPicture, Communicating), we set a fixed minimal
duration, but we allow temporal flexibility on the activity
termination, namely, the end of each activity has a toler-
ance ranging from 10 to 20 seconds. E.g., if we set 15
seconds of flexibility, we introduce an uncertainty on the
activity terminations, for instance, the TakingPicture ac-
tivity can take from 10 up to 25 seconds. This temporal
interval represents a temporal uncertainty degree we in-
troduce in the system.
– Horizon. We consider flexible plans with a horizon length
ranging from 1 to 20 picture requested (i.e., from 2 min-
utes up to about 1 hour).
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Figure 7: Verification tool performances varying temporal
flexibility and planning horizon
As a result, verification time is linear in the size of the plan
horizon, while increasing temporal flexibility does not affect
the overall performance (see Figure 7).
Plan validation. It is worth reminding that in address-
ing real applications it may be the case that besides syn-
chronization constraints, we need to take into account other
constraints which cannot be naturally represented as tem-
poral synchronizations among specific activities. Neverthe-
less, these constraints, that we call relaxed constraints, de-
fine a kind of desiderata on the global behavior of the gen-
erated plan. These requirements are not explicitly repre-
sented in the planning model as structural constraints, but
rather treated as meta-level requirements to be enforced by
the planner heuristics and optimization methods.
In the robotic case study, we successfully check that no
unnecessary tasks have been planned. For instance, a com-
munication task should be considered only if a picture is
taken. Also unnecessary rover navigation can be considered.
In fact, the plan should not consider GoingTo(x,y) task un-
less that a picture is required for such a location. In general,
the execution of such tasks may affect the overall mission
performance. Thus, this kind of validation results to us as a
really important step in assessing the planner effectiveness.
Plan execution validation. In general, plan validation
does not guarantee the robustness of plan execution, in-
deed, a valid plan can be brittle at execution time due
to environment conditions that cannot be modeled in ad-
vance (e.g., disturbances). Formal methods can also be de-
ployed for plan execution validation. In this regard, some
work has been done, e.g. (Fox, Howey, and Long 2005;
Giannakopoulou et al. 2005) (Bensalem et al. 2005) (Gold-
man, Musliner, and Pelican 2002). In particular, analogously
to our approach, in (Bensalem et al. 2005), a generated plan
for a rover is transformed into a timed automata, then, an
observer is synthesized from the timed automata to check
whether the sequence of observations comply with the spec-
ifications. In a similar way, we model the plan specifica-
tion and the domain theory as a nTGA (but in (Bensalem et
al. 2005) uncontrollable events are not considered), then,
we simulate plan executions through UPPAAL-TIGA in-
gesting both controllable and uncontrollable events. Indeed,
the UPPAAL-TIGA Simulator allows to simulate the TGA
model based on concrete trace that a user can choose or that
can be randomly generated. In this respect, the Simulator
supports users to select transitions to fire and, then, at what
time they will be fired. Figure 8 shows the UPPAAL-TIGA
simulator graphical elements.
Figure 8: A plan execution simulated by UPPAAL-TIGA
The UPPAAL-TIGA simulator is extremely useful at de-
bug time to understand why a winning condition cannot be
met, i.e., why a flexible plan fails in reaching a desired goal.
Moreover, if a flexible plan cannot be successfully verified,
UPPAAL-TIGA allows also to simulate the run of a dual
strategy allowing to test intuitive strategies or to discover
tactics used by the environment to defeat the controller. In
other words, it is possible to get evidences of unforeseen be-
haviors or unexpected events.
After a flexible plan has been verified by UPPAAL-TIGA
through the verification method discussed above, the Simu-
lator can be used to show the dynamically controllable strat-
egy guaranteeing goals reachability and avoiding synchro-
nization violations. That is, it is also possible to validate the
execution strategy of the plan.
Conclusions
As described in (Cesta et al. 2010b) we have the goal of
investigating the common ground between P&S and V&V.
In particular the possible methodological integration is seen
as beneficial to create a new generation of knowledge engi-
neering environments.
This paper introduces our current software environment
for supporting the development of plan-based robotic con-
trol software. In particular we have shown how generic
V&V tools and specific research results on the verification of
timeline-based plans can be contextualized to create a larger
environment to support planning and execution for robots.
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Abstract
Propositional plans of all forms often display a certain level
of concurrency which can be exploited by scheduling the
plan. This reveals the earliest times at which each action can
be applied whilst still achieving the goal and shortening the
plan duration. However, the output of this scheduling process
is simply a set of timestamped actions, losing implicit infor-
mation present in the original plan such as the causal links
between actions and states.
In this paper we present PIMP (Plans Inside Multi-threaded
Plans), a domain-independent algorithm which can schedule
a plan whilst retaining the knowledge inherent in a traditional
plan. We exploit this using the concept of threads to detect
individual, concurrent and interleaved plans and discuss the
benefits of these thread-scheduled plans and their possible
applications.
1 Introduction
The field of Planning is concerned with the production of a
series of ordered actions which transform an initial state into
one which contains a set of required goal facts. These plans
can often be scheduled to minimise the usage of certain re-
sources and overall plan length by finding the earliest time
at which each action is applicable. While the resulting set of
discrete timestamped actions is useful, it loses information
present in the original plan structure.
Consider a problem in which an astronaut and au-
tonomous rover must collect rock and soil samples from two
locations and analyse them at the lander. One plan would
have both separate and take samples of each resource indi-
vidually before returning to the lander, with the rover hav-
ing a shorter plan length. Now consider that the domain has
other resource locations which are of interest, but are not re-
quired to be sampled as part of the original plan and further-
more are unknown at the time of plan construction. Given
a series of traditionally-scheduled discrete actions, detect-
ing and exploiting opportunities like these is difficult. Yet it
is clear to a human there are two separate plans being exe-
cuted – one for the astronaut and one for the rover. If these
plan threads are encoded and known to each of the executing
agents (the astronaut and rover), then they can deduce their
own sub-state of the overall state which in turn enables pre-
viously undetectable plan exploitation such as performing
real-time plan modification. In the case of an autonomous
agent such as the rover, this can allow the exploitation of
further research opportunities, while adhering to the origi-
nal plans time constraints. Furthermore, if the original plan
requires synchronisation of threads, such that two threads
must complete in order for the goal to be met or an action
to become applicable, the agent will know which facts must
hold at the synchronisation point, something which can be
taken into account when amending a thread.
The production of a thread graph such as that in Figure
2, which contains all threads also has applications in au-
tonomous assistance. For example, in the above problem
the original plan may be for the astronaut to take both sam-
ples. When combined with a plan/goal recognition system
(Kautz 1987), it becomes possible to detect which sample
the astronaut is moving to first, at which point the rover can
decide to execute the thread which achieves the second goal.
Conversely, in an adversarial environment such as a real-
time strategy (RTS) game the use of a recognition engine
would allow the detection of possible weak points in an op-
ponent’s plan, such as breaking the conditions required at a
synchronisation point.
In this paper we present the PIMP algorithm, which pro-
duces a series of plan threads from an unscheduled plan.
Each thread is a subset of the original plan and allows for
parallel, discrete execution of steps while retaining explicit
links between actions in the same manner as the original
plan. Threads are then stored in a graph structure which
enables detection of thread synchronisation and splitting
points. Later, we present possible applications of the al-
gorithm, primarily in the context of video games but also
discuss other applications which have similar traits.
The structure of this paper is as follows: we first begin
by defining the various components of the problem and any
assumptions made. The algorithm itself is then described
in detail such that replicating results should be possible.
We then offer various application areas where these thread-
scheduled plans would be of benefit, before discussing our
work in the context of previous related work. Finally, we
present our conclusions and propose future extensions to the
algorithm and research.
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2 Problem Definition
In order to construct plan threads and an associated thread-
graph, several assumptions are made about the work-
ing domain. We first assume we are working with
a propositional domain (such as the STRIPS formalism
(Fikes and Nilsson 1971)), and are given an unscheduled
plan P which is comprised of a set of n totally-ordered ac-
tions 〈a1, a2, a3...an〉. These actions may form a complete
or partial plan, but the first action must be applicable in
the current working state. This allows us to construct plans
in both an incremental and post-hoc manner, thus allowing
threads to be generated during plan construction or obser-
vation. P must be unscheduled and purely propositional as
PIMP will perform its own scheduling which may disrupt any
resource constraints present in a scheduled plan.
We also assume access to the planning problem Π =
{FR, O,A, I,G} from which this plan has been created,
where FR is the set of all reachable facts, O is the set of
objects which exist in the domain, A is the set of grounded
actions, I is the set of facts true in the initial state and G is
the set of goal facts which must be true in the final state Sn.
Each action a ∈ A is a tuple {apre, aadd, adel, aobj},
where apre, aadd and adel are sets of facts corresponding
to the preconditions, add effects and delete effects of the
action, with the union of aadd and apre denoted as aeff .
aobj is the set of all objects which appear as parameters in
apre, aadd and adel.
Finally, we assume that the problem domain has no unde-
tectable mutually-exclusive facts (mutexes). This ensures
that there is no possibility of destructive interactions be-
tween actions being executed on separate threads at the
same time. This final assumption can of course be re-
laxed if the system has access to a complete (possibly hand-
made) set of known mutually-exclusive facts. We detect
mutexes and reachable facts using Helmert’s work in SAS+
(Helmert 2009) and to generate a causal graph from which
we extract controller objects.
Definition 1. Causal Graph – The casual graph (CG) is a
single digraph (V,E), where each vertex v ∈ V is equiv-
alent to an object in the domain. A directed edge (u, v)
exists if u 6= v and there exists an action a ∈ A such that
∃eff ∈ aeff has v in its parameters, and ∃f ∈ {apre∪adel},
for which f has u as a parameter.
Definition 2. Controller Objects – A node v in the causal
graph is a controller object iff |vout| > 0 and |vin| = 0,
where vout and vin correspond to the number of outgoing
and incoming edges for v. Controller objects exist only to
modify other objects without being directly affected them-
selves.
The presence of controller objects is often an indica-
tion that the final graph will be split into parallel, non-
overlapping threads, with each thread using a single con-
troller object. We make use of controller objects during the
thread generation process, but note that not all domains will
exhibit these as a property.
Finally, as we are working with a propositional model we
have no explicit concept of time. While it is true that ac-
tions are scheduled to begin at times of the form t or t+n
where t, n ∈ Z, strict adherence to these timestamps by the
executing system is left to its discretion.
3 Extracting Threads from Plans
In order to detect the threads present in a plan, we must re-
construct the plan from its initial state to produce a thread
graph – a structure which contains traditionally-scheduled
timestamped actions, but crucially also keeps track of the
links between consecutive actions. As we are interested in
detecting and exploiting parallel action sequences, we use
the concept of plan heads to encapsulate the n current states
which exist as the graph is constructed. For example, if we
find that actions a1 and a5 can be applied in I and are non-
mutex, two new plan heads would be formed as a result of
application.
Each plan head h ∈ H , is a tuple {Sh,H, Ih, FU , OP },
where Sh is the current state known to h and Sh ⊆ S, with
S being the overall current state S =
⋃
Sh, ∀h ∈ H . H is
a further tuple {Sprev, Aprev, Lprev}, corresponding to lists
representing the previous states, actions and action links en-
countered in the life of h. Ih corresponds to the state this
plan head began in and FU is a set of unused facts which
have been added to Sh since Ih and not deleted or used
as a precondition to any action applied to h. OP is the
union of all parameters of all actions applied in h, such that
OP =
⋃
aobj , ∀a ∈ Aprev .
Both FU and OP are used to determine the link that exists
between the previous state of h. The detection of these links
is a harder problem than simply scheduling the plan, as it
requires the ability to link possibly non-consecutive actions
into a linear sub-plan.
3.1 Graph Construction
At the beginning of the graph construction process (see Al-
gorithm 1), only one plan head will exist containing the ini-
tial state I . The rest of the graph will be populated by apply-
ing actions to this head’s state, with the resulting new state
or states becoming the new plan heads. If the plan contains
duplicate actions 〈a1...an〉, we enforce a constraint which
prevents at+1 from being applied before at.
Once the initial head has been created, the algorithm loops
until all actions in the plan have all been inserted into the
graph. If an action is applicable in one of the active plan
head states, it is mapped to this and a new head is formed
from its application at the end of the loop, with the previous
iterations heads being discarded.
However, it is insufficient to simply link an action to the
first plan head state in which it is applicable as this will
inevitably lead to an inconsistent plan thread. Consider a
domain in which two trucks are to deliver two packages to
waypoint C. Trucks 1 and 2 start at waypoint A and B and
their respective packages are already present at these loca-
tions. We are then presented with a plan in which each truck
is loaded with its package and driven to location C.
If we construct a thread-graph in which each action is
linked to the first plan head which meets its preconditions,
we end up with a graph similar to Figure 1, as the system
does not recognise that (drive truck truck2 wpb
wpc driver2) would be better applied in head 3. We
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12
load_truck package1 truck1 wpA
3
load_truck package2 t ruck2 wpB
4
drive_truck truck1 wpA wpC driver1
5
drive_truck truck2 wpB wpC driver2
6
unload_truck package1 t ruck1 wpC
X
Broken- cannot apply "unload_truck package2 truck2 wpC"
Figure 1: The result of applying actions to heads without
any link inference.
solve the problem of actions being applicable in multiple
heads through link inference – analysing the history of a plan
head for a link with applicable actions.
Definition 3. Links
1. Causal Link – A causal link exists between a plan head h
and applicable action a iff ∃f ∈ apre and f ∈ FU . That
is to say, if any of the actions applied within the lifetime of
h added a fact which has not appeared as a precondition
or delete effect to any succeeding action, then a causal
link exists between the head and applicable action.
2. Controller Link – Given a domain which exhibits con-
troller objects OC , a controller link exists between a plan
head h and applicable action a iff ∃o ∈ OC and o ∈ OP .
As controller objects tend to control entire threads from
plan initialisation to completion, it is sufficient to infer
that a link exists between a plan head and action if the
controller object has been use previous to the currently
applicable action.
3. Object Link – Object links are weaker forms of controller
links which do not require a controller object to be present
in OP . Instead, a link is present iff ∃o ∈ OP , o ∈ aobj
and o /∈ OC . The number of object links between a plan
head and n applicable actions is used to determine the
precedence of the action.
We prioritise links in the order 〈causal, controller, ob-
ject〉, but also recognise there may be situations where no
link exists between heads (as would be the case for all ac-
tions applicable in the head associated with I).
If we now apply link-inference to the previous example
the output will be Figure 2, which correctly recognises the
individual threads are connected by the appropriate links.
1
2
load_truck package1 truck1 wpA
3
load_truck package2 t ruck2 wpB
4
drive_truck truck1 wpA wpC driver1
5
drive_truck truck2 wpB wpC driver2
6
unload_truck package1 t ruck1 wpC
7
unload_truck package2 t ruck2 wpC
Figure 2: The correct thread-graph produced with link infer-
ence.
These links also act as a tie-breaker when an action is appli-
cable in more than one head.
3.2 Mutex Detection
Naturally, it is unacceptable to simply allow every applica-
ble action in a head to be inserted into the graph. To obtain
a non-mutex set of applicable actions for each head, we fil-
ter actions based on type of mutex or their position in the
original plan (see Algorithm 2);
Beyond the traditional GRAPHPLAN style mutexes
(Blum and Furst 1995), we also detect a further “pause” mu-
tex, in which the action both adds and deletes the same ef-
fect at the same time. These actions act as a semaphore on
certain objects and must be detected in order to prevent oth-
erwise non-mutex actions from being applied at the same
timestep (regardless of whether they are being applied in
the same head). An example of these can be seen in Figure
3, wherein communicate soil data cannot be applied
in state 9, because communicate rock data both adds
and deletes the effect (channel free lander) which
is also a precondition of communicate soil data. The
former is applied in state 9 because it appears first in the
original plan.
We also introduce a further test for mutex actions to cover
the following situation. Consider another DRIVERLOG prob-
lem which has a plan head where the following 4 ordered
actions are applicable: (unload p1 t l1), (load
p2 t l1), (drive t l1 l2) and (disembark d
t l1), where p1 and p2 are packages, t is a truck, d is a
driver and l1 and l2 are locations.
PIMP first checks for mutexes between unload and the
other actions, and discovers that drive deletes one of its
preconditions. drive is then added to a delayed list and
the algorithm progresses to load, which has no mutex ac-
tions as drive has been removed from the list of actions to
be considered. This leaves only disembark which, being
the last action checked, naturally has no actions to be mutex
with, and so is added to the applicable list.
While this may see reasonable, by allowing disembark
to be applied at timestep t we have prevented the algo-
rithm from completing successfully, because the effects of
disembark block drive from ever being applicable. To
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resolve this rare situation, we introduce a further test on all
delayed actions which determines if the action currently be-
ing checked for mutexes ati deletes any of the preconditions
of a delayed action. If this delayed action also precedes ati
in the original plan we also add ati to the delayed set, as it
is conceivable that its application could prevent preceding
actions from being applicable in any head.
3.3 Dead Head Propagation
Until now we have only considered plans which contain
threads ending at the same time. However, it is often the
case that one plan head will terminate long before others,
thus becoming a dead head. That is, none of the remaining
unscheduled actions can be applied to the current state.
This presents a dilemma if a longer thread which started
at the same time as another shorter thread later relies on a
subset of facts achieved by the shorter thread. For instance,
in Figure 4 one of the threads terminates at sub-state 10
containing facts required in state 11, which prevents further
thread-graph generation. We resolve this by propagating the
facts from the dead head through all live heads which are
connected by a common root in the graph (see Algorithm 2).
This common root is the first node found by regressing back
up through the graph from the dead head which also has a
live head as a child node – other unconnected live heads are
not affected.
These connected live heads have their plan history H up-
dated to reflect the actions executed in the dead thread, and
also have their unused facts FU and used objects OP up-
dated. Due to the live head now containing all aspects of
the dead head we must restart the iteration without assign-
ing any previously applicable actions, as the addition of new
facts may allow other actions to become applicable.
As a special case, if all heads are found to be dead
but there are still unscheduled actions remaining, we must
merge at least two dead heads into one live head. For
instance, Figure 3 shows a plan for a modified ROVERS
domain in which rovers must link-up together to provide
enough power for communication to occur. Both rovers
acquire samples for their respective goals then move to
waypoint4 where they link together. However, in order
for the synchronise action to be applicable, both threads
must be merged into a single state, because they individu-
ally do not contain the literal needed. This union of heads is
performed by considering all possible combinations of cur-
rently live heads and choosing that which has the fewest
heads. This guarantees that the next unscheduled action is
applicable and execution can continue.
Once the thread-graph has been constructed fully it be-
comes possible to detect the earliest and latest possible start
times of each action by performing a breadth-first search
from the root node. Individual threads are then extracted
by moving back through the graph from both live and dead
heads. A thread terminates when it reaches the root node,
or one of its actions requires a merge between two other
threads. The set of timestamped threads can then be passed
onto a dispatcher for execution at the appropriate time.
1
2
naviga te  rover1  waypoin t1  waypoin t2
3
naviga te  rover2  waypoin t1  waypoin t3
4
sample_rock rover1 rover1store  waypoint2
6
naviga te  rover1  waypoin t2  waypoin t4
8
NullAction
5
sample_soi l  rover2 rover2store waypoint3
7
naviga te  rover2  waypoin t3  waypoin t4
NullAction
9
synchronise  rover1 rover2 waypoint4
1 0
communicate_rock_data  rover1 rover2 lander  waypoint4
1 1
communicate_soi l_data  rover2 rover1 lander  waypoint4
Figure 3: Synchronisation of two dead threads in order to
allow further actions to be applicable.
4 Applications
We now present several possible situations where integration
of the PIMP algorithm into a standard Planning system would
be beneficial.
4.1 Opportunities
Once the original plan has been split into threads, each
thread can be executed individually within its allocated time
bounds. In a scenario where two threads must meet at a syn-
chronisation point in order for a third thread to start, it is
often the case that one of the threads is shorter than another.
Given that each thread is aware of the facts which will be
true in its final state and at each step in its execution, it be-
comes possible to insert other plan steps at any point during
the thread. For example, consider the following example
from the SETTLERS domain in the 3rd International Plan-
ning Competition (Long and Fox 2003). We are given a plan
in which two units of stone and wood must be moved from
locations A and B respectively to location C by two separate
vehicles, at which point an ironworks will be constructed.
The threads produced by PIMP will correspond to the actions
for cart1 and cart2, as seen in Figure 4. The final action is
applied to the first thread, as both resources will be present
due to dead-head propagation from the shorter thread.
If we assume that the synchronisation point has a strict
start time, cart2 is left with two timesteps to spare. If the
executing system can look for opportunities it can recognise
that this would allow for a cabin to be built at location E,
thus increasing overall resources whilst still adhering to the
synchronisation deadline.
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Algorithm 1 Thread-Graph Generation
Require: plan steps 〈a1, a2, ...an〉
heads = {} {set of current plan heads}
dead = {} {set of heads which are of no further use}
heads← I {add default plan head using I}
plan← plan steps
while !empty(plan) do
{Dictionary (action⇒ head)}
applicable = getApplicableActions(heads, plan)
if |applicable| == 0 then
{find the minimum set of heads that must be merged
in order to apply the next unscheduled action}
next = plan.peek()
minHeads = minimumUnion(heads, next)
heads = mergeHeads(minimalHeads)
continue
end if
{Dictionary (action⇒ head)}
nonMutex = getNonMutexActions(applicable)
newDead = heads \ nonMutex.values
if |newDead| > 0 then
heads = propagateHeads(dead, nonMutex)
dead← newDead
continue
end if
heads = {}
applied = {}
for all action/head mapping m ∈ nonMutex do
{apply action to head to create new head}
newHead = apply(m.key,m.value)
heads← newHead
applied← m.key
end for
plan.removeAll(applied)
end while
4.2 Plan Robustness
Given a thread-graph representation of a plan and the real-
isation that one of the threads executing has failed in some
way, it is possible to replan only the failing portion of the
thread-graph. This prevents the need to produce another full
plan, something that is often costly and may produce a sub-
optimal version of the previous plan.
As we know the start and end states of the broken thread
TB , we can produce a minimal subset of the original prob-
lem domain in which the initial state is the state prior to the
action which has failed af and the goal is either the overall
goal achieved by the thread; the final thread state; or the facts
required by the successor thread enabled by TB . The range
of objects available to the replanner is simply the inclusive
union of those used by the actions succeeding af . Should
this subset of the original domain fail to produce a plan, we
can change the initial state to reflect the overall world-state
at the failure point, and the range of available objects to be
the original domain set.
Algorithm 2 Mutex Filtering
Require: unfiltered - mapping of applicable actions to
heads sorted on action number
filtered = {} {map of non-mutex actions to plan heads}
delayed = {} {set of actions which will not be applied}
paused = {} {subset of delayed for paused actions}
for all 〈action, head〉 a ∈ unfiltered do
if a ∈ delayed then
continue
end if
for all actions d ∈ delayed do
{Check mutex and if d precedes a in original plan}
if (mutexType(a, d) == AdeleteBpc)∧ (dt < at)
then
delayed← a
continue
end if
end for
{Only consider actions which are after a in plan}
for all 〈action, head〉 b ∈ tail(a, unfiltered) do
if b ∈ delayed then
break
end if
mutexType = getMutex(a, b)
if mutexType == ApauseB then
paused← b
delayed← b
break
end if
{if a precedes b, delay a, otherwise delay b}
if at < bt then
delayed← b
else
delayed← a
end if
end for
filtered← a
end for
4.3 Assistive Execution
The advantages of a thread-based plan execution archi-
tecture apply particularly to situations which integrate au-
tonomous agents with a human agent. In a traditional real-
time strategy (RTS) game scenario featuring unit/base con-
struction and resource gathering, each player will have their
own plan as to how to achieve their goal which they would
normally endeavour to execute manually. However while
these are an essential part of the overall plan, these tasks are
often trivial and can distract the player from other issues,
such as the problem of mining resources while preparing for
a large-scale onslaught. If the game features an autonomous
lieutenant, these tasks can be transparently passed onto it.
This can be performed by the lieutenant being made explic-
itly aware of the user’s plan or by performing goal recogni-
tion on the user’s current actions. For instance, if the lieu-
tenant determines that the user is carrying out thread x, it
can choose to execute parallel thread y without bothering the
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Algorithm 3 Dead Head Propagation
Require: deadHeads, liveHeads
newHeads = {}
for all d ∈ deadHeads do
common = findCommonRoot(d, liveHeads)
for all c ∈ common do
newHead = mergeHeads(d, common)
newHeads← newHead
end for
end for
return newHeads
user, thus streamlining the plan execution while increasing
the perception of intelligence.
4.4 Adversarial Planning
The previous application details how to apply PIMP in a
co-operative, assistive environment, but the same principles
hold for adversarial agents too. If we again take a standard
RTS game with a human player but assume that the oppo-
nent can form its own plans (such as a human or planner-
equipped bot), then it becomes possible to recognise and
prevent the execution of their plan. For example, if the
goal recognition system suggests that the opponent is try-
ing to destroy the player’s vehicle factory, it is possible to
infer their possible plan which can then be converted into
a thread-graph. It then becomes trivial to detect the weak-
points in their plan execution and prevent the appropriate
steps being achieved. Of course, this can also be applied
in the context of the computer attempting to prevent the
player’s plan execution.
5 Related Work
To the best of our knowledge there has been no prior work in
constructing explicitly linked sub-plans from a fully-formed
or incremental plan. At first glance it may seem that pre-
vious work in scheduling (Smith, Frank, and Jo´nsson 2000)
may be of use, however as we have no numeric or tempo-
ral resources to share amongst threads it becomes simpler
to assume STRIPS plans which only require that mutually-
exclusive facts be known.
Perhaps the closest analogy would be that
of Hierarchical Task Network (HTN) planning
(Nau, Ghallab, and Traverso 2004), in which plans are
computed from high level tasks which decompose into
other tasks and primitive actions. Indeed, the work of
Wissing (2007) uses an HTN planner to create parallel plans
during the execution phase. However, they do not provide a
guarantee of non-overlapping plans1, instead requiring the
HTN architect to take this into account during design.
The construction of sub-plans during the planning pro-
cess has existed in some form or another for several years.
The authors of GRAPHPLAN (Blum and Furst 1995) recog-
nised that such a system would be able to optimally de-
tect the minimal set of threads required to achieve a goal-
set, but did not export these individual sub-plans at the
1This is analogous to threads in the context of this work.
1
2
load cart1 locA stone
7
load cart2 locA wood
7a
load cart2 locA wood
3
move_cart cart1 locA locB
4
move_cart cart1 locB locC
5
move_cart cart1 locC locD
6
move_cart cart1 locD locZ
11
unload cart1 locZ stone
12
build_ironworks locZ
8
move_cart cart2 locA locE
9
move_cart cart2 locE locZ
10
unload cart2 locZ wood
8a
move_cart cart2 locA locE
9a
build_cabin locE
10a
move_cart cart2 locE locZ
11a
unload cart2 locZ wood
Figure 4: The thread graph for the SETTLERS example. The
altered thread for cart2 is shown with dotted edges.
end of search. Furthermore, the reality of generating
a full plan graph until stabilisation is beyond the scope
of most non-trivial problems due to the state-space ex-
plosion problem. However, this principle of goal de-
composition during plan construction has been seen to
be successful in other forward-chaining planners such as
SGPLAN (Chen, Wah, and Hsu 2006) and those using the
ADHG heuristic (Coles et al. 2008). Yet, the output of these
planners remains a single list of actions, with all parallel
knowledge discarded.
Elsewhere, partial-order planning (POP) has also seen
a history of detecting and exploiting parallelism in plans.
Knoblock (1994) identifies the class of problems where con-
currency is possible in POP, while our notion of being able
to perform concurrent execution without an explicit rep-
resentation of time is reflected in the work of Boutilier
and Brafman (2001). Their modifications of UCPOP al-
gorithm (Penberthy and Weld 1992) allow multi-agent plan-
ning problems to be solved in a concurrent manner similar
to that of a single-agent by modifying the STRIPS represen-
tation of actions to include a set of facts which must not hold
in parallel with the chosen action. They also introduce new
flaw resolution techniques to guarantee against destructive-
interactions between concurrent actions.
This work is also related to earlier research
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exploring the problem of lifting structure out
of plans (Veloso, Perez, and Carbonell 1990;
Ba¨ckstro¨m 1998). Here the problem investigated was
to lift partial ordered plans out of sequential plans
with a minimal set of ordering constraints. The prob-
lem of finding a global minimum set of constraints
is known to be hard (Ba¨ckstro¨m 1998), but good
heuristic approaches can achieve very good results
(Veloso, Perez, and Carbonell 1990). However, this differs
from the work reported here in two important respects.
Firstly, the extraction of minimally ordered structures
within plans is a different problem from finding the threads
of activity that we consider here (although there is clearly
a close relationship) and, secondly, the previous work con-
siders the problem starting with the entire plan. In contrast,
in this work we extract structure incrementally. This is an
extremely important difference, since it allows the current
work to be used in an on-line context to analyse plans as
they unfold, step by step, and to identify the structure within
them before they are complete.
6 Conclusion and Future Work
We have presented the PIMP algorithm, which enables the
production of plan threads for parallel execution from an
unscheduled plan featuring concurrent actions. We have de-
tailed the algorithm itself and put forward several applica-
tions of planning which would benefit from knowledge of
threading.
The next step in the evolution of the algorithm is to adapt
the thread-graph produced to explicitly link dead heads with
the actions or threads they enable. For instance, in Figure
4 there would be an explicit arc from state 10 to 11, thus
simplifying the process of detecting thread synchronisation
points which can then be used by other systems such as ad-
versarial agents.
Introduction of an explicit and accurate representation
of time and numbers would allow aspects of PDDL such
as timed initial literals (Edelkamp and Hoffmann 2004) to
be encoded directly into the thread-graph and respective
threads and also aid in plan modification. Integration of
PIMP with a large multi-threaded application such as an RTS
game will provide a concrete example of the technology and
enable rapid integration of the extensions detailed in the pre-
vious section.
Finally, it may be interesting to take the princi-
ple of action links presented in this paper and ap-
ply it to action selection during plan construction. In
particular, POP has in the past shown to be a vi-
able avenue for such links, with causal links being
used to refine action selection (Penberthy and Weld 1992;
Younes and Simmons 2003). Given the advancements in
planning, the integration of the link detection strategies pre-
sented in this paper may be beneficial to the flaw resolution
process.
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Abstract
Case-based planning can take advantage of former problem-
solving experiences by storing in a plan library previously gen-
erated plans that can be reused to solve similar planning prob-
lems in the future.
In this paper we describe an innovative case-based planning
system, called OAKPLAN, which is able to efficiently retrieve
planning cases from plan libraries with more than ten thousands
elements, heuristically choose a suitable candidate (possibly
the best one) and adapt it to provide a good quality solution
plan similar to the one retrieved from the case base.
Overall, we show that OAKPLAN is competitive with state of
the art plan generation systems in terms of number of problems
solved, CPU time, plan difference values and plan quality when
cases similar to the current planning problem are available into
the plan library.
Introduction
Planning is a process which usually involves the use of a
lot of resources. The efficiency of planning systems can be
improved by avoiding the repetition of the planning effort
whenever it is not strictly necessary. In Case-Based Planning
(CBP), previously generated plans are stored as cases in mem-
ory and can be reused to solve similar planning problems
in the future. CBP can save considerable time over plan-
ning from scratch, thus offering a potential (heuristic) mech-
anism for handling intractable problems. Similarly to other
Case-Based Reasoning (CBR) systems, CBP is based on two
assumptions on the nature of the world (Leake 1996). The
first assumption is that the world is regular: similar problems
have similar solutions; as a consequence, solutions for similar
problems are a useful starting point for new problem-solving.
The second assumption is that the types of problems an agent
encounters tend to recur; hence future problems are likely to
be similar to current problems.
In this paper we present some data structures and new
matching functions that efficiently address the problem of
matching planning instances, which is NP-hard in the gen-
eral case. These functions lead to a new case-based plan-
ner called OAKPLAN (acronym of Object Assignment Kernel
case-based planner), which is competitive with state of the art
plan generation systems when sufficiently similar reuse can-
didates can be chosen.
In the following sections we examine the different steps re-
quired by the Retrieval, Evaluation and Adaptation phases in
detail, in particular we present our Optimal Assignment Ker-
nel1 as a symmetric and positive definite similarity measure
for directed graph structures. Then we examine the results
produced by OAKPLAN in comparison with four state of the
art plan generation systems. Finally, we give the conclusions
and indicate future work.∗An extended version of this paper has been published in the Ar-
tificial Intelligence Journal vol 174 (2010), pp. 1369-1406.
1For an introduction to kernel functions related concepts and
notation, the reader is referred to Scholkopf and Smola’s book
(Scholkopf & Smola 2001).
Plan Retrieval
Although the plan adaptation phase is the central component
of a CBP system, the retrieval phase critically affects the sys-
tem performance too. As a matter of fact the retrieval time is
a component of the total adaptation time and the quality of
the retrieved plan is fundamental for the performance of the
successive adaptation phase. To the end of applying a reuse
technique, it is necessary to provide a plan library from which
“sufficiently similar” reuse candidates can be chosen. In this
case, “sufficiently similar” means that reuse candidates have a
large number of initial and goal facts in common with the new
instance. However, one may also want to consider the reuse
candidates that are similar to the new instance after the objects
of the selected candidates have been systematically renamed.
Following Nebel & Koehler’s formalisation (Nebel & Koehler
1995), we will have a closer look at this matching problem.
Object Matching We assume that the operators are ordi-
nary STRIPS operators using variables, moreover we use a
many-sorted logic (Chien, Hudli, & Palakal 1998) in order to
reduce the search space for the matching process. If there are
two planning instances
Π′ = ⟨Pr(O′,P′),I ′,G′,Op′ ⟩ Π = ⟨Pr(O,P),I,G,Op⟩2
such that (without loss of generality)
O′ ⊆O P′ = P Op′ ⊆ Op
then a mapping, or matching function, from Π′ to Π is a func-
tion
µ ∶O′ →O
The mapping is extended to ground atomic formulae and
sets of such formulae in the canonical way, i.e.,
µ(p(c1 ∶ t1, ..., cn ∶ tn)) = p(µ(c1) ∶ t1, ..., µ(cn) ∶ tn)
µ({p1(..), ..., pm(..)}) = {µ(p1(..)), ..., µ(pm(..))}
If there exists a bijective matching function µ from Π′ to
Π such that µ(G′) = G and µ(I ′) = I , then it is obvious that
a solution plan pi′ for Π′ can be directly reused for solving
Π since Π′ and Π are identical within a renaming of constant
symbols, i.e., µ(pi′) solves Π. Even if µ does not match all
goal and initial-state facts, µ(pi′) can still be used as a starting
point for the adaptation process that can solve Π.
In order to measure the similarity between two objects, it is
intuitive and usual to compare the features which are common
to both objects (Lin 1998). The Jaccard similarity coefficient
used in information retrieval is particularly interesting. Here
we examine an extended version that considers two pairs of
disjoint sets:
similµ(Π′,Π) = ∣µ(G′) ∩ G∣ + ∣µ(I ′) ∩ I ∣∣G∣ + ∣µ(I ′)∣ . (1)
2Pr is a finite set of ground atomic propositional formulae, I ⊆ Pr
is the initial state, G ⊆ Pr is the goal state and Op is a finite set of
operators.
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Using similµ we obtain a value equal to 1 when there ex-
ists a mapping µ s.t. ∀f ∈ I ′, µ(f) ∈ I (to guarantee the
applicability of pi′) and ∀g ∈ G, ∃g′ ∈ G′ s.t. g = µ(g′) (to
guarantee the achievement of the goals of the current planning
problem).
It should be noted that this matching problem has to be
solved for each potentially relevant candidate in the plan li-
brary to select the corresponding best reuse candidate. For
this reason, the efficiency of the matching component is cru-
cial for the overall system performance. Unfortunately, simi-
larly to Nebel & Koehler’s analysis (Nebel & Koehler 1995),
it is quite easy to show that this matching problem is an NP-
hard problem.
In order to perform an efficient matching between the ob-
jects of a planning case and the objects of the current planning
problem we define a particular labeled graph data structure
called Planning Encoding Graph which encodes the initial
and goal facts of a single planning problem Π. The Planning
Encoding Graph of a planning problem Π(I,G) is built using
the corresponding initial and goal facts. In particular for each
propositional initial fact p = p(c1 ∶ t1, ..., cn ∶ tn) ∈ I we de-
fine a data structure called Initial Fact Encoding Graph which
corresponds to a graph that represents p. More precisely:
Definition 1 Given a propositional typed initial fact p =
p(c1 ∶ t1, ..., cn ∶ tn) ∈ I of Π, the Initial Fact Encoding
Graph EI(p) = (Vp,Ep, λp) of fact p is a directed labeled
graph where
• Vp = {Ip, c1, ..., cn} ⊆VΠ;
• Ep = {[Ip, c1], [c1, c2], [c1, c3], ..., , [cn−1, cn]} == [Ip, c1] ∪ ⋃
i=1,...,n; j=i+1,...,n[ci, cj]
• λp(Ip) = {Ip}, λp(ci) = {ti} with i = 1, ..., n;
• λp([Ip, c1]) = {I0,1p }; ∀[ci, cj] ∈ Ep, λp([ci, cj]) = {Ii,jp };
where Vp is the set of vertices of EI(p), Ep ⊆ Vp × Vp is
the set of directed edges and λ ∶ Vp ∪ Ep → ℘s(Lλ) is a
function assigning labels to vertices and edges. I.e. the first
node of the graph EI(p), see Figure 1, is the initial fact rela-
tion node Ip labeled with the multiset λp(Ip) = {(Ip,1)} ={Ip},3 it is connected to a direct edge to the second node
of the graph, the concept node c1, which is labeled by sort
t1 (i.e. λp(c1) = {(t1,1)} = {t1}); the node c1 is connected
with the third node of the graph c2 which is labeled by sort
t2 (i.e. λp(c2) = {(t2,1)} = {t2}) and with all the remaining
concept nodes, the third node of the graph c2 is connected with
c3, c4, ...,cn and so on. The first edge of the graph [Ip, c1] is
labeled by the multiset {I0,1p ,1} = {I0,1p }, similarly a generic
edge [ci, cj] ∈ Ep is labeled by the multiset {Ii,jp }.
Similarly to Definition 1 we define the Goal Fact Encod-
ing Graph EG(q) of the fact q = q(c′1 ∶ t′1, ..., c′m ∶ t′m) ∈ G
using {Gq} for the labeling procedure.
Given a planning problem Π with initial and goal states I
and G, the Planning Encoding Graph of Π, that we indicate
as EΠ, is a directed labeled graph derived by the encoding
graphs of the initial and goal facts:
EΠ(I,G) = ⋃
p∈I EI(p) ∪ ⋃q∈GEG(q) (2)
3In the following we indicate the multiset {(x,1)} as {x} for
sake of simplicity.
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λ(Ip) = {(Ip,1)} = {Ip}, λ(c1) = {(t1,1)} = {t1},
..., λ(cn) = {(tn,1)} = {tn}
Figure 1: Initial Fact Encoding Graph EI(p) of the proposi-
tional initial fact p = p(c1 ∶ t1, ..., cn ∶ tn)
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Figure 2: Planning Encoding Graph for the Sussman Anomaly
planning problem in the BlocksWorld domain.
i.e. the Planning Encoding Graph of Π(I,G) is a graph ob-
tained by merging the Initial and Goal Fact Encoding Graphs.
For simplicity in the following we visualise it as a three-level
graph. The first level is derived from the predicate symbols
of the initial facts, the second level encodes the objects of the
initial and goal states and the third level shows the goal fact
nodes derived from the predicate symbols of the goal facts.4
Figure 2 illustrates the Planning Encoding Graph for the
Sussman anomaly planning problem in the BlocksWorld do-
main. The nodes of the first and third levels are the initial and
goal fact relation nodes: the vertices Ion, Iclear and Ion−table
are derived by the predicates of the initial facts, while Gon by
the predicates of the goal facts. The nodes of the second level
are concept nodes which represent the objects of the current
planning problem A, B and C, where the label “Obj” corre-
sponds to their type. The initial fact “(on C A)” determines
two arcs, one connecting Ion to the vertex C and the second
connecting C to A; the labels of these arcs are derived from
the predicate symbol “on” determining the multisets {I0,1on }
and {I1,2on } respectively. In the same way the other arcs are
defined. Moreover since there is no overlapping among the
4Following the conceptual graph notation, the first and third level
nodes correspond to initial and goal fact relation nodes, while the
nodes of the second level correspond to concept nodes representing
the objects of the initial and goal states.
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edges of the Initial and Goal Fact Encoding Graphs, the multi-
plicity of the edge label multisets is equal to 1; on the contrary
the label multisets of the vertices associated to the objects are:
λ(A) = {(Obj,3)}, λ(B) = {(Obj,4)} and λ(C) = {(Obj,3)}.
This graph representation can give us a detailed description
of the “topology” of a planning problem without requiring any
a priori assumptions on the relevance of certain problem de-
scriptors for the whole graph. In the following we examine a
procedure based on graph degree sequences that is useful to
derive an upper bound on the size of the Maximum Common
Edge Subgraph (MCES) of two graphs in an efficient way.
Then we present an algorithm based on Kernel Functions that
allows to compute an approximate matching of two graphs in
polynomial time.
Screening Procedure As explained previously, the retrieval
phase could be very expensive from a computational point of
view; so we have developed a screening procedure that can be
used in conjunction with an object matching algorithm.
First, the set of vertices in each graph is partitioned into l
partitions by label type, and then sorted in a non-increasing
total order by degree.5 Let Li1 and L
i
2 denote the sorted de-
gree sequences of a partition i in the planning encoding graphs
G1 and G2, respectively. An upper bound on the number of
vertices V ertices(G1,G2) and edges Edges(G1,G2) of the
MCES graph can be computed as follows:
V ertices(G1,G2) = l∑
i=1min (∣Li1∣, ∣Li2∣) (3)
Edges(G1,G2) = ⎢⎢⎢⎢⎢⎣
l∑
i=1
min(∣Li1 ∣,∣Li2 ∣)∑
j=1
min (∣E(vi,j1 )∣, ∣E(vi,j2 )∣)
2
⎥⎥⎥⎥⎥⎦
(4)
where vi,j1 indicates the j-th element (vertex) of the L
i
1 sorted
degree sequence and E(vi,j1 ) indicates the set of arcs con-
nected to the vertex vi,j1 . An upper bound on the similarity
between G1 and G2 can be expressed using Johnson’s simi-
larity coefficient (Johnson 1985):
similds(G1,G2) = (V ertices(G1,G2) +Edges(G1,G2))2(∣V (G1)∣ + ∣E(G1)∣) ⋅ (∣V (G2)∣ + ∣E(G2)∣) =
= (V ertices(G1,G2) +Edges(G1,G2))2∣G1∣ ⋅ ∣G2∣ (5)
For screening purposes, it is only necessary to specify a min-
imum acceptable value for the MCES based graph similar-
ity measure. If the value determined by similds(G1,G2) is
less than the minimum acceptable similarity, then the object
matching comparison can be avoided. This procedure can be
performed by using the quick sort algorithm in O(n ⋅ logn)
time, where n =maxi (∣Li1∣, ∣Li2∣).
Kernel Functions for Object Matching As previously ex-
posed obj_match is an NP-hard problem and its exact res-
olution is infeasible from a computational point of view also
for a limited number of candidates in the case base. In the
following we present an approximate evaluation based on ker-
nel functions. Our kernel functions are inspired by Fröhlich
et al.’s work (Fröhlich et al. 2006; Fröhlich et al. 2005) on
kernel functions for molecular structures. Their goal is to de-
fine a kernel function which measures the degree of similarity
5The degree or valence of a vertex v of a graph G is the number
of edges which touch v.
between two chemical structures which are encoded as undi-
rected labeled graphs. Our goal is to define a matching func-
tion among the objects of two planning problems encoded as
directed graphs.
Let us assume we have two graphs G and G′, which have
vertices v1, ..., vn and u1, ..., um respectively. Let us further
assume we have a kernel function k, which compares a pair
of vertices vi, uj from both graphs, including information on
their neighbourhoods. We now want to assign each vertex of
the smaller of both graphs to exactly one vertex of the big-
ger one such that the overall similarity score, i.e., the sum
of kernel values between individual vertices, is maximised.
Mathematically this can be formulated as follows: let ζ de-
note a permutation of an n-subset of natural numbers 1, ...,m,
or a permutation of an m-subset of natural numbers 1, ..., n,
respectively. Then we are looking for the quantity
K(G,G′) = { maxζ ∑mh=1 k(vζ(h), uh) if n ≥mmaxζ ∑nh=1 k(vh, uζ(h)) otherwise (6)K is a valid kernel function, as shown by (Fröhlich et al.
2005), and hence a similarity measure for graphs. Implicitly
it computes a dot product between two vector representations
of graphs in some Hilbert space.
We now have to define the kernel function k. For this pur-
pose let us suppose we have two kernel functions kv and ke
which compare the vertex and edge labels λ(⋅), respectively.
In the following ej(v) denotes the j-th edge of the vertex v,
while nj(v) denotes the node adjacent to the vertex v associ-
ated to the j-th edge ej(v). In the same way ei/oj (v) denotes
the j-th incoming/outgoing edge, while ni/oj (v) denotes the
direct predecessor/successor of the vertex v associated to the
j-th incoming/outgoing edge ei/oj (v). N (vj) denotes the set
of vertices adjacent to the vertex vj , while E(vj) denotes the
set of incoming and outgoing edges of vertex vj . SimilarlyN i/o(vj) denotes the set of direct predecessor/successor ver-
tices of the vertex vj .
Given a pairs of vertices v and u, we use the kernel function
kv(v, u) = γ0(v, u)⋅ ∣λ(v)∩λ(u)∣∣λ(v)∪λ(u)∣ , where γ0(v, u) is equal to 1.1
if u and v correspond to the same object (it is verified consid-
ering the names of the objects represented by vertices u and
v), otherwise it is equal to 1.0 . The γ0 coefficient has been
introduced in our kernel functions in order to allow a greater
stability in the activity assignment which is useful especially
when human agents are handled by the planner. For example,
in a logistic domain, we would like the drivers to be assigned
the same set of activities as much as possible. While for
pairs of edges we use ke(ek(v), ej(u)) = ∣λ(ek(v))∩λ(ej(u))∣∣λ(ek(v))∪λ(ej(u))∣
if ek(v) and ej(u) are both incoming or outgoing edges of
the vertices v and u, otherwise ke(ek(v), ej(u)) is equal to 0.
Formally, this corresponds to the multiplication by a so-called
δ-kernel.
We define the base kernel between two vertices v and u,
including their direct neighbourhoods as
kbase(v, u) = kv(v, u)+ (7)+ 1∣N i(v)∣ ⋅ ∣N i(u)∣ ∑h,h′ kv (nih(v), nih′(u)) ⋅ ke (eih(v), eih′(u))+
+ 1∣N o(v)∣ ⋅ ∣N o(u)∣ ∑h,h′ kv (noh(v), noh′(u)) ⋅ ke (eoh(v), eoh′(u))
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This means that the similarity between two vertices con-
sists of two parts: first the similarity between the labels of the
vertices and second the similarity of the neighbourhood struc-
ture. It follows that the similarity of each pair of neighbours
n
i/o
h (v), ni/oh′ (u) is weighed by the similarity of the edges
leading to them. The normalisation factors before the sums
are introduced to ensure that vertices with a higher number of
arcs do not automatically achieve a higher similarity. Hence
we divide the sums by the number of the addends in them. It
is also interesting to point out that the previous definition is
just a classical convolution kernel as introduced by Haussler
(Haussler 1999).
In the following we define a more accurate kernel R1,
which compares all the direct neighbours of the vertices (v, u)
as the optimal assignment kernel between all the neighbours
of v and u and the edges leading to them so that we can to im-
prove the similarity values that can be obtained simply using
kbase; more precisely R1(v, u) is equal to:
1∣E(v)∣ maxζ ∣E(v)∣∑i=1 kv (nζ(i)(v), ni(u))⋅ke (eζ(i)(v), ei(u)) if ∣E(v)∣ ≥ ∣E(u)∣
1∣E(u)∣ maxζ ∣E(u)∣∑i=1 kv (ni(v), nζ(i)(u)) ⋅ ke (ei(v), eζ(i)(u)) otherwise
(8)
Similarly to the graph kernelK of equation (6), the intuition
behind this kernel function is that the similarity between two
nodes depends not only on the nodes structure but also on
the matching of the corresponding neighbourhoods; i.e., two
nodes are more similar if their neighbourhood elements are
connected in a more similar way in both nodes.
Of course it would be beneficial not to consider the match
of direct neighbours only, but also that of indirect neighbours
and vertices having a larger topological distance. For this pur-
pose we can evaluateR1 not at (v, u) only, but also at all pairs
of neighbours, indirect neighbours and so on, up to some topo-
logical distance L. The weighed average of all these values
corresponds to the weighed mean match of all indirect neigh-
bours and vertices of a larger topological distance. Adding
them to kv(v, u) leads to the following definition of the neigh-
bourhood kernel kN :
kN (v, u) = kv(v, u) + γ(1)R1(v, u) + L∑
l=2γ(l)Rl(v, u) (9)
where γ(l) denotes a decay parameter which reduces the in-
fluence of neighbours that are at topological distance l.6 Sim-
ilarly, Rl denotes the average of all R1 evaluated for neigh-
bours at distance l and it is computed from Rl−1 via the recur-
sive relation and we define Rl(v, u) as:
1∣N i(v)∣ ⋅ ∣N i(u)∣ ∑h,h′Rl−1 (nih(v), nih′(u)) ⋅ke (eih(v), eih′(u))+
(10)+ 1∣N o(v)∣ ⋅ ∣N o(u)∣ ∑h,h′Rl−1 (noh(v), noh′(u)) ⋅ke (eoh(v), eoh′(u))
i.e., we can compute kN (v, u) by iteratively revisiting all
direct neighbours of v and u. The first addend in equation
(9) takes into account the nodes (v, u), while the second ad-
dend takes into account the direct neighbours of (v, u) com-
puting the R1(v, u) kernel function, then the next addend(i.e. γ(2) ⋅R2(v, u)) computes the average of the match of
all neighbours which have topological distance 2 by evaluat-
ing R1 for all direct neighbours of (v, u). The fourth addend(i.e. γ(3) ⋅R3(v, u)) does the same for all neighbours with
topological distance 3. Finally, the last addend considers all
6The γ(⋅) function used in our experimental evaluation is defined
in the experimental evaluation section.
Algorithm EVALUATEPLAN
Input: a planning problem Π = (I,G), an input plan pi and
an adaptation cost limit Climit
Output: a relaxed plan to adapt pi in order to resolve Π
1. CState= I; Rplan = ∅
2. forall a ∈ pii do
3. if ∃f ∈ Pre(a) s.t f /∈ CState then
4. Rplan =RELAXEDPLAN(Pre(a),CState,Rplan)
5. if ∣Rplan∣ > Climit then
6. return Rplan
7. CState = (CState/Del(a)) ∪Add(a)
8. if ∃g ∈ G s.t g /∈ CState then
Rplan =RELAXEDPLAN(G,CState,Rplan)
9. return Rplan
Figure 3: Algorithm to evaluate the ability of pi to solve the planning
problem Π.
neighbours which have topological distance L by evaluating
R1 for all neighbours at topological distance L − 1.
To briefly summarise, our approach works as follows: we
first compute the similarity of all vertex and edge features us-
ing the kernels kv and ke. Having these results we can com-
pute the match of direct neighbours R1 for each pair of ver-
tices from both graphs by means of equation (8). From R1
we can compute R2, ...,RL by iteratively revisiting all direct
neighbours of each pair of vertices and computing the recur-
sive update formula (10). Having kv and R1, ...,RL directly
gives us kN , the final similarity score for each pair of vertices,
which includes structural information as well as neighbour-
hood properties. With kN we can finally compute the optimal
assignment kernel between two graphs G and G′ using Equa-
tion (6). Moreover (6) can be calculated efficiently by using
the Hungarian method (Kuhn 1955) in O(n3), where n is the
maximum number of vertices of both graphs.
The kernel functions kbase and kN can be used in equa-
tion (6) to define the optimal assignment kernels Kbase andKN respectively. Our optimal assignment kernel functions
also define a permutation ζ that allows to easily determine
the matching function µ associating each object in the smaller
planning problem to exactly one object in the other planning
problem.
As it will be described in the next section, in
OAKPLAN bothKbase andKN have been used;Kbase, which
has a lower computational complexity, has been used in order
to prune unpromising case base candidates. It allows to define
a first matching function µbase and the corresponding similar-
ity function similµbase , as described in the following section.
On the other handKN has been used to define a final matching
function µ and the corresponding similarity function similµ.
Plan Evaluation Phase
The purpose of plan evaluation is that of defining the capacity
of a plan pi to resolve a particular planning problem. It is per-
formed by simulating the execution of pi and identifying the
unsupported preconditions of its actions; in the same way the
presence of unsupported goals is identified. The plan evalua-
tion function could be easily defined as the number of incon-
sistencies in the current planning problem. Unfortunately this
kind of evaluation considers a uniform cost in order to resolve
the different inconsistencies and this assumption is generally
too restrictive. Then our system considers a more accurate
inconsistency evaluation criterion so as to improve the plan
evaluation metric. The inconsistencies related to unsupported
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Algorithm RETRIEVEPLAN
Input: a planning problem Π, a case base C = ⟨Πi, pii⟩
Output: candidate plan for the adaptation phase
1.1. piR = EVALUATE_PLAN(Π, EMPTY_PLAN,∞)
1.2. Define the set of initial relevant facts of Π using piR:
IpiR = I ∩⋃a∈piR pre(a)
1.3. Compute the Planning Encoding Graphs EΠ and EΠR of Π(I,G)
and ΠR(IpiR ,G) respectively, and the degree sequences LjΠR
1.4. forall Πi ∈ C do
1.5. simili = similds(EΠi ,EΠR)
1.6. push((Πi, simili)), queue)
1.7. best_ds =max(best_ds, simili)
2.1. forall (Πi, simili) ∈ queue s.t. best_ds − simili ≤ limit do*
2.2. Load the Planning Encoding Graph EΠi and compute
the matching function µbase using Kbase(EΠi ,EΠ)
2.3. push((Πi, µbase), q1)
2.4. best_µbase =max(best_µbase, similµbase(Πi,Π))
3.1. forall (Πi, µbase) ∈ q1 s.t.
best_µbase − similµbase(Πi,Π) ≤ limit do
3.2. Compute the matching function µN using KN (EΠi ,EΠ)
3.3. if similµN (Πi,Π) ≥ similµbase(Πi,Π) then µi = µN
else µi = µbase
3.4. push((Πi, µi), q2)
3.5. bestS =max(bestS , similµi(Πi,Π))
4.1. bestC = αG ⋅ ∣piR∣; best_plan =EMPTY_PLAN
4.2. forall (Πi, µi) ∈ q2 s.t. bestS − similµi(Πi,Π) ≤ limit do
4.3. Retrieve pii from C
4.4. costi = ∣EVALUATEPLAN(Π, µi(pii), bestC ⋅ similµi(Πi,Π))∣
4.5. if bestC ⋅ similµi(Πi,Π) > costi then
4.6. bestC = costi/similµi(Πi,Π)
4.7. best_plan = µi(pii)
5.1. return best_plan
* We limited this evaluation to the best 700 cases of queue.
Figure 4: Algorithm to find a suitable plan for the adaptation phase
from a set of candidate cases or the empty plan (in case the “genera-
tive” approach is considered more suitable).
facts are evaluated by computing a relaxed plan starting from
the corresponding state and using the RELAXEDPLAN algo-
rithm in LPG (Gerevini, Saetti, & Serina 2003). The number
of actions in the relaxed plan determines the difficulty to make
the selected inconsistencies supported; the number of actions
in the final relaxed plan determines the accuracy of the input
plan pi to solve the corresponding planning problem.
Figure 3 describes the main steps of the EVALUATEPLAN
function. For all actions of pi (if any), it checks if at least
one precondition is not supported. In this case it uses the RE-
LAXEDPLAN algorithm (step 4) so as to identify the additional
actions required to satisfy the unsupported preconditions. If
Rplan contains a number of actions greater than Climit we
can stop the evaluation, otherwise we update the current state
CState (step 7). Finally we examine the goal facts G (step 8)
to identify the additional actions required to satisfy them, if
necessary.
Figure 4 describes the main steps of the retrieval phase.
We initially compute a relaxed plan piR for Π (step 1.1) us-
ing the EVALUATEPLAN function on the empty plan which is
needed so as to define the generation cost of the current plan-
ning problem Π (step 4.1)7 and an estimate of the initial state
relevant facts (step 1.2). In fact we use the relaxed plan piR
so as to filter out the irrelevant facts from the initial state de-
7The αG coefficient gives more or less importance to plan adap-
tation vs plan generation; if αG > 1 then it is more likely to perform
plan adaptation than plan generation.
scription.8 This could be easily done by considering all the
preconditions of the actions of piR:
IpiR = I ∩ ⋃
a∈piR pre(a).
Then in step 1.3 the Planning Encoding Graph of the cur-
rent planning problem Π and the degree sequences that will be
used in the screening procedure are precomputed. Note that
the degree sequences are computed considering the Planning
Encoding Graph EΠR of the planning problem ΠR(IpiR ,G)
which uses IpiR instead of I as initial state. This could be ex-
tremely useful in practical applications when automated tools
are used to define the initial state description without distin-
guishing among relevant and irrelevant initial facts.
Steps 1.4 – 1.7 examine all the planning cases of the case
base so as to reduce the set of candidate plans to a suitable
number. It is important to point out that in this phase it is not
necessary to retrieve the complete planning encoding graphs
of the case base candidates GΠ′ but only their sorted degree
sequences LiΠ′ which are precomputed and stored in the case
base. On the contrary the planning encoding graph and the
degree sequences of the input planning problem are only com-
puted in the initial preprocessing phase (step 1.3).
All the cases with a similarity value sufficiently close9 to
the best degree sequences similarity value (best_ds) are ex-
amined further on (steps 2.1–2.4) using theKbase kernel func-
tion. Then all the cases selected at steps 2.x with a similarity
value sufficiently close to the best similµbase similarity value(best_µbase) (step 3.1) are accurately evaluated using theKN
kernel function, while the corresponding µN function is de-
fined at step 3.2. In steps 3.3–3.5 we select the best matching
function found for Πi and the best similarity value found until
now.
We use the relaxed plan piR in order to define an estimate
of the generation cost of the current planning problem Π (step
4.1). The bestC value allows to select a good candidate plan
for adaptation (which could also be the empty plan). This
value is also useful during the computation of the adaptation
cost through EVALUATEPLAN, in fact if such a limit is ex-
ceeded then it is wasteful to use CPU time and memory to
carry out the estimate and the current evaluation could be
terminated. The computation of the adaptation cost of the
empty plan allows to choose between an adaptive approach
and a generative approach, if no plan gives an adaptation cost
smaller than the empty plan.
For all the cases previously selected with a similarity value
sufficiently close to bestS (step 4.2) the adaptation cost is de-
termined (step 4.4). If a case of the case base determines an
adaptation cost which is lower than bestC ⋅ similµi(Πi,Π)
then it is selected as the current best case and also the bestC
and the best_plan are updated (steps 4.5–4.7). Note that
we store the encoded plan µi(pii) in best_plan since this
is the plan that can be used by the adaptation phase for solv-
ing the current planning problem Π. Moreover we use the
similµi(Πi,Π) value in steps 4.4 – 4.6 as an indicator of the
effective ability of the selected plan to solve the current plan-
ning problem maintaining the original plan structure and at
the same time obtaining low distance values.
8In the relaxed planning graph analysis the negative effects of the
domain operators are not considered and a solution plan piR of a re-
laxed planning problem can be computed in polynomial time (Hoff-
mann & Nebel 2001).
9In our experiments we used limit = 0.1.
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Plan Adaptation
As previously exposed, the plan adaptation system is a fun-
damental component of a case-based planner. It consists in
reusing and modifying previously generated plans to solve a
new problem and overcome the limitation of planning from
scratch.
Our work uses the LPG-adapt system given its good perfor-
mance in many planning domains but other plan adaptation
systems could be used as well. It is important to point out that
this paper relates to the description of a new efficient case-
based planner, no significant changes were made to the plan
adaptation component (for a detailed description of it see (Fox
et al. 2006)).
Experimental Results
In this section, we present an experimental study aimed at test-
ing the effectiveness of OAKPLAN in a number of standard
benchmark domains. In the first subsection, we describe the
experimental settings and then, in the second subsection, we
present the system overall results. Finally, we compare our
planner with four state-of-the-art planners.
Experimental Settings
Here we present and discuss the general results for the exper-
imental comparison, moreover we examine the importance of
the matching functions and the size of the case base in the
overall performance of the system.
OAKPLAN is written in C++ and uses the SQLite3
library for storing and retrieving the data structures of
the case base and the VFLIB library (Cordella et al.
2004) so as to create and elaborate our graph data struc-
tures. The OAKPLAN code, the benchmark planning prob-
lems, and a technical report containing all the experi-
mental results are available from the OAKPLAN website
http://pro.unibz.it/staff/iserina/OAKplan/.
We have conducted all the experimental tests using an
AMD Sempron(tm) Processor 3400+ (with an effective 2000
MHz rating) with 1 Gbyte of RAM. Unless otherwise spec-
ified, the CPU-time limit for each run is 10 minutes for
OAKPLAN and 30 minutes for all the other planners, after
which termination is forced. In the following tests the max-
imum topological distance L considered for the computation
of the kN kernel function in equation (9) is set to half of the
number of nodes of the smaller of the two graphs examined(L = ⌊min(∣V1∣,∣V2∣)
2
⌋); since this value is sufficiently small to
avoid convergence problems the γ(l) coefficient of equation
(9) is set equal to γ(l) = (1 − 1
L
)l.
Since our planner and LPG use a randomised search al-
gorithm, the corresponding results are median values over
five runs for each problem considered. Moreover, since
OAKPLAN and LPG are incremental planners we evaluate
their performance with respect to three different main criteria:
CPU-time required to compute a valid plan, the plan stability
(Fox et al. 2006) of the generated plans with respect to the
corresponding solutions of the target plans and the quality of
the best plan generated within the given CPU-time limit.
In these tests the solution plans of the planning cases are ob-
tained by using the domain dependent planner TLPLAN (Bac-
chus & Kabanza 2000) unless otherwise specified. Its use al-
lows us to use a high quality input plan with comparatively
low investment of initial computation time. Using a plan from
Results for OAKPLAN
Domain Solutions Speed Matching Time Quality Differences
BlocksWorld 187 (86%) 214244.8 121535.6 346.0 49.6
Logistics 213 (98%) 88928.4 69606.3 390.2 76.6
DriverLog 197 (91%) 112556.6 31107.4 230.2 23.6
ZenoTravel 211 (97%) 86722.1 34123.0 194.6 47.2
Rovers 214 (99%) 62421.3 53719.5 374.4 11.4
TPP 210 (97%) 26837.8 859.2 308.8 20.9
TOTAL 1232 (95%) 96162.0 50777.4 307.8 38.2
Table 1: Results of OAKPLAN in the different domains: number of
solutions found, average CPU-time of the first solutions (in millisec-
onds) and corresponding average matching time, average best plan
quality and average best plan differences.
a different planner also ensures that we are not artificially en-
hancing stability by relying on the way in which the planner
explores its search space.
Our tests are conducted on a series of variants of problems
from different domains:
• BlocksWorld and Logistics Additionals (2nd International
Planning Competition),
• DriverLog and ZenoTravel Strips (3rd IPC),
• Rovers-IPC5 and TPP Propositional (5th IPC).
These tests are generally performed by taking six problems
from the benchmark test suite and then methodically generat-
ing a series of variants for those problems for a total of 216
planning problems for each domain using a procedure similar
to the one proposed by Fox et al. (Fox et al. 2006). To confirm
that the results are not an artifact of the particular problem in-
stances chosen, we adopt a different problem generation strat-
egy for creating problem instances in the Logistics domain.
Thus we select problems randomly from the benchmark suites
considering the “Additionals” planning problems created in
the 2nd IPC for the Domain Dependent planners, distributed
across the smallest and the largest problem instances, and gen-
erate variant problems for each case.
For each of the benchmark domains we build a case base
library used by OAKPLAN. All the problems generated in the
different IPCs belong to these libraries. Using the problem
generators provided by the IPC organisers, a number of plan-
ning problems, with the same features as the IPC planning
problems considered, are generated and added to the libraries,
for a total of 10000 planning problems for each of the bench-
mark domains considered except TPP where we only use the
original IPC planning problems since it is not possible to use
TLPLAN to solve the planning problems of this domain; then
we use SGPLAN-IPC5 to determine the solutions of the TPP
planning cases.
Overall Results
In this section we report the overall results of OAKPLAN
considering the number of solutions found, the CPU-time,
the plan quality and the plan stability (Fox et al. 2006) of
the solutions produced by the adaptation process with re-
spect to the plan obtained by the RETRIEVEPLAN function
(best_plan), which is measured considering the distance, ex-
pressed in terms of number of different actions, between the
source plan pi and the target plan pi0.
In Table 1 we present the results of OAKPLAN in the differ-
ent benchmark domains. Here we consider the average CPU-
time and the Matching Time for the first solutions generated
(in milliseconds). In the fifth column we present the average
plan quality of the best solution generated in the different vari-
ants and finally the plan distance (in terms of number of differ-
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ent actions) of the best solution produced with respect to the
plan obtained by the RETRIEVEPLAN function (best_plan).
OAKPLAN solves 95% of the problems attempted and the
average difference with respect to the target plans is 38.2,
i.e. considering all the 1232 planning problems solved by
OAKPLAN there are on average 38 actions introduced or re-
moved with respect to the target plans. It requires 96 sec-
onds to solve the different benchmark planning problems of
which 51 seconds are required by the matching process. It is
important to point out that more than 10000 cases belong to
each plan library, which have to be considered by the match-
ing process. We think that such a high number of cases is
hardly required by real applications: in fact case base main-
tenance policies (Smyth & McKenna 1999) could be used in
real word applications in order to reduce the number of cases
that have to be handled by a case-based planner significantly.
OAKPLAN vs. State of the Art Planners
In this section we analyse the OAKPLAN behaviour with re-
spect to four state-of-the-art planners, showing its effective-
ness in different benchmark domains; in particular, we con-
sider METRIC-FF (winner of the 2nd IPC), LPG (winner of the
3rd IPC), DOWNWARD (1st Prize, Suboptimal Propositional
Track 4th IPC) and SGPLAN-IPC5 (winner of the 5th IPC).
In Table 2 we report the summary results of OAKPLAN
compared to the other planners. In the second columns we re-
port the number of the solutions found by the other planners,
in the third columns we report the average speed of the prob-
lems solved (in milliseconds), then the average plan qualities
produced and finally the average plan differences with respect
to the solutions of the set of target plans produced by every
single planner. In the brackets we report the percent errors
with respect to OAKPLAN: we consider only the problems
solved by both planners for this comparison, except for the
column of the solutions found.
Considering the total values we can see that OAKPLAN can
solve the greatest number of variants, followed by SGPLAN-
IPC5 and LPG. Regarding the CPU-time, we remark that
DOWNWARD, LPG and OAKPLAN present similar computa-
tion time, while the CPU-time is more significant in METRIC-
FF and SGPLAN-IPC5. However these average values are
computed only by considering the problems solved by ev-
ery single planner. In this case the SGPLAN-IPC5 planner
solves 211 variants in the TPP domain requiring 942 seconds
for them, whereas these variants only marginally influence
the results of LPG. Regarding the difference values we can
see that OAKPLAN clearly produces better results than the
other planners. With respect to the plan quality we can note
that METRIC-FF gives better results whereas OAKPLAN pro-
duces the worst results. We would like to point out that in
OAKPLAN the optimisation process tries to balance between
good quality and low distance values since we are much more
interested in generating a plan with a limited number of differ-
ences with respect to the target plan than producing solutions
of good quality. Moreover OAKPLAN is able to solve much
more difficult planning problems than the other planners and
these solutions weigh significantly on the average plan quality
produced. In the following we examine the behaviour of each
planner vs. OAKPLAN.
Downward cannot solve any problem in the Rovers domain.
Globally it can solve 679 problems in comparison with the
1232 solved by OAKPLAN. DOWNWARD is 141% slower
than OAKPLAN while their plan quality is comparable. The
Results for DOWNWARD and percent errors of DOWNWARD vs OAKPLAN
Domain Solutions Speed Quality Differences
BlocksWorld 64.0 (-66%) 474335 (+437%) 572 (+155%) 375 (+634%)
Logistics 198 (-7.0%) 93899 (+19%) 353 (-4.8%) 242 (+217%)
DriverLog 76.0 (-61%) 41738 (+381%) 78.8 (+14%) 91.6 (+447%)
ZenoTravel 130 (-38%) 54752 (-27%) 128 (-23%) 85.7 (+72%)
TPP 211 (+0.47%) 148591 (+444%) 293 (-5.1%) 315 (+1403%)
TOTAL 679 (-45%) 133420 (+141%) 281 (+5.9%) 230 (+411%)
Results for LPG and percent errors of LPG vs OAKPLAN
Domain Solutions Speed Quality Differences
BlocksWorld 73.0 (-61%) 94078 (+4.3%) 238 (+12%) 149 (+160%)
Logistics 211 (-0.9%) 139416 (+58%) 451 (+16%) 396 (+413%)
DriverLog 122 (-38%) 108708 (+412%) 127 (+6.8%) 199 (+956%)
ZenoTravel 216 (+2.4%) 174570 (+95%) 202 (+2.3%) 332 (+591%)
Rovers 216 (+0.93%) 19440 (-69%) 335 (-11%) 489 (+4201%)
TPP 2.00 (-99%) 496110 (+41415%) 393 (+69%) 468 (+46650%)
TOTAL 840 (-32%) 110054 (+52%) 291 (+3.8%) 354 (+734%)
Results for METRIC-FF and percent errors of METRIC-FF vs OAKPLAN
Domain Solutions Speed Quality Differences
Logistics 171 (-20%) 307669 (+429%) 304 (-8.0%) 196 (+163%)
DriverLog 65.0 (-67%) 35598 (+345%) 72.2 (+16%) 124 (+655%)
ZenoTravel 164 (-22%) 219264 (+200%) 123 (-29%) 97.0 (+98%)
Rovers 198 (-7.5%) 745702 (+1089%) 299 (-19%) 391 (+3366%)
TPP 77.0 (-63%) 899049 (+7054%) 246 (-3.9%) 240 (+1202%)
TOTAL 675 (-45%) 455941 (+757%) 229 (-15%) 227 (+500%)
Results for SGPLAN-IPC5 and percent errors of SGPLAN-IPC5 vs OAKPLAN
Domain Solutions Speed Quality Differences
Logistics 216 (+1.4%) 462093 (+404%) 414 (+4.6%) 268 (+246%)
DriverLog 106 (-46%) 321346 (+2538%) 119 (+31%) 190 (+971%)
ZenoTravel 180 (-15%) 171353 (+126%) 142 (-23%) 137 (+175%)
Rovers 216 (+0.93%) 163457 (+162%) 343 (-8.4%) 467 (+4011%)
TPP 211 (+0.47%) 942278 (+3414%) 314 (+1.6%) 354 (+1593%)
TOTAL 929 (-25%) 429328 (+644%) 288 (-2.4%) 300 (+710%)
Table 2: Summary Tables of the different planners examined and
a comparison with respect to the corresponding results produced by
OAKPLAN.
distance values of the plans generated by DOWNWARD with
respect to the solutions produced by the same planner on the
problems used to generate the variants is 411% greater than
OAKPLAN. This high value is not particularly surprising
since DOWNWARD and the other planners do not know the
target plans used for this comparison. Moreover the search
processes and the solution plans produced by a planner could
be significantly different also for two planning instances that
only differ in a single initial fact. These distance values are in-
teresting since they are a clear indicator of the good behaviour
of OAKPLAN and show that the generative approach is not
feasible when we want to preserve the stability of the plans
produced.
LPGcan solve 840 of the 1296 variants, requiring 32% CPU-
time more than OAKPLAN and the average distance of the
solutions on target planning problems is 354 actions (which
corresponds to +734% with respect to OAKPLAN). It is inter-
esting to remark that the CPU-time needed by LPG to solve the
Rovers variants (19.4 seconds) is significantly lower than in
OAKPLAN (62.4 seconds) due to the additional CPU-time re-
quired by the matching process of OAKPLAN (53.7 seconds).
The distance of the plans generated by LPG in this domain is
4201% greater than OAKPLAN.
Metric-FF cannot solve any variant in the BlocksWorld do-
main. Globally it can solve 675 problems and is 757% slower
than OAKPLAN while its plan quality is 15% better. Finally
the distance of the plans generated by METRIC-FF with re-
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Figure 5: Partial order of the performance of OAKPLAN, DOWN-
WARD, LPG, METRIC-FF and SGPLAN-IPC5 according to the
Wilcoxon signed rank test for our benchmark problems.
spect to the solutions produced by the same planner on the
target problems is 500% greater than OAKPLAN.
SGPlan-ipc5 planner can solve 929 problems and is 644%
slower than OAKPLAN, the plan qualities are very similar and
considering the distance of the plans generated by SGPLAN-
IPC5 are on average 710% greater than with OAKPLAN.
Figure 5 gives a graphical summary of the Wilcoxon results
for the relative performance of OAKPLAN with DOWNWARD,
LPG, METRIC-FF and SGPLAN-IPC5 in terms of CPU-time,
plan quality and difference values for our benchmark prob-
lems. Here we can observe that OAKPLAN is statistically
more efficient values than all the other planners in terms of
CPU-time and plan distance. On the contrary OAKPLAN and
LPG produce statistically worse plans from the quality point
of view than the other planners, while METRIC-FF produces
the highest quality plans.
Globally we can note that OAKPLAN is able to solve many
more problems than the other planners and the first solution
is usually generated in less time. In addition the distance val-
ues are significantly lower with respect to the target plans al-
though the quality of the plans produced is slightly worse than
that of the plans produced by the other planner; this is also re-
lated to the optimisation performed by OAKPLAN where we
try to minimise not only the plan metric function but also the
distance with respect to the solution plan of the planning case
selected.
Conclusions
In this paper we have described a novel case-based planning
system, called OAKPLAN, which uses ideas from different re-
search areas showing excellent performance in many standard
planning benchmark domains. To the best of our knowledge
this is the first case-based planner that performs an efficient
domain independent objects matching evaluation on plan li-
braries with thousands of cases.
We have examined OAKPLAN in comparison with four
state of the art plan generation systems showing its extremely
good performance in terms of the number of problems solved,
CPU time, plan difference values and plan quality. Results are
very encouraging and show that the case-based planning ap-
proach can be an effective alternative to plan generation when
“sufficiently similar” reuse candidates can be chosen. This
happens to different practical applications especially when the
“world is regular” and the types of problems the agents en-
counter tend to recur. Moreover this kind of approach could
be extremely appealing in situations in which the “stability”
of the plan produced is fundamental. This is the case, for ex-
ample, in mission critical applications where end users do not
accept newly generated plans and prefer to use known plans
that have already been successful in analogous situations and
can be easily validated.
We believe that even more significant results will come
from combining our approach with ideas and methods that
have been developed in planning, case-based reasoning, graph
theory and supervised learning research areas.
References
Bacchus, F., and Kabanza, F. 2000. Using temporal logic to ex-
press search control knowledge for planning. Artificial Intelligence
116(1-2):123–191.
Chien, Y. P.; Hudli, A.; and Palakal, M. 1998. Using many-sorted
logic in the object-oriented data model for fast robot task planning.
Journal of Intelligent and Robotic Systems 23(1):1–25.
Cordella, L. P.; Foggia, P.; Sansone, C.; and Vento, M. 2004.
A (sub)graph isomorphism algorithm for matching large graphs.
Pattern Analysis and Machine Intelligence, IEEE Transactions on
26(10):1367–1372.
Fox, M.; Gerevini, A.; Long, D.; and Serina, I. 2006. Plan stabil-
ity: Replanning versus plan repair. In Proceedings of International
Conference on AI Planning and Scheduling (ICAPS). AAAI Press.
Fröhlich, H.; Wegner, J. K.; Sieker, F.; and Zell, A. 2005. Optimal
assignment kernels for attributed molecular graphs. In De Raedt,
L., and Wrobel, S., eds., ICML, volume 119 of ACM International
Conference Proceeding Series, 225–232. ACM.
Fröhlich, H.; Wegner, J. K.; Sieker, F.; and Zell, A. 2006. Ker-
nel Functions for Attributed Molecular Graphs – A New Similarity
Based Approach To ADME Prediction in Classification and Re-
gression. QSAR Comb. Sci. 25:317–326.
Gerevini, A.; Saetti, A.; and Serina, I. 2003. Planning through
stochastic local search and temporal action graphs. Journal of Ar-
tificial Intelligence Research (JAIR) 20:pp. 239–290.
Haussler, D. 1999. Convolution kernels on discrete structures.
Technical Report UCS-CRL-99-10, UC Santa Cruz.
Hoffmann, J., and Nebel, B. 2001. The FF planning system: Fast
plan generation through heuristic search. Journal of Artificial Intel-
ligence Research (JAIR) 14:253–302.
Johnson, M. 1985. Relating metrics, lines and variables defined on
graphs to problems in medicinal chemistry. New York, NY, USA:
John Wiley & Sons, Inc.
Kuhn, H. W. 1955. The Hungarian method for the assignment
problem. Naval Research Logistic Quarterly 2:83–97.
Leake, D. B., ed. 1996. Case-Based Reasoning. Cambridge, Mas-
sachusetts: The MIT Press.
Lin, D. 1998. An information-theoretic definition of similarity. In
Shavlik, J. W., ed., ICML, 296–304. Morgan Kaufmann.
Nebel, B., and Koehler, J. 1995. Plan reuse versus plan generation:
A complexity-theoretic perspective. Artificial Intelligence- Special
Issue on Planning and Scheduling 76:427–454.
Scholkopf, B., and Smola, A. J. 2001. Learning with Kernels: Sup-
port Vector Machines, Regularization, Optimization, and Beyond.
Cambridge, MA, USA: MIT Press.
Smyth, B., and McKenna, E. 1999. Footprint-based retrieval. In Al-
thoff, K. D.; Bergmann, R.; and Branting, K., eds., ICCBR, volume
1650 of Lecture Notes in Computer Science, 343–357. Springer.
164
Using Sensitivity Analysis to Illustrate and Improve Schedule Robustness
Lisa A. Swenson and James Little and Joseph Manning and Roman van der Krogt
Cork Constraint Computation Centre
Department of Computer Science, University College Cork, Ireland
{l.swenson | j.little | roman}@4c.ucc.ie; manning@cs.ucc.ie
Abstract
Robust schedules are important to industry for reasons, ulti-
mately, of profit and maintaining competitiveness. We pro-
pose that sensitivity analysis can be used to improve sched-
ule robustness. We illustrate this using two case studies, the
classic bridge building problem and from real life, a semi-
conductor manufacturing problem. In both cases, we gener-
ate a predictive schedule with the performance objective of
minimising makespan. Disruptions to the schedule are mod-
elled respectively as duration extensions and release time de-
lays. From a senstivity graph, we can formulate a hypothe-
sis around how to introduce float into the original schedule
so that it becomes more robust to the same changes with a
possible, though not necessarily obligatory, extention to the
manufacturing time.
Introduction
Finding robust schedules is a very hard problem. Not only
do we have to find a schedule, but we also have to ensure that
it does not break down or does not break down too much
when disruptions occur. For constraint-based scheduling,
one reference approach that can be used is the search for
so-called super solutions (Hebrard, Hnich, and Walsh 2004)
or weighted super solutions (Holland and O’Sullivan 2005).
That is, we search for a schedule that is guaranteed to be
repairable with a limited number of changes, if a disruption
occurs without extending the makespan. Unfortunately, for
all but small unrealistic problems, finding a super solution
takes a prohibitive amount of time.
An alternative to finding a super solution is to find an op-
timal schedule, in terms of a desired objective, and to use
the results of sensitivity analysis to determine and improve
the schedule robustness. Sensitivity analysis is the study of
the effect of uncertainty in model parameters and input vari-
ables on the output of a given model (Saltelli, Chan, and
Scott 2000). Since a predictive schedule is a model for ob-
taining a performance objective, and because of unpredicted
events, we can use sensitivity analysis to determine the im-
pact of uncertainties on the predictive schedule and perhaps
make the schedule more robust to those uncertainties.1 This
1We say that a schedule is robust for a given objective under
a certain rescheduling policy and for a given class of disruptions,
if the objective value does not deteriorate when one of these dis-
is not too far removed from the method employed in su-
per solutions. With them, at each node of the search tree
a value is assigned to a variable. The system then searches
also for a solution in which that variable is perturbed by ex-
cluding that possible value. Our form of sensitivity analy-
sis will make sequential perturbations to variables (durations
and start times) of the schedule.
Note that sensitivity analysis in the scheduling context
has been studied by several authors. For an overview see
Hall and Posner (2004). However, in terms of robustness,
these investigations deal with either bounding the change
in performance objective for a given change in schedule
inputs or with selecting a schedule from a set of opti-
mal schedules, depending on schedule variable changes
(Trystram, Penz, and Rapine 2000; Kolen et al. 1994;
Jia and Ierapetritou 2004). Additionally, these sensitivity
analysis investigations are tied to specific schedule scenar-
ios. We propose to improve the robustness of a predictive
schedule based on sensitivity analysis and, while recognis-
ing possible objective deterioration, to do so in a way that
can be applied generically.
In this paper we present ongoing work in which we in-
vestigate using sensitivity analysis, via tornado graphs, to
both measure and improve schedule robustness. Our conjec-
ture is that we can use the information the sensitivity analy-
sis provides to make small changes, such as inserting slack
or swapping tasks, to make the schedule more robust. We
propose an algorithm which takes the results of a sensitiv-
ity analysis to generate a new more robust schedule. We
illustrate our premise using a case study in which we limit
ourselves to “one-way” analysis; that is, investigating the
effects of varying one parameter at a time. Multi-parameter
analysis is left for future work.
The remainder of this paper is organised as follows. The
next section introduces tornado graphs, the medium used to
illustrate schedule robustness. This is followed by the dis-
cussion of an algorithm that uses the information provided
by the sensitivity analysis (and demonstrated by the tornado
graphs) to improve schedule robustness. This algorithm is
then applied in a case study, involving real data from a semi-
conductor manufacturer. Finally, we discuss some of the
research questions that this approach poses, and present a
ruptions happens and the rescheduling policy is applied to rectify
it.
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preliminary investigation into some of the answers to those
questions.
Tornado Graphs
Communicating schedule robustness measures to industry
has been a problem. Kempf et al. (2000) state that “a clear
understanding of how the quality of a schedule is assessed is
critical to the successful implementation of scheduling sys-
tems in real-world manufacturing environments.” Addition-
ally, experience with scheduling in the real world indicates
that graphics are highly useful in communicating with in-
dustry (van der Krogt, Little, and Simonis 2009). For this
reason, we have used tornado graphs to illustrate schedule
robustness. A tornado graph is a type of bar chart (Eschen-
bach 1992), consisting of horizontal bars to the left and right
of a central vertical line, as shown in Figure 1. Each bar on
the left represents the amount of change in a specific model
variable or parameter being investigated. Each bar to the
right illustrates the effect on the model outcome of the cor-
responding change in the variable or parameter. The bars are
ordered from top to bottom in decreasing magnitude of ef-
fect which gives the chart its characteristic “tornado” shape.
Such graphs provide a richer description of the robustness
of a schedule than a single number. At the same time, we
can still obtain a single measure of robustness, if needed, by
computing the sum of the lengths of the right-hand side bars.
To illustrate the use of these tornado graphs, we use the
classic Bridge Building problem. This problem was intro-
duced by (Bartusch 1983) and later accepted as a standard
benchmark in the Constraint Programming community. A
full description can be found in (van Hentenryck 1989). The
problem involves the construction of a five segment bridge,
in a minimum amount of time. To do this, we have to sched-
ule 43 activities, 34 of which are allocated to the 7 avail-
able resources while the rest require no resource. The ac-
tivities include excavations, making foundation piles, form-
work, masonry work, positioning of the bearers, etc. If the
contract for building the bridge includes a clause on when it
should open, the builders would be very interested to know
what the effect of a delay in one of the activities is on the
overall project.
For example, consider a single activity a taking 10%
more time than expected. We can study the impact of such
an event by rescheduling the remainder of the activities
(i.e. those that are scheduled to start at the same time or later
as the offending task a) taking into account the longer du-
ration for a, and examing the differences with the baseline
schedule in which none of the activities has a longer than ex-
pected duration. Part of the tornado graph that presents the
results of this analysis for each of the activities is given in
Figure 1. On the left-hand side, we see the amount of time
that each activity is extended by, on the right hand-side, we
see the effect on the overall schedule. For example, we can
see that when the task “pstnBrr5” takes 12 time units more
than expected (10% of its duration of 120), the knock-on
effect of this is that the schedule now completes 32 time
units later. On the other hand, the schedule can absorb a 15
time unit increase to the “fill1” task (near the bottom of the
graph) without any effect on the makespan. Since the tasks
are ordered from largest to smallest impact, it is immedi-
ately clear which tasks are critical to the on-time completion
of the bridge.
Figure 1: A tornado graph with its robustness measure
For the purposes of this paper, we extend tornado graphs
to include a single numerical measure of robustness as the
total area of schedule breakage; i.e., the total area of the bars
on the right side of the graph. This allows for a numerical
comparison of schedule robustness between schedules; in
this case the number is 156.
Improving Schedule Robustness
The results presented in the previous paragraph are based
on the default solution that Ilog OPL Studio returns when
we solve the bridge problem. We know it has an optimal
makespan, but the question is: can we improve upon the
robustness of this schedule? It turns out that, in this case,
we can. For example, one alternative schedule that has the
same overall makespan has the robustness profile shown in
Figure 2. As one can easily confirm, the impact of the de-
lays is much less in this schedule than in the previous one.
The reason for this is that the slack that is naturally avail-
able in the schedule is distributed differently. In the first
schedule, the slack is concentrated in a few places, whereas
in the second one, the slack is more distributed across the
schedule and located around the worst offending activities.
This observation gave rise to the following hypothesis: by
identifying which activities are critical (i.e. cause the biggest
impacts) and changing the schedule to include more slack
around those activities, we can improve the robustness of
schedules.
To investigate the hypothesis, we designed the following
heuristic, as sketched in Algorithm 1. First, we obtain a base
line schedule for the given set of tasks. Then, we simulate
a delay for all tasks sequentially and identify, if any, which
task a causes most impact on the objective of the schedule. If
the impact is less than the given threshold, stop. Otherwise,
we add as much float to task a as we can without impacting
on the objective, with a maximum of x. Finally, we schedule
all the tasks again and perform another sensitivity analysis.
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Figure 2: The tornado graph of an improved schedule
We used this heuristic in two different settings: that of the
bridge building problem, and also on a real-world applica-
tion: scheduling one of the steps in semiconductor manu-
facturing. We will first show the results on the real-world
data, before we examine the bridge-building problem again
in more detail.
Case Study : Semiconductor Manufacturing
We now discuss a case study, based on real-world data
from a phase of semiconductor production. This phase
is re-entrant as product leaves and returns to the same
area, perhaps several times, during their manufacturing cy-
cle (van der Krogt 2007). A constraint model built in ILOG
OPL Scheduler was used to examine the robustness in terms
of the makespan. Constraint-based scheduling is used both
to create the baseline schedule and to reschedule, based on
a single disruption (duration or start time). Tasks that had
already been executed or were executing at the time of the
disruption were fixed at their original times.
There are several variables to this scheduling problem:
multiple machines, many possible operations, variable setup
times and the possibility of doing two products on a single
machine if they are undergoing the same operation. Addi-
tionally, there is an inter-operation duration, due to the re-
entrant nature of the process. The inter-operation duration
is dependent on the previous operation the product under-
went and its next operation when it returns to the area. The
inter-operation duration determines when the product enters
the buffer for its next operation and is a major source of un-
certainty. Thus, experiments were done using buffer entry
delays as our modelled schedule disruptions and we exam-
ine the robustness in terms of makespan.
The Scheduling Algorithm
The plant runs around the clock. We arbitrarily used a 100-
minute scheduling horizon with the primary objective of
minimising makespan while at the same time maximising
throughput by pairing tasks whenever possible. The follow-
ing constraints were present:
Algorithm 1: Improve schedule through sensitivity
analysis
input : T = {t1, . . . , tn} a set of tasks
τ a threshold for stopping
S a scheduling algorithm
R a rescheduling algorithm
∆ a function returning the change in objective
value between two schedules
output: an improved schedule
begin
while true do
schedule← S(T )
foreach ti ∈ T do
let t′i be the task ti delayed
schedule′ ← R(schedule, T \{ti}∪{t′i})
effect[ti]← ∆(schedule, schedule′)
let a← argmaxti∈T effect[ti]
if effect[a] ≤ τ then
return schedule
else
let a′ be task a with added slack
T ← T \ {a} ∪ {a′}
1. The task has to finish within the scheduling horizon.
2. No task start time can begin before the wafer entry time
in the buffer.
3. No task start time can begin before the previous opera-
tions on the wafer are completed.
4. No task start time can begin before the required setup time
between operations.
5. Tasks paired on the same machine have to start at the same
time.
6. No two tasks can be scheduled on the same port at the
same time.
7. Tasks can be paired on the same machine if they have the
same operation and arrive in the buffer within 30 minutes
of each other.
Rescheduling with the original algorithm allowed tasks that
had not yet begun execution to be swapped around to other
machines. This was also considered realistic in that the pro-
cess of loading a wafer on a machine is automated, so there
is no issue with a task previously scheduled on one machine
being swapped to another machine as long as the required
setup time is accounted for in the schedule.
Sensitivity Analysis
Buffer entry delays of 5 and 10 minutes were modelled se-
quentially for each task. All tasks had the same likely mag-
nitude of delay. This magnitude was large enough to cause
some disruption to the schedule and in line with typical pro-
cess durations (13-40 minutes) and setup times (1-9 min-
utes). The scheduled tasks were delayed, one at a time, and
the rescheduling algorithm executed to determine the effect
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Figure 3: Tornado Graph for 5-Minute Delay
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Figure 4: Tornado Graph for 10-Minute Delay
of the delay on the original predictive makespan of 99 min-
utes. A tornado graph was then created for each experiment.
Figures 3 and 4 are the tornado graphs showing the effects
of a 5 and 10-minute delay in buffer arrival time for each
of the tasks. Note that the figures have been truncated for
clarity to show all tasks whose delay breaks the makespan
plus some of those that do not. The rest of the tasks, which
are not shown, do not break the makespan. Figure 3 shows
that the predictive schedule is more robust to a 5-minute de-
lay than a 10-minute delay as shown in Figure 4, as might
be expected. Further the task with the biggest impact on
makespan changed between 5 and 10 minutes.
Improving Robustness
The tornado graphs clearly illustrate the tasks whose
buffer delays cause a disruption to the predictive schedule
makespan. They also show which tasks have the bigger ef-
fect and the relative change in objective to a given delay.
Consider again Figure 3. We used this figure to determine
which tasks to investigate to see if we could improve the ro-
bustness to 5-minute delays in our original predictive sched-
ule. We started with Task 9 as this task caused the maximum
disruption of 2 minutes beyond our optimal makespan. Fig-
ure 5 shows this graph for the improved schedule. The new
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Figure 5: Tornado Graph for 5-Minute Delay, Improved
Schedule
predictive schedule is perfectly robust to any one 5-minute
delay and the makespan of 99 minutes remained the same
as before so we improved our robustness without any sac-
rifice in optimality. The new schedule also, inadvertently,
fixed the 1-minute disruption to the makespan caused by a
5-minute delay to Task 1. (Note that, as with the other tor-
nado graphs, the other tasks not shown did not impact the
schedule makespan when each was delayed by the specified
amount.) We can consider this a "super solution" schedule
where any delay of up to 5 minutes can be handled by having
an alternative schedule with zero impact on the objective.
The same type of analysis was done for the 10-minute de-
lay tornado graph shown in Figure 4. Based on that analysis,
adding 10 minutes of slack to Task 10, greatly improved the
original predictive schedule to 10-minute delays. Executing
the rescheduling simulation again shows that the new sched-
ule is robust to a 10-minute delay to all tasks except tasks 1,
11 and 17. Figure 6 is the tornado graph for 10-minute de-
lays applied to the improved predictive schedule. Note that if
we allowed the makespan of the improved predictive sched-
ule to increase to 100 minutes from the original makespan
of 99 minutes, we would have a perfectly robust schedule
in terms of a 10-minute delay to any one task and a super
solution. This would be a small trade-off in optimality for
robustness in the face of delay.
Discussion
Having shown that the method is viable in a real-world set-
ting, we now return to the bridge building example, to dis-
cuss some of the research questions that our approach poses.
Firstly, we wanted to know if it is always best to allocate
additional slack to the activity with the largest impact. Sec-
ondly, we were interested to see what happens if we allocate
slack to the top n offenders, rather than a single one.
To investigate the first question, we took the 14 activities
that showed an impact on the scheduling horizon in Figure 2.
For each of those activities, we then formulated a schedul-
ing problem in which that activity had its duration increased
by 10%, solved it to optimality and did a sensitivity analy-
sis. The problems that we generated can be considered the
168
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Figure 6: Tornado Graph for 10-Minute Delay, Improved
Schedule
Table 1: Sensitivity analysis for each possible activity
break Makespan Robustness # breaks max break
20 1060 24 2 12
16 1056 68 6 20
12 1052 24 3 12
12 1040 108 14 20
8 1048 68 6 20
8 1048 68 6 20
8 1048 60 5 20
8 1048 84 7 20
8 1040 98 11 20
4 1040 132 15 20
1 1040 144 17 20
1 1040 98 11 20
1 1040 144 17 20
1 1040 98 11 20
most optimal schedule in which there is enough slack for
that one activity to fully absorb its possible delay. (Notice
that this means that the schedule may have to grow in length
in order to fully provide the slack. This is different from
our case study, where the makespan was kept fixed.) The
results of this analysis can be found in Table 1. The table
lists the size of the original break (i.e. the amount by which
the makespan increases when this activity is delayed in the
baseline schedule), followed by the results of the sensitivity
analysis for the schedule in which that activity has additional
slack. Indeed, this shows that the most robust schedule is the
one in which the worst offender was repaired (only two ac-
tivities that make the makespan increase, for a total of 24
units). However, there are several more good alternatives.
The third row, for example shows an alternative that is only
slightly worse (3 activities that break the makespan, with a
total of 24 units of increase), but which is a lot better in terms
of its makespan. Clearly, it is not always a clear-cut answer,
and this poses an interesting question for future work.
We can also observe that assigning slack in the wrong
places can be detrimental. For example, consider the second
last row, in which the robustness measure increases from 108
Table 2: Sensitivity analysis when allocating slack to multi-
ple activities
n Makespan Robustness # breaks max break
1 1060 24 2 12
2 1076 24 2 12
3 1088 12 1 12
4 1088 12 1 12
5 1096 12 1 12
6 1100 10 1 10
7 1100 10 1 10
Table 3: Sensitivity analysis when allocating slack to multi-
ple activities, dynamically
steps Makespan Robustness # breaks max break
1 1060 24 2 12
2 1072 12 1 12
3 1072 12 1 12
4 1072 12 1 12
5 1084 0 0 0
to 144. Finally, we note that in general, allowing for a larger
increase in makespan will lead to the best robustness mea-
sures, demonstrating the trade-off between optimality and
robustness.
In response to the second question, we refer the reader to
Tables 2 and 3. These show what happens when a sched-
ule is created that includes slack for multiple activities. For
the first table, we followed the same strategy as previously,
except that we increased the duration of not one, but n activ-
ities (the n worst ones, 1 ≤ n ≤ 4) when we generated the
new schedule. As one can see, the robustness of the solution
slowly improves, but not greatly, and at a large expense in
optimality.
An alternative approach is to look at the sensitivity anal-
ysis at each step, and include slack for the worst offender in
that case. The reasoning behind this is that when we alter the
schedule to be more robust for the worst offender, the new
worst offender is not necessarily the second-worst offender
in the original analysis. Therefore, we expect this dynamic
approach to be better than the previous, static, one. The re-
sults of this experiments are shown in Table 3. As one can
see, after five steps we achieve a solution that is completely
robust against any delays. Indeed, the solutions appear to be
of a better quality than in the static approach, as the same
robustness is achieved with a smaller decrease in optimality.
Conclusions and Future Work
In this paper, we introduced the idea of using sensitivity
analysis to point us towards certain scheduling parameters
which we can use to to build scheduling algorithms which
introduce robustness in a trade-off with other objectives. A
case study demonstrated that such an approach could be a
viable alternative to producing robust schedules via other,
more expensive ways such as the super solutions framework.
Even a simple heuristic as presented here already improves
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the robustness, and we hope to improve upon this with more
complex heuristics.
We also introduced tornado graphs as a tool to communi-
cate robustness to users. Most measures of robustness in the
literature give a single number that tries to encompass the
trade-off between schedule objective optimality and sched-
ule robustness. For example, Leon, Wu, and Storer (1994)
use a weighted linear combination of expected makespan
and expected makespan delay to measure schedule robust-
ness. Whereas, Carrillo and Daniels (1997) develop a statis-
tical value, beta-robustness, that is the probability of a given
schedule meeting a given minimum performance level. Ad-
ditionally, Surico et al. (2006) develop a risk factor based on
statistics for waiting times and maximum delays. Such sin-
gle values indicating the robustness of each schedule com-
municates if one schedule is more robust than another but
says little about how or what the schedule is sensitive to. We
argue that the tornado graphs give a much more understand-
able picture for the users.
Our next step is to develop the algorithms further, through
applying the technique to a variety of other scheduling prob-
lems. We already discussed some of the research questions
open to us in the previous section. Furthermore, we want to
apply statistical knowledge about the likelihood and magni-
tude of possible disruptions to the sensitivity analysis (where
available). That is, to analyse only those disruptions that are
likely to happen within a given confidence interval. Finally,
the analysis could also be extended to a multi-way sensitivity
analysis to model more than one type of disruption occurring
within the schedule horizon.
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Abstract 
In the recent years, the representation using the state 
variables, i.e., SAS+ planning, has become one of the most 
popular formalisms for specifying the planning problems 
(and domains). Still, the great majority of the planning 
tasks, especially from the past planning competitions, are 
defined using the classical STRIPS-like formalism, and so 
an efficient transformation technique is required in order to 
allow performance comparison of individual planners. In the 
paper we present the new formalism that is based on finite-
state automata (FSA), and that represents an alternative to 
the SAS+ (state variables), providing thus a novel platform 
for development of the modern planners. Finally, we also 
propose conversion procedures between the individual 
planning problem representations, together with the basics 
of automated and semi-automated techniques that employ 
the new formalism and aim towards the extraction of the 
state variables representation from the classical 
representation. 
Introduction 
It is a well-known fact that the careful choice of the 
problem representation is one of the key aspects in the 
endeavor to find its solution. Planning problems are 
traditionally represented using predicate logic where the 
world is described by a set of propositions that are either 
true or false in individual world states. Actions are then 
changing the validity of certain propositions. This is a very 
general representation that has some disadvantages such as 
that it is not possible to directly express that some facts 
cannot be true together in a single world state. For 
example, the location of robot is described by a set of 
propositions claiming that the robot is in a particular 
location. Obviously, it is not possible that the robot is at 
two different locations at the same time, but the classical 
logical model does not take this in account (unless some 
mutual exclusion relations describe the fact explicitly). 
Multi-valued state variables were therefore proposed to 
naturally model these mutually exclusive relations. The 
major advantage is that this representation is more compact 
and implicitly covers some mutex relations. Planning 
problem can be then seen as finding the synchronized 
evolution of state variables as described in (Pralet and 
Verfaillie, 2009). It is also interesting to see that the multi-
valued state representation found its way to the Boolean 
satisfiability solvers that are traditionally based on logical 
representation and helps there in further improvement of 
efficiency (Huang, Chen, and Zhang, 2010). 
 The evolution of multi-valued state variables can 
naturally be represented using a finite state automaton 
where the states describe the values of the state variable 
and the transitions describe how the actions are changing 
the values. We propose using finite state automata as an 
alternative way for representing classical planning 
problems and we shall describe how this representation is 
related to existing representation and sketch some 
transformation procedures.  The ultimate goal of this work 
is, however, not to provide yet another representation 
framework for planning problems, but rather to introduce 
the theoretical foundation for a technique that would allow 
straightforward modeling of the planning domains, and 
which could also serve as an intermediate form for the 
conversion from the classical logical representation into 
the SAS+ encoding. 
 The paper is organized as follows. We will first 
introduce the necessary concepts from the theory of finite-
state automata. Then we will continue with the description 
of the two most popular representations of planning 
problems: classical STRIPS-like representation and SAS+ 
encoding based on the multi-valued variables, followed by 
the introduction of the novel encoding, the basic building 
block of which is a deterministic finite automaton 
(acceptor). After that we will provide the conversion 
procedures that will allow us to generate automata-based 
encodings from the existing representations. Finally, we 
will present the algorithm for translating an arbitrary set of 
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deterministic finite automata into the SAS+-based encoding 
of an equivalent planning problem. 
Finite-State Automata 
A finite-state automaton (FSA), sometimes also called a 
finite-state machine (FSM), is a popular mathematical 
abstraction used widely in computer science, mostly to 
design digital logic or computer programs. It is a 
behavioral model that consists of a finite number or states, 
transitions between those states, and actions, which 
execute the state transitions. FSA’s can also produce some 
output, using the defined output alphabet, but for the 
purpose of this paper we shall consider only the automata 
that produce binary output, true or false, based on whether 
the state of the FSA after processing the input is from the 
set of accepting states. The following formal definition is 
due to (Carrol and Long 1989). 
Deterministic Finite Automaton. A deterministic finite 
automaton or deterministic finite acceptor (DFA) is a 
quintuple <Σ, S, s0, δ, F>, where 
• Σ is the input alphabet (a finite nonempty set of symbols) 
• S is a finite nonempty set of states, 
• s0 is the start (or initial) state, an element of S, 
• δ is the state transition function; δ: S × Σ → S, and 
• F is the set of final (or accepting) states, a (possible 
empty) subset of S.               n 
 
 The input alphabet Σ for any deterministic finite 
automaton A is the set of symbols that can appear on the 
input tape. Each successive symbol in a word will cause a 
transition from the present state to another state in the 
machine. As specified by the δ function, there is exactly 
one such state transition for each combination of the 
symbol a ∈ Σ and the state s ∈ S. This is the origin of the 
word “deterministic” in the phrase “deterministic finite 
automaton”. 
 Each FSA A defines a set of accepted inputs L ⊆ Σ*, a 
language over the alphabet Σ, denoted also as Λ(A). For 
two automata A1 and A2, recognizing the languages L1 and 
L2, respectively, it is sometimes necessary to find their 
intersection L = L1 ∩ L2, i.e., the set of inputs that is 
accepted by both automata. This can be done by running 
the two automata in parallel and accepting the input only 
when both automata terminate in an accepting state. As one 
might guess, it is also possible to construct a new 
automaton A = A1 ∩ A2 that, in fact, performs the parallel 
computation of A1 and A2  (Sipser 2006): 
Construction of the DFA Intersection. Let A1 recognize 
L1, where A1 = <Σ, S1, s1, δ1, F1>, and A2 recognize L2, 
where A2 = <Σ, S2, s2, δ2, F2>. The automaton 
A = <Σ, S, s0, δ, F> recognizing L1 ∩ L2 looks as follows:   
• S = {(r1,r2) | r1∈S1 and r2∈S2}, 
• ∀(r1,r2) ∈ S, ∀a ∈ Σ: δ((r1,r2),a) = (δ1(r1,a),δ 2(r2,a)), 
• s0 is the pair (s1,s2), and 
• F = F1 × F2.                  n 
 
 Naturally, after performing the intersection operation we 
can filter out the states of the resulting automaton that are 
not reachable from its initial state. 
Representations for Classical Planning 
Classical AI planning deals with finding a sequence of 
actions that transfer the world from some initial state to a 
desired state (Ghallab, Nau and Traverso 2004). The state 
space is large but finite. It is also fully observable (we 
know precisely the state of the world), deterministic (the 
state after performing the action is known), and static (only 
the entity for which we plan changes the world). Moreover, 
we assume actions to be instantaneous so we only deal 
with action sequencing. 
Classical Representation 
Throughout the years, probably the most popular and 
widely used formalism for representing the (not only 
classical) planning problems has been the first-order-logic-
based classical representation, where the world state is 
described as a set of predicates that hold in the state, such 
as location(robot,loc1) saying that robot is located at loc1. 
In other words, for each predicate and for each state we 
describe whether the predicate holds in the state or not. 
Actions are described using a triple (Prec, Eff+, Eff–), where 
Prec is a set of predicates that must hold for the action to 
be applicable (preconditions), Eff+ is a set of predicates that 
will hold after performing the action (positive effects), and 
finally Eff– is a set of predicates that will not hold after 
performing the action (negative effects). For example, 
action move(robot,loc1,loc2) describing that robot moves 
from loc1 to loc2 is specified as triple 
({location(robot,loc1)}, {location(robot,loc2)}, 
{location(robot,loc1)}). Formally, action a is applicable to 
state s if Prec(a) ⊆ s. The result of applying action a to 
state s is a new state γ(s,a) = (s – Eff–(a)) ∪ Eff+(a). Notice 
that this description assumes the frame axiom, that is, other 
predicates than those mentioned among the effects of the 
action are not changed by applying the action. 
 The set of predicates together with the set of actions is 
called a planning domain. We assume both sets of 
predicates and actions to be finite. The goal is specified as 
a set of predicates that must hold in the goal state, that is, if 
g is a goal then any state s such that g ⊆ s is a goal state. 
The classical planning problem is defined by the planning 
domain, the initial state s0 and the goal g, and the task of 
planning is to find a sequence of actions 〈a1, a2, …, an〉 
called a plan such that a1 is applicable to the initial state s0, 
a2 is applicable to state γ(s0, a1) etc., and 
g ⊆ γ(…γ(γ(s0,a1),a2)…,an). 
Multi-Valued State Variables (SAS+) 
There exists, however, an alternative to the above logical 
formalism that is based on so called multi-valued state 
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variables, as mentioned in (Bäckström and Nebel 1995) or 
(Helmert 2006), often also referred to as SAS+. For each 
feature of the world, there is a variable describing this 
feature, for example rloc(robot,s) describes the position of 
robot at state s. Now, instead of specifying validity of the 
predicate in some state s, say location(robot,loc1), we can 
specify the value of the state variable in a given state, in 
our example rloc(robot, s) = loc1. Hence the evolution of 
the world can be described as a set of state-variable 
functions where each function specifies evolution of values 
of certain state variable. Now, the actions are described as 
entities changing the values of state variables. We can still 
use preconditions specifying required values of certain 
state variables, but the positive and negative effects are 
merged to the effects of setting the values of certain state 
variables. Figure 1 depicts an example of such encoding, 
together with the equivalent classical representation. 
 Notice that this multi-valued formulation is more 
compact than the logical formulation, where, for example, 
one needs to express explicitly that if robot is at loc1 then it 
is not present at another location. For example, the action 
of moving robot from loc1 to loc2 needs to explicitly 
describe (in negative effects) that after performing the 
action, the predicate location(robot,loc1) is no more valid. 
In the multi-valued representation assigning value loc2 to 
state variable rloc(robot,s) implicitly means that robot is not 
at a different location at state s. 
Representation Using FSAs 
If we take a look at the SAS+ representation from a 
different perspective, we can observe that each state 
variable can be viewed as a representation of a smaller 
independent state-transition sub-system that is an integral 
part of the “world” that we are planning in. The whole 
planning problem can be then viewed as a set of such 
independent state-transition sub-systems (properties of the 
world) that are all modified, in parallel, by the same 
sequence of actions, where the actions that do not affect 
the given state variable leave its value intact. As an 
example, consider the Dock-Worker Robots (DWR) 
domain where the location of a robot is completely 
independent from the position of a container (see an 
example in Figure 1; the domain illustration is taken from 
(Ghallab, Nau and Traverso 2004)). 
 This brings us to the idea of representing the planning 
problem using a model that integrates both the state 
variables and the definitions of available actions – a set of 
FSAs, where each automaton corresponds to a state 
variable in a following manner: 
State Variables 
rloc ∈ {loc1,loc2} ;; robot’s location 
cpos ∈ {loc1,loc2,r} ;; container’s position  
 
Actions 
1 : move(r, loc1, loc2) 
;; robot r at location loc1 moves to location loc2 
Precond: rloc = loc1 
Effects: rloc ← loc2 
2 : move(r, loc2, loc1) 
;; robot r at location loc2 moves to location loc1 
Precond: rloc = loc2 
Effects: rloc ← loc1 
3 : load(r, c, loc1) 
;; robot r loads container c at location loc1 
Precond: rloc = loc1, cpos = loc1 
Effects: cpos ← r 
4 : load(r, c, loc2) 
;; robot r loads container c at location loc2 
Precond: rloc = loc2, cpos = loc2 
Effects: cpos ← r 
5 : unload(r, c, loc1) 
;; robot r unloads container c at location loc1 
Precond: rloc = loc1, cpos = r 
Effects: cpos ← loc1 
6 : unload(r, c, loc2) 
;; robot r unloads container c at location loc2 
Precond: rloc = loc2, cpos = r 
Effects: cpos ← loc2 
 
Fig. 1.  Comparison of three different encodings of a simple instance of DWR domain. 
Available Facts 
location(r, loc1), location(r, loc2), 
position(c, loc1), position(c, loc2), position(c, r) 
 
Actions 
1 : move(r, loc1, loc2) 
;; robot r at location loc1 moves to location loc2 
Precond: location(r, loc1) 
Effects: ¬location(r, loc1), location(r, loc2) 
2 : move(r, loc2, loc1) 
;; robot r at location loc2 moves to location loc1 
Precond: location(r, loc2) 
Effects: ¬location(r, loc2), location(r, loc1) 
3 : load(r, c, loc1) 
;; robot r loads container c at location loc1 
Precond: location(r, loc1), position(c, loc1) 
Effects: ¬position(c, loc1), position(c, r) 
4 : load(r, c, loc2) 
;; robot r loads container c at location loc2 
Precond: location(r, loc2), position(c, loc2) 
Effects: ¬position(c, loc2), position(c, r) 
5 : unload(r, c, loc1) 
;; robot r unloads container c at location loc1 
Precond: location(r, loc1), position(c, r) 
Effects: ¬position(c, r), position(c, loc1) 
6 : unload(r, c, loc2) 
;; robot r unloads container c at location loc2 
Precond: location(r, loc2), position(c, r) 
Effects: ¬position(c, r), position(c, loc2) 
 
Domain 
DWR domain with two locations (loc1,loc2), a robot 
capable of loading and unloading containers by itself 
(r), and one container (c) 
Automata 
Following two automata correspond to the state 
variables of SAS+ encoding: location of robot (r), and 
position of container (c) 
 
The initial state of the automaton is marked with an 
incoming empty arrow. The accepting states are 
marked with the doubled circle. 
CLASSICAL (STRIPS-like) SAS+ FSA-based 
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Converting SAS+ to FSA. Let V be a state variable and 
Act a set of ground actions from the SAS+ planning task P. 
Then we can construct the corresponding DFA 
A = <Σ, S, s0, δ, F>, where 
• Σ = Act, 
• S = Dom(V), i.e., the set of available values of V, 
• s0 is the evaluation of V in the initial state (note that by 
definitions we have full knowledge about the initial 
state), 
• δ: S × Σ → S such that ∀s,r ∈ S, ∀a ∈ Σ: ((s,a),r) ∈ δ if 
and only if some of the following conditions holds:  
i) s = r and action a does not use the state variable V 
in its preconditions and effects (i.e., a is unrelated to 
V); 
ii) s = r, the assignment (V = s) is among the 
preconditions of action a, and a does not use the 
state variable V in its effects; 
iii) the assignment (V = r) is among the effects of action 
a, and a does not use the state variable V in its 
precondition (i.e., a transition is created from each 
state of V to the state r using action a); 
iv) s ≠ r, the assignment (V = s) is among the 
preconditions of action a, and the assignment 
(V = r) is among the effects of action a (i.e., only a 
single transition from s to r is created using the 
action a); 
• F = {s | s ∈ S, (V = s) ∈ Goal(P)} for the case when state 
variable V is constrained by the goal definition, 
otherwise F = S (note that putting F = S means precisely 
that we are not concerned with the final state of the 
automaton corresponding to V).          n 
 
 Using the algorithm described above we can transform 
each state variable into the corresponding automaton, and 
then run the resulting set of automata, Φ = {A1,…,Ak}, in 
parallel using as the input a sequence of actions 
p = <a1,…,an> in order to determine whether p is a valid 
plan for a given planning problem P: p is a (not necessarily 
optimal) solution of P iff p is accepted by every automaton 
Ai ∈ Φ. Hence, the search for a shortest plan for P 
corresponds to finding a shortest p ∈ L, 
L = Λ(A1) ∩ … ∩ Λ(Ak) = Λ(A1 ∩ … ∩ Ak). Though it is 
not technically correct, shortly we will also denote L from 
the previous expression as Λ(Φ). 
 Thanks to the fact that modern constraint solvers, such 
as CLPFD library of SICStus Prolog (Carlsson, Ottosson 
and Carlson 1997), are equipped with the constraints that 
model FSAs, the automata-based representation introduced 
above provides us with an easy-to-implement technique for 
solving planning problems. Our preliminary experiments 
show that automata-based constraint models exhibit 
comparable performance to the other existing constraint 
models for sequential optimal planning (Barták and 
Toropila, 2010). 
 The careful reader will notice that the automata-based 
representation is very related to the domain transition 
graphs (DTG) described in (Helmert 2006) or (Chen, 
Huang and Zhang 2008), however in this work we define 
the automata-based formulation in order to allow regular 
operations on automata that will be used in the following 
section. 
FSA Construction 
In the previous section we have introduced the FSA-based 
representation of a planning problem that is equivalent to 
given SAS+ representation. However, the classical 
representation is still prevalent in a vast majority of 
available planning domains, and so it would be useful to 
have the technique that would convert a classical 
representation into an automata-based representation. 
Generating Binary FSAs 
Recall that the (ground) classical representation consists of 
a set of all possible facts (ground predicates) F, a set of 
facts I that hold in the initial state, a set of facts G that 
must hold in the goal state, and, finally, a set of actions A, 
where each a ∈ A is a triple (Prec, Eff+, Eff–) as described 
earlier. 
 Now, in the effort of converting the classical 
representation into the automata-based representation one 
can observe, that each fact f ∈ F can be viewed as a special 
multi-valued variable Vf with the domain {0, 1} 
corresponding to the false/true validity of the fact f. 
Intuitively, each action a ∈ A can be transformed to 
operate with the set of state variables {Vf | f ∈ F} in the 
following manner: 
• each p ∈ Prec is translated into the new precondition 
(Vp = 1); 
• each e ∈ Eff+ is translated into the new effect assignment 
(Ve = 1); and finally, 
• each e ∈ Eff– is translated into the new effect assignment 
(Ve = 0). 
 
 This way we obtain a primitive SAS+ representation 
where all state variables have binary domains. Still, it is a 
valid SAS+ representation, encoding of which can be used 
as the input for the SAS+ to FSA conversion algorithm 
described in the earlier sub-section Representation Using 
FSAs. Figure 2 depicts the example of binary automata 
generated from facts describing the position of a container. 
 Let us now mention a few properties of such binary 
automata. Each binary automaton consists of two states 
{0, 1} with the exception of automata corresponding to 
static facts (i.e., facts that are not influenced by any action; 
for example, adjacent(loc1,loc2)) which are degraded to an 
automaton consisting of a single state {0} or {1}, 
depending on the validity of the given fact in the initial 
state. There are four possible transitions in a binary 
automaton: 0-0, 1-1, 0-1 and 1-0. The “loop” transitions 0-
0 and 1-1 support the actions that either do not affect the 
given state variable V, or that have the assignment (V = 0) 
or (V = 1), respectively, among their preconditions. The 
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“active” transitions 0-1 and 1-0, on the other hand, support 
only the actions that assign the value of the given state 
variable V to 0 or 1, respectively. 
 In general, the set F of all possible facts can contain 
many of them that are not reachable, i.e., there is no 
sequence of actions that would make a given fact valid. 
Hence, it might be a good idea to filter the unreachable 
facts out before translating them to binary automata, in 
order to minimize the size of the complete representation. 
One of the ways to implement the filtering is to build a 
planning graph (Blum and Furst 1997) all to way to the 
fixed point and consider only the set of facts from the last 
fact-layer of constructed graph. 
Multi-Valued FSAs 
Having the representation consisting only of binary FSAs 
is by itself, obviously, not of too much use. Not only there 
is large amount of automata in the representation, 
moreover this way the encoding does not capture the 
mutual exclusion between individual facts, which was one 
of the main motivations for introducing the SAS+ 
formalism. However, we can employ the regular operation 
of automata intersection! Of course, whenever we create an 
intersection of a pair of automata that have n states each, 
the set of the states of the resulting FSA can have, 
potentially, the size of n2. The worst case for merging k 
automata is then nk states. Nevertheless, for the case when 
the two original automata encode correlated information 
that could be encoded using a single variable in SAS+ 
encoding (such as the two automata created from facts 
location(robot,loc1) and location(robot,loc2)), the size of the 
state set of the resulting automaton becomes even smaller 
than the sum of the number of states in the original 
automata. That is the reason why we want to create the 
intersection of correlated automata, while keeping the 
independent ones separated. The example of “good” and 
“bad” intersection of binary FSA is depicted in Figure 3. 
Naturally, intersecting all the automata into one large FSA 
is intractable, since the resulting automaton would be, in 
fact, the explicit encoding of all possible states of the given 
planning problem. 
 For a given set of binary automata there is an 
exponential number of options of how to select the clusters 
of FSAs for intersection in order to obtain the compact 
encoding similar to SAS+. There are, however, several 
heuristics that can help us with performing this task. First, 
in most cases we know the first-order predicates that were 
used for generating the ground facts. For example, it is a 
good idea to intersect the automata that correspond to facts 
location(robot,l) for each available location l. Another 
useful hint could be the number of actions on the “active” 
transitions that have two automata in common. As this is 
the work in progress, the performance of the possible 
automated approaches for generating compact multi-valued 
FSA-based encodings needs to be further examined in the 
near future. 
 Nonetheless, the situations also arise when the human-
assisted generation of multi-valued automata-based 
representations can be well-suited for the task. Example of 
such need may be the modeling of a new planning domain, 
where the designer has some insight into which 
facts/properties could be merged together while, on the 
other hand, the system might help the designer to detect the 
correlations between the individual facts/properties. 
Extracting SAS+ from FSA 
So far we have not mentioned the main motivation for 
generating automata-based encodings, which is, ultimately, 
a technique that would allow the generation of compact 
SAS+ encodings of high quality. In fact, such a technique 
has been employed in Fast Downward planning system 
presented in (Helmert 2006) and has been, by now, the 
only available technique for transforming the existing 
classical logical representation into SAS+ encoding. 
Nevertheless, in this paper we propose a different 
approach, which could serve as an alternative to the 
existing technique and would provide us with some 
advantages such as better control of the scaling of the 
transformation process details and straightforward 
communication with the user (for the case of human-
assisted transformation). We consider these features to be 
useful especially for the planning domain modeling. Thus, 
Fig. 2.  Example of the binary automaton representation of the facts describing the position of a container. 
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let us now describe how to derive a SAS+ encoding from 
an existing multi-valued FSA-based representation. 
 In general, if we take an arbitrary set Φ of FSAs, it is not 
obvious how to convert it to the equivalent SAS+ encoding 
of the planning problem (by equivalence we mean that 
p ∈ Λ(Φ) iff p is a valid plan for the SAS+-encoded 
planning problem). It is probably not surprising that each 
automaton Ai will be converted to a state variable Vi, 
domain of which will be exactly the set of all states of Ai. 
More problematic part is the extraction of actions. In FSA, 
an action can be supported by multiple transitions, 
however in SAS+ we must explicitly specify the set of all 
variable evaluations that must hold prior to action 
execution, and a set of variable assignments that will hold 
after the action was executed. 
 Still, if we are lucky (or skillful) enough, we might 
obtain a set of FSAs, for which it is straightforward to 
extract an equivalent SAS+ encoding. We will call such set 
of automata SAS+-compatible form. 
SAS+-Compatible Form. We say that a set Φ = {A1,…,Ak} 
of FSAs is in SAS+-compatible form if for each automaton 
Ai = <Σ, Si, si, δi, Fi> and each symbol (action) a ∈ Σ one 
and only one of the following conditions holds: 
i) ∀s ∈ Si: ((s,a),s) ∈ δi ∧ ∀s,r ∈ Si, s ≠ r: ((s,a),r) ∉ δi, 
i.e., action (symbol) a is supported only by all loop 
transitions, which means that a does not affect the 
state of Ai; 
ii) ∃s ∈ Si: ( ((s,a),s) ∈ δi ∧ ∀u,v ∈ Si, ((u,a),v) ∈ δi: 
u=v=s), i.e., action a is supported by one and only one 
loop transition, which means that a has state s among 
its preconditions, but otherwise does not affect the 
state of Ai; 
iii) ∃s ∈ Si ∀r ∈ Si: ( ((r,a),s) ∈ δi ∧ ∀u,v ∈ Si, 
((u,a),v) ∈ δi: v=s), i.e., from each state r ∈ Si there is 
an transition to state s that supports action a and there 
are no other transitions supporting action a; which 
means that a has state s among its effects, but does 
not have any state of Ai among its preconditions; 
iv) ∃s,r ∈ Si: ( ((s,a),r) ∈ δi ∧ ∀u,v ∈ Si, ((u,a),v) ∈ δi: 
u=s ∧ v=r), i.e., there is one and only one transition 
that supports action a, which means that a has state s 
among its preconditions and state r among its effects. 
                     n 
 
 Unfortunately, in many cases we might not be lucky 
enough to get a SAS+-compatible set of automata. There is 
however a transformation procedure that converts an 
arbitrary set of FSAs into a SAS+-compatible set. We need 
to ensure that exactly one of the conditions i) to iv) holds 
for each action a and each automaton Ai. In case none (or 
more) of the conditions holds, we will ensure the exclusive 
validity of condition iv) by renaming multiple occurrences 
of action a in the state transitions. Each transition ((s,a),r) 
in the rest of the automata will then be substituted with a 
set of transitions {((s,ai),r) | ai is a renamed version of a} 
Naturally, this will increase the total number of available 
actions exponentially in the worst case. Let us know 
describe the process of action renaming formally. 
Constructing SAS+-Compatible Form. Given a set 
Φ = {Ai = <Σ, Si, si, δi, Fi> | 1 ≤ i ≤ k} of FSAs we 
construct a set Φ' = {Ai' = <Σ', Si, si, δi', Fi> | 1 ≤ i ≤ k} in 
SAS+-compatible form by performing the following steps:  
• For each action (symbol) a ∈ Σ and each Ai, if a breaks in 
Ai the definition of SAS+-compatibility we define τ(a,i) 
as a set of state transitions that support action a in an 
automaton Ai, otherwise we define τ(a,i) = {1}. 
• For each a ∈ Σ we create a set Θa of renamed versions of 
a, where Θa = {an1,…,nk | ∀i, 1 ≤ i ≤ k: ni ∈ τ(a,i)}. 
• For each automaton Ai we create its copy Ai', that we will 
further modify. 
• For each a ∈ Σ and each Ai', 
i) if a breaks in Ai the definition of SAS+-
compatibility, then replace every transition 
t = ((u,a),v) ∈ δi' with transitions in a set of renamed 
transitions {((u,a…,ni = t,…),v) | a…,ni = t,… ∈ Θa }; 
ii) otherwise replace every transition t = ((u,a),v) ∈ δi' 
with transitions in a set of renamed transitions 
{((u,a…,ni = 1,…),v) | a…,ni=1,… ∈ Θa }.      n 
 
 Note that if an action a conforms to the definition of 
SAS+-compatibility, then the set Θa contains only a single 
element, i.e., there is no need for renaming this action. 
Fig. 3.  Example of the good and bad intersection of binary FSAs. The automaton on the left was creating by intersecting 
pos(c,1) ∩ pos(c,2) ∩ pos(c,r), while the FSA on the right represents the intersection pos(c,1) ∩ pos(c,2) ∩ loc(r,2). 
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 Now we can finally describe the procedure of converting 
an arbitrary set of FSAs into an equivalent SAS+-encoded 
planning problem. 
Converting FSA to SAS+. Given a set of deterministic 
finite automata Φ = {A1,…,Ak} over an input alphabet Σ we 
first construct a set Φ' = {A1',…,Ak'} in SAS+-compatible 
form over an extended alphabet Σ'. Then we can construct 
a SAS+ encoding Ξ = <Var, Act> of an equivalent planning 
problem, where 
• Var = {Vi | 1 ≤ i ≤ k} is a set of state variables, with Vi 
corresponding to the automaton Ai', 
• ∀Vi ∈ Var: Dom(Vi) = States(Ai'), 
• for each a ∈ Σ' we define Prec(a) = {(Vi = s) | a satisfies 
the condition ii) or iv) of the SAS+-compatibility 
definition, and ((s,a),r) ∈ δi' for an arbitrary r}, 
• for each a ∈ Σ' we define Eff(a) = {(Vi = r) | a satisfies 
the condition iii) or iv) of the SAS+-compatibility 
definition, and ((s,a),r) ∈ δi' for an arbitrary s}, 
• Act = {<Name(a), Prec(a), Eff(a)> | a ∈ Σ'}.     n 
Summary 
The paper proposed the novel encoding for classical 
planning task using a set of deterministic finite automata 
that might provide a new platform for development of 
modern planners. The transformation methods have been 
shown for converting both SAS+ and classical 
representations into the automata-based representation. The 
conversion from the classical representation that leverages 
from the regular operation of automata intersection will be 
the subject of further research in order to obtain fully 
automated technique for generating the multi-valued 
automata-based encodings. Last, but by no means least, the 
paper presented the algorithm for translating an arbitrary 
set of deterministic finite automata into the SAS+-based 
encoding of the equivalent planning problem, providing 
thus the theoretical foundations for the alternative 
translation technique from the classical representation into 
the SAS+ encoding. 
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