ABSTRACT Night time pedestrian detection is more and more important in advanced driver assistant systems (ADAS). Traditional pedestrian detection algorithms in far infrared (FIR) images lack accuracy and have long processing times. Focusing on this issue, in this paper, a visual saliency-based pedestrian detection algorithm is proposed. First, areas that contain suspected pedestrians are detected using a fusion saliency-based method. Then, the sub-image of the suspected pedestrian is used as an input to a histogram of local intensity difference feature and cross kernel-based support vector machine classifier to make a final determination. Experiments performed using a real FIR road image data set demonstrated that the proposed fusion saliency-based region of interest (ROI) detection method has the largest pedestrian inclusion rate and the smallest ROI proportion compared with three other methods. Besides, compared with existing stateof-the-art pedestrian detection algorithms, the proposed method demonstrates a much higher pedestrian detection rate with a comparably short processing time.
I. INTRODUCTION
Compared with daytime environments, a big proportion of fatal traffic accidents occur at low illumination conditions, typically at night. Statistics show that more than half of fatal accidents happen at night, even though traffic flow during these times is minimal compared to daytime levels.
Recently, with development of advanced driver assistant systems (ADAS) technology, considerable research efforts have been focused on reducing traffic accidents at night. Among these endeavors, far-infrared vision-based technology has become more and more popular, mainly due to the reduction of the relevant sensors' cost. With infrared vision sensors, the research on far-infrared vision-based night time pedestrian detection is a hot topic.
Different from near infrared-based night vision sensors, far-infrared vision sensors do not need additional auxiliary light sources to illuminate the target object and are therefore able to achieve completely passive spectral information acquisition. Meanwhile, compared with near-infrared light, whose spectral wavelength range is from 0.15 to 1.4um, far-infrared light has a much wider wavelength range (6-15um) . Due to these reasons, far-infrared-based images have better quality and resolution. More importantly, the pixel intensity in far-infrared images is only dependent on the target object's temperature, which means it will not be affected by spectral waves emitted by vehicle headlights and street lamps.
Generally, existing pedestrian detection algorithms for farinfrared images comprise two steps. In the first step, the subregion in which a pedestrian target could exist is generated which is also called the region of interest (ROI) generation. In the second step, the ROI will be loaded to a pre-trained classifier to be further identified as pedestrian or not. Besides, apart from these two steps, in some cases an extra tracking step is added to increase the robustness of the detection system.
Although many researchers have devoted much effort to pedestrian detection in far-infrared images and proposed many corresponding algorithms, the pedestrian detection rate is still low. This is due to the fact that the pedestrian image in far-infrared vision has several inherent characteristics which pose challenges to achieve robust detection: 1) Pedestrians in the images may exhibit considerable appearance differences. The pedestrians' clothing, environmental temperature and position will affect their appearance in the infrared image. Besides, pedestrians are often only partially visible due to occlusion.
2) When using far-infrared cameras for image acquisition in moving vehicles, the camera and the target objects are all moving, which decreases the robustness of the algorithms.
3) In addition to pedestrians, there are a certain number of objects which will be also highlighted at night in real traffic scenes, such as hot vehicle parts (wheels or exhaust pipes) and road lamps. These bright objects may easily lead to a false detection of vehicles instead of pedestrians.
4) Compared with visible spectrum images, due to image sensors' principle constraints, images captured by farinfrared image sensors are often with low resolution. Therefore, due to the lack of additional information such as texture in low resolution images, it is more difficult to detect pedestrians.
5) The algorithm for ADAS applications in the future will meet the demand of real-time computation and low dependence on resources.
II. RELATED WORK
Currently, many algorithms have been proposed to deal with the problem of pedestrian detection, and a few review articles have made a comprehensive presentation of these algorithms [1] - [3] . Based on these reviews, it is evident that most of the existing research focuses on color image-based pedestrian detection and only a few approaches involve pedestrian detection in far-infrared images. In recent years, with the development of vehicle active safety and intelligent vehicle technology, pedestrian detection in far-infrared images has become an increasingly attractive approach. On the other hand, this trend is further reinforced by a corresponding reduction of sensor cost.
As mentioned before, pedestrian detection in far-infrared images comprises two steps, which are ROI generation and candidate verification.
In the ROI detection step, the image region that potentially contains a pedestrian is first selected. This step can also be considered as a coarse classification of entire sub-images. For far-infrared image processing, the most popular method for ROI generation is intensity-based segmentation [4] - [7] , because the temperature of pedestrians is usually higher than that of the surrounding environment. This method involves the estimation of a suitable threshold for each far infrared image. However, the intensity of pedestrians in far-infrared images is not uniform, with different parts, such as the head and the body having different temperature and thus intensity. Besides, pixels corresponding to high pedestrian temperatures can be easily confused with relatively hot background pixels. Therefore, it is hard to determine a specific threshold to segment the pedestrian from the complete image. Pixel clustering and local sliding window-based methods have also been presented in the literature [8] , [9] , but both these methods demonstrate poor real-world performance.
In the ROI verification step, a pre-trained classifier is used to assess each sub-window in the ROI. For pedestrian classifier training, training feature selection and the classification algorithm are the two major factors determining its performance. In feature selection, HOG and its variants are most common techniques employed. For example, in [10] HOG was used to describe the target's contour and in [11] a variant named Histogram of Local Intensity Differences (HLID) was proposed for training the classifier and this approach achieved better classification results than HOG. Local Binary Pattern (LBP) is another descriptor for pedestrian detection in far-infrared images. In [12] , this approach is used to model image symmetry and spatial layout. In overview, the approaches mentioned above show adequate performance in some easy far infrared (FIR) image dataset, but still cannot meet the requirement of high robustness for actual pedestrian detection systems. What's more, those algorithms involve tremendous computational complexity and have resource requirements which preclude real-time processing. In classification, many mainstream machine learning algorithms are often used, such as SVM, Adaboost and Artificial neural networks.
Human drivers can identify targets such as pedestrians in road images or video very fast. The reason is that humans have the ability of visual saliency, which means that the object with strong visual significance is determined fast. Meanwhile, it is also clear that pedestrians in FIR image are usually brighter than their surroundings, which points towards a saliency characteristic. Based on this rationale, this work is inspired by the human attention mechanism and introduces a bottom-up saliency model to achieve fast pedestrian target region acquisition. On the other hand, pedestrians are only one kind of objects that concern drivers. To separate pedestrians from other object types such as vehicles, a topdown-based pedestrian classification model with an HLID feature further used to verify the ROI region. The flow chart of proposed method is shown in Fig. 1 . 
III. OUR PROPOSED METHOD A. FUSION SALIENCY-BASED CANDIDATE TARGET DETECTION
In visual saliency research, the most representative visual model is the graph based visual saliency (GBVS) model proposed by Itti et al. [13] . In [14] , Tong et al. proposed a multi-level super-pixel segmentation-based saliency calculation method. However, in Lu's method, only border contrast is emphasized while differences between adjacent pixels are not considered. In [15] , an incremental length codingbased saliency extraction method is proposed. This method utilizes the energy differences between pixels but only in the time domain while ignoring saliency in the frequency domain.
These saliency calculation methods all have their own shortcomings, which make them unsuitable for application in FIR image-based pedestrian detection tasks. In night time traffic scenes, the contour of pedestrians is usually blurry. Focusing on the characteristics of pedestrians, in this paper a global and local cues fusion-based saliency calculation algorithm is proposed to perform ROI detection. In this algorithm, a GBVS model is first used to calculate saliency using local contrast and then a spectral scale is applied to generate global saliency. Finally, the two saliencies are fused to generate a final result. The corresponding approach is shown in Fig. 2 .
In bottom-up-based saliency calculation, the GBVS model is first used to coarsely extract the saliency image. Then, based on the coarse saliency image S c , the frequency domain hyper-complex-based spectrum scale space is further used to perform saliency extraction. The detailed algorithm is shown below.
For a coarse saliency image S c , the feature maps U , RG, and BY are calculated respectively using functions (1)- (7):
(1)
in which, r, g, b are the red, green and blue components of the coarse saliency image S c . Following that, the calculated feature maps U , RG, BY are used to calculate the hyper complex matrix f (x, y) and the amplitude and phase spectra A and P of its Fourier transform, respectively:
Furthermore, the convolution of the amplitude spectrum A is calculated to obtain the spectrum scale space {AA k } = g * A, in which g is a Gaussian kernel and * denotes convolution. With {AA k }, we formulate the saliency sequences {Z i }, for which it holds that Z i = g * |F −1 {AA k (x, y)e p(x,y) }| 2 . From these sequences, the one with the maximum variance will be selected as the final saliency image S f .
The proposed fusion saliency-based method was applied to many FIR image to generate the ROI region, as shown in Fig. 3 . It is evident that the pedestrian and vehicle targets VOLUME 5, 2017 have very high saliency and most non-pedestrian areas are excluded quickly and efficiently. Besides, for a 640 × 320 resolution image, the processing time is just 17.8ms.
B. CANDIDATE VERIFICATION USING HLID FEATURES AND INTERSECTION KERNEL SVM
Feature selection is the most important critical factor for the training of highly discriminative classifiers because it determines the optimal classification boundary of the classifier. Nowadays, the most popular approach for pedestrian detection in the visible spectrum is the HOG feature presented by Dalal and Triggs. Some researchers have used the HOG feature for pedestrian detection tasks in FIR images, but the performance is poor [16] . This is because the obvious appearance differences between pedestrians in FIR images and in visible spectrum images. In the latter, pedestrians usually contain rich textures and sharp edges, which are highfrequency characteristics, while in FIR images, the temperature readings of an object show little variation and appears as a monotonous gray-scale change in images, which means that it has low-frequency characteristics. Based on this comparison, it can be concluded that the edge intensity and local brightness variation of pedestrians in FIR images are both less than that encountered in visible spectrum images. Besides, because pedestrian are brighter than the background in FIR image, the contact region of pedestrians and the background always shows obvious gradient differences, whose direction is perpendicular to the corresponding edge.
Based on the appearance characters of pedestrians in FIR images, Kim proposed a novel feature particularly suitable for this case based on the traditional HOG approach [11] . The new feature was named histograms of local intensity differences (HLID). In HLID, the histogram of the maximum adjacent pixels' absolute luminance difference direction replaces the edge gradient histogram in HOG in order to obtain the appearance characteristics of pedestrians in FIR images. The HLID feature is briefly described below.
Similarly to the HOG approach, an image that needs to be processed is divided into blocks and cells. In order to obtain the histogram, the bin number of the histogram is determined by the number of adjacent pixels, which can be set as 4, 8 or 16. For each pixel, the brightness difference with every adjacent pixel will be calculated and the direction with maximum difference will be utilized to obtain the histogram of each cell and block. Here, we consider HLID n,r as an example, where n is the number of adjacent pixels and thus the number of bins, and r is the radius within which the differences will be calculated. For example, in HLID 8,1 , shown in Fig. 4(a) , the 8 indicates that adjacent pixels in eight directions will be used to calculate differences and 1 means that the radius for difference calculation is one pixel. Fig. 4(b) shows the calculation results for a random example pixel, and it is evident that by calculating the differences of pixel c and with the other eight neighboring pixels (d0-d7), the upper right 45 • direction has the largest difference and this direction will considered in the ensuing histogram calculation for pixel c.
In our work, the HLID algorithm is used to represent the samples in the FIR image.
Regarding the classifier model selection, the SVM (support vector machine) classifier was selected. SVM is based on the structural risk minimization rule, and its basic idea is to find the optimal classification surface with the largest class distance. Depending on the use of different kernels, SVMs can be divided into linear and non-linear SVMs. Linear SVMs are fast but with relatively low classification accuracy while non-linear SVMs maintain high classification accuracy but need longer processing times. In this application, a SVM, called the intersection kernel SVM, which exhibits both linear and non-linear characteristics is employed [17] . Compared with non-linear SVMs, the computational complexity of its classification function is decreased from O(mn) to O(n log m).
IV. EXPERIMENTS AND ANALYSIS

A. DATASET DESCRIPTION
Nowadays, the richest FIR road image&video dataset is that proposed by Hwang in CVPR2015 [18] . This FIR dataset contains a video captured using a FIR camera and a visible spectrum camera simultaneously. The video depicts two time periods, from 10am-2pm and 8pm-10pm, to capture both daytime and nighttime conditions. In the video frames, the data providers selectively released 95328 images and labeled 103128 pedestrians bounding boxes in these fames. Using this dataset, two experiments were performed. In the first experiment, the pedestrian candidate detection of the proposed fusion saliency model was tested and compared with state-of-the-art saliency computation methods. In the second experiment, the overall pedestrian detection method was tested.
B. COMPARISON EXPERIMENT FOR ROI DETECTION
In the saliency-based pedestrian ROI detection experiment, in order to evaluate the performance of different methods better, in this paper the following two definitions are given:
1. Pedestrian inclusion rate: Number of pedestrians covered in the ROI region/Number of pedestrians in the image. In the definition, if a external rectangle box of a pedestrian is 100% covered by the ROI region, it is consider as one pedestrians covered in the ROI region.
2. ROI proportion: Size of ROI region /Image size. In the designed comparison experiments, FIR road images at intervals of about 40 frames were chosen to form a small experimental group. In this group, there were 2500 images, which depicted 23674 pedestrians. For this experiment, three other state-of-the-art methods were selected for comparison. These were the intensity-based method [7] , the GVBS saliency-based method by Itti et al. [13] and the incremental length coding saliency-based method by Hou and Zhang [15] . The experimental results for the four methods are shown in Table 1 and the ROI detection results obtained using the four methods in four typical FIR images are shown in Fig. 5 to Fig. 8 . It can be seen from the results that with only a small increase of processing time, the proposed fusion saliency-based ROI detection method shows the highest pedestrian inclusion rate and the smallest ROI proportion compared with the other three methods.
C. OVERALL PEDESTRIAN DETECTION EXPERIMENTS IN FIR IMAGES
In the second experiment, the overall FIR image-based pedestrian detection performance was evaluated. For this experiment, the training set is from the pictures that captured from a SAT NV628 FIR camera by our group (Fig. 9) . The total positive samples (pedestrians) and negative VOLUME 5, 2017 samples (non-pedestrians) for training are 20000 and 80000 respectively. The proposed method was compared to four state-of-the-art FIR image-based pedestrian detection methods. The first method was Fang's, which is based on pedestrian templates with shape independence [19] . The second method was Malley's, which uses seeded region growing for ROI detection and HOG and SVMs for classification [16] . The third method was Olmeda's, which uses a sliding window for ROI detection, along with a Histogram of Oriented Phase Energy (HOPE) and SVMs for classification [20] . The fourth one was Miron's, which uses head detection for candidate detection and an intensity self-similarity based HOG algorithm for candidate verification [9] . For the proposed method, during classifier training, the HLID 8,2 feature was applied, which, according to [11] , yielded the best results. Besides, the parameters for the intersection kernel SVM are the same as the work of Maji's [17] .
In this experiment, the 95328 images which contained 103128 pedestrians bounding boxes in Hwang's dataset were all used for testing. The size of all images was 640 × 320 pixels. The processing platform was an Intel Core i7 quad-core 2.67GHz processor, with 8Gb of RAM, Windows 7 64bit, and the programming software is Microsoft Visual Studio 2010. The detection results for each of the methods are listed in Table. 2.
As shown in Table2, the proposed method has the highest detection and lowest false detection rates for pedestrians. Besides, due to visual saliency-based candidate detection, the processing area for candidate verification is smallest for the proposed method, while the running time was only longer than Fang's and shorter than the other three methods.
V. CONCLUSIONS
Traditional pedestrian detection algorithms in FIR images lack accuracy and have long processing times. Focusing on these issues, this paper proposed a visual saliency-based pedestrian detection algorithm. Firstly, suspected pedestrians are detected using a fusion saliency-based method. Then, the sub-image of the suspected pedestrians is loaded to an HLID feature and cross kernel-based SVM classifier to obtain a final determination. Experiments performed on a real FIR road image dataset demonstrated that, compared with existing pedestrian detection algorithms, this algorithm demonstrates a much higher pedestrian detection rate with a comparably short processing time.
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