Structural System Reliability: Overview of Theories and Applications to Optimization by Song, Junho et al.
State-of-the-Art Review
Structural System Reliability: Overview of Theories and
Applications to Optimization
Junho Song, M.ASCE1; Won-Hee Kang2; Young-Joo Lee, A.M.ASCE3; and Junho Chun, A.M.ASCE4
Abstract: This paper provides an overview of theories and applications of structural system reliability (SSR). The paper defines SSR
problems and discusses the growing needs for SSR analysis and technical challenges. Detailed literature reviews are provided for three
subtopics: SSR methods for Boolean system events, SSR methods for sequential failures, and SSR-based design/topology optimization.
Discussions of each subtopic define the target problem using mathematical formulations and categorize existing SSR methods in terms
of the characteristics of the problems and approaches. The paper summarizes SSR methods that are considered critical in the history
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Introduction
In assessment of the reliability of a structure with regard to safety
and/or functionality, its limit state is often defined in terms of multi-
ple components which represent
• structural members, such as beams, columns, plates, and cables;
• failure-prone locations or subsystems, such as hot spots, build-
ing floors, and bridge decks;
• failure mechanisms, such as sway, beams, and combined mech-
anisms of ductile frames;
• generalized forces, such as bending moment, shear, and torsion;
• discretized time points in the time history of a structural re-
sponse; and
• combinations of the aforementioned components.
So-called component reliability analysis (Der Kiureghian 2005;
Melchers and Beck 2018) deals with the limit state of a single
component at a time. There are many well-established component
reliability analysis methods in the literature.
On the other hand, structural system reliability (SSR) is defined
as the probability that the structural system remains functional
and/or safe despite the occurrence of component failures (Der
Kiureghian 2006; Byun and Song 2017). Currently, the importance
of SSR analysis is ever-growing in structural engineering practice
because (1) structures are becoming more complex in terms of
topology, typology, behavior, interdependency between compo-
nents or subsystems, and so forth; (2) the size of structural systems
is increasing; (3) there are pressing needs to implement a proper
level of structural redundancy through system reliability analysis;
and (4) performance-based design and optimization require a
holistic system-level evaluation of the structural reliability.
In general, methods originally developed to assess component
reliability can be intrinsically limited for SSR assessment, which
requires handling multiple components. Moreover, SSR analysis
involves unique technical challenges, which are mainly caused
by (1) statistical dependence between component events caused
by common source effects, capacity correlations, and so forth;
(2) causal effects such as load redistribution after local failures;
(3) complexity of SSR problems in terms of size and system failure
definition; (4) additional computational costs; (5) integration with
decision-making schemes or optimization; and (6) lack of complete
information on the marginal and joint failure probabilities of com-
ponents. In recent decades, rapid technological developments have
facilitated SSR analysis for a wide class of applications. However,
many researchers and practitioners apparently find it difficult to
understand unique challenges in SSR assessment and identify the
best choice of the SSR method for a given problem setting. There-
fore, this paper provides an overview of SSR methods to promote
applications of SSR methods and identify future research needs and
opportunities.
Based on the research experiences of the authors in this field, this
paper provides an overview of (1) SSRmethods for Boolean system
events; (2) SSRmethods for sequential failures; and (3) applications
of SSR to design/topology optimization. The first part serves as an
introduction to the definition of general SSR problems and summa-
rizes recent technical developments in time-invariant and time-
variant SSR analysis described by Boolean expressions. The second
part first defines sequential failure problems in structural reliability
context and explains the technical challenges, and then introduces
various approaches—numerical, response-surface-based, and failure
path approaches—with a focus on recent developments. The third
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part discusses how SSR is being integrated with the decision-making
process such as reliability-based design and topology optimization.
Six different approaches are introduced, with a focus on how SSR is
implemented in the optimization procedures. Because of the length
limit, this review paper focuses on system reliability analysis meth-
ods developed for structural systems. However, there is vast litera-
ture on general system reliability methods (Verma et al. 2010;Mettas
and Savva 2001) and nonprobabilistic or hybrid methods (Adduri
and Penmetsa 2009; Cheng et al. 2019; Kang and Luo 2009) that
could be applied to structural systems.
This review paper first defines the general problem setting, and
then provides a critical review of important SSR methods in the
literature, which are categorized in terms of their approach to
the given type of problem. Common criteria are used for the
evaluation and comparison of the methods reviewed in each part
to allow identifying the best candidates for given SSR problems.
The review generally focuses on recently developed technologies
but includes classic methods as well to explain the history of the
technological developments in SSR. This approach naturally fo-
cused the review in this paper on methods originally developed
for SSR, but other general-purpose reliability methods developed
could perform well in SSR analysis and its applications to optimi-
zation. The paper concludes with a summary and a list of important
remaining challenges and opportunities which the research commu-
nity needs to address.
SSR Methods for Boolean System Events
A critical civil infrastructure is a system the performance of which
can be described as a logical (Boolean) function of components
with binary or multiple states based on associated performance cri-
teria (Der Kiureghian 2006). Significant efforts have been made to
tackle the difficulties in the estimation of the reliability of complex
structural systems caused by a large number of components or fail-
ure modes and a high parametric dimensionality while considering
the statistical dependence between components. This section com-
prehensively reviews SSR methods for Boolean system events by
expanding upon reviews in the literature (Melchers and Beck 2018;
Der Kiureghian 2006; Byun and Song 2017; Thoft-Christensen and
Murotsu 2012).
Mathematical Formulation of System Reliability
Problem
This section provides the mathematical formulations of system
events using Boolean functions. A system is an assembly of com-
ponents that can have multiple states and can be described as a
series, parallel, or general (combinations of series and parallel) sys-
tem (Der Kiureghian 2005, 2006). For example, consider a system
event Esystem consisting of n components, each of which has two
states. The occurrences of the binary states of the ith component are
denoted Ei and Ei. Each component event is generally represented
by a limit state function gðXÞ the inputs of which are random var-
iables X describing uncertain resistance and load effects (Melchers
and Beck 2018). In general, the failure event Ei is represented by
the negative sign of the corresponding limit state function giðXÞ,
and thus the component failure probability can be formulated as




where P½· = probability of event; fXðxÞ = joint probability density
function (PDF) ofX; and ΩðxjEiÞ = x-domain describing event Ei,
i.e., ΩðxjEiÞ ¼ fxjgiðxÞ ≤ 0g.
SSR problems for Boolean events aim to compute the probabil-
ity of the system event
Esystem ¼ LðE1; Ē1; : : : ;En; ĒnÞ ð2Þ
where Lð·Þ = logical function consisting of unions and/or intersec-
tions of component events. The simplest forms of the systems in-










A more complex form of the systems can be obtained by
mixing series and parallel systems, i.e., cut-sets and link-sets
(Der Kiureghian 2005; Thoft-Christensen and Murotsu 2012)













where Ecut and Ēlink = failure of the cut-set system and survival of
the link-set system, respectively; ck = index set of components in
the kth cut-set the joint failure of which constitutes system failure;
and lk = index set of components in the kth link-set the joint sur-






The estimation of the probability of these systems is not
straightforward, especially when there are many components or the
component events are statistically dependent. They often involve
calculations of bi- and higher-order joint failure probabilities,
which may require computationally demanding or infeasible multi-
dimensional integrals. Therefore, to overcome these challenges,
advanced system reliability methods have been developed over
conventional approaches (Fussell 1975) for applications to general
SSR problems.
Time-Invariant System Reliability Analysis Methods
Of various systems described by Boolean events, time-invariant
system reliability problems are discussed in this section. The def-
inition of a time-invariant system is that its random variables or
component states do not vary over time (Melchers and Beck 2018).
The discussion mainly focuses on addressing the statistical depend-
ence and the logical operations of multiple components in a system
with an affordable computational cost.
Methods for Parallel or Series Systems
This section reviews SSR methods that are applicable directly to
systems in Eq. (3) or Eq. (4).
Analytical (Non-Simulation-Based) Methods. Analytical (non-
simulation-based) methods include approximation methods and
bounding formulas that do not rely on Monte Carlo simulation
(MCS). They often have high computational efficiency in small
to midsize problems. Their implementation may involve complex
procedures compared with crude MCS and mostly rely on the
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availability of precalculated component reliabilities (Der Kiureghian
2005).
Kounias (1968) developed mathematical formulas to estimate
the probability bounds of a series system. Hunter (1976) extended
the formulation by deriving a linear upper-bound estimation for-
mula for a series system event. In contrast to previous upper-bound
formulas developed by Boole (1911) and Bonferroni (1936), which
used marginal probability information only, these bounding formu-
las use bicomponent probability information as well to achieve
narrower bounds. Ditlevsen (1979b) derived theoretical formulas
to compute lower and upper bounds using marginal and bicompo-





















where Pi = marginal probability of component event Ei, where
i ¼ 1; : : : ; n; and Pij ¼ PðEj ∩ EjÞ = bicomponent probability,
where i; j ¼ 1; : : : ; n. Zhang (1993) derived higher-order reliabil-
ity bounds for a series system which can incorporate third-order
and even higher-order joint failure probability information to obtain
narrower bounds.
Hohenbichler and Rackwitz (1982) proposed the first-order
multinormal (FOMN) method for a parallel system probability cal-
culation. This method is based on the first-order approximation
concept, in which a correlated standard normal space is trans-
formed to the uncorrelated standard normal space. In this method,
the multidimensional integral is decomposed successively into the
product of marginal and conditional probabilities until its dimen-
sion becomes one in which the conditional probabilities are approx-
imately linearized. Tang and Melchers (1986) further developed
this method to the improved FOMN (I-FOMN), which evaluates
the conditional probability using an asymptotic polygonal approxi-
mation. They also developed the generalized FOMN (G-FOMN),
which evaluates the exact conditional probabilities to improve the
accuracy of FOMN by slightly compromising computation effi-
ciency. Pandey (1998) developed a fast approximation method
called product of conditional marginals (PCM) for a multinormal
integral, in which the multinormal integral is approximated by the
products of one-dimensional normal integrals. The dimension of a
multinormal integral is reduced by successively decomposing it
into an (N − 1)-dimensional conditional probability multiplied
by a one-dimensional probability. The conditional limit state func-
tion is linearized in each step through recursive calculations of two
variables, i.e., a conditional fractile and a conditional correlation
coefficient. The accumulation of the errors is small considering
the computational simplicity of the method. To reduce the error
accumulation of PCM in handling a highly reliable series system,
Yuan and Pandey (2006) developed the improved PCM (I-PCM),
which reformulates the bivariate normal probability term in the
original PCM using an equivalent complementary bivariate series
system probability term.
Table 1 compares the reviewed analytical (non-simulation-
based) approaches in terms of their accuracy, computational effi-
ciency, and efforts required for implementation.
MCS-Based Methods. The implementation of MCS-based meth-
ods is relatively straightforward because the state of the target sys-
tem event can be identified deterministically for each random
sample. Logical operations such as union and intersection can
be implemented simply by using min and max functions. Their
computational cost often increases when the system failure is a rare
event or when the desired precision level of the evaluated proba-
bility is high. To overcome these challenges in brute force MCS,
advanced techniques have been developed for efficient evaluation
of system reliability.
Ambartzumian et al. (1998) developed sequential conditioned
importance sampling (IS). This method, which is based on the
first-order concept (Hohenbichler and Rackwitz 1982), sequen-
tially generates random samples based on the previous sample until
a failed component is observed. Mori and Kato (2003) developed a
method for series systems by proposing an optimal importance
sampling function expressed as a weighted linear combination of
linearized failure modes. The random sampling was carried out
over a truncated normal PDF. Genz (1992) developed an efficient
method based on three-step transformations from the multinormal
integral to an integral over a unit hypercube to make the integrand
simpler. The method enables a priority ordering of integration
variables and makes the numerical integration more efficient.
Table 1. Comparison of analytical approaches for parallel or series system reliability estimation
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joint probability terms.
Computation time quickly increases
as more joint terms are included and
the system size increases. Efficiency












Results agree well with
those by Monte Carlo
simulation (MCS), but
error is accumulated as
more components are
included in the calculation.
More efficient than MCS for systems
with up to 50 components.
Computational time exponentially





Based on the assumption
that the random variables
are jointly normal.
PCM and IPCM (Pandey






examples with up to 50
components.
More efficient than FOMN-based
methods. As an indication, for a
50-dimensional problem, with the
same computer power, IPCM spent
0.8 s, PCM 0.05 s, and GFOMN 4.5 s,
approximately. Computational time
increases as the number of
components increases.





Based on the assumption
that the random variables
are jointly normal.
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For numerical integration, three algorithms, the Schervish algo-
rithm (Schervish 1984), MCS, and a subregion adaptive algorithm,
were tested. The performance of the method was expedited further
by adapting a randomized quasi-random rule with an optimized
quasi-random integration point set, as demonstrated in software
(Genz 2018). An importance sampling based technique for high-
dimensional multinormal integral was developed by proposing
an IS density containing all the components (Patelli et al. 2011).
The methods reviewed in this subsection were developed mainly
for multinormal probability calculations.
Table 2 compares the reviewed MCS-based approaches in terms
of their accuracy, computational speed, and implementation details,
and provides some remarks.
Methods for General Systems
This section reviews SSR methods directly applicable to general
systems in Eq. (5), including series and parallel systems in Eqs. (3)
and (4).
Analytical (Non-Simulation-Based) Methods. Hohenbichler and
Rackwitz (1982) developed a bounding formula using the first-
order concept. The multinormal integral in each cut-set and joint
probabilities of cut-sets are approximated, and the union operation
in the cut-sets is performed by applying the bounding formulas pro-
posed by Hunter (1976) and Ditlevsen (1979b). Gollwitzer and
Rackwitz (1983) developed an equivalent hyperplane concept, in
which the reliability of a subsystem is represented by an equivalent
hyperplane with a generalized reliability index (Ditlevsen 1979a).
The correlations between subsystems are represented by their
approximated directional cosine vectors. Murotsu et al. (1982) pro-
posed an upper bound of the system reliability of a redundant frame
structure. The approach automatically generates the failure modes,
and dominant failure modes are identified systematically using the
branch-and-bounds method.
Song and Der Kiureghian (2003) developed a method to obtain
bounds on system reliability by linear programming (LP), often re-
ferred to as the LP bounds method, which can be applied not only to
series, parallel, cut-set, and link-set systems, but also to any general
systems. The narrowest bounds are obtained by solving the linear
optimization problem
minimize ðmaximizeÞ cTp
subject to a1p ¼ b1 and a2p ≥ b2 ð8Þ
where p = set of probabilities of mutually exclusive and collectively
exhaustive (MECE) events of the sample space, with which the
probability of the target system event, PðEsysÞ, and the available
information on the marginal and joint failure probabilities can be
described as linear functions. In Eq. (8), the linear objective func-
tion cTp describes the system failure probability PðEsysÞ. The
equality- and inequality-type information of the marginal and joint
failure probabilities are described by use of the matrices a1 and a2
and vectors b1 and b2. Unlike theoretical bounding formulas, the
LP bounds method can incorporate even an incomplete set of com-
ponent probabilities and inequality constraints. A shortcoming is
that the size of the LP problem grows exponentially with the num-
ber of components, which may result in a computer memory issue.
To overcome this, a divide-and-conquer multiscale approach was
proposed. The approach defines subsystems as supercomponents
(Der Kiureghian and Song 2008) and obtains bounds of their
marginal and joint probabilities using the LP bounds method. Next,
these are used as the constraints for the LP problem defined for the
target system event. Byun and Song (2020) proposed an LP bounds
Table 2. Comparison of MCS-based approaches for parallel or series system reliability estimation







examples for the reliability index
ranges 1–10 and up to 20
components while considering
various correlation degrees.
Mostly fewer than 1,000 samples
are required.
Computational time is not
significantly affected by the
level of the probability and
modestly increases with the
number of components and the















Method was tested through
numerical examples for reliability
indices of 1–5 and various
correlation degrees. Up to 50
components were considered.
The method showed better
accuracy than G-FOMN and
PCM.
Method is faster than MCS
and twice faster than G-FOMN
but slower than PCM,
especially for problems with
many components. For
50-dimensional problem, the
proposed method was 3 times
slower than PCM, 2 times faster
than G-FOMN, and 50 times
faster than crude MCS with 105
samples.
Rotations of the coordinates of
the samples are required for
linearized limit states that are






Method was tested through
numerical examples for up to 20
component problems, but the
accuracy is well kept even for
higher dimension problems.
Method is more accurate than
other analytical methods.
Method is slower than other
analytical methods, but the
speed has been significantly




integrals and the Cholesky









(Patelli et al. 2011)
Tested through numerical
examples with up to 10
components with 50 random
variables, and was more accurate
than standard IS and PCM.
Efficiency is better than that of
standard importance sampling
because all unit vectors become
orthogonal to each other.
Implementation requires the
singular value decomposition,
and sampling of each component




nonlinear limit states to
handle non-Gaussian
parameters.
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method with delayed column generation, which can alleviate sig-
nificantly the memory requirement by an iteration of smaller binary
integer programming.
Approximation methods have been developed for a point esti-
mation of system reliability. Kang et al. (2008) and Song and
Kang (2009) developed the matrix-based system reliability (MSR)
method to estimate the reliability of general systems and its param-
eter sensitivities. In this method, system reliability is calculated by
cTp [Eq. (8)], i.e., the product of the two vectors, the event vector
c and the probability vector p. The event vector can describe any
general events by using the proposed vector operations, whereas
the probability vector is expanded sequentially to represent all
MECE events in the system space. The statistical dependence
between components is handled by identifying a common source
random variable (CSRV) to utilize conditional independency of the
component events given an outcome of CSRV. For the case in
which CSRVs are not identifiable directly in a given problem, the
Dunnett and Sobel (1955) model was generalized and fitted with
the given correlation matrix (Song and Kang 2009). The MSR
method was developed further by Kang et al. (2012) for efficient
evaluation of the integrals in the CSRV space using the first- or
second-order reliability methods (FORM and SORM), and for
the sensitivity of the system failure probability with respect to the
parameters that affect the correlation coefficients between the com-
ponents. Byun et al. (2017) extended the matrix formulation of the
MSR method to solve k-out-of-N system problems in their efforts
to evaluate the reliability growth of a complex system. The matrix-
based formulation of the events and their corresponding probabil-
ities in the LP bounds (Song and Der Kiureghian 2003) and MSR
(Kang et al. 2008; Song and Kang 2009) methods led to the devel-
opment of a matrix-based Bayesian network (MBN) (Byun et al.
2019), which utilizes an alternative matrix-based data structure of
the probability mass functions for efficient memory storage and
flexible inference.
Kang and Song (2010) developed the sequential compounding
method (SCM) to approximate rapidly the reliability of general
systems. This method compounds two components coupled by a
logical function, i.e., union or intersection, successively until the
whole system becomes a single supercomponent. Efficient approxi-
mation procedures were proposed to estimate the reliability index
of the supercomponent and its correlation coefficient with the re-
maining components. Chun et al. (2015) proposed a method to cal-
culate the system reliability sensitivity with respect to design/input
parameters using SCM. The SCM was applied to first-passage
probability–based design and topology optimization of structures
(Chun et al. 2019b), in which the parameter sensitivities of general
system reliability are required. Roscoe et al. (2015) developed
the equivalent planes methods, which iteratively express a two-
component system as an equivalent plane. This method differs from
SCM in that it uses the information of the autocorrelation of all the
underlying random variables instead of the correlation between the
components.
Table 3 compares the analytical methods for general system
reliability estimation reviewed in this section in terms of their
accuracy, efficiency, and implementation, and provides other
remarks.
MCS-Based Methods. Kurtz and Song (2013) proposed the Kull-
back–Leibler cross entropy–based adaptive importance sampling
using Gaussian mixture (CE-AIS-GM) by further developing the
cross entropy–based adaptive importance sampling method (CE-
AIS) (Rubinstein and Kroese 2013). The method effectively finds
a near-optimal importance sampling density with a few rounds of
sampling. This is achieved by minimizing the difference between
the best importance sampling density and the Gaussian mixture
model, which is measured by the cross entropy. Wang and Song
(2016) further developed CE-AIS-GM for component and system
reliability problems in high-dimensional space using von Mises–
Fisher mixture (CE-AIS-vMFM). Jiang et al. (2017) adopted the
subset simulation developed by Au and Beck (2001) for the purpose
of SSR analysis by using a system limit state function, in which the
logical functions are treated deterministically using min and max
functions.
Bourinet et al. (2011) proposed the 2SMART algorithm, which
combines the subset simulation and the support vector machines
(SVMs) with an active learning process, in which an SVM classi-
fier is built successively for each of the intermediate limit states.
Fauriat and Gayton (2014) developed an SSR analysis method
based on active learning and kriging–based Monte Carlo simulation
(AK-MCS) (Echard et al. 2011). AK-MCS generates brute-force
MC samples and evaluates the limit state function for a small subset
to train a kriging model, which is used to choose the next MC
samples in which the limit state function is calculated. This active
learning process relies on a merit function that quantifies the
expected merit of choosing each of the MC samples as the next
simulation point. AK-SYSi is an improved version of AK-SYS spe-
cifically for the composite criterion approach by proposing a re-
fined learning function to avoid false identification of min=max
failure modes (Yun et al. 2019). Hu et al. (2017) proposed the
efficient kriging surrogate modeling approach (EKSA) for SSR
analysis by using a composite surrogate built upon individual
component and singular value decomposition (SVD) to efficiently
represent the high-dimensional correlated vectors (Palmer et al.
2012). For further development of this method, inclusion of episte-
mic uncertainty and extension to time-varying reliability analysis
could be considered. The adaptive kriging-oriented importance
sampling (AKOIS) method was proposed for multiple most prob-
able failure points problems. The method used a double-loop
algorithm to identify importance sampling centers and subregion
centering for samples (Zhang et al. 2020). Many MCS-based
methods potentially have general applicability to system reliability
analysis. However, because they were mainly developed for a
single limit state, further challenges and issues could arise in their
application to system reliability analysis, such as selection of seeds
and samples, and surrogating multiple limit states. Therefore, this
review focused onMCSmethods and algorithms developed specifi-
cally for system reliability analysis.
Table 4 compares the simulation-based methods for general
systems in terms of their accuracy, efficiency, and implementation.
Time-Variant System Reliability Analysis Methods
This section reviews time-variant system reliability analysis meth-
ods, in which the system has time-varying random variables or
component states. The review focused on methods developed spe-
cifically for time-variant reliability analysis of systems. Mahadevan
and Xiao (1995) proposed a failure path approach for time-variant
reliability estimation for brittle structures in which significant fail-
ure sequences were identified using the branch-and-bound method.
The Markov chain assumption is used to model the cumulative
damage due to time-varying loads with the Poisson process, and
the overlapping load effect is considered. Enright and Frangopol
(1998) proposed a Monte Carlo–based method for system reliabil-
ity estimation for a deteriorating structure with deteriorating resis-
tance and two independent time-variant (live) and invariant (dead)
loads modeled based on Mori and Ellingwood (1993a, b). The
system events are represented by event trees, and the system
reliabilities are calculated using an adaptive importance sampling
technique (Enright 2000). Enright and Frangopol (1999) applied
© ASCE 03121001-5 ASCE-ASME J. Risk Uncertainty Eng. Syst., Part A: Civ. Eng.



















































































this approach to an RC bridge suffering corrosion while consider-
ing the effect of resistance degradation.
Der Kiureghian et al. (2007) derived closed-form expressions
for the mean rates of failure, the mean duration of repair, and the
lower-bound time-variant system reliability of a minimal cut-set
system with randomly and independently failing components. Song
and Der Kiureghian (2006) introduced a notion of the joint first-
passage reliability to promote the use of first-passage probabilities
in reliability analysis of a system the components of which are sub-
jected to common stochastic excitations. Approximation formulas
for calculating a joint first-passage probability for two and three
correlated stationary and zero-mean Gaussian vector processes
were proposed by expanding the Poisson (Rice 1944, 1945) and
Vanmarcke (1975) approximations available for marginal first-
passage probabilities. These were applied to compute the bounds
of the failure probability of an electrical substation network sub-
jected to earthquake excitations through integration with the LP
bounds method (Song and Der Kiureghian 2003). Gupta et al.
(2006) developed a method for series systems with statistically
correlated log-normal vector responses. The main assumption was
that for high crossing thresholds, the number of level crossings of a
non-Gaussian process could be modeled as a Poisson point process;
however, this was a source of error and inaccuracy.
Son and Savage (2007) proposed a reliability estimation ap-
proach for multiple time-variant responses due to component
degradation for discrete time points. Series systems are considered,
the system reliability is calculated using the second-order bounds,
and FORM is used for the joint probability calculations. Sonal et al.
(2018) proposed a variance reduction scheme using the subset
simulation and the Markov chain splitting (Kanjilal and Manohar
2015), in which the interim levels in the subset simulation are fixed
and not subjected to the sampling fluctuations, and the simulations
in each level can be performed independently. The method achieves
a similar level of coefficient of variation (COV) as other subset
sampling–based studies (Au and Beck 2001; Pradlwarter et al.
2007). Yu et al. (2018) proposed an approach to calculate the
time-variant reliability for multiple failure modes and temporal
parameters based on the extreme value moment method and the
improved maximum entropy method. The maximum entropy
method estimates a PDF based on high-order extreme moments
Table 3. Comparison of analytical approaches for reliability estimation of general systems






Murotsu et al. 1982)
Bound width becomes narrower
by adding more probability
terms. Bounds become wider as
the number of components in
the system increases.
Rapid computation for a small
system. Computation time
quickly increases as more joint




calculations but need to
deal with many terms for
high-dimensional
problems.
Methods rely on cut-set
formulations or the
branch-and-bound method.
LP bounds method (Song
and Der Kiureghian
2003; Der Kiureghian
and Song 2008; Byun
and Song 2020)
Method provides the narrowest







exponentially with the number of
components, which may result in
issues related to computational





needs to be implemented.
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MSR (Kang et al. 2008;
Song and Kang 2009;
Kang et al. 2012; Byun
et al. 2017)
Error mainly arises from the
generalized DS model fitting of
the correlation matrix. Method
was demonstrated through a
variety of examples including a
bridge network, a bridge
system, and redundant truss
problems.
Vector size issue in the LP bounds
methods in inherited. Multifold
integration over CSRVs increases
the computation time. However,
the formulated event and
probability vectors can be




over the space of CSRVs
is needed.
Method provides






the LP bounds method.
SCM (Kang and Song
2010; Chun et al. 2015)
Error accumulation is very
small compared to other
methods such as PCM, IPCM,
and MSR. Method was
demonstrated through general
system problems with up to
1,000 limit states and various
correlation structures.
Computation time increases as
the number of components
increases, but still is highly
efficient especially for parallel or
series systems. It was tested in
general systems with as many as
1,000 components. As an
indication, a 50-dimensional
problem required 11.90 s using
MATLAB version R2008a on a
personal computer with an AMD
dual-core 2.0-GHz processor.
Proposed compounding
procedures need to be
applied sequentially.
Method provides





method (Roscoe et al.
2015)
Error accumulation is small for
up to 650 components. Error
incurs when combining
components. Accuracy is
affected by the number of
random variables and the
correlation level.
For a general system with 250
components with the reliability
index of 5, the computation times
of directional MCS and the




Method is different from
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and the extreme value moments by using the sparse grid technique
to overcome the curse of dimensionality and the extreme value
theory. Lu et al. (2018) proposed an event tree and β-unzipping
(Thoft-Christensen and Murotsu 2012) based method. This ap-
proach expedites the reliability analysis process by using the
adaptive support vector regression to construct response surface
functions. Du et al. (2019) proposed a parallel subset simulation–
based method, which can be applied to problems with multiple
limit states. The concept of a principal variable that is correlated
with all limit states was proposed to generate samples in the analy-
sis for multiple Gaussian and non-Gaussian stochastic processes.
The principal variable is determined using the principal component
analysis based on the Pearson correlation coefficient.
Table 5 compares the time-variant system reliability methods in
terms of their assumptions about the component level processes and
the time-invariant methods adopted by the methods.
SSR Methods for Sequential Failures
Introduction
Various types of structural systems are subject to the risk of sequen-
tial failures (Byers et al. 1997; Karamchandani et al. 1992). These
structural systems should have a sufficient level of structural redun-
dancy so that the failures of structural components (hereinafter re-
ferred to as members) do not progress toward system-level failure
such as collapse, which can cause serious structural damage and
socioeconomic losses. To prevent such disastrous events, structural
systems should be designed and maintained based on accurate SSR
analysis with the risk of sequential failure properly considered.
A challenge in such SSR analysis is that the definition of
system-level failure is not determined a priori, but rather is iden-
tified through repeated structural analyses following an event tree
of potential failure sequences (Lee and Song 2011). This means
that, for a complex structural system, one might need to explore a
large number of member failure sequences in order to obtain an
accurate estimate of system reliability. Furthermore, calculating
the probability of each failure sequence requires component and
system reliability analyses in conjunction with sophisticated struc-
tural analysis, because the effects of various sources of uncertainty
and load redistributions during sequential failures need to be
considered (Lee and Song 2012). Thus, SSR analysis taking into
consideration sequential failure often involves overwhelming com-
putational cost and time.
For example, when two random variables are used to describe a
structural reliability problem in Eq. (1), the failure probability can
Table 4. Comparison of MCS-based approaches for general system reliability estimation
Methods Accuracy Efficiency Implementation
CE-AIS–based methods
(Kurtz and Song 2013;
Rubinstein and Kroese
2013; Wang and Song
2016)
CE-AIS-GM performs better than
CE-AIS-SG in series systems. Accuracy is
not sensitive to probability level, random
variable dimension (up to 50), or limit
state nonlinearity.
For problems in which MCS requires
about 105–109 samples, CE-AIS-GM and
CE-AIS-SG reduce the required number
of samples to about 104–105. Required
number of samples is not affected by the
level of probability.
Optimization process is required
to obtain near-optimal density in
importance sampling.
Subset simulation–based
SSR method (Jiang et al.
2017; Au and Beck
2001)
Accuracy was demonstrated through
problems with on the order of 10−6
probabilities, and the accuracy was
agreeable to MCS. It was demonstrated
through system problems with on the
order of 10−6 probabilities. Method
showed better accuracy than the
equivalent component concept–based
method.
For probabilities lower than 10−4, the
method is much faster than MCS. As an
indication, for a problem with a
probability of 10−6, the proposed method
was 500 times faster than crude MCS.
However, for probabilities greater than
10−4, MCS and subset simulation had
similar speed.
Implementation of subset
simulation is required, in which
min and max functions are used
to describe the system definition.
AK-SYS (Fauriat and
Gayton 2014)
Method was validated through parallel
and series systems. Method had less than
1% error, up to 10 limit states with 11
random variables. Method was more
accurate than the direct use of AK-MCS.
In a tested example, fewer than 50 samples
were needed, whereas MCS used 106
samples.
Active learning process needs to
be implemented with the learning
functions developed for system
limit states. Number of the initial
design of experiments needs to be
chosen based on experience.
AK-SYSi (Yun et al.
2019)
Tested for up to 10 failure modes with 11
random variables.
Had faster convergence than AK-SYS. As
an indication, almost half the total number
of function calls were required in the
examples.
Refined learning function is
implemented on top of AK-SYS.
Kriging surrogate
approach (Hu et al. 2017)
Accuracy of the method is similar to that
of AK-SYS and higher than AK-MCS.
Method was verified through an
8-limit state series system, a 9-limit state
parallel system, and a 5-limit state general
system with up to 11 random variables.
Method required slightly fewer samples
than AK-SYS and much fewer than
AK-MCS. As an indication, for a problem
with a probability of 10−3 for which the
proposed method and AK-SYS required
30–40 samples, MCS used 107 samples to
obtain similar results.
As the number of components
increases, more surrogate models
need to be constructed for
individual limit states.
AKOIS (Zhang et al.
2020)
Numerical examples and a steel frame
structure example consisting of several
limit states or multiple most probable
failure points were considered. As an
indication, in the structural example, the
accuracy was similar to that of AK-MCS
and comparable to that of MCS.
As an indication, in the structural
example, AKOIS required 5% of the
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be illustrated as in Fig. 1. The failure and survival (i.e., nonfailure)
domains are separated by gðx1; x2Þ ¼ 0, i.e., the limit state surface,
and the failure probability Pf is equal to the volume of the joint
PDF fX1X2ðx1; x2Þ over the failure domain gðx1; x2Þ ≤ 0. If the reli-
ability (or failure probability) of a structural member is of interest,
the failure domain often is constituted with a single region, and the
limit state function gðx1; x2Þ is smooth and not highly nonlinear.
On the other hand, when a structural system subject to sequen-
tial failures is of interest, the system failure domain in Eq. (6),
i.e., ΩðxjEsystemÞ, is often constituted of multiple regions (Fig. 2).
In Fig. 2, each region represents a sequential failure; for example,
Member B fails under the load condition caused by the preceding
failure of Member A, or Member C fails under the load condition
Table 5. Comparison of time-variant system reliability analysis approaches
Methods
Assumption for component level
time-variant process
Time-invariant system reliability
analysis method adopted Other remarks
Markov chain–based model (Mahadevan
and Xiao 1995)
Poisson process with a Markov chain
model is assumed.
Branch-and-bound method. —
MCS-based time-invariant SSR approach
(Enright and Frangopol 1998)
Poisson process for load and a
degradation model for resistance.
Event tree and an adaptive
importance sampling.
—
Bound formulas for systems with
randomly failing, repairable components
(Der Kiureghian et al. 2007)
Homogeneous Poisson process and
exponentially distributed repair
durations are assumed.





Joint first-passage reliability method
(Song and Der Kiureghian 2006)
Stationary zero-mean Gaussian vector
process is assumed. Poisson and
Vanmarcke approximations were
developed to consider dependency.
LP bounds method (Song and
Der Kiureghian 2003).
Method was verified against
MCS results.
Method for series systems with a
log-normal vector response (Gupta
et al. 2006)
Number of level crossings of a non-
Gaussian process is modeled as a
Poisson point process.
Analytical formulations. Proposed multivariate
extreme value distributions
have limitations and
inaccuracies due to the
Poisson point process
assumption.
FORM and set theory–based method
(Son and Savage 2007)
Discrete time intervals are assumed. Second-order bounds and FORM
concept for joint probability
calculations.
—
Variation reduction scheme using subset
simulation (Sonal et al. 2018)
Excitation is assumed to follow a zero
mean non-stationary Gaussian
process.
Subset simulation and Markov
chain splitting.
Method is faster than crude
MCS for small probability
estimations of less than 10−5.
Extreme value moment and entropy
method (Yu et al. 2018)
Extreme value distribution is assumed
based on discrete time points.
Extreme value moment and
entropy method.
—
Event tree and β-unzipping–based method
(Lu et al. 2018)
Discrete time interval was assumed,
and the resistance degradation model
was used.
β-unzipping method and support
vector machine.
—
Parallel subset simulation–based method
(Du et al. 2019)
Gaussian and non-Gaussian processes
are transformed into discrete time
points and independent static limit
states.
Parallel subset simulation. —









Fig. 2. Example of survival and failure domains in SSR considering
sequential failure.
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caused by the preceding failures of Members A and B (Kim et al.
2013). The limit state surfaces separating the failure and survival
domains may be highly nonlinear, which makes the problem more
challenging. Another important challenge is that, after a member
fails, the limit state functions of the remaining members should
be redefined because of the effect of the failure, such as the load
redistribution. As a result, the required number of limit state func-
tions and component reliability analyses increases exponentially,
which may lead to a computationally intractable SSR problem.
This section comprehensively reviews SSR methods that have
been developed to address these technical challenges regarding
sequential failures of structural systems. The challenges caused
by sequential failures are described, and a few existing SSR




Several studies addressed challenges of SSR problems involving
sequential failures by deriving analytical formulations. For exam-
ple, Stahl and Geyer (1984) derived mathematical formulations
to estimate the probability of fatigue-induced sequential failures
for the Daniels (1945) system problem in which the reliability of
a bunch of wires is investigated while considering the load-
redistribution effects. The fatigue life was derived to follow a log-
normal distribution. The correlations between structural members
also were derived analytically. These analytical formulations made
it possible to calculate the probability of a sequential failure event,
and the failure probability of the Daniels system then was esti-
mated. Although this method can provide an exact solution for the
system reliability of a structural system with consideration of se-
quential failures, its application is limited to fatigue problems in
parallel systems in which the random variables are assumed to
follow lognormal distributions.
Some researchers modeled the problem using LP. For example,
Ditlevsen and Bjerager (1984) expressed the failure of structural
members as linear functions and calculated the system failure prob-
ability by solving the corresponding LP problem. The proposed
method was applied to frame structures to obtain the lower and
upper bounds of the system reliability. Bjerager (1989) also intro-
duced the use of LP into modeling such SSR problems, and esti-
mated the system-level reliability of truss structures. However, the
application of these LP-based methods is limited to cases in which
the failures of structural members are described by linear limit state
functions, and the associated random variables are assumed to be
normally distributed.
MCS-Based Methods
MCS (Rubinstein and Kroese 2016; Shinozuka 1983), which
involves repeating computational simulations for many scenarios
based on randomly generated values of uncertain parameters (so-
called samples), is advantageous in dealing with sequential failures
because of its straightforward applications to general reliability
problems. Some researchers have combined MCS-based methods
with failure path algorithms to consider the order of failure events
of structural members leading to system collapse. This failure
sequence description helps to provide more accurate estimates of
system reliability. This section introduces such efforts, with a focus
on MCS. More details on failure path algorithms are provided in the
section “Failure Path Approaches.”
Yang and Younis (2005) estimated the failure probability of a
power plant system considering the load redistribution that may oc-
cur during sequential failures. They calculated the probabilities of
component events constituting a failure path using FORM and
SORM (Der Kiureghian 2005), and estimated the system failure
probabilities using MCS. Similarly, Dey and Mahadevan (1998),
Enright and Frangopol (1999), andMahadevan and Raghothamachar
(2000) employed adaptive importance sampling and a failure path
approach to calculate the system failure probabilities of a truss,
frame, and concrete bridge, respectively. Mahadevan and Xiao
(1995) used the failure path algorithm with the Markov-chain Monte
Carlo (MCMC) method to estimate the system reliability of a truss.
Fig. 3 illustrates the concepts of standard MCS, advanced MCS,
and advanced MCS with the failure path algorithm. As mentioned
previously, a standard MCS [Fig. 3(a)] may require a large number
of samples and involve a huge computational cost because most
of the randomly-generated samples are likely to fall within the
survival domain, whereas a small number of samples are likely
to fall within the failure domain. To resolve this issue and increase
the efficiency of SSR analysis, various advanced approaches to
MCS have been introduced and combined with failure path algo-
rithms so that more samples can fall within the failure domain
[Figs. 3(b and c)]. These advanced MCS-based methods have been
applied successfully to various structural systems, such as trusses,
frames, and bridges. However, application of such methods to more
complex structural systems still involves considerable computa-
tional cost, so the computational efficiency of advanced MCS-
based methods needs to be improved further.
Response Surface–Based Approaches
As mentioned in the section “Introduction,” a critical challenge in
SSR analysis dealing with sequential failure is the high nonlinearity
of the limit state surface representing the system failure event. To
alleviate the issues caused by the nonlinearity, response surface–
based methods have been employed. The response surface ap-
proach is a collection of statistical analysis methods that examine
the relationship between experimental response and the values of
input variables (Box et al. 1978; Draper and Smith 1998). Since its
first development by research scientists in biology and agriculture,
it has been applied to creating and analyzing statistical models
of performance functions in structural reliability the direct inves-
tigation of which had been considered too difficult.
For example, Zhao and Ono (1998) estimated the system reli-
ability of frame structures using the response surface method. They
first approximated the system-level performance function of the
target frame structure as a function of applied loads. After the re-
sponse surface function was constructed, FORM (Der Kiureghian
2005) was applied to calculate the component and system failure
probability. Similarly, Ghosn et al. (2010) used the response surface
method to estimate the system reliability of highway bridges
consisting of superstructures and substructures. Furthermore, based
on the system reliability estimates, they proposed a probabilistic
framework to quantify the structural redundancy and robustness
of the bridges. Liu and Moses (1994) employed the response sur-
face method to simplify the limit state functions for a three-bar truss
and multiweb wing of an aircraft. For the simplified limit state
functions, they used importance sampling to estimate the system
reliability.
Fig. 4 illustrates the concept of the response surface method.
Whereas the original limit state function representing the system
reliability may be highly complex and nonlinear when considering
sequential failures, the limit state function obtained using the re-
sponse surface method can be relatively simple and not highly non-
linear. After the limit state function is simplified, the problem can
be solved by conventional structural reliability methods such as
FORM, SORM, or MCS (Der Kiureghian 2005). Several studies
© ASCE 03121001-9 ASCE-ASME J. Risk Uncertainty Eng. Syst., Part A: Civ. Eng.



















































































have shown that the response surface–based methods can provide
good approximations of system reliability estimates (Ghosn et al.
2010; Liu and Moses 1994; Zhao and Ono 1998). However, the
response surface–based methods may cause errors in reliability
outcomes, mainly because of the simplification of the limit state
function.
Failure Path Approaches
Another notable approach to deal with sequential failures in SSR
analysis is a failure path algorithm, in which the system failure is
described by sequences of member failures (Gharaibeh et al. 2002;
Hendawi and Frangopol 1994). Fig. 5 illustrates the concept of the
failure path approach. As mentioned previously, the failure domain
of a structural system subject to the risk of sequential failures often
is highly complex because there can be a large number of failure
sequences. The failure path algorithm can divide the complex fail-
ure domain into several subdomains that are relatively simple. The
methods developed earlier in this category did not consider the or-
der of member failures in a failure path (i.e., the failure sequence).
However, consideration of the order of member failures was found
to produce more accurate results. Such methods can be categorized
into three subgroups: (1) deterministic search; (2) probabilistic lo-













































Fig. 3. Comparison of MCS-based approaches for SSR problems
with sequential failures: (a) standard MCS; (b) advanced MCS; and















Fig. 5. Failure domains divided by a failure path algorithm.
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Failure path approaches are initiated by a deterministic search
approach, which performs a deterministic structural analysis using
the mean values of the random variables to identify a sequence of
failures leading to structural collapse. The most representative
method of deterministic search is the incremental load method
(Moses 1977, 1982). This method identifies a failure mode by
following a load path from initial component failure to system
collapse, which leads to a linear equation describing failure. The
method has been developed for use in identifying collapse mode
expressions for large structural systems consisting of both ductile
and brittle components. The method often utilizes existing struc-
tural analysis programs with incremental loadings and repeats
structural analyses following the sequences of component failures.
The array of different potential collapse modes is determined by a
systematic strategy of examining changes in component utilization
ratios following element failures. The analysis procedure is sum-
marized as follows:
1. analyze the intact structure for the given load;
2. identify the first structural element to fail;
3. reanalyze the structure with the failed component elimi-
nated; and
4. repeat Steps 2 and 3 until structural collapse occurs.
The deterministic approach is prone to missing critical failure
sequences because the sequences identified by this approach are
not necessarily the most probable ones. In addition, the determin-
istic search can identify only one failure path for a given load be-
cause the method relies on deterministic structural analysis. To
obtain additional sequences, the values of some variables need to
be modified, and the deterministic analysis must be repeated. For
example, one can strengthen structural members involved in the
identified sequence to search for additional failure sequences. For
this reason, deterministic search may not be appropriate for use in
probabilistic evaluation of the risk of sequential failures.
Probabilistic Local Search
This section deals with a probabilistic extension of the determin-
istic search in the section “Deterministic Search.” The first step is to
identify the member that is most likely to fail in an intact structure.
A new structural analysis model is constructed to reflect the
damage or failure of the identified member. Through component
reliability analysis using the model, the member that is most likely
to fail under the damage scenario is identified. This process is re-
peated until a system failure such as collapse is observed.
One of the most representative methods in this category is the
truncated enumeration method. For structural systems with nonlin-
ear member behavior, the truncated enumeration method can be
used to identify sequence-dependent failure modes (Melchers and
Tang 1984; Tang and Melchers 1987). The method is derived from
consideration of the exhaustive enumeration of the event tree
containing all combinations of structural member failures. This is
performed by imposing a truncation criterion to delete those modes
of failure which would make a negligible contribution to the prob-
ability of total system failure.
Another widely used method in this category is the β-unzipping
method (Hashemolhosseini 2013; Lu et al. 2018; Thoft-Christensen
and Murotsu 2012). This method first requires a component-level
reliability analysis of each structural element, and selection of the
minimum reliability index. Potential failure components with reli-
ability index values within a specified interval then are identified.
The initial system then branches into different subsystems, accord-
ing to a system updating criterion, by removing the component that
is identified to have failed. These procedures are repeated until
the structure collapses or fails to satisfy a specified performance
requirement. Finally, the reliability indexes of the identified com-
ponents are combined into a parallel-series system that is similar
to an event tree, whereby the system reliability can be eventually
evaluated.
However, the sequences identified by a local search approach
may not be the most critical sequences overall. For example, there
may be a member with the failure probability that is lower than that
of the most likely to fail member, but the conditional probability of
structural collapse given its failure can be fairly high. This impor-
tant sequence could be missed if a search scheme focuses on the
most likely to fail members at each step.
Probabilistic Global Search
One of the most widely used probabilistic approaches for global
search is the so-called branch-and-bound method (Guenard 1984;
Lee and Song 2011; Murotsu 1984), which was introduced to iden-
tify critical sequences with significant likelihood in an efficient
manner. Although many research efforts have developed risk analy-
sis methods based on the branch-and-bound approach, these meth-
ods still remain either time-consuming or prone to missing critical
failure sequences.
The branch-and-bound method is considered to be more accu-
rate than the search methods introduced in the sections “Determin-
istic Search” and “Probabilistic Local Search.” To identify system
failure sequences that globally are most likely to occur, the method
compares the probabilities of all the failure sequences that have
been investigated during the search process and assumes that the
most likely sequence of further damage occurs. When the system
failure of interest, such as structural collapse, is observed, the par-
ticular sequence is identified as a system failure sequence. Unless
heuristic rules are employed to truncate apparently insignificant se-
quences, the branch-and-bound method can identify system failure
sequences in the decreasing order of their probabilities. This makes
it possible to terminate the search process without ignoring signifi-
cant system failure sequences.
For example, Karamchandani et al. (1992) applied the branch-
and-bound search to offshore platforms to identify important se-
quences of member failures and calculate the system-level failure
probability in terms of a lower bound. In the analysis, the branch-
and-bound search introduces more reasonable rules for the deter-
mination of structural collapse than do heuristic rules, and reduces
the required number of failure sequences and the computational
cost.
Although this selective search approach based on the probabil-
ities of sequences helps to reduce the number of sequences to ex-
plore, one still might need to explore a large number of sequences
to obtain a reliable estimate of the risk of structural system failure
(Lee and Song 2011). This is due to the lack of reasonable criteria
that would help terminate the search without underestimating the
system failure risk. A structural system failure event often is
described as the union of the identified system failure sequences.
During a search process, one can obtain a lower bound of the sys-
tem failure probability by means of a system reliability analysis that
employs the identified failure sequences, which can be continu-
ously updated as new failure sequences are identified. Because
the upper bound usually is unknown, the trend of the lower-bound
updates alone cannot provide accurate termination criteria. This is
because the size of the updates of the lower bound caused by newly
identified system failure sequences does not decrease monotoni-
cally, due to the statistical dependence between identified failure
modes. This is the case even if the likelihood of identified sequen-
ces decreases monotonically. Therefore, a termination criterion
based solely on the apparent convergence of the lower bound
may underestimate the system risk. Furthermore, a new system
© ASCE 03121001-11 ASCE-ASME J. Risk Uncertainty Eng. Syst., Part A: Civ. Eng.



















































































reliability analysis needs to be conducted each time the lower
bound is updated.
To overcome these challenges, a branch-and-bound method em-
ploying system reliability bounds, termed the B3 method (Lee and
Song 2011, 2012), was developed. As in other existing approaches
based on the branch-and-bound method, the B3 method employs a
systematic search scheme in which branching and bounding are
repeated (Fig. 6). Unlike other existing approaches, however, the
B3 method identifies disjoint failure sequences in order to (1) obtain
both the lower and upper bounds of the system failure probability,
(2) achieve a monotonic decrease in the updates of the lower bound
as the search process proceeds, and (3) update both bounds of the
system failure probability without performing additional system
reliability analysis. The updated bounds provide reasonable criteria
for terminating the branch-and-bound search without missing
critical sequences or estimating the system-level risk inaccurately.
The B3 method was improved after its initial development and suc-
cessfully demonstrated by applications to truss and continuum
structures. However, applications of the B3 method have been lim-
ited to the problem of fatigue-induced sequential failure. Further
research is needed to extend its applications to general SSR prob-
lems with sequential failures.
Another notable probabilistic global search is a selective search
technique by Kim et al. (2013), which identifies sequential failure
modes using a genetic algorithm. By identifying the domains rep-
resenting sequential failures near the origin of the standard normal
space with a priority, the method facilitates identifying those with
dominant contributions to the system failure probability. The prob-
abilities of the identified modes are calculated by the MSR method
(Kang et al. 2008, 2012; Song and Kang 2009). This method was
applied to complex offshore structural systems (Coccon et al. 2017)
through combination with multiscale MSR analysis.
Table 6 compares the SSR methods reviewed in this section
in terms of their implementation, efficiency, and accuracy, and
provides other remarks. Direct comparison of these methods is
challenging, and may not be reasonable because the associated
problems differ in terms of the aspects of structural types, level
of structural complexity, failure modes and definitions, and stat-
istical modeling of random variables. More attention should be
paid to the ongoing and further improvement of these methods,
which is related closely to the development of SSR methods




Mathematical design optimization (Peressini et al. 1988; Haftka
and Gürdal 1992) aims to optimize design solutions with an objec-
tive function described in a mathematical form. The optimization
problem may include constraints with regard to the structural per-
formance or other criteria leading to feasible designs. The overarch-
ing goal of optimization is to identify a design solution that
provides the best performance in terms of the prescribed objective
function while satisfying given design constraints.
Deterministic optimization (DO) in engineering problems con-
siders design parameters such as material properties, loadings, and
geometry as deterministic quantities in analysis and optimization.
However, consideration of uncertainties in loads and material prop-
erties is an essential aspect of engineering optimization because
they can result in unexpected failures in components or systems,
which eventually may lead to catastrophic damage and/or loss
of life and assets. A design optimization process incorporating
reliability analysis to constraints or the objective is referred to as
reliability-based design optimization (RBDO) (Enevoldsen and
Sørensen 1994; Frangopol et al. 1997; Frangopol and Maute 2004;
Ayyub et al. 2015). Topology optimization (TO) (Bendsøe and
Sigmund 2004) is a mathematical method that identifies the optimal
shape of a structure by acting on its topology, in which the design
variable is the material density in a continuum setting or a cross-
sectional size in a discrete setting. In general, TO aims to achieve
the best physical size, shape, and connectivity through material
layouts obtained by the optimization procedure. TO has been ap-
plied successfully to various fields such as mechanical engineering
(Schramm et al. 2002; Paulino and Silva 2005; Carbonari et al.
2007; Sigmund 2009), aerospace engineering (Krog et al. 2004),
the medical field (Sutradhar et al. 2010), and structural engineering
(Neves et al. 1995; Huang and Xie 2008; Stromberg et al. 2012;
Chun 2016). Reliability-based topology optimization (RBTO) in-
corporates uncertainties into the TO process to generate the optimal















Fig. 6. Search process and bounds updated by the B3 method. (Adapted from Lee and Song 2011, 2012.)
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In system reliability–based design/topology optimization
(SRBDO/TO), the probabilistic constraint encompasses all the
component failure events, which often are statistically dependent.
The general concept of SRBDO/TO is illustrated in Fig. 7. The
system-level optimization problem generally includes multidimen-
sional integration for reliability analysis, complex sensitivity calcu-
lations for gradient-based optimization algorithms, and additional
computational procedures to assess the system-level reliability. In
recent decades, various studies and advancements in the field have
overcome computational challenges and achieved accurate assess-
ment of system reliability and sensitivity with regard to SRBDO/
SRBTO. This section provides an overview of recent developments
and future perspectives of SRBDO/SRBTO.
Mathematical Descriptions of Structural System
Reliability–Based Optimization
System Reliability–Based Design Optimization (SRBDO)
RBDO problems typically are formulated with an objective func-
tion and deterministic and/or probabilistic constraints. Examples
of the use of the objective function in RBDO include minimizing
the failure probability of a structural system, minimizing cost or
Table 6. Comparison of SSR analysis approaches considering sequential failures
Approach Implementation Efficiency Accuracy Other remarks
Analytical formulation–based
methods (Bjerager 1989;
Ditlevsen and Bjerager 1984;






Mostly high because the












MCS-based methods (Dey and
Mahadevan 1998; Enright and
Frangopol 1999; Mahadevan
and Raghothamachar 2000;
Mahadevan and Xiao 1995;






Computational cost can be
extremely large, especially
when the expected level of
system failure probability is
low. However, it can be
improved by using advanced
MCS-based methods.
Accurate if enough




path methods to increase
the accuracy and
efficiency of the analysis.
Response surface–based methods
(Ghosn et al. 2010; Liu and






limit state function of
sequential failures.
Mostly efficient because,
compared with the original
limit state function, it is
cheaper to evaluate the
constructed response surface
function.







reliability analysis can be







the mean values of
random variables.
Compared with other failure
path methods,
computationally efficient
because the method identifies
only one failure path.
Accuracy of solutions




Because the method is
not probabilistic, it may





et al. 2018; Melchers and Tang








a system failure is
observed.
Similar to MCS-based
methods, especially when the
system failure is dominated
by a few sequential paths and
the expected level of system
failure probability is low.
Compared with
MCS-based methods, the
accuracy of solutions can
be high despite the
reduced cost.
Prone to missing the
most critical failure paths
because the method
focuses only on the most
likely to fail members in
each step.
Probabilistic global search
(Coccon et al. 2017;
Karamchandani et al. 1992; Kim




globally most likely to
fail member through
component reliability
analysis until a system
failure is observed.
Search method is slower than
the probabilistic local search
but can be faster than MCS,
especially when the system
failure is dominated by a few
sequential paths and the
expected level of system
failure probability is low.
Considered more
accurate than other
failure path methods, and
the achieved upper
bound on system
reliability is fairly close




























Fig. 7. Concept of system reliability-based design/topology optimiza-
tion process.
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weight, and maximizing the structural performance. Design con-
siderations, requirements, or other needs can be imposed in the
form of constraint functions including probability terms. For a
mathematical description of RBDO, consider design variables d
and random variables X included in the objective and/or constraint
functions. It is assumed that the design variables d can be con-
trolled to minimize or maximize the objective function throughout
the optimization process. In the literature, the mean vector of se-
lected random variables often is included as a design variable when
the design optimization process can control the mean of the random
variables.
A structural system typically is designed with a level of redun-
dancy and fails as a result of the occurrence of multiple failure
events or their combined effects. The failure domain for the system












where ck = index set which includes elements of the kth cut-set.
The cut-set formulation in Eq. (9) can cover series and parallel sys-
tem events in Eqs. (3) and (4) as well. Alternatively, the link-set
formulation in Eq. (5) can be used to define the failure domain.
Incorporating the system failure domain in Eq. (9) into the reliabil-
ity constraint, SRBDO can be formulated. For example, the












Kðd;xÞ · u ¼ f
dl ≤ d ≤ du ð10Þ
where K, u, and f = global stiffness matrix, displacement vector,
and load vector, respectively; Psys = system failure probability;
Ptsys = target failure probability; gið·Þ denotes the ith component
limit state function whose negative value indicates occurrence of
failure; and dl and du = lower and upper bounds of design varia-
bles, respectively.
System Reliability–Based Topology Optimization (SRBTO)
Topology optimization (Bendsøe and Sigmund 2004) aims to
determine the optimal distribution of material within the design
domain while minimizing the objective function and satisfying the
given constraints. Topology optimization can be categorized into
two types, continuum and discrete topology optimization, which
are determined by the type of the design domain of the system.
In a continuum TO, external and internal shapes, as well as inner
void areas, are optimized simultaneously. In discrete TO, the pro-
cedure determines the optimal connectivity, size, and position of
structural members. Deterministic topology optimization (DTO)
considers system modeling variables and structural characteristics
such as geometry, loading, and material property to be determin-
istic. Critical reviews of deterministic TO approaches and methods
were given by Rozvany (2009) and Sigmund and Maute (2013).
Reliability-based topology optimization (RBTO) considers inher-
ent uncertainty, randomness, and variability in the design and
manufacturing process by incorporating reliability or safety crite-
ria. The review in this paper focused on SRBTO methods.
Continuum SRBTO. In a continuum topology optimization prob-
lem, the continuum domain is discretized by a large number of
finite elements that are affected by design variables d representing
their density. The optimization procedure seeks the optimal
placement of material in which the finite elements are determined
to be either solid or void within the spatial domain. Structural












KðρðdÞ;xÞ · u ¼ f
0 < ρl ≤ ρ ≤ 1 ð11Þ
where ρ ¼ ½ρ1; : : : ; ρi; : : : ; ρnd T = vector of material density; and
1 = vector of unities. The material density is obtained by material
interpolation or projection schemes such as ρ ¼ P̄d, where P̄ de-
notes the filtering matrix (Bendsøe and Sigmund 1999). A small
lower bound for the filtered density usually is imposed to avoid
singularity in solving the finite-element problem.
Discrete SRBTO. Discrete topology optimization discretizes a de-
sign domain into a finite spatial distribution of nodes. All nodes are
connected with structural components, such as truss members or
beams. For example, an optimal Michell structure can be derived
numerically by using a ground structure method (Dorn et al. 1964)
composed of a finite number of truss members. This method re-
moves unnecessary members from a highly interconnected ground
structure while keeping the initial nodal positions (Ohsaki 2010;
Chun et al. 2019a). A general formulation of discrete SRBTO has
a mathematical form which is similar to Eq. (11), but has a different
type of design variables. Cross-sectional area is a common design
variable because the optimal discrete structure is identified by re-
moving bars. In addition, a lower bound of design variables in dis-
crete topology optimization is set to a minimal value introduced to
avoid an ill-posed condition such as a singular matrix.
Approaches for SRBDO/TO
A conventional approach to finding solutions in SRBDO/TO in-
volves the nested two-level process: finding the design space by
optimization algorithms based on the failure probability of each
design, which is computed by structural reliability methods that
require iterative calculations at sublevel. Therefore, the system reli-
ability analysis and optimization are primary parts of SRBDO/TO.
The reliability analysis forms a loop to identify what is referred to
as the most probable failure point (MPP) or design point, using
reliability analysis methods (Der Kiureghian 2005) such as the
FORM or SORM. This is done by performing constrained nonlinear
optimization that finds the shortest distance from the origin in the
standard normal space. Subsequently, the system failure probability
is computed on the basis of the reliability indexes of limit state func-
tions. A gradient-based optimization algorithm often is employed to
find optimal solutions in design optimization problems.
Double-Loop Approach
The double-loop approach is often performed with either the reli-
ability index approach (RIA) (Nikolaidis and Burdisso 1988) or the
performance measure approach (PMA) (Tu et al. 1999), because
they are equivalent in describing the probabilistic constraint. In
RBDO/TO, the RIA approach directly uses the MPP u obtained
by using FORM, i.e., by solving the optimization problem
u ¼ argmin
uðxÞ
ðkuk jGðd;uðxÞÞ ≤ 0Þ ð12Þ
where u ¼ uðxÞ = outcome of uncorrelated standard normal
variables that are transformed from the original random vector x;
and Gð·Þ = limit state function defined in terms of the standard
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normal random variables. The reliability index β in the standard
normal space is obtained as




Alternatively, the PMA approach checks the violation of the
probabilistic constraint using the minimum value of the limit state
function on the surface of the hypersphere with the radius βtarget,
which is the generalized reliability index corresponding to the
target failure probability, i.e., βtarget ¼ −Φ−1ðPtargetf Þ. The perfor-
mance measure of the limit state function is evaluated by solving
the optimization problem
gPtargetf ¼ argminG ðGðd;uÞ j kuk ¼ β
targetÞ ð14Þ
The double-loop (nested) algorithm is the traditional and direct
approach consisting of outer and inner optimization cycles. As the
outer optimization algorithm minimizes the objective function, the
inner optimization cycle in Eqs. (13) or (14) finds the reliability
index or the performance measure to check if the design considered
by the outer loop satisfies the probability constraints. The nested
iterations are repeated until feasible solutions converge to the pre-
scribed thresholds or the termination criteria are satisfied.
Mogami et al. (2006) formulated the probabilistic constraint as a
series system in discrete SRBTO which considered uncertainties in
the structural stiffness and eigenfrequency. The upper-bound for-
mula by Ditlevsen (1979b) and FORM are used to compute the
reliability index of a series system for the RIA-based SRBTO.
The derivatives of the system reliability index with respect to de-
sign variables are obtained by the direct differentiation with chain
rules. Because only two limit state functions are considered in the
framework, the direct differentiation for sensitivity analysis is not
computationally expensive. Agarwal and Renaud (2004) employed
the second-order response surface approximations (RSAs) of limit
state functions governing the failure of system. The samples from a
region defined within 3 standard deviations from the MPP obtained
at the previous design point were used for the approximation.
Based on this system reliability analysis, an approximate subpro-
blem was constructed and solved for reliability constraint evalu-
ation. The use of RSAs within the sublevel optimization of RBDO
reduces the computational cost of performing double-loop RBDO.
Chun et al. (2019b) developed a method for topology optimization
of structures subjected to stochastic excitations. The proposed
optimization framework incorporates random processes into the
SRBTO framework by the discrete representation method (Der
Kiureghian 2000). For linear structures subject to Gaussian proc-
esses, the probabilistic constraints on the first-passage probability
can be constructed efficiently without performing FORM or
SORM. The analytical sensitivity was derived for the first-passage
probability constraint using an adjoint method and the parameter
sensitivity of the system reliability calculated based on the sequen-
tial compounding method (Chun et al. 2015).
Decoupling Approach
To improve the efficiency of SRBDO/TO, various decoupling
algorithms have been proposed to eliminate the inner reliability
analysis loop. This approach decouples the RBDO procedure,
which leads to a sequence of cycles constructed by deterministic
optimization followed by the assessment of the reliability of the
converged solution in the feasible domain. In general, an equivalent
deterministic formulation is used in design optimization. If the sys-
tem reliability evaluated after DO does not meet the target failure
probability, the constraint is pushed in the feasible domain using a
shift-vector.
Du and Chen (2004) proposed using the reliability information
obtained in the previous cycle to shift the violated deterministic
constraints in the feasible domain. Sequential approximate pro-
gramming was proposed by Cheng et al. (2006). This approach
identifies the optimal design solution by solving a sequence of sub-
problems consisting of the approximate objective and constraint
functions by a Taylor series–based linear approximation of the
reliability. A recurrence formula based on the optimality conditions
for MPPs is applied to find an approximate reliability index and its
sensitivity.
Aoues and Chateauneuf (2006) proposed an SRBDO method
which formulates SRBDO problems in terms of component con-
straints and their target reliability indexes. The component reliabil-
ities are pulled down to the level of the target system probability by
the least-squares minimization of the gap between the component
and the target level. The subupdating procedure ensures that the tar-
get system reliability is satisfied by adjusting the target reliabilities of
components. Aoues and Chateauneuf further developed a decoupling
algorithm to improve computational efficiency by transforming the
original double-loop optimization framework, including the nested
optimization loop for the subupdating procedure, into an equivalent
SRBDO formulation. The finite-difference approximation is used
for sensitivity analysis of constraints and the sequential quadratic
programming (Schittkowski et al. 1994). The proposed method
aimed to find the best compromise between satisfying the target sys-
tem reliability and optimizing the component performance.
Zou and Mahadevan (2006) developed a simulation-based
method to decouple reliability analysis iterations from the nested
formulation in RBDO. The system reliability constraint is approxi-
mated by a Taylor series expansion and is decoupled from the
optimization loop. Reliability and sensitivity analysis, used in
the Taylor series expansion, are conducted, and then deterministic
optimization is performed using the approximated constraints. To
achieve higher accuracy in reliability analysis in the proposed
RBDO method, the multimodal adaptive importance sampling ap-
proach is used. The MPP of a limit state function is determined by
FORM or SORM. A new sampling density function is constructed
using the weighted sum of the densities at the representative points.
The MPP is used to identify the representative points, which are
close to the failure region.
Royset et al. (2001) developed a method for approximately solv-
ing RBDO problems for series structural systems. The method re-
formulates the RBDO problems as deterministic and semi-infinite
optimization problems (Terlaky 1998) by replacing the reliability
indexes of component events in the series system with a corre-
sponding limit state function within balls in the standard normal
space. The radii of balls are determined through iterative schemes
with reliability computations. The reformulated deterministic,
semi-infinite optimization problem is solved by a robust optimiza-
tion algorithm, and the system failure probability is assessed by a
reliability method. This SRBDO approach was applied to the de-
sign of a rectangular column, offshore jacket structure, and a frame
structure with multiple failure modes.
Ba-Abbad et al. (2006) decoupled the reliability analysis from
the design optimization by replacing a probabilistic constraint with
an equivalent deterministic constraint constructed with reliability-
based factors of safety. The system reliability is approximated by
the first-order upper-bound method (Ditlevsen 1979b), and the tar-
get failure probability in SRBDO is considered as a design variable.
The MPP is identified approximately as a function of the reliability
index obtained by the PMA reliability analysis. Ba-Abbad et al.
recommended the use of the truss region optimization algorithm
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to solve the proposed optimization formulation to ensure the val-
idation of the approximated MPP. Thus, the optimization algorithm
solves the approximate deterministic optimization problem and
simultaneously finds optimal design variables and the minimum
allowable reliability indexes of failure events.
Lee et al. (2008) proposed a decoupling method for RBDO of
multidimensional systems using an inverse reliability analysis that
employed an MPP-based dimension reduction method (DRM).
This method calculates the probability of failure using the con-
straint shift. The reliability index from the probability calcula-
tion then is updated to the new reliability index by a recursive
formula to ensure that the probability of failure using the MPP-
based DRM is the same as the target failure probability. The MPP
then is updated approximately by taking the same radial direction
of the current MPP with the change rate of the reliability index
from the previous iteration. The updated MPP subsequently is
used for the next design iteration in RBDO to obtain the optimum
design.
Valdebenito and Schuëller (2011) replaced the nested reliability
analysis loop in SRBDO by approximating the failure probability
as an explicit function of the design variables. The RBDO subpro-
blem is solved by starting an optimization procedure while con-
structing a local approximation of the failure probability around
a candidate optimal design within the subdomain. A sequence
of candidate optimal designs obtained by repeated solving of the
RBDO subproblem is expected to converge toward the solution
of the original RBDO problem. A line search strategy and weighted
approximations of reliability sensitivity analysis are introduced to
improve computational efficiency. The finite-difference method is
used to compute the parameter sensitivity of the reliability. This
method was applied to nonlinear structures subject to dynamic
loading, considering the first passage probability.
Single-Loop Approach
In a single-loop approach, the probabilistic constraints are con-
verted into deterministic constraints approximated by exploiting
the Karush–Kuhn–Tucker (KKT) optimality conditions. The posi-
tion vector computed at the MPP can be approximately collinear
to the gradient of the performance function when the KKT condi-
tions are satisfied. Optimization is performed in the outer loop
with an equivalent constraint along with the KKT conditions.
The single-loop approach approximates the MPPs and the target
reliability index in relation to the KKT optimality condition. By
considering the target failure probability approximated by the pro-
cedure described previously as design variables, the necessity of
reliability analysis at each iteration can be removed.
Meng et al. (2018) applied the chaos control theory to evaluate
approximately the MPPs rather than employing the KKToptimality
conditions. This was to address the numerical instability of the
single-loop approach that may occur during iterative computations
in highly nonlinear problems. Liang et al. (2007) proposed an
SRBDO for series systems by transforming a double-loop optimi-
zation problem into a single-loop deterministic optimization prob-
lem using an approximation of the MPP of each constraint. The
KKT condition is imposed to find the approximated MPP rather
than solving the nested optimization problem in each iteration.
The target failure probabilities of limit state functions are consid-
ered as design variables, and the system failure probability is esti-
mated by the bicomponent theoretical bounding formula (Ditlevsen
1979b). The single optimization loop with the approximated MPP
improved the efficiency of SRBDO.
Nguyen et al. (2010) integrated the MSR method (Song and
Kang 2009; Kang et al. 2012) into a single-loop SRBDO. The
MPP of each constraint is approximated by scaling the negative
normalized gradient vector with the target reliability index. The
failure probability of a system then is estimated by the MSR
method efficiently and effectively. By employing the MSR method,
applications of the single-loop SRBDO approach were extended to
nonseries system events. Furthermore, the MSR method provides a
systematic way to compute the sensitivity of the system failure
probability with respect to design variables to facilitate the use of
gradient-based optimization algorithms in SRBDO. The single-
loop approach with the MSR method was extended further and
applied to SRBTO. Nguyen et al. (2011) proposed a single-loop
SRBTO approach considering statistical dependence between
limit state functions of a highly nonlinear problem. The system
failure probability and its sensitivity to statistically dependent limit
states are computed using the MSR method. To improve the accu-
racy of the single-loop approach, the following scheme was pro-
posed to address the error by FORM. After approximated MPPs
of limit state functions are obtained by employing the KKT con-
ditions in the single-loop approach, the reliability index for each
component is evaluated by SORM in each iteration. The radius
of the scaling is updated by taking the ratio of the target reliability
index to the reliability index obtained by the SORM analysis and
multiplying the ratio by the target reliability index in the previous
step. As a result, the approximated MPP can be improved based
on the updated radius and the normalized gradient vector in each
iteration of optimization.
Simulation-Based Approach
Reliability analysis of a system problem defined by multiple
failure events often employs simulation techniques such as MCS
to avoid difficulty in evaluating multifold integrals in system reli-
ability analysis. The accuracy of MCS is affected significantly by
the number of samples and regions describing the system failure
event.
The probabilistic sufficient factor approach that combined the
concepts of the failure probability and the safety factor was pro-
posed by Qu and Haftka (2004) to improve design response surface
approximation for RBDO. After completing the probability calcu-
lation of a probabilistic constraint by MCS, the probabilistic suffi-
ciency factor (PSF) is obtained from the target probability andMCS
sample size, which is not a computationally expensive process. The
proposed method showed that design response surface approxima-
tion based on the PSF increases accuracy in regions of a low prob-
ability of failure and achieves faster convergence in SRBDO. A
simulation-based RBTO of a structure subjected to stochastic
excitation was proposed by Bobby et al. (2017). The reliability
analysis of the probabilistic constraint in terms of the first-passage
probability is computationally expensive in general. In the pro-
posed method, the inverse constraint, which is equivalent to the
original probabilistic constraint, is considered along with the dam-
age measure threshold corresponding to the target failure probabil-
ity. The damage measure threshold is the inverse of a parameter
estimated directly from the MC samples of structural damage state.
An approximate optimization subproblem then is defined from the
simulation-based probabilistic analysis to decouple the probabilis-
tic analysis from the optimization loop. Solutions of the sequence
of subproblems in the deterministic form are obtained without
performing additional probabilistic analyses, and are expected
to meet the original probabilistic constraint associated with the
first-passage probability. Papadrakakis and Lagaros (2002) solved
RBDO problems using MCS, incorporating the importance sam-
pling technique for reliability analysis. In this method, neural net-
works (NNs) (Rogers and Mcclelland 2014) are trained and used to
reduce computational cost in the evaluation of limit state functions
in RBDO. The evolution strategies were used for optimization in
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conjunction with the NN which was more robust and had more-
global behavior than mathematical programming.
Alternatively, an approximate representation of the probability
in RBDO with an explicit function of the deterministic variables
was studied. Gasser and Schuëller (1997) decoupled the reliability
analysis loop from RBDO by applying variance-reducing MCS
techniques, in which the limit state function was constructed
explicitly by interpolation. Taflanidis and Beck (2009) developed
a stochastic subset optimization (SSO) algorithm for reliability op-
timization problems involving system reliability as the objective
function and sensitivity analysis. An augmented problem was for-
mulated with design variables that were considered artificially as
uncertain. MCS with samples of the model parameters and the de-
sign variables that lead to system failure are performed to obtain
information that is used to identify a subset of the design space.
The identified design space has the highest likelihood of containing
optimal design variables. An adaptive iterative approach using
MCMC simulation was applied to reduce the size of subsets until
the original design space, including near-optimal design variables,
was identified. In addition, SSO was used to perform sensitivity
analysis with respect to the uncertain parameters and design vari-
ables. The SSO algorithm was extended further to nonparametric
stochastic subset optimization (NP-SSO) (Jia and Taflanidis 2013).
NP-SSO uses kernel density estimation to approximately evaluate
the objective function. Candidate optimal points for the global
RBDO minimum then are identified using the approximation of
the objective function.
Surrogate-Based Approach
The purpose of employing surrogate models is to replace computa-
tionally intensive or expensive assessment of functions due to
high nonlinearity and dimensionality with surrogate models which
are cheap and easy to evaluate. Various surrogate models (Sudret
and Der Kiureghian 2002; Papadrakakis and Lagaros 2002;
Bichon et al. 2008) have been used for the reliability analysis
in RBDO. Moustapha and Sudret (2019) surveyed surrogate-based
RBDO and benchmark studies on computational efficiency and
effectiveness.
Li and Wang (2020) proposed a reliability-based multifidelity
optimization method that deals with design problems involving
low- and high-fidelity data. This method utilizes a Gaussian process
modeling approach, in which a limit state function is considered to
be a realization of a Gaussian process, to construct a surrogate
model by fusing data points with different fidelity levels. The
generated surrogate model subsequently was employed to perform
reliability and sensitivity analyses in solving RBDO problems.
Dubourg et al. (2011) proposed an adaptive surrogate-based
RBDO approach which utilized a refinement technique for reliabil-
ity estimation. The kriging metamodeling technique is adopted to
develop surrogates of the performance functions in which errors in
the surrogate models are controlled using the adaptive refinement
technique.
Acar et al. (2009) performed SRBDO for automobile structures.
To handle computationally expensive simulations without compro-
mising accuracy, the metamodels representing a mathematical re-
lationship between the critical responses of system, design variable,
and random variables were constructed using quadratic polynomial
response surface, radial basis function, and Gaussian process. The
system reliability index and sensitivity analysis of system reliability
were computed using MCS with the metamodel. Khatibinia et al.
(2013) developed a discrete gravitational search algorithm for
SRBDO of RC structures while considering soil–structure interac-
tion effects using a metamodel-based MCS. The metamodel con-
sisting of a weighted least-squares support vector machine and
wavelet kernel function was incorporated into RBDO in which sys-
tem reliability analysis was performed by MCS. The discrete gravi-
tational search algorithm proposed to find the optimum design of
structures was enhanced using a passive congregation (He et al.
2004). The global surrogate modeling for RBDO was investigated
by Bichon et al. (2011). The efficient global reliability analysis
(Bichon et al. 2008) was used to create a Gaussian process model
of response functions with a small number of samples. Thus, using
the inexpensive surrogate model, the probability of failure can be
evaluated with a reduction of computational cost but without sig-
nificant loss of accuracy. Efficient global optimization (EGO)
(Jones et al. 1998), which originally was developed for solving un-
constrained optimization problems, was extended to establish a
new formulation for enforcing constraints in EGO based on an aug-
mented Lagrangian for RBDO problems. Jensen et al. (2020) pro-
posed a method of reliability-based global design optimization for
structures under stochastic excitation. A kriging meta-based surro-
gate model was employed to assess system failure probability. A
stochastic simulation scheme with a transitional Markov-chain
Monte Carlo method was utilized to solve an optimization problem.
Heuristic Approach
Heuristic optimization algorithms have been adopted and utilized to
obtain optimal solutions of problems that may not have explicit
mathematical forms or that may make sensitivity analysis difficult
due to implicit or nonsmooth manifold complexity. Greiner and
Hajela (2012) proposed an approach of coevolutionary multiobjec-
tive formulations for discrete topology optimization considering
the randomness of applied loads and material properties. The
multiobjective optimization problem was formulated to maximize
a system reliability index in terms of design interest while mini-
mizing the deterministic volume of a discrete truss structure.
Component reliability indexes of structural elements are evaluated
using the first-order second-moment method, and a system reliabil-
ity analysis with component reliability indexes is computed using
the method of Park et al. (2004). A Pareto nondominance criterion
was obtained using a coevolution strategy that identifies a com-
plete nondominated solution front with increased search effi-
ciency in the evolutionary algorithm of optimization. Thampan and
Krishnamoorthy (2001) developed a modified branch-and-bound
(MBB) algorithm to assess the system reliability of discrete struc-
tures and used a genetic algorithm (GA) to find an optimal truss
structure under uncertainties in loads and strength parameters of
the material. The MBB approach imposes bounding conditions
of prime member group assignment in the subsequent element
failures on the basic bounding technique. The GA based on the
fitness evaluation for each candidate solution is implemented to
solve RBDO problems of parallel, series, and series of parallel
subsystems.
Table 7 compares the aforementioned SRBDO/TO approaches,
and flowcharts of their processes are given in Fig. 8. A fair
comparison of SRBDO/TO approaches is challenging because of
different types of optimization problems; target reliability; and im-
plementations of reliability methods, optimization algorithms, and
convergence criteria. However, a few examples of comparisons are
available for review in the published literature, such as computa-
tional cost comparison between the double- and single-loop ap-
proaches by Liang et al. (2014). To solve RBDO problems, the
double-loop approach required 1.5–3 times more iterations to find
a converged solution than did the single-loop approach. Further-
more, the number of function evaluations in RBDO with the
double-loop method was 50–380 times higher than that of the
single-loop approach, depending on problem types and the number
of design variables. Liang et al. indicated that the efficiency of the
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single-loop method could be comparable to deterministic optimiza-
tion. Another such example was provided by Bichon et al. (2013),
who performed computation experiments with double-loop, decou-
pling, and surrogate-based approaches for a short-column RBDO
problem. The results showed that the surrogate-based method in
RBDO could require less than half the number of function evalu-
ations needed for the decoupling method. The decoupling method
for the same problem required one-third fewer function evaluations
than the double-loop method. The decoupling-based RBDO gener-
ally is more efficient than the double-loop formulation, but more
computationally expensive than the single-loop formulation. Fur-
thermore, the computational efficiency of a surrogate-based ap-
proach in RBDO and of others was illustrated using numerical
examples by Moustapha and Sudret (2019).
Concluding Remarks
The first part of this review paper summarized SSR methods de-
veloped for Boolean system events. For both time-invariant and
variant problems, various analytical, approximate, and simulation-
based methods in the literature were summarized. An SSR method
needs to be selected carefully based on the accuracy, efficiency, and
implementation issues summarized in Tables 1–5. For time-
invariant methods, analytical SSR methods need to be developed
further to reduce the accumulation of estimation errors and analysis
time, especially for systems with large numbers of components; to
handle parameters following nonnormal distributions more effec-
tively; and to facilitate implementations. Simulation-based methods
need further development to reduce the computational cost, espe-
cially for highly reliable systems; to improve accuracy; and to mit-
igate the curse of dimensionality issues. On the other hand, time
variant-methods require solid establishment of component-level
time-variant analysis methods that can resolve the issues of high
dimensionality and nonlinearity, and of related time-invariant sys-
tem reliability analysis methods. A common challenge is to reduce
the computational cost without significantly compromising the es-
timation accuracy. This is important, especially when complex and
detailed numerical simulations should be performed or when the
reliability analysis is included in an iterative framework of optimi-
zation or inverse analysis, which requires multiple function calls.
The strategies to overcome the limitations may include further
theoretical developments, effective use of machine learning–based
surrogates, and the use of advanced computing power including
parallel high-performance computing.
Table 7. Comparison of SRBDO/TO approaches
Approach
Efficiency of implementation and
computation Feasibility/accuracy of solutions Other remarks
Double-loop (Chun et al.
2019a, Mogami et al. 2006;
Agarwal and Renaud 2004)
Can be extremely inefficient when there
are many probabilistic constraints or high
dimensional system reliability analysis is
needed.
It has high feasibility/accuracy
because the algorithm assesses the
reliability in each iteration given
design solutions during the
optimization process.




Decoupling (Du and Chen
2004; Cheng et al. 2006;
Aoues and Chateauneuf
2006; Zou and Mahadevan
2006; Royset et al. 2001;
Ba-Abbad et al. 2006; Lee
et al. 2008; Valdebenito and
Schuëller 2011)
If reliability analysis dominates the overall
computational cost, this approach may
still be inefficient for practical RBDO
applications because in general the
approach still searches for the MPPs in the
reliability assessment loop.
Accuracy of solutions can be
dependent on the approximate
representation of the probability.
High-order approximation to the limit
state function can result in more
accurate solutions than single-loop
results.
Single-loop (Liang et al.
2007; Nguyen et al. 2010,
2011)
Computationally more affordable than
double-loop strategies, and computational
efficiency is improved by eliminating the
inner reliability loops.
Accuracy/feasibility of final solutions
can be improved by employing a






Simulation (Qu and Haftka
2004; Bobby and Kareem
2017; Papadrakakis and
Lagaros 2002; Gasser and
Schuëller 1997; Taflanidis
and Beck 2009; Jia and
Taflanidis 2013)
It is relatively easy to implement
simulation techniques in optimization. It
shows efficiency for the assessment of a
high-dimensional system reliability
problem. However, it will suffer from
heavy computational burden for
sensitivity analysis with respect to a large
number of design variables.
Sample sizes for simulations affect the
overall accuracy of reliability
assessment and sensitivity as well as
the feasibility of converged solutions.
—
Surrogate model (Dubourg
et al. 2011; Acar et al. 2009;
Khatibinia et al. 2013;
Bichon et al. 2011; Jones
et al. 1998)
Effort required for numerical evaluations
of functions is generally minimal once a
surrogate model achieving a prescribed
accuracy is constructed.
Accuracy/feasibility can be
guaranteed by using sufficient
samples and simulations and creating
models showing accuracy in areas
where reliability is needed.
Training surrogate model can
be challenging when the
vector of inputs is defined in
a high-dimensional space.
Heuristic (Greiner and Hajela
2012; Thampan and
Krishnamoorthy 2001)
This approach may be used to find an
acceptable solution to optimization
problems with incomplete information
and limited data. Implementation of the
heuristic approach is relatively easy
because it does not make use of gradients.
This approach is ideally suited for parallel
computing settings to improve
computational efficiency.
Optimal solutions can be dependent
on the set of generated individuals.
Thus, search process with a large
feasible set of generations will lead to
a good design solution.
Less prone to converging to
local optima.
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The next section of this paper reviewed SSR methods that can
consider sequential failures in structural systems. Table 6 compares
the reviewed SSR approaches. When sequential failures are consid-
ered, the failure domain may consist of multiple regions and/or may
exhibit high nonlinearity, which makes the problem more challeng-
ing. Various methods in the literature were categorized into numeri-
cal approaches, response surface–based approaches, and failure
path approaches. The numerical approaches were categorized fur-
ther into two subgroups: analytical formulation–based methods,
and MCS-based methods. In addition, the failure path approaches
were categorized further into deterministic search, probabilistic lo-
cal search, and probabilistic global search. Direct comparison of
these methods is challenging and may not be reasonable, because
target SSR problems can differ in terms of structural types, level of
structural complexity, failure modes and definitions, and statistical
modeling of random variables. More attention should be paid to the
ongoing improvement of these methods, which is related closely to
the further development of SSR methods for Boolean system events
and innovative integration of reliability analysis with machine
learning theories and adaptive surrogate models to address compu-
tational challenges caused by the complexity of the problem.
In SRBDO/TO (Table 7 and Fig. 8), as demands for addressing
practical questions and needs increase, new challenges and oppor-























































































































Fig. 8. Flowcharts of SRBDO/TO using (a) double-loop approach; (b) decoupling approach; (c) single-loop approach; (d) simulation approach;
(e) surrogate model–based approach; and (f) heuristic approach.
© ASCE 03121001-19 ASCE-ASME J. Risk Uncertainty Eng. Syst., Part A: Civ. Eng.



















































































remains challenging even though the advancement of computing
power and technologies makes it faster to solve large complex
problems. Thus, efficient and effective SSR methods and SRBDO/
TO frameworks integrated with versatile optimization algorithms
are indispensable. Furthermore, a systematic framework for in-
teractive multiobjective decision-making using Pareto optimal so-
lutions is needed to reduce the gap between research developments
and actual decision-making practices. Second, nonconvexity of ob-
jective and constraint functions in SRBDO/TO makes optimization
problems difficult. Third, nonstatic optimization cases such as tran-
sient problems dealing with time-dependent responses of systems
or multistate questions considering intermediate states of structural
failure may add an extra layer of complexity. Fourth, to compute
sensitivity for large-scale SRBDO/TO problems, gradient-based
optimization algorithms can be expensive or infeasible. Because
SSR analysis and optimization are essential and crucial parts of
SRBDO/TO, the development and continuous improvement of
each field and their novel integration are expected to advance the
technology and promote applications in engineering practice.
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