ABSTRACT Web service selection for multiple users is an important aspect for achieving efficient operations for web service applications. Its aim is to select optimal solutions, in which each abstract web service in the workflow of a web application is bound to its corresponding concrete web service with the optimal quality of service (QoS), for all users based on their QoS requirements for the workflow. There are a lot of approaches to resolve this problem, but they do not consider each user's different QoS requirements or have prohibitively large overhead for using these approaches. In this paper, we present an approach to significantly improve the efficiency of web service selection by the advanced a-fully polynomial time approximation scheme to calculate the Pareto optimal set, where each solution is not dominated by others. Additionally, this approach reduces its overhead further by adopting artificial bee colony algorithm to select an optimal solution from the Pareto set for each user. Experimental results are presented to show the efficiency of this approach.
I. INTRODUCTION
Web service technology has been increasingly important and popular in various IT applications. In order to improve the capability of web services to satisfy the expected quality of service (QoS) of various users' applications in dynamic environments, we need an effective approach to selecting the needed services for the workflow of users' application based on the QoS requirements and certain constraints.
For many web applications, they could be requested by multiple users even concurrently. Furthermore, each user may have different QoS requirements for the same workflow of a web application due to the environmental impact. For example, a user could tolerate a longer response time and a lower reliability in the bad network state than in the good network state. Hence, we need to select an optimal solution for each user while satisfying their QoS requirements and all the constraints.
In order to deal with web service selection for multiple users, some approaches divide multiple users into different groups by the QoS level and select a solution for each group [7] , [9] . However, the QoS level of a group could not satisfy all the users' QoS requirements in this group. Other approaches meet exponentially computational overhead. For example, [10] selected a solution for a user each time.
[11] viewed multiple users as a queuing model and then selected solutions for all users. So the approach to resolve service selection for multiple users should reduce its computational overhead and select an optimal solution for each user.
In this paper, we will present an approach to QoS-based web service selection for multiple users requesting the same workflow. This approach can select optimal solutions for all users based on their QoS requirements and reduce the computational overhead. In order to reduce the search space of solutions effectively, it first presents the Advanced A-Fully Polynomial Time Approximation Scheme (A 2 -FPTAS), which balance the computational cost and the precision of output by regulating the global error bound and unequal local error bound, to calculate the Pareto optimal set. In this set, each solution is Pareto optimal, namely, it has the better QoS values for some QoS attributes while having at least equivalent values for others. Then, it selects optimal solutions from this Pareto set for multiple users by the artificial bee colony algorithm while satisfying their QoS requirements with an acceptable overhead. Experiments have been done to show the efficiency of our service selection approach.
The rest of this paper is organized as follows. Section II discusses the related work about web service selection approaches. Section III presents the models used in web service selection approach and section IV describes the detail of our web service selection approach. The experiments in section V demonstrate the efficiency of our approach. Finally, section VI concludes this paper.
II. RELATED WORK
As one of the research hotpots in the research community, web service selection problem has attracted the great interest more than a decade years. There are many approaches developed to resolve this problem, and these approaches can be divided into two categories. The first category is utility-based by optimizing an objective function. Aggarwal et al. [12] and Zeng et al. [2] are among the first to propose an integer linear programming approach which defines a set of variables, a set of linear constraints and a linear utility function. Then, Ardagna and Pernici [3] extend its limitation on workflow and service models. These approaches can solve the web service selection problem optimally but have exponential time complexity, and constraints in these approaches must be linear. To lessen restrictions of the integer linear programming, Canfora et al. [4] propose Genetic Algorithms (GAs), in which the web service selection problem is modeled as an optimization problem. GAs have a polynomial time complexity, and the run time of GAs is shorter than integer linear programming from a certain size. Some other heuristic approaches also have been proposed to resolve web service selection problem. For example, Yu et al. [13] formalize the web service selection problem as a multi-dimensional multi-choice 0-1 knapsack problem and as a multi-constraint optimal path problem. Liao et al. [14] present an accurate subswarms particle swarm optimization (PSO) algorithm using sub-swarms searching grid cells to improve the accuracy of the standard PSO algorithm.
The second category is Pareto-based which embraces the concept of dominance and returns a Pareto set. This category contains two subcategories. The first subcategory assures the acceptable algorithm complexity but neglects the guarantee on the results' approximation precision. Yu and Bouguettaya [5] present a dual progressive algorithm to calculate all Pareto optimal bindings (the service skyline in their terminology) in a bottom-up fashion. Alrifai et al. [6] propose an approach based on the notion of the skyline to effectively and efficiently selects services for composition, reducing the number of candidate services to be considered. The other subcategory of approaches neglects the prohibitively computational cost even though the precision is assured. Claro et al. [15] use a specific genetic algorithm for multi-objective optimization. Cao et al. [16] use particle swarm optimization. Kousalya et al. [8] use multi-objective bees algorithm. Zhang et al. [17] propose a top-k composite services selection method based on a preference-aware service dominance relationship. In [1] , Trummer et al. present A Fully Polynomial Time Approximation Scheme (A-FPTAS) which could balance the sweet spot between the precision and the overhead.
In order to deal with web service selection for multiple users, Wada et al. [7] investigate an optimization framework, i.e., Evolutionary multi-objective sErvice composition optimizEr (E 3 ). In this framework, it divides users into three user categories: platinum, gold, and silver users. Then, E 3 provides two multi-objective genetic algorithms: E 3 -MOGA and Extreme-E 3 (X-E 3 ) to search the Pareto optimal service composition for each user category. Cardellini et al. [9] view the user requests as multiple groups originating by the same organization, then formulate the service selection problem as a linear programming optimization problem, and select an optimal solution for each group at last. However, these approaches cannot select an optimal solution for each user. In order to overcome this problem, Dou et al. [10] select a solution for a user each time by a QoS-aware service evaluation method which takes advantage of analytic hierarchy process theory. Lei et al. [11] view multiple users as a queuing model and then selected solutions for all users using queuing theory and reliability theory.
III. PRELIMINARIES
In this section, we first introduce a travel transport planning system as the example to explain our approach, and then present the models used in our approach, i.e., workflow and solution, quality of service, approximate Pareto dominance. Finally, we describe the objective function used by the artificial bee colony algorithm.
A. A TRANSPORT PLANNING SYSTEM
When many people plan to travel, such as before a major holiday season, it is important that we have an efficient transport planning system to efficiently handling the large workload for travel planning. Figure 1 shows the workflow of a transport planning system.
In this system, a user inputs the desired places and possible arrival and departure dates. If the input language is different from the system, we should translate the input into the system's style. Then, it checks all the places' weather. Next, it looks for the schedule of flight, ship and train between any two places in parallel. In order to ensure the relative relationship between any two places, we obtain their latitude and longitude by the geographic information system (GIS), such as Google Maps. 1 [3] .
In our approach, we need transforming the workflow to a tree. Abstract web services in workflow W are treated as leaf nodes with no child node and a workflow pattern is viewed as an inner node which has more than one child node. This transformed tree also has a root node root(W) which has no parent node. All of these nodes form the workflow nodes of W, denoted by nodes(W). Figure 1 . In this tree, PARA and CHC, which has probability ρ to invoke service Translate, are inner nodes. Weather, GIS and Train are leaf nodes. The root node is SEQ.
Solution: In runtime, the workflow of a web application is instantiated as a workflow instance, in which each abstract service is operated by its corresponding candidate web service instance [7] . Thus, node W has to be bound to one of its candidate web services candidates(W QoS values are the aggregation of that of all its n child nodes using QoS aggregation function QoSAF(W ), which assigns W to a vector of operators including minimum (min), maximum (max), product (×) and sum (+), that is,
It is obvious that QoS values of workflow W correspond to that of root(W).
Positive and Negative QoS Attribute: According to the influence of a QoS attribute over its value, QoS attributes could be divided into positive and negative ones. Positive attributes are that the larger value has the better quality, such as reliability and throughput. If the larger value of an attribute corresponds to the lower quality, such as response time and cost, this attribute is a negative one.
Total QoS Range: QoS values of any binding of node W cannot exceed its total QoS range defined by two QoS vectors TL (lower bound) and TU (upper bound), denoted by
The total QoS range of a bounded attribute, whose value has a priori bounded value domain such as reliability is [0, 1], can be replaced by its priori domain. For an unbounded attribute whose upper bound of the value domain could be arbitrarily large, the total QoS range of leaf node L can be calculated by (1) for the lower bound and (2) for the upper bound; the total QoS range of inner node I is calculated out of that of its n child nodes, and its lower bound and upper bound are calculated based on (3) and (4)
Critical QoS Range: In order to yield approximation precision guarantee, we should calculate the critical QoS range of each node through the total QoS range [1] . Assume that the critical range of inner node W is CQR(W ) and the total QoS range of its child node W i is TQR(W i ), Table 1 presents how to calculate the lower and the upper bound of the critical range for W i (note that empty fields mean that the formula from the row above applies again). The critical range of root node equals to its total QoS range. As shown in Table 1 , different types of attributes adopt different formulas to calculate the critical range. Table 2 shows the types of popular QoS attributes based on two criteria: the value domain and the set of allowed operators. The set of allowed operators is a subset of operators min, max, + and ×.
Scale of QoS Values:
In order to evaluate different QoS attributes comprehensively, we should scale QoS value vector q to range R using function scale(q, R). Formulas (5) and (6) are used to scale positive and negative attributes, respectively.
3) APPROXIMATE PARETO DOMINANCE , b) , R).
C. OBJECTIVE FUNCTION
Here, we assume that E users request the same workflow at the same time and a user's QoS requirements for the workflow are represented by QoS vector q U .
Once assigned a solution, the user could access the concrete services forming this solution along workflow process. Whether using the same solution or not, it is possible that many users could access the same concrete service(s). In order to balance the load on different concrete services, the limit of processing capacity of each invoked concrete service should be considered: u≤ L, where u is the number of users served by the visited service and L is this service's processing capacity.
In order to select optimal solutions from a Pareto set for multiple users, an objective function is required and should maximize the sum of the fitness values of all the selected solutions while satisfying certain constraints.
First of all, this objective function should express user's QoS requirements for workflow accurately. Here, we adopt severe degrees to express user's QoS requirements. The severe degree of an attribute is defined as the ratio of scaled value of this attribute in the sum of scaled values of all attributes in QoS attribute set. Formally, when q U is scaled to TQR(root(W)), the severe degree w a of attribute a is the ratio of scaled QoS value scale a (q U , TQR(root(W))) in the sum of scaled values of all attributes in A, as shown in (7).
In addition, we define formula (8) , where b j is the solution for the j-th user. Then, we could obtain the objective formula (9) by maximizing the sum of products of scaled values of all attributes of a candidate solution and their corresponding numeric weights for each user.
The output of this function is solutions b 1 , . . . , b j , . . . , b E selected for E users. Each solution in the output and the corresponding user's requirements q U should subject to: 
IV. OUR WEB SERVICE SELECTION APPROACH
Our web service approach adopts A 2 -FPTAS to calculate the Pareto optimal set. Then, it selects solutions from this set for multiple users while satisfying all user' QoS requirements and some constraints. Next, we present our approach in detail.
A. CALCULATION OF THE PARETO SET BY A 2 -FPTAS
This section contains two subsections. The first subsection describes how to normalize a workflow to a binary tree before applying this algorithm, then the second subsection describes A 2 -FPTAS.
1) WORKFLOW NORMALIZATION
Workflow normalization means that the workflow of a web application is represented as a binary tree where workflow nodes have no child node or exactly two child nodes. We have introduced how to transform the workflow to a tree before, so we further normalize the transformed tree to be a binary tree here but the original workflow definition in a language, which is used for execution after a solution is selected such as BPEL, 2 would not be changed.
In the transformed tree of a workflow, if the inner node has one child node, we could replace this inner node with its child. For the inner node with two child nodes, we don't make any change because it satisfies the binary tree's properties. Nodes with more than two child nodes could be replaced by several nodes, each of which has exactly two child nodes. A sequence (or parallel) inner node with n(n> 2) child nodes can be replaced by a sequence (or parallel) of any one, which is the first one usually, of the child nodes and a sequence (or parallel) inner node with the rest of other n−1 child nodes. Similarly, a choice inner node is modelled as choosing the first branch and the other branches, then choosing the second one and the remaining branches, etc.
Formally, inner node W with one child node W 1 can be simplified by a node W which has the same child nodes and aggregation function as W 1 
for all i∈ {1, 2} do 10:
for all a ∈ A do 11: Listing 5 shows the pseudo-code of CalcCQR and CalcCQRdown. Function CalcCQR is used to calculate critical ranges of all workflow nodes, and CalcCQRdown is an auxiliary procedure used by CalcCQR. The critical range of root(W) equals to its total QoS range (line 2). CalcCQRdown is to calculate critical ranges of two child nodes W 1 and W 2 of W and execute a recursive call that calculates critical range of child node W i , i∈ {1, 2}. As to how to calculate the critical ranges of child nodes, it has been shown in section Quality of Service.
B. SELECTION OF SOLUTIONS FOR MULTIPLE USERS
In this section, we select an optimal solution from the Pareto set (assuming each solution in the set is sorted in a fixed order) for each user by Artificial Bee Colony (ABC) algorithm [19] in order to reduce the overhead. ABC is mainly related to the behavior of employed foragers and unemployed foragers which contain onlooker and scout bees. An employed forager is bound to a specific food source and tells others this source through waggle dances. Scouts are responsible for discovering new food sources. Onlookers would choose the best source to gather nectar. The process of ABC is shown as follows:
1) Initialize the bee colony randomly. Both the number of employed bees and the number of onlooker bees are N. 
Otherwise, replace x i with y i . 3) Employed foragers share their food sources information with onlooker bees through waggle dances. An onlooker bee will decide which employed forager to follow by probability p i which is related to the fitness value of food source and is calculated by formula
. If a randomly generated probability p i ∈ [0, 1] is larger than p i , the onlooker bee would gather nectar at x i ; otherwise, scout will discover a new food source to replace x i . 4) While the employed forager i doesn't find a better food source, go to step 2) if the times of employed forager i searching a new food source doesn't reach the set threshold (100 here); or else, discard searching and generate a new food source for employed forager i randomly. 5) If the maximum number of iterations is reached, this process outputs the bee with the best fitness value and is terminated. If not, go to step 2) and repeat the next steps.
V. EXPERIMENTS AND ANALYSIS
This section contains three parts. First, we introduce the setup in this experiment. Then, evaluation of the performance of A 2 -FPTAS is presented. At last, we compare the performance of ABC with Discrete Particle Swarm Optimization (DPSO) [18] and Differential Evolution (DE) [20] in selecting optimal solutions for multiple users.
A. EXPERIMENTAL SETUP
We assume that a workflow consists of T abstract web services. Each abstract service is connected to another one by the sequence and could be accomplished by S candidate web services. For each candidate service, we discuss its A QoS attributes. The experiments work on the computer Lenovo QiTian M4350-D007 which has 4 GB RAM 3.2GHz and Intel Core(TM) i5-3470 4-core and runs 32-Bit Windows 7. All of the referred code is implemented in pure Java. We adopt the QWS dataset which is the QoS values of web services in the real world presented by [24] . QWS dataset saves the QoS values of nine QoS attributes i.e., Latency, Availability, Reliability, ResponseTime, Throughput, Successability, Compliance, BestPractices and Document. However, we just research a part of these nine attributes. The QoS values of each candidate web service are assigned to one of the total 2507 QoS values in the QWS dataset randomly. If the number of candidate web services exceeds about 2500, it is necessary to randomly generate the vacant QoS values based on the data characteristics of QWS.
B. EVALUATION OF PERFORMANCE OF A 2 -FPTAS
Since [1] has demonstrates the performance of A-FPTAS is better than that of Nondominated Sort Genetic Algorithm II (NSGA-II) [21] , Speed-constrained Multiobjective Particle Swarm Optimization (SMPSO) [22] and Archive-Based hYbrid Scatter Search (ABYSS) [23] , we just compare the performance of A-FPTAS and A 2 -FPTAS here in terms of running time and the number of solutions in the Pareto set in three cases.
In the first case, we discuss the influence of varying number of abstract services on their performance. S and A are set to 50 and 4 severally. T increases from 10 to 80 at the interval of 10. The result is shown in Table 3 .
Next, we show the effect of varying number of candidate services on their performance in the second case. T is set to 10, and A is set to 4. S varies from 200 to 2000 at the interval of 200. The result is presented in Table 4 .
The third case is about the varying number of QoS attributes. T and S are set to 10 and 50, respectively. A varies from 1 to 7 at the internal of 1. Table 5 shows the result of this case.
By comparing columns 3 and 5, columns 7 and 9 in Table 3, Table 4 and Table 5 , we could also find the same conclusions as [1] , i.e., the bigger GEB, the shorter running time is and the smaller number of solutions. In other words, A 2 -FPTAS can also balance the precision of results and computational overhead by regulating the GEB. Table 4 shows that the number of candidate services has almost no influence on the running time and size of the approximate Pareto set. Table 3 and Table 5 display that both the number of abstract services and the number of attributes have a significant effect on the running time and size of the approximate Pareto set.
Moreover, in Table 3 , we find that the running time of A 2 -FPTAS is at least 65% shorter than A-FPTAS by comparing columns 2(A(0.1)) and 3(A 2 (0.1)). The number of bindings of A 2 -FPTAS is reduced by at least 50% compared with A-FPTAS by comparing columns 6 and 7. We can also draw the same conclusion according to the comparison between columns 4 and 5 and columns 8 and 9. For Table 4 and Table 5 , we find that both the running time and the number of solutions of A 2 -FPTAS are smaller than A-FPTAS at the same GEB. Obviously, the scale of the Pareto set has a great effect on the efficiency of selecting optimal solutions for multiple users. So the efficiency of A 2 -FPTAS is better than A-FPTAS. Conversely, if the approximate Pareto sets of both A 2 -FPTAS and A-FPTAS have the same number of solutions, the GEB of A 2 -FPTAS could be smaller, so A 2 -FPTAS has a higher precision than A-FPTAS. In conclusion, the performance of A 2 -FPTAS is better than A-FPTAS because of the unequal local error bound to regulate the approximation precision. We will demonstrate why the unequal local error bound could improve the performance of A 2 -FPTAS in the Appendix.
C. COMPARISON BETWEEN HEURISTIC ALGORITHMS
In this part, we compare the performance of ABC with DE and DPSO in terms of fitness value and running time from three cases, i.e. generations, number of individuals and users. Here, the employed forager in ABC, the agent in DE, particle in DPSO and the employed forager in ABC are called individual. The GEB in A 2 -FPTAS is set to 0.1 for these three cases.
1) GENERATIONS
In this case, the number of users and the number of individuals are set to 100 and 200, respectively. We repeat this experiment twenty times, and then save these three algorithms' fitness value and running time each time for each generation. In the end, we calculate the average value of twenty values for each generation. The final results are shown in Figure 3 . Figure 3(a) shows the influence of generations on the fitness value. We could find that DPSO and DE have a small fitness value but the convergence speed is fast, and ABC has a large fitness and moderate convergence speed. The fitness value of ABC is bigger than DE by 10% and bigger than DPSO by 13.3%. Figure 3 (b) presents the influence of generations on the running time. It shows that the running time of these three algorithms is approximately proportional to the number of generations, and they have excellent stability in running time. The running time of DPSO is much longer than other two algorithms, and ABC has the shortest running time.
In summary, ABC converges a little slowly, but its fitness value is much higher and its running time is the shortest. DE converges quickly and runs at a reasonable time, but its fitness value is smaller than ABC. DPSO has a good convergence speed and fitness value, but its running time is long. Figure 4 (a) and Figure 4 (b) present the effect of the number of individuals on the fitness value and running time for each algorithm, where generations is set to 800 and the number of users is set to 100.
2) NUMBER OF INDIVIDUALS
From Figure 4 (a), we could find that the convergence speed of ABC is a little faster than DE and DPSO. DE and DPSO could reach its largest fitness value at about 400 individuals, but ABC could do that at about 50 individuals. Moreover, the fitness value of ABC is larger than DE by 8.7% and bigger than DPSO by 11.3%. Figure 4 (b) shows that the running time of DE and ABC increases exponentially with the number of individuals increasing. However, the growth rate of DE is bigger than ABC. The number of individuals has a little effect on the running time of DPSO. In general, the number of individuals has a significant effect on the running time of DE and ABC and the convergence speed of DE and DPSO, that is, the more individuals, the longer running time.
The fitness value of ABC is the largest and has the best convergence speed, but its running time is a little longer as the number of individuals increasing. DE has a smaller fitness value and a little slower convergence speed but the much longer running time. The fitness value of DPSO is the smallest and converges much slower, but the running time of DPSO is the shortest.
3) NUMBER OF USERS
In this case, we discuss the influence of the number of users on the performance of algorithms when the number of individuals and generations are set to 200 and 800, respectively. The results are shown in Figure 5 , and Figure 6 shows the standard deviation of results of fitness value and running time. Figure 5(a) shows that the fitness value of each algorithm is approximately proportional to the number of users. The gradient of ABC is the biggest and DPSO is the smallest, i.e., ABC has the largest fitness value, and DPSO is the lowest for the same number of users. The growth rate of DE is between that of ABC and DPSO. From Figure 5 (b), we could find that the running time of each algorithm is also approximately proportional to the number of users. Thereinto, the running time of ABC is the shortest, and DE and DPSO are longer.
As the number of users increasing, we could find that the standard deviation of fitness value of DE is small in most time in Figure 6 (a). It means DE is more stable. The standard deviation of ABC is more and more big so that it is not very stable. Figure 6(b) shows the standard deviation of run time of DPSO is much bigger than that of other algorithms, and it means that the stability of DPSO is worse than that of others.
In summary, ABC has a large fitness value and a short running time, and the fitness value of DE is small and its running time is long. Comparing with DE, the fitness value and running time of DPSO are similar to DE.
By evaluating performance of ABC, DE and DPSO in above three cases comprehensively, we can conclude that ABC is much effective to select optimal solutions from the Pareto set for multiple users. 
VI. CONCLUSION AND FUTURE WORK
In order to address the web service selection for multiple users with different QoS requirements for the same workflow, we present an approach in this paper. This approach first calculates the approximate Pareto optimal set by A 2 -FPTAS which regulates the precision of output using the unequal local error bound, and then it adopts the artificial bee colony algorithm to select optimal solutions from this Pareto set for multiple users based on their QoS requirements and constraints.
In the experiment, we first demonstrate that the unequal error bound could improve the performance of A 2 -FPTAS efficiently. Moreover, we also prove this conclusion in section VI. This experiment also shows that the artificial bee colony algorithm is an effective algorithm to select an optimal solution for each user. In a word, the experiment illustrates the efficiency of our approach.
As the state of users, the concrete web services or other factors may be susceptible to change, such as the number of users and concrete web services, the quality of the concrete web service. In future, we must propose an efficient method to respond to these changes.
APPENDIX
In this section, we will prove why the unequal local error bound could make A 2 -FPTAS more efficient than A-FPTAS.
We assume that workflow W consists of T(T > 1) abstract web services and abstract service i can be accomplished by S i candidate web services. The normalized tree of W has T leaf nodes and T − 1 inner nodes according to the description in section Workflow Normalization, so the number of nodes of W is 2T − 1.
In order to assure that the sum of the local error bounds of all workflow nodes is up to the global error bound ε g , we could get that the local error bound (LEB) is ε l = ε g (2T−1) for each node according to the description of A-FPTAS in [1] . Based on the procedure of A 2 -FPTAS, the unequal local error bound (ULEB) of node i is ε ul,i = i·ε g T(2T−1) , where i is the invoked order of this node.
We could estimate the size of approximate Pareto set of a node with the Expected Value (EV). For A-FPTAS, the EV of a node is the product of the number of all its possible solutions and ε l , such as, the EV of leaf node i is EV A (L i ) = 
