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El filtro Kalman es un método de estimación cuyos parámetros se corrigen 
en  cada  iteración  dependiendo  del  error  de  predicción  que  se  haya 
cometido en la iteración anterior. Es un estimador lineal y óptimo desde el 
punto  de  vista  de  mínimos  cuadrados,  que  ha  ganado  aceptación  en  el 
análisis de series de tiempo. En este documento se explican los conceptos 
sobre los cuales se basa el filtro Kalman, se derivan sus ecuaciones y se 
ilustra su operación con ejemplos numéricos. 
 
 
     El filtro Kalman es un algoritmo para procesar datos de manera iterativa. 
No requiere reprocesar todas las observaciones anteriores cada vez que se 
actualiza.  Los  fundamentos  del  filtro  Kalman  fueron  desarrollados  en 
ingeniería  y  su  presentación  aún  conserva  gran  parte  de  la  notación  y 
motivación original. El filtro sirve para estimar y predecir el movimiento de 
una variable que no observamos directamente pero cuyo efecto medimos, 
contaminado por ruido, a través de otras variables. 
     La literatura económica reciente muestra un creciente interés, teórico y 
práctico,  en  la  utilización  del  filtro  Kalman  como  técnica  econométrica. 
Greenslade, Pierse y Saleheen (2003) lo aplican para estimar el nivel de la 
tasa de desempleo que no acelera la inflación (Nairu); Akerlof et al (2000) 
lo utilizan para terciar en la controversia sobre la Curva de Phillips; Engel y 
Kim (1999) para identificar el componente transitorio y permanente de la   3 
tasa  de  cambio;  Garratt  y  Hall  (1996)  para  construir un indicador de la 
actividad económica; Tanizaki (1993) lo combina con variable dependiente 
binaria para estimar una función de exceso de demanda de dinero; Crafts, 
Leybourne y Mills (1989) lo aplican a la cliometría y concluyen, contrario a 
la sabiduría popular, que la tendencia del producto no cayó en el siglo XIX 
en Inglaterra y Francia; Fama y Gibbons (1982) lo utilizan para estimar la 
tasa de interés real ex ante, la cual es no observable; y LeRoy y Waud 
(1977) para investigar la relación entre los instrumentos y los objetivos de 
la política monetaria. 
     En  este  artículo  intentaremos  una  derivación  del  filtro  que  por  su 
notación y método puede resultar más accesible a los economistas y cuyo 
requisito es el conocimiento de econometría matricial básica. La palabra 
'filtrar' en ingeniería equivale a la palabra 'estimar' en econometría. Una 
versión  anterior  de  este  artículo  se  encuentra  en  Montenegro  (1991). 
Además del texto original de Kalman (1960) y de Kalman y Bucy (1961), 
algunas  referencias  sobre  este  tema  son  Maybeck  (1971),  Granger  y 
Newbold (1986), Jones (1985), Harvey (1989), Meinhold y Singpurwalla 
(1983), quienes presentan un enfoque bayesiano de la derivación del filtro, 
y Hamilton (1994). En Priestley (1981) se derivan las ecuaciones utilizando 
una técnica conocida como análisis de factores (factor analysis). Internet 
también es una buena fuente sobre el tema. 
     El filtro Kalman produce estimativos que se actualizan con la llegada de 
cada  nueva  observación,  pudiendo  modelar  sistemas  cuyos  parámetros 
cambian a través del tiempo. Una diferencia con el método de regresión, 
más ampliamente conocido por los economistas, es que el filtro Kalman 
puede  dar  más  o  menos  peso  al  estado  actual  o  reciente  de  un  proceso 
mientras la regresión generalmente promedia sobre todo el período de la   4 
muestra.  Difiere  también  de  los  modelos  de  regresión  de  coeficientes 
variables y estocásticos (por ejemplo, Hildreth-Houck o Cooley-Prescott) en 
que permite una mayor generalidad en la especificación estocástica de los 
parámetros. En espíritu es similar a los métodos de suavizado exponencial 
con tendencia (por ejemplo, Holt-Winters) excepto que, además, permite la 
actualización de los parámetros. 
 
La estructura del modelo estado-espacio 
 
     El  modelo  estado-espacio  (state-space)  dentro  del  cual  se  enmarca  la 
formulación  del  filtro  supone  la  existencia  de  una  o  más  variables,  o 
parámetros variables, con los cuales podemos describir completamente el 
estado en que se encuentra algún sistema en un momento dado; por eso se 
llaman variables “de estado”. El conjunto de variables de estado se conoce 
como el vector de estado y lo denotamos  t β . 
     El modelo supone que  t β  no es observable directamente y que en su 
lugar observamos  t y , que puede ser un vector o un escalar según el caso, 
donde  t y , es una combinación lineal de las variables de estado  t β , más un 
error de medición  t ε , (por ejemplo,  t β  puede ser la posición de un misil 
enemigo que no se observa directamente sino a través de las mediciones de 
un radar contaminadas por ruido,  t y ). Según esto, la ecuación que relaciona 
las variables es 
 
t t t t X y ε β + =                     (ecuación de medición)                                    (1)
    
   5 
donde  la  matriz  t X ,  se  supone  conocida  y  el  error  de  medición  t ε   se 
distribuye normalmente con media cero y varianza conocida 
2
ε σ , esto es,  
t ε ~N (0,
2
ε σ ).  A  esta  ecuación  también  se  le  pueden  agregar  variables 
exógenas. 
Se postula, además, que conocemos la forma como  t β  cambia a través del 
tiempo  
 
t t t t t t w G d + + = −1 β Τ β             (ecuación de transición)                                    (2) 
 
donde la matriz de transición  t Τ , el vector  t d  y la matriz  t G  se suponen 
conocidos  y  t w   se  distribuye  normalmente  con  media  cero  y  varianza 
conocida 
2
w σ  esto es,  t w ~N (0,
2
w σ ). La especificación de los errores puede 
generalizarse de manera que  ε σ
2   y  w
2 σ  dependan del tiempo en cuyo caso 
se les agregaría un subíndice  t. Notamos que  t X  y  t T  tienen subíndice de 
tiempo y son conocidas. 
     La ecuación (1), llamada de medición (o de observaciones), y la ecuación 
(2), llamada de transición (o del sistema), constituyen la formulación general 
del modelo de estado-espacio. El filtro Kalman fue diseñado para estimar  t β  
en este modelo mediante un proceso iterativo. 
     En el caso univariado, donde  t y  es un escalar, tendríamos que  t X  sería un 
vector transpuesto,  t β  un vector y  t ε  un escalar. 
      La ecuación (1) es similar al modelo lineal clásico y la ecuación (2) 
corresponde a un proceso Markoviano, ambos con coeficientes variables.   6 
Aunque no es evidente a primera vista, la formulación del modelo estado 
espacio  es  una  generalización  de  varias  especificaciones,  como  el 
ARMA(p,q) o Box y Jenkins, modelo de suavizado exponencial del tipo 
Holt-Winters  y  el  modelo  de  regresión.  El  filtro  Kalman,  como 
generalización de estos modelos, puede realizar muchas de sus funciones 
(para una ampliación y demostración de este punto ver Watson, 1983). 
     Por ejemplo, la formulación estado-espacio para el modelo de regresión 
con coeficientes constantes sería 
 
t t t t x y ε β + ′ =               (ecuación de medición) 
 
1 − = t t β β                      (ecuación de transición) 
 
donde  t x  es un vector y donde definimos  0 , 0 , 1 = = = t t t w d Τ . 
     Consideremos el siguiente modelo AR(2) 
 
t t t t y y y ε φ φ + + = − − 2 2 1 1  
 
y su formulación estado-espacio 
 




















































y ε φ φ
                      (ecuación de transición) 
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     Consideremos el siguiente modelo ARMA(2,1) 
 
1 2 2 1 1 − − − + + + = t t t t t gw w y y y φ φ   
 
el cual puede formularse en estado-espacio como sigue 
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( ) 0 1 = t X ,       , 0 = t d        0 = t ε  
 
     Alternativamente,  el  modelo  ARMA(2,1)  puede  representarse  de  la 
siguiente forma, 
 











































                              (ecuación de transición) 
   8 
Remplazando  t 1 β  y  t 2 β  de la ecuación de transición en la de medición y 
pasando  1 φ  al lado izquierdo, tenemos 
 
1 5 4 2 2 3 4 2 1 2 4 5 1 2 3 1 1 2 1 − − − − − + + + + + = − t t t t t t t w w y φ φ β φ φ β φ φ φ β φ β φ φ  
 
            1 5 4 2 2
2
3
2 1 2 4 5 1 2
2
3
1 1 2 ) ( ) ( − − − − − + + + + + = t t t t t t w w φ φ β
φ
φ
β φ φ φ β
φ
φ
β φ  
 
finalmente,  notando  de  la  ecuación  de  medición  que  las  expresiones  en 
paréntesis representan rezagos de la variable del lado izquierdo, obtenemos 
el modelo ARMA(2,1) deseado 
 
            1 5 4 5 1 2 2 4 1 1 2 ) ( ) ( − − − + + − + − = t t t t w w y y φ φ φ φ φ φ φ φ  
 
     Otros  ejemplos  de  representaciones  estado-espacio  y  formulaciones 
alternativas  pueden  consultarse  en  Judge  et  al  (1985,  p.981),  Chatfield 
(1989), Harvey (1982), Schwartz y Shaw (1975) y Hamilton (1994). 
 
Las ecuaciones del filtro Kalman 
 
     Definimos como  1 − t I  el conjunto de información en el tiempo  1 − t , el cual 
incluye la información que tengamos sobre el modelo más la información 
contenida  en  las  observaciones  K , , , 3 2 1 − − − t t t y y y .  Similarmente,  t I   será  el 
conjunto de información en el tiempo t, el cual incluye la información sobre 
el modelo más la información contenida en  K , , , 2 1 − − t t t y y y .   9 
     El problema de estimación de la formulación estado-espacio se reduce 
básicamente a lo siguiente: observamos la variable  t y  pero queremos  t β , la 
cual  no  observamos  y  debemos  estimar  con  base  en  la  información 
disponible  t I . 
     Para resolver este problema apelamos a un conocido resultado de la teoría 
multivariada  (Priestley  1981,  p.76;  Granger  y  Newbold  1986,  p.124; 
Lindgren 1976,  p.476),  el  cual,  para  el caso  que  nos ocupa,  dice que  el 
estimador  Φ  que  minimiza  el  error  cuadrado  medio, 
2 )] ( [ t t I E Φ − β ,  es 
) ( ) ( t t t I E I β Φ = . En otras palabras, la mejor forma de estimar  t β , de manera 
que el error cuadrado medio sea mínimo, es encontrando el valor esperado 
de   t β  dado  t I . Los pasos requeridos para encontrar  ) ( t t I β Ε  se desarrollan 
a continuación. 
     Supongamos  que  el  valor  inicial  0 β   se  toma  de  alguna  distribución 
normal independiente de  t ε  y  t w . Sabemos que una combinación lineal de 
variables aleatorias normales, dependientes o independientes, es normal (ver 
Priestley 1981, p.91); lo cual nos permite afirmar que  1 β  será normal porque 
según  la  ecuación  (2),  resulta  de  una  combinación  lineal  de  variables 
normales;  igualmente  para  K , , 3 2 β β   y,  en  general,  para  t β .  Por  ser  sus 
componentes  normales  e  independientes,  el  vector  ( ) t t ε β   tendrá  una 
distribución  normal  conjunta  dada  por  el  producto  de  las  distribuciones 
marginales de  t β  y  t ε . Además, cualquier otra combinación lineal de este 
vector  también  tendrá  una  distribución  normal  conjunta  (ver  Kendall  y 
Stuart  1963,  p.350;  Lindgren  1976,  p.472).  En  consecuencia,  el  vector 
( ) t t y β , mostrado aquí  como una combinación lineal  de  t β  y  t ε , 






























(donde  M  y  N  son matrices o vectores unitarios) tendrá una distribución 
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                  (3) 
 
     Estrictamente hablando, los términos llamados VAR y COV  son matrices 
de varianza-covarianza para el caso general vectorial. Los términos de la 
ecuación (3) se explican a continuación. Tomando el valor esperado de las 
ecuaciones (2) y (1) tenemos respectivamente que  
 
t t t t t t d I E T I E + = − − − ) ( ) ( 1 1 1 β β                                                                      (4) 
 
) ( ) ( 1 1 − − = t t t t t I E X I y E β                                                                            (5) 
  
     Recordando la manipulación cuadrática de matrices y que la varianza de 
una  suma  de  variables  aleatorias  no  correlacionadas  es  la  suma  de  sus 
varianzas, encontramos de las ecuaciones (2) y (1) respectivamente que  
 
t w t t t t t t t G G T I VAR T I VAR ′ + ′ = − − −
2
1 1 1 ) ( ) ( σ β β                                           (6) 
 
2
1 1 ) ( ) ( ε σ β + ′ = − − t t t t t t X I VAR X I y VAR                                                   (7)   11 
 
     Para encontrar las expresiones de los dos términos llamados COV  en (3) 
apelamos  a  un  conocido  resultado  sobre  la  covarianza  de  dos  variables 
aleatorias que, junto con la ecuación (5), nos permite escribir  
 
) ( ) ( ) (
) ( ) ( ) ( ) , (
1 1 1
1 1 1 1
− − −
− − − −
′ − ′ =
′ − ′ =
t t t t t t t t
t t t t t t t t t t
I E I E X I y E
I E I y E I y E I y COV
β β β
β β β
                             (8) 
                                                                                                          
     Por  otro  lado,  postmultiplicando  la  ecuación  (1)  por  t β′  y  tomando 
expectativas  y  apelando  a  otro  conocido  resultado,  esta  vez,  sobre  la 
varianza de dos variables aleatorias, obtendremos  
 
( ) [ ]
) ( ) ( ) (
) ( ) ( ) (











 ′ + =
′ = ′ + ′ = ′
t t t t t t t t
t t t t t t t
t t t t t t t t t t t t t
I E I E X I VAR X
I E I E I VAR X
I E X I X E I y E
β β β
β β β
β β β ε β β β
                            (9) 
 
de manera que la ecuación (8) queda 
 
) (
) ( ) ( ) ( ) ( ) ( ) , (
1
1 1 1 1 1 1
−
− − − − − −
=
′ − ′ + =
t t t
t t t t t t t t t t t t t t t t
I VAR X
I E I E X I E I E X I VAR X I y COV
β
β β β β β β
                                                                                                                    (10) 
 
     Igualmente,  la  otra  covarianza  será  (notando  que  ( ) 1 − t t I VAR β   es  una 
matriz simétrica y por tanto igual a su transpuesta) 
   12 
t t t t t t X I VAR I y COV ′ = − − ) ( ) , ( 1 1 β β                                                                (11) 
 
con lo cual completamos la explicación de los términos de la ecuación (3). 
     Ahora, utilizando otro resultado de la teoría multivariada [Pristley (1981, 
p.84-85), Anderson (1958, p.28-29), Harvey (1989, p.165)] procederemos a 
encontrar la función de distribución condicional de la variable  t β . Según 
este  resultado,  cuando  dos  variables,  en  este  caso  t β   y  t y ,  tienen  una 
distribución Normal conjunta como la descrita en la ecuación (3), entonces 
la distribución de  t β  dado  t y  (la más reciente medición) e  1 − t I , será 
 
1 , − t t t I y β  ~ 
 
      ( ) { ( ) ( ) [ ] ( ) [ ]
















t t t t t t t t t t
t t t t t t t t t t
I y COV I y VAR I y COV I VAR
I y E y I y VAR I y COV I E N
β β β
β β
              (12)  
                                                                                                                    
Notamos que decir  t β  dado  t y  e  1 − t I  es lo mismo que decir  t β  dado  t I ; así el    
'mejor' estimador de  t β  que veníamos buscando corresponde a la media de la 
distribución normal de la expresión (12), esto es, 
 
( ) ( ) [ ] ( ) [ ] 1
1
1 1 1 , ) ( ) ( −
−
− − − − + = t t t t t t t t t t t t I y E y I y VAR I y COV I E I E β β β               (13) 
 
el cual tendrá una varianza que corresponde a la varianza de la distribución 
normal descrita en la expresión (12), esto es, 
 
( ) ( ) ( ) ( ) [ ] ( ) 1
1
1 1 1 , , −
−
− − − − = t t t t t t t t t t t t I y COV I y VAR I y COV I VAR I VAR β β β β         (14)   13 
 
Reemplazando los valores indicados en las ecuaciones (5), (7), (10) y (11) 
en  las  ecuaciones  (13)  y  (14),  obtenemos  las  ecuaciones  llamadas  de 
actualización 
 
( ) ( ) ( ) [ ] 1 1 − − − + Ε = t t t t t t t t t I E X y K I I E β β β                                                     (15) 
 






1 1 ) ( ) (
−
− − + ′ ′ = ε σ β β t t t t t t t t X I VAR X X I VAR K                                                 (17) 
 
que junto con las ecuaciones (4) y (6), llamadas de predicción, y repetidas 
aquí, conforman el filtro Kalman 
 
t t t t t t d I E T I E + = − − − ) ( ) ( 1 1 1 β β                                                                      (4) 
 
t w t t t t t t t G G T I VAR T I VAR ′ + ′ = − − −
2
1 1 1 ) ( ) ( σ β β                                          (6) 
 
     El proceso iterativo del filtro se inicia en  0 = t  a partir de  ( ) 0 0 I E β  y 
( ) 0 0 I VAR β  dados inicialmente. Con estos valores encontramos  ( ) 0 1 I E β  y  
( ) 0 1 I VAR β  de (4) y (6); y luego, una vez conocida la observación  1 y , de (15) 
y (16) encontramos  ( ) 1 1 I E β  y  ( ) 1 1 I VAR β . Ahora con  ( ) 1 1 I E β  y  ( ) 1 1 I VAR β  
iniciamos la segunda iteración haciendo la predicción  ( ) 1 2 I E β  y su varianza   14 
( ) 1 2 I VAR β  de (4) y (6) y así sucesivamente. Los valores iniciales de  ( ) 0 0 I E β  
y  ( ) 0 0 I VAR β   deben  escogerse  de  la  manera  menos  arbitraria  posible, 
apelando a la experiencia del investigador y al conocimiento que se tenga 
sobre el sistema bajo estudio, sea este económico, físico, etc. El investigador 
puede escoger  ( ) 0 0 I E β  y luego escoge  ( ) 0 0 I VAR β  de manera que refleje su 
propia incertidumbre acerca de ese valor inicial  ( ) 0 0 I E β . Otra posibilidad, 
particularmente  atractiva  para  los  economistas,  es  empezar  utilizando  las 
estimaciones  de  una  regresión  basada  en  las  observaciones  disponibles; 
obviamente la primera iteración del filtro Kalman se hace con la próxima 
observación disponible. 
     La expresión  t K  de la ecuación (17) se conoce como la ganancia del filtro 
Kalman.  Quizás  intuitivamente  sea  más  clara  de  la  ecuación  (13)  donde 
observamos que la parte que corresponde a  t K , 
 




− − t t t t t I y VAR I y COV β   
 
es  el  coeficiente  de  una  regresión  de  ( ) 1 − − t t t I E β β   como  variable 
dependiente contra  ( ) 1 − − t t t I y E y  como variable explicativa.  t K  es un vector 
que tiene un componente para cada variable de estado  t β , componente que, 
en general, tiende a ser proporcional a la varianza de la variable de estado 
correspondiente. 
     Si se trata de modelar una serie no estacionaria, no basta por ejemplo con 
hacer que algunos elementos de  t Τ  en la ecuación (2) sean mayores que 1, 
sino que, si es del caso, es importante especificar varianzas que aumenten 
con el tiempo.   15 
 
Ejemplo 1  
 
     Supongamos que se tienen datos agregados de ventas totales y del salario 
total  pagado  a  vendedores  en  alguna  actividad  comercial,  y  que  estas 
variables se relacionan a través de la siguiente ecuación  
 
t t t t t v c b s ε + + =                                                                                               (18) 
 
donde  t s  es el salario total pagado en el tiempo  t,  t b  es el básico,  t v  es el 
volumen de ventas totales,  t c  es la comisión sobre ventas y  t ε  es un término 
de  error.  En  terminología  del  filtro  Kalman  esta  sería  la  ecuación  de 
medición. 
     Las variables de estado a estimar son   t b  y  t c  las cuales se supone siguen 





































1                                                                                       (19) 
 
donde  ( ) t t t w w w 2 1 , = ′  es un vector de ruido. Utilizando la terminología del 
texto podemos decir que  0 = t d  y que  
 

















1 t t t t G v X Τ                                               (20) 
   16 
     La serie  t s fue construida a partir de 10 observaciones de  t ε  tomadas de 
una distribución normal con media cero y varianza .5. Los datos se muestran 
en el Cuadro 1. Observamos que en  6 = t  tanto  t b  como   t c  duplican su valor 
pasando de 2 a 4 y de .1 a .2 respectivamente. Este es un salto inusualmente 
grande para series de tiempo que siguen la ecuación (19) pero se utiliza aquí 
con el objeto de ilustrar la habilidad del filtro Kalman para monitorear y 
ajustarse a estos cambios. Se espera que en la práctica las variaciones en las 
series  sean  proporcionalmente  menores  y  que,  así  mismo,  sea  mayor  la 
convergencia del filtro. 










= ε σ σ w  
 
     Los valores de  ( ) 0 0 I E β  y  ( ) 0 0 I VAR β  escogidos para la iniciación fueron  
 


















0 0 0 0 I VAR I E β β  
 
     Partiendo de estos valores la estimación de  t b  y de  t c  está dada por la 
ecuación  (15)  para  cada  iteración.  El  ejercicio  numérico  descrito  fue 
procesado utilizando el programa Eviews 5. Los resultados se incluyen en 
las últimas dos columnas del Cuadro 1 y se muestran en la Figura 1 para el 
salario básico y en la Figura 2 para la comisión sobre ventas, junto con los 
respectivos valores verdaderos de  t b  y  t c . Se observa que la convergencia es   17 
relativamente rápida; siendo dos o tres iteraciones suficientes para acercar la 
estimación al valor verdadero. 
     La  estimación  por  mínimos  cuadrados  ordinarios  de  la  ecuación  (18) 
arroja un  t b  estimado de 4.71 y un  t c  estimado de .091, en contraste con los 




     La siguiente ilustración utiliza series mensuales de empleo en Colombia 
desde enero del año 2000 hasta octubre del 2004; específicamente, las tasas 
de desempleo y de subempleo para 13 ciudades. Las ecuaciones del modelo 
son: 
 






2 1 2 2







                                                  (ecuación de transición) 
 
donde  t 1 β  y  t 2 β  son las variables de estado,  t u  es la tasa de desempleo,  t sub  
es la tasa de subempleo, φ  es un coeficiente y  t ε ,  t w1  y  t w2  son ruido blanco. 
La descripción del modelo en lenguaje Eviews y el resultado de la 
estimación se muestran en el Cuadro 2. Los coeficientes C(1) y C(2) en el 
Cuadro 2 corresponden a la estimación de las varianzas. La forma adoptada 






                                                 Cuadro 1 
 
 
t  t s   t b   t c   t v   t ε   ) (est bt   ) (est ct  
1  3.65  2  .1  20  -.35  1.6  .07 
2  5.91  2  .1  40  -.09  1.8  .1 
3  5.58  2  .1  30  .58  2.1  .1 
4  6.42  2  .1  45  -.08  2.0  .1 
5  7.51  2  .1  55  .01  2.0  .1 
6  7.35  4  .2  15  .35  5.2  .09 
7  8.97  4  .2  25  -.03  5.7  .1 
8  14.37  4  .2  50  .37  5.5  .17 
9  5.77  4  .2  10  -.23  4.3  .18 
10  11.17  4  .2  35  .17  4.4  .19 
 
 
   19 









1 2 3 4 5 6 7 8 9 10
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                      Cuadro 2 
 
 
u = sv1*u(-3) + sv2*u(-12)+c(3)*sub(-12)+[var=.1] 
 
@state sv1 = sv1(-1)+[var=exp(c(1))] 




Method: Maximum likelihood (Marquardt) 
Date: 12/02/04   Time: 19:24 
Sample: 2000:01 2004:10 
Included observations: 58 
Valid observations: 46 
Convergence achieved after 14 iterations 
  Coefficient  Std. Error  z-Statistic  Prob.  
C(1)  -7.032217  2.237703  -3.142605  0.0017 
C(2)  -7.404593  3.120243  -2.373082  0.0176 
C(3)  0.093652  0.058302  1.606322  0.1082 
  Final State  Root MSE  z-Statistic  Prob.  
SV1  -0.054542  0.101106  -0.539451  0.5896 
SV2  0.771058  0.098310  7.843105  0.0000 
Log likelihood  -75.17988      Akaike info criterion  3.399125 
Parameters  3      Schwarz criterion  3.518385 
Diffuse priors  2      Hannan-Quinn criter.  3.443801   22 
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