In this article, we study the eigenvalue of nonlinear p−fractional Hardy operator
Introduction
In this article, we study the nonlinear eigenvalue problem of p−fractional Hardy operator ( where n > pα, p ≥ 2, α ∈ (0, 1), 0 ≤ µ < C n,α,p , where C n,α,p is a constant defined later and Ω is a domain in R n with Lipschitz boundary containing 0. We observe that Ω may be unbounded, and in particular Ω = R n . Here, (−∆) α p is the fractional Laplacian operator defined as
|u(x) − u(y)| p−2 (u(x) − u(y)) |y| n+2α dy for all x ∈ R n .
We assume the following condition on V : The eigenvalue problem (1.1) is motivated by the following Sharp fractional Hardy inequality: Theorem 1.1 (see [15] ) Let n ≥ 1 and 0 < α < 1. Then for all u ∈Ẇ α p (R n ) in case 1 ≤ p < n/α, and for all u ∈Ẇ α p (R n \ {0}) in case p > n/α, we have The constant C n,α,p is optimal. If p = 1, equality in (1.2) holds iff u is proportional to a symmetric decreasing function. If p > 1, the inequality in (1.2) is strict for any function 0 ≡ u ∈Ẇ α p (R n ) orẆ α p (R n \ {0}) respectively.
The fractional power of Laplacian is the infinitesimal generator of Lévy stable diffusion process and arise in anomalous diffusions in plasma, population dynamics, geophysical fluid dynamics, flames propagation, chemical reactions in liquids and American options in finance. For more details, one can see [3, 11] and reference therein. Recently the fractional elliptic equation attracts a lot of interest in nonlinear analysis such as in [7, 22, 23, 25, 26] . Caffarelli and Silvestre [7] gave a new formulation of fractional Laplacian through Dirichlet-Neumann maps. This is commonly used in the literature since it allows us to write a nonlocal problem to a local problem which allow us to use the variational methods to study the existence and uniqueness. When α = 1, the p-fractional Laplacian operator becomes the p-Laplace operator. A lot of work has been done in case of p−Laplacian see [2, 20, 18, 21, 27, 28, 19] and references their in. For µ = 0 and α = 1, the problem (1.1) is studied by Szulkin and Willem in [27] . Also, for µ = 0, the problem (1.1) is studied by Sreenadh in [19] , which is motivated by the following p−Laplace Hardy-Sobolev inequality,
for all 1 < p < n and for all u ∈ W 1,p 0 (Ω). In case of fractional operator, µ = 0, and V ≡ 1, the eigenvalue problem (1.1) is studied by Servadei and Valdinoci [23] (for p = 2), Lindgren and Lindqvist [13] (for the case p ≥ 2) and by Franzina and Palatucci [10] (for any p > 1). In [13] , a lot of attention is given to the asymptotic behavior of problem (1.1) as p → ∞, while in [10] , some regularity results for the eigenfunctions are proved. In [12] , the author studied the higher eigenvalues of p−fractional operator. Stability of the variational eigenvalues is studied in [6] . In [9] , authors studied the first eigenvalue and properties of the p-fractional operator with a potential. In case of µ = 0, V ∈ L ∞ (Ω), the properties of first eigenvalue are also studied in [14] . To the best of our knowledge, all the results in this paper are new even in the linear case. There is no work related to the eigenvalue of fractional hardy operator with indefinite weight. This work is motivated by the work of Szulkin and Willem [27] and Sreenadh [19] , which has been done for p−Laplacian operator. In this paper, we prove the existence of eigenvalues of fractional Hardy-Sobolev operator with singular type indefinite weight and analyze some properties of the associated eigenfunction. Moreover, we show the existence of a sequence {λ k } of eigenvalues such that λ k → ∞ as k → ∞. The paper is organized as follows: In section 2, we give some preliminaries result. In section 3, we show the existence of first eigenvalue and proved some properties of first eigenvalue and corresponding eigenfunction. We give some examples in section 4. In section 5, we obtain a sequence of eigenvalues λ k such that λ k → ∞ as k → ∞.
We shall throughout use the function space X 0 with the norm . and we use the standard L p (Ω) space whose norms are denoted by u p .
Prelimenaries
In this section, we first define the function space and prove some properties which are useful to find the solution of the the problem (1.1). For this we define W α,p (Ω), the usual fractional
To study fractional Sobolev space in details we refer [8] .
For n ≥ 1 and 0 < α < 1, the fractional Sobolev spaceẆ α p (R n ) andẆ α p (R n \ {0}) defined as the completion of C ∞ c (R n ) for 1 ≤ p < n/α and C ∞ c (R n \ {0}) for p > n/α respectively, with respect to the norm
Then we define
with respect to the norm
where Q = R 2n \ (CΩ × CΩ) and CΩ := R n \ Ω. Then X 0 is a reflexive Banach space. Note that the norm . X 0 involves the interaction between Ω and R n \ Ω. This type of functional setting is introduced by Servadei and Valdinoci for p = 2 in [22] . Now we state some result which are used to prove the main result:
Lemma 2.1 (Brezis-Lieb Lemma [5] ) Suppose f k → f a.e and f k p ≤ C < ∞ for all k and bl1 for some 1 < p < ∞. Then
In order to prove simplicity of the first eigenvalue, we need the following discrete Picone-type identity (see Lemma 6.2 in [4] ).
The equality holds if and only if u = kv a.e. for some constant k.
On the first eigenvalue of Hardy fractional p−Laplacian
In this section, we prove the existence of first eigenvalue of the problem . We show that the first eigenvalue λ 1 is simple by discrete Picone identity and eigenfunctions associated to λ 1 have definite sign in Ω. Finally, we also prove a result on the strict monotonicity of λ 1 with respect to both the domain and the weight.
First, we note the some properties of the p−fractional Hardy operator
is a positive operator, for all u ∈ X 0 and 0 ≤ µ < C n,α,p .
Also, if
Then, by the fractional Hardy inequality (1.2), for 0 ≤ µ < C n,α,p , we have (i) R(u) is equivalent to · X 0 but it does not define the norm itself.
We define the functional J µ on X 0 as
Then J is C 1 on X 0 . Our goal is to study the eigenvalue problem and some properties (simplicity, isolatedness) of
In order to prove the existence of an eigenvalue, we need to prove the following Lemma:
v1 Lemma 3.1 Under the assumption (A p ), the map T : X 0 → R defined as
is weakly continuous.
Proof.
Step 1. One can see the proof of Lemma 2.13 in [30] for α = 1 but for completeness, we give the detail. Firstly, we show that Ω V 1 |u| p dx is weakly continuous. For this, suppose
Step 2. In order to prove that Ω V 2 |u| p dx is weakly continuous. Let u k ⇀ u weakly in X 0 and ǫ > 0. Then by assumption, there exists R > 0 such that if x ∈ Ω and |x| ≥ R, then |x| pα V 2 (x) ≤ ǫ. Define
Then (A p ) and fractional Hardy inequality (1.2), implies that
and similarly,
By compactness, there is a finite covering of Ω 2 by closed balls
Then there exists r = min{r 1 , · · · , r l } > 0 such that for 1 ≤ j ≤ l,
, then by the fractional Hardy inequality,
We deduce from (3.2), (3.3), (3.5) and (3.6) that
Combing the step 1 and step 2, we get the required result.
m1 Theorem 3.2 The eigenvalue λ 1 is attained.
Then by fractional Hardy inequality, {u k } is a bounded sequence in X 0 and X 0 is reflexive. Then there exists a subsequence {u k } of {u k } such that u k ⇀ u weakly in X 0 and u k → u a.e in Ω. Since J(u) ≥ 0 for 0 ≤ µ < C n,α,p . So it is bounded below on M . By Ekeland variational principle, we can find a sequence {v k } such that
Clearly J(v k ) is a bounded, follows from (3.7). So we only need to prove that
and for t ∈ R, define
Then u t ∈ M and replacing u by u t in (3.8), we get
we obtain r(t) p − 1 t → 0 as t → 0, and then 1 − r(t) t → 0 as t → 0.
So, we have
Since w is arbitrary in X 0 , we choose a k such that
Thus we obtain that, {v k } is a Palais-Smale sequence. By the boundedness of the sequence {v k }, we have that up to a subsequence v k ⇀ v weakly in X 0 . So, by the weak convergence of v k we have J ′ (u), (u k − u) → ∞. and by (3.10)
By Brezis-Lieb Lemma 2.1, we have
Using above relation, we obtain from (1.2) and (3.11),
Observe that
as k → ∞. Now using Fatous Lemma, we can conclude that v ≡ 0.
Theorem 3.3 λ 1 is simple in the sense that eigenfunctions associated to it are merely a constant multiple of each other.
Proof. Let φ 1 and u are two eigenfunctions corresponding to the eigenvalue λ 1 . Let {ψ k } be a sequence of functions such that
Then we show that w k ∈ X 0 . Now,
for all (x, y) ∈ R n × R n . Hence, w k ∈ X 0 for all k ∈ N, as ψ k , u ∈ X 0 . Now, testing the equation satisfied by u with w k , we obtain
Now by equations (3.13) and (3.14), we obtain
by Fatous Lemma. Therefore by discrete Picone identity (2.2), we have φ 1 = lu a.e for some constant l. Hence λ 1 is simple.
pt3 Theorem 3.4 Eigenfunctions corresponding to other eigenvalues changes sign.
Proof. Let φ 1 and u be the eigenfunctions corresponding to λ 1 and λ respectively. Then φ 1 and u satisfies
respectively. Suppose u does not changes the sign. Then we may assume u ≥ 0. Let
Taking w 1 and w 2 as test functions in (3.15) and (3.16) respectively, we obtain
Subtracting (3.17) from (3.18) and taking limit as k → ∞, we obtain
which gives a contradiction to fact that λ > λ 1 .
Theorem 3.5 Let V 1 , V 2 be two weights and assume that V 1 ≤ V 2 a.e. and |{x ∈ Ω :
Proof. Let u be an eigenfunction associated to λ 1 (V 1 ). Since
as an admissible function in infimum of (3.1) for λ 1 (V 2 ). We have
. Suppose the equality holds if and only if
This last identity implies that V 1 ≡ V 2 , which contradicts our hypothesis. Hence
Proof. Let u ∈ X 0 (Ω 1 ) be an eigenfunction associated to λ 1 (Ω 1 ) and putũ the function obtained by extending u by 0 in Ω 2 \Ω 1 . Thenũ ∈ X 0 (Ω 2 ) and
as an admissible function for λ 1 (Ω 2 ), we obtain,
where Q| Ω i = R 2n \CΩ i ×CΩ i and CΩ i = R n \Ω i . The equality hold only ifũ is an eigenfunction associated to λ 1 (Ω 2 ) but this is impossible because |ũ = 0| > 0 is a contradiction.
Examples and counterexamples:
If Ω = R n , then we have the following results:
then the infimum in (1.1) is 0 (and is not achieved).
Proof. We only consider the case of |x| pα V (x) → ∞ as x → 0, the other cases being similar. Let u ∈ C ∞ c (R n ) and set u r (x) = u(x/r). Then
Since u has compact support and |u| p |x| pα ∈ L 1 (R n ), it follows easily that the right hand side above tends to 0 as r → 0. In case of |x| → ∞, the function u ∈ C ∞ c (R n ) should be chosen so that 0 ∈ supp u. Now we give some example of potential V :
Then by Theorem (5.1) for p = 2 and Theorem (5.4) for p = 2, (1.1) has infinitely many positive eigenvalue if
. Then W 3 and W 4 are not in L n 2α (R n ) and are in the same L q -spaces as W 1 and W 2 respectively. Moreover, If we take W 3 (x), W 4 (x) = V 2 as in assumption of (A p ), we see that both the condition stated below, for W 3 and first condition for W 3 , lim x→y,x∈Ω |x − y| pα V 2 (x) = 0 for all y ∈ Ω, and lim |x|→∞,x∈Ω
are not satisfied. So, we can't say anything about the existence of eigenvalue.
On the Higher eigenvalue
In this section, we show the existence of a sequence of eigenvalues {λ k } of (1.1) such that λ k → ∞ as k → ∞ using the Ljusternik-Schnirelman critical point theory on C 1 manifold. In order to obtain the higher eigenvalue of (1.1) in the linear case p = 2, we solve the following problem
m2 Theorem 5.1 Under assumption (A 2 ), for every n > 2α, problem (P k ) has a solution φ k . Moreover, φ k is an eigenfunction of (P k ) corresponding to eigenvalue
Proof. The existence of φ k is proved as in Theorem 3.2. An elementary argument in [23] shows that φ k is an eigenfunction of (P k ) corresponding to eigenvalue
The sequence
which completes the proof of Lemma.
Since the equation (1.1) is nonlinear (unless p = 2), it is not possible to obtain higher eigenvalues by the method of above Theorem 5.1. For this, we will use the LjusternikSchnirelman critical point theory on C 1 manifold proved by [29] . Let
Since the set {u ∈ X 0 : Ω V |u| p dx = 1} is a not a manifold in X 0 unless further assumptions are made on V − . So we introduce a new space X := {u ∈ X 0 : u X < ∞}, where
Then M := {u ∈ X : Ω V |u| p dx = 1} is a C 1 −manifold as a subset of the space X. Moreover critical points of φ| M are eigenfunctions and corresponding critical values are eigenvalues of (1.1). On this space, we define the functional
LetJ µ denote the restriction of J µ to M and let Ψ ± (u) := Ω V ± |u| p dx. Then we prove the following Lemma:
, then the following holds:
(i) The Fréchet derivatives of Ψ + is completely continuous as a mapping from X to X * .
(ii) Ψ + (u) ≤ cJ µ (u) for some c > 0 and for all u ∈ X, 0 ≤ u < C n,α,p .
(i) Let u k ⇀ u. By the Hölder and the fractional Sobolev inequalities,
It is easy to see that
(Ω) (indeed, otherwise there would exist a subsequence converging weakly to some v = 0 and a.e to 0, a contradiction). Since V 1 ∈ L n/pα (Ω), the right hand side above tends to 0 uniformly for v X ≤ 1. This shows the complete continuity of the V 1 −part.
Using the notation of Lemma 3.1 and the Hölder, the fractional Hardy and the fractional Sobolev inequalities, we see that
which implies that
Thus u k → u strongly in X 0 . Using this, (5.1) and (5.2), we have
Hence u k → u strongly in X.
We define λ k = inf γ(A)≥k sup u∈A J µ (u), where A is a closed subset of M such that A = −A and γ(A) is the Krasnoselskii genus of A. Since {x ∈ R n ; V (x) > 0} has positive measure, for each k there is a set A ⊂ M which is homeomorphic to the unit sphere S k−1 ⊂ R k by an odd homeomorphism. Since γ(S k−1 ) = k, there exist sets of arbitrarily large genus and all λ k are all well-defined. Moreover, λ 1 = inf u∈M J µ (u). Hence λ 1 coincides with the first eigenvalue obtained in Theorem 3.2 and λ k ≥ λ 1 > 0 for all k.
As λ k is a critical value of J µ | M , there exists a critical point φ k with J µ (φ k ) = λ k . Hence J ′ µ (φ k ) = βψ ′ (φ k ), where β is a Lagrange multipliers and is satisfied with u = φ k and β = λ. Since pJ µ (φ k ) = J ′ µ (φ k ), φ k = β ψ ′ (φ k ), φ k = pβ, we have β = J µ (φ k ) = λ k , so λ k is an eigenvalue and φ k is corresponding eigenfunction. m3 Theorem 5.4 Under assumption (H p ), J µ |M has a sequence of critical points φ k with corresponding critical value λ k = Q |u(x)−u(y)| p |x−y| n+pα dxdy. Moreover, each φ k is an eigenfunction of (1.1), λ k is an associated eigenvalue, and λ k → ∞ as k → ∞.
Proof. Let {u k } be a Palaise-Smale sequence. Then there exists η k ∈ R n such that
Since J µ (u k ) is bounded, so is Ψ + (u k ) according to Lemma and therefore
is bounded. Hence u k p X = J µ (u k ) + Ψ − (u k ) is bounded and we assume passing to a subsequence that u k ⇀ u weakly in X. Since (Ψ + ) ′ is completely continuous, Ψ + (u k ) → Ψ + (u) and it follows from (5.4) that u = 0. By (5.3)
Therefore η k is bounded and we assume that η k → η. Moreover taking the limit in above, we obtain 0 < J µ (u) ≤ η, so η > 0. Now we may rewrite 5.3, as
Since A η k (u k ) − A η (u k ) → 0, as it can be easily seen from the definition of A η and since (Ψ + ) ′ (u k ) → (Ψ + ) ′ (u). It follows that A µ (u k ) is strongly convergent. So, λA η (u k ), u k −u → 0 and u k → u according to Lemma 5.3. Thus we have shown that J µ | M satisfy the PalaiseSmale condition. It follows from our earlier discussion that each λ k is a critical value of J µ |M and an eigenvalue of the problem . Since λ k ≥ Cλ 0 k are eigenvalues of L 0 , we have λ k → ∞ as k → ∞ see Proposition of 2.2 in [2] .
