1. Introduction. We consider second-order, selfadjoint, uniformly elliptic partial differential equations on a two-dimensional polygonal domain 12. The problems are solved numerically by using piecewise linear finite elements. The domain is first divided into nonoverlapping subregions 12i's, which are further divided into triangular finite elements. We use H to denote the diameter of a typical subregion and h to denote the diameter of its elements.
We begin with the linear system arising from a discretization of the problem and we first eliminate the variables interior to the subregions .T he resulting reduced system, the Schur complement, involves only the variables associated with F, the set of edges, and vertices of the subregions. This system is then solved by a preconditioned conjugate gradient method, where the preconditioner is constructed from certain problems associated with the interfaces Fj 0 N 0j and vertices and a global coarse problem associated with the vertices.
Many preconditioners have been proposed for the subproblems associated with the edges F. For example, the method by Bramble, Pasciak, and Schatz (BPS) [2] uses an operator similar to the square root of the Laplacian operator as the subproblem.
Recently Smith and Widlund [8] proposed a computationally more efficient hybrid preconditioning method which involves only a simple change of basis (between nodal and hierarchical basis) with the unknowns on the edges Fi. They show that the new method has a condition number which grows no faster than C(1 / log(H/h))2, which is comparable to that of the BPS method.
The domain-decomposed preconditioner we consider in this paper is inspired by the work of Smith and Widlund [8] . In the same way that [8] uses the hierarchical basis on the edges to obtain a domain decomposition method, we use the multilevel nodal basis of Bramble, Pasciak, and Xu [3] applied to the reduced system on the interfaces (i.e., the edges and the vertices) to obtain our domain decomposition method. We call this preconditioner the multilevel nodal basis domain decomposition (MNBDD) preconditioner. We derive a proof, similar to the proof by Smith and Widlund [8] which V/h is defined. In short, {}=1 is the standard nodal basis for the space V/h. Figure 1 shows the multilevel nodal basis functions in one dimension. The multilevel nodal basis preconditioner M of Bramble, Pasciak, and Xu [3] , [6] applied to v E V h takes the following form:
where the operator A0 is a discretization of the elliptic operator -A on V0 
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where ()i is the value of the basis function at node j evaluated at node i on level 1.
It can be verified that ()i=0 VjtkandiF, since all multilevel nodal basis functions at the nodes interior to the subregions vanish on the interface. In other words, the second term in the summation of (2) is identically equal to 0. Thus GBI 0 and u (GBVB) i.
The following lemma is based on a similar one from Smith and Widlund's paper [8] . The Here the algorithm for G B is similar to the one for G shown before, except now the basis functions used in the evaluation are restricted only to those on the interfaces.
The operation of GB on a vector Vs is defined by:
where ., i 
which is bounded by O(log2(H/h)), see [3] .
It is also proved in [3] that the condition number bound in Theorem 2.4 depends also on the elliptic regularity of the problem. For example, for smooth coefficient problems on convex polygonal domains, the condition number is bounded by O(log(H/h)); and for certain discontinuous problems, the condition number is bounded by O(log3(H/h)).
The hierarchical basis domain-decomposed (HBDD) [8] algorithm is similar to the BPS algorithm by Bramble, Pasciak, and Schatz [2] . The only difference is that the HBDD uses the hierarchical basis preconditioner for the edges while the BPS uses variants of Dryja's preconditioner [5] . The MNBDD algorithm, however, has one important difference; namely, in addition to the use of multilevel nodal basis as preconditioners on the edges, the MNBDD algorithm also implements the multilevel nodal basis on the vertices. This introduces some redundancy on the vertices. This redundancy may be the reason for its improved performance (see next section).
3. Numerical results.
3.1. Two-subdomain example. For the two-subdomain case, since there is one edge and no vertex, it is not necessary to solve a coarse problem. We use the two-subdomain example of [8] with a different right-hand side, and we compare our results with those reported in [8] . We also include results from using the Dryja (//2) [5] preconditioner. We use the domain 1 U 2, where 1 and 2 are unit squares aligned along an edge F 1 N 2. We use the standard uniform mesh, and the usual five-point discretization for the Laplacian and the iteration counts are listed in Table 1 (where n is the number of unknowns on the interface). The righthand side is such that the solution is x(x-1)y(y-1) and the stopping criterion is when the relative 2-norm of the residual falls below 10-6. The initial guess used is u () 1.0. We observe that while the iteration count for the HBDD continues to grow with larger n, the other preconditioners seem to be bounded independent of n.
While the iteration counts using the HBDD preconditioners grow with n, we see that the iteration counts using MNBDD seem to gradually level off. Overall, we see that the MNBDD preconditioner performs relatively well compared to the others. Table 2 .
Our first observation is that our condition number results for the HBDD method agree very well with those reported in [8] . We also observe that the condition numbers using the MNBDD method are much lower than the BPS and HBDD methods. The condition numbers grow very slowly with n; this is not the case with the BPS and HBDD methods. Again, diagonal scaling is used to account for the variation of coefficients in all preconditioners used. The right-hand side is constructed such that the solution is u(x, y) x(x-1)y(y-1), and the stopping criterion is the same as in the previous cases. The number of iterations are shown in Table 4 , which shows that all the methods used are effective in solving the above discontinuous coefficient problem, with the MNBDD preconditioner slightly better. Through the numerical experiments, we have shown that the MNBDD preconditioner offers good convergence rates (better than BPS and HBDD for the problems used in our experiment), as well as low computational cost (O(n) for MNBDD and HBDD and O(n log n) for BPS).
