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ABSTRACT
Computed tomography (CT) imaging provides a non-destructive means to exam-
ine the interior of an object which is a valuable tool in medical and security applica-
tions. The variety of materials seen in the security applications is higher than in the
medical applications. Factors such as clutter, presence of dense objects, and closely
placed items in a bag or a parcel add to the difficulty of the material recognition in
security applications. Metal and dense objects create image artifacts which degrade
the image quality and deteriorate the recognition accuracy. Conventional CT ma-
chines scan the object using single source or dual source spectra and reconstruct the
effective linear attenuation coefficient of voxels in the image which may not provide
the sufficient information to identify the occupying materials.
In this dissertation, we provide algorithmic solutions to enhance CT material
recognition. We provide a set of algorithms to accommodate different classes of CT
machines. First, we provide a metal artifact reduction algorithm for conventional
CT machines which perform the measurements using single X-ray source spectrum.
Compared to previous methods, our algorithm is robust to severe metal artifacts
vi
and accurately reconstructs the regions that are in proximity to metal. Second, we
propose a novel joint segmentation and classification algorithm for dual-energy CT
machines which extends prior work to capture spatial correlation in material X-ray
attenuation properties. We show that the classification performance of our method
surpasses the prior work’s result.
Third, we propose a new framework for reconstruction and classification using
a new class of CT machines known as spectral CT which has been recently devel-
oped. Spectral CT uses multiple energy windows to scan the object, thus it captures
data across higher energy dimensions per detector. Our reconstruction algorithm
extracts essential features from the measured data by using spectral decomposition.
We explore the effect of using different transforms in performing the measurement
decomposition and we develop a new basis transform which encapsulates the sufficient
information of the data and provides high classification accuracy. Furthermore, we
extend our framework to perform the task of explosive detection. We show that our
framework achieves high detection accuracy and it is robust to noise and variations.
Lastly, we propose a combined algorithm for spectral CT, which jointly reconstructs
images and labels each region in the image. We offer a tractable optimization method
to solve the proposed discrete tomography problem. We show that our method out-
performs the prior work in terms of both reconstruction quality and classification
accuracy.
vii
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1Chapter 1
Introduction
Computed tomography provides 3D imaging of objects which allows a non-destructive
inspection of the object’s interior. CT imaging is used both in medical and security
applications. In medical applications, usually, the types of the materials observed in
the CT image are limited and dense materials are uncommon. In security applica-
tions, however, the variety of objects seen in a CT image of a bag is much higher and
they can be of different sizes and shapes. Oftentimes, bags are cluttered and tightly
packed. Hence, the task of separating objects as well as identifying them are very
challenging.
Since the emergence of CT technology in 1972 by British engineer Godfrey Houns-
field of EMI Laboratories and by South Africa-born physicist Allan Cormack of Tufts
University (Hounseld, 1972), different generations of CT machines have been de-
veloped. Conventional CT machines use single source energy spectrum to scan the
object. The source can be monochromatic in which the spectrum consists of X-rays at
a given energy, or polychromatic which defines a distribution over the number of pho-
ton counts emitted by the source at different energy levels. A polychromatic source,
which is the most common source used in CT systems, often results in beam-hardening
artifacts which can be significant when dense materials like metal are present in the
scene. Such artifacts, known as metal artifacts, are more common in security ap-
plications in which presence of metal is more frequent. Metal artifacts downgrade
the quality of the reconstructed images which eventually leads to poor recognition.
2Figure 1·1: Security check at the airport using a CT scanner.
In medical applications, this can lead to misdiagnosis and in security applications it
can create false positives or false negatives in detection of hazardous materials and
explosives.
Several schemes have been proposed in the literature to overcome the metal arti-
facts in CT images, some of which targeted medical images with metal implants and
some were introduced to remedy the image artifacts in luggage scans where the size
of metal is potentially larger. The general approach to suppress the effect of metal
usually involves some interpolation technique. For instance, the projection measure-
ment values affected by metal are replaced by interpolating the values of neighboring
projection measurements. The image is then reconstructed from the modified mea-
surements using either an analytic approach such as FBP method or an iterative
reconstruction method.
Alternatively, the modification can be done after an image is reconstructed. Usu-
ally, this modification involves down-weighting the data collected from measurements
affected by metal or some kind of image in-painting methods to modify the distorted
region in the image.
Despite the improvements made by the exiting methods to reduce the metal arti-
facts in conventional CT systems, many of such methods fail to accurately reconstruct
3the regions near metal and in the presence of severe metal artifacts. The issue is more
pronounced when we are interested in recovering the non-metal objects that are lo-
cated in proximity to metal or are surrounded by a metal container. The existing
techniques offer no solution in such situations. Additionally, some of these approaches
introduce secondary artifacts to the image due to interpolation operations. Thus, one
of the problems we will investigate in this thesis is the development of improved metal
artifact reduction techniques for objects in close proximity to metal regions.
A CT image, obtained by using single source spectrum and with energy inte-
grating detectors, provides an effective linear attenuation coefficient per voxel. Each
voxel displays a different value depending on the kind and density of the occupy-
ing material. To obtain additional information regarding the material classes in the
scanned objects, additional measurements are collected using a dual energy CT scan.
Dual energy CT machines provide improvement over the single spectrum machines in
reconstruction and recognition tasks by reducing beam-hardening artifacts and col-
lecting additional energy information.
A dual energy scan can be performed by scanning the object twice, each time
using a different source spectrum. Alternatively, the dual spectra can be collected
using one single spectrum and two sets of detectors, one is sensitive to lower and the
other one is sensitive to higher energy sections of the source spectrum. Collecting two
features per voxel enables approximating the essential information about the under-
lying material such as density and the effective atomic number which can be used to
recognize the material class.
Different schemes have been proposed in the literature to utilize the two dimen-
sional feature vector in CT image segmentation and classification. In essence, these
4methods assume that the linear attenuation coefficient of a voxel, as a function of
energy, can be approximated by using two basis functions. Typical choices for these
basis functions are the energy-dependent photoelectric absorption cross-section and
the energy-dependent Compton scatter cross-section.
For many materials, this two-basis representation of the energy-dependent linear
attenuation coefficient is accurate. However, this representation is inaccurate for ma-
terials that have a K-edge in their attenuation response in the operating energy range.
Usually, such materials have high atomic numbers. K-edge occurrence is related to
the photoelectric phenomenon. When the energy of the incident photon reaches a cer-
tain level that is just enough to move the electron to higher energy bands, it would
be completely absorbed by the atom and hence creates an edge (jump) in the attenu-
ation level of the atom. The existence of a K-edge (a jump) in the linear attenuation
coefficient (LAC) function makes it difficult to represent LAC accurately using only
two basis functions.
Since features with higher dimensions are required to reconstruct materials with
K-edges, dual-energy systems are not suitable in applications that involve such mate-
rials. In fact, any compound that includes a K-edge material in its mixture is subject
to be misclassified using the conventional single and dual spectra CT scans which
incorporate the energy integrating detectors.
The emerging technology of spectral CT, however, utilizes photon counting de-
tectors (PCD) as opposed to the energy integrating detectors. Each PCD counts the
number of received photons in multiple energy windows, which together provide a
richer feature information. PCDs are commercially available, and have been incor-
porated in recent experimental CT systems. Collecting features in higher dimensions
5can help estimate LACs more accurately. Theoretically, such detectors provide suffi-
cient information to identify K-edge materials.
The spectral CT provides a means to effectively reduce beam-hardening artifacts
and reconstruct the features in more than two dimensions. It takes the sinogram data
across multiple energy bins as input and reconstructs the feature images and then the
reconstructed images are processed to segment and classify the objects in the image.
Therefore, the classification accuracy is limited by the accuracy of reconstruction.
However, the identified material class can be used as a feedback to improve the re-
construction quality which can further result in better classification accuracy. Hence,
a joint reconstruction, segmentation, and classification approach can be beneficial.
A few methods have been proposed in the literature which focus on joint recon-
struction, segmentation and classification schemes. These methods have been used
mostly for medical applications, and consider only a few material classes. Their gen-
eralization to security applications where broader ranges of materials are present is
challenging. Furthermore, none of the existing joint schemes addressed classifying a
K-edge material.
In this dissertation, we provide practical algorithms that address some of the
exiting challenges with both conventional CT and the emerging technologies which
alleviate the tasks of reconstruction and recognition and improve their performance.
1.1 Dissertation contributions
The first contribution of this dissertation addresses the problem of metal artifacts in
conventional CT images which use a single polychromatic source spectrum to capture
the measurements. We propose a novel metal artifact reduction (MAR) algorithm
6which takes the measured sinogram data obtained by single source spectrum as in-
put and outputs an image with noticeably reduced artifacts and CT values close to
the nominal LAC values for the non-metal objects regardless of their position with
respect to metal.
Our new MAR algorithm corrects the noisy measurements in both sinogarm and
image domains. This algorithm targets the issues with the exiting methods and offers
a solution to address those issues. In contrast to most sinogram interpolation tech-
niques, we correct the noisy measurements using all the measured sinogram values.
We use a randomized wavelet interpolation method on sinogram data which is per-
formed iteratively. At each iteration, only a random subset of noisy measurements
is replaced and gradually the algorithm corrects all the noisy measurements by re-
peating the interpolation step. To address the issue with the interpolation artifacts
which are commonly observed in most sinogram interpolation techniques that are fol-
lowed by FBP reconstruction, we propose a novel MAP reconstruction algorithm in
which we use dictionary learning methods to model the expected image structure. We
show that our reconstruction algorithm reduces the interpolation artifacts effectively
and preserves the information of non-metal objects even when they are located in
proximity to metal or are surrounded by a thin metal container which has not been
addressed in existing MAR schemes.
In the second contribution of this dissertation, we present a joint segmentation
and classification algorithm for dual-energy CT machines. We formulate the joint
segmentation and classification problem as a maximum a posteriori problem. We de-
scribe statistically the image appearance model in terms of a group of pixels, named
a patch of pixels, that are located spatially close to each other. By doing so, we en-
hance the estimation of image appearance model using the spatially correlated data
7obtained from patches. We use a Markov random field (MRF) to model the inter-
actions among neighboring pixels’ labels. In order to optimize the resulting discrete
valued cost function efficiently, we constrain the labels of a patch to be homogeneous
across a patch. The homogeneity constraint reduces the solution space in the op-
timization. More importantly, it allows us to define a metric distance to compare
the label vectors of two different patches. As a result, we can use a Potts Markov
random field to model the prior distribution over patches’ labels which satisfies the
metric property. This metric property induces a submodular combinatorial problem
which can be efficiently solved using the graph cut techniques by (Boykov et al.,
2001). Lastly, the homogeneity constraint implies spatial smoothing within a patch
which can also lead to the loss of resolution which is mainly noticeable at boundaries.
There are several techniques introduced in the computer vision community to avoid
the latter issue, however, this is out of the scope of this dissertation.
In the third contribution of this dissertation, we tackle the problem of CT image
reconstruction and recognition using spectral CT. We introduce features that approx-
imate both smooth LAC functions and the LAC functions with K-edges accurately in
a low dimensional subspace. Using energy sensitive PCDs that collect the sinogram
measurements across multiple energy windows, we propose a framework which utilizes
the additional energy information effectively to reconstruct our proposed features.
Our framework include decomposition of the measured sinogram values collected at
each detector, into the subspace of our proposed feature basis which results in lin-
earizing the tomography problem. Next, we reconstruct the feature coefficients using
a linear inverse problem. Then, we propose a MAP estimation to classify the pixels in
the image given a finite known dictionary of materials and the reconstructed features.
Furthermore, we propose machine learning techniques to perform the explosive de-
tection given the reconstructed features, specifically, and show that these techniques
8can effectively distinguish between explosives and non-explosives when our proposed
features are used to represent the data.
To evaluate the performance of the proposed algorithm, we created a dataset com-
posed of both smooth materials and K-edge materials. We show that our algorithm
accurately classifies the materials including K-edge materials and it outperforms the
alternative methods such as photoelectric and Compton scattering and principal com-
ponent analysis decomposition methods.
In the fourth contribution of this dissertation, we extended our sequential recon-
struction and classification method for the spectral CT to a joint reconstruction and
identification method. Similar to our previous algorithm, we used sinogram decom-
position followed by MAP estimation. In our joint scheme, a new MAP cost function
is introduced which takes the decomposed measurements as inputs and outputs the
continuous-valued feature images and discrete-valued class labels, simultaneously. We
offer a tractable optimization algorithm to solve the joint problem effectively. We eval-
uate our scheme on our created dataset and compare its performance to the sequential
alternative in which the image reconstruction part is separated from the segmenta-
tion and classification tasks. We show that our joint algorithm offers improvement
over the classification result of the sequential approach and it generates better quality
coefficient images. Also, compared to the existing joint techniques, our algorithm is
faster, more accurate, and is capable of handling cases with a big alphabet size for
the label classes including K-edge materials.
91.2 Dissertation outline
The remaining chapters of this dissertation are organized as follows. In Chapter 2, we
provide a general background on the fundamentals of CT image reconstruction, meth-
ods of linear attenuation coefficient approximation and their application to material
recognition. In Chapter 3, we review the state of the art metal artifact reduction
(MAR) methods in single spectrum CT systems and introduce our MAR method and
evaluate its performance. In Chapter 4, first we review the segmentation and clas-
sification methods in dual-energy CT images and then discuss the alternative pixel
based joint segmentation and classification algorithm. Subsequently, we extend the
pixel based method and present our patch based joint segmentation and classification
algorithm. We evaluate the performance of our algorithm and compare it against
the presented alternatives. Chapter 5 addresses the problem of material classifica-
tion and explosive detection using spectral CT. We design a basis transform which
extracts essential information to detect materials including materials with K-edges.
We construct different sets of classifiers that uses these features to identify materi-
als and evaluate the classification performance of the classifiers when using different
feature vectors. In Chapter 6, we present our joint reconstruction and identification
algorithm based on spectral CT systems. We evaluate its performance on our created
dataset and compare its performance against the state of the art techniques including
the sequential alternatives. Lastly, we discuss directions for future work in Chapter
7.
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Chapter 2
Background
This chapter provides a background on fundamentals of X-ray computed tomography
(CT) image formation, the mathematical models, assumptions, different scanning
mechanisms, and features that can be extracted from a CT scan of an object. Also, we
present the general approaches of using X-ray CT techniques in security application.
2.1 Conventional X-ray systems for material identification
X-ray systems have been used in both medical applications and security applications
to provide a non-destructive means of examining inside an object. In the aviation
security application, X-ray technology is extensively used for detecting explosives and
other prohibited items. Usually, parameters that are used to identify materials and
explosives include density information, geometry, and the effective atomic number.
In conventional transmission X-ray systems, the equipment estimates properties re-
lated to the attenuation of X-rays, at each location in the volume of interest. The
standard airport hand-baggage scanner has a scanning X-ray beam whose absorption
is measured by a line of detectors and a high quality image derived from the degree
of absorption is produced. However, the issue with these devices is that they cannot
distinguish between a thin sheet of a dense material and a thick slab of a material
with low attenuation since the detectors measure the integrated contribution of mul-
tiple materials in the attenuated energy of the X-ray beam.
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Dual energy X-ray projection systems:
The amount of absorbed energy in X-ray transmission depends primarily on the den-
sity and the effective atomic number of the material. The higher the density and
the effective atomic number, the more energy is absorbed by the object. Objects
such as metal or weapons would have large X-ray absorption and have high contrast
with their surroundings (Singh and Singh, 2003). However, a single projection only
provides information regarding density of the material and not about effective atomic
number. In order to resolve this issue, the dual energy X-ray projection system was
developed in which luggage is scanned is scanned with two sets of detectors, each
of which is sensitive to different energy spectra. One set of detectors is sensitive to
lower average energy and the other is sensitive to higher average energies. At lower
energies, the absorption depends heavily on photoelectric cross-section of the materi-
als, while at higher energies, the absorption depends heavily on the Compton scatter
cross-section of the materials. Light elements such as carbon, nitrogen and oxygen
can be detected by comparing both images.
Using dual-energy transmission technology, information related to the effective
atomic number, Zeff , is obtained. The effective atomic number is a combination of
fractions of the atomic number of materials observed in the path of an X-ray beam.
Assume K elements are present in a material, let Zi denote the atomic number of
the i-th element material in the X-ray path, and Ai being the total mass of protons,
neutrons and electrons in the single motionless atom of the i-th element material, and
wi being its thickness along the X-ray path, then the effective atomic number of the
compound is computed as (Macovski, 1983):
Zeff =
(
K∑
i=1
αiZ
3.8
i
) 1
3.8
, (2.1)
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where
αi =
wi(
Zi
Ai
)∑K
j=1wj(
Zj
Aj
)
(2.2)
Note that there are many other ways to define effective atomic number, including
some that depend on the effective energy spectra of the source (Taylor et al., 2012).
Using the dual energy X-ray projection system, organic materials (low Z) can
theoretically be distinguished from inorganic materials and metals (high Z) (Taylor
et al., 2012). It should be remembered that the received X-ray intensities for each
object scan are not only related to its material composition which reflects the intrinsic
property, but also some extrinsic parameters such as position, orientation, and thick-
ness. In real-world application, a simple dual-energy analysis without the knowledge
of material density can be easily confused. To remedy this issue, a volume imaging
like the X-ray computed tomography (CT) may be used to provide a 3D image of the
scanned object (Singh and Singh, 2003).
2.2 CT scan system
In this section, we provide a general description of each component in a CT scan
system. The common elements of an X-ray CT system are an X-ray source, an object
to be imaged through which the X-rays pass, and a series of detectors that measure
the extent to which the X-ray signal has been attenuated by traveling through the
object. A single set of X-ray intensity measurements on all detectors for a given
object position and scanner geometry is termed a view. The fundamental princi-
ple behind computed tomography is to acquire multiple views of an object over a
range of angular orientations which essentially provides additional dimensional data
in comparison to conventional X-radiography, in which there is usually only one view.
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CT scanners were first introduced in 1971 with a single detector for brain study
under the leadership of Godfrey Hounsfield, an electrical engineer at EMI (Hounseld,
1972), (Ambrose, 1973), and (Hounsfield, 1973). Thereafter, it has undergone several
changes with an increase in the number of detectors and decrease in the scan time.
In general, there are four generations of CT scanners according to their geometries
and scanning mechanisms which can be used for either single source spectrum, dual-
energy, or multi-energy technologies.
In first-generation CT (Figure 2·1.a), the scanning process is performed by di-
recting a pencil beam through the object to a single detector, translating the source-
detector pair across the extent of the object in the scan plane, then repeating the
procedure from a number of angular orientations. Second-generation CT (Figure
2·1.b) uses the same scanning procedure, but a fan beam replaces the pencil beam
and the single detector is replaced by a linear series of detectors, leading to a higher
rate of data acquisition. In typical third-generation CT (Figure 2·1.c), the fan beam
and detector series are wide enough to encompass the entire object, and thus only one
rotation of the object or the source-detector combination is required. One variation
of third-generation scanning offsets the sample from the center of the fan beam so
that a part of it is outside of the beam, but the center of rotation is within it (Figure
2·1.d). As the object rotates, all of it passes through the fan beam, which permits re-
construction of a complete image. This technique allows larger objects to be scanned
and permits smaller objects to be moved closer to the source into a narrower section
of the fan beam, leading to increased resolution through enhanced utilization of de-
tectors to image smaller subsections of the object in any one view. Third-generation
scanning tends to be much faster than second-generation, as X-rays are utilized more
efficiently. Most modern medical scanners are fourth-generation devices, consisting of
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a fixed complete ring of detectors and a single X-ray source that rotates around the
object being scanned. In first- through third-generation scanners the motion between
the object being scanned and the source-detector pair is relative, and can be accom-
plished either by keeping the object stationary and moving the source-detector pair,
as is done in medical CT systems, or vice versa as it is more common in industrial
systems.
In volume CT, a cone beam or highly-collimated, thick, parallel beam is used
rather than a fan beam, and a planar grid replaces the linear series of detectors. This
allows for much faster data acquisition, as the data required for multiple slices can be
acquired in one rotation. Volume CT has been largely perfected for some of the most
advanced medical systems, and is ideally suited for tomography using parallel-beam
radiation. Without loss of generality, in the rest of this dissertation, we consider a
parallel beam CT scanning which can also be computed from other scanning geome-
tries.
2.2.1 X-ray source
The important variables that determine how effective an X-ray source will be for a
particular task are the size of the focal spot, the spectrum of X-ray energies generated,
and the X-ray intensity. The focal-spot size partially defines the potential spatial res-
olution of a CT system by determining the number of possible source-detector paths
that can intersect a given point in the object being scanned. The energy spectrum
defines the probability of an emitted photon from the source to have a certain energy
for all energies in the operating energy range. Higher energy X-rays penetrate more
effectively than lower-energy ones, but are less sensitive to changes in material density
and composition. The X-ray intensity, which is the total number of photon counts
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Figure 2·1: Schematic illustration of different generations of X-ray CT
scan geometries. The solid lines passing from the sources to the detectors
are ray paths, and each set of solid lines from a single angular orienta-
tion constitutes a view. These illustrations show the source and detectors
moving around a stationary object, as is the case with medical scanners.
The motion is relative, however, and in many industrial scanners the object
moves while the source and detectors are stationary. In all cases, the axis of
rotation is the center of the circle. Sub-figure (a) to (d) illustrate the first-
generation, translate-rotate pencil beam geometry, the second-generation,
translate-rotate fan beam geometry, the third-generation, rotate-only geom-
etry, and the third-generation offset-mode geometry. Figures and materials
are adopted from (ASTM, 2011).
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emitted from the source at each path, affects the signal-to-noise ratio and thus image
clarity.
An X-ray tube converts electrical power into X-rays. As with any vacuum tube,
there is a cathode, which emits electrons into the vacuum and an anode to collect the
electrons, thus establishing a flow of electrical current, known as the beam, through
the tube. A high voltage power source is connected across cathode and anode to
accelerate the electrons. The X-ray spectrum depends on the anode material and the
accelerating voltage. Many conventional X-ray tubes have a dual filament that pro-
vides two focal-spot sizes, with the smaller spot size allowing more detailed imagery
at a cost in intensity. The energy spectrum generated is usually described in terms
of the peak X-ray energy (keV or MeV). The high energy spectrum emits photons at
a higher average energy and the peak also happens at relatively higher energy com-
pared to a lower energy spectrum. The total “effective” spectrum is determined by a
number of factors in addition to the energy input of the X-ray source itself, including
auto-filtering both by absorption of photons generated beneath the surface of a thick
target and by passage through the tube exit port; other beam filtration introduced to
selectively remove low-energy X-rays; beam hardening in the object being scanned;
and the relative efficiency of the detectors to different energies.
2.2.2 X-ray detectors
Detectors influence image quality through their size and quantity, and through their
sensitivity in detecting the energy spectrum generated by the source. The size of an
individual detector determines the amount of an object that is averaged into a single
intensity reading, while the number of detectors determines how much data can be
gathered simultaneously. In third-generation scanning, the number of detectors also
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defines the degree of resolution that can be attained in single view, and thus, in the
overall image.
Most CT scanners use energy integrating detectors (EIDs) which integrate the en-
ergy of the received X-ray photons, thus losing all the energy-dependent information
of the linear attenuation coefficients of the scanned object. These detectors apply
smaller weights to lower energy photons which contain larger soft tissue contrast in-
formation than higher energy photons.
Another type of X-ray detectors is known as photon counting detectors (PCDs)
which have been recently developed. PCDs detect X-rays by using mechanisms that
are completely different from those of EIDs. PCDs count photons at different energy
windows, they provide a potential improvement over EIDs by collecting information
at higher energy dimensions.
2.2.3 Linear attenuation coefficient (LAC)
X-ray Computed tomography which was initially developed for 3D medical imaging
applications, has been applied for screening of checked luggage. As it was mentioned
earlier, attenuation in the transmitted X-ray beam as it travels through an object is a
function of the length of the path it goes through the object and the linear attenuation
coefficient of the object, which depends on its effective atomic number and its density.
Linear attenuation coefficient (LAC) reflects the amount of attenuation in the X-
ray energy when it travels through 1 cm thickness of the material; LAC is a function of
the energy of the incident photon. Let us denote the LAC function of a homogeneous
material at energy E by µ(E) which takes different values at different energies of the
incident photon. For a monochromatic source, the relation between the attenuated
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Figure 2·2: Illustration of Beer’s law in (2.3). I0 is the incoming X-
ray intensity emitted by a monochromatic source, I is the outgoing X-ray
intensity, and the box is made of a homogeneous material with attenuation
level µ per centimeter at the source’s energy, and ` is the thickness of the
box in centimeter (Martin, 2014).
X-ray intensity (energy per unit area) I and the initial X-ray intensity, I0, follows the
Beer’s law which states that (Ball, 2006):
I = I0e
−µ` (2.3)
In (2.3), we dropped the energy argument E since it is a constant value for a
monochromatic source and a homogeneous material. Figure 2·2 illustrates the idea.
For a given X-ray path, the linear attenuation coefficient is the sum of attenuation
coefficients of each element in the path. A CT machine produces the cross-section im-
ages of the object by reconstructing the X-ray attenuation coefficients matrix. These
cross-section images can be used to generate 3D images of the objects. To identify a
material, usually, density and effective atomic number parameters are estimated. To
this end, first, in the volume rendered image, the reconstruction algorithm determines
the attenuation coefficient for each volume element. Second, given the knowledge of
the volume element dimension from the scanning equipment geometry, the attenua-
tion coefficient is mapped as a direct function of the atomic number and density. This
gives two unknown quantities and by taking measurements at two different energies,
it leaves two equations with two unknowns that are solved for atomic number and
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density. Note that LAC is obtained as the product of density by mass attenuation
coefficient (MAC). Let µ represent LAC, ρ the density, and M MAC, then we have
µ = ρM (2.4)
2.3 LAC estimation
An accurate estimation of LAC values play an essential part in an X-ray explosive
detection system. It eliminates false alarms and leads to a more accurate recognition.
However, even for a homogeneous material, LAC is not a constant value and is a
function of energy. Therefore, direct estimation of the LAC function using only a few
energy scans is challenging. Nonetheless, if a low dimensional representation of LAC
exists, then LAC can be accurately approximated in the coefficient domain using a
few energy measurements.
For smooth LAC functions and the energy range between 10 keV to 150 keV,
mainly three mechanisms determine the attenuation: photoelectric absorption, Comp-
ton scatter (incoherent), and Rayleigh scatter (coherent). Figure 2·3 displays MAC
of iron and contributing physical mechanisms. In the security application, the con-
sidered energy range for X-ray CT sources is usually between 30 keV to 150 keV.
The photoelectric effect happens when a low energy photon interacts with the
electron in the atom and removes it from its shell. The electron that is removed is
then called a photo-electron. As a result of this process, the incident photon loses its
energy and is completely absorbed. The occurrence of this effect is most likely when
the energy of the incident photon is equal to or just greater than the binding energy
of the electron in its shell and when the electron is tightly bound.
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Figure 2·3: MAC plot of iron against its constructing components (Berger
et al., 2007). The operating energy range for both medical and security
applications lie in the yellow rectangle.
The incoherent scattering (Compton effect) is the inelastic scattering of a photon
by a charged particle, usually an electron. It results in a decrease in energy and and
a change of direction in the path of the photon, hence the photon is not received in
the detector path.
The coherent scattering (Rayleigh effect), also known as Thomson scattering, oc-
curs when the X-ray photon interacts with elastically with the atom so that the photon
is slightly deflected from its original path, with no change in its energy. Thomson
scattering is often neglected in the absorption coefficient in the energy range of secu-
rity applications.
Ignoring the coherent scattering term, an LAC value at energy E, µ(E), can
be approximated by the photoelectric and Compton components provided that the
material has a smooth LAC function. Let us denote the photoelectric and Compton
components by µP (E) and µC(E), respectively. We have
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Figure 2·4: The MAC plots of two K-edge materials, Iodine and Barium,
against the MAC of soft tissue.
µ(E) ≈ µP (E) + µC(E) (2.5)
2.3.1 K-edge materials
K-edge is the binding energy of the K shell (the innermost shell) electron of an
atom. At an energy just above the binding energy of the K shell electron, there
is a sudden increase in the linear attenuation coefficient of the atom. This sudden
increase in attenuation is due to the photoelectric absorption of the photons. For this
interaction to occur, the photons must have slightly more energy than the binding
energy of the K shell electrons (K-edge). A photon having an energy just above the
binding energy of the electron is therefore more likely to be absorbed than a photon
having an energy just below this binding energy. Figure 2·4 displays the plots of mass
attenuation coefficients of two K-edge materials, including iodine and barium against
the smooth LAC function of soft tissue. Some K-edge materials like iodine are used
as contrast agents in medical applications.
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K-edge causes a discontinuity in the LAC function. Due to this discontinuity, the
photoelectric and Compton scattering coefficients cannot represent the LAC function
of such atoms which then leads to mis-detection of these atoms and any compound
that includes a K-edge atom in its chemical formula, or any mixture of a K-edge
material with other materials. For high Z (atomic number) materials such as lead
and gold, the K-edge occurs within the energy range that the CT source operates,
and hence, cannot be ignored.
2.3.2 The Radon transform
Each detector measures the superposition of the projection of linear attenuation co-
efficients of the objects that intersect with the detector line. This quantity is related
to the Radon transform which is a linear spatial operator that computes the line
integrals across the detector lines.
Assume f is a bounded continuous function in a plane, then, the integral of the
function across the line L with parameters (α, s), where α is the angle the normal
vector to L makes with the x axis and s is the minimum distance of line L from the
origin, is defined as the Radon transform of f at coordinates (α, s) and is computed
as in the following:
Rf(α, s) =
∞∫
−∞
f (z sin(α) + s cos(α),−z cos(α) + s sin(α)) dz (2.6)
Figure 2·5 illustrates the positioning of line L with respect to the origin and a
function f defined in R2.
The Radon transform data is often called a sinogram because the Radon transform
of an off-center point source is a sinusoid. Consequently the Radon transform of a
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Figure 2·5: The geometry of Radon transform of f across line L.
Figure 2·6: A binary valued phantom with zero-valued background and
two square regions of value 1. The right figure displays the Radon trans-
form function of the phantom with respect to parameter values (α, s). The
brighter the point, the function value is bigger at the point.
number of small objects appears graphically as a number of blurred sine waves with
different amplitudes and phases. Figure 2·6 displays the Radon transform plot of a
piece-wise constant, binary valued phantom with two square regions of value 1 and
background set as 0.
If a function f represents the attenuation image, then the Radon transform rep-
resents the projection data (sinogram) obtained as the output of a tomographic scan.
Hence, the inverse of the Radon transform can be used to reconstruct the original
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image. Next section explains the image reconstruction from the projection data.
2.4 CT image reconstruction
In this section, first, we explain the statistical model we adopt in this dissertation
to model the sinogram measurements, then we proceed with the fundamentals of the
image reconstruction from sinogram. We provide the general filtered back projection
and maximum a posteriori solutions for the inverse problem that have been exten-
sively used in the literature.
2.4.1 Statistical modeling of sinogram measurement
Consider a two dimensional attenuation image at energy E as µ(E, r), where vector
r determines the spatial location. Then, the line integral of the image across line L
with parameters (θ, t), at energy E, is obtained by Radon transform as
Rµ((θ, t)) =
∫
L
µ(E, r)dr (2.7)
To simulate the Radon transform in a discrete space, we work with the forward
projection (system) matrix A. The forward projection matrix is constructed such
that the inner product of its j-th row with the attenuation image vector gives the
line integral associated to the j-th detector. For scanning an N ×N 2D image with
T number of detectors in each view and for M number of views, the dimension of
the forward projection matrix A is MT by N2. Assume the discrete image vector at
energy E is represented by ~µE and Aj,: be the j-th row of A, then the line integral
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associated with the j-th detector’s path is approximated as:∫
Lj
µ(E, r)dr ≈ Aj,:~µE (2.8)
In the conventional CT scanners, the energy integrating detectors are used which
integrate the intensities of the received photons at different incident energies in the
source spectrum’s energy range. Assume the total number of photon counts emitted
by the source at each path is represented by I0 which is also known as initial intensity
(flux) and assume the portions of photon counts emitted at energy E is represented
by IE where E ∈ [Ea, Eb] and
I0 =
Eb∫
Ea
IEdE (2.9)
Then, according to Beer-Lambert law, the expected photon counts received at
detector j is
E[cj] =
Eb∫
Ea
W (E)IEe
− ∫Lj µ(E,r)drdE (2.10)
where W (E) in (2.10) is the detector response.
To simulate the integral over energy E in discrete form, we sample the source
spectrum at intervals length ∆E. We have
E[cj] =
Eb−Ea
∆E∑
e=0
W (Ea + e∆E)IEa+e∆E exp (−Aj,:~µEa+e∆E) (2.11)
Since the photons arrive at the detectors as a counting process, oftentimes the
received count at each each detector is modeled as a Poisson process with mean E[cj]
for detector j. We adopt this model in this dissertation.
cj = Poi (E[cj]) (2.12)
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and E[cj] is obtained from (2.11).
The conventional CT scanner with EIDs, outputs sinogram for each detector as
the negative log of normalized count and is obtained as
yj = − log(cj
I0
) ∀ j ∈ {1, . . . ,MT} (2.13)
Note that sinogram value in (2.13) reduces to line integral when the source is monochro-
matic.
In addition to Poisson nature of counts, analog circuits at the detectors are not
noise-free and their reading is contaminated with electronic noise. In (Xu and Tsui,
2009), the electronic noise in CT was modeled as an independent additive Gaussian
random variable with zero mean and variance σ2j for detector j, according to this
model, we have
y˜j = yj + nj (2.14)
where
nj ∼ N (0, σ2j ) (2.15)
In our simulation experiments, we ignore the electronic noise and the only source
of randomness is the Poisson nature of photons’ arrival.
2.4.2 Inverse problem
To obtain the two/three dimensional attenuation CT image, the measured sinogram
is projected back in the image domain. Theoretically, for the monochromatic source,
this problem is equivalent to computing the inverse Radon transform. However, due
to noise and polychromatic nature of the source, the inverse transform does not always
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give the best solution. Many iterative methods have been proposed in the literature
to overcome this issue. In the following, we explain the algebraic method and then
we review general techniques in iterative methods.
2.4.3 Filtered back projection
Filtered back projection method relies on the Fourier slice theorem which states that
in a two dimensional space, the Fourier transform of a projection of a 2D function
along a line is equal to a slice of the two dimensional Fourier transform of the original
function when that slice goes through the origin and is parallel to the projection line.
Assume the line is the x axis and the 2D function is f(x, y) in R2, then we have:
p(x) =
+∞∫
−∞
f(x, y)dy (2.16)
F (kx, ky) =
+∞∫
−∞
+∞∫
−∞
f(x, y)e−2pij(xkx+yky)dxdy (2.17)
F (kx, 0) =
+∞∫
−∞
p(x)e−2pij(xkx)dx (2.18)
Consider f(x, y) as the 2D attenuation image in R2 with its 2D Fourier transform
F (kx, ky) defined as in (2.17). Consider Rf(α, s) as the line integral (projection) of
f(x, y) with respect to line with parameters (α, s), then according to the Fourier slice
theorem, we have
Gα(ks) ,
+∞∫
−∞
Rf(α, s)e−2pij(sks)ds = F (kx, ky)|(kx=ks cos(α),ky=ks sin(α)) (2.19)
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Also, according to the Fourier inversion theorem we have
f(x, y) =
+∞∫
−∞
+∞∫
−∞
F (kx, ky)e
2pij(xkx+yky)dkxdky, (2.20)
which is equal to
pi∫
0
+∞∫
−∞
Gα(ks)e
2pij(xks cos(α)+yks sin(α))|ks|dksdα (2.21)
Equation (2.21) performs a reconstruction algorithm known as filtered back pro-
jection (FBP), in continuous space. FBP first filters the sinogram with a high pass
filter whose frequency response is
H(ks) = |ks| (2.22)
Then, it back projects the filtered sinogram. Alternatively, other high pass filters
can be used to filter the sinogram signal. The high pass filter modeled in (2.22) is
known as Ram-Lak filter (Kak and Slaney, 2001).
2.4.4 Iterative reconstruction
In spite of the fact that transform methods like FBP are fast and are of low com-
plexity, they do not perform well when a polychromatic source is applied and when
the initial flux is low or when the number of views is small. Low flux is usually the
concern in medical applications. To reconstruct a better quality image in such sit-
uations, many algorithms in the literature have proposed variations of the iterative
reconstruction approach (Song et al., 2007), (Sidky et al., 2006), (Hara et al., 2009),
and many of which are discussed in the recent survey (Geyer et al., 2015).
Most of the iterative algorithms rely on maximum a posteriori (MAP) reconstruc-
tion of image from the sinogram using some regularization. For simplicity, we derive
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a general MAP model for a monochromatic source, generalization to a polychromatic
source is straightforward.
Assume c , {cj}j is the vector of measured counts received at all detectors
1, . . . ,MT . c has an i.i.d. distribution according to Poisson distribution. There-
fore, we have
P (c|~µ) =
MT∏
j=1
e−E[cj ]E[cj]cj
cj!
(2.23)
where E[cj] = I0e−Aj,:~µ.
The MAP estimation outputs the image estimate solution that minimizes the
negative log likelihood of the posterior. According to the Bayes rule we have:
P (~µ|c) = P (~µ)P (c|~µ)
P (c)
(2.24)
The denominator in (2.24) is independent of the variable ~µ, hence it is ignored in
the maximization. Let L(.) , −log(P (.)), we have
arg min
~µ
L(~µ|c) = arg min
~µ
(L(c|~µ) + L(~µ)) (2.25)
From (2.23), it is deduced that
L(c|~µ) =
MT∑
j=1
E[cj]− cj log(E[cj]) +K (2.26)
where K is some constant that does not depend on µ. Now, define `j = Aj,:~µ.
Therefore, equation (2.26) in terms of variable `j is
MT∑
j=1
I0e
−`j − cj log(I0e−`j) (2.27)
Performing the second order Taylor expansion of equation (2.27) around the point
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`0j = yj = − log( cjI0 ) which is the measured sinogram, yields the following quadratic
equation
MT∑
j=1
1
2
cj (yj − `j)2 (2.28)
Note that in (2.28) cj = I0e
−yj is the weight for the j-th term in the data fidelity
penalty term.
Lastly, the second term in (2.25), L(~µ), regularizes the solution depending on
the prior model. The common prior models include `1 sparsity (Lasso) (Tibshirani,
1996), Tikhonov penalty, total variation (TV) (Ng, 2004), and sparsity constraint on
the coefficients of the transformed signal (Ravishankar and Bresler, 2013), (Aharon
et al., 2006).
2.5 Graph cut algorithms for segmentation and classification
Most computer vision approaches to segmentation and classification involve minimiz-
ing a combinatorial problem for its discrete labels. In such problems, a labeling vector
f of dimension Np is sought to minimize some cost function J(f), where f ∈ LNp and
L is a discrete finite alphabet set of possible label classes. We have
arg min
f
J(f) f ∈ LNp (2.29)
Such labeling problems are often solved through the use of graph cut algorithms
which have been popularized by the pioneering work (Boykov et al., 2001), by Boykov
et. al. Graph cut techniques have used for a broad applications such as image seg-
mentation (Boykov and Jolly, 2001), stereo estimation, total variation de-noising
(Hochbaum, 2001), and several other problems many in computer vision and image
processing.
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The use of graph cut techniques requires certain types of cost functions known as
submodular functions. A submodular function is a set function f : 2Ω → R, where 2Ω
is the power sets of set Ω and it should satisfy either of the following conditions:
1- For every X, Y ⊆ Ω, with X ⊆ Y and for every x ∈ Ω\Y , then
f(X ∪ {x})− f(X) ≥ f(Y ∪ {x})− f(Y ) (2.30)
2- For every S, T ⊆ Ω, then
f(S) + f(T ) ≥ f(S ∪ T ) + f(S ∩ T ) (2.31)
3- For every X ⊆ Ω and x1, x2 ∈ Ω\X, then
f(X ∪ {x1}) + f(X ∪ {x2}) ≥ f(X ∪ {x1, x2}) + f(X) (2.32)
The above conditions are equivalent so long as Ω is a finite set.
In the vision applications, many problems can be formed as a submodular func-
tion. For instance, in binary image segmentation, the problem is defined using set
functions where Ω is the set of all the pixels in the image and a subset of these pixels
are to be picked as foreground with respect to a function f that assigns some value to
each such configuration of pixels’ labels.
It is been known that the submodular functions can be minimized in a polynomial
time. Assume |Ω| = n, and f is submodular, then the problem of minS∈Ω f(S) can
be solved exactly in time complexity of O(n5E + n7), with E being the time it takes
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to evaluate the function f for a given input (Gro¨tschel et al., 1988).
Although, the polynomial complexity is considered tractable, the time complexity
of O(n5E+n7) in computer vision applications is almost impractical given the size of
the problem. Nonetheless, the graph cut algorithm minimizes a submodular function
for |L| = 2, exactly, in a much faster time. The graph cut technique exploits the
structure of the energy functional oftentimes used in image processing and computer
vision applications which includes variable couplings up to the second order. This
structure in discrete energy functional permits the graph cut algorithm to minimize
a binary problem with a submodular cost function in O(n3) time.
In the following we review the graph cut algorithm for binary problems, |L| = 2,
then we proceed with the multi-label case.
2.5.1 Binary Graph cut
In general, binary graph cut is a method of computing the minimum st-cut in a ca-
pacitated network. A directed weighted (capacitated) graph G =< V , E > consists
of a set of nodes V and a set of directed edges E that connect them. Usually, the
nodes correspond to pixels, voxels, or other features. A graph normally contains some
additional special nodes that are called terminals. In the context of vision, terminals
correspond to the set of labels that can be assigned to pixels. In the binary label-
ing problem, we work with with two terminals. These terminal nodes are called the
source, s, and the sink, t.
All edges in the graph are assigned some weight or cost. Normally, there are two
types of edges in the graph: n-links and t-links. The n-links connect pairs of neighbor-
ing pixels or voxels. Thus, they represent a neighborhood system in the image. The
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cost of n-links corresponds to a penalty for discontinuity between the pixels. These
costs are usually derived from the regularization term in the cost function. T -links
connect pixels with terminals (labels). The cost of a t-link connecting a pixel and a
terminal corresponds to a penalty for assigning the corresponding label to the pixel.
This cost is normally derived from the data fidelity term in the cost functions.
An st-cut C on a graph with two terminals is a partitioning of the nodes in the
graph into two disjoint subsets S and T such that the source s ∈ S and the sink
t ∈ T . In combinatorial optimization, the cost of a cut C = {S, T } is defined as the
sum of the costs of boundary edges (p, q) where p ∈ S and q ∈ T . The minimum cut
problem on a graph is to find a cut that has the minimum cost among all cuts.
The binary graph cut algorithm maintains two non-overlapping search trees S
and T with roots at the source s and the sink t, correspondingly. In tree S, all edges
from each parent node to its children are non-saturated, while, in tree T , edges from
children to their parents are non-saturated. The nodes that are not in S or T are
called ”free”. We have
S ⊂ V, s ∈ S, T ⊂ V, t ∈ T, S ∩ T = ∅ (2.33)
The nodes in the search trees S and T can be either ”active” or ”passive”. The
active nodes represent the outer border in each tree, while the passive nodes are in-
ternal. The point is that active nodes allow trees to ‘grow’ by acquiring new children
(along non-saturated edges) from a set of free nodes. An augmenting path is found
as soon as an active node in one of the trees detects a neighboring node that belongs
to the other tree.
The algorithm iteratively repeats the following three stages:
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Figure 2·7: Example of the search trees S (red nodes) and T (blue nodes)
at the end of the growth stage when a path (yellow line) from the source s
to the sink t is found. Active and passive nodes are labeled by letters A and
P, correspondingly. Free nodes appear in black (Boykov and Kolmogorov,
2004).
1- Growth stage: search trees S and T grow until they touch giving an s→ t path.
2- Augmentation stage: the found path is augmented, search tree(s) break into
forest(s).
3- Adoption stage: trees S and T are restored.
At the growth stage, the search trees expand. The active nodes explore adjacent
non-saturated edges and acquire new children from a set of free nodes. The newly
acquired nodes become active members of the corresponding search trees. As soon
as all neighbors of a given active node are explored, the active node becomes passive.
The growth stage terminates if an active node encounters a neighboring node that
belongs to the opposite tree. In this case, we detect a path from the source to the
sink, as shown in Figure 2·7.
The augmentation stage augments the path found at the growth stage. Since we
push through the largest flow possible, some edge(s) in the path become saturated.
Thus, some of the nodes in the trees S and T may become ”orphans”, that is, the edges
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linking them to their parents are no longer valid (they are saturated). In fact, the
augmentation phase may split the search trees S and T into forests. The source s and
the sink t are still roots of two of the trees, while orphans form roots of all other trees.
The goal of the adoption stage is to restore the single-tree structure of sets S and
T with roots in the source and the sink. At this stage, we try to find a new valid
parent for each orphan.A new parent should belong to the same set, S or T , as the
orphan. A parent should also be connected through a non-saturated edge. If there is
no qualifying parent, we remove the orphan from S or T and make it a free node. We
also declare all its former children orphans. The stage terminates when no orphans
are left and, thus, the search tree structures of S and T are restored. Since some
orphan nodes in S and T may become free, the adoption stage results in contraction
of these sets.
After the adoption stage is completed, the algorithm returns to the growth stage.
The algorithm terminates when the search trees S and T cannot grow (no active
nodes) and the trees are separated by saturated edges. This implies that a maximum
flow is achieved. If there are no free nodes left, then, the corresponding minimum cut
can be determined by S = S and T = T . However, if there are some free nodes left
at this stage, the minimum cut is obtained as C = {S,V − S} or C = {T ,V − T },
where both cuts result in the same cost.
2.5.2 Multi-label Graph cut
Although graph cut techniques are primarily for binary problems, they have been
extended to handle multi-label problems in (Boykov et al., 2001) in which two multi-
label graph cut algorithms are proposed, namely α-expansion and α-β swap, which
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use successive binary graph cut iterations and are guaranteed to converge in a finite
number of steps. Although the multi-label problem is considered NP-hard, these
multi-label graph-cut techniques generally converge to a strong local minimum. In
particular, the minimum that α-expansion finds is shown to be within a known factor
of the global minimum. Although the α-β swap can be applied to more general prob-
lems, its optimality at the convergence point is not guaranteed. In the following, we
state the description of the α-expansion algorithm and the necessary constraints on
the cost function that have to be satisfied in order to minimize it using the expansion
algorithm.
Consider the energy function E and labeling f of the pixels set P in the image.
Also, assume the indexes p, q determine the locations of two distinct pixels in P
and N is the set of interacting pairs of pixels, also known as neighborhood pixels.
The energy (cost) function is the sum of non-negative data terms Dp(.) and pairwise
interaction penalties Vpq(., .) as
E(f) =
∑
p∈P
Dp(fp) +
∑
p,q∈N
Vpq(fp, fq) (2.34)
In(2.34), the pairwise interaction function Vpq(., .) is a function of both spatial
locations and labels in its general form.
Then, the α-expansion algorithm addresses approximate minimization of energy
functions within a known factor of global minima, if function V satisfies metric prop-
erties, i.e.,
Vpq(α, β) = 0⇔ α = β
Vpq(α, β) = Vpq(β, α)
Vpq(α, β) ≤ Vpq(α, γ) + Vpq(γ, β)
(2.35)
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The α-expansion algorithm
Assume there is an initial labeling f of the graph, e.g., all constant labels equal 1, and
L is the discrete finite alphabet set of possible label classes. Each possible labeling
configuration partitions the image pixels P as
P = {P`|` = L}, (2.36)
where P` is a subset of pixels assigned label `, i.e.,
P` = {p ∈ P|fp = `} (2.37)
Given a label α ∈ L, a ”move” from a partition P (labeling f) to a new partition
P′ (labeling f ′) is called an α-expansion if for any label ` 6= α, we have
Pα ⊂ P ′α and P ′` ⊂ P` (2.38)
In other words, an α-expansion move allows any set of image pixels to change
their labels to α.
At each step of the α-expansion algorithm, an Gα =< Vα, Eα > is constructed.
The structure of this graph is determined by the current partition P and by the label
α; the graph dynamically changes after each iteration. The set of vertices includes
two terminal nodes α and α¯ as well as site nodes which are image pixels set P . In
addition, for each pair of neighboring pixels {p, q} ∈ N that are separated in the
current labeling (partition), fp 6= fq, an auxiliary node apq is created. Thus, the set
of vertices in the expansion graph is
Vα =
{
α, α¯,P,
⋃
(p,q)∈N
fp 6=fq
apq
}
(2.39)
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Also, the set of edges in Gα is given as
Eα =
{ ⋃
p∈P
{tαp , tα¯p},
⋃
(p,q)∈N
fp 6=fq
Epq,
⋃
(p,q)∈N
fp=fq
epq
}
(2.40)
In (2.40), tαp and t
α¯
p are terminal links between site nodes to the two terminals. The
set Epq , {epa, eqa, tα¯a} is the set of edges corresponding to the auxiliary node apq.
Assume a denotes apq and Pα is the set of pixels with label α in the current
partition. Then, the weights associated to the edges in the expansion graph are
determined as in the following:
tα¯p =∞ p ∈ Pα
tα¯p = Dp(fp) p /∈ Pα
tαp = Dp(α) p /∈ P
epa = V (fp, α) {p, q} ∈ N , fp 6= fq
eaq = V (α, fq) {p, q} ∈ N , fp 6= fq
tα¯a = V (fp, fq) {p, q} ∈ N , fp 6= fq
epq = V (fp, α) {p, q} ∈ N , fp = fq
(2.41)
Example of such graph for a 1D image is illustrated in Figure 2·8.
Any cut C on the expansion graph Gα must include exactly one terminal link
for each pixel (site) node p ∈ P. Therefore, the labeling fC induced by the cut is
formulated as
fCp =
{ α tαp ∈ C
fp t
α¯
p ∈ C
(2.42)
From (2.42), it can be deduced that the labeling fC is one α-expansion away from
the initial labeling f . Figure 2·9 summarizes the steps in the α-expansion algorithm.
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Figure 2·8: An example of the expansion graph Gα for a 1D image (Boykov
et al., 2001). The pixel set is P = {p, q, r, s}. The current labeling created
the partitioning P1 = {p}, P2 = {q, r}, and Pα = {s}.
Figure 2·9: The α-expansion algorithm (Boykov et al., 2001).
In each cycle of the expansion algorithm, an iteration for every label is performed.
The labels can be sorted in a fixed order or be picked randomly. A cycle is successful
if a strictly better labeling is found at any iteration. The algorithm stops after the
first unsuccessful cycle since no further improvement is possible.
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Chapter 3
Artifact reduction in CT images
In this chapter, a new metal artifact reduction algorithm is introduced for computed
tomography (CT) images that are acquired using single spectrum measurements.
The method features randomized interpolation in sinogram domain followed by an
iterative reconstruction with a prior model. The prior model is learned from the
original filtered back projection (FBP) image and is used to reduce the secondary
artifacts that are recreated due to sinogram interpolation. The performance of the
method is evaluated on both phantom data and real data from a CT scanner.
3.1 Introduction and related work
Most scanners used in CT applications use X-ray sources that generate photons based
on Bremsstrahlung radiation, thereby resulting in source spectra that span a broad
range of energies. Since the attenuation properties of different materials are energy
dependent, the spectral mixture of photon energies changes as the X-rays penetrate
through different materials. In particular, the presence of denser materials with higher
attenuation such as metals can lead to significant spectral distortion through absorp-
tion or scattering of low-energy photons. Most reconstruction algorithms fail to ac-
count for such distortions in their processing, resulting in the presence of significant
artifacts in the reconstructed images. Further artifacts are introduced through im-
proper modeling of photon scatter, partial volume effects in the discretization used
for image reconstruction, and noisy signals due to photon starvation and errors in
data sampling.
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In medical imaging, metal is not a normal part of most anatomies, so metal
artifacts arise only in areas where external metal has been introduced. When metal
is present, it causes streaks and shadows that obscure surrounding tissue, making it
difficult for radiologists to evaluate images. In security applications, the presence of
metal in luggage is ubiquitous, and can recreate significant artifacts, such as shadows
or bright streaks and blurring, that interfere with the task of object segmentation and
recognition. These artifacts can lead to splitting or merging of objects, and result
either in missed detection of objects of concern or false alarms.
There has been significant prior work to reduce the presence of metal artifacts in
CT images with single source spectrum (Do and Karl, 2014), (Karimi et al., 2014),
(Crawford, 2014), and (Jin et al., 2015). These methods can be categorized into three
groups: raw data (sinogram) corrections, image based corrections, and hybrid correc-
tion methods. The raw data correction methods are based on sinogram replacement
through interpolation. Examples of sinogram interpolation schemes are the linear
interpolation (LI) algorithm (Kalender et al., 1987) and the metal deletion technique
(Boas and Fleischmann, 2011).
In the LI method (Kalender et al., 1987), sinogram rays are labeled as either faulty
or correct depending on whether they pass through a metal or not, respectively. To
this end, first a metal mask is created using an initial FBP reconstruction of the raw
data. Then, a high threshold is applied on the reconstructed effective linear atten-
uation coefficients to obtain a metal mask which is non-zero for voxels whose linear
attenuation coefficients exceed the threshold. The resulting mask is projected back
into the sinogram domain. The detector measurements that observe projections which
intersect with a voxel in the metal mask are identified as metal passing measurements
in the sinogram, and hence, they are faulty measurements. The sinogram values that
are identified as faulty, have their measurements replaced by a linear interpolation
of the measurement values of the immediate non-faulty neighbor measurements from
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the same projection direction. Having updated the sinogram, an image estimate is
reconstructed via FBP algorithm. Note that the modified sinogram has no infor-
mation observed from measurements that include photons that pass through metal.
Thus, in order to obtain images that include information about the metal, the linear
attenuation coefficient values of the original metal mask are used to replace the values
in the corresponding voxels in the LI image.
More concretely, for any direction view, the subsets of consecutive metal passing
projections are identified. The boundaries of each subset are the immediate non-metal
passing projections. Consider a subset of n− 2 consecutive metal passing projections
with boundaries’ indices i and i + n in the sinogram vector. Assume the sinogram
values at the boundaries are denoted by yi and yi+n, then the interpolated value for
the interior projections of the subset are obtained as
yi+k =
k
n
yi+n +
n− k
n
yi ∀k ∈ {1, . . . , n− 1} (3.1)
Figure 3·1 demonstrates the advantage of LI method over the original FBP recon-
struction in medical images with metal implant. Note that the FBP pixels in the metal
mask are superimposed with the LI image before the final image output. Considering
the performance of LI method and its simplicity of implementation, undoubtedly, LI
is one of the most promising metal artifact correction methods. However, there exists
a major drawback with this method which is also observed in several of other raw
data based methods. In all such methods, one assumption is common at their cores:
the information of the faulty region is useless and must be entirely replaced.
The Metal Deletion Technique (MDT) in (Boas and Fleischmann, 2011) utilizes
the LI method at its initial step and then attempts to reduce the remaining metal
artifacts in an iterative manner by suppressing metal information both in image and
sinogram domains. The initial MDT image is a combination of FBP and LI recon-
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Figure 3·1: CT scans of objects (FBP reconstruction) and the correspond-
ing LI reconstruction. From left to right, the sub-figures display CT scans of
splenectomy and cholecystectomy clips, pacemaker, and embolization coils
for two patients (Boas and Fleischmann, 2011).
structions. Metal pixels are taken from the FBP image, pixels more than 10 pixels
away from metal are taken from the LI image, and in-between pixels are a weighted
average of the FBP and LI images, where the weight is a linear function of the number
of pixels away from metal. In our implementation of MDT we assumed interpolation
along horizontal x-axis direction.Assume for a given row in the 2D image, the i-th
column is a metal boundary with CT value xFBPi in the FBP image, also assume, for
the given row, the CT value in the LI image at the (i + 10)-column is denoted by
xLIi+10. Then, the interpolated value of a pixel at the (i + k)-column along the same
row, for k < 10, is computed as:
xk+i =
k
10
xLIi+10 +
10− k
10
xFBPi ∀k ∈ {1, . . . , 9} (3.2)
At each iteration, the image of the previous step is blurred first. Each pixel in the
blurred image is calculated by averaging the Hounsfield units inside a circular region
in the original image with a given radius. Figure 3·2 specifies the radius of the filter
at different iteration of MDT operation.
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Figure 3·2: Blur radii for the edge-preserving blur filter applied to images
at the beginning of each iteration in MDT (Boas and Fleischmann, 2011).
Next, the pixels located in the original metal regions are linearly interpolated in x
direction, using the non-metal neighboring pixels’ values, with respect to their relative
location to the metal region boundaries. This operation is performed as in (3.2). The
resulting image is forward projected using the system matrix A. Assume the current
image is denoted by the vector xt, the resulting sinogram vector yt is obtained as
yt = Axt (3.3)
The forward projected data, yt, goes through a linear sinogram matching function
to match the projected data and the original sinogram in the correct (non-metal
passing) region. The matching operation is proceeded by linear interpolation of the
values of the measurements located within three detector measurements next to the
metal region boundaries. Assume the experimental sinogram vector is denoted by
yorig. Also, assume for a given subset of metal passing projections, the i-th index in
the sinogram vector is the metal passing boundary, then, the values of the forward
projected sinogram vector at i+ k indices for 0 ≤ k ≤ 4 is updated as follows:
yti+k =
k
4
yorigi+4 +
4− k
4
yti (3.4)
The updated projections are reconstructed using FBP algorithm and a new image
is formed to be used at next step. This process is repeated four times. Note that
similar to LI image, the MDT image does not keep the metal information, and hence,
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Figure 3·3: Representative axial sections from clinical CT scans recon-
structed with FBP, LI, and MDT, respectively from left to right. The top
row shows hip replacement scan, the middle and bottom row show dental
fillings, from neck and face, respectively (Boas and Fleischmann, 2011). As
it can be observed the MDT reconstructed images are generally smoother
than LI and FBP images specially the areas near metal boundaries show
fewer artifacts and streaks in MDT final image.
the original metal mask must be added to the final MDT image. MDT attempts to
correct not only the faulty measurements, but also their three neighboring detectors’
measurements in the non metal passing region (the correct region). As a result, in
the final MDT reconstructed image, an improvement is observed near the boundaries
of metal over LI’s. Figure 3·3 shows the advantage of using MDT over LI and FBP
approaches in a few medical image examples.
In (Mehranian et al., 2011), a sinogram inpainting approach was proposed based
on interpolation in wavelet domain. Similar to the LI method, a metal mask is gener-
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ated using the original filtered back projection image and the metal passing rays are
identified by projecting the metal pixels back to the sinogram domain and identify-
ing non-zero sinogram indices. Next, the values of non-metal passing projections are
fixed and the metal passing projections are replaced. The updated sinogram vector is
the solution of an optimization problem in which an `1 sparsity constraint is applied
on the wavelet coefficients of the sinogram vector. Assume W is the forward wavelet
transform and yorig is the experimental sinogram vector and the updated sinogram
is denoted by ynew. Also, assume when the mapping Φ is applied to the sinogram
vector, it keeps the non-metal passing measurements and discards the metal passing
projections. Assume M is the set of indices of metal passing measurements and M c
is the set of indices of the non-metal passing measurements. Then, ynew is calculated
as:
ynew = arg min
y∈Ω
‖Wy‖1, Ω , {y : Φy = yorigMc } (3.5)
The resulting sinogram is reconstructed using the filtered back projection algo-
rithm. The method was tested on simulated images in which a metal prosthesis was
inserted synthetically into a real scan of a shoulder. The metal artifacts were simu-
lated according to a heuristic linear model which is not accurate as metal artifacts
are caused by a polychromatic source and the physical model is non-linear.
The algorithm in (Mehranian et al., 2011) has a few drawbacks. First, unlike
MDT, the algorithm does not match the interpolated sinogram ynew with the exper-
imental sinogram values near the metal passing boundaries. The mismatch among
the sinogram values reintroduces new streaks in the reconstructed image. Another
issue which is common with most sinogram correction methods is that the algorithm
discards the contribution of the metal passing measurements to the reconstructed
image; hence, it distorts the information of the non-metal objects in the vicinity of
the metal. Moreover, the metal information is lost as in other sinogram interpolation
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approaches, thus, the original metal mask has to be inserted back into the final image.
As it was mentioned earlier, the major drawback with most of the sinogram inter-
polation techniques is that they discard the information of projection measurements
that overlap the metal region. This can lose critical information in security imaging,
leading to inability to detect objects in metal enclosures or adjacent to significant
metal structures. Furthermore, the sinogram manipulations often result in introduc-
tion of secondary artifacts in the reconstruction. One way to remedy the issue with
secondary artifacts is to use an iterative reconstruction instead of FBP as in (Do and
Karl, 2014).
Another class of metal artifact reduction techniques is based on image domain
approaches that correct the image by modifying the areas affected by metal. An ex-
ample of such methods is the image in-painting approach that was used in (Crawford,
2014) and (Jin et al., 2015). Unlike LI and MDT methods, the latter algorithm does
not ignore the information of the metal passing rays. In (Crawford, 2014), a metal
artifact reduction method was proposed in which regions in the image affected by
metal were identified using the metal streak mask, and then interpolated using an
image in-painting technique. To obtain the metal streak image, first, the metal pixels
are identified from the original FBP image by truncating the pixels with CT values
below 3000 MHU to zero. Next, the metal mask image is forward projected using the
system matrix. Next, the squared values of the projected sinogram are computed and
then, the result is reconstructed using FBP algorithm. The resulting image undergoes
a thresholding operation to obtain the metal streak image. The steps of computing
the metal streak image is illustrated in Figure 3·4.
Next the connected components of the thresholded FBP image are identified. The
lower bound threshold is set to 450 MHU and the upper bound is set to 2500 MHU.
Assume the are K connected components in the resulting image and are denoted by
c1, . . . , cK . Also, assume the metal streak image is denoted by Xs. Consider MD as
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Figure 3·4: The steps of computing the metal streak image in Jin’s metal
artifact reduction algorithm (Jin et al., 2015) and (Crawford, 2014).
the Morphological dilation operator. Then, we have:
Ii ,MD (ci ∩Xs) , ∀i ∈ {1, . . . , K} (3.6)
Then pixels belonging to I1, . . . , IK regions are replaced by the average CT values
of neighboring pixels within the corresponding connected component. Assume the
original FBP image is denoted by xFBP and the in-painted image is denoted by xnew.
Then, we have:
∀i ∈ {1, . . . , K} : xnew(Ii(j)) =
∑
`∈ci\Ii x
FBP (`)
|ci\Ii| ∀j ∈ Ii, (3.7)
and
xnew(ci\Ii) = xFBP (ci\Ii), ∀i ∈ {1, . . . , K} (3.8)
The steps of the Jin’s metal artifact algorithm are summarized in Figure 3·5.
In (Karimi et al., 2014), Karimi et. al., proposed a hybrid approach in which an
estimate of the artifact image was computed and the result was subtracted from the
original image. To generate the prior image, a weighted least squares problem with
a regularization is solved using the system matrix A and the sinogram measurement
vector b. Consider the image vector as x, then the prior image is formed as the
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Figure 3·5: The steps of metal artifact reduction algorithm using an image
in-painting method (Crawford, 2014) .
solution to the following optimization (Karimi et al., 2014):
min
x
(Ax− b)TW (Ax− b) + β‖x‖TV (3.9)
such that
Ip(Ax− b)  0 (3.10)
Notation ‖x‖TV represents the total variation regularization and W is the weight-
ing matrix which is defined as
W = diag(w(i)) = e−0.2Ai,:I1 , (3.11)
where Ai,: is the i-th row of the system matrix and I1 is the metal mask and is defined
as
I1(j) =

1 xFBP (j) > 4000 MHU
0 o.w.
(3.12)
In the constraint in (3.9), Ip is the projection of the voxels (pixels) whose CT value
in the FBP image exceeds 104 MHU threshold. These voxels represent metal with
high atomic number such as Iron. Consider I2 as the image mask for such materials,
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Figure 3·6: The steps of computing the prior image in Karimi’s metal
artifact reduction algorithm (Karimi et al., 2014) .
then Ip is defined as
Ip = diag(p(i)) =

1 Ai,:I2 > 0
0 o.w.
(3.13)
The solution to the optimization problem in (3.9) is considered artifact free. How-
ever, due to the large dimensions and the constraints involved, the authors in (Karimi
et al., 2014) suggested to solve the down-sampled version of the problem for smaller
size image and upsample the result using cubic interpolation.
In the final step the upsampled image is forward projected to obtain the corrected
sinogram. The experimental sinogram values at the faulty measurements (metal
passing regions) are replaced by the forward projected values. The final image is
reconstructed using FBP algorithm. The steps of the Karimi’s algorithm to obtain
the prior image are depicted in Figure 3·6.
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3.2 Problem statement
In this chapter, we focus on an X-ray parallel-beam geometry, the model is illustrated
in Figure 3·7. For the monochromatic source, the relationship between the input and
output intensities is captured through the empirical Lambert-Beer’s law. Consider
µ(r) as the intrinsic attenuation coefficient of the material at spatial location r and
is of unit 1
cm
unless stated otherwise, L is the path of the X-ray through the object.
Then for the monochromatic source, the output intensity I1 is given as
I1 = Pois
I0 exp(−∫
L
µ(r)dr)
 (3.14)
The corresponding sinogram yL associated with path L is computed as
yL , − log(I1
I0
) =
∫
L
µ(r)dr, (3.15)
which is basically the line-integral. Notice that the relation between the sinogram
vector y and the image vector µ is linear for the monochromatic source. For the 2D
problem, the contribution of a pixel’s value to a detector’s measurement is quantized
through the Radon transform. The system matrix A = (aij) is the discrete Radon
operator and projects the N ×N image to the sinogram domain, such that
yi =
N2∑
j=1
aijµ(j) (3.16)
in which µ(j) is LAC at the j-th pixel in the image and yi denotes the i-th element
of the sinogram vector. Equivalently, we have
y = Aµ (3.17)
Unlike the monochromatic source, the relation between sinogram vector and the
image vector is not linear when working with a polychromatic source. A polychro-
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matic source emits X-ray photons at different energy according to a spectrum dis-
tribution which varies for different scanner and different voltage tube of the source.
The polychromatic source is usually the main cause of beam-hardening artifacts in-
cluding metal artifacts in the FBP images. Assume a polychromatic source spectrum
that transmits photons in energy range [EL −EH ]. Then, the received photon count
associated with path L, c¯L, is modeled as
cL = Pois
 EH∫
EL
IEe
− ∫L µ(r,E)drdE
 (3.18)
In (3.18), IE is the number of photon counts emitted by the source at the energy
level E, which is a fraction of the initial flux I0, i.e., I0 =
∫ EH
EL
IEdE.
The photons arrive at detectors randomly and according to a counting process.
We assume that the aggregated count received at each detector is a Poisson random
variable with expected photon count value c¯L for the L-th detector. Given the photon
counts at the L-th detector, cL, the corresponding sinogram is computed as
yL = − log(cL
I0
) (3.19)
which is a non-linear function of linear attenuation coefficient.
When an X-ray photon hits a material with high atomic number, most of its energy
is lost from its path due to absorption and scattering. Hence, the chance of it arrives
at the detector on its path is slim. The next section introduces a new algorithm which
corrects the faulty sinogram measurements and reconstructs the corrected sinogram
such that the resulting image features reduced metal artifacts with high accuracy in
recovering the effective linear attenuation coefficients of the non metal objects.
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Figure 3·7: The geometry illustration of the parallel beam X-ray emission
(Deng, 2011) .
3.3 A randomized approach to reduce metal artifact in CT
images
In this section, a hybrid approach is introduced to reduce metal artifacts in CT images
when the data is acquired using a single source spectrum. This method features ran-
domization in its sinogram correction step and is dubbed Randomized Metal Artifact
Reduction (RMAR). To reduce the chance of information loss, both metal passing
and non-metal passing projection measurements are utilized to generate an interpo-
lated sinogram. The sinogram correction is performed through several iterations: at
each iteration, a random subset of metal passing projection measurements is selected
to be corrected and the value of other projection measurements are kept fixed as in
their original values. To correct the selected subset, sinogram values are interpolated
in wavelet domain as in (Mehranian et al., 2011). This process is repeated several
times and each time, a new sinogram vector is obtained. The final sinogram vector is
the average over the corrected sinogram vectors. In the next step, the image estimate
is reconstructed from the average corrected sinogram vector in an iterative manner.
The motivation behind the iterative reconstruction as opposed to FBP is to remove
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the secondary artifacts. The secondary artifacts are the by-products of sinogram
interpolation in the previous step which is a common phenomenon in any sinogram
correcting approach.
In the proposed algorithm, a prior model is learned from the original FBP image
to eliminate the secondary artifacts by forcing the prior model on to the reconstructed
image. Specifically, a sparsifying transform is learned from the patches of the original
FBP image, then this transform is used as a regularization term in the energy function
associated with the image reconstruction. Note that the original FBP image suffers
from metal artifacts, but does not contain the secondary artifacts.
The steps of the algorithm include: sinogram correction, learning a sparsifying
transform, and the iterative reconstruction. In the sinogram correction step, we first
identify the metal pixels in the original FBP image. The original FBP image is
the FBP reconstruction of the experimental sinogram. The obtained metal image is
forward projected to determine the affected detector measurements. These measure-
ments are called metal passing regions in the sinogram domain. Next, a subset of the
metal passing region is selected randomly according to some Bernoulli distribution.
This parameter of the distribution is set experimentally. Afterwards, the selected
region is corrected using a wavelet interpolation technique motivated by the work
in (Mehranian et al., 2011). In this step, the coefficients of the sinogram matrix in
wavelet domain are updated and using the inverse wavelet transform a new sinogram
matrix is computed. Then, the corrected sinogram matrix, at this iteration, is com-
puted by replacing the values of the experimental sinogram with the new sinogram at
the selected subset and keeping all other measurements fixed as their original value.
This step is run for many times, and each time a new random subset is selected
and the correction takes place in that subset. The corrected sinogram matrices of
all iterations are stored and the final corrected sinogram is computed as the average
sinogram over the results from all the iterations.
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To reconstruct the average corrected sinogram, we suggest an iterative reconstruc-
tion approach. Our experimental results show that although the FBP reconstruction
of the average sinogram features significantly fewer metal artifacts compared to the
original FBP image, it suffers from secondary artifacts due to sinogram interpolation
step. This phenomenon is common to the existing sinogram correction methods in the
state of the art (Kalender et al., 1987), (Boas and Fleischmann, 2011), and (Mehra-
nian et al., 2011). We introduce a regularized weighted least squares reconstruction
algorithm which fits the image estimate to the average corrected sinogram in its data
fidelity term and attempts to smooth out the secondary artifacts by fitting the image
estimate to the prior model in the regularization term.
The prior model we consider in our reconstruction algorithm requires learning a
transform such that the image projection into its domain is sparse. This model has
been shown to be helpful in image de-noising applications (Ravishankar and Bresler,
2013). The transform is called the sparsifying transform and is learned from the orig-
inal FBP image. Note that the secondary artifacts (interpolation artifacts) are not
present in the original FBP image. Thus, the prior model is learned from the original
FBP image.
In the following, each step of our metal artifact reduction algorithm is described
in detail. The notations that are used in our algorithm are defined in Table 3.1.
3.3.1 RMAR’s sinogram correction
Our algorithm starts from an FBP image obtained by applying the filtered back
projection algorithm to the measured sinogram. First, we create the metal image
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Notation Definition
xFBP The original FBP image vector
Y orig The experimental (measured) sinogram matrix
yorig The experimental sinogram vector
xnew The final reconstructed image vector
Y t The corrected sinogram matrix at iteration t
yt The corrected sinogram vector at iteration t
yavg The average corrected sinogram vector
A The system (forward projection) matrix
xM The metal image mask vector
M The set of metal passing detectors
M c The complement set of M
YS The sinogram measurements corresponding to index set S
W The 2D forward wavelet transform
T The sparsifying transform
Ej The operator for extracting the j-th patch in the image
zj The j-th sparse code (coefficients vector)
k The number of pixels in a patch
Np The number of pixels in the image
‖.‖1 `1 norm
Table 3.1: The notations used in the RMAR algorithm’s description.
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mask as
∀j ∈ {1, . . . , Np} : xM(j) =

xFBP (j) xFBP (j) > 3000 MHU
0 o.w.
(3.20)
The threshold to create the metal mask is computed experimentally. Note that the
MHU unit is the Hounsfield (HU) unit with an offset in which the linear attenuation
coefficient of water is 1000; we have:
µMHU =
µ
µwater
× 1000 (3.21)
Next step is to determine the projection measurements affected by metal pix-
els. To this end, we forward project the metal mask and identify non-zero sinogram
measurements. These measurements are called metal passing detectors, i.e.
M = {i|Ai,:xM > 0} (3.22)
The goal is to correct the faulty measurements in YM . Unlike the sinogram cor-
rection methods discussed earlier in this chapter, we do not discard the information
of YM measurements. To correct each measurement in metal passing detectors, we in-
corporate the non-metal passing detectors’ measurements as well as a subset of metal
passing measurements. The sinogram correction is performed in an iterative manner:
At each iteration t, a random subset of metal passing measurements are selected,
St ⊂ M . The size of this subset is determined by the underlying Bernoulli distribu-
tion. Consider distribution Bern(p) where with probability p it is zero and otherwise
it is one. Then, to construct subset St, a set of i.i.d. coin toss experiments with
Bern(p) distribution are run for each element in M and whenever the outcome is
1, that member of M is included in St. The parameter p is chosen small so that
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most of the faulty measurements are chosen to be corrected at each iteration. In our
experiments, we used p ∈ [0.05, 0.1].
∀i ∈M : i ∈ St with prob = 1− p (3.23)
Next, the set of detectors’ measurements in St, YSt , are corrected using the wavelet
interpolation. This step is motivated by the metal artifact reduction by Mehranian
et. al., in (Mehranian et al., 2011). This interpolation aims to reduce the artifacts
by discarding high frequency coefficients in the wavelet domain which are primarily
influenced by noise and artifacts. The low frequency wavelet coefficients are kept to
preserve the signal energy. We used the JPEG-2000 2D wavelet transform.
Notice that the wavelet interpolation can be potentially replaced with an alter-
native interpolation technique. However, our experimental results suggest that inter-
polation in the wavelet domain produces better result compared to LI. One reason is
that in the LI method, the values in the metal passing region are corrected by using
only the immediate neighboring detectors’ measurements which is essentially useless
in the RMAR algorithm, since, at each iteration of RMAR, only a subset of metal
passing region is corrected and their immediate neighbors also fall into the faulty
measurements category.
The wavelet interpolation is accomplished through solving the following optimiza-
tion problem whose optimal solution is the corrected sinogram at iteration t. We
have
Y t , arg min
Y
‖vec(WY )‖1 (3.24)
such that
YSct = Y
orig
Sct
(3.25)
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In (3.24), the operator vec(.) converts a 2D matrix to a 1D vector in the lexico-
graphic order.
To solve the constrained convex optimization problem in (3.24), we used the vari-
able splitting and alternating minimization. Define vector c = vec(WY ), then instead
of solving (3.24), we solved the following minimization using alternating minimization,
where C is some large positive constant:
min
c,Y
‖c‖1 + C‖c− vec(WY )‖22 (3.26)
such that
YSct = Y
orig
Sct
(3.27)
To apply the alternating minimization technique to problem (3.26), we initialize
Y = Y orig which satisfies the constraint in (3.27) and solve for c. This step was
solved using MATLAB lasso solver for different values C and the best sparsest fit
was obtained for c. Having obtained the vector c, the second optimization is the
least squares fit and can be optimally solved. We alternate over these steps until the
convergence criterion is satisfied.
Note that both steps involve minimizing a convex function, and at each step the
overall cost function is reduced, hence, the optimization converges and the minimum
is attained.
The wavelet interpolation step is conducted for Ns number of iterations and each
time on a random subset of metal passing region. In theory, Ns has to be selected
large to obtain the true expected sinogram, in practice Ns ≥ 100 served our goal.
Then, the final average corrected sinogram vector is computed as
yavg , 1
Ns
Ns∑
t=1
yt (3.28)
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Figure 3·8: The steps of sinogram correction in RMAR algorithm.
The steps of the sinogram correction algorithm are summarized in Figure 3·8.
3.3.2 Learning the prior model in RMAR
In this step, the ingredients of the regularization term are constructed, which will be
used in the iterative reconstruction. Our observations indicate that FBP reconstruc-
tion of interpolated sinogram suffers from secondary artifacts. These artifacts causes
by sinogram manipulation operations and possible mismatch between experimental
measurements and interpolated values. As it was mentioned earlier, this phenomenon
is common to most algorithms which modify the original sinogram, (Kalender et al.,
1987; Boas and Fleischmann, 2011). Examples of such artifacts which are most no-
ticeable near metal boundaries are shown in Figure 3·9. These artifacts are more
pronounced in security application where metal is more frequent in a bag and the
metal size is bigger. Our experimental results on real data confirm the presence of
secondary artifacts in such methods.
The secondary (interpolation) artifacts do not exist in the original FBP image and
are by-products of the sinogram correction. Therefore, in the RMAR algorithm, a
prior model is learned from the original FBP image with the goal of limiting the inter-
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Figure 3·9: Examples of the interpolation artifacts in final LI and MDT
images in medical CT scans (Boas and Fleischmann, 2011). From left to
right, pictures show a dental filling and hip replacement CT scans.
polation artifacts. There are different techniques for image smoothing such as Lasso
regularization. However, our goal is to find an adaptive regularization learned from
the FBP image data to impose a proper prior model on the final reconstructed image.
There are several sparse methods that adaptively performs de-noising operation
such as synthetic and analytic dictionary learning methods. Of the various algo-
rithms, the K-SVD algorithm (Aharon et al., 2006) has been especially popular in
applications. Dictionary algorithms like K-SVD, in their general form, aim to solve
the following optimization problem for a sparse code matrix Z and a synthetic dic-
tionary D given a training signal matrix X and the sparsity level s:
min
Z,D
‖X −DZ‖2F s.t. ‖Z:,i‖0 ≤ s ∀i (3.29)
Unfortunately, problem (3.29) is a non-convex problem and methods such as K-
SVD can get easily caught in local minima or even saddle points (Rubinstein et al.,
2010).
Alternatively, the sparsifying transform model was used for de-noising application
in (Ravishankar and Bresler, 2013). In this model given a transform W and a train-
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ing signal matrix X, the sparse code matrix Z is obtained by solving the following
minimization for the sparsity level s:
min
Z
‖WX − Z‖2F s.t. ‖Z:,i‖0 ≤ s ∀i (3.30)
Problem (3.30) minimizes the transform domain residual. The solution Z is ob-
tained exactly by thresholding the product WX column by column and retaining the
s largest coefficients for each column. In contrast, sparse coding with the synthesis
dictionaries involves in general is an NP-hard problem. Thus, the sparsifying trans-
form model is much simpler in practice. Also, given the transform W and sparse code
Z, recovering the signal X is a simple least squares optimization.
One choice to compute the transform W is to use an analytic sparsifying trans-
forms such as wavelets, discrete cosine transform (DCT), and discrete Fourier trans-
form (DFT) which have been extensively used in many applications including com-
pression and de-noising. Another choice which suits our goal is to learn the transform
adaptively from the data. We formulate the problem such that the training data is
collected from patches of the original FBP image; by doing so, the learned transform
W is fitted to the original image which is our prior model. Note that the sparsity
constraint also reduces noise and further smooths the reconstructed image.
An immediate generalization of problem (3.30) to an adaptive transform model is
min
Z,W
‖WX − Z‖2F s.t. ‖Z:,i‖0 ≤ s ∀i (3.31)
However, the problem in (3.31) has a trivial solution for W = 0 and Z = 0. To
avoid the trivial solution, additional constraints must be added on the transform W .
Another solution that we wish to avoid is a transform with repetitive rows or zero
rows. For a square transform, a full rank constraint would satisfy this goal. For an
over-complete transform, however, linear dependence of the rows cannot be avoided
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Figure 3·10: Plot of log(det(W )) for 2×2 diagonal matrices W . The hor-
izontal axes indicate the first and second diagonal entry values (Ravishankar
and Bresler, 2013).
but may be minimized.
In (Ravishankar and Bresler, 2013), the full rank constraint for the square matrix
was added in the following form:
min
Z,W
‖WX − Z‖2F − α log(det(W )) s.t. ‖Z:,i‖0 ≤ s ∀i (3.32)
Note that the cost function in (3.32) is no longer convex in W . This fact is
demonstrated in Figure 3·10 in which the function log(det(W )) is plotted for diagonal
two by two W matrices with different diagonal elements. Note that in each quadrant
the function is convex, but overall, the function is non-convex in W . One way to
avoid this issue is to only consider positive definite matrices for W . Also, for problem
(3.32) to be jointly convex in (W,Z), we replace the `0 norm with `1 norm.
It was noted by Ravishankar and Bresler in (Ravishankar and Bresler, 2013) that
an additional constraint is needed to avoid scale ambiguity and obtain solution with
a good conditioning number. Define
Q(W ) , −α log(det(W )) + β‖W‖2F (3.33)
64
Consider the cost function:
‖WX − Z‖2F +Q(W ) (3.34)
Then, it can be shown that this cost function has a lower bound and the lower
bound is attained if and only if the condition number of the transform κ(W ) = 1 and
its singular values are all equal to
√
α
2β
. The proof is presented in Appendix C.
As it was suggested in (Ravishankar and Bresler, 2013), whenever learning a tall
(over-complete) transform is desired, the regularization term, Q(W ) is modified as
Q(W ) , −α log(det(W TW )) + β‖W‖2F (3.35)
In the RMAR’s regularization, we consider the transform solutions with normal-
ized rows which controls the Frobenius norm and explicitly excludes solutions with
zero rows.
RMAR learns the prior model by learning the adaptive transform model from
overlapping patches of the original FBP image. Note that the sparsity constraint
on the sparse code Z enforces the projection of the patches of the FBP image to be
sparse in the domain of the transform W . We consider overlapping patches of size K
which are square boxes of dimension
√
K×√K. We use stride= 1 for the overlapping
patches. Therefore, for the image size of Np pixels, the number of overlapping patches
is (
√
Np−
√
K + 1)2. The following optimization is solved to learn the over-complete
transform W in which W is of dimension 2K ×K with K being the patch’s size.
min
W,Z
(
√
Np−
√
K+1)2∑
j=1
‖WEjxFBP − Z:,j‖2F − α log(det(W TW )) + η
(
√
Np−
√
K+1)2∑
j=1
‖Z:,j‖1
(3.36)
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such that
‖Wi,:‖2 = 1 ∀i.
The optimization in (3.36) finds a transform W which maps the patches of the
original FBP image to sparse vectors. We solved this optimization problem using the
alternating minimization over Z and W . Note that given W , the problem is convex in
Z and can be solved exactly using soft-thresholding in which the solution is computed
as:
Zi,j =

cc(WEjx
FBP )i − η2 (WEjxFBP )i ≥ η2
(WEjx
FBP )i +
η
2
(WEjx
FBP )i < −η2
0 o.w.
(3.37)
For the fixed Z, the optimization on W is obtained by conjugate gradients (we
used Armijo rule for the step). To initialize W we used the concatenation of the
K × K identity matrix with the K × K DCT transform. The advantage of using
this initialization is that W has no repetitive rows and W TW is well imposed. The
cost function at this step can again only decrease. The cost function being monotone
decreasing and lower bounded, it must converge. While convergence of the iterates
themselves for the proposed alternating minimization of the non-convex problems
does not follow from this argument, the iterates are found empirically to converge as
well.
3.3.3 RMAR’s reconstruction algorithm
In the final step of RMAR algorithm, an image estimate is reconstructed using a
regularized weighted least squares optimization. The image is reconstructed from
the average corrected sinogram vector, i.e., yavg. To this end, an energy function is
introduced whose minimizer is the reconstructed image. The data fidelity term in
the energy function fits the image to the corrected sinogram through a weighted least
squares penalty term in which the relation between the corrected sinogram vector
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and the image vector is assumed to be linear with yavg = Ax. The regularization
term penalizes the image estimate if it violates the prior model. The prior model
ensures that patches of the reconstructed image is sparse in the domain of the learned
transform. Recall from the previous section that the prior model was learned from the
original FBP image. Therefore, given the corrected sinogram yavg and the sparsifying
transform W from the previous steps, the final image reconstruction is cast as in the
following optimization:
min
x,Z
‖yavg − Ax‖2D + λ
(
√
Np−
√
K+1)2∑
j=1
‖WEjx− Z:,j‖22 (3.38)
such that
‖Z:,j‖1 ≤ s ∀j (3.39)
In (3.38) matrix D is the weighting matrix to down-weight the Poisson noise, which
is a diagonal matrix with its i-th element as
D(i, i) = e−y
avg(i), (3.40)
Also, the parameter λ balances the cost between fitting the image to the corrected
sinogram and the cost of fitting the image to the prior model.
Note that the weighting matrix is proportional to the inverse covariance matrix of
the Gaussian approximation of the Poisson process whose expected value is given by
Ax. This is shown in Appendix B using second order approximation of the Poisson
log-likelihood.
The constrained minimization problem in (3.38) is convex. To solve the opti-
mization, we used the alternating minimization which decouples minimization with
respect to x and Z leading to two convex sub-problems.
Given Z, the minimization with respect to x was solved using conjugate gradient.
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This optimization is slow and alternatively we can use other methods such as Al-
ternating Direction Method of Multipliers (ADMM) (Boyd et al., 2011) to decouple
the weighting matrix D from x by defining an auxiliary variable u = Ax. Given the
current solution x, the exact solution for Z was obtained using soft-thresholding as
described in (3.37).
Both sub-problems are convex and can be solved optimally at each step. The cost
function decreases at each step, hence convergence is attained. Note that the problem
(3.38) is convex in joint variables (x, Z), thus, the optimal minima is achieved.
3.4 Phantom experiment
To evaluate the performance of the proposed algorithm versus alternative approaches,
a simulated data set was developed based on variations of the FORBILD head phan-
tom (Yu et al., 2012). More specifically, metal was added to the head phantom in
different locations; the included materials are bone, air, steel and ethanol (explosive).
Ethanol regions were placed inside the air cavity and were surrounded by thin steel
containers (with 0.2 cm thickness).
The linear attenuation coefficients of the different materials were obtained from the
NIST XCOM database (Berger et al., 2007) and the units are in 1
cm
. For the operating
energy range, the attenuation curves of the considered materials are plotted in Figure
3·11.
The source spectrum considered in this experiment operates at 130 Kvp and the
measurements are captured for energy range 20 keV to 100 keV. We used the spectrum
collected from the Siemens CT scanner and sampled it at every 2 keV. This spectrum
is plotted in Figure 3·12 and the numerical weights are given in the Appendix E. The
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Figure 3·11: Linear attenuation coefficients of materials used in the phan-
tom experiment as the functions of the energy of the incident photon in the
considered energy range [20−100] keV. The horizontal axes displays the en-
ergy value in keV unit and the vertical axes represent the linear attenuation
coefficient values in cm−1 unit.
Expected energy of the source given this spectrum is approximately 60 keV.
Consider the sum of the counts under the considered spectrum in Figure 3·12 is
denoted as I0 and the photon counts at each discrete energy level j is computed as
Ij = W (j)I0, where 0 ≥ W (j) ≤ 1 is the normalized weight at the j-th interval. Note
that we consider 41 discrete samples between 20− 100 keV energy range at intervals
of 2 keV, therefore, I0 =
∑41
j=1 Ij.
To simulate the CT scan, we consider 300 views evenly distributed between 0 to
180 degrees with 700 parallel detectors per view. Assume the attenuation image at
the j-th energy is determined by µ(~r, j), where ~r specifies the spatial location in a
2D grid. The discrete Radon transform that determines the relation between pixels’
intensity values (attenuation values) and the line-integrals is denoted by A and is
called the system matrix.
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Figure 3·12: The source spectrum used in our phantom experiment for
the energy range [20− 100] keV with average energy at 60 keV.
The received photon count ci at path Li is simulated as a Poisson random variable
and its expected value c¯i is calculated as follows:
c¯i = Poi
(
41∑
j=1
I0W (j)e
− ∫Li µ(~r,j)d`
)
(3.41)
To compute the line integral
∫
Li
µ(~r, j)d`, along the projection path Li at energy
level j, we used the MATLAB software tool by Yu et. al., for the FORBILD head
phantom provided in (Yu et al., 2012).
The sinogram (projection) values we use for the detectors are measured in log
scale, and for path Li is computed as
yi = − log
(
ci
I0
)
(3.42)
Note that the sinogram measurements are obtained using a single source spectrum.
Having calculated the sinograms, we applied our implementation of FBP algo-
rithm to reconstruct the effective attenuation image. We approximated the forward
projection (system) matrix using the parameters for which the line integrals were
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Figure 3·13: The left image displays the created phantom with bone
structure in white, air cavities in black, ethanol regions in pink, and steel
containers in bright blue. The right image displays a sample FBP recon-
struction using our simulation method in [0− 0.8] cm−1 display range.
computed and the distance driven method introduced in (De Man and Basu, 2004)
for a two dimensional image. This method is explained in Appendix A.
The phantom image was generated with 300× 300 pixels with each pixel’s width
as 0.075 cm and detectors are of width 0.059 cm To filter the sinogram projections,
a discrete high pass filter was implemented according to the Ram-Lak filter model
which was also used in (Kak and Slaney, 2001), whose coefficients are determined as
h(nτ) =

1
4τ2
n = 0,
0 n even,
1
n2pi2τ2
n even.
(3.43)
In (3.43), τ is the interval length between each two neighboring parallel detectors. In
our simulations, τ was considered as 0.059 cm.
The created phantom along with the resulting FBP image are illustrated in Figure
3·13. Note the presence of circular ringing artifacts and additional streaks introduced
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Parameter Value
p in Bern(p) 0.85
Np (300)
2
K 64
Ns 100
α 103
s 7
λ 10
Table 3.2: The parameters used in the implementation of RMAR
algorithm in the phantom experiment.
by the presence of the two steel circles.
We compared the performance of the proposed method with the state-of-the-arts
metal artifact reduction methods described in Section 3.1, including LI interpolation
technique (Kalender et al., 1987), MDT algorithm (Boas and Fleischmann, 2011), the
image in-painting technique by Jin et. al. (Crawford, 2014), and the hybrid method
by Karimi et. al. (Karimi et al., 2014). Recall that the first two methods are sino-
gram interpolation techniques, while the latter two methods are image correcting and
hybrid methods. We tested our algorithm and our implementation of the aforemen-
tioned algorithms on the phantom data. Table 3.2 presents the parameters’ values we
used in our algorithm for the phantom experiment. The final reconstructed images
using the tested algorithms are displayed in Figure 3·15.
Examining the reconstructions in Figure 3·15, the simple LI algorithm performed
a good job in reducing the metal artifacts. However, it deleted the ethanol regions,
reconstructing it as air. This is a consequence of discarding all the information in
detector measurements that include metal in their projection paths. The more com-
plex MDT algorithm also reduced the original metal artifacts, but created a number
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Figure 3·14: The resulting image after applying the Morphological open-
ing operation following the image inpainting algorithm in (Crawford, 2014).
of secondary (interpolation) artifacts in its iterations. These artifacts are marked in
the MDT final image in Figure 3·15. Moreover, it deleted all information concerning
the ethanol region in the two steel enclosures.
Jin’s image in-painting technique (Crawford, 2014) and Karimi’s hybrid technique
(Karimi et al., 2014) are able to preserve information regarding the presence of some
material inside of the steel containers. However, neither of these techniques reduced
the original artifacts much as many of the artifacts are not shaped like streaks and
the Ethanol regions are very close to the metal regions.
To implement the metal artifact reduction algorithm in (Crawford, 2014), the
threshold parameters were chosen as they were suggested in (Crawford, 2014). Also,
a 2× 2 square box was used as the structure in the morphological operations, includ-
ing opening and dilation operations. Figure 3·14 depicts the image produced after
passing the binary image through the morphological opening. Due to thresholding
the effective linear attenuation coefficient in this algorithm, the bone structure in the
phantom will be ignored.
To implement the algorithm in (Karimi et al., 2014), the original image was down
sampled by a factor of 4 at each dimension. Then, the optimization problems in 3.9
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was solved for the down-sampled image using the Gurobi solver (Gurobi, 2016). The
solution was up sampled and then forward projected. The original sinogram data was
replaced with the forward projected data in the metal passing region and then it was
reconstructed using FBP algorithm. The final image is displayed in the bottom row,
middle column in Figure 3·15.
The images on the right side of Figure 3·15 correspond to two variations of our
algorithm. The top image is the filtered back projection reconstruction of the aver-
age corrected sinogram, and the bottom image is the output of our RMAR algorithm.
Note that the FBP image has reduced the original artifacts, significantly, but, it has
some secondary (interpolation) artifacts introduced in the image, as evidenced in the
blurring near the metal containers and the bright lines appearing on the bone struc-
tures, these artifacts are marked by orange arrows in the figure. As it can be observed
in the bottom right corner image, the full algorithm with iterative reconstruction re-
duces these secondary artifacts.
Even though the algorithms of (Crawford, 2014; Karimi et al., 2014) preserved the
presence of material inside of the steel cylinders, the resulting reconstructed values
were inaccurate. To determine the appropriate reconstructed value for the ethanol
region, we created a new phantom where the metal containers were removed, and
performed an FBP reconstruction using the new data. We computed the mean and
variance of the reconstructed linear attenuation coefficient in the ethanol region for
this new phantom, and considered that as the ground truth that the algorithms should
estimate when the metal cylinders are present. Subsequently, we computed the mean
and variance of the reconstructed linear attenuation coefficient in the regions inside
of the metal cylinders for each of the reconstructions shown in Figure 3·15.
Table 3.3 displays the results of this analysis. Due to metal artifacts, the original
FBP reconstruction overestimates the attenuation inside of the metal cylinders signif-
icantly. Interestingly, the algorithms of (Crawford, 2014; Karimi et al., 2014) improve
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Figure 3·15: Performance comparison on FORBILD phantom, in [0-0.8]
cm−1 display range: the top row, from left to right: LI (Kalender et al.,
1987), MDT (Boas and Fleischmann, 2011), and FBP reconstruction of the
average corrected sinogram in our algorithm. Examples of the interpolation
artifacts are highlighted with orange arrows. The bottom row, from left to
right: Jin’s in-painting method (Crawford, 2014), Karimi’s hybrid method
(Karimi et al., 2014), and RMAR’s final image.
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Mean Variance
FBP, no metal container 0.2512 0.0015
FBP with metal container 0.5543 0.7559
Our algorithm 0.2763 0.008
MDT (Boas and Fleischmann, 2011) 0.0819 0.8603
LI (Kalender et al., 1987) 0.0406 0.00025
Alternative 3 (Karimi et al., 2014) 0.5020 0.6862
Alternative 4 (Crawford, 2014) 0.4838 0.3343
Table 3.3: Performance evaluation of different reconstruction methods
on the FORBILD phantom with metal shields and ethanol. The mean
and variance were computed in the ethanol regions.
minimally on this estimate, and continue to overestimate the attenuation in the re-
gion enclosed by metal by nearly a factor of 2, which would likely lead to erroneous
classification of this material. As expected, the LI and MDT algorithms significantly
underestimate the attenuation in this region. Our algorithm shows accurate recon-
struction in the region, with small errors in mean and variance when compared to
the estimates obtained from the FBP reconstruction with no metal enclosures. This
suggests that our approach preserved essential information concerning the enclosed
region.
3.5 Real data experiment
In this section the performance of the proposed algorithm is evaluated on real data
which was acquired using a medical scanner, the GE Imatron C300 electron-beam
tomography (EBT) scanner. The specifics of the scanner are provided in (Martin,
2014). The data was collected as part of the ALERT Task order 3 project (Crawford
et al., 2013). The data set consisted of different 2D slice scans of a cluttered bag,
which contained bottled water, rubber sheets, a Teflon box, metal objects, and other
clutter such as clothing. The X-ray tube was driven at 130 Kvp. The sinogram was
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generated using a re-binned collection of parallel projections, with 720 projections
and 1024 detectors per projection. The reconstructed images are of size a 512× 512
and are displayed in MHU units and the display range used in the figures is [0−1500]
MHU.
To evaluate our algorithm’s performance on this data set, for each tested slice,
we collected its corresponding parallel projection data. Using the original FBP im-
age, we identified the metal region by selecting pixels with reconstructed attenuation
that exceeds a threshold of 4000 MHU to the original FBP image. Using the for-
ward projection system matrix, as estimated in (Crawford et al., 2013), we identified
the projections in the sinogram that intersect the metal region. The random sub-
sampling and sinogram modification process was performed for Ns = 100 iterations.
At each repetition, we selected as a random subset S to correspond to 80% of the pro-
jections that intersect the metal region. Using this approach, the average sinogram
was computed as described in (3.28). The final images were reconstructed using the
optimization in (3.38).
Figure 3·16 illustrates the metal artifact reduction performance of the proposed
algorithm and compares it to those obtained using the methods in (Kalender et al.,
1987) and (Boas and Fleischmann, 2011). As it was expected, our algorithm displays
an improvement in reconstructing the boundaries of metal and structures close to
metal regions, and it reduces the secondary artifacts significantly. In order to make
the images comparable, the value of pixels in the metal region were added to the final
images in the MDT and LI reconstructions.
Figure 3·17 illustrates the performance of the tested algorithms on a different
slice of the bag which compares our algorithm’s performance against the LI method
in (Kalender et al., 1987). In this reconstruction, we did not insert back the metal
region values in the image generated by the LI algorithm. Our algorithm recovers
structures that are located near metal better than the tested alternative.
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Figure 3·16: Reconstructed image of a slice of a highly cluttered bag in
ALERT Task Order 3 data set (Crawford et al., 2013) using different meth-
ods in [0− 1500] MHU display range: the top-left image is the original FBP
image, the top-right is the MDT image (Boas and Fleischmann, 2011), the
bottom-left shows our algorithm’s result, and finally the bottom-right shows
the LI image(Kalender et al., 1987). Our algorithm recovers the area near
the metal and boundaries effectively while the tested alternatives struggle in
proximity to metal and show visible secondary artifacts.
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Figure 3·17: Reconstructed image of another slice of a highly cluttered
bag in ALERT task order 3 data set (Crawford et al., 2013) using different
methods in [0 − 1500] MHU display range: the top image is the original
FBP image, the image in the middle row is the LI image (Kalender et al.,
1987) before superimposing metal mask, and the bottom image shows our
algorithm’s result. Our algorithm keeps the metal and recovers the structures
near the metal effectively.
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RMAR’s performance ` =Water ` =Rubber-sheet
E[e`]
µ`
0.042 0.046
E[σ`]
µ`
0.023 0.024
Table 3.4: The LAC reconstruction performance of RMAR on real
data. The expectation is taken over 30 image slices.
We evaluated the reconstruction performance of RMAR algorithm on 30 slices of
a cluttered bag, collected the CT scan of the slices and the associated parallel bin
sinogram measurements from the ALERT TO3 data set (Crawford et al., 2013). We
chose slices fairly apart from each other in terms of their depths. Using Stratovan
label segments (Crawford et al., 2013) which are available for water and rubber sheet
regions, we calculated the mean difference between the reconstructed linear attenua-
tion coefficients (LAC) and the nominal values as well as the average variance of the
reconstructed LAC values.
Assume µ` is the nominal LAC value of material ` at the mean energy of the
source spectrum and µˆi,s` is the reconstructed LAC in pixel i of slice image s which is
filled with the material ` in the ground truth image. Then, define
E[e`] = Es,i[µˆi,s` − µ`] (3.44)
and
E[σ`] =
√
Es,i
[
(µˆi,s` − Es,i[µˆi,s` ])2
]
(3.45)
Table 3.4 summarizes the result along with the nominal values of LACs. The
nominal values were computed using XCOM NIST online tool (Berger et al., 2007)
at 60 keV energy which is the estimated average energy in the CT Imatron source.
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3.6 Conclusion
In this chapter, a new metal artifact reduction algorithm was introduced with appli-
cation to CT images. This algorithm is a hybrid approach which corrects projection
measurements passing through metal regions, followed by an iterative reconstruction.
The sinogram modification procedure uses a novel randomized sampling approach
that preserves a fraction of the affected projection measurements. The iterative re-
construction approach uses a sparsifying transform which is learned from the original
filtered back projection image. The learned transform imposes a prior model to the
reconstructed image which ultimately reduces the secondary artifacts caused by the
sinogram modification.
The performance of the proposed algorithm was evaluated and compared its per-
formance to several alternative metal artifact reduction approaches suggested in the
literature. Our experiments, using both simulated data and data from a medical
scanner, suggest that the new algorithm has superior performance to the alternative
algorithms. In particular, the results indicate that our algorithm is able to recover
structures that are surrounded by metal, much more accurately than the alternative
approaches.
The main limitation of the introduced algorithm is the time complexity, both
in the sinogram correction technique and in the iterative reconstruction algorithm.
The sinogram correction technique requires the solution of multiple sparse wavelet
interpolation problems. The iterative reconstruction algorithm requires learning a
sparsifying transform, and subsequently using this in a sparse regularized iterative
reconstruction technique.
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Chapter 4
Joint segmentation and classification in
CT images
In this chapter, we introduce a new class of algorithms for the joint segmentation
and classification of materials in CT images. The algorithms use estimated appear-
ance models that are learned from labeled images. The performance of the proposed
method is evaluated against the existing approaches and the advantages and disad-
vantages of the method are identified.
4.1 Introduction and related work
The task of material recognition and region identification in X-ray computed tomog-
raphy (CT) images has broad applications in medicine. One such application is in
assisting physicians in diagnostic pathology, where it is important to delineate benign
tissue from cancerous regions with high accuracy. Similarly, in security applications,
it is important to identify threats and explosives in luggage. In this chapter, we focus
on the problem of material segmentation and classification in CT images collected
from a bag with the goal of enhancing security.
The problem of material classification (labeling) from CT reconstructed images
can be addressed using two general approaches. In the first approach which we refer to
it as the sequential approach, two major steps take place in order to classify different
regions in the scanned object using the captured data at the detectors. The first step
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Figure 4·1: The sequential (top) and joint (bottom) approaches in mate-
rial classification. In the joint approach, the classification is performed with
no prior segmentation information.
in the sequential approach is image segmentation. The second step is labeling the
segments.
The second approach to classify materials in a CT image is called the joint ap-
proach in which the segmentation information is not known a priori. The motivation
behind the joint classification approach is originated from the data processing in-
equality (Gamal and Kim, 2011) in which it is shown that processing data does not
add to its information. Hence, unless the segmentation processing is error free, the
mutual information between the estimated labels and the true labels is decreased due
to the additional processing. Intuitively, when an improper segmentation splits or
merge objects as a result of noise or artifacts, the error propagates into the next step,
i.e., labeling objects, in which density information and other spatial characteristics
are crucial in decision making.
Several approaches have been proposed and used in the literature to perform the
segmentation task on CT images. In (Wiley et al., 2012), a kernel-based method
was proposed to segment objects in a CT scan of a bag. The kernel’s size and shape
were designed in such a way that it is smaller than the object to be segmented and
bigger than any expected holes in an object’s boundary. Their method is comparable
to region growing approach in computer vision (Ikonomatakis et al., 1997) and it is
conducted in a flood-fill manner. In (Grady et al., 2012), an automatic segmentation
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of CT image with application to bag inspection was proposed. Unlike clustering algo-
rithms such as K-means, the method in (Grady et al., 2012), also known as AQUA,
does not make any prior assumption on the number of objects in the foreground. The
AQUA method is performed in several steps: in the first step, each voxel in a 3D
CT image is labeled as either background or object via pre-defined criteria. Next,
each connected component is split into smaller objects by applying the isoperimetric
distance tree algorithm (Grady, 2006), recursively, until no more good separation can
be established or the component size becomes too small. The splitting operation is
to separate the touching objects in a bag.
In (Rao et al., 2010) an adaptive regularization method was introduced for the
task of image segmentation and was tested on natural images as well as medical im-
ages. This method uses estimates of local image curvature to modulate the spatial
regularization by adaptively balancing the relative contributions of internal vs. ex-
ternal energies in the optimization process. The rationale used in (Rao et al., 2010)
was that parts of the object’s boundary can be smooth while other parts exhibit
highly curved features. Therefore, different levels of regularization should be applied
in these different regions of varying degrees of curvature. Another method in (Lesko´
et al., 2010) was proposed which assumes a Markov random field (MRF) over pixels
in the image and solves the segmentation problem as a semantic labeling problem in
which an energy function is minimized. The gradient information was also taken to
consideration in casting the energy function. Finally, the minimization was solved
using the max flow/min cut algorithm (Boykov and Kolmogorov, 2004). The method
was tested on synthetic images as well as the images captured using Total Internal
Reflection Fluorescence (TIRF) microscopy. In (Crawford, 2014), a collection of seg-
mentation tools are discussed which were applied to CT images of bags with different
levels of clutter. The report also includes information about the data acquisition
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process as well as the segmentation results in real data experiment.
In medical images, usually different parts of the scanned object and their approx-
imate CT values are known a priori which can alleviate the identification task. The
common practice is to perform an image registration method after segmentation in
order to identify different parts in the patient’s scan using a calibrated image (Bauer
et al., 2013). In security applications, however, nothing is known about the content
of the bag prior to capturing the image. Most object detection methods with ap-
plication to bag inspection have concentrated on explosive detection. One way to
detect explosives is to estimate the density of each object in the bag; examples of
such methods can be found in (Fenkart et al., 2002),(Krug et al., 1994), (Krug et al.,
1999). In (Ying et al., 2006), a dual energy CT method was proposed to estimate the
atomic number in addition to density. They made an observation that some materi-
als have similar densities while their atomic numbers can be dramatically different;
an example of such pairs of material is water and an explosive known as ANFO. In
(Simanovsky et al., 2001), a method for classifying objects in CT data using den-
sity dependent mass thresholds was proposed. This method processes sheet explosive
objects and bulk objects separately. After labeling each voxel as either background,
bulk object, or sheet object, the object voxels are classified as threat or non-threat.
The latter step is performed by comparing the effective mass attenuation associated
with each voxel with a pre-defined threshold and whenever it surpasses the threshold,
it is classified as a threat.
In (Martin, 2014) and (Martin et al., 2015), methods of joint classification and
segmentation were proposed based on supervised learning and dual energy CT. In
both works, regularized maximum likelihood approaches were proposed to address the
problems of joint segmentation and classification. In (Martin, 2014), the conditional
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data likelihood was estimated using a parametric technique, namely, i.i.d. Gaussian
distributions. In (Martin et al., 2015) a non-parametric approach was suggested in
which the conditional data likelihoods were estimated using the K-nearest neighbor
(KNN) method. This method estimates the boundary field information first and
later incorporates this information in estimating pixels’ labels through a maximum
a posteriori probability approach. In the following, the method in (Martin et al.,
2015) is described in details. Subsequently, an extension of this method is proposed
which overcomes some of the flaws associated with pixel based techniques such as the
methods in (Martin, 2014) and (Martin et al., 2015).
4.2 Pixel based joint segmentation and classification
In this section, a detailed review of the joint approach introduced in (Martin et al.,
2015) is presented. This method features dual energy CT measurement and super-
vised learning. In the dual energy CT, the object is scanned via two source spectra.
Each source has a different distribution over the energies of the emitted photons. Note
that the attenuation of a substance is a function of energy of the incident photon,
hence the dual energy technique provides information about the material in a higher
dimension.
The training data used in this method is the collection of FBP effective attenu-
ation images captured using the two source spectra. Therefore, to each pixel in an
image, two intensity values are associated, corresponding to the reconstructed aver-
age attenuation values using high and low energy X-ray spectra. . These pixels are
manually labeled by their material class. Only materials of interest are labeled and
the rest of objects are classified as background. For each class and background, a set
of training pixels’ data are collected. The sizes of the training classes are balanced.
Let (xt1,x
t
2, . . . ,x
t
T ) be the intensity data of the t-th training image of size T pixels
(voxels), where element xti corresponds to the i-th pixel and is the effective attenua-
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tion coefficient vector reconstructed by FBP for the two source spectra. Also, define
the label pixel for the i-th pixel and the t-th training image with `ti. Then, for Nt
training images, the training data is defined as
{(xt1, . . . ,xtT , `t1, . . . , `tT )}Ntt=1 (4.1)
In the next step, the appearance model, i.e., the conditional likelihood of image
data given pixels’ labels, is estimated. The pixel based approach (Martin et al., 2015)
estimated the likelihoods using a naive Bayes model. In this model, the conditional
likelihood of each pixel’s intensity data given its label, is assumed to be independent
from the data and label class of every other pixels in the image:
P (xt1,x
t
2, . . . ,x
t
T |`t1, `t2, . . . , `tT ) '
T∏
i=1
P (xti|`ti) (4.2)
With the independence assumption in (4.2), the appearance model estimation
is reduced to estimating the conditional likelihood for each label class. Here, the
assumption is the number of classes is finite and is known in advance. Since the num-
ber of data size for different classes are generally different, the data set for classes
with bigger sizes such as background are down sampled so that the size of different
classes are balanced. The down sampling is done randomly with uniform distribution.
The conditional likelihood estimation is conducted using a non-parametric approach,
namely, the K nearest neighbors (KNN) algorithm.
Let NK(i) be the collection of K training data vectors in proximity of i-th pixel’s
data vector in the Euclidean space, i.e.,
NK(i) , {xt
∗
1
j∗1
,x
t∗2
j∗2
, . . . ,x
t∗K
j∗K
} (4.3)
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where
(t∗k, j
∗
k) , arg min
{(t,j)|(t,j)/∈{(t∗1,j∗1 ),...,(t∗k−1,j∗k−1)}}
(‖xtj − xi‖2) (4.4)
Assume xi is the intensity data vector associated with the i-th pixel in the test image.
Then, the probability distribution given a label class ` is estimated by enumeration
of training samples belonging to that class that are in proximity of the tested data
point xi in the Euclidean space,
P (xi|`) = 1
K
∑
j∈NK(i)
1{`tj=`} (4.5)
In (4.5), 1{`j=`} is the indicator function which is equal to 1 when the condition
{`j = `} is satisfied, else it is 0.
The authors in (Martin et al., 2015) claimed that, for K = 19, the pixel based
joint segmentation and classification algorithm shows the best performance for the
Task Order 3 (TO3) (Crawford et al., 2013) data set.
In the next step of the algorithm, the boundary field is estimated. The boundary-
field is a smoothed, normalized gradient field and it is composed of the directional
boundaries in the x, y and z directions. Here we only focus on the two dimensional
case. For each pixel i there are horizontal and vertical boundary values denoted by
sy(i) and sx(i), respectively.
Let us refer to the FBP reconstructed test image associated with the source spec-
trum with the higher voltage tube (hence, higher average energy) as the high energy
attenuation image and denote it by ~µH in its vector form. Similarly, we define the
low energy attenuation image associated with the low average energy source spectrum
and denote it by ~µL. Also, assume Dx and Dy are the discrete forward differentiation
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operators along the two axes in the 2D image. Define
b =
[
Dx~µH
Dy~µH
]
(4.6)
Then, the boundary field s , [sTx , sTy ]T is derived as the solution to the following
optimization
min
s
‖q− s‖2W + λ21(‖Dxs‖22 + ‖Dys‖22) (4.7)
In (4.7) q is the vector of raw normalized gradients whose i-th element is
b2i
b2i+λ
2
2
. Also,
W is a diagonal weighting matrix whose j-th diagonal element is defined as (b2j +λ
2
2).
The parameters λ1, λ2 control the amount of smoothing and relative scaling of values
in the boundary field s.
In addition to the boundary field estimation, a metal mask is assumed to be
available. The metal mask is a binary label image that identifies pixels that contain
metal. Assume the distance from pixel i to the closest metal pixel is di. Then, for
each pixel i, a weight vi is computed according to its distance from metal which is
computed as
vi =

1 di = 0 or di > dmax
di
dmax
o.w.
(4.8)
Assume ψ(s, i, j) is a function that penalizes label mismatch between pixels i and
j according to the boundary field values at those locations. This function is referred
as the smoothing function and it is designed to give a high penalty when there is a
weak or no boundary between the neighboring pixels and a low penalty if there is a
strong boundary. The ψ(.) function is computed as
ψ(s, i, j) = cij
1√
(dxij)
2 + (dyij)
2
, (4.9)
where cij is the scaling coefficient and for the 2D image with coordinates x and y is
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defined as
cij =
1√
(xi − xj)2 + (yi − yj)2
(4.10)
and quantities dxij and d
y
ij are related to boundary field values and are obtained ac-
cording to the following rule:
dxij =
{
sxi xi < xj
sxj xj < xj
(4.11)
Similarly, dyij is defined on the y axis.
Lastly, for a 2D image of size N × N pixels, assume N (i) is the 8-way pixel
neighborhood around pixel i in this image which is defined for a non-boundary pixel
i as
N (i) = {i−N − 1, i−N, i−N + 1, i− 1, i+ 1, i+N − 1, i+N, i+N + 1} (4.12)
For boundary pixels, the spatial locations that lie outside of the image boundaries
are not included in the neighborhood.
Then, the joint segmentation and classification problem is formulated as the fol-
lowing regularized maximum likelihood optimization. The solution to this discrete
optimization is the set of pixels’ labels {`i}N2i=1, where `i ∈ L with L be the discrete
and finite set of possible label classes. We have:
min
{`i}N2i=1
N2∑
i=1
vi (− log(P (xi|`i))) + λ
N2∑
i=1
∑
j∈N (i)
1{`i 6=`j}ψ(s, i, j) (4.13)
This optimization fits the label solutions to the appearance model and the prior
model. Note that the prior model, imposed by the second term in (4.13), is to enforce
spatial smoothing while taking the boundary information into account.
The authors in (Martin et al., 2015) used the multi-class graph cut algorithm in
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(Boykov and Kolmogorov, 2004) to solve problem (4.13). The graph cut algorithms
were described in Section 2.5.
4.3 The patch based joint classification
One of the main disadvantages with the pixel based approach of (Martin et al., 2015)
is that it does not utilize the regional information in estimating the appearance model
which can lead to poor classification in the presence of noise and artifacts. To over-
come this faulty estimation, one uses higher weights for regularization, which can lead
to over-smoothing.
We propose a new joint segmentation and classification algorithm based on dual
energy CT images. Our proposed algorithm features a patch based appearance model
as opposed to pixel based. A patch is a group of neighboring pixels which can have
either rigid boundaries like square patches or flexible boundaries. The idea is that
by imposing independence assumption over patches rather than pixels in estimating
the appearance model, local correlations and regional properties such as texture are
captured which can ultimately lead to a better segmentation and classification.
We cast the problem of joint segmentation and classification as MAP estimation
problem and used supervised learning to estimate the patch based appearance model.
The steps of the proposed algorithm include the appearance model estimation (data
term), the prior model construction (the regularization term), the MAP formulation,
and the solution. In the following, we describe each step in details. In our description,
we incorporate similar notations as they were used in the pixel based algorithm in
Section 4.2.
4.3.1 Appearance model estimation
As mentioned earlier, the conditional likelihood of an
√
T × √T image data given
its pixels’ labels, i.e., P (x1,x2, . . . ,xT |`1, `2, . . . , `T ) is called the appearance model.
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In our model, we work with dual energy CT, hence the image data are effective at-
tenuation images reconstructed using the high energy and low energy source spectra.
Therefore, xi is a 2 × 1 vector associated with pixel i in the image which is defined
as xi = [~µH(i), ~µL(i)]
T .
Unlike the pixel based algorithm, our assumption is that a pixel’s data given its
label is correlated with the data collected from the pixels in its proximity. Note that
the correlation among the pixels decreases as their spatial distance increases. To
handle the correlations in our estimation problem, we assume that the data collected
from one ”patch” is correlated and it is independent of the data collected from other
patches provided that the labels are given. While in general, a patch is considered as
a regional group of pixels, in our formulation a patch is a collection of K neighboring
pixels placed in a square box of dimension
√
K × √K, where K < T is a square
number and T is the number of pixels in the image.
Let us assume the
√
T × √T image is divided into T
K
non-overlapping patches
and a patch index is identified by variable n ∈ {1, . . . , T
K
}. Assume the data vector
associated with the i-th pixel in patch n is denoted by xn,i, where pixels in the patch
are indexed according to lexicographic order. Also, assume the label vector associated
with patch n is denoted by ~`n and is defined as ~`n , [`n,1, . . . , `n,K ]T . Then, our patch
based independence assumption yields
P (x1,x2, . . . ,xT |`1, `2, . . . , `T ) '
T
K∏
n=1
P (xn,1,xn,2, . . . ,xn,K |~`n) (4.14)
Note that ~`n ∈ LK , where L is the discrete finite alphabet set of possible label
classes.
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We suggest two different techniques to estimate the patch based conditional likeli-
hood P (xn,1,xn,2, . . . ,xn,K |~`n), including parametric and non-parametric approaches
depending on the data. In simpler cases, where the training data distribution orig-
inated from a class can be approximated by a single multi-variate Gaussian distri-
bution, the parametric approach is used. In such cases, the mean vector and the
covariance matrices are learned from the training data. Assume the 2K× 1 vector x¯~`
and the 2K × 2K matrix Σ~` are the learned mean vector and the covariance matrix
for a patch label vector ~`. Then, we have
P (xn,1,xn,2, . . . ,xn,K |~`n) = N (x¯~`,Σ~`) ∀ ~` ∈ LK , ∀ n (4.15)
One advantage of applying a parametric method is that the appearance model
can be learned off-line and be used later to fit to the test data. On the other hand,
when a single class can include a wide range of material classes, e.g., the background
class which can contain variety of materials excluding the materials of interest, we
use a non-parametric approach to estimate the patch based likelihoods. In particular,
we incorporate the kernel density estimation (KDE) method (Rosenblatt, 1956) to
estimate the likelihoods. Assume vector xn,{1:K} , [xn,1,xn,2, . . . ,xn,K ]T is the attenu-
ation data collected from the n-th patch in the test image, N~` is the number of training
patches that have their label class as ~`. Also, xt{1:K} is the attenuation data associated
with the training patch t in class label ~` and is defined as xt{1:K} , [xt1,xt2, . . . ,xtK ]T .
Let h > 0 be the smoothing parameter which is known as the bandwidth parameter in
KDE method and I be the 2K × 2K identity matrix. Then, using KDE method with
Normal kernels, the patch based likelihood for each label class vector is estimated as
P (xn,1,xn,2, . . . ,xn,K |~`) = 1
N~` h
N~`∑
t=1
N
(
xn,{1:K} − xt{1:K}
h
, I
)
∀ ~` ∈ LK , ∀ n (4.16)
One chooses h as small as the data will allow; although, there is always a trade-
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off between the bias of the estimator and its variance. In our experiments, we used
cross-validation data to tune parameter h.
To learn the appearance model, we assume a set of labeled images are available for
training purposes, for the material classes of interest and background. The assump-
tion is that the number of possible label classes are finite and they are known. The
training data is collected by extracting patches of training images where the training
images include the FBP reconstructed attenuation image associated with the dual
source spectra. For each class label vector ~`, training patches with the corresponding
label vector are collected. We balance the size of the training data so that the num-
bers of training patches available for all class label vectors are roughly the same.
4.3.2 The prior model
The Potts model is a generalization of Ising model to multi class labels and it is
a simple example of a Markov random field (MRF). In an MRF, the interaction
among the random variables/vectors in the network graph can be explained as the
interactions among neighboring sites (variables). For an image with patches’ labels
represented as random vectors ~`n, where n is the patch index, the MRF assumption
over patches results in
P
(
~`
n
∣∣∣∣~`1, . . . , ~`(n−1), ~`(n+1), . . . , ~`TK
)
= P
~`
n
∣∣∣∣ ⋃
k∈N (n)
~`
k
 (4.17)
in (4.17), N (n) defines the patch neighborhood of patch n. We worked with 4-way
neighborhood.
The distribution over an MRF can be expressed as the product of (positive) po-
tential functions defined on maximal cliques of image’s patch-graph, in which nodes
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are representing patches. Such distributions are often expressed in terms of an energy
function E
P
(
~`
1, . . . , ~`T
K
)
=
1
Z
exp
(
−E(~`1, . . . , ~`T
K
, λ)
)
(4.18)
In (4.18), Z is the partition function to ensures the distribution sums to 1 and λ is the
parameter to be learned. The energy function that is used in the proposed algorithm
is defined as
E(~`1, . . . , ~`T
K
, λ) , λ
T
K∑
n=1
∑
k∈N (n)
1{~`n 6=~`k} (4.19)
The energy function defined in (4.19) imposes a penalty equal to the parameter
λ > 0 whenever two neighboring patches do not take the same label vectors and
by doing so, it enforces spatial smoothing across patches. Note that in (4.19), no
boundary field information or edge information is used unlike the method in (Martin
et al., 2015).
4.3.3 MAP formulation for joint classification
The scheme is based on a finite number of material classes of interest. Let us as-
sume the total number of classes (including background) that a pixel can take is M .
Therefore, the number of possible ways of labeling a patch of size
√
K ×√K is MK
which is exponential in the size of the patches. Another issue with the discrete-valued
label vectors is that they do not necessarily satisfy any structure, hence, solving the
MAP problem for the patches’ labels requires solving a general combinatorial problem
which is very challenging. To remedy these issues, we constrain the patches’ labels
to be homogeneous. More precisely, the solutions in the MAP minimization should
satisfy
~`
n(i) = cn, ∀i ∈ {1, . . . , K}
cn ∈ {1, . . . ,M}, ∀n ∈ {1, . . . , TK}
(4.20)
Figure 4·2 pictures an example of patches with homogeneous labels and the 4-way
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Figure 4·2: An example of a 4-way patch neighborhood with homogeneous
labels for a given patch with label vector [1, 1, 1, 1]T .
neighborhood.
The homogeneity constraint lets us define a comparison metric between the label
vectors of two different patches. Therefore, we can adopt the Potts model for patches’
labels which penalizes the label mismatch between labeling vectors of two neighboring
patches. Note that Potts model satisfies the metric property, hence, the resulting cost
function would become a submodular which can be efficiently solved using graph cut
algorithms. Furthermore, the homogeneity constraint reduces the solution space to a
linear space. Also, it implicitly enforces spatial label smoothing within a patch.
The joint classification problem is cast as a discrete minimization whose solution
is a set of labels for each non-overlapping patch in the test image such that the labels
satisfy (4.20).
min
{~`n|n=1,..., TK }
T
K∑
n=1
− log
(
P (xn,1,xn,2, . . . ,xn,K |~`n)
)
+ λ
T
K∑
n=1
∑
k∈N (n)
1{~`n 6=~`k} (4.21)
Due to the homogeneity constraint in (4.20), there is a trade-off between patch
size K and resolution used in segmentation/classification. While a bigger patch size
leads to a better representation of regional information and faster computation, it
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eventuates in bigger resolution loss. In our experimental results, we observed a good
performance for square patches of size 2× 2, i.e., K = 4, which is the size for which
our experimental results were obtained.
Note that the energy function in (4.19), which captures the prior model, satisfies
the metric property in (2.35). Hence, the minimization in (4.21) can be solved for
patches’ label vectors using multi-class graph cut algorithm (Boykov et al., 2001).
In the resulting graph, each site node represents a non-overlapping patch in the test
image. Also, there are M terminal nodes representing the label classes for patches.
4.4 Experiments
To illustrate the performance of our algorithm, we conducted experiments using both
simulated data and data collected from a medical scanner. As a measure of perfor-
mance, we computed the percentage of pixels that have a different estimated label
from the ground truth image label, defined as
e =
1{`i 6=ˆ`i}
T
× 100 (4.22)
where `i is the true label of pixel i in the test image and ˆ`i is the one assigned by
the algorithm in Section 4.3. The classification performance is evaluated at pixel level.
Additionally, for each material class of interest m including the background class,
the precision and recall measures were computed which are defined as in the following.
Quantity TPm denotes the number of true positive pixels of class m in the algorithm
labeling result and is defined as
TPm ,
T∑
i=1
1{`i=m}1{ˆ`i=m} (4.23)
Also, quantity FPm denotes the number of false positive pixels of class m and is
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defined as
FPm ,
T∑
i=1
1{`i 6=m}1{ˆ`i=m} (4.24)
Finally, false negative pixels associated with class m is captured by quantity FNm
and is defined as
FNm ,
T∑
i=1
1{`i=m}1{ˆ`i 6=m} (4.25)
Subsequently, the precision Prm and recall Rem quantities for class m are defined as
Prm ,
TPm
TPm + FPm
(4.26)
and
Rem ,
TPm
TPm + FNm
(4.27)
Lastly, we use F1 score as a measure to consider the false positive and false negative
rates together. F1 score for material class m is defined as
F1m ,
2PrmRem
Prm + Rem
(4.28)
4.4.1 Phantom experiment
In the first experiment, we created four variations of the FORBILD head phantom
with metal implants using the tools provided in (Yu et al., 2012). Phantoms are
of size 350 × 350 pixels. To generate simulated FBP images at lower and higher
energies, we approximated the Imatron C300 source spectra operating at 95 Kvp and
130 Kvp voltages. The normalized spectral weighting functions for the Imatron source
is displayed in Figure 4·3. The vertical axis in the figure determines the normalized
photon counts emitted by the source at a given energy. For each source, a total number
of I0 = 3 × 104 initial photon counts were considered in the phantom experiments.
To work in discrete domain, the source spectra were sampled at 41 points between
20 keV to 100 keV energies. The value of the j-th sample associated with the the
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Figure 4·3: The source spectra used in our dual energy phantom experi-
ment simulation. The red plot represents the high energy source spectrum
which operates at 130 Kvp voltage tube and the blue one represents the
spectrum for low energy source which operates at 95 Kvp (Cranley, 1998).
m-th source spectrum is denoted as Wm(j), where m = 1, 2 and identifies the low and
high energy spectra, respectively. The received photon counts at the detectors were
simulated as a Poisson process as in the following:
cmi = Poi
(
41∑
j=1
I0Wm(j)e
− ∫Li µ(~r,j)d`
)
m = 1, 2 (4.29)
In this equation, cmi denotes the photon counts associated to path Li and source
spectrumm, which is a Poisson random variable. Also, µ(~r, j) is the linear attenuation
coefficient at energy ej keV, where ej , 2(j−1)+20. The linear attenuation coefficient
is a function of spatial location for a fixed j. Lastly,
∫
Li
µ(~r, j)d` denotes the line
integral along path Li and at energy level j.
The materials in the created phantoms include water, air, bone, and iron. The
linear attenuation coefficients for each material at different energy levels were derived
from the NIST reference in (Berger et al., 2007).
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Figure 4·4: Sampled FBP reconstructed phantom images at high energy
source spectrum. The materials included in the phantoms are water, bone,
iron, and air (background). Phantoms are numbered as 1 to 4 from left to
right.
The sinogram value for each path Li is given by
ymi = − log
(
cmi
I0
)
(4.30)
The sinogram measurements were simulated using 200 views evenly distributed
from 0 to 180 degrees, with 100 detectors per view. The images were reconstructed
by applying the filtered back projection (FBP) algorithm. Figure 4·4 displays the
reconstructed FBP images of the four phantoms at high energy source spectrum.
Due to the presence of iron, there are visible metal artifacts in the reconstructed
images manifested as dark and bright streaks in the images.
Three experiments were run using the created phantoms. In each experiment,
two phantoms served as training images, one as cross-validation image, and one as
test image. Phantom 4 in Figure 4·4 was used as cross-validation in all the three
experiments. The cross-validation phantom was used to tune the parameters in the
patch based joint classification algorithm.
In the phantom experiments, the patch based algorithm from Section 4.3 was em-
ployed using multi-variate Gaussian distributions to estimate the appearance model.
There are four class labels and for each class, the patch based conditional likelihoods
were estimated with patches of size 4 pixels. The performance of the patch based
joint classification algorithm was evaluated against the performance of pixel based
100
Algorithm Phantom 1 Phantom 2 Phantom 3
Our algorithm 2.42 2.32 3.38
Alternative 1: Pixel-based Gaussian 3.19 2.4 5.21
Alternative 2:(Martin et al., 2015) 2.38 2.23 4.05
Alternative 3: Pixel-based KNN 2.62 2.35 4.15
Table 4.1: The performance of the patch based joint segmentation and
classification algorithm over the three tested phantoms, compared to the
joint pixel based alternatives in terms of mislabeled percentage of pixels.
Alternative 1 is the pixel based algorithm introduced in (Martin, 2014),
alternative 2 and 3 are the algorithms proposed in (Martin et al., 2015) with
and without boundary field information, respectively.
approaches. To this end, three pixel based joint classification alternatives were tested
on the created phantoms. Alternative 1 is the pixel based joint algorithm with para-
metric estimation (multi-variate Gaussian) of pixel based appearance model and MRF
over pixels which was used in (Martin, 2014). A pixel based joint algorithm that uses
KNN to estimate the pixel based conditional likelihoods with MRF over pixels. Also,
Alternatives 2 and 3 are the proposed algorithm in (Martin et al., 2015) with and
without boundary field information. Clearly, in the case of pixel based appearance
model, knowledge of boundary field information improves the classification perfor-
mance. Table 4.1 summarizes the numerical result for the tested phantoms in terms
of the percentage of pixels that were mislabeled. Also, Figure 4·5 displays the labeling
results of the proposed algorithm and the ones obtained by applying alternative 1.
Our observations indicate that in general, a pixel based algorithm requires heav-
ier regularization to smooth out the result in the uniform regions. Therefore, it loses
some information due to over-smoothing. The patch based algorithm suffers from
resolution loss in the labeled images especially in areas with small details, e.g., in the
left ear of the phantoms in Figure 4·5.
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Figure 4·5: Labeling results for the tested phantoms; from left to right
phantoms are numbered from 1 to 3. The top row is the ground truth with
materials including iron=red, water=light blue, bone=yellow, and back-
ground (air)=dark blue. The second row displays our algorithm’s result,
and the bottom row displays the result of the pixel based KNN with MRF
spatial smoothing (Alternative 3).
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Algorithm Air Water Bone Metal
Our algorithm 0.99 0.96 0.89 0.85
Alternative 2 1 0.95 0.82 0.81
Alternative 3 0.97 0.945 0.78 0.77
Table 4.2: The average Precision per material class, obtained using our
algorithm compared to the results by Alternatives 2 in the phantom experi-
ment.
Algorithm Air Water Bone Metal
Our algorithm 0.96 0.97 0.96 1
Alternative 2 0.96 0.97 0.9 0.99
Alternative 3 0.945 0.96 0.92 0.97
Table 4.3: The average Recall per material class, obtained using our algo-
rithm compared to the results by Alternatives 2 in the phantom experiment.
Table 4.1 shows the advantage of our algorithm over the pixel based alternatives.
In the cases of in phantoms 1 and 2, the performance of the algorithm is comparable
to the one obtained by using the second alternative which uses the boundary field
information. In phantom 3, we observed a better performance using the patch based
algorithm. Furthermore, we computed the average recall and precision of the materi-
als over the tested phantoms for the proposed algorithm, and for Alternatives 2 and
3. The results are summarized in Tables 4.2 and 4.3.
4.4.2 Real data experiment
In this experiment, the performance of the patch based joint algorithm was evaluated
on real data collected from dual energy CT scan of bags. The data was acquired as a
part of ALERT Task order 3 (TO3) project (Crawford et al., 2013) in which the two
bags were scanned using the GE Imatron 300 scanner at two voltage levels, 95 Kvp
and 130 Kvp, which are referred as low and high energy source spectra, respectively.
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For the purpose of training, we collected 30 2D slices of bag 1 at different depths.
The training images were labeled by the Stratovan company (Crawford et al., 2013) for
Water region, Rubber sheet, and Doped Water classes. We further created the metal
label class and the background class. The metal class was obtained by thresholding
high energy FBP effective attenuation images in the training set. The background
was considered the set of pixels in each image that was not labeled as any of the
former classes.
To collect the training data for the patch based algorithm, we extracted the train-
ing patches for each material class of interest and background class. Note that, in
our training dataset, we only included homogeneously labeled patches.
We tested the labeling algorithms including patch based and pixel based alterna-
tives on 2D slice images of bag 2. Bag 2 contains material classes of the same kinds
as in bag 1, while they can arbitrarily differ in shapes, sizes, or orientations. Also,
the background class includes a diverse set of objects which can widely vary in their
effective linear attenuation coefficients. The set of material classes of interest in the
considered slices are water, saline water, metal, and rubber sheets. Therefore, the
experiments were carried out with five classes, overall.
For each class, the same number of patches were collected to be used as training
data. Similarly, we trained the pixel based alternatives that were discussed in the
phantom experiment. Since the background class can include various types of ob-
jects with a wide range of effective linear attenuation coefficients, a single Gaussian
distribution would be a poor fit to describe the class. Hence, we opted for a non-
parametric approach in the real data experiment. Specifically, we applied the kernel
density estimation (KDE) approach with Normal kernels to estimate the patch based
conditional likelihoods for all classes. The bandwidth parameter h in (4.16) was tuned
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using cross-validation slices from bag 2 which were different from the tested slices.
Figures 4·6 and 4·8 display the results of our patch based algorithm as well as
the pixel-based alternatives on two test slices of bag 2. Figure 4·6 shows that using
KDE models for patch likelihoods is superior to using KNN models. A comparison
between the patch based KDE reconstruction in the bottom right with the ground
truth labeling in the top left reveals that the patch based algorithm loses some res-
olution, as seen in the merging of metal pieces that are close by, and in the partial
filling of the water in the bottle. However, the pixel based algorithm of (Martin
et al., 2015) also loses that resolution, and creates artifacts near those metal regions,
mislabeling background pixels as water. The KNN patch based algorithm also misla-
bels the background as water, indicating that the KNN model is not appropriate in
these cases. Note that the pixel based algorithms also suffer from over smoothing in
some areas in the background which led to loss of information of smaller metal objects.
In order to compare our joint segmentation and classification’s performance with
the sequential approach, we implemented a sequential approach, in which the seg-
mentation was performed first based on the high and low energy attenuation images,
~µH , ~µL, respectively. Next, each segment was labeled using the maximum likelihood
estimation.
To segment the image, we used MATLAB K-means clustering algorithm with Eu-
clidean norm as its distance rule. Note that since we worked with dual energy CT,
each pixel in the image was assigned a 2×1 vector containing the FBP reconstructed
attenuation values at that location; hence the distance is computed among these vec-
tors. We optimized the segmentation results over the choices of number of clusters.
Note that the K-means algorithm computes the cluster index per pixel and the center
cluster vector per cluster. Let us assume that the center cluster vector associated
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(a) (b)
(c) (d)
Figure 4·6: The labeling results on a slice of bag 2 with water (green
area) and metal regions (red areas): (a) the ground truth, (b) result
using the algorithm in (Martin et al., 2015) (alternative 2), (c) patch
based KNN and, (d) our algorithm using patch based KDE estimation.
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with cluster i is denoted by µicl.
The next step in the sequential approach is labeling each cluster. Assume the
mean vector and the covariance matrix associated with class label ` are denoted by
x¯` and Σ`, respectively. These quantities were learned for each label class, from the
same set of training images we had used in the previous experiments. To label each
cluster, we used a maximum likelihood estimation in which distributions of cluster
centers around the mean vectors were considered Gaussian. Thus, the class label per
cluster was computed as
ˆ`
i = arg min
`
(µicl − x¯`)2
2σ2`
+ log(
√
2piσ2` ) (4.31)
Figure 4·7 displays the segmentation results (clusters) and the class labels ob-
tained for the same sample slice image shown in Figure 4·6. As it can be observed
in Figure 4·7, regions of water are falsely detected near metal regions which do not
exist in the truth image.
Figure 4·8 displays the result of the three labeling algorithms on a different slice
image, comprised primarily of metal regions, background and rubber. The image
on the left corresponds to a pixel based (patch size K = 1) using KNN conditional
likelihood models; the center image was generated by the algorithm in (Martin et al.,
2015), and the left image is our algorithm using KDE models with 2×2 patches. The
pixel based algorithm is very susceptible to pixel label errors in the neighborhood of
metal. The algorithm in (Martin et al., 2015) avoids this problem using boundary
information and heavier spatial smoothing in the prior term in (4.13), while still using
KNN models. The over-smoothing in the pixel based alternative led to smoothing
out the small metal objects. Our patch based algorithm provides comparable results
without using any extracted boundary information while preserves the information
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(a) (b)
(c) (d)
Figure 4·7: Evaluation of a sequential segmentation and classification
approach based on K-means segmentation with four cluster centers on a
slice of a bag: (a) an FBP sample reconstructed image associated using
the high energy source spectrum measurement (b) the ground truth
label image with red color representing the metal region and green
color representing the water region (c) K-means segmentation result
and, (d) labeling result.
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(a) (b)
(c) (d)
Figure 4·8: The labeling results on a different slice of bag 2 with
rubber sheets (orange area) and metal regions (red areas): (a) The
ground truth, (b) pixel based KNN+MRF algorithm (alternative 1),
(c) Martin’s algorithm (Martin et al., 2015), and (d) our algorithm
using patch based KDE estimation.
of smaller metal objects in the background. However, the labeling results show some
loss in resolution due to the use of patches vs pixels in the assignment of labels and
the homogeneity constraint on patches’ labels, as was expected.
We evaluated the performance of our algorithm as well as our implementation of
Alternative 2 in terms of the average Precision and Recall performance for three label
classes including Metal, Water, and Rubber sheet. The average is taken over 10 slices
of the high cluttered bag in Task Order 3 (TO3) dataset (Crawford et al., 2013). In
each slice, at least, two label classes were present. Table 4.4 summarizes the average
numerical result in this experiment. It can be seen that our algorithm improves the
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Algorithm Our algorithm (Martin et al., 2015)
Parameter Water Metal Rubber sheet Water Metal Rubber sheet
Precision 0.92 0.88 0.98 0.72 0.91 1
Recall 0.945 1 0.99 1 0.83 0.97
F1 score 0.932 0.936 0.984 0.837 0.868 0.984
Table 4.4: The average Precision and Recall per material class, obtained
using our algorithm compared to the results by Alternatives 2 in the bag
experiment. The average is taken over 10 slices of the high cluttered bag in
Task Order 3 (TO3) dataset (Crawford et al., 2013). In each slice, at least,
two label classes were present.
average F1 score for all material classes compared to the results produced by Martin’s
algorithm in (Martin et al., 2015).
4.5 Conclusion
In this chapter, a new algorithm for joint segmentation/classification of dual energy
CT images was introduced in which the image appearance model is estimated based on
training patches. The patch based algorithm captures the spatial correlation among
neighboring pixel values to represent regional texture information. Also, the prior
information was modeled on patch labels using a Markov random field approach, and
the joint segmentation/classification problem was posed as a maximum a posteriori
estimation problem for the discrete patch labels. To solve the estimation problem, a
computing algorithm was developed using graph cut techniques, and the performance
of this algorithm was evaluated versus that of competing alternatives on both simu-
lated data and on data collected using a medical scanner. The experimental results
indicate that the proposed patch based joint segmentation/classification approach
outperforms alternative approaches based on pixel based appearance models.
Chapter 5
Material recognition using spectral
computed tomography
This chapter addresses the problem of region classification and explosive detection
using spectral CT. We introduce a new basis transform which can accurately rep-
resent LAC signals in a few dimensions even in the case materials with K-edges in
the energy range of the X-ray source. Then, we propose a decomposition framework
through which the measurements are decomposed into the subspace of our proposed
basis transform and the decomposed features are reconstructed. Finally, we pro-
pose methods of multi-material classification and explosive detection which take the
reconstructed features as inputs and outputs the discrete label classes. We imple-
ment our methods for multiple basis transforms discussed in the literature as well as
our new basis transform and show that the proposed features outperform the tested
alternatives.
5.1 Introduction and related work
The emerging technology of energy-sensitive photon counting detectors (PCDs) has
resulted in the novel spectral X-ray computed tomography (CT) instruments for med-
ical applications. PCDs provide a number of potential advantages. To begin with,
PCDs provide equal weighting to all photons in the relevant energy range, whereas
energy integrating detectors (EIDs) assign bigger weights to higher-energy photons.
This results in lower noise and better contrast (Frey et al., 2207). Moreover, EIDs
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add electronic noise and Swank noise (Swank, 1973) and (Taguchi, 2017). In contrast,
PCDs collect information from multiple energy windows, therefore, they have they
provide additional features to enhance material identification.
PCD’s ability to resolve energies allows energy-selective imaging with a single X-
ray exposure. These detectors acquire simultaneous measurements of the X-ray pho-
ton flux above one or more user-defined energy thresholds. These data can be used to
obtain the X-ray photon flux in a set of non-overlapping energy windows. Therefore,
measurements from such detectors can be used to perform energy-selective X-ray CT
imaging and provide information about the energy dependence of the attenuation co-
efficients of the materials in the object and, through these, about the materials that
are present in the object (Alvarez and Macovski, 1976).
The performance of PCDs, however, is not flawless, especially with the large count
rates in current clinical CT (Taguchi, 2017). PCDs suffer from several effects that
degrade measurements, such as pulse pileup and spectral blur. Several prototype
clinical PCD-CT systems and two animal PCD-CT systems have been built and eval-
uated in the field, and there are at least two other clinical PCD-CT systems that
are being developed. The current PCDs in medical applications can measure up to
eight energy windows (Taguchi, 2017). Recently, some PCDs have been developed
that can measure up to 256 energy windows by lowering the accuracy of the measure-
ments (MULTiX, 2017).
In (Yang et al., 2016), the advantage of PCDs in image reconstruction was investi-
gated in a system that combines PCDs with conventional energy integrating detectors.
Their reconstruction algorithm processed both spectral data and energy-integrating
data and used a sparsity prior for the reconstruction. The algorithm was evaluated
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using numerical simulation of clinical CT images which produced good spectral fea-
tures in the absence of K-edge materials.
Another advantage of spectral decomposition is that it allows detection and po-
tential quantification of materials with elements that have high atomic number, which
would allow the use of more than one contrast agent in the same scan. As an exam-
ple, a blood pool gadolinium-based contrast agent could be used in combination with
a tumor or thrombus-specific bismuth-linked agent without the need for additional
scans and radiation exposure (Feuerlein et al., 2008).
PCDs can improve the task of material recognition. In (Lee et al., 2014), a dual-
energy CT reconstruction method using energy sensitive PCDs was developed which
decomposed LAC into a basis transform constructed using LAC signals of three ma-
terials. Volume conservation was considered to obtain an additional constraint for
three-material decomposition with dual-energy measurements. The decomposition
technique was combined with iterative reconstruction algorithms to improve image
quality and reduce radiation dose. The technique was implemented for breast imag-
ing, decomposing the images into three different types of breast tissue. using the the
cadmium zinc telluride (CZT) detectors. Similarly, in (Long and Fessler, 2014) a sta-
tistical image reconstruction method was proposed for multi-material decomposition
using dual energy CT measurements. They used a penalized likelihood cost function
which contained an edge-preserving regularization term for each basis material. The
mass and volume conservation assumptions were applied to each pixel for three basis
materials.
As mentioned earlier, PCDs can be useful for identification of materials with K-
edges in the spectral region of the X-ray source by providing measurements of spectral
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bins in the neighborhood of the K-edge energy. The additional energy information
can be useful in reconstructing higher dimensional features as opposed to the effective
LAC value.
Several methods in the literature have investigated the problem of linear attenua-
tion coefficient representation in terms of basis functions; a review on these methods is
provided in (Martin, 2014). Examples of such methods are photoelectric and Compton
(PEC) scattering decomposition and orthogonal basis approaches such as principal
component analysis (PCA) and sequential linear discriminant analysis (SLDA). We
discuss the problem of LAC representation in the next section.
5.2 LAC representation approaches
As mentioned in the Introduction section, energy-sensitive PCDs measure the atten-
uation response of materials at multiple energy windows. As the number of windows
increases, one can obtain an increasingly accurate estimate of the underlying mate-
rial LACs with ideal PCD responses. Assume a set of ideal energy-sensitive detectors
count photons within some narrow energy window, the polychromatic source spec-
trum can be approximated by many monochromatic sources which would imply a
linear relationship between LAC and the measured normalized logarithm of photon
counts (sinogram) for each energy window. Therefore, the LAC function can be ap-
proximated by directly reconstructing the average LAC values in each energy window.
However, current PCDs do not achieve such narrow energy resolution. In fact, current
PCDs used in medical applications detect X-ray photons at only a few energy windows
(less than ten) (Taguchi, 2017), so each window counts photons over a wide energy
range.While it is possible to reconstruct CT images of effective LAC for each window
of PCD measurements and use the reconstructed values as features, we are also in-
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Figure 5·1: The source spectra for dual energy Imatron CT scanner (Craw-
ford et al., 2013). The red plot maps to the high energy which operates at
130 Kvp voltage tube and the blue one is associated with low energy source
spectrum which operates at 95 Kvp voltage tube.
terested in approaches that use basis representations of LACs with low-dimensional
features.
A common basis used for representing LACs is the photoelectric and Compton
(PEC) scatter cross-sections. A normalized source spectrum determines a distribution
of the number of emitted photons by the source, over the operating energy range.
Given the two spectra of a dual-energy source, the average energy value of low-energy
source is smaller than the high-energy source’s average energy value. As an example,
the dual-energy source spectra for the GE Imatron CT scanner is plotted in Figure
5·1.
The PEC decomposition method assumes that LAC at each energy level can be
described as a linear combination of the photoelectric scatter cross-section and the
Compton scatter cross-section. Consider µ(E) as LAC at energy value E. Let us
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denote the photoelectric and Compton basis transform as B ,
(
fc
fp
)
, where fp
is the photoelectric base and fc is the Compton base. These bases are functions of
energy E and are defined as
fp(E) =
1
E3
(5.1)
and the Compton model is a Klein-Nishina approximation (Macovski, 1983) which is
give as
fc(E) =
1 + a
a2
2(1 + a)
(1 + 2a)− 1
a
log(1 + 2a)
+
1
2a
log(1 + 2a)− 1 + 3a
(1 + 2a)2
, (5.2)
where
a =
E
C
, (5.3)
for some constant C which is usually set as C = 510.999.
In this basis, the LAC of a material can be described approximately in terms of
PEC coefficients, i. e., αp and αc as
µ(E) = αpfp(E) + αcfc(E) (5.4)
In (5.4), the Rayleigh effect has been ignored (Macovski, 1983).
Several algorithms in the literature used PEC bases to reconstruct features to
identify materials in dual-energy CT images. (Macovski, 1983), (Martin, 2014), and
(Nakada et al., 2015). Although the PEC coefficients can represent LACs accurately
for materials with low effective atomic numbers, they don’t provide a good repre-
sentation for materials with LACs that have K-edges in the relevant X-ray energy
regions. A K-edge material is a material whose attenuation response with respect
to energy of the incident photons contains at least a discontinuity in the considered
energy range which is commonly chosen in [30 − 150] keV. These materials include
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Figure 5·2: The nominal LAC function of Baratol. The values are ob-
tained from NIST dataset (Berger et al., 2007).
elements with high atomic numbers. In security applications, the range of materials
of interest is broad, and includes K-edge materials. As an example, Figure 5·2 dis-
plays the attenuation response (LAC) of Baratol which is a combination of Barium
with TNT. As it can be seen, Baratol has a K-edge at 38 keV (Berger et al., 2007).
Figure 5·3 illustrates the issue with PEC decomposition through an example. In
this figure, the nominal LAC function of two materials, namely TNT and Baratol, are
plotted in green. These values are collected from NIST dataset (Berger et al., 2007).
The blue plots with marker ‘+’ show the noise-free least squares reconstruction of
LAC values using the PEC basis for the energy range [30− 129] keV. The inaccurate
fit for Baratol can lead to misclassification when the reconstructed features are the
PEC coefficients.
To improve the accuracy of material classification, different bases were suggested
in the literature using dual-energy and spectral CT. In (Long and Fessler, 2014), a
multi-material decomposition for a dual-energy CT system was proposed in which the
LAC of an unknown material is assumed to be represented using normalized LACs
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Figure 5·3: The least squares reconstruction of LAC of two materials
using PEC basis transform against their nominal values. From left to right,
TNT and Baratol reconstruction results are plotted in blue curves with ’+’
markers. The solid green plots represent the nominal LAC curves.
of a few known materials. In (Martin, 2014), the use of orthogonal basis transforms
such as PCA and SLDA were suggested. We discuss these basis functions in the next
subsections.
5.2.1 PCA basis
Principal component analysis (PCA) (Jackson, 2005) is a multivariate technique that
analyzes data in which observations are described by several inter-correlated quanti-
tative dependent variables. Its goal is to represent data in terms of new orthogonal
variables called principal components. PCA depends upon the eigen-decomposition
of positive semi-definite matrices and upon the singular value decomposition (SVD)
of rectangular matrices.
In the problem of LAC representation, PCA coefficients are computed for a dic-
tionary of LAC signals associated with different materials. Let us denote the material
dictionary D as the matrix of discrete LAC functions for K distinct materials as
D ,
 ~µ1...
~µK
 (5.5)
118
Let D′ to be the zero mean (column-wise) translation of D. Then, the k-th
principal component is computed as
pk , D′ −
k−1∑
j=1
D′wjwTj , (5.6)
where wj is the j-th PCA basis vector
wj = arg max
w
[
wTpTj pjw
wTw
]
(5.7)
Therefore, the PCA basis transform is given by collecting the basis vectors wj.
While using more PCA components can lead to increasingly accurate representation
of LACs, the number of components that can be estimated in spectral CT will be
limited by the number of spectral channels that the detectors provide.
5.2.2 SLDA basis
In (Martin, 2014), the sequential linear discriminant analysis (SLDA) was proposed
to represent LAC signals. Similar to PCA, SLDA creates an orthogonal set of basis
functions. The first basis function in SLDA is derived using the linear discriminant
analysis (LDA) which is the generalized version of Fisher’s linear discriminant (Fisher,
1936). Additional directions in SLDA are found sequentially. Specifically, the second
direction is found by projecting the data onto the space perpendicular to the first
direction and applying LDA again on the resulting (lower-dimensional) subspace.
The new direction is orthogonal to the subspace spanned by the previous directions.
The steps of the SLDA algorithm are summarized in Figure 5·4.
Similar to PCA basis, there is a trade-off between the number of SLDA coefficients
and the accuracy of the reconstructed LAC signal. However, when the projection of
the signal onto an orthogonal basis goes through a mapping, the orthogonality among
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Figure 5·4: The summary of constructing SLDA basis transform (Martin,
2014).
its components might not be preserved depending on the mapping used. Thus, in-
creasing the number of the coefficients might not necessarily lead to a higher accuracy
when dealing with complex mappings including the tomography imaging operation.
5.3 SPECK basis transform
We introduce a new energy basis transform termed SPECK which is a short form
for Sparse photoelectric, Compton, and K-edge transform. SPECK is a discrete
energy transform based on physical properties of materials including photoelectric
and Compton factors. It is designed to effectively and accurately represent LAC
signals of both smooth materials and materials with K-edges in a low-dimensional
subspace. The key idea in SPECK is to include LAC signals of K-edge atoms in the
basis to be able to represent any compounds that include a K-edge atom. The atoms
in the periodic table that have a K-edge in energy range [30− 150] keV, have atomic
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Figure 5·5: The materials with a K-edge in the energy range [30 − 129]
keV.
numbers 51− 100. Therefore, the number of the K-edge bases are bounded above by
50. However, for different applications, the number of possible K-edge atoms could be
much smaller. For instance, in medical applications, only a handful of known K-edge
materials are used as contrast agent materials, including Iodine and Barium. Recently,
a dataset of materials was collected by Limor Martin and Clem Karl (Martin, 2014)
for some airport security applications. The collected database named the compounds
database includes 320 materials with 124 explosives like TNT, RDX, and ANFO as
well as 12 bio materials such as bone and soft tissues. For this dataset, we identified
only 19 materials that have at least one K-edge in the common energy range of CT
scanners. The LAC function of the identified materials are plotted for energy range
[30− 129] keV in Figure 5·5.
5.3.1 SPECK basis
A material with a K-edge has an atom with a K-edge in its chemical formula. Each
K-edge atom has a jump in its LAC function at a distinct energy value. Our SPECK
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transform is constructed as the concatenation of normalized discrete photoelectric
and Compton (PEC) bases with the normalized discrete LAC functions of the the
K-edge atoms in the operating energy range. Normalization is performed such that
`2 norm of each base (each row) in the transform is equal to 1. To discretize the
energy bases, we sample the PEC basis and the LAC signals of K-edge atom at 1 keV
energy intervals.
Let ~µK,j represent the normalized discrete LAC vector of the j-th K-edge atom
in the database. Assume, there exit NK number of K-edge atoms in the database.
Also, consider the normalized discrete photoelectric and Compton basis functions are
denoted as ~fp and ~fc, respectively, which are obtained using equations (5.1) and (5.2).
Then, BSPECK basis transform is defined as follows
BSPECK ,

~fc
~fp
~µTK,1
~µTK,2
...
~µTK,NK

(5.8)
Note that the K-edge materials in the database has at most two K-edges in their
LACs in the common energy range of CT scanners. This means that any LAC in the
database can be described using at most four rows of the SPECK transform. As a
result, the SPECK coefficients (features) are computed using the following regularized
least squares minimization with sparsity prior as the regularization penalty. Let ~µ
represent the nominal LAC vector of a given material. Then, the associated SPECK
coefficient vector is computed as
~cSPECK = arg min
~c
‖BTSPECK~c− ~µ‖22 + λ‖~c‖1, (5.9)
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Basis Normalized MSE on all LACs Normalized MSE on LACs with K-edges
SPECK 0.88% 1.06%
PEC 18.52% 27.92%
Table 5.1: Evaluation of accuracy of SPECK coefficients versus PEC
coefficients in LAC signal Representation.
such that
~c ≥ ~0, (5.10)
for some parameter λ > 0.
Parameter λ controls the level of sparsity in the coefficient vector. Specifically,
we seek solutions with at most four non-zero elements and adjust λ for each mate-
rial correspondingly. To obtain the coefficient vectors of materials in the compounds
database, equation (5.9) was solved using l1 ls software developed by Boyd (Koh
et al., 2008) which is an implementation of Lasso optimization in MATLAB. Note
that the non-negativity constraint on the SPECK coefficients come from the fact that
PEC and K-edge are positive physical phenomenon.
To demonstrate the accuracy of SPECK representation of LAC signals, we have
plotted the noise-free reconstruction results, produced by SPECK features, in Figure
5·6 for a few materials including a K-edge material. Table 5.1 shows the mean square
error (MSE) in LAC reconstruction for the materials in the compounds database
using both PEC and SPECK features. As the table indicates, the SPECK basis
representation is a far more accurate representation of material LACs than the PEC
basis representation, particularly for K-edge materials.
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Figure 5·6: From left to right, reconstructed LAC values using SPECK
features against nominal LACs for TNT, Baratol, and Tungsten. The nom-
inal plots are in green and the reconstructed values are plotted in blue.
5.4 Material classification algorithm
First, we motivate our classification algorithm by showing the advantage of using
SPECK features in classifying Gaussian contaminated signals, then we proceed with
classification in the tomography setting.
5.4.1 Direct LAC observation
In this section, we provide a material classification algorithm for a simple Gaussian
model in which the measurements are noisy LAC signals and the task is to label each
signal as one of the materials in the dictionary Dr. For this purpose, we simulate
measurements as i.i.d. samples of Gaussian contaminated LAC signals at different
SNR levels including 10dB, 20dB, and 30dB. We define SNR in dB of an LAC signal
~µ with length L which is contaminated with an i.i.d. Gaussian noise with variance
σ2 as
SNR = 10 log
(‖~µ‖22
Lσ2
)
(5.11)
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The measurement model is given as
~µt = ~µ+ ~n ~n ∼ N (~0, σ2I) (5.12)
where ~µ is the LAC vector of the material and ~µt is the random observation vector.
In our algorithm, we assume a set of labeled training data is available. The
training set are collection of i.i.d. Gaussian noisy samples for all materials in the
dictionary. For each LAC sample signal in the training set, we compute the SPECK
coefficients according to equation (5.9).
For each material class ` in Dr, we estimate the mean vector ΓB` and covariance
matrix of the SPECK coefficients ΣB` using the training dataset. The superscript B
is for specifying the basis transform which is the SPECK transform in our algorithm.
We have
cB` ∼ N (ΓB` ,ΣB` ) ∀` ∈ 1, . . . , |Dr:,1| (5.13)
To estimate the class label of a test LAC signal, first, we compute the correspond-
ing SPECK coefficient vector cB as in computing the training coefficients. Then, we
use a maximum likelihood estimation to estimate the class label as
ˆ`= arg min
`∈{1,...,|Dr|}
[
(cB − ΓB` )T (ΣB` )−1(cB − ΓB` )T
]
(5.14)
Experiment:
We evaluated the classification accuracy of our algorith with both SPECK transform
and PEC basis transform. We used the same training and test data for evaluating
the performance of both transforms.
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Basis 30 dB 20 dB 10 dB
SPECK 88.8 % 85.0 % 76.6 %
PEC 80.0 % 75.8 % 65.0 %
Table 5.2: The average material classification performance of SPECK
and PEC features at different noise levels using Gaussian noise model
and ML decoder.
Data creation: In our dataset, we used a subset of the compounds database with
67 materials including K-edge materials, the dataset is provided in Appendix F. We
identified 10 K-edge atoms for the compounds database and we used energy range
[30 − 129] keV sampled at 1 keV. As a result, SPECK transform has dimension
12× 100 in this experiment.
To generate our training dataset, we created 100 Gaussian noisy samples per ma-
terial class in Dr for three SNR levels, 10 dB, 20 dB, and 30 dB. For the test data,
we randomly selected 120 materials with replacement from the material dictionary
Dr and contaminated the selected signals with additive white Gaussian noise as in
equation (5.12) for each SNR level.
The average classification performance using the SPECK and PEC coefficients
are summarized in Tables 5.2 and 5.3 at different SNR levels for the test data. Our
Gaussian experiment indicates SPECK features showed a more robust performance
as the noise power was increased. Also, SPECK features classified K-edge materials
with higher accuracy while PEC struggled with classification of the tested K-edge
materials in the presence of noise.
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Basis 20 dB 10 dB
SPECK 87.5 % 80.0 %
PEC 44.4 % 40.0 %
Table 5.3: The average material classification performance of SPECK
and PEC features over K-edge materials, at different noise levels using
Gaussian noise model and ML decoder.
5.4.2 Tomography model
In this subsection, we introduce a material classification algorithm for a more com-
plex model in which measurements are sinogram values collected from energy sensitive
photon counting detectors (PCD). To do so, first, we present our sinogram decompo-
sition framework which projects the sinogram collected by PCDs onto the subspace
spanned by the SPECK transform. Similar to the PEC decomposition method in
(Alvarez and Macovski, 1976), the goal of SPECK decomposition is to linearize the
relationship between the coefficients and measurements. The key assumption is that
an LAC signal can be accurately represented by the considered basis which was es-
tablished for SPECK basis, in the previous section.
In Chapter 2, we mentioned that that the received photon counts at each PCD
can be modeled as Poisson random variables. Assume Wi(E) is the energy weighting
function associated with the i-th PCD, which is interpreted as the probability that a
photon of energy E generates an event that is detected as a count in the i-th energy
window. Let I0 be the initial flux, and define c
i
L as the received count at i-th PCD
at detector L. Then, the model is
ciL = Poiss
∫
E
Wi(E)I0e
− ∫L µ(r,E)drdE
 (5.15)
Subsequently, the associated sinogram value is given as the normalized negative
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log counts, i.e.,
yiL = − log
(
ciL∫
E
Wi(E)I0dE
)
(5.16)
Sinogram decomposition
As mentioned earlier, the idea behind sinogram decomposition is to linearize the
relationship between coefficients and measurements. This is resulting from the fact
the energy basis decomposes the spatial variable from the energy variable in LAC
function, therefore, the coefficients are not functions of energy. For SPECK basis B
we have
µ(r, E) = c(r) ·B(E) (5.17)
where B(E) is the E-th column of the SPECK transform. In previous section, we
established that equation (5.17) is valid with high accuracy.
Our goal in the sinogram decomposition step is to estimate the line-integrals of
SPECK coefficients given the sinogram measurements. Let vj to be the decompose
line integral vector associated with the j-th detector, then it is defined as
vj ,
∫
Lj
c1(r)dr,
∫
Lj
c2(r)dr, . . . ,
∫
Lj
cNK+2(r)dr
 (5.18)
where Lj denotes the path that reaches to the j-th detector. Equation (5.18) in-
dicates that the relationship between the SPECK coefficients and the decomposed
line-integrals is linear and can easily be inverted.
Taking equations (5.15), (5.17), and (5.18) into account, the received photon count
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at i-th PCD and for detector j is expressed as
cij = Poiss
∫
E
Wi(E)I0e
−vjB:,EdE
 (5.19)
In our model, the measurements are modeled as sinogram values which is com-
puted as
yij = − log(
cij
intEWi(E)I0dE
) (5.20)
for the i-th PCD at detector j.
To estimate the decomposed line integral vj from the measured sinogram values
collected at detector j, we solve the following optimization. Assume, L PCD energy
bins are used at each detector to collect the measurements. Then, we have
vj = arg min
v
[
tTj Pjtj + λ1
T .v
]
s.t. v ≥ ~0, ∀j (5.21)
where
tj ,

y1j + log
(∫
EW1(E)I0e
−vj ·B(E)dE∫
EW1(E)I0dE
)
...
yLj + log
(∫
EWL(E)I0e
−vj ·B(E)dE∫
EWL(E)I0dE
)
 , (5.22)
and the weighting matrix Pj is the inverse covariance matrix of the measured sinogram
values collected at detector j and is given as (Bouman and Sauer, 1993)
Pj = diag(e
−yj) (5.23)
The objective in (5.21) is related to the negative log likelihood of the Poisson
model for counts, using a Gaussian approximation (Bouman and Sauer, 1993), and it
uses an `1 norm regularization to make the decomposed line integrals in the SPECK
basis sparse. Parameter λ > 0 in (5.21) controls the sparsity level. Note that the
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non-negativity and sparsity constraints on the decomposed line-integrals are deduced
from the fact that we design SPECK basis such that the SPECK coefficients are non-
negative and sparse.
Coefficient reconstruction
To obtain the coefficient images, the set of estimated decomposed line integrals in
(5.21) are reconstructed in an iterative manner for each basis. This is a regularized
inverse problem. Assume, the discrete forward projection operator is denoted by
matrix A. Assume vb represents the vector of line integrals for all detectors associated
with the b-th base (row) in SPECK transform. Then, we reconstruct corresponding
the coefficient image vector cb by solving the following optimization problem:
‖vb − Acb‖22 + λ(‖Dxcb‖22 + ‖Dycb‖22) s.t. cb ≥ ~0, ∀b ∈ {1, 2, . . . , NK + 2} (5.24)
where Dx and Dy are discrete forward differentiation operators and parameter λ
controls the trade-off between the regularization term and the data fidelity term.
Basically, the regularization term penalizes the discontinuity in the gradient of the
coefficient image to enforce spatial smoothing.
Classification
Having the coefficient images for all bases, we proceed with the classification task. We
incorporate the reconstructed SPECK features as the input to this step and output a
class label for each pixel in the image given the material dictionary Dr. We formulate
our classification algorithm as a MAP estimation problem, as in the previous Chapter.
In order to model the data fidelity term we assume the reconstructed coefficients
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for a given material are sampled from a multi-variate Gaussian distribution. To
estimate the parameters of the Gaussian models, we use training data. The training
data are collected as the set of reconstructed coefficients per material class. We assume
pixel m in the image with class `(m) ∈ {1, 2, . . . , |Dr|} is sampled from a multivariate
Gaussian distribution with mean vector Γ`(m) and covariance matrix Σ`(m), i. e.,
c(m) ∼ N (Γ`(m),Σ`(m)) , (5.25)
To model the prior distribution of material labels in our MAP formulation, we
use the Potts model which is a pairwise Markov random field model to penalize label
mismatch between labels of neighboring pixels. Note that the Potts model satisfies
metric property, therefore, it induces an objective function with the submodularity
property which can be efficiently optimized using α-expansion graph cut algorithm
(Boykov et al., 2001).
Assume the image size is N × N , the label assigned to pixel i is denoted by
`i ∈ {1, . . . , |Dr|}, where Dr is the dictionary of possible classes. We use notation
1{`i 6=`j} for the indicator function that compares labels of (i, j) pixels pair. Also,
notation Ω(i) denotes the pixel neighborhood of the i-th pixel as it was defined in
Chapter 4. We formulate the joint segmentation and classification problem using the
reconstructed features as
min
`i,i∈{1,...,N2}
N2∑
i=1
(c(i)− Γ`(i))TΣ−1`(i)(c(i)− Γ`(i)) + α
N2∑
i=1
∑
j∈Ω(i)
1{`i 6=`j} (5.26)
Parameter α > 0 controls the smoothing effect in the Markov random field over
the pixels’ labels. The optimization in (5.26) is a discrete optimization over label
classes. We solve this optimization using multi-class α-expansion algorithm (Boykov
et al., 2001) which converges to a local optimal that is guaranteed to be within a
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known factor of global optimal. This factor is equal to 2 for Potts model.
Direct LAC reconstruction
As a baseline algorithm and for comparison purposes, we compare the performance
of our feature decomposition algorithm with the direct LAC reconstruction method.
In this method, we do not perform sinogram decomposition and directly reconstruct
LAC images from the measured sinogram vectors. For each energy window, we re-
construct and effective LAC image using the corresponding sinogram vector.
To obtain the effective LAC image corresponding to the k-th energy window, we
reconstruct the LAC image using regularized least squares minimization as
µˆk = arg min
µ
‖yk − A~µ‖22 + λ(‖Dx~µ‖22 + ‖Dy~µ‖22), k = 1, . . . , L (5.27)
where yk is the sinogram vector associated with the k-th energy window and L total
number of PCDs per detector. Also, ~ˆµk is the corresponding reconstructed effective
LAC image vector and Dx and Dy are forward differentiation operators.
To classify the materials in tomography model based on directly reconstructed
LAC values, we model the reconstructed LAC values with a multivariate Gaussian
distribution. To estimate the parameters of this distribution, we use training data
as in our feature decomposition algorithm. Assume `(m) ∈ {1, . . . , |Dr|} denotes the
class label of pixel m in the image. Then the estimated mean vector and covariance
matrix for directly reconstructed LAC features are denoted by µ¯`(m) and Σ
µ
`(m), re-
spectively.
For each test image, we reconstruct the LAC values per pixel and estimate the
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pixel’s label as the following MAP minimization featuring Potts model as the prior
distribution.
min
`i,i∈{1,...,N2}
 N2∑
i=1
 µˆ1(i)− µ¯`(i)(1)...
µˆL(i)− µ¯`(i)(L)

T
(Σµ`(i))
−1
 µˆ1(i)− µ¯`(i)(1)...
µˆL(i)− µ¯`(i)(L)

+α
N2∑
i=1
∑
j∈N (i)
1{`i 6=`j}
 (5.28)
We use the graph cut algorithm (Boyd et al., 2011) to solve the above minimization.
Note that the direct LAC reconstruction attempts to approximate the weighted
average LAC per energy window where the weights are given by the PCD weighting
functions. The nominal weighted average of an LAC signal corresponding to the i-th
energy window is computed as
µs(r)(i) =
∫
E
Wi(E)µ(r, E)dE∫
E
Wi(E)dE
(5.29)
As an example, we have depicted the nominal weighted average of LAC values
along with nominal LAC signals of TNT and Baratol in Figure 5·7. The weighted
average features were computed using ideal PCDs and Siemens source spectrum at
130 kVp.
Furthermore, we computed the nominal weighted average LAC features for all
smooth materials in the compounds dataset and reconstructed the full LAC signals
using MATLAB interp1 operator. We measured the average MSE value over materi-
als with smooth LAC functions in the compounds dataset to analyze the representa-
tion error of direct LAC reconstruction in the best case scenario in which noise free
weighted average values can be computed. Assume ~µ` represents the LAC signal of
the `-th material in the dataset and ~µ`,s is its corresponding weighted average coeffi-
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(a)
(b)
Figure 5·7: The nominal LAC signals of two materials versus their
corresponding weighted average coefficients in the energy range [30 −
129] keV: (a) TNT and (b) Baratol.
cient vector, and L(.) is the linear interpolation operator over the range of full LAC
signal. Then, we computed the normalized MSE as
e , E`,smooth
[‖~µ` − L(~µ`,s)‖22
‖~µ`‖22
]
(5.30)
and we obtained
e = 0.05, (5.31)
which implies 5% average error in reconstruction of smooth materials in the best case
scenario when using direct LAC reconstruction.
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Experiments
To evaluate the performance of our material classification algorithm for the tomog-
raphy model, we set up a phantom experiment. In this experiment, we compare the
classification performance of our algorithm using different features, specifically, we
compare the classification performance using reconstructed SPECK features against
PEC and PCA features. Furthermore, we evaluated the classification performance
when the features are chosen as direct reconstruction of sinogram per energy window.
For training dataset, we created 80 phantoms. Each phantom contained three
regions filled with different materials. The materials are selected randomly from
dictionary Dr which contained 67 materials including K-edge materials, dataset is
provided in Appendix F. For test data, we created 20 phantoms with similar struc-
tures. The nominal values of LAC signals were collected from NIST reference dataset
(Berger et al., 2007).
Phantom creation: The phantom size is 350×350 pixels. It contains three distinct
regions, the regions can touch in the boundaries and are filled with random materi-
als from dictionary Dr. The pixel’s width is 0.075 cm. The detector arrays are of
dimension 1000 and 200 views were considered which are evenly distributed between
0 to pi radians. The forward projection system matrix A was estimated using the 2D
distance driven method (De Man and Basu, 2004).
Measurement simulation: To simulate the measurements, we considered the op-
erating energy range of [30−129] keV with intervals of 1 keV. We used a single X-ray
source spectrum and we used the Siemens source spectrum (provided in Appendix
E) to simulate the spectrum’s weights. We simulated the measurements using 10
PCDs per detector. We assumed ideal PCDs with non-overlapping responses that
135
together cover the energy range [30− 129] keV and each covered 10 different energy
levels, uniformly distributed. The initial photon counts per detector path was set to
I0 = 2×107. The received counts and sinogram values were simulated using equations
(5.15) and (5.16). To avoid unbounded sinogram values, set the minimum received
photon count per energy bin to 1 also we lower bounded the sinogram values by zero
to truncate non-negative values to zero.
For all the tested features including SPECK, PEC, PCA, and direct LAC re-
construction, we learned the parameters of Gaussian models from the training data.
In collecting the training coefficients, we reconstructed features for all pixels in the
training images and then computed the average coefficient vector per material class,
per training phantom. The average was taken over the interior regions to avoid using
inaccurate coefficients of the boundaries in training. To obtain the interior regions,
we used the ground truth segmentation of the regions. We assumed the boundaries of
the interior regions are located within 3 pixels distance from the exterior boundaries
in all directions.
For the test data, we reconstructed the coefficients (features) for all pixels and
used our classifier in equation (5.26) to estimate class labels per pixel in the image.
To evaluate the region classification accuracy, we used the ground truth segmentation
to compute the number of correctly classified pixels in each region. Then, we assumed
that a region is correctly labeled if more than 50% of its pixels are correctly labeled.
Figure 5·8 displays an example of tested phantoms with three regions including
Water, TNT, and Baratol regions. Note that TNT and Baratol are explosives and
Baratol has a K-edge in the operating energy range. The background is filled with
air.
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Figure 5·8: A tested phantom with three regions. The colors represent
the true labels.
Figure 5·9 displays the labeling performance of different methods on one of the
tested phantoms. We included the performance results produced by our classification
algorithm using SPECK, PEC, and PCA (with 6 coefficients) features as well as the
labeling performance of the direct LAC reconstruction method. Note that SPECK
correctly classified both smooth materials and K-edge materials while PEC falsely
labeled Baratol as iron, and PCA struggled with labeling water and TNT. Similarly,
the direct LAC method misdetected the two regions. We noticed that the LAC func-
tions of materials detected in the direct LAC reconstruction method look similar to
the LAC functions of water and TNT. One might argue that the performance of
the direct LAC reconstruction method can outperform the PCA’s performance for a
smaller size material dictionary.
For the purpose of comparison, in Figure 5·10, we plotted the nominal LAC of
Baratol and the nominal LAC of iron that was detected in PEC method. Addition-
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(a) (b)
(c) (d)
Figure 5·9: An example of labeling performance for a tested phantom
water, TNT, and baratol, and air as background. The ground truth
labels are provided in Figure 5·8. The colors show the label numbers.
The correctly labeled regions are marked with black rectangles: (a) Our
algorithm’s output with SPECK features, (b) Our algorithm’s output
with PEC features, (c) Our algorithm’s output with PCA features (6
PCA coefficients), and (d) Direct LAC reconstruction method’s output
ally, we have shown the average LAC model that was learned for Baratol from the
training data when using PEC features in the sinogram decomposition. Note that the
result differs from the least squares fit and is the output of graph cut optimization
when using PEC features in equation (5.26).
Table 5.4 summarizes the average material classification performance over the 20
phantoms in the test dataset. Our average results indicate that the classification
performance of SPECK is superior to the performance obtained using alternative
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Figure 5·10: The LAC of Baratol versus the LAC of the material that
Graph cut decodes for the Baratol region, using PEC features, which is Iron.
Additionally, the average LAC model of Baratol that was learned from the
training data when using PEC features is displayed.
Algorithm Average region classification accuracy
SPECK 86.7%
PEC 75%
Direct LAC reconstruction 68.3%
PCA (six bases) 61.6%
Table 5.4: The average classification performance using different features.
The average was computed over 20 tested with phantoms with both smooth
LAC materials and materials with K-edges.
features.
5.5 Explosive detection
In this section, we focus on the task of explosive detection which is a binary classifica-
tion problem and evaluate the capability of SPECK, PEC, PCA, and SLDA features
for the classification of materials into explosives and non-explosives.
We sketch the steps of our algorithm for the task of explosive detection: First, we
139
collect a set of training data consisting of basis coefficients estimates for each material
in the training set which require simulations of sinograms and reconstruction of co-
efficients as in the previous section . We compute the average coefficients per region
and separate the average coefficients data into explosive and non-explosive classes.
Then, we use them to train a binary classifier based on the corresponding features.
Note that the coefficient dimensions are usually much smaller than the dimension of
the the full LAC vector. The prediction task is performed by this classifier which as-
signs binary labels representing explosive and non-explosive labels to the test signals.
We investigate the problem under two different settings that include direct LAC and
tomography observations.
5.5.1 Direct LAC observation
We work with the compounds database which contains 124 explosives and 196 non-
explosives with 19 K-edge materials, out of which 6 materials are explosive. We
generate synthesized noisy LAC vectors by adding zero-mean i.i.d. Gaussian noise
vectors to each sample of LAC. The variance of the noise is scaled such that for all
signal vectors, the Signal to Noise Ratio (SNR) was 20 dB. Assume the 100-length
LAC of the `-th material in the database is denoted by ~µ`, also the Gaussian noise
vector is i.i.d. with zero-means and variances equal to σ2, then SNR in dB is computed
as
SNR` = 10 log
( ‖~µ`‖22
100σ2
)
(5.32)
We refine the compounds dataset to create a dataset which are separable between
the two classes using an ideal classifier and when noise has average power of 20 dB.
To this end, we keep all the explosives and add a subset of non-explosives to our
refined dataset which can be distinguished from the other class by the ideal classifier
when noise is operating at 20 dB SNR. Formally speaking, an i-th material in the
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non-explosive dictionary which is represented by ~µinon exp is chosen if its distance norm
from all LAC vectors in the explosive dictionary Dexp is bigger than one percent of
its norm squared. In other words, we have
min
j
[‖µinon exp −Djexp‖22] > 0.01‖µinon exp‖22 (5.33)
Using the criterion in (5.33), we collected 45 non-explosives from the compounds
database. Together, the refined dataset contains 124 nominal explosive LACs and
45 nominal LACs of non-explosive materials. The dataset can be downloaded from
(Babaheidarian, 2017).
We balanced the training dataset over the two classes. To do so, we created 100
i.i.d. Gaussian contaminated signals per non-explosive material and 36 i.i.d. samples
per explosive material. This way the ratio between the sizes of the two classes is close
to 1.
Next, we compute the coefficients of the training LAC signals for different choices
of the basis transform B. In particular, we compute the basis coefficients for SPECK,
PEC, PCA, and SLDA basis transforms. As it was described in Section 5.2, PCA
and SLDA basis functions are computed using the dictionary of LACs. In our exper-
iments, we computed the PCA and SLDA basis functions for the compounds dataset.
The training dataset is a random subset of the material dictionary for which the
sizes of the explosive materials and the non-explosive materials are the same. Let us
denote this balanced training dataset by matrix Dt, whose rows represent the LAC
signals of the materials in the training set. To compute the coefficient vector c asso-
ciated with SPECK basis, we solve the minimization in (5.9), for all rows of Dt.
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Also, to obtain coefficients for other basis transforms, we solve the following con-
strained least squares problem:
cˆi , arg min
c∈Ω
‖BTc−Dti,:T‖22 ∀i ∈ 1, . . . , |Dt:,1| (5.34)
Assume the basis dimension is k, then, the constraint set Ω = Rk when working
with orthogonal basis transform including PCA and SLDA basis transforms. For the
PEC basis, however, Ω = Rk+ which imposes a non-negativity constraint on the coef-
ficients.
In the next step, we train the binary classifier in the feature (coefficient) subspace.
Note that for each basis transform, we train a different classifier. For this task, we use
the support vector machine (SVM) classifier with Gaussian kernels since the training
data was generated according to the Gaussian distribution. To implement this step,
we used MATLAB kernelized SVM with Gaussian kernels and standardized data. In
the following we evaluate the performance for these classifiers.
Evaluation
To generate the test data, we performed the same operation as in the creation of
training data. For each basis, we created 80 random i.i.d. Gaussian samples of 80
different materials with 40 explosives and 40 non-explosives in the test data including
K-edge materials, the dataset can be downloaded from (Babaheidarian, 2017). Table
5.5 shows the explosive detection performance when using different basis transforms,
including SPECK, PEC, PCA, and SLDA. To implement PCA basis we picked the
first 6 principal components, hence, the resulting PCA coefficients are of dimension
six. Similarly, we implemented the SLDA with basis using 2 and 5 bases.
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Basis Transform Detection accuracy (%)
SPECK 88.8
PEC 77.7
PCA (6 bases) 86.1
SLDA (5 bases) 84.5
SLDA (2 bases) 81.0
Table 5.5: The explosive detection performance using different fea-
tures. The performance was evaluated over 80 i.i.d. Gaussian samples
randomly chosen form the reduced dictionary with 40 explosives and
40 non-explosives.
As it can be seen from Table 5.5, both SPECK and orthogonal basis transforms
(PCA and SLDA) outperform PEC in explosive detection task and SPECK shows
the highest performance on the test data.
5.5.2 Tomography model
The more realistic scenario to test the explosive detection performance is to train and
test the detection algorithm on X-ray tomography data. To this end, we created a
collection of 100 phantoms each of which contained eight regions of different materials.
The materials are selected from the dictionary of 80 materials with 40 explosives and
40 non-explosives, which was drawn from the compounds dataset. Overall, 12 K-
edge materials were included in this dictionary. Phantoms are of size 350× 350 and
at each phantom, there exist 4 regions of explosives and 4 regions of non-explosives
randomly selected from the created dictionary according to the uniform distribution.
The pixel’s width was considered to be 0.075 cm. Each region in the phantom is
composed of a uniform material and is a box of 30× 30 pixels. Figure 5·11 shows the
structure of the template phantom.
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Figure 5·11: The structure of the template phantom used in the explosive
detection evaluation for the tomography model.
The received photon counts and sinogram values were simulated using equations
(5.15) and (5.16). Similar to the previous section, we used 10 ideal PCDs per detec-
tor, each PCD covers an energy window of length 10 keV. We used 1000 detectors
per views with 200 views evenly distributed from 0 to pi radians, with initial flux
I0 = 2× 107. Similar to the material classification experiment, we used the Siemens
X-ray scanner’s source spectrum operating at energy range [30 − 129] keV, sampled
at 1 keV intervals. The weights of the spectrum are provided in Appendix E.
In the experiment with binary decision tree classifiers, we evaluate the performance
of SPECK, PEC, and PCA with 5 bases. Later on, we generalize the experiment to
work with random forests which do not require pruning and in general leads to a
better performance. In the random forests experiment, we also include evaluation of
the explosive detection performance of the direct LAC reconstruction using random
forests.
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To decompose the line-integrals in the subspace spanned by the basis transform,
we solved the optimization in (5.21). For PEC and PCA decomposition, we set λ = 0
in (5.21). Additionally, for PCA decomposition, we eliminated the non-negativity
constraint in (5.21).
To speed up the process, we used the L-BFGS-B algorithm to solve optimization
problem in (5.21). The original algorithm was developed in C language by Stephen
Becker (Becker, 2014). We customized this algorithm to suit our line-integral decom-
position optimization. We have developed the MATLAB wrapper of our optimization
algorithm; our software can be downloaded from (Babaheidarian, 2017) and it can be
adapted to the desired basis transforms.
After computing the decomposed line-integrals, we reconstructed the coefficient
images for each base in the basis transform, using the iterative reconstruction in (5.24)
with λ = 0.001.
Next, for each region in each training phantom, we computed the average coef-
ficient vector over the interior region of the region. The interior region was defined
as the union of interior pixels that are at least 3 pixels far apart from region bound-
aries in all directions. Thus, we assign one average vector of to each region, for each
considered basis transform. The set of all the average coefficients collected from all
regions in all the training phantoms form our training dataset for the tomography
model. We used 70 phantoms out of the 80 training phantoms for training the classi-
fier and used 10 phantoms for cross-validation purposes. We used decision trees as the
binary classifier as opposed to the SVM classifier. The binary decision tree classifier
showed much better performance than SVM alternative for all basis transforms in the
tomography experiment.
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We used MATLAB fitctree to train the binary decision tree. MATLAB tree splits
at each node based on either of three splitting criteria: Gini diversity index, Deviance
(entropy), Twoing, and node error. All these criteria attempt to measure impurity at
a node in different ways. In the following, we review the concept behind each splitting
criterion in a binary decision tree.
Gini diversity index: assume p(i) is the fraction of data points with class i at node
A in the tree. Then, the Gini index of node A is defined as
GiniA , 1−
∑
i
p2(i), (5.35)
where it sums over all class labels. Note that if node A is pure, then its Gini index is
zero.
Deviance: Consider p(i) as before, then the deviance measure is given by
−
∑
i
p(i) log(p(i)) (5.36)
Similar to Gini index, for a pure node, the deviance is zero.
Twoing rule: At node A and for each class i, let L(i) denote the fraction of
members this class in the left child of node A, after a split, and R(i) denote the
fraction of members of class i in the right child node. Also, assume P (L) is the
fraction of data points in left child after split and similarly, P (R) is the fraction of
data points in right child after split. Then, the splitting at node A between left and
right children occurs such that it would maximize the following criterion:
P (L)P (R)
(∑
i
|L(i)−R(i)|
)2
(5.37)
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Lastly, the node error is the fraction of miss-classified datapoints at a node. If at
node A, i is the class with the largest number of training data points, the node error
at node A is
1− p(i) (5.38)
Evaluation
In our tomography experiments, different splitting criteria led to similar results so
long as the tree depth was fixed. The MATLAB default is to maximize the classifica-
tion performance on the training dataset as long as the depth size is less than n where
n is the number of training points. In the first experiment, we did not perform cross
validation and used all the training data to train the decision tree. Also, we imposed
no limit on the number of splits in the tree or the minimum leaf size. The binary
classification tree that was learned for this experiment using the SPECK features is
graphed in Figure 5·12. This tree achieved the 100.00% detection performance on the
training dataset.
To create the test data, we created twenty additional phantoms with the same
structure as in the training data and randomly filled the regions in each phantom
using materials in the training dictionary and simulated the measurements as in the
training dataset. Furthermore, we added a small level of perturbation to the LAC
signals in the training dictionary and created a new test dataset using the perturbed
signals. To illustrate this, let the LAC vector of the `-th material in the training
dictionary be represented by ~µ`, then a perturbed signal ~ˆµ` with perturbation level
equal to σ is computed as
~ˆµ` = (1 + qσ)~µ` (5.39)
where q is a Bernoulli random variable and takes values 1 and −1 with equal proba-
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Figure 5·12: The full tree model learned by MATLAB using SPECK
features and 80 phantoms. This model was learned using Gini index and
default parameters.
bilities, i.e.,
q ∼ Ber(1
2
) (5.40)
Finally, we computed the average coefficient vector per region for each test phan-
tom and let the trained decision tree predict the label of the regions based on the
provided average coefficient vector for the testing region.
The problem with the tree model (the full tree) in Figure (5·12) is that it overfits
to the training data, and hence, it generalizes poorly to the test data especially when
the level of noise and distortion are increased. Table 5.6 summarizes the classification
performance of the full tree on test data with different perturbation levels in test data.
No variation means the test data was generated using the same dictionary of LAC
signals as in the creation of the training dataset. Table 5.6 confirms that the full tree
generalizes poorly to test data as the level of perturbation increases.
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Classification performance on test data (%)
Classification performance on training data(%) σ = 0 σ = 0.01 σ = 0.05
100.0 98.8 85.0 83.5
Table 5.6: The classification performance of the full tree using SPECK
coefficients with different variation levels.
Classification performance on test data (%)
Classification performance on training data(%) σ = 0 σ = 0.01 σ = 0.05
95.4 93.1 90.5 90.5
Table 5.7: The classification performance of the pruned tree using
SPECK features with different variation levels.
In the next experiment, we randomly picked 10 phantoms from the training phan-
toms to use cross-validation data to prune the tree. There are different factors that
can be used to prune the tree. We observed that the limit on the number of splittings
had stronger impact on the performance over the cross validation data; other param-
eters that can be tuned include setting a different splitting criterion or setting a limit
on minimum leaf size. We repeated the training and cross-validation operations for
different sets of cross-validation data. Each time we randomly picked 10 phantoms
as cross-validation and trained the tree on the remaining phantoms and used the
cross-validation operation to set the parameters of the decision tree. The tree with
the least average error on cross validation data had at most four number of splittings.
This tree model is graphed in Figure 5·13.
Table 5.7 summarizes the classification performance of the pruned tree for SPECK
coefficients. Comparing to Table 5.6, it is clear that pruning helps when using SPECK
coefficients.
In the next set of experiments, we evaluated the explosive detection performance of
alternative basis coefficients including PEC and PCA with five coefficients. We used
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Figure 5·13: The pruned tree model learned by MATLAB using SPECK
features on 80 phantoms with 8 number of folds to pick cross validation data.
This model was learned using Gini index splitting criterion.
the same phantoms as in the SPECK experiment and the training and test coefficient
vectors were computed similarly. As in the previous experiment, we first evaluated
the detection performance on full trees and used all the training dataset to train the
decision tree. In case of PEC, we observed a good performance on test data when
σ = 0, i.e., no perturbation in the test signals. However, PEC performance decreased
noticeably when the variation level was increased which indicates high variance in
the classifier. As it can be observed from the structure of the full tree in Figure 5·14
several splitting occurs, therefore, the generalization error is even higher compared
to SPECK model due to the complexity of the classifier.
To alleviate the issue with high variance (overfitting), we pruned the decision tree
using eight folds cross validation data. However, unlike the SPECK coefficients, the
PEC model suffered from high bias when using the pruned tree. One indicator of high
bias is when the training error and test error both are increased after the pruning
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Figure 5·14: The full tree model learned by MATLAB using PEC features
on 80 phantoms. This model was learned using Gini index splitting criterion.
Classification performance on test data (%)
Classification performance on training data(%) σ = 0 σ = 0.05
97.0 93.5 81.0
Table 5.8: The classification performance of the full tree using PEC
features with different variation levels in input test signals.
operation. This phenomenon was expected due to the insufficient dimensions of PEC
features in representing the data. Tables 5.8 and 5.9 summarize the binary explosive
detection performance of the decision tree when using PEC coefficients.
Also, we trained a binary decision tree classifier using PCA method with the first 5
coefficients. The detection accuracy results of this classifier are summarized in Table
5.10. We observed a poor generalization to the test data with additional variation
Classification performance on test data (%)
Classification performance on training data(%) σ = 0 σ = 0.01 σ = 0.05
93.0 91.0 86.5 85.0
Table 5.9: The classification performance of the pruned tree using
PEC features with different variation levels in input test signals.
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Classification performance on test data (%)
Classification performance on training data(%) σ = 0 σ = 0.05
96.88 91.8 82.5
Table 5.10: The classification performance of the full tree using PCA
features with 5 based and for different variation levels in input test
signals.
similar to PEC performance. However, in the case of PCA coefficients, pruning did
not noticeably improve the performance on test data.
Additionally, we tested the detection performance using random forests classifiers.
The advantage of random forests is that they do not need pruning and they are less
susceptible to overfitting. We used MATLAB TreeBagger function to model the
random forests. We used 10 as the number of trees to build the random forest
and tested the performance of multiple basis transforms including SPECK, PEC,
PCA with 5 bases, and direct LAC reconstruction. All random forests were trained
on the same 80 phantoms used in the experiments with the binary decision trees.
The classification performance was tested on 20 phantoms with different levels of
variations, σ = 0, σ = 0.05, and σ = 0.1, in which σ = 0 implies that the only
variation between test and training data comes from the measurement noise and
σ > 0 is the level of distortion that was added to the nominal LAC dictionary to
generate the test phantoms. Table 5.11 summarizes the classification results on the
test data for all the tested bases. As an example, we have also plotted one of the
trees generated by the random forest using SPECK basis as well as one of the trees
generated by the random forest using PCA basis in Figures 5·15 and 5·16, respectively.
Note that the trees learned using PCA features are generally taller and less balanced
compared to the trees learned for SPECK features. This could suggest the high bias
issue with PCA features in representing the data.
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Features σ = 0 σ = 0.05 σ = 0.1
SPECK 99.4% 96.0% 96.0%
PEC 94.1% 90.05% 89.5%
Direct LAC reconstruction 94.1% 88.8% 85.0%
PCA (5 bases) 94.8% 86.0% 83.0%
Table 5.11: The classification performance on the test data with differ-
ent levels of distortion to the nominal dictionary, using random forests
classifiers with 10 trees.
Figure 5·15: An example of learned tree for SPECK features in a random
forest classifier with ten trees.
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Figure 5·16: An example of learned tree for PCA features in a random
forest classifier with ten trees.
5.6 Conclusion
In this chapter, we considered the problem of LAC representation and identified
the issues with the exiting decomposition approaches. We introduced a new basis
transform which accurately represents the LAC signal in few dimensions. Then, we
proposed a reconstruction and recognition algorithm in which basis coefficients are
reconstructed first and then the algorithm classifies material using the reconstructed
basis coefficients.
We evaluated our algorithm for the task of material classification and showed its
advantage over the classification results produced by alternative basis transforms.
Furthermore, we modified the classification algorithm to detect explosives. We cre-
ated a synthesized dataset to evaluate the detection performance. We showed that
our detection algorithm distinguishes explosives from non-explosives accurately in
both direct LAC and tomography experiments and it outperforms the alternatives.
In Chapter 6, we improve our material recognition algorithms by combining the
reconstruction step with our joint segmentation and classification algorithm.
Chapter 6
Joint reconstruction and identification for
spectral CT
This chapter provides a new technique to jointly reconstruct coefficient images and
classify the regions in the image using the raw sinogram data. We work with mul-
tiple energy bin sinogram measurements which are assumed to be collected using
photon counting detectors. Following the results on the previous chapter, we proceed
to use the SPECK basis in our analysis. We evaluate our joint algorithm on a set
of synthesized phantoms with variations from training phantoms. We compare our
reconstruction and classification results with the sequential alternative and the state
of art joint techniques that have been proposed recently.
6.1 Introduction and related work
Since the introduction of computed tomography in 1972 by Nobel Prize winners
Hounsfield and Ambrose (Hounseld, 1972) and (Ambrose, 1973), there has been a
log quest to improve the quality of the reconstructed images (Kak and Slaney, 2001).
From advances in filtered back projection techniques to novel iterative reconstruction
methods, the goal was to generate improved quality images that lead to more accurate
segmentation and classification of objects of interest in the images. Despite the ad-
vances that have been made in CT image reconstruction, the reconstruction step has
been considered separately from the identification step. As mentioned in Chapter 4
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the sequential processing of the data (sinogram data) does not add to the information
theoretic content of the signal. Unless each processing is step is noise-free, processing
can only decrease the information embedded in the data.
In this chapter, we take a joint reconstruction, segmentation, and classification
approach. Our hypothesis is that this approach can improve the quality of both re-
construction and classification results. The idea of combining the reconstruction with
the rest of the steps in the processing pipeline has been investigated in (Nakada et al.,
2015); they proposed a joint estimation of tissue types and linear attenuation coeffi-
cients for photon counting CT detectors. In the following, we review the assumptions
of their method and describe their algorithm. The algorithm in (Nakada et al., 2015)
is the baseline for evaluating the performance of our proposed algorithm.
The problem of reconstructing discrete labels from CT measurements is also known
as discrete tomography in the literature. However, most of the exiting methods for
discrete tomography avoid the nonlinear relationship between measurements and the
labels and assume a linear tomography problem. For instance, in (Batenburg and
Sijbers, 2011), a linear discrete tomography setting was considered and the objects
were assumed to be piecewise constant which only take discrete values. Their method
known as DART uses segmentation to obtain the discrete-valued features. Alterna-
tively, some methods solved continuous valued problem and segmented the result
using Otsu’s technique (Otsu, 1979) to obtain discrete features.
In (Tuysuzoglu, 2014), the problem of linear discrete tomography was considered
for reconstructing discrete valued features and a method for joint segmentation and
reconstruction was proposed. Also, in (Tuysuzoglu et al., 2017) a new method based
on variable splitting and alternating direction method of multipliers (ADMM) tech-
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Figure 6·1: The inputs and outputs of the proposed algorithm.
nique was proposed to tackle the problem of discrete linear tomography.
In this chapter, we consider the nonlinear tomography problem with continuous-
valued features and discrete valued labels which is a more realistic scenario. Unlike
the method in (Nakada et al., 2015), our proposed method is not limited to a few
known materials in medical applications and works for a broader range of materials
that can be observed in security applications including K-edge materials.
6.2 Problem statement
In this chapter, we provide an algorithm which collects the measured sinogram from
photon counting detectors (PCDs) and outputs the coefficient images as well as a seg-
mented and labeled image which identifies the materials constructing each segment.
Since the reconstruction part and the identification parts are performed jointly from
the sinogram data, the proposed algorithm is referred to as Joint Reconstruction and
IDEntification (JRIDE). Figure 6·1 illustrates the inputs and outputs of our algo-
rithm.
More formally, the input to JRIDE is a set of sinogram vectors per energy bin. In
this chapter, we consider L energy bins, where L ≥ 4. Denote attenuation properties
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of the object to be imaged in terms of a discrete vector xE = {x(i, E)}, for each
energy E and each pixel location i. We have a polychromatic source which emits I0
photon counts per view and per path. Assume the b-th PCD response is denoted by
Wb(E) over the energy range. Also, assume the measurements are collected across L
energy bins (windows). Then, the expected count at each detector j and energy bin
b is computed as
E[c(j,b)] =
∫
E
Wb(E)I0e
−AjxEdE, b = 1, . . . , L (6.1)
where Aj denotes the j-th row of the forward projection matrix.
The measured count for j-th detector and b-th energy bin is modeled as a Poisson
random variable with mean E[c(j,b)], for j ∈ {1, . . . , Nvdv}, where Nv is the number
of views and dv is the number of detectors per view in capturing the measurements.
We assume that each measurement variable is independent from every other measure-
ments. We have:
c(j,b) = Pois
(
E[c(j,b)]
) ∀j ∈ {1, . . . , Nvdv},∀b ∈ {1, . . . , L} (6.2)
Then, the sinogram value associated with detector j and energy window b is
computed as
y(j,b) = − log
(
c(j,b)∫
E
Wb(E)dE
)
(6.3)
Given the observations Y , {y(j,b)|∀(j, b)}, the goal is to estimate the label vector
Z defined as
Z , (`(1), `(2), . . . , `(Np)) (6.4)
which contains the pixels’ labels from the observed sinogram measurements, using a
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maximum a posteriori (MAP) framework, as
(Zˆ) = arg max
Z
P (Z|Y ) (6.5)
Define the attenuation images at all energies as X = {xE, ∀E}. Then, expression
(6.5) is equivalent to
arg max
Z
∫
X
P (X,Z|Y )dX
 (6.6)
However, it is difficult to compute the integral in (6.6). Therefore, we solve the
joint problem in which both continuous-valued attenuation images X and the discrete-
valued label vector Z are estimated jointly as
arg max
X,Z
P (X,Z|Y ) (6.7)
which is equivalent to
arg max
X,Z
P (Y |X,Z)P (X,Z) = arg max
X,Z
P (Y |X,Z)P (X|Z)P (Z) (6.8)
6.2.1 Prior work
In (Nakada et al., 2015), an image reconstruction and classification method was pro-
posed, named as joint estimation maximum a posteriori (JE-MAP), which jointly
estimates PEC coefficients per pixel and its tissue type, using spectral CT. The JE-
MAP algorithm employs a MAP estimation in which tissue types are considered as
latent variables. We describe JE-MAP briefly, to compare with our new algorithm
developed later in this chapter.
As mentioned earlier, JE-MAP is based on photoelectric and Compton (PEC)
basis functions. Let us denote µ(E) as the linear attenuation coefficient of some
material at energy E, consider the discrete PEC transform as B ,
(
fc
fp
)
as the the
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normalized PEC basis functions which are defines as
fp(E) =
1
E3
(6.9)
and the Compton model is a Klein-Nishina approximation (Macovski, 1983) which is
give as
fc(E) =
1 + a
a2
2(1 + a)
(1 + 2a)− 1
a
log(1 + 2a)
+
1
2a
log(1 + 2a)− 1 + 3a
(1 + 2a)2
, (6.10)
where
a =
E
C
, (6.11)
for some constant C which is usually set as C = 510.999.
Let wn represent the characteristic coefficient associated with n-th basis, where
n = 1, 2. JE-MAP assumes the following holds:
µ(E) =
2∑
n=1
wnBn(E), (6.12)
where Bn(E) denotes the n-th basis function value at energy E.
The goal is to estimate the characteristic coefficients and the tissue type for
each image pixel from the sinogram data measured by the photon-counting detec-
tors (PCD) across L energy bins. A binary valued vector is assigned to each pixel
location that determines the label class of the pixel. Assume there are K possible
materials for some finite number K. Then, the binary-valued vector zi represents
the label class vector of pixel i and is of length K with exactly one non-zero element
which determines the label class of the pixel. Assume the number of pixels in a 2D
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image is Np, then, we have
K∑
j=1
zi(j) = 1 ∀i ∈ {1, . . . , Np} (6.13)
The variable vector zi is treated as a latent variable in the reconstruction to express
the tissue type. Consider wi as the coefficient vector associated with pixel i which has
a length of two when PEC basis is used. Also, consider j as the sinogram index where
j ∈ {1, . . . , J} and vj as the line-integral of the characteristic coefficient along the
j-th detector’s path. The line integral vj can be obtained by forward projecting the
coefficient image vector using the forward projection matrix A. Assume Aji represents
the (j, i)-th element of matrix A, and W is the Np×2 coefficients image vector, then,
we have
vj =
Np∑
i=1
Ajiwi (6.14)
Let C = {cj|j = 1, . . . , J} be the set of measured counts by the detectors. Note
that each measurement cj = (c(j,1), c(j,2), . . . c(j,L)), is a vector of collected counts per
energy bin for L energy bins. Assume n(E) determines the number of photon counts
emitted at energy E in the source spectrum and
∫
E
n(E)dE = I0, in which I0 is the
initial flux. Then, the expected photon counts at path j and energy bin b is derived
as
E[c(j,b)] =
Eb+1∫
Eb
n(E)e−vj ·B(E)dE (6.15)
The no photons are received from an unexpected path, which can be achieved
through the use of collimators.
JE-MAP formulates the problem of coefficients image reconstruction and tissue-
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type identification as an MAP estimation as
(W ∗, Z∗) = arg min
W,Z
(− log(P (C|W ))− log(P (W,Z))) , (6.16)
where
P (C|W ) =
J∏
j=1
L∏
b=1
Pois(c(j,b)|E[c(j,b)]), (6.17)
and
Pois(c(j,b)|E[c(j,b)]) =
E[c(j,b)]c(j,b)e−E[c(j,b)]
c(j,b)!
(6.18)
The second term in (6.16) is called the prior model and is computed as follows.
JE-MAP models the prior distribution over (W,Z) as a combination of a pixel-based
coupled Markov random field (MRF) model and multiple sets of joint distributions
of Gaussian mixture model, i.e.,
log(P (W,Z)) = log(Psta(W,Z)) + log(PCMRF (W,Z)) (6.19)
In (Nakada et al., 2015), two MRF penalty terms were considered, one for the
observable variables which encourages spatial smoothing among the coefficient vectors
W and the other for latent variables Z which encourages spatial smoothing among
the labels (tissue types). Following the notations defined in (Nakada et al., 2015), let
N (i) be a set of pixel indexes of neighboring pixels around image pixel i. JE-MAP
poses the pixel-based coupled MRF model as
− log(PCMRF (W,Z)) =
1
2
Np∑
i=1
∑
i′∈N (i)
β1(zi.zi′)(wi −wi′)(wi −wi′)T + β2(1− zi.zi′) + log(CZ), (6.20)
where CZ is the normalization constant and β1 and β2 are parameters to be learned
from training data.
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Note that in (6.20), if two types are the same among two neighboring pixels,
then the inner product zi.zi′ = 1, hence, the cost function penalizes the discontinuity
among the corresponding values of the coefficient vectors. On the other hand, when
types of the neighboring pixels are different, the first term in (6.20) vanishes and a
penalty equal to β2 is added in the second term.
JE-MAP estimates the distribution Psta(W,Z) using a Gaussian mixture model
in which the prior distribution over latent variables (tissue types) are assumed to be
uniform. JE-MAP formulates this distribution as
log(Psta(W,Z) =
β3
(
Np∑
i=1
[
lnK +
K∑
k=1
z
(k)
i
2
(
(wi − ~µk)Σ−1k (wi − ~µk)T + lnCk
)])
, (6.21)
where parameters µk and Σk for k = 1, . . . , K are the mean vector and covariance
matrix of the PEC coefficients for class k and are assumed to be learned for the
training dataset using empirical estimation. Also, Ck is the normalization constant of
the multivariate Gaussian distribution for the k-th tissue type and β3 is a weighting
parameter.
JE-MAP optimization
To minimize equation (6.16), the likelihood in (6.17) was approximated by a Gaussian
distribution and the minimization was solved by using the iterative conditional mode
(ICM) technique (Besag, 1986).
Consider function hb(vj) as a function of line integral vj which is computed as
hb(vj) , E[c(j,b)], (6.22)
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where E[c(j,b)] is defined in equation (6.15). The probabilities P (V |C) and P (vj|cj)
are defined as
P (V |C) ,
J∏
j=1
P (vj|cj) (6.23)
and
P (vj|cj) , 1
Q
L∏
b=1
hb(vj)
c(j,b)e−hb(vj)
c(j,b)!
, (6.24)
where Q is the normalization constant.
The distribution P (vj|cj) is approximated with a multi-variate Gaussian distri-
bution with mean vector v∗j and covariance matrix Pj, i.e.,
P (vj|cj) ≈ N (vj|v∗j , Pj) (6.25)
To estimate the quantities v∗j , Pj, it was suggested in (Nakada et al., 2015) to
compute the conditional mean and the conditional covariance with respect to the
defined distribution in (6.25) by computing the following integrals.
v∗j =
∫
P (vj|cj)vjdvj (6.26)
and
Pj =
∫
P (vj|cj)vTj vjdvj − v∗j Tv∗j (6.27)
The above integrals are difficult to be computed analytically; no method for comput-
ing these integrals was provided in (Nakada et al., 2015).
JE-MAP performs the optimization by iterating over each pixel location and all
class labels in its internal loops. The steps of the algorithm are summarized in figure
6·2. At iteration t+ 1, for the i-th pixel and label class k, the following minimization
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Figure 6·2: Steps of the JE-MAP algorithm (Nakada et al., 2015).
is solved, in which W t and Zt are variables obtained in the previous ICM iteration:
wnewi |zi(k)=1 , arg min
wi
F (wi)|zi(k)=1 (6.28)
where
F (wi)|zi(k)=1 ,
∑
j∈ray(i)
gj(wi)Pj
−1gj(wi)T+
∑
i′∈N (i) β1(zi.zi′)(wi −wi′)(wi −wi′)T + β2(1− zi.zi′) + β3
(
(wi − ~µk)Σ−1k (wi − ~µk)T + lnCk
)
(6.29)
where the function gj(wi) for path j is defined as
gj(wi) = Aji(wi −wti)− (v∗j − vjt, (6.30)
with vtj , Aj,:W t. Also, ray(i) defines a set of sinogram paths onto which pixel i is
projected. The optimization in (6.29) is quadratic and can be solved exactly. In our
experimental results, we discuss the JE-MAP algorithm’s performance.
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6.3 The JRIDE algorithm
In this section, we present our algorithm on joint reconstruction and identification.
To solve the problem in (6.8), we need to estimate the attenuation images X directly
from the measurements Y . However, for the small number of energy bins, this problem
is ill-imposed. We can remedy this problem by projecting X into a low-dimensional
subspace and estimate the resulting coefficients. In Chapter 5, we established that
our energy basis SPECK can accurately represent the LAC data in sparse dimensions.
Therefore, the output of the JRIDE algorithm is a set of SPECK coefficient images
and a segmented, labeled image.
Consider vj as the line-integrals of the SPECK coefficient images along the path
of the j-th detector and W as the SPECK coefficient image matrix, each row of W
corresponds to a pixel in the image and it contains the SPECK features associated
with that pixel. We have
vj = AjW (6.31)
The set of all SPECK line integrals are denoted by V , {vj|j ∈ 1, . . . , Nvdv}.
Also, since LAC at each energy can be expanded in SPECK basis B with coeffi-
cients W , we have
xE = W ·B(E) (6.32)
From (6.32), equation (6.3) can be rewritten as a function of W as
y(j,b) = − log
(
Pois
(∫
E
Wb(E)I0e
−AjW ·B(E)dE
)∫
E
Wb(E)I0dE
)
(6.33)
Equation(6.33) indicates the relationship between coefficients W and Y is highly
non-linear. To linearize the estimation problem in W , we project the measured sino-
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gram Y on to the subspace spanned by SPECK basis which provides us with the de-
composed line-integrals V . Later, we estimate (W,Z) from the obtained decomposed
line-integrals which involves a linear inverse problem. Note that the decomposition
idea has been commonly used in the literature for photoelectric and Compton basis
(Alvarez and Macovski, 1976).
In short, JRIDE addresses the problem of joint reconstruction and classification
by solving the following two optimization problems:
Vˆ , arg min
V
− log(P (Y, V )) = − log(P (Y |V )− log(P (V )), (6.34)
where the second term in (6.34) reflects the prior model on the decomposed line-
integrals V . The second optimization problem is
(Wˆ , Zˆ) = arg min
(W,Z)
− log(P (Vˆ ,W, Z)) = arg min
(W,Z)
− log(P (Vˆ |W,Z)− log(P (W,Z)),
(6.35)
The latter is equivalent to
arg min
(W,Z)
− log(P (V |W )− log(P (W,Z)) (6.36)
In the next step, we describe each probability term in (6.34) and (6.36). We
begin with approximating the term P (Y |V ). Note that V = AW and Y is the set of
measured sinogram values, for all (j, b) we have:
E[c(j,b)|vj] =
∫
E
Wb(E)I0e
−vj ·B(E)dE, (6.37)
and
y(j,b) = − log
(
c(j,b)∫
E
Wb(E)I0dE
)
(6.38)
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Also, we know that
P (c(j,b)|vj) = Pois(E[c(j,b)|vj]) (6.39)
Therefore, we have
P
(
y(j,b) = − log
(
k∫
E
Wb(E)I0dE
) ∣∣∣∣vj) = P (c(j,b) = k|vj), (6.40)
∀k ≥ 0
We approximate the distribution in (6.40) with a multi-variate Gaussian distribu-
tion and use a MAP minimization technique to estimate the decomposed line-integrals
per detector. To formulate the problem, we use Jensen’s inequality to obtain the first
order surrogate function for the log likelihood of the sinogram values collected at
each detector. Assume the total number of L PCDs are used to collect the energy
measurement at each detector. Therefore, the data term in our MAP minimization
is modeled as
1
2

y(j,1)+log
(∫
EW1(E)I0e
−vj ·B(E)dE∫
EW1(E)I0dE
)
...
y(j,L)+log
(∫
EWL(E)I0e
−vj ·B(E)dE∫
EWL(E)I0dE
)

T
(diag(eyj))−1

y(j,1)+log
(∫
EW1(E)I0e
−vj ·B(E)dE∫
EW1(E)I0dE
)
...
y(j,L)+log
(∫
EWL(E)I0e
−vj ·B(E)dE∫
EWL(E)I0dE
)
)
 ∀j (6.41)
Note that in (6.41), Rj , diag(eyj) is the covariance matrix of sinogram values
collected at detector j across L energy bins. The sinogram covariance matrix was
obtained using the first order Taylor expansion (Bouman and Sauer, 1993).
Since the measurements across each detector path are assumed to be independent,
we can sum over the data terms as
− log(P (Y |V ) =
Nvdv∑
j=1
− log(P (yj|vj), (6.42)
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To model the prior term in the MAP minimization, we impose sparsity constraint
on the decomposed line-integrals per detector path. Additionally, we impose the non-
negativity constraint on the decomposed line-integrals. Note that the prior model
is derived from the fact that we wish the SPECK coefficients to be sparse and non-
negative. Hence, we have
− log(P (V )) = λ1
Nvdv∑
j=1
‖vj‖1 + log(C2) (6.43)
where C2 is the normalization constant.
As a result, our sinogram decomposition per detector j is formulated as
vˆj = arg min
vj
λ1‖vj‖1+
1
2

y(j,1)+log
(∫
EW1(E)I0e
−vj ·B(E)dE∫
EW1(E)I0dE
)
...
y(j,L)+log
(∫
EWL(E)I0e
−vj ·B(E)dE∫
EWL(E)I0dE
)

T
(diag(eyj))−1

y(j,1)+log
(∫
EW1(E)I0e
−vj ·B(E)dE∫
EW1(E)I0dE
)
...
y(j,L)+log
(∫
EWL(E)I0e
−vj ·B(E)dE∫
EWL(E)I0dE
)
 ∀j (6.44)
such that
vj  0 (6.45)
We proceed with estimation of the probability function in the first term of (6.36),
i.e., P (Vˆ |W ). We approximate the estimation noise in (6.41) with a Gaussian distri-
bution as
P (vˆj|W ) = N (AjW,Σj), ∀j, (6.46)
where Σj is the covariance matrix of vˆj. To estimate Σj, we approximate the
non-linear function in (6.41) with a first order Taylor expansion. Let us define the
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non-linear function F (vj) as
F (vj),

log
(∫
EW1(E)I0e
−vj ·B(E)dE∫
EW1(E)I0dE
)
...
log
(∫
EWL(E)I0e
−vj ·B(E)dE∫
EWL(E)I0dE
)
 (6.47)
Let us denote the Jacobian matrix as ∇Fvj which contains the gradient terms
with respect to the components of vj. Assume, Rj as the covariance matrix of the
sinogram yj, which was defined earlier. Then, using the first order Taylor expansion
around the estimated vector for vj, we have
Σj = (∇F TvjR−1j ∇Fvj)−1 (6.48)
If the number of energy bin measurements L is smaller than the dimension of the
SPECK basis, we regularize Σj using a fraction of the identity matrix I as
Σj = (∇F TvjR−1j ∇Fvj + δI)−1 (6.49)
for some small δ > 0. In our experiment, we used δ = 0.01.
As a result, the negative log likelihood of the conditional distribution in (6.46) is
computed as
− log(P (Vˆ |W )) =
Nvdc∑
j=1
1
2
(vˆj − Aj,:W )Σ−1j (vˆj − Aj,:W )T + log(C4, j), (6.50)
where C4, j, for all j, is constant in W,Z.
Next, we approximate the prior model over (W,Z) in (6.36). Similar to the algo-
rithm in (Nakada et al., 2015), we assume the prior model has two terms: statistical
170
and Markov random field terms, i.e.,
P (W,Z) = Psta(W,Z)× PMRF (W,Z) (6.51)
We first approximate the term Psta(W,Z) = Psta(Z)Psta(W |Z). In our notation,
Z is the vector of pixels’ labels, i.e., Z , [`(1), `(2), . . . , `(Np)]. Assume we have no
information about the data or the materials in the scanned object other than it can
be any of the possible K materials. Therefore, the negative log likelihood of the prior
distribution over Z is
− log(Psta(Z)) =
Np∑
i=1
log(K) (6.52)
To estimate Psta(W |Z), we assume the statistical distribution of the coefficient
vectors, for each pixel in the image given its mean and covariance, is a multi-variate
Gaussian distribution. Let us denote the mean and covariance for each class k ∈
1, . . . , K with w¯k and Σk, respectively. These parameters are learned for each class
using training coefficient images. Define
G ,

w¯1
w¯2
...
w¯K
 (6.53)
Denote the SPECK coefficient matrix as W and let Wi denote its i-th row and
similarly, let G`(i) denote the `(i)-th row of matrix G. We have
− log(Psta(W |Z)) = 1
2
Np∑
i=1
(Wi,: −G`(i),:)Σ−1`(i)(Wi,: −G`(i),:)T + log(
∣∣Σ`(i)∣∣), (6.54)
where ~`, (1, 2, . . . , K).
To estimate the MRF part, we assume the Potts model for the discrete labels and
Tikhonov model for the continuous-valued coefficients, to preserve spatial smoothing.
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We assume
− log(PMRF (W,Z)) = − log(P (W ))− log(PMRF (Z)) (6.55)
By decoupling W from Z in the MRF distribution, we construct a submodular
function in Z which can be minimized using efficient algorithms such as α-expansion
algorithm (Boykov et al., 2001). For the prior model on the coefficients we use
− log(P (W )) = β‖DxW‖2F + ‖DyW‖2F + log(C3) (6.56)
‖.‖F is the Frobenius norm and C3 is the normalization constant and Dx and Dy are
the forward differentiation operators along x and y axes and β is a parameter to be set.
Similarly, the Potts model is applied to the second term in (6.55). Note that
label vector Z = [`(1), `(2), . . . , `(NP )] contains the discrete labels of all pixels in the
image. Thus, we have
log(PMRF (Z)) = γ
Np∑
i=1
∑
i′∈N (i)
1`(i)6=`(i′) + log(C5), (6.57)
where C5 is the normalization constant and γ is the trade-off parameter to be set.
The pixel neighborhood N (i) is assumed to be 4-way pixel neighborhood around pixel
i. For a non-boundary pixel i, the neighborhood is defined as
N (i) = {i−√Np, i− 1, i+ 1, i+√Np} (6.58)
For boundary pixels, the spatial locations that lie outside of the image boundaries
are not included in the neighborhood.
Now that we have approximated the negative likelihood of all probability terms
involved in the JRIDE algorithm, we can solve the joint minimization problem. Ig-
noring the constant terms, JRIDE estimates (W,Z) by solving the following two
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problems:
vˆj = arg min
vj≥~0
(λ1‖vj‖1+
1
2

y(j,1)+log
(∫
EW1(E)I0e
−vj ·B(E)dE∫
EW1(E)I0dE
)
...
y(j,L)+log
(∫
EWL(E)I0e
−vj ·B(E)dE∫
EWL(E)I0dE
)

T
(diag(eyj))−1

y(j,1)+log
(∫
EW1(E)I0e
−vj ·B(E)dE∫
EW1(E)I0dE
)
...
y(j,L)+log
(∫
EWL(E)I0e
−vj ·B(E)dE∫
EWL(E)I0dE
)
 ∀j (6.59)
and
(Wˆ , Zˆ) = arg min
(W,Z)
(
1
2
Nvdc∑
j=1
(vˆj − AjW )Σ−1j (vˆj − AjW )T
+β(‖DxW‖2F + ‖DyW‖2F ) + λ2
(
1
2
Np∑
i=1
(Wi −G`(i))Σ−1`(i)(Wi −G`(i))T + log(
∣∣Σ`(i)∣∣))
+γ
Np∑
i=1
∑
i′∈N (i)
1`(i)6=`(i′)
 (6.60)
6.3.1 Optimization
We proceed with description of the optimization methods we used in our JRIDE al-
gorithm. We provide solution methods to optimize the problems in (6.59) and (6.60).
Note that the `1 term in (6.59) is convex so convexity of the cost function (6.59) is
determined by the convexity of the second term. While numerical results suggest that
the second term is quasiconvex in vj, the proof of this claim is rather challenging.
We observe that
f1(vj) , y(j,1) + log
(∑
E:<1>wEe
−vj ·B(E)∑
E:<1>wE
)
(6.61)
is convex. In Appendix D we show convexity of log
(∑
E:<1> wEe
−vj ·B(E)∑
E:<1> wE
)
which is
basically a logarithm function of sum of exponential terms in terms of vj.
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Figure 6·3: Illustrating the behavior of the second term penalty function
in (6.59) for PEC basis in the neighborhood of the initial point.
To illustrate the behavior of the second term penalty function in (6.59), we plotted
this penalty function as a function of V . For the sake of visualizing the function, we
plotted the function in Figure 6·3, for PEC basis and for a given sinogram vector.
We apply a quasi-Newton method to obtain the minimizer for each detector j.
Note that when the initial value is set to be vj = 0 corresponding to no attenuation,
the function converges to a local minimum. Specifically, we solve this minimization
problem by applying a customized L-BFGS-B solver (Zhu et al., 1997) which we have
developed in C + + language with its MATLAB wrapper. This solver works for any
arbitrary basis and with and without the sparsity constraint. The package can be
downloaded from (Babaheidarian, 2017).
To solve the second joint minimization problem in (6.60), we used an iterative ap-
proach. In this approach, the algorithm starts with a set of initial coefficient images
and an initial labeled image. The initial coefficient images can be obtained using the
FBP algorithm applied to the decomposed line integrals and the initial labels as the
solution to the graph cut estimation when FBP coefficient images are used as the
coefficient values.
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At each iteration t, we solve the minimization in (6.60) in two steps using the
coordinate descent algorithm. We first obtain an initial value for W 0 using FBP
reconstruction and then estimate Z0 using the graph cut method. At iteration t, in
the first sub-problem value of Z(t−1) is fixed and the minimization in (6.60) is solved
for continuous W . This optimization is quadratic and convex and can be optimally
minimized using gradient methods. We used the conjugate gradient method to solve
the first sub-problem which is given as
W (t+1) = arg min
W
(
1
2
∑
L
(vˆL − ALW )Σ−1L (vˆL − ALW )T + β(‖DxW‖2F + ‖DyW‖2F )
+
λ2
2
Np∑
i=1
(Wi,: −G`t(i),:)Σ−1`t(i)(Wi,: −G`t(i),:)T
)
The parameter β is selected to provide a desired level of spatial smoothing in the
coefficient images. The value of the parameter λ2 is set to vary at different iterations.
In the first iteration where the initial class labels are not accurate, λ2 is chosen small
and as the iteration number is increased, the value of λ2 is increased, to increase the
regularization imposed by the pixel labels. After a few iterations, the value of λ2 is
kept fixed and equal to 1.
In the second sub-problem, the coefficients values are fixed while updating the
label matrix. Note that the cost function in (6.60) is a submodular function in labels
since the pairwise interaction penalty satisfies the metric property (Boykov et al.,
2001). Consequently, we solved the minimization in Z using the graph cut technique,
in particular, we used the multi-class α-expansion algorithm (Boykov et al., 2001).
The second sub-problem is formulated as
Z(t+1) = arg min
Z
(
1
2
(
Np∑
i=1
(W
(t+1)
i −G`(i))Σ−1`(i)(W (t+1)i −G`(i))T + log(
∣∣Σ`(i)∣∣))
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+γ
Np∑
i=1
∑
i′∈N (i)
1`(i)6=`(i′)

The overall algorithm is run for a few iterations until the difference between two
consecutive cost function values is smaller than some thresholds. Note that the over-
all cost function in (6.60) is decreased at both steps and since it is bounded above
the algorithm converges. For practical purposes, in our experiments, we stopped the
algorithm after a few iterations which already provided a satisfactory result. The
steps of The JRIDE optimization are summarized in Figure 6·4.
6.4 Experiments
In this section, we evaluate the performance of the JRIDE algorithm on a dataset
for different materials including some of the K-edge materials. We compare the
performance of JRIDE against our sequential algorithm in Chapter 5, in which the
coefficient images were reconstructed first and then the image was labeled using the
reconstructed coefficients. Furthermore, we compare our results with our implemen-
tation of JE-MAP algorithm.
We proceed with the description of our dataset and the implementation details
and then present our results.
6.4.1 Dataset creation
We created a dictionary D composed of 54 materials that contains 6 K-edge materials,
namely, Baratol, lead styphnate, fiberglass, concrete-barite, barium nitrate, Baronal,
and sodium iodide. The dataset can be downloaded from (Babaheidarian, 2017). We
avoided other K-edge materials due to their high average LAC values which would
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Figure 6·4: The steps of our JRIDE algorithm.
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create significant artifacts in the reconstructed images. The nominal LAC values
of these materials were collected from the compound dataset (Martin, 2014), in the
energy range 30 − 129 keV, where the LAC function of each of the materials was
sampled at every 1 keV. Hence, the LAC vector corresponding to the `-th material
in D, x` has length equal to 100.
Using random selection of the materials in D, we created a set of 80 phantoms
where each phantom contained eight different regions and each region was filled with
a homogeneous material from D. Similar to the experiments we ran in Chapter 5, we
reconstructed the coefficient vectors and computed the average coefficient vector for
each material class and a regularized covariance matrix of the coefficients per class.
Using this approach, we estimated parameters G and Σk in (6.60), for k ∈ 1, . . . , K.
Furthermore, we generated a set of 12 test phantoms with the same structure.
Material for each region was selected randomly from D. Six phantoms included K-
edge materials and six phantoms contained only smooth LAC materials. Also, we
added 5 percent variations to the nominal LAC value as in (5.39). In both training
and testing experiments, we simulated the received counts at each PCD as in equa-
tion (6.2). We considered collecting measurements at 10 energy bins where each bin
covered an energy range of 10 keV width. To simulate the X-ray source, we used a
single source spectrum operating at 130 kvp voltage tube. The normalized weights
associated to the spectrum were collected from the X-ray Siemens source spectrum at
every 1 keV, the spectrum’s weights are provided in Appendix E. We considered an
initial flux (total photon counts) I0 = 2×107. We assumed phantom sizes of 350×350
pixels with pixel’s width 0.075 cm. Each box (region) in the phantom is of dimension
30× 30 pixels. We considered a detector’s width of 0.058 cm with 199 views and 999
detectors per view. We assumed the PCDs are ideal meaning that their responses are
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non-overlapping and uniform with no electronic noise was added and we assumed no
pulse pileup was formed. As a result, for the i-th PCD, the response Wi(E) is given
as
Wi(E) =
{
1 E ∈ [10(i− 1) + 30, 29 + 10i] keV
0 o.w.
(6.62)
for discrete E, sampled at every 1 keV interval.
6.4.2 Evaluation
We implemented our JRIDE algorithm and tested it on the test phantoms, we set
parameters β = 0.01 and λ1 = 0.001, max(λ2) = 1, and γ = 1. To evaluate the re-
construction performance, we computed the mean and variance of the reconstructed
coefficient for each region in the test phantom and for all SPECK coefficients. To be
able to compare our method with the method in (Nakada et al., 2015), we separated
the phantoms that do not contain a K-edge material and performed the evaluation
on the first two coefficients of SPECK basis which are normalized PEC functions.
We implemented the JE-MAP algorithm in (Nakada et al., 2015) for both SPECK
and PEC basis functions. Also, to test our algorithm on K-edge materials we eval-
uated the classification accuracy of JRIDE on phantoms containing a K-edge material.
For the purpose of evaluating the classification accuracy, we assume a region is
correctly classified if at least 51% of its pixels are correctly labeled, otherwise, the ma-
terial is not detected and it is a false negative. If 51 percents or more of the pixels in
a region have the same label class in the labeled image output, but the detected label
class is not the correct class, we consider it as false positive for the detected label class.
To implement the JE-MAP algorithm described in Section 6.2.1, for each detector
j, we computed v∗j as the solution to problem in (6.59) instead of computing the
integral in (6.26) as it is unclear how to analytically compute that integral and no
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solution was presented in (Nakada et al., 2015). To estimate the covariance matrix Pj,
we computed the covariance of vˆj as in (6.48). Also, since the algorithm in (Nakada
et al., 2015) is very slow due to nested for loops at its core, we limited the dictionary
size to 10 classes, for each testing phantom, where the eight classes of the regions in
the test phantoms were included in the limited size dictionary. Additionally, to speed
up the algorithm in (Nakada et al., 2015), we performed the iterations only over the
non-background pixels and fixed the value of the coefficients in the background region
to be zero and assigned the zero label class to those pixels, which is the correct label
for background. For our own algorithm, we used the full size dictionary D since it
runs much faster thanks to the graph cut algorithm. Furthermore, JRIDE algorithm
performs its operations globally not pixel by pixel.
Figure 6·5 displays the classification results of the JRIDE and JE-MAP algorithm
on a phantom with no K-edge material using SPECK basis functions. We marked
the regions that were not detected by black bounding boxes and the regions that
are considered false positive with a red bounding box. We used the majority rule to
identify whether a region is correctly classified. In other words, if majority of pixels
in a uniform region are labeled correctly, this region is considered to be correctly
classified otherwise it is considered as false negative for the missed class. Also, if
there exists a dominant class among the labeled pixels in a uniform region but the
identified class is the wrong label, we consider it as a false positive. Our numerical
results reflect the percentage of distinct regions that were correctly classified in the
tested algorithms, mathematically speaking a closed uniform region with true label k
is correctly classified if ∑
i∈Rk 1`(i)=k
|Rk| (6.63)
Figure 6·5 shows that our algorithm has correctly identified all the regions in the
tested phantom, although the pixels in the boundaries are mislabeled. On the other
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(a) (b)
Figure 6·5: The estimated labeled images by different algorithms
tested on a phantom with region labels 1,2,..., 8. The detected domi-
nant classes according to 50% rule are printed on each box. Regions in
which no dominant class was detected are marked with white rectangles
and boxes with wrong detected labels are marked with red rectangle:
(a) JRIDE’s labeled image output and (b) JE-MAP’s output (Nakada
et al., 2015).
hand, only 5 regions out of the eight regions in the phantom are correctly identified
by the JE-MAP algorithm.
In Figure 6·6, we have shown an example of reconstruction performances of JRIDE
and JE-MAP algorithms against the nominal values in terms of average reconstructed
Compton and photoelectric coefficients per region in the phantom. It is clear that
JRIDE reconstructed values are closer to the nominal values.
Figure 6·7 and 6·8 display the classification and reconstruction performances of
the JRIDE and JE-MAP for a different phantom in which the eight regions in the
phantom take class labels 9, 10, . . . , 16, in row order. As it was mentioned earlier, to
speed up the JE-MAP algorithm, we ran the algorithm only on non-background class
and for a limited dictionary size.
We have also tested the classification performance of the sequential approach
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(a)
(b)
Figure 6·6: An example of reconstruction performances of JRIDE
and JE-MAP (Nakada et al., 2015) algorithms on phantom test 1 with
true label classes 1,2, ..., 8: (a) the reconstructed average Compton
coefficients per region against the nominal values, (b) the reconstructed
average photoelectric coefficients per region against the nominal values.
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(a) (b)
Figure 6·7: The estimated labeled images by different algorithms
tested on a phantom with region labels 9,10,...,16. The detected domi-
nant classes according to 50% rule are printed on each box. Regions in
which no dominant class was detected are marked with white rectangles
and boxes with wrong detected labels are marked with red rectangle:
(a) JRIDE’s labeled image output and (b) JE-MAP’s output (Nakada
et al., 2015).
(a) (b) (c)
Figure 6·8: The reconstructed Compton and photoelectric coefficient
images. The top row shows Compton images and the bottom row shows
photoelectric images: (a) JRIDE’s output (b) Ground truth (c) JE-
MAP’s output (Nakada et al., 2015).
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Figure 6·9: The labeled image output by the two sequential alternatives
on the phantom with materials class 1, . . . , 8 in the dictionary. The left
image displays the labeled image result when coefficients are reconstructed
using FBP and the right image shows the result produced by our material
classification algorithm in Chapter 5, in which coefficient images were recon-
structed using the penalized likelihood. Both algorithms were implemented
using SPECK basis.
which we proposed in Chapter 5, for both material classification and explosive detec-
tion tasks. Furthermore, we implemented another sequential alternative by replacing
the penalized maximum likelihood reconstruction in the reconstruction step of the
algorithm in Chapter 5 with a non-iterative (FBP) algorithm. Our results suggest
that the penalized maximum likelihood reconstruction improves the classification ac-
curacy over the FBP based alternative. In Figure 6·9 we displayed the results of the
two sequential alternatives for the phantom used in Figure 6·5 with semantic labels
1, 2, . . . , 8.
To evaluate the reconstruction performance numerically, we computed the average
deviation ratio of the reconstructed coefficient from their nominal values. Assume
k ∈ 1, . . . , K defines the label class, i(k) the pixels that take class k in the ground truth
labeled image, Wˆ is the estimated coefficient matrix whose t-th column corresponds
to the t-th basis function. Also, G is the matrix of nominal coefficients obtained
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Algorithm E[e1] E[e2] E[var(Wˆ:,1)] E[var(Wˆ:,2)]
JRIDE 6.9% 6.81% 0.0873 0.0373
PML-Sequential 11.18% 14.46% 0.0962 0.0565
JE-MAP with SPECK 16.41% 18.82% 0.0826 0.0376
JE-MAP with PEC 16.64% 19.59% 0.0288 0.0041
Table 6.1: The average reconstruction performance over six phantoms
with no K-edge, in terms of the average error in the reconstructed PEC
coefficients when SPECK basis was used. The corresponding average
variances are computed over the homogeneous regions. The indexes 1, 2
represents the Compton and photoelectric coefficients, respectively. We
have also included the result of JE-MAP when PEC basis was used.
from the training dataset. Then, we compute the following metric for evaluating the
reconstruction performance, for the t-th coefficient basis:
E[et] , Ek
[∣∣Ei[Wˆi(k),t]−Gt,k∣∣
Gt,k
]
(6.64)
Tables 6.1 and 6.2 summarize the average numerical results over 48 classes when
SPECK basis is used in all the tested algorithms. The data was collected from six test
phantoms with no K-edge material. We implemented JE-MAP using both SPECK
and PEC basis functions, all other algorithms were implemented using SPECK basis.
Compared to both JE-MAP method and the sequential alternative with the penalized
maximum likelihood reconstruction, our algorithm produces smaller average error and
significantly better classification results on the tested phantoms.
Also, we tested the performance of JRIDE and PML-sequential algorithms on
phantoms that contain at least one K-edge materials using SPECK basis. Table 6.3
summarizes the numerical results for reconstruction and classification.
Note that the average performance of JRIDE slightly decreased after introducing
K-edge materials into the tested phantoms. One explanation for this result is that
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Algorithm Region classification accuracy %
JRIDE 100.00%
PML-Sequential 85.41%
JE-MAP with SPECK 56.25%
JE-MAP with PEC 47.9%
Table 6.2: The average classification performance over six phantoms
with no K-edge, all algorithms’ results were tested using SPECK basis.
The JE-MAP algorithm was implemented using both SPECK and PEC
basis functions.
Algorithm E[e1] E[e2] E[var(Wˆ:,1)] E[var(Wˆ:,2)] Region classification accuracy %
JRIDE 10.35% 8.51% 0.1003 0.0573 91.66%
PML-Sequential 14.75% 16.9% 0.12 0.0908 83.33%
Table 6.3: The average performances of JRIDE and PML-Sequential
over six phantoms with K-edge materials, in terms of the average er-
ror in the reconstructed coefficients when SPECK basis was used. The
indexes 1, 2 represents the Compton and photoelectric coefficients, re-
spectively.
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Figure 6·10: The reconstructed Compton images produced by JRIDE for
two different phantoms with K-edge materials. The streaking artifacts are
observed between the K-edge box and its nearest boxes.
K-edge materials have higher atomic numbers and they absorb most of the energy
of the passing photons. As a result, when there is an object behind a thick K-edge
material it is very challenging to reconstruct that object accurately due to noisy
measurements and beam-hardening artifacts. This phenomenon can be observed in
Figure 6·10 which displays the reconstructed Compton images of two phantoms with
K-edge materials. Note that the artifacts are more pronounced in the objects that
are positioned in proximity to K-edge materials.
6.5 Conclusion
In this chapter, we proposed a new algorithm denoted as JRIDE which works with
photon counting detectors and takes sinogram measurements of a few energy bins as
inputs and outputs an accurate segmented and labeled image as well as a high quality
set of decomposed coefficient images which can later be combined to obtain the linear
attenuation coefficient image at the desired energy in the operating energy range.
The reconstruction and identification parts are performed jointly using basis decom-
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position followed by MAP estimation. We have modeled the statistical relationship
among the input data, output images, and output labeled image by estimating the
joint probability distribution of these variables.
Our method incorporates the SPECK basis transform which can efficiently de-
tect both materials with smooth LAC functions and K-edge materials. Experimental
results show that our method is robust to noise and variation in the test data. Addi-
tionally, compared to the state of the art joint estimation approaches, our method is
significantly faster and more accurate. Furthermore, our joint optimization approach
shows an improvement, in both reconstruction and classification, over the sequential
alternative in which reconstruction part is separated from the segmentation and clas-
sification.
Chapter 7
Conclusion
In this dissertation, we offered new algorithmic solutions to the problem of CT mate-
rial recognition. Although the focus of the dissertation was on security applications,
our proposed algorithms can also be used in medical applications. Our algorithms
were designed for different generations of CT machines, from conventional CT ma-
chines with single source spectrum to emerging technologies including spectral CT.
In Chapter 3, we introduced a new algorithm for metal artifact reduction in con-
ventional CT machines that use a single polychromatic X-ray source spectrum. This
algorithm, RMAR, uses a randomized framework to perform sinogram interpolation.
To reduce the artifacts introduced by interpolation, we proposed an iterative re-
construction method that features learning a sparsifying transform to reduce any
secondary artifacts. We showed the advantage of our algorithm over the exiting
methods particularly in cases where the object of interest is located near metal.
In Chapter 4, we proposed a joint segmentation and classification algorithm which
was designed for dual-energy CT machines. In a dual-energy system, the object is
scanned using two source spectra, each of which operates at different energy range.
We extended the existing pixel-based joint segmentation and classification algorithm
to a patch-based joint method. We noticed that the data captured from spatially
close locations are correlated and showed that by processing pixels in a patch to-
gether, rather than individually, the classification performance improves.
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In Chapter 5, we provided separate algorithms for image reconstruction and region
classification for spectral CT system. In spectral CT systems, the object is usually
scanned with one polychromatic source using energy sensitive photon-counting detec-
tors as opposed to the energy integrating detectors. The photon-counting detectors
enable collecting sinogram data across multiple energy windows, therefore, spectral
CT provides data in higher energy dimensions which can be exploited to accurately
represent the linear attenuation coefficients of materials in a few dimensions. We
proposed a new energy basis transform which maps LAC into a sparse dimensions.
We showed that using our new basis, the LAC signals of both smooth materials and
materials with K-edges can be accurately represented in a few dimensions. Then,
we proposed a sinogram decomposition framework which projects the measured sino-
gram into the subspace of our proposed basis transform which results in a linear
reconstruction problem. The resulting projections are then reconstructed to obtain
the decomposed coefficients images. These coefficients are then used in our joint
segmentation and classification algorithm to identify each region in the image. We
evaluated our algorithm for both purposes of explosive detection and material iden-
tification and showed that our algorithm outperform the existing alternatives.
In Chapter 6, we proposed a new algorithm for spectral CT machines, denoted
as JRIDE, which unifies the reconstruction and identification operations. We posed
the inference problem as a joint optimization over attenuation images and the la-
beled image. We offered a tractable optimization approach to solve the minimization
problem effectively. Compared to the exiting joint approaches, our method is faster
and more accurate. Also, we compared the proposed joint method with our method
in Chapter 5 and showed both reconstruction and classification results improve as a
result of combining the reconstruction and identification steps.
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7.1 Future work
We present some ideas for future work in alignment with this dissertation.
• In our JRIDE algorithm we utilized the knowledge of material dictionary and
formulated a MAP reconstruction problem in which the feature values were
regularized using the estimate of material types. However, this formulation
cannot be applied in the absence of exiting material dictionary. In the latter
scenario, different sources of regularization could improve the reconstruction
performance. For instance, knowledge of boundaries and edges could be used
to regularize the reconstructed features. Therefore, the problem of joint re-
construction and identification would reduce to the joint reconstruction and
segmentation.
• An immediate generalization of our algorithms is to solve the reconstruction and
classification problems for three-dimensional CT image. A three-dimensional
image can be considered as a stack of two-dimensional images collected at dif-
ferent depths.
• In our patch-based joint segmentation and classification algorithm, we used
rigid patches with fixed size which improved the classification performance, but
resulted in loss of resolution in boundaries. It would be worth investigating a
scenario in which the patch boundaries are flexible and the size of the patch
is variable. Alternatively, our proposed method could be applied to square
patches with different sizes. For instance, first solve the problem for the biggest
size patch and then recursively reduce the patch size and repeat the labeling
process for the new patch size.
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• Our spectral CT algorithms were tested on the synthesized data. It is worth to
investigate the performance on data collected from a spectral CT scanner.
• Lastly, extensions to 3-D will require algorithms that can perform computations
in real time. This will require the use of special purpose parallel architectures
such as graphical processing units (GPUs). Mapping the different algorithms
for fast execution on GPUs remains a challenge.
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Appendix A
The distance driven method
The distance-driven projector-backprojector method was proposed by De Man et al.,
in (De Man and Basu, 2004) to approximate the continuous Radon transform and its
inverse with discrete matrices efficiently. Assume matrix A is the forward projection
matrix with its (i, j) coefficient as ai,j.
In this method, the coefficients are computed as the row or slab intersection length
combined with the overlap coefficient. The overlap coefficient is computed based on
the length or area of overlap between a voxel (pixel) and a detector cell when they are
mapped onto each other as seen by the source. This is shown schematically in Figure
A·1 in 2D, where the contribution of two pixels to projection line i, pi, is computed
as:
p+i = L1
oi,jµj + oi,j+1µj+1
oi,j + oi,j+1
(A.1)
In other words, we have
ai,j = L1
oi,j
oi,j + oi,j+1
(A.2)
Efficient computation of matrix A coefficients can be achieved by mapping the de-
tector cell boundaries on the x- or y-axis, computing the projection or back-projection
for one row at the time, and looping across all voxels (pixels) and detector cell bound-
aries from left to right.
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Figure A·1: Schematic representation of (a) the 2D distance-driven
method and (b) the 3D distance driven method (De Man and Basu, 2004).
Appendix B
The second order approximation of
Poisson likelihood
For a mono-chromatic X-ray source, the relationship between the expected sinogram,
E[y] and the image vector x is linear, i.e.,
E[y] = Ax, (B.1)
where A is the discrete Radon transform. Assume the initial photon counts per
detector path is denoted by I0 and the received photon counts c at the detectors are
modeled with a Poisson process, then according to Beer’s law, we have
c = Pois
(
I0e
−Ax) , (B.2)
where the exponentiation operation is performed component-wise. Assuming the
measurements across different detectors form an i.i.d. distribution, we have
log(P (c|x)) = log
(∏
i
e−E[ci]E[ci]ci
ci!
)
, (B.3)
where P is the probability function. Denote the log likelihood with L(c|x). Ignoring
the constant term the log likelihood is
L(c|x) = −
∑
i
(E[ci]− ci log(E[ci])) (B.4)
Note that the expected value of ci, is E[ci] = I0e
−Ai,:x, where Ai,: denotes the i-th
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row of the forward projection matrix. Therefore, the maximum likelihood estimation
of L(c|x) reduces to minimizing the following cost function over x:
min
x
∑
i
(
I0e
−Ai,:x − ci log(I0e−Ai,:x)
)
(B.5)
Define `i = Ai,:x, ∀i, therefore equation (B.5) as a function of variables `i, ∀i is
∑
i
(
I0e
−`i − ci log(I0e−`i)
)
(B.6)
Now we apply the second-order Taylor expansion of the term inside the summation
around the point `0i = yi = − log( ciI0 ), which is the measured sinogram. We have∑
i
(
ci − ci(`i − yi) + ci
2
(`i − yi)2 − ci log I0 + ci`i
)
(B.7)
which is equivalent to ∑
i
(ci
2
(`i − yi)2
)
(B.8)
Now, replace `i with Ai,:x and ci = I0e
−yi in (B.8). As a result, the optimization
in (B.5) reduces to the following weighted least squares minimization:
min
x
∑
i
(
e−yi(yi − Ai,:x)2
)
, (B.9)
Appendix C
Lemma 1
Suppose the square matrix W ∈ Rn×n has positive determinant, and let
Q = − log(det(W )) + c‖W‖2F , (C.1)
for some c > 0. Then,
Q ≥ n
2
+
n
2
log(2c)− log( 2κ
1 + κ2
), (C.2)
where κ is the 2-norm condition number of W .
Proof: First, we derive a lower bound on Q. Denoting the singular values of
W by βi, 1 ≤ i ≤ n, we have ‖W‖2F =
∑n
i=1 β
2
i . Also, the log determinant is
log(det(W )) =
∑n
i=1 log(βi). Therefore, Q function can be rewritten in terms of its
singular values as
Q =
n∑
i=1
[
− log(βi) + cβ2i
]
(C.3)
Note that the term inside the sum in (C.3) is strictly convex with respect to βi
and its lower bound can be attained when βi =
√
1
2c
. We have
− log(βi) + cβ2i ≥
1
2
+
1
2
log(2c) (C.4)
Assume the singular values are ordered such that β1 ≥ β2 ≥ . . . , βn. Hence, by
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definition β1 = κβn, where κ is the condition number of W . Therefore, we have
Q =
n−1∑
i=2
[
− log(βi) + cβ2i
]
− log(κβ2n) + cβ2n(1 + κ2) (C.5)
Then, from (C.4) we have
Q ≥ n− 2
2
+
n− 2
2
log(2c)− log(κβ2n) + cβ2n(1 + κ2) (C.6)
Also, note that − log(κβ2n) + cβ2n(1 +κ2) is a strictly convex function in βn and its
minimum is attained at βn =
√
1
c(1+κ2)
. Plugging this value, we get the lower bound
as
− log(κβ2n) + cβ2n(1 + κ2) ≥ 1− log
(
κ
c(1 + κ2)
)
(C.7)
As a result, we conclude
Q ≥ n
2
+
n
2
log(2c)− log( 2κ
1 + κ2
) (C.8)
which clearly indicates that a smaller condition number κ results in a smaller lower
bound.
Appendix D
Proof of convexity of log-sum-exp
Lemma: Assume x ∈ Rn and f(x) is defined as
f(x) = log
(
n∑
k=1
exp(cTk .x)
)
(D.1)
Then, f(x) is convex in x.
Proof: Consider t(k) = cTk .x, for k = 1, . . . , n, and vector z whose components
defined as z(k) = exp(t(k)) for k = 1, . . . , n. Then, it can be shown that the Hessian
matrix of f with respect to x is
∇2f(x) = (c1, c2, . . . , cn)
(
1
1Tz
− 1
(1Tz)2
zzT
)
(c1, c2, . . . , cn)
T (D.2)
Define matrix M as
M , 1
1Tz
− 1
(1Tz)2
zzT (D.3)
To show that ∇2f(x)  0, it is enough to show M  0. Therefore, we must verify
that for any v ∈ Rn, we have vTMv ≥ 0. We have
vTMv =
(
∑
k v(k)
2z(k))(
∑
k z(k))− (
∑
k v(k)z(k))
2
(
∑
k z(k))
2
(D.4)
By Cauchy-Schwarz inequality we have
(
∑
k
v(k)2z(k))(
∑
k
z(k)) ≥ (
∑
k
v(k)z(k))2 (D.5)
198
199
Hence equation (D.4) is non-negative. Thus the proof of convexity of f(x) is
established.
Appendix E
Siemens X-ray source’s spectrum weights
Table E.1 displays the spectrum weights of the Siemens X-ray CT scanner used in
our experiments which operates at 130 Kvp voltage tube.
Note that the displayed weights are not normalized and reflects the actual number
of photon counts emitted by the source at energy levels between 10− 130 KeV. The
spectrum is sampled at every 1 KeV.
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Energy (Kev) Photon counts Energy (Kev) Photon counts Energy (Kev) Photon counts
10 0.0000 60 518352.2649 109 47509.6333
11 0.0000 61 286450.4887 110 45483.3321
13 0.0000 62 255220.7140 111 43638.3543
14 0.0000 63 223791.2966 112 43100.9157
15 0.0000 64 216903.1874 113 42672.6763
16 0.0000 65 209589.2674 114 40227.9166
17 0.0000 66 289121.3975 115 37617.9305
18 0.0000 67 368834.8415 116 36441.3891
19 49.5290 68 303482.3136 117 35213.1013
20 343.7761 69 237001.1461 118 33840.7760
21 1277.5888 70 190745.8777 119 32297.9281
22 2523.9905 71 144250.6189 120 29545.7401
23 4404.4796 72 138702.8498 121 26460.0443
24 9635.9806 73 132817.4983 122 25533.4808
25 16583.3771 74 131942.2732 123 24046.6603
26 32300.5773 75 131444.1531 124 23612.5105
27 50998.3049 76 128460.1192 125 23219.3110
28 67215.0090 77 125098.1644 126 20662.0934
29 85886.0499 78 122516.0911 127 18097.1938
30 103918.6023 79 118618.5334 128 1411.5433
31 123763.3266 80 118129.9856 129 16352.9387
32 149946.0992 81 116114.6892 130 358.9213
33 177929.6405 82 110024.9990
34 201599.3856 83 104618.0063
35 224673.4471 84 102187.7047
36 243997.2354 85 99783.9001
37 263441.2228 86 97643.9172
38 279743.6935 87 95489.2674
39 296471.9749 88 92626.6565
40 308406.4791 89 89756.1051
41 320917.5222 90 88569.5763
42 329056.5384 91 87430.5296
43 337289.2853 92 85283.6212
44 342659.6015 93 83304.3846
45 347304.6240 94 80746.7591
46 348575.9089 95 78178.7407
47 349533.4424 96 75013.7912
48 349176.9241 97 71816.0454
49 348669.6396 98 70991.3477
50 345556.6405 99 70154.8340
51 342633.1141 100 66820.3817
52 339118.7804 101 63529.1282
53 335777.6019 102 63323.3569
54 333167.8268 103 63285.0583
55 330152.6189 104 59823.0734
56 325183.6372 105 56351.7202
57 320188.1680 106 53867.6373
58 314691.5429 107 51447.1214
59 309060.4503 108 49541.2282
Table E.1: The spectrum weights of the Siemens X-ray source scanner
with voltage tube 130 Kvp.
Appendix F
Chapter 5 material classification dataset
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ANFO Calcium oxide
Baratol Black powder
Boracitol CEF
DOP EDNP
Lead azide Lead styphnate
LX-08-0 LX-17-0
NM Sylgard 182
Fiberglass Lithium fluoride
Calcium carbonate Talc
Sodium hypochlorite B4C
BeO Cr2O3
CsI GaAs
MgO MoSi2
TiN Sapphire
Parylene-C Fluorite
NiO SiC
Rutile Helium
Nickel Beryllium
Aluminium B-100 BONE-EQUIVALENT PLASTIC
BONE, CORTICAL (ICRU-44) CADMIUM TELLURIDE
CALCIUM SULFATE CONCRETE, BARITE (TYPE BA)
GADOLINIUM OXYSULFIDE GLASS, LEAD
LITHIUM TETRABORATE MERCURIC IODIDE
PHOTOGRAPHIC EMULSION (KODAK TYPE AA) POLYVINYL CHLORIDE
Potassium Dichromate Silver Nitrate
Baronal Mercury Fulminate
Silver azide SODIUM IODIDE
Aluminium sulfate Calcium chloride
Water Hydrochloric acid
Iodine Iron
Kerosene Lead
Magnesium hydroxide Mercury
Silver Tungsten (wolfram)
TNT
Table F.1: 67 material classes used in material classification experi-
ments in Chapter 5.
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