This letter proposes a nonlinear DCT discriminant feature extraction approach for face recognition. The proposed approach first selects appropriate DCT frequency bands according to their levels of nonlinear discrimination. Then, this approach extracts nonlinear discriminant features from the selected DCT bands by presenting a new kernel discriminant method, i.e. the improved kernel discriminative common vector (KDCV) method. Experiments on the public FERET database show that this new approach is more effective than several related methods. key words: DCT frequency bands selection, the improved KDCV, nonlinear DCT feature extraction, face recognition
Introduction
Discrete cosine transform (DCT) is a widely used image processing technique [1] , and discriminant analysis is an effective image feature extraction and recognition technique [2] . To date, many linear discriminant methods have been put forward, such as linear discriminant analysis (LDA) [3] , direct LDA (DLDA) [4] , and discriminative common vector (DCV) [5] . In our previous work, we combined the DCT and linear discriminant techniques and presented a DCT-LDA face recognition method which outperforms some conventional linear discriminant methods [6] . As an extension of linear discriminant technique, the kernel-based nonlinear discriminant analysis technique has now been widely applied to the field of pattern recognition. Baudat et al. developed a commonly used generalized discriminant analysis (GDA) method for nonlinear discrimination [7] . Jing et al. put forward a kernel DCV (KDCV) method [8] . Shen et al. combined Gabor wavelets and GDA for face identification and verification [9] . In this paper, we develop DCT-LDA and propose a nonlinear DCT discriminant feature extraction approach for face recognition. First, we provide the representation of DCT frequency bands and select appropriate bands. Second, we extract the nonlinear discriminant features from the selected bands by presenting a new kernel discriminant method, that is, the improved KDCV method which takes advantages of both 
Recognition Approach
Suppose that each gray image sample in the sample set X is sized C × D where C ≥ D. We perform the two-dimensional DCT on each image and obtain its transformed image [1] . Figure 1 shows the face demonstration images of DCT transform: (a) an original image; (b) its DCT transformed image and frequency bands representation. According to Fig. 1 (b) , most information or energy of face image is concentrated in the left-up corner, that is, in the low frequency bands. We use a half square ring to express the k th frequency band [6] , where 1 ≤ k ≤ C. If we select the k th band, then we keep the corresponding frequency band values of DCT transformed image, otherwise we set the band values to change to zero.
The nonlinear discriminant analysis technique generally uses the kernel-based method to realize a conceptual nonlinear transformation from an input feature space into a high-dimensional space. With respect to a given nonlinear mapping function Φ, the input data space R n can be mapped into the kernel space F: 
The optimal discriminant vector ϕ can be expressed by a linear combination of the observations in F,
T . We thus obtain [7] :
where
matrix, the elements of which are equal to 1 / l i . Let
the nonlinear discriminant capability of the band can be calculated by:
where tr () indicates the trace of matrix, S B and S W separately represent the corresponding between-class scatter matrix and the within-class scatter matrix in the kernel space [8] . In the experiments, we calculate the nonlinear discriminant capabilities of all frequency bands, and then we rank them in a descending order and select a part of bands with the largest discriminant capabilities. Next, we present an improved KDCV method to extract nonlinear discriminant features from the selected DCT bands as follows:
Step1. Compute the common vectors and different vectors:
The principle of KDCV is to acquire the nonlinear projection transform in the null space of S W :
where S Φ com is the common vector scatter matrix, S W is an M × M symmetric matrix, and M is the total number of training samples. Let V be the non-null space of S W , and V ⊥ be the null space of S W . For any sample Φ x i m of sample set X in the kernel space, we have [8] :
where 
W di f is composed of the eigenvectors corresponding to the nonzero eigenvalues of S
We obtain the following kernel discriminative different vectors:
where the feature dimension of y i m di f is c − 1. Step3. Construct the synthesized optimal projection transform W for the improved KDCV: W is constructed by serially combining W com and W di f :
The whole recognition procedure of proposed approach is implemented as follows:
(i) Perform DCT on each image sample of X. Select appropriate DCT frequency bands for the transformed images and express the selected bands in the form of feature vector. We thus obtain a one-dimensional sample set X . (ii) Use the improved KDCV to compute the optimal projection transform W in the kernel space. We acquire the kernel discriminative common vector y com and kernel discriminative different vector y di f :
Normalize y com and y di f as
where represents the 2-norm of vector. We obtain a new sample set Y corresponding to X ; (iii) Take the nearest neighbor classifier with the cosine distance measure to classify Y. The distance d () between two arbitrary samples, y 1 and y 2 , is defined by
Experimental Results
We use a public large face image database, the FERET database [11] , as the test data. In the experiment it contains 600 frontal facial images corresponding to 200 individuals with each person contributing 3 images. The images in this database were captured under various illuminations and facial expressions. Each image is 384 × 256 with 256 gray levels. Since many images in this database include the background and the body chest region, we adopt the FERET protocol preprocessing software to automatically crop every image sample. That is, the facial region of each image is cropped off by using the centers of eyes and mouth, and the cropped images are resized to 128 × 128. Figure 2 shows the demonstration face images of five subjects. In the test, two images of each subject are randomly chosen for training, and the remaining one is used for testing. We perform the two-dimensional DCT on the images. Figure 3 shows the nonlinear discriminability values of all DCT bands by using Formula (6).
According to the nonlinear discriminability values shown in Fig. 3 , we rank all frequency bands in a descending order and in turn choose a part of them with the largest nonlinear discriminability values. Figure 4 shows the recognition rates of the selected DCT frequency bands. While using the selected bands from No. 1 to No. 23, we get the highest recognition rate of 99%.
We compare the proposed approach with five representative discriminant methods which include the DCT-LDA method [6] , the generalized discriminant analysis (GDA) method [7] , the DCT-GDA method, the DCT-KDCV method, and the Gabor-GDA method [9] . DCT-GDA and DCT-KDCV take the same method of selecting frequency bands as the proposed approach. In the test, the numbers of selected frequency bands are 22, 25, and 21 for DCT-LDA, DCT-GDA, and DCT-KDCV, respectively. All compared methods use the same classifier, i.e. the nearest neighbor classifier. Table 1 shows the recognition rates of all compared methods. The proposed approach performs better than other methods. From Table 1 , the proposed approach improves the recognition rates at least by 1.5% (= 
Conclusions
The proposed nonlinear DCT discriminant approach is obviously superior to DCT-LDA, and it can extract more effective nonlinear discriminant features than the two representative methods of GDA and KDCV. And it outperforms the Gabor-GDA method. By selecting the DCT frequency bands, our approach also improves the computing speed of nonlinear discriminant methods.
