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The effects of competing orders, such as super-
conductivity and ferromagnetism, on a Fermi liq-
uid are well established. A comprehensive under-
standing of such a competition in a metal whose
Fermi surface has a non-trivial topology is yet to
be achieved. Here, we address this question in a
prototypical system: the 2D Rashba semimetal1.
We show that dominant superconductivity inter-
plays with Rashba spin orbit interactions (SOI)
in forming a novel intrinsic anomalous Hall effect
(AHE) with gapless edge states of Bogoliubov-de
Gennes (BdG) quasiparticles. As in the case of
itinerant ferromagnets2, the intrinsic AHE arises
from Berry curvature effects in the band struc-
ture. This phenomenon is robust even as sub-
dominant ferromagnetism dramatically changes
the nature of pairing symmetry3,4. An emer-
gent spin Hall phase involving a change in Fermi-
surface topology is found to accompany this Lif-
shitz quantum phase transition. We demonstrate
the coexistence of the original and novel AHE
in the presence of weak disorder. We offer a
comparison of our results with experiments on
the two dimensional electron gas at oxide hetero-
interfaces5,6 as well as make some testable predic-
tions.
AHE has been observed in wide variety of materials2
such as complex oxide ferromagnets7–10, ferromagnetic
semiconductors11, spinels12,13, Heusler alloys14,15, lay-
ered dichalcogenides16 etc. The intrinsic mechanism for
the AHE originates due to spin-orbit interaction (SOI) in
parity-broken itinerant ferromagnets and is understood
in terms of the Karplus-Luttinger semi-classical theory17.
More recently, the intrinsic AHE has been explained as
a topological mechanism: electrons at the Fermi surface
can acquire a Berry phase from the existence of magnetic
monopoles in momentum space arising from a non-trivial
topology of electronic bands11,18,19. There are extrinsic
contributions to the anomalous Hall conductivity (AHC),
such as side-jump20 or skew-scattering from impurities21,
which sometimes dominate over the intrinsic process22.
A particularly simple model for the intrinsic AHE
is the two-dimensional ferromagnetic Rashba model23.
Here also, the AHE appears due to a Berry phase picked
up at the avoided band-crossing induced by Rashba SOI
(see Fig.(1(a) and (b))). The AHC σxy takes a finite
value and is proportional to the Berry phase (in units
of e2/h) when there is a gap at the Fermi level at the
avoided band-crossing point24. However, an additional
singlet superconducting pairing gap at the Fermi level
will suppress the magnetization induced gap responsible
for stabilizing the AHE. This leads us to expect a clear
suppression of the intrinsic AHE by the singlet supercon-
ductivity.
In this paper, we study the intrinsic AHE of BdG
quasiparticles in two-dimensional s-wave superconduc-
tors with Rashba SOI and ferromagnetism based on a
self-consistent mean-field solution of the pairing gap. The
system is modeled by the following Hamiltonian
H =
∑
k,σ
kc
†
kσckσ + α
∑
k,σ,σ′
(gk · σ)σσ′c†kσckσ′
−mz
∑
k,σ,σ′
σzσσ′c
†
kσckσ′ +
∑
k
(∆c†k↑c
†
−k↓ + h.c.)
(1)
where k = −2t(cos kx+cos ky)−µ represents the disper-
sion of electrons, t the hopping parameter, µ the chemi-
cal potential, mz the magnetization perpendicular to the
two-dimensional plane, α the strength of Rashba SOI and
gk = (sin ky,− sin kx). ∆ = − < ck↑c−k↓ > is the su-
perconducting pairing gap.
We briefly recall that for the case of a vanishing mag-
netization and s-wave superconductivity, the Rashba SOI
leads to a cusp-like feature at the (kx = ±pi, ky = ±pi)
points in the electronic bands; the emergent electronic ex-
citations around this cusp correspond to massless Dirac
fermions1 with a Berry phase γ = pi (see Fig. 1(a)). This
gives rise to two edge currents in the system with oppo-
site helicities, in turn giving a universal negative value
of the intrinsic spin Hall conductivity (SHC) while the
intrinsic AHC vanishes due to an exact cancellation. A
finite superconducting order parameter will open a gap
in the quasi-particle spectrum at the Fermi surface, lead-
ing to an avoided band-crossing at the cusp. This gives
mass to the Dirac fermions, leading to a Berry phase
for the BdG quasiparticles γ < pi (see Fig. 1(b)). It
is expected that this Berry-phase contribution to the
SHC remains finite in the presence of a superconduct-
ing order parameter25–27. The intra-band and inter-
band pairing amplitudes in the two Rashba-split bands
±(k) = k ± ξ, where ξ = (α2|gk|2 +m2z)1/2 are respec-
tively ∆± = (−α|∆|/(2ξ))(sin ky ± i sin kx) (px ± ipy-
wave) and ∆s = mz|∆|/ξ (s-wave) (see supplementary
information section A). As shown in Fig. 1(c), a stereo-
graphic projection of the energy contours on the (kx, ky)
plane onto a sphere show that a finite superconducting
order parameter turns the sphere into a ring torus.
Any finite magnetization in the system causes an im-
balance in the spin populations of the BdG quasiparticles
by introducing a Zeeman splitting between the helicity
bands. Increasing the magnetization from zero also leads
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FIG. 1. (Color online) The band structure for the 2D Rashba semimetal. (a) A cusp-like feature connects the two
bands + and −, with a Dirac-like dispersion of the electrons. The blue circle displays a non-contractible loop around the
Dirac point, with a non-trivial topology of the Fermi surface characterized by a Berry phase γ = pi (for the lower band). (b)
The opening of a gap leads to a mass for the Dirac-like electronic excitations. The gap can arise due to a finite superconducting
order parameter or magnetization. The black, dashed Dirac cone connecting the upper and lower bands signifies the gapless
edge-states present in any finite system. These edge states are again surrounded by a non-contractible loop leading to a Berry
phase γ < pi, and make the system a Anomalous Hall insulator with topological properties. (c) A stereographic projection of
the energy contours on the (kx, ky) plane onto a sphere touching the plane at its south pole. The black dashed line projects
the Fermi energy onto a latitude near the North pole, while states with energies in the interval E to E + δE (red band) are
projected onto the northern hemisphere as shown. A finite superconducting order parameter connects the upper boundary with
the south pole, making it topologically equivalent to a ring torus.
to a gradual closing of the avoided band-crossing at the
(kx = 0, ky = ±pi) and (kx = ±pi, ky = 0) points near
the Fermi level. This gives, in turn, an increase in the
Berry curvature and thence the AHC from the neigh-
bourhood of these four points in k-space. This can be
seen by writing the Hamiltonian (1) in the Nambu-spin
basis Ψ = [ψk, ψ
†
−k], where ψk = [ck↑, ck↓], as
H(k) =
(
k −mzσz + αgk · σ i∆σy
−i∆σy −k +mzσz + αgk · σ∗
)
(2)
From this, we obtain the quasi-particle spectrum
E(k)± = ±(2k + ξ2 + ∆2 ± 2
√
∆2m2z + 
2
kξ
2)1/2 , (3)
The quasi-particle spectrum for various values of the
magnetization mz is shown in Fig. 2.
When the chemical potential µ is inside the gap in-
duced by the avoided band-crossing, the Berry curvature
Ω and Berry phase γ picked up due to the lower band
(with px + ipy-wave pairing) is given by (see supplemen-
tary information section B for details)
Ω =
m2zα
2|∆|2+ cos kx cos ky
8ξ4(2+ + ∆+∆−)3/2
, γ =
1
2pi
∫∫
B.Z.
d2~k Ω(~k) ,(4)
The AHC is obtained as σxy = e
2
2hγ
24,28. The Berry phase
contribution from the other BdG bands (whose pairing
is px − ipy-wave) is suppressed by the magnetization in-
duced energy separation between the BdG bands of op-
posite helicity. In Fig. 3, the pairing amplitude ∆+ and
the Berry curvature Ω are shown in the first Brillouin
zone (BZ) for various magnetization mz. ∆+ has nodal
structure due to the Rashba SOI, while Ω shows finite
value near the Fermi level. Further, the change in the
topology of the band structure in the neighbourhood of
the (kx = ±pi, ky = 0) points is shown in the lower panel
of Fig. 2: the effects of the competition between gaps in-
duced by ∆ and mz are seen to change the topology of
the BdG bands nearest to the superconducting gap via
a Lifshitz transition8. A similar change happens at the
(kx = 0, ky = ±pi) points as well.
We stress that the AHE under consideration here is
different from that obtained in the ferromagnetic Rashba
model23: the gap at the Fermi level in the latter is opened
by Zeeman splitting whereas in the former, the pairing
gap serves the same purpose. Precisely at a critical value
of the magnetization given by m∗z =
√
∆2 + µ2, where
∆ is the superconducting order parameter and µ the
chemical potential, we find massless Dirac fermions at
the (kx = ±pi, ky = 0) and (kx = 0, ky = ±pi) points
associated with an emergent SHE of the BdG quasipar-
ticles. This can be seen in Fig. 2 with m∗z(µ = 0) = ∆,
as well as from the effective low-energy Hamiltonian in
the neighbourhood ofm∗z (see supplementary information
section C for details)
H+(k) = (v sin ky)σx + (v sin kx)σy + (m
∗
z −mz)σz (5)
where the effective velocity of the emergent Dirac quasi-
particles is given by v = α (1 − µ2m∗2z )
1/2. The mass of
these quasiparticles is clearly seen to vanish at mz = m∗z.
It is important to note that this effective low-energy
subspace is formed out of two admixtures involving all
four quasiparticle bands. The anomalous Hall and spin
Hall conductivities computed for this system with a fixed
∆ = 0.1, µ = 0 and with varyingmz is shown in Fig. 4(a).
A finite SHC appearing sharply at the critical magnetisa-
tion m∗z coincides with a vanishing AHC. This discontin-
uous behaviour of the AHC is a signature of a phase tran-
sition. The small value of the AHC for mz < m∗z arises
from the dominance of the s-wave superconductivity over
ferromagnetism, while the sharp rise of the AHC in the
regime mz > m∗z signals the advent of a new SC order
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FIG. 2. (Color online) The Bogoliubov- de Gennes (BdG) quasi-particle spectrum. E(k) as a function of kx and
with a fixed ky = 0 for various values of the magnetization mz with constant parameters µ = 0, ∆ = 0.3, α = 1.0 and t = 1.
The avoided level-crossings near (kx = ±pi, ky = 0) points at the Fermi-level give rise to finite Berry-phase γ leading to an
AHE in the quasi-particle bands. Furthermore, as mz increases, the quasi-particle excitation gap reduces and becomes zero at
m∗z = ∆ = 0.3 at (kx = ±pi, ky = 0) in column (c). With further increase of mz, a new excitation gap, proportional to Rashba
SOI, opens up (column (d)) and the system undergoes a transition from topologically trivial to non-trivial superconductor.
Figures in lower panel describe the topology of the two BdG bands nearest the superconducting gap in the neighbourhood of
the (kx = ±pi, ky = 0)-points through the stereographic projection method described in Fig(1(c)). (a) As shown in Fig(1(c)), a
finite superconducting order parameter turns the sphere into a ring torus by connecting its upper and lower boundaries. The
effects of a competing incipient uniform magnetization can then be studied by considering its effects on the equatorial plane.
(b) A finite magnetization gradually closes the gap defining the ring torus by uniformly pinching it on the equatorial plane. For
a sub-dominant magnetization mz < m∗z, the inner hole of the ring torus is still dependent on the SC order parameter. (c ) At
mz = m
∗
z, the inner hole due to the superconductivity closes and the resulting topology is that of a Horn Torus which is pinched
from two orthogonal directions. This change in the topology of the torus signals the quantum phase transition discussed above,
coinciding with the emergent spin Hall phase. (d) For mz > m∗z, the topology is once again that of a ring torus, but whose
inner hole is now dependent on the magnetization.
parameter discussed below. As shown in the mean-field
phase diagram Fig. 4(b), the emergent SHE is concomi-
tant with a quantum phase transition from normal super-
conductivity to topological superconductivity due to the
dramatic change in pairing symmetry in the presence of
Rashba SOI3,4. This is understood by noting that, upon
tuning the magnetization in the regime 0 < mz < m∗z,
one of the helicity-bands is pushed away from the super-
conducting gap edge, and the inter-band s-wave pairing
is thus strongly suppressed. For mz > m∗z, this leads
the system into a phase taken to be a canonical exam-
ple of topological superconductivity: a superconducting
state with spinless px+ ipy-wave pairing belonging to the
effective low-energy Hamiltonian
H+(k) =
(
+ ∆+
∆∗+ −+
)
. (6)
Thus, beyond m∗z, the quasi-particle gap is opened in-
stead by the magnetization and Rashba SOI30, leading
to an intrinsic AHE which coexists with topological su-
perconductivity. In this way, we find that the interven-
ing SHE at the quantum critical point is correlated with
the change in the momentum-space topology of the BdG
quasiparticles shown in the lower panel of Fig. 2.
As tuning mz through m∗z leads to a crossing of bands
at four points in momentum space ((kx, ky) = (±pi, 0)
and (0,±pi)), we can expect that the transition is first
order in nature. As discussed by Volovik1, the topolog-
ical nature of this Lifshitz transition is further revealed
by computing the Chern invariant N˜3 related to the mo-
mentum space topology of the low-energy effective Dirac
Hamiltonian, eq.(5) (see supplementary information sec-
tion C for details). We find that N˜3 changes from − 12
to 12 as mz is tuned through m
∗
z from below, with the
massless Dirac point at mz = m∗z possessing a Chern
invariant N3 = N˜3(mz > m∗z) − N˜3(mz < m∗z) = 11.
This corresponds to a singularity associated with a Dirac
monopole in momentum space. Scattering an electron
4FIG. 3. (Color online) Momentum-space plots of |∆+|
and Ω. The superconducting pairing amplitude |∆+| (left
column) and the Berry curvature Ω (right column) for mz =
0.2 in (a)-(b), mz = 0.5 in (c)-(d) and mz = 0.8 in (e)-(f).
Other parameters: µ = 0, ∆ = 0.5, α = 1.0 and t = 1. ∆+
has the nodal structure as the Rashba SOI. Ω takes finite
values only at the avoided level-crossing at Fermi level in the
quasi-particle spectrum. This is observed, for instance, at
(kx = 0, ky = ±pi) and (kx = ±pi, ky = 0) in (d).
from just below one of the Dirac points to just above
the other can be described by a Berry phase-carrying
instanton tunneling event that interpolates between the
ground state of the system and an excited state that lies
vanishingly close. The geometric phase associated with
the massless Dirac electron observed at mz = m∗z is pi,
while that with the instantons that tunnel between the
ground state and the nearby excited state is pi/2. As the
Brillouin zone (i.e., the configuration space) connecting
these two states is multiply connected, a destructive in-
terference mechanism causes the tunnel splitting related
to these instantons to vanish. This stabilizes the spin Hall
ground state against the scattering of electrons between
the Dirac cones. The spin Hall critical point is instead
destabilised when the emergent time-reversal symmetry
of the Dirac electrons is explicitly broken for mz 6= m∗z;
this spoils the interference mechanism acting on the in-
stantons, and generates a gap in the spectrum through
a first order transition. The role played by topological
excitations makes clear that this phase transition falls
outside the Ginzburg-Landau-Wilson (GLW) paradigm.
A field-theoretic description of this transition, the renor-
malisation group (RG) scaling relations and the T = 0
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FIG. 4. (Color online) Hall conductances and Phase dia-
gram. (a) The variation of the anomalous Hall conductivity
σAHExy and the spin-Hall conductivity σSHExy with magneti-
zation mz for ∆ = 0.1 and µ = 0. σSHExy shows a delta-
function like peak only at mz = m∗z. (b) Phase diagram
showing the appearance of different Hall phases and the su-
perconductivity. It is evident that the emergent SHE will
appear only at mz = 0 and along the critical points defined
by µ =
√
mz2 −∆2 line. On both the topologically trivial
(yellow region) and non-trivial (green region) superconduct-
ing phases, the novel AHE is present.
RG phase diagram are presented in the supplementary
materials section D.
While the results presented above are robust for the
case of a proximity-effect induced singlet superconduct-
ing pairing, we employ a self-consistent BdG formal-
ism (see supplementary information section E) for the
case when the pairing originates from an intrinsic super-
conducting instability of the 2D electronic system. In
Fig. 5(a), (c) and (e) the variations of |∆+|, |σxy| and
|σ2DEGxy | (anomalous Hall conductivity for a ferromag-
netic 2DEG with Rashba SOI) with various mz and α
are shown. Interestingly, both |∆+| and |σxy| reveal non-
monotonic behaviour with respect to increasing Rashba
SOI strength α. This is due to the enhanced rate of
spin-precession due to an increased α acts as a dephas-
ing mechanism for superconductivity, thus reducing the
superconducting pairing amplitude ∆. Also, this non-
monotonic behaviour is the striking difference from the
AHE in Ferromagnetic-2DEG with Rashba SOI (shown
in Fig. 5(e)). A point-contact Andreev-tunneling spec-
troscopy can be used to probe this new type of AHE
in Rashba-coupled superconductor. On the other hand,
both |∆+| and |σxy| are seen to decrease with increas-
ing mz as in FIG. 5(b) and (d). This is due to the fact
that both the quantities depend explicitly on the pairing
gap ∆, and a self-consistent treatment of ∆ reveals that
5FIG. 5. (Color online) Dependence of Pairing amplitude and Hall conductances on other parameters. Figures (a)-
(f) shows the variation of the pairing amplitude |∆+| and AHC |σxy| and |σxy|2DEG (in units of e2/(2h)) with magnetization
mz and Rashba SOI α with µ = 0, U = 2.0 and t = 1. The non-monotonic feature of |σxy| (Fig. (c)) distinguishes the novel
AHE from the conventional AHE observed in ferromagnetic Rashba model without superconductivity. On the other hand,
both |∆+| and AHC |σxy| decays monotonically due to the explicit dependence in ∆ which reduces with increasing mz in the
self-consistent calculation. Please note that, in Fig.(d), |σxy| is valid except at mz = 0 where the time-reversal symmetry is
intact and we get an emergent SHE. Figures (g) and (h) are the plots of the pairing amplitude |∆+| and AHC |σxy| (in units
of e2/(2h)) in the µ− α-plane for constant U = 2.0, mz = 0.5 and t = 1. This shows that although superconductivity can be
in a large filling-range, the AHE appears only within a narrow window of filling.
it decreases with an increasing mz due to pair-breaking
processes. The anomalous hall conductivity |σ2DEGxy | de-
creases very slowly with mz (shown in Fig. 5(f)) because
with the increase of the gap at Fermi level, the Berry cur-
vature reduces at very slow rate. The variations of the
pairing gap ∆+ and AHC σxy with the chemical poten-
tial µ are shown in Fig. 5(g)-(h). The pairing exists over
a large filling range but the AHC is peaked only near the
avoided level-crossings.
The nature of the variation of |∆+| with respect
to the Rashba SOI (α) can shed light on the non-
monotonic behaviour of superconductivity observed at
LaAlO3/SrTiO3 interface5,6. In this Oxide interface,
superconductivity (Tc ' 200 mK) is observed at very
low-filling and the phase diagram is traced by varying
the gate-voltage (Vg) which controls both the electron-
concentration (n2D) and the Rashba spin-orbit splitting
(∆so). With increasing n2D, the Curie temperature (Tc)
should reveal a dome-shaped superconducting phase in
the n2D − Tc-space. However, the enhanced ∆so serves
as a pair-breaking agent and suppresses the superconduc-
tivity. With increasing Vg, both n2D and ∆so increase
and the resulting competition between these two oppos-
ing effects leads to a non-monotonic behaviour.
Scattering from disorder, i.e, impurities which can
be scalar potentials or even magnetic in nature, is a
prominent feature of quantum transport. For instance,
while a Bardeen-Cooper-Schrieffer (BCS) superconduc-
tor is robust against weak non-magnetic disorder 32,
sufficiently strong disorder can drive the system to a
non-superconducting state33. It is, therefore, interest-
ing to analyse the nature of the AHE and its coexis-
tence with the topological superconductivity in the dis-
ordered situation. The topological superconductivity is
Rashba SOI-generated and non-local. Disorder can give
rise to additional contributions to the AHC from side-
jump and skew-scattering mechanisms2. However, it can-
not degrade the contribution from the intrinsic Berry
phase mechanism described above. This is because the
Chern invariant N˜3 is a topological property of a two-
dimensional electronic system with broken time-reversal
symmetry which was shown to be robust against elec-
tronic correlations and disorder scattering34. We choose,
therefore, to focus instead on the effects of disorder on
the competing orders and the associated phase transition
discussed above.
We introduce non-magnetic disorder as a local shift in
the chemical potential Hnon−mag =
∑
iσ Vdc
†
iσciσ, where
Vd is the random disorder potential which varies within
[−W , W ], W being the maximum strength of the disor-
der. FIG. 6 (a) - (c) represents the real-space profile
of the pairing gap ∆(ri) and the magnetization m(ri)
calculated via a self-consistent BdG formalism (see sup-
plementary information section F). In the strongly disor-
dered system, these two competing orders stay apart in
spatially excluded regions35. It is, therefore, inferred that
the AHE observed in ferromagnetic Rashba model resides
in the ferromagnetic regions while the novel AHE exists
in the superconducting islands. In this way, disorder en-
ables the mesoscale phase coexistence36 of the two types
6FIG. 6. (Color online) Real-space effects of disorder. The spatial distribution of the local pairing amplitude |∆(ri)| (top
row) and magnetization (middle row) in 31×31 square lattice in the presence of disorder. The lowest row shows the spatial
profile of the dominating order; red and blue colours represent regions of superconductivity and ferromagnetism. (a) - (c) The
columns are for non-magnetic disorder strength W = 0, t , 2t and 3t (from left to right). The parameters used are U = −1,
mz = 0.5 and α = 0.8. (d) - (f) The columns are for different number of magnetic impurities Nd = 4, 8 and 12 (from left to
right). The parameters used are U = −1, JH = 1 and α = 0.8.
of AHE. Thus, the sharp phase boundary in the phase
diagram Fig. 4(b) should be replaced with a phase sepa-
ration region, with the transition belonging to the class of
problems involving quantum percolation. The presence
of massless Dirac electrons carrying pi Berry phase was
observed recently by Fernandes and Schmalian to be cru-
cial for the appearance of complex critical exponents in
the percolation transition in the 2D disordered Josephson
junction array37; clearly, such a transition falls outside
the GLW paradigm. The same can be expected for the
transition in the present problem with disorder. Further,
when the Rashba SOI and Zeeman field is large enough to
convert the ordinary superconductivity into a topological
one, the resulting topological superconductivity will be
increasingly vulnerable to non-magnetic impurity scat-
tering due to explicitly broken time-reversal symmetry38.
Magnetic impurities, on the other hand, have detrimen-
tal effects on s-wave superconductors. At the mean-field
level, the magnetic impurities can be described by the
Hamiltonian Hˆmag = −JH/2
∑
j,σ,σ′ σ
z
σσ′c
†
jσcjσ′ , where
j runs over Nd number of impurity sites, randomly lo-
cated in the two-dimensional space (see supplementary
information section G). As shown in FIG. 6 (d) - (f), su-
perconductivity is totally destroyed at the impurity sites
and we again have the spatial separation of supercon-
ductivity and ferromagnetism. As in the case of non-
magnetic disorder, here also the two types of AHE coex-
ist: the conventional AHE resides at the impurity sites
and the novel AHE at the superconducting regions.
To summarize, we have proposed a novel AHE of BdG
quasiparticles which arises from an interplay of singlet su-
perconducting pairing and a finite perpendicular magne-
tization in presence of Rashba SOI. At a critical magneti-
zation, an emergent spin Hall phase is found to coincide
with a transition from normal to topological supercon-
ductivity. The quantum phase transition is shown to be
driven by instanton excitations that change the topolog-
ical nature of the ground state. At yet larger magne-
tization, the topological superconductivity coexists with
the AHE. For the case when superconductivity is sup-
pressed completely by magnetization, we expect a first
order phase transition into an emergent intrinsic AHE
phase of the ferromagnetic 2DEG Rashba model. We
observed non-monotonic behaviour of the AHC with re-
spect to the Rashba SOI strength due to the fact that
at very large SOI, the enhanced spin-precession is pair-
breaking for superconductivity. In this connection, we
explain the non-monotonic feature of superconductivity
observed at LaAlO3/SrTiO3 interface when gate-voltage
is tuned. The non-monotonic dependence of the AHC
on Rashba SOI in the presence of a superconducting or-
der parameter can be easily distinguished from that ob-
tained in its absence. The coexistence of superconduc-
tivity and the AHE is also expected to lead to a subtle
interplay between Andreev reflection and Hall conduc-
tivity of edge-state BdG quasiparticles in several of these
phases. Additionally, we have studied the effects of disor-
der in this model-system and found that both magnetic
and non-magnetic disorder result in a coexistence of the
novel AHE with the conventional AHE observed in ferro-
magnetic Rashba model. The scenario presented here can
likely also be observed in thin film superconductors with
7broken time-reversal or centro-inversion symmetries.
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1Supplementary Informations
A. Pairing symmetry in Rashba-split bands
The energy bands (consider Hamiltonian (1), in main
text, without superconductivity) created by the Rashba
SOI and magnetization are given by ±(k) = k±ξ, where
ξ = (α2|gk|2 +m2z)1/2 and the corresponding eigenstates
[ck,+, ck,−] are obtained by the following transformation(
ck↑
ck↓
)
=
1√
2
(
a1 b1e
iφ
a2e
−iφ b2
)(
ck,+
ck,−
)
(S1)
where φ = tan−1(sin kx/ sin ky), a1a2 = b1b2 =
−α|gk|/(2ξ) and a1b2 − b1a2 = mz/ξ. When written
in the quasi-particle basis [ck,+, ck,−], Hamiltonian (1),
in main text, reduces to
H =
∑
k
[+(k)c
†
k,+ck,+ + −(k)c
†
k,−ck,−
+ ∆±c
†
k,±c
†
−k,± + ∆sc
†
k,+c
†
−k,− + h.c.]
(S2)
where ∆± = (−α|∆|/(2ξ))(sin ky ± i sin kx) and ∆s =
mz|∆|/ξ are, respectively, the intra-band and inter-band
pairing amplitudes. Evidently, ∆± has chiral p-wave
pairing symmetry whereas ∆s is of s-wave symmetry.
B. Calculation of Berry curvature of
Bogoliubov-de Gennes bands
Any 2x2 traceless Hamiltonian can be written as
H =
(
f3 f1 − if2
f1 + if2 −f3
)
=
∑
i=1,2,3
fiσi , (S3)
where the σi are the three Pauli matrices. Now, the
relation for the Berry curvature Ω can be written in the
following form
Ω = −=〈+|∇kH|−〉 × 〈−|∇kH|+〉
4E2
, (S4)
where E is the modulus of the eigenvalue of the Hamilto-
nian and |±〉 are the normalized eigenstates. In our case,
E =
√
f21 + f
2
2 + f
2
3 , ∇kH = σi∇kfi and
|±〉 = 1√
2E(E − f3)
(
f1 − if2
±E − f3
)
. (S5)
As, ∇kfi is a number, we have to calculate the following
matrix elements
〈−|σ1|+〉 = −f1f3 + iEf2
E(E2 − f23 )
, 〈−|σ2|+〉 = −f2f3 − iEf1
E(E2 − f23 )
,
〈−|σ2|+〉 =
√
E2 − f23
E
. (S6)
Now, the formula for Berry curvature Ω will be
Ω = −= (〈+|σi|−〉∇kfi)× (〈−|σi|+〉∇kfi)
4E2
. (S7)
First consider the term, ∇kf1 × ∇kf2 with a coefficient
c3
c3 = =(〈+|σ1|−〉〈−|σ2|+〉 − 〈+|σ2|−〉〈−|σ1|+〉)
=
2Ef3(f
2
1 + f
2
2 )
E2(E2 − f23 )
=
2f3
E
. (S8)
Now, using the rotational symmetry of the σ matrices we
get
Ω =
−f3(∇kf1 ×∇kf2) + f2(∇kf3 ×∇kf1) + f1(∇kf2 ×∇kf3)
2E3
..(S9)
Now, the chiral bands in the proximity of the Fermi
level are the + bands, whose 2× 2 Hamiltonian is given
by
H1 =
(
+ ∆+
∆∗+ −+
)
for basis, (c†k+, c−k+) , (S10)
where + = −2t(cos kx + cos ky) − µ + ξ , ξ =√
α2(sin2 kx + sin
2 ky) +m2z , ∆+ = −α|∆|2ξ (sin ky +
i sin kx), with α being the Rashba SOI strength,mz is the
magnetisation, ∆ is the superconducting pairing gap, µ
is the chemical potential and t the hopping parameter.
Mapping onto the general form of the 2× 2 matrix form
given above in equation (S3), the Berry curvature about
the z-axis in spin space can be calculated from the rela-
tion
Ω =
−f3(∂kyf1∂kxf2 − ∂kyf2∂kxf1)
2E3
(S11)
where f1 = Re(∆+) = − α|∆| sin ky
2
√
α2(sin2 kx+sin2 ky)+m2z
,
f2 = Im(∆+) ≡ ∆− = − α|∆| sin kx
2
√
α2(sin2 kx+sin2 ky)+m2z
,
f3 = + and E =
√
f21 + f
2
2 + f
2
3 =
√
2+ + ∆+∆−. We
can now compute the elements needed for the calculation
2of the Berry curvature about the z-axis
∂kyf1 = −
α|∆| cos ky
2
√
α2(sin2 kx + sin
2 ky) +m2z
+
α3|∆| sin2 ky cos ky
2(
√
α2(sin2 kx + sin
2 ky) +m2z)
3
(S12)
∂kxf2 = −
α|∆| cos kx
2
√
α2(sin2 kx + sin
2 ky) +m2z
+
α3|∆| sin2 kx cos kx
2(
√
α2(sin2 kx + sin
2 ky) +m2z)
3
(S13)
∂kxf1 =
α3|∆| sin ky sin kx cos kx
2(
√
α2(sin2 kx + sin
2 ky) +m2z)
3
(S14)
∂kyf2 =
α3|∆| sin ky sin kx cos kx
2(
√
α2(sin2 kx + sin
2 ky) +m2z)
3
. (S15)
From here, we compute
∂kyf1∂kxf2 = (S16)
α6|∆|2 sin2 kx sin2 ky cos kx cos ky
4(α2(sin2 kx + sin
2 ky) +m2z)
3
+
α2|∆|2 cos kx cos ky
4(α2(sin2 kx + sin
2 ky) +m2z)
α4|∆|2(sin2 kx cos kx cos ky + sin2ky cos kx cos ky)
4(α2(sin2 kx + sin
2 ky) +m2z)
2
(S17)
∂kyf2∂kxf1 =
α6|∆|2 sin2 kx sin2 ky cos kx cos ky
4(α2(sin2 kx + sin
2 ky) +m2z)
3
(S18)
∂kyf1∂kxf2 − ∂kxf1∂kyf2
=
α2|∆|2m2z cos kx cos ky
4(α2(sin2 kx + sin
2 ky) +m2z)
2
. (S19)
We can now finally compute the Berry curvature Ω as
Ω = (∂kyf1∂kxf2 − ∂kyf2∂kxf1) · f3/(2E3)
=
α2|∆|2m2z cos kx cos ky
4(α2(sin2 kx + sin
2 ky) +m2z)
2
+
2(2+ + ∆+∆−)
3
2
=
m2zα
2|∆|2+ cos kx cos ky
8ξ4(2+ + ∆+∆−)
3
2
. (S20)
This is the result presented in the main text.
C. Derivation of effective low-energy Hamiltonian
and calculation of the effective velocity of the
emergent Dirac quasi-particles
A Rashba Hamiltonian in the spin (↑, ↓) basis
HR =
(
k −mz αgk
αg∗k k +mz
)
(S21)
can be diagonalized in the chiral basis (+−)
HR =
(
+ 0
0 −
)
, (S22)
where ± = k±
√
α2|gk|2 +m2z & gk = sin ky+i sin kx.
Upon including finite triplet pairing ∆± and singlet pair-
ing ∆s order parameters, the Rashba Hamiltonian can be
written in the Nambu basis, (ck+, ck−, c
†
−k−, c
†
−k+)
T , as
H =
 + 0 ∆s ∆+0 − ∆− ∆s∆s ∆∗− −− 0
∆∗+ ∆s 0 −+
 , (S23)
where the triplet pairing ∆± = − α|∆|
2
√
α2|gk|2+m2z
(sin ky ±
i sin kx) and the singlet pairing is ∆s =
mz|∆|
2
√
α2|gk|2+m2z
.
This Hamiltonian can easily be projected to a 2x2 Hamil-
tonian in two cases: (i) triplet pairing is quite small in
compared to the singlet pairing (∆± << ∆s) and (ii)
the triplet pairing is much larger than the singlet pairing
(∆± >> ∆s). For the first case, the Rashba spin-orbit
coupling α is very small and leads to small band mixing.
This is not the case of interest in the present study, and
henceforth, we will focus on the case (ii). Here, bands
with similar chirality will undergo mixing. We will con-
sider this case in four different situations, as discussed
below.
Case I: mz = 0
Here, ∆s goes to zero. The Hamiltonian then gets sepa-
rated in two subspaces of different chirality
H1 =
(
+ ∆+
∆∗+ −+
)
for basis, (c†k+, c−k+) , (S24)
and
H2 =
(
− ∆−
∆∗− −−
)
for basis, (c†k−, c−k−) . (S25)
Each of H1 and H2 will give rise to their own topolog-
ical invariant, but have opposite chirality. Hence, the
charge currents arising from the two chiralities will ame-
liorate one another. In fact, at the (kx, ky) = (±pi, 0) and
(0,±pi) points, the charge current contributions from H1
and H2 are identical in magnitude but opposite in sign;
they will thus cancel one another. Thus, instead of an
anomalous charge Hall conductivity, we find a spin Hall
conductivity at these points in momentum-space.
Case II: mz << α,∆
A small magnetization mz favours one of the chiralities
and diminish transport effects due to the other. Further,
the s-wave SC order parameter ∆s causes mixing between
the + and − chiralities and leads to a suppression of the
anomalous Hall conductivity (AHC) in this regime.
Case III: α >> mz >> ∆
As mz crosses the strength of ∆, the system enters into
the topological superconductor phase and only one chi-
rality remains with the Hamiltonian given by eq.(S24).
3We can see from this Hamiltonian that the mass for the
Dirac electrons is given by the magnetization mz and the
Rashba SOI coupling α (but not the SC order parameter
∆). In this case we have anomalous Hall coefficient for
only the + chiral band, and hence find a higher value of
the AHC here as compared to case II.
Case IV: mz ' m∗z
The effective low-energy 2 × 2 Hamiltonian is derived
from an expansion of the full 4 × 4 Hamiltonian around
(kx, ky) = (±pi, 0) and (0,±pi) and mz ' m∗z. We choose
kx and ky as small deviations (k) from 0 and pi for con-
venience in the calculation. Here the eigenvalues of the
two bands closest to the chemical potential are E1 and
E2 = −E1 given by
E1 =√
m2z + ∆
2 + µ2 + α2k2 − 2
√
(∆2 + µ2)m2z + µ
2α2k2)
=
√
m2z +m
∗2
z + α
2k2 −
√
m2z(m
∗2
z + 2µ
2α2k2) , (S26)
where m∗z =
√
∆2 + µ2 and we have taken sin k ∼ k
to lowest order. Observe that for mz → m∗z, k → 0,
E1 = 0 = E2, i.e., the band gap vanishes. Thus, the
“mass" term of the effective 2 × 2 Hamiltonian can be
written as (mz−m∗z)σz (to lowest order in mz−m∗z). To
obtain the other terms in the effective 2×2 Hamiltonian,
we write the energy E1 as
E1 =
√√√√m2z +m∗2z + α2k2 − 2mzm∗z
√
1 + (
µαk
mzm∗z
)2
'
√
m2z +m
∗2
z + α
2k2 − 2mzm∗z(1 +
µ2α2k2
2m2zm
∗2
z
)
= (m2z +m
∗2
z − 2mzm∗z + α2k2(1−
µ2
mzm∗z
))1/2
= (1− µ
2
m∗2z
)1/2αk for mz = m
∗
z . (S27)
This gives the velocity of the Dirac electrons as
v = α(1− mu2m∗2z )
1/2. In this way, we find the effective 2×2
Hamiltonian can be written as shown in the main text
H+(k) = (v sin ky)σx + (v sin kx)σy + (m
∗
z −mz)σz .
(S28)
D. The topological nature of the ground states, the
excitations and the quantum phase transition
We begin this section by discussing briefly the topo-
logical nature of the Dirac Hamiltonian, as shown by
VolovikS1. We consider here a generic Hamiltonian for
a system of 2+1D massive Dirac electrons
H = v(σxpx + σypy +mσz/v) , (S29)
where v is the velocity of the Dirac electrons and m
their mass. This eigenspectrum has two branches E =
±v
√
p2x + p
2
y +m
2. The two branches are separated by
the mass m and touch each other at m = 0. It is then
possible to define a topological Chern invariant for this
systemS1
N˜3 =
1
24pi2
µνλTr
∫
d2pdp0G∂pµG
−1 G∂pνG
−1 G∂pλG
−1 ,
(S30)
where p0 ≡ E (the energy), the Matsubara Greens func-
tion is given by
G = (ip0 −H(~p,m))−1 , (S31)
and the trace Tr is taken over all eigenstates of the sys-
tem. We can see immediately that the G has a singularity
at (p0 = 0, px = 0, py = 0,m = 0): the Dirac point for
the case of the massless Dirac spectrum. For the case of
a finite, non-zero mass m, the system is gapped and the
Greens function is regular everywhere in 3-momentum
space pµ = (p0, px, py). For the case of m < 0 (which
corresponds to mz < m∗z in the original electronic prob-
lem), one finds N˜3 = −1/2 while for m > 0 ((which
corresponds to mz > m∗z), one finds N˜3 = +1/2. These
two cases correspond to the existence of half-hedgehog
topological defects in 3-momentum space: for m < 0,
this is the “anti-meron-hedgehog" and for m > 0, the
“meron hedgehog" (see Fig.(S1(a)) and Fig.(S1(c)) re-
spectively). These can equivalently be thought of as mag-
netic monopoles in the 3-momentum space with strength
Θ = 0, 1 respectively; the Berry phase accumulated by
making a close circuit around the Dirac string attached
to this magnetic monopole is given by γ = 0, 2pi respec-
tively.
For the case of the massless Dirac spectrum, i.e.,
m = 0, the topological Chern invariant which describes
the singular point at the origin of 3-momentum space
corresponds to a winding number of the mapping of the
spherical surface S2 of (σx, σy, σz) around the singular
point onto a 2-sphere of a unit vector nˆ S1
N3 =
1
8pi
ijk
∫
S2
nˆ · ( ∂nˆ
∂pi
× ∂nˆ
∂pj
) . (S32)
For the case of massless 2+1D Dirac electrons, one finds
N3 = 1, corresponding to a hedgehog topological defect
in 3-momentum space (see Fig.(S1(b))). This can equiv-
alently be thought of as a magnetic monopole in the 3-
momentum space with strength Θ = 1/2; the Berry phase
accumulated by making a close circuit around the Dirac
string attached to this magnetic monopole is given by
γ = pi. Further, the two Chern invariants N3 and N˜3 are
related to one another asS1
N3(m = 0) = N˜3(m > 0)− N˜3(m < 0) = 1 . (S33)
It is also important to note that for m = 0, the mass-
less 2+1D Dirac Hamiltonian H = v(σxpx + σypy) is in-
variant under a time-reversal transformation σµ → −σµ,
pµ → −pµ (µ = x, y). This corresponds to an emergent
4time-reversal symmetry of the massless Dirac electrons
observed at (kx, ky) = (±pi, 0) and (0,±pi) in our elec-
tronic problem, and should not be confused with the fact
that the presence of a finite magnetisation mz means
that the fundamental time-reversal symmetry of the sys-
tem (related to the electron spin) is already broken.
However, the emergent time-reversal symmetry (TRS)
for the Dirac electron has an interesting consequence:
Kramers theoremS2 states that there must be a partner
for such TRS electrons. In our problem, this corresponds
to the emergence of pairs of gapless Dirac spectra, i.e.,
at (kx, ky) = (±pi, 0) and at (kx, ky) = (0,±pi). Note
that for a Hamiltonian H with TRS invariance, there ex-
ists an antiunitary operator T which commutes with H,
[H,T ] = 0. Further, for an eigenstate |ψ1〉 of H whose
energy is E1, the commutator of H and T guarantees the
existence of another eigenstate of H, |ψ2〉, with the same
energy: this results from T |ψ1〉 = ±|ψ2〉S2. |ψ1〉 and |ψ2〉
are then referred to as a Kramers doublet. This has an
important consequence for a spin Hall topological insula-
tor state in the form of a pair counter-propagating helical
edge states at every boundary of the systemS3,S4. Fur-
ther, the existence of two degenerate zero energy states
(the Dirac points) in momentum space needs careful con-
sideration, as a study of the electronic scattering pro-
cesses between them is key towards understanding the
phase transition as mz is tuned through m∗z. This is car-
ried out below.
From the above discussion, we can see that the topo-
logical feature of the ground state of the low-energy effec-
tive Dirac Hamiltonian is associated with topological tex-
tures in the spinorial structure of the momentum space
of this problem. In order to understand the process by
which this topological feature can change through a phase
transition, as well as the excitations that drive the tran-
sition, we need to examine the appearance of the pairs of
gapless Dirac spectra at (kx, ky) = (±pi, 0) and (0,±pi)
in the bandstructure and the scattering processes that
may connect them. Given that the momentum differ-
ence required for such scattering is large, we may expect
that it can only be significant for the case of sufficiently
strongly repulsive short ranged interactions between the
massless Dirac electrons. For weakly repulsive interac-
tions, we need to establish their relevance for the low-
energy physics through renormalisation group (RG) scal-
ing transformations. This gives insight into whether the
degeneracy of the two pairs of Dirac nodes can be lifted,
and whether gaps can be opened in the Dirac spectra.
The problem is further complicated by the fact that these
Dirac quasiparticles carry Berry phases, as also seen from
the discussion of the topological invariants above.
The answers to these questions is achieved by con-
structing a non-linear sigma model (NLSM) theory that
describes the long-wavelength, low-energy dynamics of
the order parameter field describing the scattering of
quasiparticles within each of the two pairs of Kramers
doublet Dirac cones at (kx, ky) = (±pi, 0) and (0,±pi). In
this, we are guided by Senthil and FisherS5, who follow-
ing the classic work of Abanov and WiegmannS6, showed
that the N = 2 QED3 theory in 2+1D is equivalent to
the O(4) NLSM in 2+1D with a topological Θ-term and
a value of the topological angle 2piΘ = pi. For the sake
of completeness, we sketch briefly their approach and re-
sults here, before proceeding to study the phase transi-
tion through an alternate approach involving the non-
trivial edge states of the system. We start by identifying
the low-energy theory of a given Kramers doublet pair of
Bogoliubov-de Gennes (BdG) quasiparticles with Dirac
dispersion as aN = 2 QED3 theory in Euclidean 3D, con-
sisting of 2 “flavours" of two-component Dirac fermions
ψ coupled to a non-compact U(1) gauge field A:
S =
∫
d3xψ¯(τi(−i∂i −Ai))ψ + 1
2e2
(ijk∂jAk)
2 , (S34)
where the τi are the Pauli matrices. A similar theory
can be constructed for the other Kramers doublet pair as
well. This action has a global SU(2)×SU(2) symmetry,
where each of the two SU(2) reflects on an invariance
associated with unitary rotations that transform one of
the two Dirac fermion flavours of a given Kramers dou-
blet into the other. We then focus on scattering pro-
cesses involving both flavours of Dirac electrons within
each Kramers doublet. Such processes describe the sepa-
rate ordering tendencies of the two SU(2) vectors, each of
which can be written as ψ¯σψ (where σ characterises the
2-component “flavour" space). For a given Kramers dou-
blet, this can be introduced via a short-ranged repulsive
inter-flavour interaction term
Sint =
∫
d3xΛ(ψ¯σψ)2 , Λ > 0 . (S35)
Now, employing a Hubbard-Stratonovich transformation,
we can decouple this four-fermion interaction in terms of
a O(3)-symmetric order parameter vector field ~N whose
magnitude is the mass (me > 0) that can be gener-
ated for the Dirac quasiparticles by the 2-particle scat-
tering processes (shown in Fig.(S2(a))), ~N = me ~n =
me (φ1, φ2, φ3), ~n2 = 1:
m2e~n
2
2Λ
+ i me~n · ψ¯~σψ . (S36)
Note that the first term is a constant with no dynamics
as ~n2 = 1. Thus, we write the total action as:
S =
∫
d3xψ¯(τi(−i∂i−Ai)+i me~n·~σ)ψ+ 1
2e2
(ijk∂jAk)
2 .
(S37)
By following the technique developed by Abanov and
WiegmannS6, one can integrate out the fermion fields
by computing the fermionic determinant and carrying
out an expansion in 1/me, as well as integrate out the
gauge field A. Senthil and FisherS5 show that the re-
sulting theory is the O(4) NLSM in 2+1D, but with a
Θ-term which describes the topological defects of this
theory. This NLSM is written in terms of a field U which
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FIG. S1. (Color online) The topological Chern invariant associated with the momentum space structure of the massive Dirac
equation as mz is tuned through m∗z. (a) For mz < m∗z, the massive Dirac spectrum possesses a Chern invariant N˜3 = −1/2
corresponding to a half-hedgehog (or “meron hedgehog") in momentum space. This topological defect is equivalent to a magnetic
monopole of strength Θ = 0, with a Dirac string around which a Berry phase γ = 2piΘ = 0 is accumulated in the circuit C.
(b) For mz = m∗z, the massless Dirac spectrum has a Chern invariant N3 = N˜3(mz > m∗z)− N˜3(mz < m∗z) = 1 corresponding
to a hedgehog in momentum space. This topological defect is equivalent to a magnetic monopole of strength Θ = 1/2, with a
Dirac string around which a Berry phase γ = pi is accumulated in the circuit C. (c) For mz > m∗z, the massive Dirac spectrum
possesses a Chern invariant N˜3 = −1/2 corresponding to an anti-half-hedgehog (or “anti-meron hedgehog") in momentum
space. This topological defect is equivalent to a magnetic monopole of strength Θ = 1, with a Dirac string around which a
Berry phase γ = 2pi is accumulated in the circuit C.
depends on a 4-component unit vector (all of whose ele-
ments are real) ~φ = (φ0, φ1, φ2, φ3) on the three dimen-
sional spherical surface (S3). U is an element of the com-
pact SU(2) Lie group. The fact that this Lie group has a
nontrivial homotopy group pi3[SU(2)] = Z (correspond-
ing to the integer number of coverings of space-time co-
ordinate space by the ~φ field configuration) signals the
presence of topological defect excitations of this NLSM
theory. The charge of these topological defects reflects on
the Chern invariant/Berry phase N˜3 of the 2+1D Dirac
electrons discussed earlier. The component φ0 charac-
terises valence bond (VBS/dimer) order in the system
and relates to the Umklapp backscattering process of
a pair of electrons between the two Dirac cones. This
is shown in Fig.(S2(b)). Importantly, φ0 also charac-
terises the half-hedgehog (or “meron-hedgehog"S5) topo-
logical defects: the sign of φ0 relates to the two values of
N˜3 = ±1/2. Further, the dynamics of φ0 opens the door
towards changes in this topologically invariant quantity
through the generation of hedgehog instanton excitations
(with topological charge N3 = 1).
The O(4) NLSM theory in 2+1DS5,S7 written in terms
of the 4-component field ~φ can be written as S = S0 +
i2piΘQ , where
S0 =
∫
d2xdτ
1
g
(∂µ~φ)
2 , (S38)
and the topological charge Q of the meron-hedgehogs is
given by
Q =
1
12pi2
∫
d2xdτµνρabcdφ
a∂µφ
b∂νφ
c∂ρφ
d . (S39)
The topological Chern invariant N˜3 obtained earlier from
the low-energy effective Dirac Hamiltonian is, in fact,
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FIG. S2. (Color online) Single-particle backscattering and 2-particle Umklapp scattering between the two Dirac cones and
their corresponding instanton tunneling processes. In (a), we show that the single particle backscattering is equivalent to an
instanton event in which a particle with (topological) charge q = 1/2, confined on a circle (characterised by an angle φ) with
a cosφ potential, tunnels from φ = 0 to φ = 2pi (and vice versa) with tunnel amplitude γ1. The circle is threaded by an
Aharanov-Bohm (AB) flux Φ0/2, such that the instanton and anti-instanton pick up AB phases of eipi/2 and e−ipi/2 respectively
during the tunneling event. In (b), we show that the Umklapp scattering process is equivalent to an instanton event in which 2
particles, each with (topological) charge q = 1, confined on a circle (characterised by an angle φ) with a cos 2φ potential tunnels
from φ = 0 to φ = pi (and vice versa) with tunnel amplitude γ2. The circle is threaded by an Aharanov-Bohm (AB) flux Φ0/2,
such that the instanton and anti-instanton pick up AB phases of ei2pi and e−i2pi respectively during the tunneling event.
FIG. S3. (Color online) Umklapp scattering of 2 electrons
between the 2 oppositely directed helical edges of the spin
Hall phase in our system.
equivalent to the topological charge Q of the meron-
hedgehog defect configurations in the NLSM theory. The
topological angle 2piΘ = pi for the case of massless
Dirac electrons in the original electronic problem (i.e.,
mz = m
∗
z), while a finite mass for the Dirac electrons
achieved for mz < m∗z and mz > m∗z corresponds to
2piΘ < pi and 2piΘ > pi respectively. In this way, the sys-
tem undergoes a Lifshitz transition in which the topol-
ogy of the electronic momentum space is changed as mz
is tuned through m∗zS1,S8. At 2piΘ = pi, the T = 0 path
integral of the system enjoys a discrete symmetry under
a parity transformation of the four-vector ~φ → −~φ; this
corresponds to an invariance under (Euclidean) time re-
versal transformation iτ → −iτ together with a parity
transformation (x, y, z) → (−x,−y,−z). At this value
of Θ, one can equally as well see this as an invariance
of the system under the parity transformation Θ→ −Θ;
this is also true of the trivial values of 2piΘ = 0, 2pi. This
discrete symmetry protects the topological angle from
changing under RG transformation at these three val-
ues of 2piΘ = 0, pi, 2pi, while its flow under RG for all
other values is not forbidden. At this point, we note that
the appearance of the topological Θ-term in the action
give rise to the possibility of quantum interference in the
free-energy landscape from which the quantum partition
function is constructed. This arises from the complex-
valued phase factors associated with different configura-
tions of the system. It also shows that the true quantum
many-body ground state is achieved via non-perturbative
instanton tunneling events between various perturbative
ground states which possess fixed values of the topologi-
cal charge Q and are weighted by Θ-dependent phase fac-
tors. Such linear-superposition quantum ground states
are called Θ-vacua, and give rise to an oscillatory depen-
dence of the energy separation between the ground state
and the lowest lying excited state on the topological angle
ΘS9.
The production and proliferation of such instantons,
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FIG. S4. (Color online) The RG phase diagrams for the Berezinskii-Kosterlitz-Thouless (BKT) and Wess-Zumino-Novikov-
Witten (WZNW) phase transitions. The diagram (a) is the BKT RG phase diagram displayed in terms of the NLSM coupling
g versus the single instanton tunnel amplitude γ1. The separatrices |g| = γ1 separate the RG trajectories leading towards the
line of weak coupling fixed points γ1 = 0, g ≥ 2 from those leading towards the strong coupling fixed point in γ1. The diagram
(b) is the WZNW RG phase diagram displayed in terms of the NLSM coupling g versus the doubled instanton tunnel amplitude
γ2. The RG flow on the SU(2) symmetric line γ2 = 4g− 2 indicates the WZNW phase transition, with γ2 being a dangerously
irrelevant coupling under the RG transformations: for γ2 > 0, the RG flow leads towards the SU(2) symmetric weak-coupling
fixed point theory at g = 1/2, γ2 = 0 (with a unique ground state) while for γ2 < 0, the RG flow leads towards the strong
coupling fixed point theory (with a doubly-degenerate ground state).
therefore, needs careful consideration. For instance, the
topological defect instanton excitations that can change
the value of a given Q are expected to be suppressed by
a large mass for the Dirac electrons. Should this be the
case, we may expect to reach conclusions from study-
ing only the kinetic part of the NLSM action. This is
achieved by breaking the O(4) symmetry of the NLSM
given above down to O(3)×Z2, and studying the effective
dynamics of the remnant O(3) NLSM theory in 2+1D.
Senthil and FisherS5 argued, however, that our expec-
tations could be belied for a special value of the topo-
logical angle 2piΘ = pi. Here, the ordered phase of the
O(3) theory with a unique ground state can be rendered
critical due to Berry phase-carrying meron-hedgehog and
hedgehog instanton tunneling events (see Fig.(S1)) that
interpolate between the ordered ground state and an ex-
cited state that lies vanishingly close. Remarkably, the
single meron-hedgehog instanton excitation is unable to
lead to the formation of a gap between the ground state
and the lowest excited state due to a destructive in-
terference mechanism arising from the Aharanov-Bohm
(AB) like Berry phases (given by the topological angle
2piΘ = 2pi(ΦAB/Φ0) = pi) accumulated along the multi-
ply connected field-configuration manifold that connects
these two states. A similar gaplessness of the 1+1D O(3)
NLSM at Θ = pi was also noted earlierS10. However, the
doubled hedgehog instantons undergo a constructive in-
terference by the same token. If the tunneling of such
doubled hedgehog instantons is RG irrelevant, the or-
dered O(3) NLSM theory at 2piΘ = pi corresponds to
the emergent spin Hall theory in the original electronic
problem. This is shown in Fig.(S2).
On the other hand, if these doubled instantons are RG
relevant, they may destabilise the ground state even in
the absence of any explicit symmetry-breaking perturba-
tions. The RG flow then leads away from the critical
theory, opening a gap above a doubly degenerate ground
state of the infra-red (IR) strong coupling fixed point
theory. In this case, Senthil and Fisher propose that the
emergent state has no order in the O(3) order parameter
but possesses Z2 topological order. For an O(3) order
parameter which characterises Nee´l ordering of S= 1/2
spins in a 2D rectangular lattice, this topological state
is a Z2 spin liquidS5. In this way, we expect that the
emergent spin Hall phase observed at criticality in our
electronic problem can have an instability leading to a
state with Z2 topological order and a doubly degenerate
ground state. Further, this state is expected to have frac-
tionalised excitations that make the transitions between
the two topologically degenerate ground states. Apply-
ing explicit symmetry-breaking terms to this O(3) NLSM
theory (e.g., through a uniform external B-field) will shift
the value of the topological angle away from 2piΘ = pi.
The single instanton excitation will then no longer van-
ish from the interference mechanism. Instead, given that
these single instantons are typically RG relevant, they
will gap the Dirac-spectrum of the electronic problem,
leading to the two gapped anomalous Hall effect (AHE)
theories on either side of the phase transition.
As we will now show, this transition can also be cap-
tured by developing a theory for the boundary or edge
states of this system. The quasiparticle band diagram
reveals that the phase transition involves a ground state
level crossing without the bulk gap vanishing everywhere.
This is an example of a first order phase transition. The
presence of the bulk gap allows us to focus on a way
8to view the passage through the band-crossing in the
bulk via a theory of the massless 1D Dirac electrons at
edgeS7; this is the essence of the bulk-boundary corre-
spondenceS11. Thus, we seek the edge theory for when
the bulk is at criticality, i.e., the case of the anisotropic
2+1D O(4) NLSM with O(3) order at a value of the
topological angle 2piΘ = pi. Here, we are guided by the
fact that the topological term Q of the O(4) NLSM the-
ory in 2+1D given above with 2piΘ = pi is identical to
the Wess-Zumino-Novikov-Witten (WZNW) term of the
1+1D Tomonaga Luttinger liquid for spinless fermions
or the Heisenberg spin-1/2 chain with nearest neighbour
antiferromagnetic exchange interactionsS5:
Γ[U ] =
i
12pi
µνρtr[(U
†∂µU)(U†∂νU)(U†∂ρU)] , (S40)
where the field U is an element of the SU(2) group once
again, and defines a map from S2 to S3. The topological
WZNW term Γ is defined in by the area traced out by
the field U which encloses the volume S3. The field U
describes a “superspin" which combines the valence bond
solid (VBS) order parameter (φ0) and the three compo-
nent Nee´l order parameter ~φ = (φ1, φ2, φ3):
U = φ0 + iφ1σx + iφ2σy + iφ3σz , φ
2
0 +
~φ2 = 1 . (S41)
Then, following the classic works of WittenS12, as well
as Knizhnik and ZamolodchikovS13, we may identify the
edge state theory at the critical point as the SU(2)k=1
(i.e., the level-1) WZNW theory of the Heisenberg spin-
1/2 chain with nearest neighbour antiferromagnetic in-
teractions. As guaranteed by the Lieb-Schultz-Mattis
(LSM) theoremS14, this system has a unique ground state
at the SU(2) symmetric Heisenberg critical point corre-
sponding to the 1D algebraic spin liquidS5. The action
for the SU(2)k (i.e., the level-k) WZNW theory is given
by
S =
∫
dτdx
1
2g
tr[∂µU
†∂µU ] + kΓ[U ] . (S42)
Witten showed that the topological coupling k affects
the RG flow of the NLSM coupling g in this WZNW
theoryS12
dg
dl
= [1− (k g
4pi
)2] (
g
4pi
) . (S43)
This RG equation shows the existence of a non-trivial sta-
ble fixed point at g∗ = 4pi/k. Put together with the fact
that at this value of g∗, the theory can be written using
the non-Abelian bosonisation formalism in terms of free
bosons which satisfy a SU(2)k Kac-Moody current al-
gebra, Witten conjectured that the WZNW theory must
have an exact fixed point at g∗. Using conformal field the-
oretic methods, this was shown to be correct by Knizh-
nik and ZamolodchikovS13. In this way, we identify the
SU(2)k=1 WZNW theory with NLSM coupling g∗ = 4pi
(corresponding to the topological angle 2piΘ = pi) as the
spin Hall critical theory (with two oppositely directed 1D
helical edge modes corresponding to massless 1D Dirac
electrons of both helicities) at the phase transition be-
tween the two AHE ordered ground states (i.e., with a
gapped bulk and only one chiral 1D edge mode of mass-
less Dirac electrons) of our original electronic problem.
But under what conditions is this critical theory sta-
ble, and what are its instabilities? As shown in Ref.[S11],
the SU(2)k=1 WZNW theory is stable against pertur-
bations involving the backscattering coupling between
chiral spin currents, g1 ~JR · ~JL. Here, ~JR/L corre-
spond to the right- and left-moving chiral spin cur-
rents respectively of the 1+1 edge theory: JaR(x) =
1
2ψ
†
R,σ(x)τ
a
σ,σ′ψR,σ′ (x) , J
a
L(x) =
1
2ψ
†
L,σ(x)τ
a
σ,σ′ψL,σ′ (x) ,
where a = (1, 2, 3) and τa are the three Pauli matrices.
The coupling g1 corresponds to the amplitude of spin-flip
backscattering of electrons between the two oppositely di-
rected 1D helical edge states on a given edge of the spin
Hall system arising from electronic correlations. The RG
equation for g1 is
dg1
dl
= − 2
pi
g21 . (S44)
Thus, we can see that the case of a symmetry-preserving
perturbation corresponds to the coupling g1 > 0: here,
g1 is marginally irrelevant and can neither break the
SU(2) symmetry dynamically, nor open a gap in the
spectrum. This corresponds to the case of the emergent
time-reversal symmetry (TRS) associated with the gap-
less Dirac spectra at the spin Hall critical point being
robust against perturbations that may break it sponta-
neously. Conversely, for the case of g1 < 0, the SU(2)
symmetry of the WZNW theory (i.e., the TRS of the un-
derlying Dirac theory) is spontaneously broken: g1 is now
marginally relevant, flows to strong coupling and opens
a gap in the spectrum above a doubly-degenerate ground
state characterised by the spontaneous dimerisation of
the spins (i.e., valence bond order). This change in RG
behaviour with the change in the sign of g1 is known as
the WZNW-type transitionS15, and needs the inclusion
of a competing next nearest neighbour antiferromagnetic
exchange coupling between the spins which exceeds a
critical value (see Ref.(S16) and references therein). In
the original electronic problem, this would correspond to
the possibility of gapping the Dirac electrons at the edge
(i.e., localising them) via scattering from repulsive inter-
actions with extended range, as shown in Fig.(S3). This
can happen through Umklapp (i.e., 2-particle) backscat-
tering effects between the 2 helical edge states. Localisa-
tion via Umklapp scattering mediated by quenched dis-
order at the edge can also destabilise this theory and
localise the electrons at the edgeS17,S18. In this way, we
see that the transitions seen from theories of the bulk
as well as that for the edge lead to doubly degenerate
ground states with Z2 topological order. Interestingly,
however, the critical theory in the bulk possesses O(3)
order in the ground state while that at the edge is the
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FIG. S5. (Color online) The RG phase diagrams obtained from the scaling equations for γ2 and m. Recall that the topological
angle Θ = S −m, and its scaling can be equivalently seen to track that of the single instanton tunnel amplitude γ1 (see main
text for discussion). (a) The RG phase diagram for the case of γ2 > 0 being marginally irrelevant. The RG flow for 2piΘ = pi
leads towards the stable weak coupling fixed point theory (blue dot) which corresponds to the emergent spin Hall phase in our
problem. All RG flows for 2piΘ 6= pi involve an explicit breaking of the emergent SU(2) symmetry at 2piΘ = pi via the scaling
of the single instanton tunnel amplitude γ1, and lead to the AHE fixed point theories (red dots) with gapped ground states at
2piΘ = 0, 2pi (m = −1/2, 1/2). Note the symmetry m → −m of the RG phase diagram about m = 0. γ2 is RG irrelevant at
2piΘ = 0, 2pi. (b) The RG phase diagram for the case of γ2 < 0 being marginally irrelevant. The RG flow for 2piΘ = pi leads
towards the strong coupling fixed point theory (green dot) which corresponds to the Z2 topological insulator with a doubly
degenerate ground state. All other RG flows are as in case (a). The dangerous irrelevance of γ2 and its appearance in the theory
only at 2piΘ = pi makes the phase transition at this value of the topological angle a case of deconfined quantum criticality.
fluctuation disordered algebraic spin-liquid state of the
SU(2)1 WZNW theory. This difference is guaranteed
by the Mermin-Wagner-Hohenberg theoremS19 which for-
bids ordering at any finite temperature in 2D systems, in
conjunction with the Lieb-Schultz-Mattis (LSM)S14 theo-
rem for the 1+1D Heisenberg spin-1/2 chain with nearest
neighbour antiferromagnetic exchange interactions.
We can now address the perturbations that appear
upon breaking the global SU(2) symmetry of the action,
i.e., by departing from the special value of the topolog-
ical angle 2piΘ = pi. This will help in displaying the
fact that there exists an analog of the subtle interfer-
ence mechanism discussed earlier for instantons of the
2+1D O(3) NLSM which also renders the 1+1D WZNW
theory with 2piΘ = pi stable. Following AffleckS20, it is
convenient to consider the role played by topological ex-
citations through the sine-Gordon version of the 1+1D
O(3) NLSM Lagrangian:
L =
1
2
(∂µφ)
2 +
∑
n,qn
γn exp
i(n
√
gφ+2pinqnΘ)−m
pi
∂xφ .
(S45)
Here, φ is the scalar field encoding the Nee`l order, g is
the phase stiffness parameter/NLSM coupling, n is the
vorticity of the topological excitations in the field φ, qn is
the charge of the topological excitation and γn the fugac-
ity for an instanton excitation with vorticity n, and the
topological angle is Θ = S−mS21. Note that S is the spin
quantum number of the constituent spins in the problem
and m is the magnetisation; S = 1/2 corresponds to the
case of gapless Dirac electrons and m ≡ mz −m∗z in the
original electronic problem. The first term gives the cost
of generating collective excitations, the second and third
the cost of topological excitations and the fourth the ef-
fect of an explicit symmetry-breaking B-field (through
the magnetisation m). The bare value of the instanton
fugacity can be computed using standard instanton tech-
niquesS9, and γ1 ∼ exp(−S0/~), where S0 is the classical
Euclidean action for the instanton of the sine-Gordon
problem. As shown by AffleckS20, this simplest instan-
ton excitation has n = ±1 and each value of n has two
charges qn = ±1/2 (which corresponds to the two values
of the Chern no. N˜3 discussed earlier for the electronic
problem). In the absence of an external B-field, m = 0,
and with S = 1/2, we have Θ = 1/2. Then, in this case,
we have
∑
n=±1,qn=±1/2
γ1 exp
i(n
√
gφ+2pinqnΘ)
= γ1(exp
ipi/2 + exp−ipi/2)(expi
√
gφ + exp−i
√
gφ)
= 4γ1 cos(pi/2) cos(
√
gφ) = 0 . (S46)
In this way, we can see that while these instanton exci-
tations are RG relevant (the coupling γ1 has a scaling
dimension g < 1/2), it is suppressed via a destructive
interference mechanism for 2piΘ = pi and thus unable
to open a gap in the spectrumS20 (consult Fig.(S2)(a)).
However, the instantons with doubled vorticity n = ±2
with topological charges q = ±1 are hedgehog excitations
(where |q| = 1 corresponds to the value of the Chern no.
N3 discussed earlier for the case of massless Dirac elec-
trons) which undergo a constructive interference even at
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FIG. S6. (Color online) The RG phase diagrams obtained from the scaling equations for the NLSM coupling g and the
topological angle Θ. (a) The RG phase diagram for the case of the doubled instanton tunnel coupling γ2 > 0 being marginally
irrelevant. The RG flows for 2piΘ = pi leads towards the intermediate coupling fixed point theory at g = g∗ = 4pi (blue dot)
which corresponds to the emergent spin Hall phase in our problem. All RG flows for 2piΘ 6= pi lead to the AHE fixed point
theories (red dots) with gapped ground states at 2piΘ = 0, 2pi. Note the symmetry of the RG phase diagram Θ → −Θ about
Θ = 1/2. g is RG relevant at 2piΘ = 0, 2pi. (b) The RG phase diagram for the case of γ2 < 0 being marginally irrelevant. The
RG flow for 2piΘ = pi now leads away from the intermediate fixed point at g∗ towards the strong coupling fixed point theory
(green dot) which corresponds to the Z2 topological insulator with a doubly degenerate ground state. All other RG flows are
as in case (a). The change in the nature of the RG flow about g∗ for 2piΘ = pi brought about by the dangerous irrelevance of
γ2 makes the phase transition at this value of the topological angle a case of deconfined quantum criticality.
2piΘ = pi by the same token (consult Fig.(S2)(b))∑
n=±2,qn=±1
γ2 exp
i(n
√
gφ+2pinqnΘ)
= 4γ2(exp
i2pi + exp−i2pi)(expi2
√
gφ + exp−i2
√
gφ)
= 4γ2 cos(2pi) cos(2
√
gφ) = 4γ2 cos(2
√
gφ) . (S47)
The RG equations for g and γ2 are given by
dg
dl
= −γ
2
2
4
,
dγ2
dl
= (2− 4g)γ2 . (S48)
As discussed earlier, there is no RG equation for the Θ
parameter for the case of m = 0 due to the existence
of an extra discrete symmetry of the theory. While the
two RG equations given above describe the Berezinskii-
Kosterlitz-Thouless (BKT)S22 universality class of tran-
sitions, it also describes the WZNW universality class.
This can be seen as followsS15: first denote y0 = 4g −
2 , y1 = γ2, then impose the global SU(2) symmetry
of the WZNW theory on the sine-Gordon problem by
requiring that y0 = y1 ≡ y even under the RG transfor-
mations. This then gives the RG equation for the lone
coupling in the problem as dy/dl = −y2, which is pre-
cisely the RG observed for the coupling g1 of the WZNW
theory seen earlier with the redefinition: g1 = (pi/2)y.
From our earlier discussion for g1, we can see that the
coupling y is either marginally irrelevant or marginally
relevant, depending on its sign. Further, the SU(2) sym-
metry of the WZNW fixed point fixes the value of the
coupling g of the sine-Gordon theory as g∗ = 1/2S16:
this is where the coupling γ2 is exactly marginal. The
RG phase diagrams for the BKT and WZNW transitions
is shown in Fig.(S4).
From the identification of the topological angle Θ =
S − mS21, we can also perform a similar RG analysis
of the sine-Gordon model for m 6= 0. First, we can see
immediately that the destructive interference mechanism
no longer suppresses the instanton tunnel coupling γ1 for
m 6= 0: ∑
n=±1,qn=±1/2
γ1 exp
i(n
√
gφ+2pinqnΘ)
= γ1(exp
ipi(1/2−m) + exp−ipi(1/2−m))(expi
√
gφ + exp−i
√
gφ)
= 4γ1 cos(pi(1/2−m)) cos(√gφ) . (S49)
The RG equation for g, γ1 and the magnetisation m is
given asS16,S23
dg
dl
= −γ21J0(mα) ,
dγ1
dl
= (2− g)γ1
dm
dl
= m− γ
2
1
2piα
J1(mα) , (S50)
where J0 and J1 are Bessel functions that arise from the
use of sharp cut-off functions while implementing the RG
transformationsS16. Importantly, the RG equation for m
is symmetric under the interchange of m → −m. These
RG equations show that the presence of a non-zero m
leads to two gapped ground states in which the SU(2)
symmetry is explicitly broken and the magnetisation is
saturated at m = −1/2 and m = 1/2 respectively. A
large magnetisation will, in turn, lead to a suppression
the instanton tunnel amplitude γ1. This is easily seen in
the original electronic problem, where a growing magneti-
sation m of the spin problem corresponds to the presence
of only those massless Dirac electrons at the edge whose
spins are aligned with the direction of mz. Backscatter-
ing of these electrons (with an amplitude corresponding
to γ1) is strongly suppressed due to the conservation of
their helicity, and is common to other cases in which
spin rotation symmetry is explicitly broken by a strong
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external magnetic field: the chiral massless Dirac elec-
trons observed at the edge of the quantum Hall effectS24
and electrons in 1D Tomonaga-Luttinger liquid quantum
wire with a large Zeeman gapS25. The RG phase diagram
for the doubled instanton tunnel amplitude γ2 versus the
topological angle Θ is shown in Fig.(S5).
Note that the values of m = −1/2, 1/2 correspond to
values of the topological angle Θ = 0, 1. That the theo-
ries at Θ = 0, 1 possess gapped spectra is corroborated
by the works of PolyakovS26 and HaldaneS27, who showed
that the 1+1D O(3) NLSM theory with a value of the
topological angle 2piΘ = 0, 2pi has the NLSM coupling g
flow to strong coupling under RG. It is then straightfor-
ward to identify these two strong coupling fixed points at
Θ = 0, 1 as the two AHE theories (with bulk gaps, and
a single edge mode of chiral massless Dirac electrons) on
either side of the phase transition in our original elec-
tronic problem, mz << m∗z and mz >> m∗z. In this way,
we are able to see the manner in which instanton excita-
tions drive the Lifshitz transition, changing the topology
of the electronic momentum space.
Finally, similar considerations can also be made for
the effects of a staggered magnetic field on the system:
as discussed by AffleckS28, such a field couples to the
staggered magnetisation mN and will again change the
Θ topological angle, breaking the global SU(2) symmetry
and involve a doubling of the unit cell via the establish-
ment of Nee´l order. Further, it can be shownS29 that in
the presence of explicit dimerisation (i.e. dimer order) in
the system, the doubled instanton tunnel amplitude γ2
will affect the RG equation for the staggered magnetisa-
tion mN in a way analogous to that shown above for the
way in which γ1 affects the RG of the uniform magneti-
sation m. We show the RG phase diagram for the NLSM
coupling g versus the topological angle Θ in Fig.(S6). Im-
portantly, via the bulk-boundary correspondence that is
well established for topological insulatorsS11, our findings
from the edge field theories give evidence for the fact that
the dangerous irrelevance of the doubled instanton tunnel
amplitude γ2 observed only at 2piΘ = pi, and the subse-
quent stabilisation of the spin Hall phase in the bulk, is
a case of deconfined quantum criticalityS5,S11. The spin
Hall theory for γ2 = 0 is a critical fixed point, with three
possible unstable directions in terms of the NLSM cou-
pling g, the topological angle Θ and the fugacity for the
doubled instantons γ2. We can, therefore, classify the
spin Hall phase as tricriticalS30, with the transition be-
ing first order (i.e., involving explicit symmetry breaking)
in Θ and continuous in g as well as γ2.
E. Self-consistent BdG formalism in momentum
space
Hamiltonian (1) in the main text is diagonalized
via a spin-generalized Bogoliubov-Valatin transformation
cˆkσ =
∑
nσ′ unσσ′(k)γˆnσ′ + v
∗
nσσ′(k)γˆ
†
nσ′ , where unσσ′(k)
and vnσσ′(k) are quasi-particle and quasi-hole amplitudes
respectively and γˆnσ′ is a fermionic operator.
The mean-field pairing amplitude ∆ = −U <
ck↑c−k↓ >, where U is the pairwise attractive interac-
tion potential, is obtained via the Bogoliubov amplitudes
unσ(k) and vnσ(k) (σ′, being a pseudo-index, is omitted
for simplicity) as
∆(k) = −U
∑
n
[un↑(k)v∗n↓(−k)(1− f(En))
+ un↓(k)v∗n↑(−k)f(En)]
(S51)
where f(x) = 1/(1 + ex/(kBT )) is the Fermi function at
temperature T and kB is the Boltzmann constant.
F. Self-consistent BdG formalism in real space
The conventional route to studying disor-
dered superconductivity is to solve the self-
consistent BdG equations Hφn(ri) = nφn(ri)
where φn = [un↑(ri), un↓(ri), vn↑(ri), vn↓(ri)]
at every site using Bogoliubov transformation
cˆiσ(ri) =
∑
i,σ′ unσσ′(ri)γˆnσ′ + v
∗
nσσ′(ri)γˆ
†
nσ′ . As above,
the mean field pairing amplitude ∆(ri) = −U < ci↑ci↓ >
and magnetization m(ri) =< c
†
i↑ci↑ − c†i↓ci↓ > are
calculated from the following relations:
∆(ri) =− U
∑
n
[un↑(ri)v∗n↓(ri)(1− f(En))
+ un↓(ri)v∗n↑(ri)f(En)]
(S52)
m(ri) =
∑
n,σ
u∗n↑un↓f(En) + vn↑v
∗
n↓(1− f(En)) (S53)
where f(x) = 1/(1 + ex/(kBT )) is the Fermi function at
temperature T and kB is the Boltzmann constant.
G. Hamiltonian for Magnetic Impurity
The interaction between the magnetic impurity and
the itinerant electrons can be represented by the Hund’s
coupling-like term Hˆmag = −JH
∑
j
~Sj · ~sj , where ~Sj is
the impurity spin and ~sj = 12c
†
jσ~σσσ′cjσ′ represents the
intrinsic electron spin. Assuming the impurity is repre-
sented by a classical spin of unit amplitude and polar
angles θ and φ, the mean-field Hˆmag is
Hˆmag = −JH
2
(
c†j↑ c
†
j↓
)
Π
(
cj↑
cj↓
)
(S54)
where,
Π =
(
cos θ sin θ cosφ− i sin θ sinφ
sin θ cosφ+ i sin θ sinφ − cos θ
)
If we assume that the impurity spin is aligned per-
pendicular to the 2D-plane (i.e., θ = 0), we obtain
12
Hˆmag = −JH/2
∑
j,σ,σ′ σ
z
σσ′c
†
jσcjσ′ , where j runs over Nd number of impurity sites, randomly located in the
two-dimensional space.
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