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Diplomová práce je zaměřená na představení možností data miningu. Data mining se 
zabývá odhalováním skrytých vazeb mezi data. Zájem o tuto oblast se datuje do 60. 
letech 20 století. Analýza dat našla uplatnění nejdříve v marketingu. Ovšem později se 
rozšířila do více oblastí a její možnosti stále ještě nejsou plně využity. Při analýze 
procesu je užitečné dodržovat jednu z metodologií, které byly za tímto účelem 
vypracovány. Metodologie představují struční systematický návod, jakým způsobem je 
vhodné postupovat. V rámci data miningu se uplatňuje široké množství algoritmů 
zaměřených na práci s daty. Je samozřejmé, že se zvyšujícím se zájmem o tuto 
problematiku stoupal i počet vhodných programů, které je možné pro analýzu využít. 
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The thesis is focused on an introduction of data mining. Data mining is focused on 
finding of a hidden data correlation. Interest in this area is dated back to the 60th the 
20th century. Data analysis was first used in marketing. However, later it expanded to 
more areas, and some of its options are still unused. One of methodologies is useful 
used for creating of this process. Methodology offers a concise guide on how you can 
create a data mining procedure. The data mining analysis contains a wide range of 
algorithms for data modification. The interest in data mining causes that number of data 
mining software is increasing. This thesis contains overviews some of 
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Existuje náhoda? Na tuto otázku by možná většina lidí odpověděla, že ano. Ale je tomu 
skutečně tak? Neskrývá se za tímto pojmem jen nedostatečná znalost okolních 
podmínek, při kterých situace vznikají? V úvodní kapitole manuálu programu 
RapidMiner (software určený pro strojní učení a data mining) je napsána tato teze: 
 
Naprostá většina procesů v našem okolí nejsou výsledkem náhody. Důvod, proč tyto 
procesy jako náhody označujeme je ten, že nejsme schopni rozpoznat nebo změřit 
faktory, které tyto procesy vyvolávají nebo odhalit jejich vzájemné působení. [5] 
 
Pokud je nutné analyzovat technologický proces, musí být změřena teplota, tlak, 
hustota a jiné fyzikální veličiny. Je snadné analyzovat určitou situaci, pokud je závislá 
pouze na jedné veličině. Např. je známé, že voda se po dosažení teploty 100°C začne se 
měnit v páru. K analýze tohoto jevu je nutné měřit pouze teplotu. Ovšem jsou situace, 
jejichž existence je závislá na více podmínkách, které musí být splněny souběžně, aby 
daný jev nastal. Pro představu je možné zůstat u vody. Souběžná existence tří 
skupenství vody v jednom okamžiku (trojného bodu) nastává, pokud jsou splněny dvě 
podmínky. Teplota vody musí být 0,01°C a tlak 610,6 Pa. Dalo by se říct, že tento stav 
je možné předpovědět při dostatečném množství znalosti. I když je to velmi jednoduchý 
příklad, lze z něho snadno pochopit, že při dostatečném množství vstupních dat a při 
jejich pochopení je možné předem určit stavy, které budou následovat po splnění těchto 
podmínek. 
V dnešní době už většinou není problém zajistit dostatečné množství vstupních dat. 
Jsou dostupná čidla i technologie záznamu. Ovšem, pokud se jedná o složitější procesy, 
získá se tímto způsobem jen nepřehledné množství dat, které není v lidských silách 
analyzovat. 
1.1 Historie KDD 
První metody určené k prozkoumávání databází a hledání skrytých souvislostí mezi daty 
začaly vznikat od 60. let 20 století. Většinou šlo jen o ojedinělý výzkum na univerzitní 
půdě. Opravdový rozmach nastal až v devadesátých letech 20. století.  
V  té době už rostla i poptávka ze strany komerční sféry. Podařilo se vypracovat 
několik metodik, které byly v získávání informací úspěšné. Zpočátku byly výzkumy v 
této oblasti roztroušené a z toho plynulo i různé pojmenování tohoto vědního směru. 
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Nakonec se pro tuto oblast vžilo označení „Knowledge Discovery in Databases“  KDD 
(dobývání dat z databází). Jehož součásti je „Data mining“ (dolování dat).   
1.2 Uplatnění  
Dolováním dat  nazýváme proces netriviálního získávání implicitní, dříve neznámé a 
potenciálně užitečné informace z dat [12]. Metody dobývání znalostí z databází se často 
uplatňují v marketingu. Kdy pomocí metod KDD je možné analyzovat  chování 
zákazníků a objevit vztahy, jejichž znalost je možné použít pro vypracování metod 
vedoucích ke zvýšení odbytu. Ovšem dobývání znalostí z databází je možné použít i v 
průmyslu, i když to v dnešní době není zcela běžné. 
Jako modelovou situaci je možné zvolit automatizovaný provoz řízený PLC. Spínání 
jednotlivých zařízení je prováděno pomocí triaků. V nepravidelných intervalech ovšem 
dochází k svévolnému sepnutí triaků. Vzhledem k tomu, že je monitorován průběh 
napětí je možné tyto data použít k odhalení příčiny poruchy zařízení. Část naměřených 
hodnot napětí je zobrazena na Obr. 1.1.  
 
 
Obr. 1.1 Naměřené hodnoty napětí 
 
Průběh napětí je rozdělen na úseky po 20 ms. K svévolnému sepnutí došlo v úseku 
0-20, 40–60 a 60–80 ms. U každého úseku jsou zaznamenány hodnoty: maximální 
napětí, minimálního napětí a maximální časová změna napětí. Hodnoty jsou zobrazeny 
v Tab. 1.1. 
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k t (ms) max U (V) min U (V) max dU (V/s) porucha
1 0 -19 251 220 31 1
2 20 – 39 252 228 11 0
3 40 – 59 250 227 16 1
4 60 – 79 245 225 15 1
5 80 – 99 234 214 7 0
6 100 – 119 235 224 6 0
7 120 – 139 237 226 4 0
8 140 – 159 254 230 5 0
 
Tab. 1.1 Vyhodnocení max U, min U a max dU 
 
K analýze je použita nehierarchická shlukovací metoda K-means. Předem je možné 
určit rozdělení do 2 shluků, protože jsou hledány souvislosti mezi poruchovými a 




Obr. 1.2 Vyhodnocení rozdělení max U 
 
 
Obr. 1.3 Vyhodnocení rozdělení min U 
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Obr. 1.4 Vyhodnocení rozdělení max. dU 
 
Při porovnání objektů v jednotlivých shlucích na Obr. 1.4 je možné vidět, že toto 
rozdělení odpovídá poruchovým a bezporuchovým stavům. Tím je odhalena příčina 
poruchy zařízení. Tento příklad byl hodně triviální a určitě by bylo možné souvislost  
svévolného spínání triaků s určitou hraniční hodnotou dU odhalit mnohem jednodušším 
způsobem. Ovšem i na tomto jednoduchém příkladu je vidět, že metody KDD je možné 
použít ne jenom k zjišťování podkladů pro marketing, ale i pro analýzu technických či 
vědeckých problémů. Zvláště v případech, kdy se jedná o vzájemný vztah velkého 
množství vstupních veličin, jsou metody KDD velmi užitečné. 
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2 PROCES ZPRACOVÁNÍ 
  
Pokud by byla analyzována nějaká databáze přímo pomocí metod data miningu, tak by 
často nebylo dosaženo uspokojujících výsledků. Ve většině případů je nutné strukturu 
vstupní databáze upravit tak, aby vyhovovala konkrétní metodě analýzy. Po zpracování 
dat danou metodou musí výsledek analýzy zhodnotit člověk. Proto na začátku i na konci 
procesu dolování dat z databází je nutná spolupráce s odborníkem, který je schopen 
stonavit: 
 
1. Co chce hledat 
2. Vyzná se ve struktuře dat a umí definovat parametry předzpracování 
3. Po analýze dat dokáže zhodnotit výsledek 
4. Převést výsledek do praxe 
 
Z důvodů zaručení určitých standardů zpracování bylo nutné vytvořit postup, podle 
kterého se bude postupovat.  Snahou bylo vypracovat univerzální postup nezávislý na 
konkrétním případu. Tomuto postupu se obecně říká metodologie. V průběhu vývoje 
metod KDD bylo vytvořeno různými firmami několik postupů pro analýzu dat. K 
nejvýznamnějším patří metodologie 5A vyvinutá firmou SPSS, metodologie SEMMA 
vyvinutá firmou SAS a metodologie CRISP-DM, jejíž vývoj byl zahájen jako projekt 
evropské komise definující model standardního postupu při vytváření data miningových 
projektů. V současné době tuto metodologii vlastní konsorcium NCR Systems 
Engineering Copenhagen (USA a Dánsko), DaimlerChrysler AG (Německo), SPSS Inc. 
(USA) and OHRA Verzekeringen en Bank Groep B.V (Holandsko) [13]. 
2.1 Metodologie - 5A 
• Assess - posouzení potřeb projektu 
• Access - shromáždění potřebných dat 
• Analyze - provedení analýz 
• Akt - přeměna znalostí na akční znalosti 
• Automate - převedení znalostí na akční znalosti 
 
2.2 Metodologie - SEMMA 
• Sample - vybrání vhodných objektů 
• Explore - vizuální explorace a redukce dat 
• Modify - seskupování objektů a hodnot atributů, datové transformace 
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• Model - analýza dat: neuronové sítě, rozhodovací stromy, statistické techniky, 
asociace a shlukování 
• Assess - porovnání modelů a interpretace 
 
 
Obr. 2.1 Metodologie SEMMA [1] 
2.3 Metodologie - CRISP-DM 
Metodologie  CRISP-DM obsahuje následující etapy zpracování: 
 
• Business understanding - (porozumnění problematice) 
• Data understanding - (porozumnění datům) 
• Data preparation - (příprava dat) 
• Modeling - (modelování) 
• Evaluation - (zhodnocení) 
• Deployment - (uvedení do praxe) 
 
Etapy jsou sice seřazeny od první po šestou, to ovšem neznamená, že se postupuje 
od první etapy a končí u šesté. Samozřejmě je nutné začít první etapou a pokračovat 
druhou, ale je také možné se z jednotlivých etap vracet o libovolný počet kroků zpět a 
opakovat je, dokud není dosaženo požadovaného cíle Obr. 2.2. Z tohoto vyplývá, že 








3 FÁZE PROCESU (CRISP-DM) 
3.1 Business understanding - (porozumnění 
problematice) 
Je to úvodní konzultace mezi odborníky zadavatelské firmy, s odborníky na data 
mining. Úkolem této konzultace je vysvětlit problematiku řešeného úkolu a stanovit 
cíle, kterých má být dosaženo. Také je nutné popsat zdroje vstupních dat a popřípadě se 
domluvit na jejich doplnění, či modifikaci.  
Data miningový proces rozděluje objekty popsané vstupními daty do několika 
výstupních kategorií. Přičemž objekt není míněn reálný předmět, ale jakýkoli případ, 
který lze popsat pomocí charakteristických znaků ve formě vektoru vstupních atributů. 
Většinou žádný data miningový proces není stoprocentní. Z tohoto důvodu je nutné 
stanovit závažnost jednotlivých chyb. 
 
Př.1.1: Firma zabývající se výkupem jablek od zemědělců, jejich tříděním a následnou 
distribucí se rozhodla automatizovat tento proces. Při vstupní konzultaci bylo 
stanoveno, že je třeba jablka roztřídit do tří skupin: 
 
• konzumní jablka 
• krmná jablka 
• odpad (jablka, napadená nějakou chorobou) 
 
 
Obr. 3.1 Konzumní jablka, krmná (malá, scvrklá), odpad (napadená chorobou) 
 
Třídění bude probíhat na automatizované lince, která je osazena několika snímači. 
Tyto snímače budou zdrojem dat pro rozhodovací proces, který bude třídit jablka do 
výše uvedených kategorií. Měří se průměr jablka ve střední části, snímá se barva 
z důvodu odhalení hnědých skvrn způsobených chorobou a nakonec se jablko zváží. 
Při stanovování závažnosti chyb bylo určeno, že není přípustné, aby se v 
kategorii konzumní vyskytl exemplář z kategorií krmné a odpad. Také není přípustné, 
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aby se v kategorii krmné vyskytl exemplář z kategorie odpad. Tyto kritéria budou muset 
být brána v úvahu při tvorbě modelu. 
 
3.2 Data understanding - (porozumnění datům) 
Tato fáze je zaměřená na prvotní sběr dat. Cílem je pochopit, jaká data jsou k dispozici 
a zhodnotit jejich kvalitu. Začíná s pokud možno největším množstvím vstupních 
atributů. Jen dostatečné množství vstupních atributů dokáže dostatečně popsat danou 
problematiku. Ovšem na druhou stranu, čím více atributů tím je data miningový proces 
pracnější a dražší. Proto je výsledný počet atributů kompromisem. Musí být použity jen 
ty atributy, které nejvíce vystihují danou problematiku [2]. 
Po dokončení výběru vstupních atributů se u těchto vstupních atributů zjišťují 
charakteristiky jako jsou četnost hodnot, průměrné hodnoty, minima, maxima apod. [1] 
Zkoumají se zajímavé kombinace vstupních atributů vzhledem k požadovaným cílům, 
kterých má být dosaženo. Při prvotním vhledu do kvality a struktury dat se připravují 
informace pro následující fázi procesu, kterou je příprava dat. 
Tato druhá fáze procesu CRISP-DM také může končit závěrem, že množství 
potřebných informací a zdroje dat jsou nedostatečné a nelze dále pokročovat. V tomto 
případě je nutné se vrátit k fázi č.1 viz. Obr. 2.2. 
 
Př.1.2: Data miningový proces je zaměřen na odhalování skrytých zákonitostí, proto 
bude u tohoto modelového příkladu předpokládáno, že dosavadní třídění neprobíhalo na 
základě přesně stanovených parametrů, ale na základě zkušeností pracovníků firmy. 
Přesný vztah mezi vstupními a výstupními daty musí být odhalen. 
Zadavatelskou firmou byly poskytnuty vzorky jablek roztříděné do jednotlivých 
skupin. Data získaná z těchto vzorků jsou v Tab. 3.1. 
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číslo vzorku velikost barva hmotnost zařazení
[mm] R G B [g]
x1 x2 x3 x4 x5 y
1 65 202 176 15 117,00 konzumní
2 70 225 201 50 124,60 konzumní
3 80 220 194 44 143,20 konzumní
4 70 244 226 124 112,70 krmné
5 75 201 178 34 114,75 krmné
6 65 213 194 34 107,25 krmné
7 65 30 16 9 116,35 odpad
8 70 61 28 9 126,00 odpad
9 75 68 32 12 133,50 odpad
10 75 53 24 25 114,00 odpad
11 70 27 16 14 116,90 odpad
12 65 73 53 36 102,70 odpad
13 55 224 216 54 98,45 krmné
14 60 225 208 68 108,60 krmné
15 50 221 211 74 90,00 krmné
16 50 243 232 84 86,50 krmné
17 60 221 204 67 97,20 krmné
18 45 232 217 79 70,20 krmné
19 45 41 17 11 81,00 odpad
20 55 35 6 7 97,90 odpad
21 60 104 65 0 108,60 odpad
22 55 53 26 5 86,90 odpad
23 60 67 31 3 96,00 odpad
24 45 66 49 40 71,55 odpad
 
Tab. 3.1 Data získaná z poskytnutých vzorků 
Pokud se provede zhodnocení dat, která byla získána z poskytnutých vzorků na 
základě informací z první fáze je možné konstatovat, že získaná data mají vypovídající 
schopnost a zdroje dat jsou dostatečné. Ovšem bude nutné provést jejich určitou 
modifikaci. Atribut velikost zůstane beze změny. Kvantitativní atributy RGB budou 
sloučeny do jednoho binominálního atributu. Není totiž nutné znát přesnou barvu. Pro 
určení napadení chorobou je důležitý pouze údaj, jestli jablko obsahuje hnědou skvrnu. 
Nakonec atribut hmotnost bude také modifikován. Pro určení kvality plodu není 
důležitá hmotnost jablka, ale měrná hmotnost. Vzhledem k tomu, že není k dispozici 
objem jablka, bude hmotnost vztažena k průměru.  
3.3 Data preparation - (příprava dat) 
Fáze příprava dat zahrnuje všechny práce spojené s vybudováním konečného datového 
souboru z původního datového souboru. Tento konečný datový soubor bude použit 
v procesu modelování. Tato fáze může být provedená i několikrát a není předepsáno 
pořadí jednotlivých úprav [2]. 
3.3.1 Standardizace 
V některých případech je možné, že bude k dispozici více zdrojů dat. Tyto zdroje 
mohou pocházet ze zemí, ve kterých se používají různé fyzikální veličiny. Z tohoto 




3.3.2 Redukce počtu dimenzí 
Redukce počtu dimenzí může v zásadě probíhat dvěmi způsoby.  
 
• selekce - úplné odstranění některého atributu 
• konverze - použitím určitého algoritmu se více atributů sloučí do jednonoho, 
který bude dále používám, přičemž původní atributy budou odstraněny 
 
Redukce počtu dimenzí je vyžadována nejen z důvodů snížení nákladů na tvorbu 
modelu, ale také z důvodu zvýšení rychlosti a efektivity. Na druhou stranu je vždy 
nutné zvážit, kterých atributů je možno se vzdát. Jejich odstraněním, ale i jejich 
konverzí se ztrácí informace, které tyto atributy nesou. Proto je tento proces vždy 
kompromisem mezi dostatkem informací pro vytvoření kvalitního modelu a mezi 
přílišným počtem atributů, které pouze zatěžují výpočetní prostředky. Vztah mezi 
chybovosti modelu a náklady na pořízení modelu jsou vyjádřeny na Obr. 3.2. 
 
 
Obr. 3.2 Vztah mezi chybou modelu a náklady na jeho pořízení [2] 
 
Z tohoto obrázku je vidět, že od určité hranice se přesnost modelu příliš nezvyšuje, 
ale náklady stále rostou. Tato hranice je na Obr. 3.2 vyjádřena jako ε*. 
3.3.2.1 Selekce 
Úplné odstranění některého atributu se provádí po celkové analýze vstupní databáze. 
Odstraňují se atributy, které jsou v rozporu z celkovým konceptem nebo se po prvotním 
zpracování zjistí, že tyto atributy nenesou žádnou významnou informaci. Dále se také 
odstraňují atributy, u kterých se zjistí, že nesou stejnou informaci. Z těchto atributů se 
ponechá pouze jeden a ostatní se odstraní. 
U výše uvedených atributů nevzniká žádné dilema. Ovšem někdy je potřeba 
odstranit i atributy, které nesou informace vhodné pro tvorbu modelu. V tomto případě 
se musí stanovit jaká chyba modelu a jaké náklady na model jsou akceptovatelné. 
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Situaci také stěžuje okolnost, že ideální hranice ε* není často známá a její zjištění je 
komplikované, proto se často vychází z požadavku, aby chyba modelu nebyla větší než 
stanovená chyba εf. Tato hranice se také někdy nazývaná hranice efektivity viz. Obr. 
3.2. 
Pro posouzení, které atributy odstranit je možné použít filtrační metody. Tyto 
metody většinou vychází z analýzy obecných vlastností atributů. 
3.3.2.2 Konverze 
Konverzi dat se také provede až po celkové analýze vstupní databáze. Při této analýze je 
zkoumán vzájemný vztah jednotlivých atributů. Pokud je u některých atributů zjištěna 
korelace, je lepší provést transformaci více atributů na jeden a tím snížit dimenzi 
konečného datového souboru. 
 
Př.1.3: Tak jak bylo stanoveno v druhé fázi CRISP-DP je nutné modifikovat vstupní 
atributy. Transformací atributů tří složek barvy na jeden binominální atribut „skvrna 
ano/ne“ je získán atribut vhodný pro analýzu vstupních dat a sníží se také dimenze 
prostoru, který popisují vstupní atributy. Transformací bylo dosaženo snížení z pěti na 
třírozměrný prostor. Tab. 3.2 zobrazuje data po transformaci. Do této tabulky už je také 
zahrnuta změna atributu hmotnost na atribut hmotnost/průměr. Rozložení těchto dat 
před dalším zpracováním je znázorněno na Obr. 3.3. 
 
 




Obr. 3.3 Rozdělení dat po prvotní transformaci tří-rozměrném prostoru 
 
3.3.3 Poškozená data 
Následující tři úpravy se budou týkat případů, kdy u některých záznamů jsou hodnoty 
některých atributů určitým způsobem poškozeny. Všechny data miningové algoritmy 
jsou založeny na zkoumání umístění objektu v n-rozměrném prostoru. Ať už k analýze 
přistupují tak, že  
 
• dělí prostor na podprostory, které vždy obsahují pouze objekty jedné třídy 
• zkoumají vzájemnou vzdálenost jednotlivých objektů 
• vyšetřují zajímavé průniky hodnot jednotlivých atributů 
 
Vždy je třeba, aby poloha objektu v n-rozměrném prostoru nebyla nějakým 
způsobem výrazně narušena. Počet prostorů je dán počtem atributů. Jestliže je hodnota 
některého atributů chybná, znamená to, že tento údaj určí umístění objektu do oblasti, 
která neodpovídá skutečnosti. Některé metody jsou na chybné hodnoty atributů více 
náchylné např. umělé neuronové sítě, jiné naopak méně např. rozhodovací stromy. V 
každém případě je užitečné tyto hodnoty nalézt a provést určitou úpravu. V případě, že 
je k dispozici dostatečné množství dat, tak je nejrozumnější chybné záznamy odstranit. 
Ovšem je možné, že odstraněním chybných záznamů by došlo k značné redukci 
testovací databáze. Pokud jsou použity data získaná z praxe, tak prakticky neexistují 
záznamy, které by nebyly více či méně poškozené. V těchto případech je nutné tyto 
záznamy zachovat a chybné hodnoty určitým způsobem nahradit. 
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3.3.3.1 Chybějící hodnoty 
Nejsnáze odhalitelné poškození vstupního vektoru je, když některé hodnoty vstupních 
atributů úplně chybí. Pokud nebude rozhodnuto o odstranění tohoto záznamu, musí být 
tyto hodnoty nahrazeny např. průměrnou hodnotou, nejčastěji se vyskytující hodnotou, 
hodnotou, která vznikla na základě analýzy číselné řady apod. Použití konkrétní metody 
záleží na struktuře vstupní databáze. 
3.3.3.2 Outlier 
Jonson (1992) definuje outliers jako odlehlé hodnoty v souboru dat, které se zdají být v 
rozporu se zbytkem dat tohoto souboru [2]. Při jejich použití v trénovací množině dat by 
byl výrazně pozměněn model a analýza nových dat by byla zatížena výraznou chybou. 
V některých případech je užitečné nalezené outliers neodstraňovat nebo neměnit. To 
se ovšem netýká trénovací či testovací množiny dat. Outliers mohou být užitečné při 
analyzování nových záznamů. Jejich odhalením se může zjistit, že se chování systému 
určitým způsobem výrazně změnilo. Jedním z možných využití je odhalení ukradení 
platební karty. Pokud data získaná z plateb platební kartou neodpovídají modelu, který 
popisuje chování vlastníka karty je možné, že karta byla ukradena.  
Metody používané při analyzování outliers mohou být při základním dělení 
rozděleny na jednorozměrné a vícerozměrné. 
Jednorozměrné metody analyzují hodnoty každého atributu odděleně od ostatních 
atributů. V případě, že hodnota atributu se výrazně liší od rozsahu, ve kterém se 
hodnoty tohoto atributu pohybují, lze předpokládat, že hodnota atributu je 
pravděpodobně outlier. Ovšem hodnota atributu se může nacházet v rozsahu, ve kterém 
se pohybují hodnoty ostatních záznamů a přesto se může jednat o outlier Obr. 3.4. Toto 
je možné odhalit jen v případě, že se provede vícerozměrná analýza. 
 
 
Obr. 3.4 Outlier ve dvou-rozměrném prostoru [2] 
 
Jednorozměrné metody - tyto metody jsou většinou založeny na předpokladu, že 
struktura dat má normální rozdělení N(µ, σ2). Hledají se hodnoty, které leží ve vnější 
oblasti tzn. oblasti nepokryté normálním rozdělením. 
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Pro koeficient jistoty α, 0 < α < 1, je  α -vnější oblast pro N(µ, σ2) definována jako 
 
 ( ) { }σµσµα α 2/12 :,, −〉−= zxxout  [2]  
(3.1) 
 
µ - střední hodnota normálního rozdělení 
σ2 - rozptyl normálního rozdělení 
 
Vícerozměrné metody - na rozdíl od jednorozměrných metod se neposuzují hodnoty 
každého atributu zvlášť, ale zkoumá se rozložení dat v n-rozměrném prostoru. 
 
3.3.3.3 Chybná data 
Hodnoty každého atributu jsou určitého druhu. Data je možné rozdělit v základním 
dělení na 
 
• kvantitativní - vyjádření množství (např. tlak) 
• kvalitativní - popis veličiny (např. barva) 
 
Pokud se neshoduje formát všech hodnot jednoho atributu je jasné, že některé 
hodnoty musí být poškozeny. 
3.3.4 Transformace dat 
V některých případech je nutné data dále upravit např. z důvodu, že zvolená metoda 
modelování není určená pro data tohoto typu. Vstupní mohou být také ve formě 
zástupných vstupních znaků, které je vhodné a někdy i nutné před zpracování 
dekódovat. 
Konverze typu dat - jak bylo uvedeno výše tento krok se zařazuje do procesu 
předzpracování v případě, kdy modelovací algoritmus není schopen zpracovat data 
daného typu. Například základní algoritmus rozhodovacího stromu je určen jen pro 
kvalitativní data a naopak základní algoritmus umělé neuronové sítě je zase určený jen 
pro kvantitativní data. Existují sice různé modifikace těchto algoritmů, které dané 
omezení odstraňují, že proces předzpracování je již implementován do jejich algoritmu, 
ale je možné tento krok udělat už ve fázi přípravy dat. 
Dekódování dat - mezi atributy, které je třeba před dalším zpracováním dekódovat 
se řadí například sériová čísla, směrovací čísla, čárkové kódy apod. Ve fázi přípravy dat 
se vytvoří algoritmus, který na základě informací vysvětlujících význam jednotlivých 
znaků či kódů upraví databázi do podoby vhodné pro další zpracování. 
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Př.1.3b: Další ukázkou zpracování vzorového příkladu je konverze typu dat. V Tab. 3.3 
je vidět konverze z kvantitativních na kvalitativní data. Naopak v Tab. 3.4 je vidět 
konverze z kvantitativních na kvalitativní data. Zpracování tohoto příkladu bude v další 
fázi pokračovat tvořením modelu pomocí různých modelovacích algoritmů. Konverze 
typu dat tento krok usnadní. 
 
  
Tab. 3.3 Konverze typu dat: kvantitativní → kvalitativní (vlevo) 
Tab. 3.4 Konverze typu dat: kvalitativní → kvantitativní (vpravo) 
 
3.3.5 Normalizace dat 
Tento krok je pro některé metody naprosto nezbytný. Pokud by byl např. vytvořen 
model pomocí sluhové analýzy a před tím by nebyla provedena normalizace dat, dost 
často by byly vyvozeny chybné závěry. Některé z metod modelování jako jsou např. 
rozhodovací stromy normalizaci nevyžadují. Jsou případy, kdy je už při přípravě dat 
známo, která metoda bude použita. V těchto případech je možné se rozhodnout, jestli 
normalizace bude nebo nebude použita. Ovšem v jiných případech, kdy je třeba zjistit, 
která metoda bude pro analýzu nejvhodnější je normalizace samozřejmě nutná.  
Při procesu normalizace se neztrácí žádné informace. Proto může být na konci data 
miningového procesu použit inverzní algoritmus, aby byly obnoveny původní hodnoty. 
 
Př.1.3c: Pro normalizaci byla použita Tab. 3.4. Výsledek této normalizace je, že se 




Tab. 3.5 Normalizace zdrojových dat 
 
 
3.4 Modeling - (modelování) 
Všechny používané metody vycházejí z předpokladu, že jednotlivé objekty (příklady, 
pozorování) lze popsat pomocí charakteristik takových, že objekty patřící k témuž 
konceptu (do téže třídy) mají podobné charakteristiky (tyto metody bývají proto někdy 
nazývány učení na základě podobnosti similarity-based learning) [15]. 
 
Metody dolování dat se mohou rozdělit do tří základních skupin: 
 
1. Predikce – tyto metody využívají dříve získaných znalostí. Technika těchto metod 
spočívá v porovnávání dat, které máme k dispozici se vzorovými daty. Na základě 
podobností se pak stanovuje předpoklad dalšího vývoje. 
2. Deskripce – cílem těchto metod je analyzovat data a zkoumat nové vzájemné vztahy, 
které ještě dosud nebyly objeveny a jsou potencionálně užitečné. 
3. Indikace – tyto metody odhalují odchylky od normálního stavu, aby se včas 




Obr. 3.5 Metody dolování dat [13] 
 
3.4.1 Rozhodovací stromy 
Princip rozhodovacího stromu spočívá v dělení n-rozměrného prostoru, ve kterém jsou 
umístěna data popisující dané objekty. Tento základní prostor je v terminologii 
rozhodovacích stromů označován jako kořenový uzel. Dělení je nutné provést takovým 
způsobem, aby se nakonec dosáhlo výsledku, kdy každý podprostor bude obsahovat 
pouze objekty patřící ke stejné třídě. Podprostor obsahující pouze objekty jedné třídy se 
nazývá list. Pokud podprostor obsahuje objekty více tříd, bude dělen dále a nazývá se 
uzel. Dělení se provádí postupně vždy podle jednoho atributu. Před každým dělením 
musí být zhodnoceno, který atribut má největší schopnost odlišit objekty jednotlivých 
tříd. Pro její stanovení se používají následující metody: 
 
• entropie 
• informační zisk 
• poměrný informační zisk 
• gini index 
• χ2 
 
Entropie - je to veličina, která je běžně používaná v přírodních vědách. Vypovídá o 
pravděpodobnosti určitého stavu v daném systému. V případě rozhodovacího stromu je 
hledán atribut s nejnižší entropií. Čím je entropie nižší, tím je nižší roztříštěnost 
zastoupení jednotlivých objektů podle daného atributu a dělení bude nejúspěšnější. Při 
nulové entropii jsou všechny příklady podle daného atributu ze 100% zařazeny do 
stejné třídy.  
Jestliže je třeba zvolit atribut, podle kterého se provede dělení, musí se postupovat 
následujícím způsobem. Je zvolen první atribut. Spočítá se entropie pro každou hodnotu 
daného atributu (3.2) a následně z těchto hodnot vypočítá střední hodnota entropie pro 
daný atribut (3.3). Pro zbývající atributy se pokračuje stejným způsobem. Atribut s 
nejnižší entropií se zvolí jako atribut, podle kterého bude provedeno dělení. 
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S těmito výpočty se musí pokračovat na každé další úrovni, kdy bude opět hledán 
vhodný atribut pro další dělení. 
 
 














−=  [1] 
(3.2) 
A(v) - atribut A s hodnotou v 
n - četnost A(v) 
nt - četnost A(v) and třídy t 
 








=  [1] 
(3.3) 
 
informační zisk - toto veličina se získá tak, že se od entropie vypočtené pro závislou 
proměnou (3.4) odečtou entropie vypočítané pro jednotlivé atributy (3.5). Kromě 
výpočtu entropie pro závislou proměnou se postupuje stejným způsobem jako v 
předešlém případě. Hledá se atribut s největším informačním ziskem tzn. s nejmenší 
entropii, protože hodnota entropie pro závislou proměnou je pro danou databází 
konstantní. Z tohoto faktu je vidět, že informační zisk má stejnou vypovídací schopnost 
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(3.4) 
( ) )()( AHCHAZisk −=  [1] 
(3.5) 
poměrný informační zisk - výpočtem poměrného informačního zisku (3.6) se bere do 
úvahy ke kolika záznamům se daná veličina vztahuje. Veličina informační zisk se 
podělí veličinou větvení (3.7). Čím je hodnota poměrného informačního zisku vyšší, tím 







gini index - je jiným způsobem vyjádřena pravděpodobnost zastoupení třídy v závislosti 










tpGini  [1] 
(3.8) 
χ2 - vyhodnocuje rozdíl mezi pozorovanými četnostmi a četnostmi očekávanými při 
platnosti hypotézy o nezávislosti dvou proměnných. V případě rozhodovacího stromu se 
postupně zkoumá závislost všech vstupních atributů vůči výstupní veličině.  
Obecný případ, který vyjadřuje vztah vektoru x k vektoru y je zobrazen v 
kontingenční tabulce Tab. 3.6. Hodnoty r1 - rm se nazývají marginální hodnoty a 
vyjadřují četnost výskytu jednotlivých složek vektoru x. Hodnoty s1 - sn mají stejný 
význam pro složky vektoru y. 
 
 y1 y2 ... yn ∑ 
x1 a11 a12 ... a1n r1 
x2 a21 a22 ... a2n r2 
... ... ... ... ... ... 
xR aR1 aR2 ... aRS rR 
∑ s1 s2 ... sS n 
Tab. 3.6 Kontingenční tabulka [1] 
Hodnoty očekávaných četností se spočítají podle  
n
sr
e lkkl =  [1] 
(3.9) 



























2χ  [1] 
(3.10) 
Při použití tohoto kritéria se zvolí pro dělení atribut, který má nejvyšší hodnotu χ2. χ2 




, pro všechna k, l [1] 
(3.11) 
Po zvolení nejhodnějšího atributu se provede dělení na základě hodnot, kterých 
atribut nabývá. To znamená, že počet větví odpovídá počtu hodnot např.  atribut - barva; 
hodnoty - červená, zelená, žlutá; dělení - 3 větve. Pokud by byl tento proces převeden 
do grafické podoby, tak mezi jednotlivé hodnoty atributů jsou umístěny nadroviny, 
které jsou ortogonální k ose daného atributu. 
 
 
Obr. 3.6 Obecný algoritmus pro tvorbu rozhodovacího stromu [1] 
Rozhodovací strom má tendenci k přeučení. Proto se používá tzv. prořezání stromu. 
Tímto krokem se model stává více nepřesný vůči trénovací množině, ale při správném 
prořezání získá větší přesnost vůči novým datům. Popřípadě může být více nepřesný i 
vůči novým datům, ale toto je vyváženo jeho větší přehledností. Přístup k prořezávání je 
dvojí 
pre-pruning - je možné dopředu stanovit určitá kritéria, která omezí růst stromu. 
Těmito kritériemi mohou být  
 
• max. hloubka 
• min. počet příkladů v nelistovém uzlu, aby mohlo být provedeno dělení 
• min. počet příkladů v listovém uzlu, aby mohlo být provedeno dělení 
• nastavení mezní hodnoty dělícího kritéria 
 
Při dosažení nebo nesplnění jednoho z kritérií se tvorba rozhodovacího stromu 
zastaví. 
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 post-pruning - pokud  nebyla uplatněna metoda pre-pruningu, vytvoří se model 
model, který rozdělí všechny data v trénovací množině tak, že listy stromu vždy 
obsahují pouze příklady patřící do stejné třídy. Při prořezávání metodou post-pruningu 
se nelistové uzly nahrazují listem. To znamená, že takto vytvořený list už neobsahuje 
příklady pouze jedné třídy. Samozřejmě je nutné zjistit, jaký vliv bude mít odstranění 
listů na přesnost modelu. Jeden z možných algoritmů prořezávání je uveden na Obr. 3.7. 
 
 
Obr. 3.7 Algoritmus prořezávání rozhodovacího stromu [1] 
Př.1.4a: Ve fázi data preparation byly připraveny data vzorového příkladu, které bude v 
tuto chvíli použity. Data připravená ke zpracování pomocí rozhodovacího stromu jsou v 
Tab. 3.3. Pro volbu atributu bude použito kritérium Informační zisk. 
Nejdříve jsou data rozdělena do tří kontingenčních tabulek Tab. 3.7, Tab. 3.8 a Tab. 
3.9, které vyjadřují vztah jednotlivých atributů k výstupní veličině. 
 
 y(konzumní) y(krmné) y(odpad) Σ 
x1(dostatečná) 3 3 6 12 
x1(nedostatečná) 0 6 6 12 
Σ 3 9 12 24 
Tab. 3.7 Kontingenční tabulka pro x1 a y 
 
 y(konzumní) y(krmné) y(odpad) Σ 
x2(ano) 0 0 12 12 
x2(ne) 3 9 0 12 
Σ 3 9 12 24 
Tab. 3.8 Kontingenční tabulka pro x2 a y 
 
 y(konzumní) y(krmné) y(odpad) Σ 
x2(odpovídající) 3 3 6 12 
x2(neodpovídající) 0 6 6 12 
Σ 3 9 12 24 
Tab. 3.9 Kontingenční tabulka pro x3 a y 
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Pro výpočet budou použity rovnice (3.2), (3.3), (3.4), (3.5). Následuje výpočet 
informačního zisku pro atribut x1. 
 
( )( ) odpadodpadkrmnékrmnékonzumníkonzumní ppppppdostatecnaxH 2221 logloglog −−−=  













2221 =−−−=dostatecnaxH  
( )( ) odpadodpadkrmnékrmnékonzumníkonzumní ppppppnanedostatecxH 2221 logloglog −−−=  
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Nejvyšší informační zisk má atribut x2, proto bude vybrán pro první dělení. Tímto 
způsobem vznikl jeden listový a jeden nelistový uzel. Nelistový uzel bude rozdělen 
obdobným způsobem, který byl použit v prvním kroku. Tento krok je třeba provést ještě 
jednou. Na Obr. 3.8 je vidět výsledný model. V zhledem k velikosti rozhodovacího 




Obr. 3.8 Výsledek zpracování pomocí rozhodovacího stromu 
3.4.2 Rozhodovací pravidla 
Rozhodovací pravidla přistupují k n-rozměrnému prostoru obdobně jako rozhodovací 
strom. Tento prostor se postupně dělí vždy podle jednoho atributu. Vzhledem k 
obdobnému přístupu lze dokonce rozhodovací strom převést na rozhodovací pravidla. 
Každému větvení stromu odpovídá jedno pravidlo. 
 
 
Obr. 3.9 Algoritmus pokrývání množin [1] 
Další metodou je pokrývání množin Obr. 3.9. Tento způsob spočívá v tom, že se 
vezme první objekt náležející k určité třídě a zkoumají se ostatní objekty patřící ke 
stejné třídě. Přitom se ponechají vždy jen ty atributy jejichž hodnoty mají jednotlivé 
příklady společné. Cílem je co nejvíce toto pravidlo zobecnit. Zobecněním pravidla se 
dosáhne pokrytí většího počtu objektů patřících ke stejné třídě. Kdyby byl tento přístup 
převeden znovu do grafické podoby znamenalo by to, že z počátku se vezme za základ 
podprostor, který je omezen nadrovinami, které mají stejný počet jako je počet 
vstupních atributů. Postupně se odstraňují ty nadroviny, jejichž odstraněním se nezmění 
to, že jsou stále ze 100% klasifikovány objekty jedné třídy. V případě vyčerpání 
možností tohoto pravidla se objekty pokryté tímto pravidlem ze stupních dat odstraní a 
nalezne se další příklad patřící do stejné třídy a proces se opakuje. Tzn. znovu se 
ponechají pouze ty atributy, jejich hodnoty jsou u daných objektů společné. Ostatní 
atributy se z pravidla odstraní. V případě, že zbývají objekty, u nichž není možné 
provést zobecnění na základě porovnání s objekty stejné třídy je nutné vytvořit pravidlo 
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na základě porovnání s ostatními třídami a přidat podmínku, která eliminuje objekty 
jiných tříd. Praktické vysvětlení je uvedeno v Př. 1.4b. 
 
Př.1.4b: Na Obr. 3.10 je znázorněno převedený předešlého rozhodovacího stromu Obr. 
3.8 na pravidla. 
 
 
Obr. 3.10 Rozhodovací strom převedený na pravidla 
 
Tab. 3.10 Vstupní hodnoty př. 1 v kvantitativní podobě 
Tab. 3.10 je stejná jako Tab. 3.3. Je zde zobrazená pro přehlednost, protože bude 
sloužit jako zdroj dat. První zkoumanou třídou je třída konzumní. Vzhledem k tomu, že 
všechny tři objekty této třídy obsahují atributy se stejnými hodnotami je možné vytvořit 
pravidlo, které bude pokrývat všechny objekty této třídy a žádný z objektů jiné třídy. 
 
if x1 = dostatečná and x2 =  ne and x3 = odpovídající then konzumní 
 
Další na řadě je třída krmné. Hodnoty atributů prvního objektu této třídy tzn. č.4  
jsou „dostatečná, ne, neodpovídající“. Stejné hodnoty mají i objekty č.5 a č.6. Nyní je 
třeba zjistit, jestli po odstranění jednoho z atributů z pravidla se rozšíří výběr i na další 
objekty. Objekt č.13 má společné hodnoty atributů x2 a x3. Odstraněním atributu x1 z 
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vytvářeného pravidla splňují stejné podmínky další dva objekty č.14 a č.15. Je možné 
zkusit pokračovat dále. Objekt č.16 má společnou hodnotu pouze atributu x2. 
Ponecháním pouze atributu x2 je možné připojit i zbývající dva objekty č.17 a č.18. 
Nyní je třeba zjistit, jestli pravidlo, if x2 =  ne then krmné pokrývá pouze objekty této 
jedné třídy. Z Tab. 3.10 je vidět, že toto pravidlo by pokrývalo i objekty předešlé třídy, 
proto je třeba objekty třídy krmné porovnat s objekty třídy konzumní a nalézt pravidlo, 
které by tyto dvě třídy odlišilo. Na základě srovnání těchto dvou tříd je možné vytvořit 
pravidlo 
 
if x2 =  ne and (x1 = nedostatečná or x3 = neodpovídající) then krmné 
 
Po rozdělení těchto dvou pravidel na jednotlivá pravidla vznikne následující soubor 
pravidel. 
 
if x2 = ano then odpad 
if x1 = nedostatečné then krmné 
if x3 = odpovídající then konzumní 
else krmné 
 
Spojením pravidel výše uvedených pravidel je možné vytvořit jiný soubor pravidel. 
 
if x2 = ano then odpad 
else if x1 = dostatečná and x3 = odpovídající then konzumní 
 else krné 
 
Po srovnání jednotlivých souborů pravidel je vidět, že se mírně odlišují. Jde ale 
spíše o způsob jakým se jednotlivá pravidla kombinují. Všechny uvedené soubory 
pravidel bezchybné roztřídí vstupní data trénovací množiny do jednotlivých tříd. 
3.4.3 Asociační pravidla 
Asociační pravidla vyjadřují snahu zjistit mezi položkami takový vztah, že přítomnost 
jedné nebo více položek implikuje přítomnost jiných položek v téže transakci [9]. 
BA⇒  
Asociační pravidla vznikla jako způsob analýzy nákupního vozíku. Ovšem použití 
této metody může být mnohem větší. Jednoduchý příklad z průmyslu -„zanedbání 
údržby“ and „zatížení stroje - dlouhodobé“ and „zatížení stroje - vysoké“ ⇒poškození 
stroje. 
Základem generování kombinací hodnot jednotlivých atributů. Toto generování 
může probíhat třemi různými způsoby 
 
 40 
• do šířky - v prvním kroku se použijí samostatně všechny hodnoty jednotlivých 
atributů. Ve druhém kroku se každá z hodnot použitých v prvním kroku 
zkombinuje se všemi hodnotami zbývajících atributů.  Tímto způsobem se 
pokračuje až do vyčerpání všech možných kombinací. 
• do hloubky - v prvním kroku se použije první hodnota prvního atributu. Ta se 
postupně zkombinuje s prvními hodnotami ostatních atributů. Po dosažení 
maximální délky se odebere první hodnota posledního atributu a nahradí se 
druhou hodnotou. Takto se pokračuje až se vyčerpají všechny hodnoty 
posledního atributu. Následně se odebere hodnota posledních dvou atributů. 
První hodnota předposledního atributu se nahradí druhou hodnotou a k ní se 
přiřadí první hodnota posledního atributu. Dále se postupuje stejně, jak bylo 
uvedeno výše. To znamená, že se postupuje tak, že se vyčerpají kombinace v 
poslední vrstvě při zachování celého řetězce až po tuto vrstvu. Přejde se o 
minimálně možný počet vrstev zpět tak, aby bylo možné provést změnu. Změní 
se hodnota atributu na této vrstvě a znovu se vyčerpají všechny možnosti. Tímto 
způsobem se pokračuje až do okamžiku, kdy je celý řetězec složen z posledních 
hodnot jednotlivých atributů a tím jsou vyčerpány všechny možnosti kombinací. 
 








1)1(  [1] 
(3.12) 
KAi - množina kombinací jednoho atributu 
m - počet atributů 
 
Počet kombinací je možné omezit stanovením maximální délky řetězce nebo 
ověřováním míry četnosti kombinace v trénovací množině. 
Nejznámějším algoritmem, který se používá při hledání asociačních pravidel je 
algoritmus apriori. 
 
Algoritmus APRIORI [9] 
 
• Algoritmus „prochází“ postupně databázi a počítá podporu pro kandidáty. 
• V každém kroku generování tzv. kandidátů a poté kontrola minimální podpory. 
• V dalším kroku vznik kandidátů o velikosti o jednu větší, než v předchozím 
kroku atd. 
• Konec při nenalezení kandidátů dané velikosti. 
• Funkce AprioriGen generuje všechny možné k-množiny (kandidáty) z 
frekventovaných množin a poté vylučuje z výběru ty množiny, jejichž některá 
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podmnožina není frekventovaná („podpora k-množiny nemůže být větší, než 
podpora její podmnožiny“) 
 
3.4.4 Regresní analýza 
Cílem regresní analýzy je co nejlépe aproximovat zdrojová data určitou funkcí.  
Nejjednodušší případ je v případě lineární závislosti výstupní veličiny na vstupních 
atributech. V tomto případě je použit vztah (3.13). 
 
y = X q [1] 
(3.13) 
y - vektor výstupní veličiny 
X - matice vstupních dat 
q - vektor parametrů funkce 
 
Pro nastavení vektoru parametrů fuknce q se používá metoda nejmenších čtverců. 
Tato metoda minimalizuje hodnotu, která vznikne součtem čtverců rozdílů skutečné a 







Závislost vstupního vektoru a výstupní veličiny nemusí být pouze lineární funkce. 
Ovšem to není překážkou. Je možné zvolit jakoukoli funkci, která se co nejvíce 
přibližuje závislosti vstupních a výstupních dat. 
V případě lineární regrese je možné si představit nadrovinu, která prochází n-
rozměrným prostorem. Tato nadrovina je vlastně prostorem řešení. V případě 
grafického řešení, tedy hodnota výstupní veličiny leží v bodě, který je součástí 
nadroviny, do něhož se promítá vektor určený velikostí vstupních atributů. 
Nelineární regrese má podobné grafické vysvětlení. Rozdíl je v tom, že řešením není 
nadrovina, ale "nadplocha" jakéhokoli tvaru proložená n-rozměrným prostorem. 
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3.4.5 Shluková analýza 
Základní myšlenkou shlukové analýzy je, že objekty patřící ke stejné třídě se v n-
rozměrném prostoru vyskytují blízko sebe a tvoří tzv. shluky. Ovšem vzhledem k tomu, 
že tato metoda se často užívá v případech, kdy není k dispozici zařazení jednotlivých 
objektů trénovací množiny do příslušných tříd, je nutné velmi pečlivě zvážit volbu 
vstupních atributů. Špatně zvolený vstupní atribut má samozřejmě vliv na chybné 
umístění objektu v n-rozměrném prostoru. Na toto jsou choulostivé i jiné metody. 
Nezáleží na tom, jestli se prostor dělí na podprostory nebo jestli jsou objekty v n-
rozměrném prostoru seskupovány do shluků. Pokud je k dispozici rozčlenění vstupních 
objektů do tříd, je možné ve fázi přípravy dat zkoumat vztah jednotlivých atributů k 
výstupní veličině. Tímto krokem je možné atributy, které jsou v rozporu se zařazením k 
příslušné třídě vyřadit z procesu.  
Schopnost tvořit shluky objektů, které jsou si na základě zpracovávaných vstupních 
atributů blízké, aniž je známa výstupní veličina je výhodná vlastnost této metody. 
Ovšem už z výše uvedeného je patrné, že tato metoda je velmi citlivá na chybnou volbu 
vstupních atributů, chybné hodnoty vstupních atributů či chybnou přípravu dat. Důležité 
je zpracovávat pouze atributy, které nejsou v rozporu s klasifikací. Neutrální atributy, 
které nepřináší žádnou informaci, ale také nejsou v rozporu s výstupní veličinou 
neovlivní proces shlukování. Pouze zvyšují dimenzi vstupního prostoru. V případech, 
kdy je známá výstupní veličina se tyto atributy odstraní.  
Existuje více algoritmů určených pro shlukování, ale všechny mají stejný základní 
cíl. Vytvořit množinu tříd C (3.16), která obsahuje třídy pokrývající všechny objekty 
vstupních dat. A to takovým způsobem, aby se objekty příslušející ke stejné třídě co 
nejvíce podobaly. A naopak, aby objekty příslušející k různým třídám co nejvíce 
odlišovaly. To znamená, že průnik jakýchkoli dvou tříd je nulový. Tomuto odpovídá 
pokrytí vstupní databáze třídami vyjádřené (3.17). 
 
C = C1, ..., Ck   [2] 
(3.16) 
C - množina tříd 
 
  [2] 
(3.17) 
S - množina vstupních objektů 
 
Základním principem shlukové analýzy je měření vzájemné vzdálenosti jednotlivých 
objektů v n-rozměrném prostoru. Aby nebylo dosaženo chybného vyhodnocení, musí 
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být ve fázi přípravy dat provedená normalizace dat. Tímto krokem se dosáhne toho, že 
hodnoty všech atributů budou brány se stejnou váhou. V některých případech se totiž 
může stát, že rozptyl hodnot jedné veličiny je větší než vzdálenost, která odlišuje třídy u 
jiné veličiny. Př.2 vyjadřuje jednoduchý modelový případ, na kterém bude patrné, jaký 
vliv má normalizace na proces shlukování.  
 
Př.2: Je třeba provést klasifikaci trubek. Délka trubek je 6000 s tolerancí ±5 mm. Ve 
výrobním programu jsou trubky o průměru 4 a 5 mm.  
Pro ilustraci bude stačit použít vzorek, který obsahuje 4 trubky. 
 
č. vzorku délka průměr 
1. 6005 4 
2. 5095 4 
3. 6005 5 
4. 5095 5 
Tab. 3.11 Vstupní data Př.2 
Při výpočtu vzdálenosti jednotlivých objektů pomocí Euklidovské vzdálenosti, která 
bude popsána dále, je možné vypočítat následující hodnoty Tab. 3.12. 
 
č. vzorku 1. 2. 3. 4. 
1. 0 910 1 910 
2. 910 0 910 1 
3. 1 910 0 910 
4. 910 1 910 0 
Tab. 3.12 Výpočet vzdáleností objektů bez normalizace dat 
Byly by vytvořeny dva shluky. První shluk by tvořily objekty č.1 a 3 a druhý shluk 
objekty č.2 a 4. V obou případech je vypočítaná vzdálenost 1. Je vidět, že bez 
normalizace dat by byly shluky tvořeny na základě délky, což by vedlo k mylným 
závěrům. 
Vstupní data po normalizaci do intervalu <0,1> jsou uvedeny v Tab. 3.13. Na 
základě těchto dat byly znovu pomocí Euklidovské vzdálenosti vypočítány vzdálenosti 
objektů, které jsou uvedeny v  
 
č. vzorku délka průměr 
1. 1 0.8 
2. 0.85 0.8 
3. 1 1 
4. 0.85 1 
Tab. 3.13 Vstupní data Př.2 po normalizaci 
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č. vzorku 1. 2. 3. 4. 
1. 0 0.15 0.2 0.25 
2. 0,15 0 0.25 0.2 
3. 0.2 0.25 0 0.15 
4. 0.25 0.2 0.15 0 
Tab. 3.14 Výpočet vzdálenosti objektů s využitím normalizovaných dat 
Z dat uvedených v Tab. 3.14 je vidět, že po normalizaci by byly shluky vytvořeny 
správně. První shluk by tvořily objekty č.1 a 2 a druhý shluk objekty č.3 a 4. V obou 
případech je jejich vypočítaná vzdálenost 0.15. Vzhledem k tomu, že jsou oba atributy 
brány se stejnou váhou, projeví se větší míra odlišnosti vyjádřená atributem průměr. 
Na stanovení vzdálenosti mezi objekty se používají různé metody výpočtu 
vzdálenosti, které se nazývají metriky. Existuje velké množství metrik. Bude následovat 
výčet některých z nich. Univerzální metrikou je metrika Minkowského (3.18). Od této 
metriky je odvozeno spoustu jiných metrik. Asi nejpoužívanější Euklidovská metrika 
volí hodnotu g=2. Hodnotu g=1 používá metrika Manhattan a např. Čebyčevova metrika 








q - počet atributů jejichž hodnota se rovná 1 u obou objektů 
t - počet atributů jejichž hodnota se rovná 0 u obou objektů 
r a s - počet atributů obou objektů jejichž hodnoty atributů se nerovnají 
 










p - celkový počet atributů 
m - počet odpovídajících si atributů 
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z   [2] 
(3.21) 
zi,n - standardizovaná hodnota atributu an objektu i 
ri,n - hodnota objektu před standardizací 
Mn - horní limit atributu an 
 
Základní dělení metod shlukové analýzy je na hierarchické a nehierarchické: 
 
Hierarchická analýza - zkoumá vzájemný vztah všech objektů. K tomuto zkoumání je 
možné přistupovat dvěma způsoby.  
• Aglomerativní způsob - pokládá každý objekt za shluk o jednom prvku a na 
základě vzdálenosti tyto shluky postupně seskupuje. Tento proces končí v 
okamžiku, kdy je vytvořen jeden shluk, který obsahuje všechny objekty vstupní 
databáze Obr. 3.11. 
 
 
Obr. 3.11 Algoritmus hierarchiské analýzy - aglomerativní způsob [1] 
 
• Divisivní způsob - vstupní databáze je pokládána za shluk, který obsahuje 
všechny objekty této databáze. Tento shluk se postupně na základě vzdáleností 
objektů rozkládá na menší shluky. Proces končí v okamžiku, kdy všechny 
shluky obsahují pouze jeden objekt. 
 
V případě, že se nejedná o shluk o jednom prvku, je třeba určit, jakým způsobem se 
bude určovat vzájemná vzdálenost jednotlivých shluků. Je možné zvolit jednu z 
následujících možností: nejbližší soused, nejvzdálenější soused, průměrná vzdálenost 
objektů, mediánová, centroidní a Ward-Wishartova. Volba způsobu určování 




Obr. 3.12 Vliv volby způsobu vytváření shluků 
Shlukovací proces pokračuje vytvořením binárního hierarchistického stromu neboli 
dendrogramu, který vyjadřuje spojení jednotlivých objektů do shluků a jejich 
vzájemnou vzdálenost. Následně se stanový vzdálenost, ve které se provede řez. Tímto 
je proces dokončen Obr. 3.13. 
 
 
Obr. 3.13 Dendrogram [1] 
 
Nehierarchická analýza - proces začíná stanovením počtu shluků. Ovšem je možnost, 
aby byl počet shluků změněn, pokud se v průběhu shlukování zjistí, že jiný počet je 
výhodnější. Po stanovení počtu shluků se určí pozice typických bodů, které tvoří centra 
jednotlivých shluků a vzdálenost jednotlivých objektů je počítána od těchto bodů. 
Základní pozice je stanovena jedním z následujících způsobů: 
• náhodný výběr 
• umístění do blízkosti těžiště všech bodů 
• provede se několik kroků výpočtu hierarchickou metodou a umístění bodů se 
provede na základě vyhodnocení tohoto kroku 
Pozice typických shluků se během procesu mění. Po výpočtu vzdáleností objektů od 
typických bodů pomocí jedné z metrik se provede přiřazení jednotlivých objektů k 
jednotlivým shlukům. Po tomto přiřazení se vypočítá těžiště jednotlivých shluků. 
Poloha těžišť slouží jako nová poloha typických bodů. A proces pokračuje výpočtem 
nových vzdáleností objektů od nových typických bodů. Po výpočtu vzdáleností se 
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provede nové přiřazení objektů k jednotlivým shlukům. Tyto kroky se stále opakují 
dokud se poloha typických bodů s určitou stanovenou tolerancí neustálí. 
3.4.6 Neuronové sítě 
Neuronové sítě nebo spíše řečeno umělé neuronové sítě, protože tyto metody byly 
inspirovány biologickými neuronovými sítěmi. Existují různé struktury umělé 
neuronové sítě, přičemž každá z nich je určena k řešení jiných úkolů. 
 
• Vícevrstvá perceptonová síť (MLP) 
• Hopfieldova síť 
• Kohonenovy samoorganizující se mapy 
• Síť RBF 
• a další 
 
Princip umělé neuronové sítě bude vysvětlen na vícevrstvé perceptonové síti. 
Základní jednotkou této sítě je perceptron Obr. 3.14. Je tvořen několika vstupy a jedním 
výstupem. Každý vstup je opatřen váhou. Vstupní hodnota se s váhou násobí a dále se 
už počítá s takto upravenou hodnotou. Všechny vstupní hodnoty vynásobené jejich 
váhami jsou použity pro výpočet (post-synaptického) potenciálu ξ. 
 
 








 [3]   
(3.22) 
Perceptron má schopnost spočítat na základě vstupních hodnot obecnou rovnici 
nadroviny. Tato nadrovina prochází n-rozměrným prostorem a dělí ho na dva 
podprostory. Toto vyjádření je jasné ze srovnání rovnice (3.22) s rovnicí (3.23), která je 










ii    
(3.23) 
Z výše uvedeného vyplývá, že spojení k-perceptronů v jedné vrstvě bude vypočítáno 
k-nadrovin, které budou dělit n-rozměrný prostor na k-podprostorů. Na Obr. 3.15 je 
znázorněna různá struktura umělé neuronové sítě ve dvou-rozměrném prostoru. Jak bylo 
zmíněno výše, jeden perceptron je schopen vypočítat rovnici pouze jedné nadroviny a 
tím rozdělit prostor na dva podprostory. Tento přiklad je znázorněn na Obr. 3.15 vlevo. 
Při tomto rozložení dat není jeden percepron schopen oddělit všechny objekty 
jednotlivých tříd. Struktura sítě musí být vždy přizpůsobena rozložení dat. Struktura sítě 




Obr. 3.15 Přizpůsobení struktury neuronové sítě rozložení objektů [3] 
 
Další důležitou součástí perceptronu je aktivační funkce f(ξ) (3.24). Tato funkce je 
schopna určit, ve kterém ze dvou podprostorů nově zkoumaný objekt vymezených 
funkcí ξ leží. 
Aktivační funkce mohou být použité různé ovšem v případě data miningu se 
většinou používají sigmoida (3.24), hyperbolická tangenta a ve výstupní vrstvě také 
lineární funkce. 
 
ξλξ ⋅+= ef 1
1)(  [3]   
(3.24) 
V obecném případě má vícevrstvá perceptronová síť 3-vrstvy Obr. 3.16. Ovšem v 




Obr. 3.16 Třívrstvá perceptronová síť [2] 
 
Vstupní vrstva nebo také distribuční vrstva - počet perceptronů ve vstupní vrstvě se 
rovná počtu vstupních atributů. Každý perceptron má pouze jeden vstup a počet výstupů 
je shodný s počtem perceptronů ve skryté vrstvě. Každý perceptron vstupní vrstvy 
přijímá hodnotu vstupního atributu, který mu byl přidělen a tuto hodnotu distribuuje na 
vstup všech perceptronů skryté vrstvy. 
Skrytá vrsva popř. vrstvy - úkolem každého perceptronu skryté vrstvy je co nejlépe 
od sebe oddělit objekty různých tříd. 
Výstupní vrstva - počet perceptronů výstupní vrstvy souhlasí s počtem tříd. Výstupní 
vrstva má za úkol kombinovat podprostory vytvořené pomocí perceptronů skryté vrstvy 
takovým způsobem, aby vznikl průnik podprostorů, který obsahuje objekty pouze jedné 
třídy. 
Aby byla neuronová síť schopna klasifikace musí projít procesem učení. Při tomto 
procesu se tvoří struktura sítě a nastavují se váhy jednotlivých neuronů. Je více 
algoritmů, které jsou určeny pro učení sítí. Jedním z nejpoužívanějších je algoritmus 
Backpropagation Obr. 3.17. Je to gradientní metoda, která má za úkol minimalizovat 
chybu, kterou je rozdíl mezi skutečným a očekávaným výstupem (3.25). 
 
 












1)(  [1] 
(3.25) 
Jak je vidět z algoritmu backpropagation Obr. 3.17, v první fázi se spočítá chyba 
perceptronů ve výstupní vrstvě. Z této chyby je pak možné spočítat chybu perceptronů 
























∂−=∆ ηηη  [1] 
(3.26) 
SUMk - vážený součet vstupů do neuronu k. 
 
K modifikaci vah se přistupuje tak, že se nejprve modifikují váhy perceptronů 
výstupní vrstvy a teprve pak se přistoupí k modifikaci vah skryté vrstvy. 
 
Př.1.4c: Pomocí umělé neuronové sítě bude opět zpracován příklad 1. Vstupní data jsou 
umístěna v Tab. 3.5. Tato data byla ve fázi přípravy dat transformována do kvantitativní 
podoby a následně normalizována. Topologie třívrstvé perceptronové sítě, která byla 
vytvořena pro řešení tohoto příkladu, je vidět na Obr. 3.18. 
 
 
Obr. 3.18 Topologie sítě určená pro řešení př. 1 
Vstup vrstvu tvoří tři perceptrony, které jsou určeny pro distribuci atributů x1, x2 a 
x3. Čtvrtý perceptron ve vstupní vrstvě, který má odlišnou barvu je práh. Jeho vstupní 
hodnota bývá většinou nastavena na hodnotu 1. Obdobně je práh pro výstupní vrstvu 
znázorněn jako poslední perceptron ve skryté vrstvě. Výstupní vrstvu tvoří tři 




3.4.7 Bayesovská klasifikace 
Metody založené na Bayesovské klasifikaci vycházejí z Bayesovy věty o podmíněné 
pravděpodobnosti (3.27).  
 




H - hypotéza 
E - evidence 
 
Tento vzorec vyjadřuje pravděpodobnost hypotézy H za předpokladu platnosti 
evidence E. Hypotéza nemusí být vztažena pouze k jediné evidenci a také hypotéz může 
být více. Platnost hypotézy Ht za předpokladu platnosti více evidencí Ek vyjadřuje 
(3.28).  
 










1 =  [1] 
(3.28) 
 
Interpretace této metody v data miningu je následující. Tak jako u předešlých metod 
je možné danou metodu vysvětlit pomocí umístění objektu v n-rozměném prostoru. N-
rozměrný prostor je možné rozdělit na pravoúhlé podprostory. Jednotlivé objekty jsou 
do těchto podprostorů umístěny na základě jejich vstupního vektoru. Na rozdíl od 
rozhodovacího stromu nebo rozhodovacích pravidel ovšem není záměrem za pomoci 
hodnot jednotlivých atributů rozčlenit prostor tak, aby jednotlivé podrostory obsahovaly 
pouze objekty stejné třídy. Vstupní vektor umístí objekt  do určitého podprostoru. V 
tomto podprostoru jsou již zastoupeny objekty trénovací množiny. Jestliže daný vstupní 
vektor neurčuje přiřazení objektu k třídě jednoznačně, jsou v tomto podprostoru 
zastoupeny objekty více tříd. Na základě výpočtu pravděpodobnosti výskytu 
jednotlivých tříd v daném podprostoru, je možné přiřadit zkoumaný objekt ke třídě, 
která je v daném podprostoru nejvíce zastoupena. Pro účely data miningu je tedy možné 
Bayesovu větu vyjádřit: "Jaká je pravděpodobnost, že objekt patří do třídy yt, při dané 
velikosti vektoru vstupních hodnot x." Hypotéza Ht tedy odpovídá třídě yt a soubor 
evidencí Ek odpovídá vstupnímu vektoru x. K vyjádření dané pravděpodobnosti je 
přistupováno dvěma způsoby. 
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Naivní Bayesovský klasifikátor - tento způsob je založen na zjednodušujícím 
předpokladu, že výskyt hodnot jednotlivých atributů je nezávislý. Za tohoto 
předpokladu je možné vzorec (3.28) upravit na tvar (3.29).  
 
 












,...,|  [1] 
(3.29) 
Nahrazením hypotézy Ht výstupní třídou yt a souboru evidencí Ek vektorem 
vstupních hodnot x, je možné vzorec (3.29) přepsat do tvaru (3.30) a vzorec (3.27) do 
tvaru (3.31). 
 


















|| =  
(3.31) 
 
Do vzorce (3.30) je třeba dosadit pravděpodobnost třídy P(yt) (3.32) a 
pravděpodobnost výskytu dané velikosti vstupního vektoru x při platnosti třídy yt. 
Celková pravděpodobnost pro vstupní vektor x se vypočítá tak, že se nejdříve vypočítá 
pravděpodobnost třídy yt vůči jednotlivým vstupním atributům xj (3.31) a tyto hodnoty 
se použijí ve vzorci (3.30).  
 
( ) ( )
n
n
yPHP ttt ==   [1] 
(3.32) 






yvxPHEP == ||  [1] 
(3.33) 
Jak je ze vzorce (3.30) patrné žádná z hodnot vstupních atributů nesmí chybět. V 
takovém případě by byla vypočítaná pravděpodobnost výskytu objektu 0. Tento 
problém je nutné řešit při přípravě dat. 
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Bayesovské sítě - jejich základem je podmíněná nezávislost. Jednotlivé atributy tvoří 
uzly sítě a vztahy mezi atributy jsou vyjádřeny pomocí pravděpodobnosti. Všechny 
atributy jsou nezávislé s výjimkou atributů ve vztahu rodič-potomek. Při konstruování 
Bayesovské sítě je třeba vytvořit síť, která propojuje jednotlivé atributy a následně 
jednotlivé vazby ohodnotit na základě pravděpodobnosti. Síť je tvořena dvěma způsoby. 
Prví způsob je založen na informacích od odborníka na danou problematiku. Druhý 
způsob je tvorba sítě na základě zkoumaných dat. U naivního Bayesovského 
klasifikátoru se vychází z předpokladu, že všechny atributy jsou nezávislé. 
Pravděpodobnost výskytu výstupní veličiny určená vstupním vektorem atributů se tedy 
vypočítá ze všech zúčastněných atributů. Na rozdíl od tohoto způsobu se vychází z 
předpokladu, že existence hodnoty jednoho atributu do určité míry podmiňuje existenci 
hodnoty jiného atributu. I při použití Bayesovské sítě se na klasifikaci výstupní veličiny 
mohou podílet všechny atributy. Ovšem v jiných případech se může podílet na 
klasifikaci podílet např. pouze jeden atribut. Tato skutečnost je právě dána strukturou 
sítě Obr. 3.19 Bayesovská síť [1]. 
 
 
Obr. 3.19 Bayesovská síť [1] 
3.5 Evaluation - (zhodnocení) 
Při vytváření modelu procesu je nutné jeho zhodnocení. Aby mohla být kvalita modelu 
úspěšně zhodnocena, musí se použít jiná množina vstupních dat pro učení modelu a jiná 
pro testování modelu. Množinu vstupních dat je možno dělit na učící a testovací 
množinu dat nebo na učící, testovací a validační množinu. Pro dělení množiny 
vstupních dat na učící, testovací  a případně validační bylo vypracováno několik 
algoritmů. 
Split-validation -  je to nejjednodušší metoda dělení. Množina vstupních dat se 
rozdělí podle zadaného poměru. Často používaný poměr je 2/3 trénovací data a 1/3 
testovací data. Případně 2/4 trénovací data, 1/4 testovací data a 1/4 validační data. Při 
použití této metody se může vyskytnout případ, že data obsažená v trénovací množině 
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budou mít jiný charakter než data obsažená v testovací množině. V tomto případě bude 
chyba modelu nadhodnocena. 
Cross-validation - množina vstupních dat se rozdělí na stanovený počet stejných 
podmnožin. Většinou se vstupní data rozdělí na 10 dílů. Tento byl zjištěn 
experimentálně. Z takto rozdělených dat se vytvoří učící a testovací sada. V případě 
dělení na deset dílů je učící sada vytvořena z devíti dílů rozdělených dat a testovací sadu 
tvoří jeden díl. Učící sada je určena pro vytvoření modelu a testovací sada pro ověření 
míry správnosti tohoto modelu. Při každém opakování se změní učící i testovací sada. 
Díl, který byl použit pro testování se přičlení k učící sadě a pro testování se vezme jiný 
díl. Tento proces se opakuje desetkrát a to takovým způsobem, aby pro testování nebyl 
žádný díl použit dvakrát. Ze všech výsledků se vypočítají průměrné hodnoty. Metoda 
Cross-validation odstraňuje nedostatek metody Split-validation. Díky opakovanému 
použití s různým rozložením dat a zprůměrování výsledků pokrývá tato metoda databázi 
lepším způsobem a výsledek je věrohodnější. 
Leave-one-out - je to jedna z variant Cross-validation. V tomto případě se počet dílů 
shoduje s počtem záznamů. Pro učení se použije n-1 objektů vstupní množiny dat a na 
testování jeden objekt. Počet opakování se shoduje s počtem objektů. 
Bootstrap - tato metoda se užívá v případě malého množství dat. V takovémto 
případě vytvoří větší množina dat tak, že na základě vstupní množiny dat o velikosti n 
se z této množiny vygeneruje pomocí výběru s vrácením dalších k množin o velikosti n. 
Tyto množiny jsou na konci procesu sloučeny do jedné množiny dat, která je následně 
rozdělena na učící a testovací množinu dat. Na základě výpočtu pravděpodobnosti 













Jakmile jsou data rozdělena a na základě učících dat vytvořen model, je možné 
provést zhodnocení úspěšnosti modelu. Provede se klasifikace každého objektu 
testovací množiny pomocí vytvořeného modelu. Výsledek klasifikace se porovná se 
skutečným zařazením objektu k dané třídě a vyhodnotí se jestli byla klasifikace úspěšná 
nebo neúspěšná. Pro zobrazení výsledků hodnocení je v případě hodnocení statických 
parametrů použita matice záměn (confusion matrix). Řádky této matice tvoří vektor 
předpovědí výstupní veličiny a sloupce jsou tvořeny vektorem skutečných hodnot 
výstupní veličiny. Matice obsahuje kombinace jednotlivých prvků, které vyjadřují 
četnost správně klasifikovaných negativních případů TN, četnost nesprávně 
klasifikovaných pozitivních případů FP, četnost nesprávně klasifikovaných pozitivních 




Obr. 3.20 Confusion matrix [2] 
Na základě této matice je možné vypočítat různé klasifikace je celková přesnost 
(overall accuracy) (3.35), celková chyba (overall error) (3.36), přesnost (precision), 












=  [1] 
(3.36) 
Př.1.5: Vzhledem k malému množství vstupních dat, byla pro vytvoření učící a testovací 
množiny použita metoda bootstrap. Výsledky hodnocení jsou zobrazeny pomocí matice 
záměn Obr. 3.21. 
 
 
Obr. 3.21 Zhodnocení modelu vytvořeného pro př. 1 
Jak je vidět vytvořený model bezchybně klasifikuje třídu odpad, ovšem pro 
úspěšnější klasifikaci zbývajících dvou tříd by bylo nutné mít k dispozici rozsáhlejší 
množinu vstupních dat. 
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Často se používá metoda, při které je vytvořeno více modelů na základě měnících se 
vstupních parametrů, či parametrů učícího algoritmu. Výsledky všech modelů je možné 
zobrazit pomoci jednoho z následujících grafů. 
 
Křivka učení (learning curve) - zobrazuje úspěšnost modelu na základě měnícího se 
počtu vstupních atributů. Obecně platí zásada, že větší počet vstupních atributů 
znamená větší přesnost modelu. Od určitého počtu je však zlepšení modelu nevýrazné 
nebo může dojít i k zhoršení 
 
 
Obr. 3.22 Křivka učení (learning curve) [2] 
 
ROC křivka (ROC curve) - vyjadřuje vztah mezi správně klasifikovanými 
pozitivními případy TP a nesprávně klasifikovanými pozitivními případy FP Obr. 3.23. 
 
 
Obr. 3.23 ROC křivka (ROC curve) [2] 
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3.6 Deployment - (uvedení do praxe) 
Poslední fází metodologie CRISP-DM je uvedení do praxe. Odborníkům zadavatelské 
firmy jsou předány výsledky zpracování. Po vzájemné konzultaci je stanoveno, jestli 
jsou výsledky odpovídající nebo jestli bude nutné celý nebo část procesu opakovat. 
Pokud jsou výsledky odpovídající odborníci z obou oblastí spolupracují na zavedení 
výsledků do praxe. 
 
Př.1.6 Tento ukázkový příklad by mohl končit závěrem, že zadavatelská firma uznala 
možnost řešení svého zadání pomocí data miningu, ale s přesností zpracování není 
zatím spokojena. Přesnost zpracování odpovídala množství poskytnutých vzorků. 
Dalším krokem tedy bude, že zadavatelská firma poskytne odpovídající vzorek dat a 




Aby bylo možné metody KDD rozumným způsobem využít je nutné mít software, který 
obsahuje metody KDD a je schopen pracovat s běžně dostupnými formáty 
databázových systémů. Software určený pro aplikování metod KDD je možné rozdělit, 
tak jako ve všech oblastech, do dvou základních skupin. Na volně šiřitelný a komerční.  
Volně šiřitelný (free software případně open source software) vzniká většinou na 
univerzitní půdě a je určen pro zkoumání metod KDD a jejího uplatnění. Software 
vytvářený na univerzitní půdě začal vznikat z logických příčin dříve než komerční. Jak 
už bylo zmíněno v úvodu, počátek zájmu o danou problematiku spadá do 60. let 20 
století.  
Komerční software začal být vytvářen přibližně od poloviny 90 let 20 století, kdy 
došlo ke zvýšení zájmu o využití poznatků KDD z oblasti komerční sféry. Proto bylo 
nutné vytvořit vhodný software, který by bylo možné jednoduše nasadit na řešení 
širokého spektra zkoumaných problémů. Komerční software většinou vytvářejí 
organizace, které se i v jiných oblastech svého působení zaměřují na práci s 
databázovými systémy a snaží se tím pokrýt i tuto oblast. 
 
4.1 Komerční software 
Komerční software vytvářejí většinou dva druhy společností: 
  
- Velké společnosti zaměřené na statistický software, jako jsou např. SAS, SPSS, 
StatSoft apod. 
1. Menší společnosti jejichž zakladatelé se podíleli na výzkumu KDD na některé z 
univerzit. 
 
Mezi komerční software patří např. Bayesia, Megaputer, Miner3D, Minitab, Salford 
Systems, SAS, SPSS, STATISTICA Data Miner a další.  
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Program je vyvíjen jako akademický projekt na Fakultě informatiky a statistiky VŠE 
v Praze. Je určený hlavně studentům, aby se seznámili s procesem dobývání dat 
z databází. Jeho autoři jsou M. Šimůnek, J. Rauch a P.Berka. Základními částmi jsou: 
 
• LMAdmin - inicializace databáze a metabáze (ukládání nastavení a nalezených 
výsledků) 
• LMDataSource - příprava dat 
• 4ftTask - vytváření úloh a dolování 








Program je vyvíjen na Fakultě počítačové a informační vědy Ljublaňské univerzity ve 
Slovinsku. Je naprogramován v C++ a to takovým způsobem, že se program skládá 
z jednotlivých samostatných částí. To vytváří možnost vzít tyto části programu, doplnit 
je svými vlastními a vytvořit systém, který byl vhodnější pro naše použití. Tento data 
miningový software obsahuje: 
 
• Data input/output (vstupně/výstupní modul) 
• Preprocessing (předzpracování) 
• Predictive modelling (prediktivní modelování) 
• Ensemble methods  (rozhodovací stromy) 
• Data description methods (vizualizační metody) 
• Model validat2ion techniques (ověřovací techniky) 
 
 
Obr. 4.2 Bayesovská klasifikace (Orange) [7] 
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4.2.3 RapidMiner (dříve YALE) 
Program je určený pro strojové učení a data mining. První verze programu vznikla na 
Fakultě umělé inteligence Dortmundské univerzity. Je naprogramován v jazyce Java, 
což umožňuje jeho snadnou modifikaci na většinu operačních systémů. Poskytuje více 
než 500 algoritmů. Program pokrývá celý proces od předzpracování až po názorné 
zobrazení výsledku. Další rozšíření programu je možné pomocí plugin modulů.  
 
 
Obr. 4.3 Vývojové prostředí RapidMineru 
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4.2.4 Tanagra (dříve SIPINA) 
Je to data miningový program, který není určený pro přímé nasazení v praxi. Jeho 
zaměření je spíše vzdělávací a výzkumné. Obsahuje soubor metod pro dolování dat z 
oblasti průzkumové analýzy dat, statistiky, strojového učení a databázové oblasti. Jeho 
hlavní výhoda je ovšem v tom, že je to otevřený systém. Prvním důvodem pro 
zpřístupnění zdrojového kódu byl záměr umožnit vědcům implementovat do programu 
nové algoritmy. Druhý důvod byl studijní. Zpřístupnění zdrojového kódu umožňuje 




Obr. 4.4 Zpracování medicínských dat (Tanagra) 
 
 63 
4.2.5 WEKA (Waikato Environment for Knowledge 
Analysis) 
WEKA byla vyvinutá na univerzitě Waikato na Novém Zélandu. V roce 1997 byl celý 
program napsán znovu v jazyce Java. To umožňuje jeho snadnou modifikaci pro většinu 
používaných operačních systémů. Původní zaměření programu bylo určené pro analýzu 
v zemědělství. Ovšem později byl program upraven pro všeobecné použití. WEKA 
obsahuje nástroje pro předzpracování, klasifikaci, regresi, shlukování, sdružovací 
pravidla a vizualizaci. Jako vstupní soubor může být použita SQL databáze. V současné 




Obr. 4.5 Weka Explorer 
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5 TVORBA DATAMININGOVÉHO 
PROCESU A JEHO STRUKTURA 
5.1 RapidMiner 
Proces se v RapidMineru konstruuje pomocí blokového schématu. Každý blok 
zastupuje určitou fázi procesu a nazývá se operátor. Řetězec operací může být 
následující:  
 
1. načtení databáze 
2. předzpracování dat 
3. zpracování dat pomocí dataminingového algoritmu 
4. kontrola správnosti modelu 
5. zobrazení 
 
V některých případech není nutné použít všechny kroky procesu. Nejjednodušší 
možnost je na Obr. 5.1. 
 
 
Obr. 5.1 Nejjednodušší možná struktura procesu 
 
Proces se skládá ze vstupního operátoru a učícího se operátoru. Vstupní operátor má 
za úkol načíst data ze zdrojové databáze. Po načtení dat předá vstupní operátor data 
učícímu se algoritmu, který na jejich základě vytvoří určitý model. Tento model předá 
na výstup, aby mohl být zobrazen. Tato struktura je sice teoreticky možná, ale ve 
většině reálným případů se nedá použít, proto budou v následujícím textu postupně 
probrány možnosti stavby dataminingového procesu. 
 
5.1.1 Načtení databáze 
K tomuto účelu slouží vstupní operátor, ve kterém je nutné nastavit formát vstupních 




Obr. 5.2 Vstupní filtry 
 
Vstupní operátor můžeme použít jeden Obr. 5.3. Kdy zdroj dat už je připraven ve 
formě databáze čí tabulky, kterou po načtení je možné začít přímo zpracovávat. 
 
 
Obr. 5.3 Jeden vstupní operátor 
 
Vstupní data jsou často soustředěny do několika databázových souborů. Kromě 
sloučení těchto souborů do jednoho pomocí externích prostředků, je možnost pro každý 
vstupní soubor nadefinovat samostatný vstupní operátor Obr. 5.4 a nadefinovat pravidla 




Obr. 5.4 Dva vstupní operátory 
 
5.1.2 Předzpracování dat 
Jen ve výjimečných případech je možné načtená data předat přímo některému z data 
miningových algoritmů. Většinou je nutné, aby tyto data prošly procesem 
předzpracování. Důvody, proč musíme provést předzpracování dat mohou být v zásadě 
dva.  
 Vstupní data jsou určitým způsobem poškozena. Určité údaje mohou chybět 
nebo z určitého důvodu vykazují určitou abnormalitu Obr. 5.5. V případě chybějících 
dat je možné odstranit celý záznam, ve kterém tyto údaje chybí nebo je určitým 
způsobem doplnit např. průměrnou hodnotou, mediánem apod. Vždy se musí 
rozhodnout, která z možnosti bude nejvhodnější pro daný případ, aby z takto 
upraveného zdroje dat nebyl vytvořený chybný model. 
 
 
Obr. 5.5 Detekce outliers 
 
 Druhým důvodem pro předzpracování dat je to, že nejsou ve vhodném tvaru pro 
učící se algoritmus. Např. algoritmus FPGrowth je schopen pracovat pouze s binárními 
vstupní daty. Proto je nutné použít operátor, který převede hodnoty vstupních dat do 
binární podoby. Je nutné nastavit parametry operátoru tak, aby použití operátoru bylo 
korektní. Většinou je třeba upravit pouze některé atributy. I tuto možnost lze v nastavení 




Obr. 5.6 Nastavení parametrů operátoru 
 
Nevhodná struktura dat, která by byla použita v procesu modelování nemusí 
znamenat pouze to, že algoritmus neumí s danými daty pracovat tak jak v případě 
FPGrowth. Např. v případě shlukové analýzy, která hodnotí vzájemné vztahy na 
základě umístění definovaných bodů v n-rozměrném prostoru, potřebujeme, aby každý 
z parametrů byl brán se stejnou váhou. Jestliže by tato zásada nebyla dodržena, tzn. že 
by vstupní data neprošla procesem předzpracování, ve kterém by byla normalizována, 
dataminingový algoritmus by je byl schopen zpracovat, ovšem mohl by vytvořit 
naprosto chybný model. 
Ve většině procesů není prováděn preprocessing jenom z jednoho z výše uvedených 
důvodů, ale často jsou implementovány algoritmy, které nejdříve data vyčistí, doplní a 
následně je upraví pro daný dataminingový algoritmus. Jednotlivé operátory 
předzpracování je možné umístit do hlavního procesu, ale také v případě velké složitosti 
tohoto procesu nebo proto, aby byl proces přehlednější je možné využít operátor 
subprocess. Tento operátor tvoří tzv. obal, do kterého je možné umístit vnitřní 
operátory. Tyto operátory tvoří vnitřní strukturu hlavního operátoru Obr. 5.7. Operátor 
subprocess není jediným operátorem tohoto druhu. RapidMiner tohoto principu využívá 
u svých operátorů často. Jako příklad je možné uvést operátor Validation. 
 
 
Obr. 5.7 Vnitřní operátory 
 
 68 
5.1.3 Zpracování dat pomocí dataminingového algoritmu 
Učící se operátor slouží k vytvoření vlastního modelu, který určitým způsobem hledá 
vzájemné vztahy vlastností vstupních atributů. Algoritmů, které se uplatňují v data 
miningu je velké množství a samozřejmě ne každý algoritmus je možné použít na 
každou úlohu. Volba správného algoritmu je věcí zkušeností analytika a dodržení 
určitých stanovených pravidel. I v případě, že je daný algoritmus vhodný pro danou 
problematiku, může být jiný algoritmus vhodnější viz [10] příklad analýzy hub. Při 
použití „Vícerozměrného shlukového diagramu“ implementovaného v MS SQL byla 
výsledná úspěšnost provedené analýzy 94,75%. Stejná data byla analyzována pomocí 
„Nevyváženého rozpadového stromu“, který je také součástí analytických nástrojů MS 
SQL. Touto metodou stoupla úspěšnost analýzy na 99,82%. V obou případech byla 
úspěšnost velmi vysoká, ale vzhledem k tomu, že výsledky analýzy by byly použity pro 
rozhodnutí, jestli je daná houba vhodná či nevhodná ke konzumaci, je více než 5% 
chyba příliš velké riziko, které by mohlo vést k fatálním následkům. Proto i přes 
vysokou úspěšnost, se kterou byla analýza pomocí „Vícerozměrného shlukového 
diagramu“ provedena, není tato metoda pro tento případ vhodná.  
 
Stejně tak jako v případě preprocessingu umožňuje RapidMiner vložit do učícího se 
operátoru několik vnitřních algoritmů a propojit je do příslušné struktury Obr. 5.8. 
 
 
Obr. 5.8 Meta Learning operator 
 




Obr. 5.9 Implementované učící se algoritmy 
 
 
Obr. 5.10 Implementované algoritmy shlukové analýzy 
 
5.1.4 Kontrola správnosti modelu 
Data miningový proces téměř vždy předloží určitý model, který popisuje strukturu 
předložených dat. To ovšem neznamená, že je tento model správný. Proto je vhodné 
použít některou z metod Obr. 5.11 pro ověření správnosti modelu. Níže jsou stručně 




Obr. 5.11 Metody kontroly správnosti modelu 
5.1.5 Zobrazení 
Aby bylo možné zhodnotit výsledek analýzy musí být určitým způsobem zobrazen. 
Toto zobrazení může být v zásadě jako textový výstup Obr. 5.12, tabulka Obr. 5.13 




Obr. 5.12 Textový výstup dataminingového procesu 
 




Obr. 5.14 Grafický výstup datamingového procesu 
 
Pro každou z těchto uvedených možností existuje mnoho různých výstupních 
formátů, které jsou voleny vzhledem k použité metodě, přehlednosti zobrazení nebo 
také vzhledem k tomu, pro jaké účely bude tento výsledek použitý.  
 
5.1.6 Vytvoření nového operátoru 
Jednou z možností RapidMineru je, že si uživatel na základě kombinací použitých 
operátorů vytvořit své vlastní operátory. Většinou se jedná o části procesu, které se 
často opakují.  
Jedním z často se opakujících činností jsou základní operace při předzpracování dat. 
Z této skupiny operátorů je možné vytvořit šablonu, která bude uložena jako nový 
operátor Obr. 5.15. 
 
 
Obr. 5.15 Nový operátor 
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• Replace Missing Values 
• Detect Outlier (Distances) 
• Remove Useless Attributes 
• Remove Correlated Attributes 
• Weight by Chi Squared Statistic  




• Multiply  
• X-Validation  
• Decision Tree  
• Apply Model  




• Optimize Parameters (Grid)  
 
Jako vnější operátor této šablony byl zvolen Optimize Parameters (Grid). Tím je 
možné automaticky nastavit hodnoty vnitřních operátorů. 
 
 
Obr. 5.16 Vnitřní struktura šablony předzpracování dat 
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5.2 Weka 
Pomocí programu Weka je možné k data miningové analýze přistupovat čtyřmi 




Obr. 5.17 Úvodní obrazovka programu Weka 
• Simple CLI  - slouží pro zadávání příkazů z příkazového řádku. Pomocí tohoto 
přístupu jsou dispozici všechny volby, které jsou u jednotlivých příkazů k 
dispozici. 
Pro vytváření data miningového procesu pomocí grafického rozhraní jsou určeny 
volby Explorer, KnowledgeFlow.  
• Explorer - příkazy jsou aplikovány pomocí jednoduchého grafického rozhraní, 
které člení proces na Preprocess, Classify, Cluster, Associate, Select attributes, 
Visualize Obr. 5.18. 
• KnowledgeFlow - obdobné možnosti jako u volby Explorer. Proces tvořen 
pomocí blokového schématu Obr. 5.19.  
 
 
Obr. 5.18 Weka Explorer 
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Obr. 5.19 KnowledgeFlow 
• Experimenter - po vytvoření modelu je možné po zvolení této volby testovat 
různá nastavení jednotlivých částí modulů, které jsou začleněny do procesu. 
5.2.1 Načtení databáze 
Z důvodu přehlednosti bude celý průběh tvorby procesu v programu Weka znázorněn 
pomocí části KnowledgeFlow. 
Pro načtení vstupních dat je nutné přepnout do záložky DataSources, kde je možnost 
si vybrat z devíti vstupních formátů Obr. 5.20. Výběr daného formátu se provede tak, že 
se ťukne levým tlačítkem na příslušnou ikonu a následně se ťukne opět levým tlačítkem 
do oblasti Knowladge flow layer. Možnosti operátoru jsou dostupné po ťuknutí pravým 
tlačítkem na ikonu operátoru. 
 
 
Obr. 5.20 Možnosti vstupních formátů programu Weka 
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5.2.2 Předzpracování dat 
Pro předzpracování dat se použije nabídka ze záložky Filters. Filtry v této oblasi jsou 
rozděleny do dvou kategorií - supervised a unsupervised. Tyto kategorie mají souvislost 
s tím, jestli je daný filter závislý na analýze za použití výstupní veličitny nebo ne. 
Kromě  KnowledgeFlow jsou filtry ještě rozděleny na filtry, které lze použít na atributy 
a filtry použitelné na záznamy. 
5.2.3 Zpracování dat pomocí dataminingového algoritmu 
Algoritmy vztahující se k procesu modelování jsou rozděleny do tří záložek. 
 




 Nejvíce algoritmů obsahuje záložka Classifiers. Program Weka byl totiž 
původně zaměřen na klasifikaci, proto je tato část nejpropracovanější. 
5.2.4 Kontrola správnosti modelu 
Pro tuto část procesu jsou určeny algoritmy v záložce Evaluation. 
5.2.5 Zobrazení 
V průběhu data miningového procesu je třeba zobrazit rozložení dat a mezivýsledky. Na 
konci procesu pak výsledné zhodnocení.  K tomuto účelu slouží volba Visualization, ve 
které je k dispozici osm možností zobrazení. 
5.3 Orange 
Tvorba data miningového procesu v programu Orange je obdobný, jako v případě 
KnowledgeFlow programu Weka. Program obsahuje pracovní plochu pro tvorbu 
blokového schématu data miningového procesu a několik sad ikon rozdělených do 
následujících kategorí - Data, Visualize, Classify, Regression, Evaluate, Unsupervised a 




Obr. 5.21 Prostředí programu Orange 
5.3.1 Načtení databáze 
Pro načtení vstupních dat je třeba vložit ikonu File. Tento vstupní operátor umožňuje načtení dat 
v sedmi různých formátech Obr. 5.22. 
 
 
Obr. 5.22 Vstupní formáty dostupné v programu Orange 
5.3.2 Předzpracování dat 
Metody předzpracování dat jsou dostupné hned v první záložce z názvem Data. 
Jednotlivé metody se spojují do logického řetězce obdobně jako u předchozích 
programů, přičemž pokud je to možné jsou možnosti změn přehledně graficky 
zobrazeny Obr. 5.23.  
 
Obr. 5.23 Tvorba procesu - Orange 
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5.3.3 Zpracování dat pomocí dataminingového algoritmu 
Tato část je také zpracovaná obdobně jako u programu Weka. Algoritmy určené pro 
modelování nejsou umístěné v jedné složce, ale jsou tříděny podle určení těchto metod 
na Classify, Regression, Unsupervised a Assiciate. 
U programu RapidMiner bylo zmíněno, že některé jeho operátory mohou obsahovat 
další tzv. vnitřní operátory, které hlavní operátor využívá pro svou činnost. Program 
Orange tyto případy řeší zajímavým způsobem. V případě, že operátor potřebuje pro 
svou činnost jiný operátor, je tento operátor k němu viditelně připojen přímo na hlavní 
ploše Obr. 5.24. U rozsáhlejších projektů je pravděpodobně lepší řešení RapidMineru, 
ovšem pokud projekt není moc rozsáhlý, je toto řešení přehlednější. 
 
 
Obr. 5.24 Připojení pomocných operátorů 
 
 
5.3.4 Kontrola správnosti modelu 
Metody zhodnocení modelu jsou soustředěny do položky Evaluate Obr. 5.25. 
 
 
Obr. 5.25 Hodnotící algoritmy - Orange 
5.3.5 Zobrazení 
Metody pro zobrazení výsledků jednotlivých algoritmů jsou umístěny ve stejných 
odděleních jako příslušné algoritmy např. Classification Tree Viewer v oddělení 




Obr. 5.26 Zobrazení výsledku modelování 
V záložce Visualize jsou obsaženy zobrazovací metody, které různým způsobem 
zobrazují rozložení dat Obr. 5.27. 
 
 
Obr. 5.27 Jedna z metod zobrazující rozložení dat 
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6 PRAKTICKÉ PŘÍKLADY 
6.1 Analýza databáze hub 
6.1.1 Business understanding 
Cílem tohoto úkolu je vypracovat příručku pro začínající houbaře, podle které by byli 
schopni určit jedlost hub. Vzhledem k tomu, že je tato příručka určená pro nezkušené 
houbaře, mělo by být pro určovaní hub použito jasných charakteristických znaků. 
Maximální počet znaků je stanoven na pět. 
Úkolem není tesy rozlišit od sebe všechny jedlé, nejedlé a jedovaté houby, ale pouze 
pomoci nezkušeným houbařům, aby omylem nezkonzumovali houbu, která by jim 
způsobila zdravotní potíže popř. smrt. Proto při stanovování závažnosti chyb bude 
kladen důraz na to, aby určení jedlých hub bylo 100% i za předpokladu, že některé jedlé 
houby budou nesprávně určeny a zařazeny do skupiny nejedlých či jedovatých. 
Zdrojová data pro tento příklad jsou použita z knihovny univerzity Department of 
Information and Computer Science University of Kalifornia, Irvine CA. Stejný zdroj dat 
byl použit pro vzorový příklad v [10]. Ovšem zadání úlohy je mírně modifikované a 
použité prostředky i postup budou odlišné. V tomto případě, tak jako v celé práci bude 
postupováno striktně podle metodiky CRISP-DM. 
6.1.2 Data understanding 
Zdrojová data jsou umístěna ve dvou souborech agaricus-lepiota.data a agaricus-
lepiota.names. První soubor je ve formě strukturovaného textového záznamu, kde každý 
řádek databáze obsahuje popis jedné houby. Tento typ souboru je snadné importovat 
např. do programu Excel Obr. 6.1 a následně uložit ve formě tabulky.  Soubor obsahuje 
8124 záznamů. Jeden záznam představuje popis jedné houby. Každá houba je popsána 
pomocí 22 charakteristických vlastností tzn. 22 vstupních atributů a jednoho výstupního 
atributu. Popis je vyjádřen jen pomocí písmen Obr. 6.1, proto druhá databáze obsahuje 
popis jednotlivých znaků Obr. 6.2. Číslování atributů v agaricus-lepiota.names 
odpovídá číslování v agaricus-lepiota.data n+1. Na první pozici totiž stojí výstupní 




Obr. 6.1 Ukázka vstupní databáze agaricus-leciota.data 
 
Obr. 6.2 Popis charakteristických vlastností - agaricus-leciota.names 
Soubor agaricus-lepiota.names není ve formě strukturovaného záznamu. Jde o 
textový soubor, který kromě jiného obsahuje popis jednotlivých znaků u všech atributů. 
Z tohoto souboru je nutné vytvořit tabulku, kterou bude možné využít pro další 
zpracování. Pro potřeby data-miningového procesu by bylo možné použít přímo soubor 
agaricus-lepiota.data, ovšem z hlediska pochopení vstupních dat není jeho forma 
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vhodná. Jakmile je vytvořena tabulka popisující vstupní atributy a výstupní atribut Obr. 
6.3 je možné získat představu o datech. Databáze obsahuje pouze kvalitativní atributy. 
 
Obr. 6.3 Úprava souboru agaricus-leciota.names 
6.1.3 Data preparation 
6.1.3.1 RapidMiner 
Prvním krokem by mohlo být nahrání databáze agaricus-lepiota.data se vstupními daty 
Obr. 1.1. Tento soubor obsahuje všechny potřebné informace pro provedení procesu, ale 
jak je z Obr. 6.4 vidět, pro kontrolu jednotlivých kroků je tento soubor nepřehledný a je 
užitečné písmena v tomto souboru dekódovat. 
 
 
Obr. 6.4 Import textového souboru 
 
Nahradí se hodnotami ze souboru  agaricus-lepiota.names. Vstupní soubor, ve 
kterém byly znaky nahrazeny kvalitativními hodnotami je vidět na Obr. 6.5 
V programu RapidMiner je možnost vybrat si z několika formátů vstupních souborů. 
V tomto případě byl soubor při transformaci uložen ve formátu csv. Tento formát je 
jedním z možných formátů, které jsou v programu RapidMiner podporovány. Jedním z 
problémů u formátů csv může být znak, který slouží pro oddělení jednotlivých atributů. 
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V některých případech je použit středník a v jiných čárka. Ovšem při zavádění 
vstupního souboru pomocí Import Comfiguration Wizard Obr. 6.4 lze určité parametry 
měnit a tedy přizpůsobit formátování konkrétního souboru. 
Program analyzuje jakého typu je každý atribut. Toto nastavení je ovšem třeba 
zkontrolovat. Jednou z voleb je také nastavení, jestli daný je daný atribut vstupní nebo 
výstupní. V tomto případě je nutné změnit zařazení prvního atributu z attribute na label 
tzn. hodnota výstupního atributu. 
 
 
Obr. 6.5 Tabulka vzniklá nahrazením znaků hodnotami 
Jakmile byla vytvořena vstupní databáze je třeba zkontrolovat kvalitu dat. 
 
• Chybějící hodnoty - na zjištění tohoto parametru není v programu RapidMiner 
nutné použít žádný operátor. Po nahrání dat se vytvoří meta data, ve kterých je 
přímo jedním z parametrů chybějící hodnoty. 
• Outliers - použity moduly Detect Outliers (COF) a Filter Exaples. Na základě 
měření vzdáleností mezi objekty vyhodnotí outliers. Vytvoří se nový atribut, 
který přiřadí ke každému záznamu outliers ano/ne. Pomocí modulu je možné 
vybrat záznamy, které splňují určitý definovaný parametr. V tomto případě 
outlier=true. Následně je nutné zaštknout volbu invert filter. Tímto se záznamy 
obsahující outlier z databáze odstraní. 
 
 
Obr. 6.6 Detekce outliers 
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V dalším postupu bude snahou zredukovat počet dimenzí. Vstupní databáze má 22 
vstupních atributů tzn. data se nacházejí v 22-ti rozměrném prostoru. 
 
• Odstranění neužitečných atributů - použit modul Remove Useless Attibutes. U 
tohoto modulu se dá nastavit jaký má být největší procentuální výskyt nejčastěji 
zastoupené hodnoty některého atributu. A nejmenší procentuální zastoupení 
nejméně se vyskytující hodnoty některého atributu. Při nastavení hodnot na 90% 
/ 10% byly z procesu vyloučeny čtyři atributy. 
• Sloučení atributů a odstranění původních - použity moduly Generate 
Concatenation a Select Attributes. Po analýze vstupních dat je možné zjistit, že 
ve dvou případech se ve vstupních atributech vyskytují dvojice, které jsou si 
principiálně podobné. Jedná se o atributy barva nohy nad a pod prstenem a 
povrch nohy nad a pod prstenem. Pomocí modulu je možné tyto atributy sloučit 
a vytvořit nové. Tento operátor spojuje kvalitativní atributy tak, že spojí řetězce 
popisující hodnoty daného atributu. V tomto případě budou vytvořeny dva nové 
atributy barva nohy nad_pod prstenem a povrch nohy nad_pod prstenem. 
Původní atributy budou odstraněny pomocí modulu Select Attributes. V tomto 
modulu se vyberou původní čtyři atributy, ze kterých byly vytvořeny dva nové. 
Následně se zaškrtne volba invert selection. Tím se tyto staré atributy eliminují.  
Nové atributy mají více hodnot, kterých může daný atribut nabýt, ale žádná 
informace nebyla ztracena a n-rozměrný prostor se snížil o dvě dimenze. 
• Odstranění atributů, které mají malý přínos - použity moduly Weight by Chi 
Squared Statistic a Select by Weights. První z těchto atributů zhodnotí vzájemný 
vztah každého atributu s výstupním atributem. Druhý atribut ponechá nebo 
odstraní atributy podle váhy, která byla spočítána v předchozím kroku. Existuje 
několik možností, jak nastavit, které atributy mají být odstraněny a které naopak 
zachovány např. nejmenší požadovaná váha. V tomto případě bude využito jiné 
nastavení. Vzhledem k tomu, že konečný model má obsahovat maximálně pět 
atributů, bude v tomto kroku zredukován počet na deset nejlepších. 
 
Tímto krokem byla zakončena úvodní příprava dat. To ovšem nevylučuje, že v průběhu 
dalšího zpracování budou muset být provedeny další úpravy. Proces předzpracování 




Obr. 6.7 Proces předzpracování vzorového příkladu 
V této fázi bylo dosaženo odstranění chybných záznamů, transformace některých 
atributů a výběr 10 nejvhodnějších atributů pro další zpracování. Ukázka takto 
upravených dat je na Obr. 6.8. 
 
 
Obr. 6.8 Ukázka předzpracovaných dat 
Veškeré operace u zbývajících dvou programů budou obdobné jako u programu 
RapidMiner, proto nebude popis tak rozsáhlý. Možnosti těchto programů nejsou ve 
srovnání s programem RapidMiner tak rozsáhlé a proto budou některé kroky 
vynechány. 
6.1.3.2 Weka 
Program Weka nabízí dvě možnosti pro tvorbu modelu, jak již bylo uvedeno výše - 
Explorer a KnowledgeFlow. Ukázkový příklad bude zpracován pomocí volby Exlorer. 
Veškeré operace spojené s přípravou dat jsou v programu Weka umístěny do 
záložky Preprocess. Podobně jako program RapidMiner nabízí Weka výběr z několika 
formátů, ve kterých mohou být uložena zdrojová data. Po nahrání souboru se  v levé 
části zobrazí informace o struktuře nahraných dat a v levé části jsou zobrazeny 
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informace týkající se atributů, který je právě vybrán. Také je pomocí sloupcového grafu 
zobrazen vztah jednotlivých atributů k výstupní veličině Obr. 6.9. I z tohoto 
jednoduchého zobrazení je vidět, že nejdůležitějším atributem pro členění na houby 




Obr. 6.9 Zobrazení základních informací popisující rozložení dat 
Úprava kvality dat: 
 
• Chybějící hodnoty - díky informacím popisujícím strukturu dat je vidět, že v 
databázi nejsou žádné chybějící. 
• Outliers - použit filter InterquartileRange / unsupervised/ attribute filters 
(unsupervised filtry jsou filtry, jejichž vyhodnocování není spojeno s výstupní 
veličinou). V tomto kroku nebyly zjištěny na rozdíl od RapidMineru žádné 
outliers. 
 
Redukce počtu dimenzí: 
 
• Odstranění neužitečných atributů - použit filter RemoveUseless / unsupervised/ 
attribute filter. Použitím tohoto filtru byl odstraněn atribut typ závoje. Jak už 
bylo zmíněno výše už ze sloupcového grafu popisujícího vnitřní strukturu 
rozložení hodnot atributu bylo zřejmé, že tento atribut nepřináší žádné 
informace. 
• Odstranění atributů - v případě RapidMineru byly atributy povrch nohy nad 
prstenem a povrch nohy pod prstenem sloučeny do jednoho atributu. Zdrojové 
atributy byly odstraněny. Stejný případ byl u atributů barva nohy nad prstenem a 
barva nohy nad prstenem. Součásti Weky není algoritmus, který by toto 
umožňoval, proto byly atributy povrch nohy nad prstenem a barva nohy nad 
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prstenem odstraněny pomocí filtru Remove / unsupervised/ attribute filters. 
Vzhledem k podobnosti hodnot těchto atributů se zbývajícími atributy, nebyla 
ztracena výrazná část informací. 
• Odstranění atributů, které mají malý přínos - použit filter AttributeSelection/ 
supervised/ attribute filters. Po zvolení tohoto filtru bylo zvoleno zhodnocení 
atributů pomocí chi-squared a zvoleno zanechání nejlepších deseti. Protože se 
jedná o supervised filter je nutné mít označen atribut poživatelnost jako class. 
 




Obr. 6.10 Zredukovaná sada vstupních atributů 
6.1.3.3 Orange 
Program Orange obsahuje ve všech směrech méně algoritmů než předešlé dva 
programy. Tento fakt se týká i počtu podporovaných vstupních formátů. Při nahrávání 
souboru vzniklo několik problémů. Aby bylo možné soubor agaricus_data.csv nahrát, 
musí být mírně modifikován. V případě RapidMineru není důležité jestli je jako dělící 
znak mezi hodnotami použita čárka nebo středník. Orange podporuje dělení jen pomocí 
čárky. Dále je nutné ve vstupních datech označit výstupní veličinu pomocí znaků C#. 
Poslední změna se týká podporovaného kódování. Vstupní soubor musí být převeden do 
ASCII. 
Záložka data je obdoba záložky Preprocess v programu Weka. V této záložce jsou 
soustředěny bloky, které lze použít na úpravu vstupní databáze. I tento program nabízí 
zobrazení vztahu jednotlivých atributů vůči výstupní veličině. Ovšem tato možnost není 
dostupná automaticky jako v případě Weky, protože v programu Orange je vytvářeno 
blokové schéma podobně jako v programu RapidMiner. Pokud tedy je požadován 
zmíněný náhled, musí se do schématu vložit blok Distributions ze záložky Visualize a 




Obr. 6.11 Vztah hodnot atributu k výstupní veličině 
Úprava kvality dat: 
 
• Chybějící hodnoty - použit blok Data Table / Data. Kromě dalších informací je 
možné vidět i to, že soubor neobsahuje žádné chybějící hodnoty. 
• Outliers - použit blok Outliers / Data. Tento blok umožňuje nejen nalezení, ale i 
odstranění záznamů, které obsahují outliers. Ve vstupním souboru bylo nalezeno 
a následně odstraněno osm záznamů s outliers. Ke každému bloku, který 
obsahuje data, je možné připojit již zmíněný blok Data Table / Data. To 
umožňuje libovolně kontrolovat, jaký vliv měla daná operace na vstupní sadu 
dat. 
 
Redukce počtu dimenzí: 
 
• Odstranění atributů - použit blok Select Attributes / Data. Tímto způsobem byly 
odstraněny atributy typ závoje, povrch nohy nad prstenem a barva nohy nad 
prstenem. 
• Odstranění atributů, které mají malý přínos - použit blok Rank / Data. Pomocí 




Obr. 6.12 Výběr 10 nejužitečnějších atributů programem Orange 
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6.1.4 Modeling - (modelování) 
 
6.1.4.1 RapidMiner 
V části zpracování dat byla vykonána nejdůležitější část celého procesu. Pokud by v 
této části nebyly data správně připraveny, nemohla by být uspěná ani fáze modelování. 
Cílem tohoto příkladu je nalezení jasných kritérií, pomocí nichž by i laik rozlišil jedlé a 
nejedlé houby. To je důvod, proč byl pro modelování vybrán rozhodovací strom. Aby 
byl zhotovený model přesnější, je použit modul Cross-validation Obr. 6.13, který slouží 




Obr. 6.13 Struktura modelovacího procesu 
 
6.1.4.2 Weka 
V Exploreru programu Weka je nutné přepnout na záložku Classify. Zde je možnost 
vybrat metodu modelování i zvolit a nastavit Cross-validation. Po zmáčknutí tlačítka 
start je vytvořen model. Zároveň se zobrazí jeho zhodnocení, které je zatím založeno 
pouze na trénovacích datech Obr. 6.14. 
 
 
Obr. 6.14 Zhodnocení modelu za použití Cross-validation (Weka) 
6.1.4.3 Orange 
Do blokového schématu je nutné přidat bloky Test Learners / Evaluate, který obsahuje 
algoritmus Cross-validation a Classification Tree / Classify. Případně je možné ještě 
doplnit bloky Confucion Matrix / Evaluate, který stejně jako v předešlém případě 




Obr. 6.15 Zhodnocení modelu za použití Cross-validation (Orange) 
6.1.5 Evaluation - (zhodnocení) 
 
6.1.5.1 RapidMiner 
Zhodnocení úspěšnosti je realizováno pomocí modulů Apply Model a Performance. K 
modulu Apply model je třeba ještě připojit modul vstupní modul Read CSV, do kterého 
jsou nahrána testovací data agaricus_test.csv. Po vykonání všech částí procesu je 
zobrazen vytvořený model a matice záměn, která hodnotí úspěšnost modelu na základě 
testovacích dat  
 
 
Obr. 6.16 Zhodnocení modelu za použití testovacích dat (RapidMiner) 
Z nákladové matice je vidět, že vytvořený model je schopen úspěšně rozčlenit houby 
podle několika základních znaků na jedlé a nejedlé. Výsledný model ve formě 
rozhodovacího stromu je zobrazen na Obr. 6.17 
 
 





Program Weka provede zhodnocení ve stejné záložce, ve které byl tvořen model. Rozdíl 




Obr. 6.18 Zhodnocení modelu za použití testovacích dat 
 
6.1.5.3 Orange 
Přistup programu Orange je obdobný jako v případě programu Weka. Je tedy nutné 
pouze doplnit zdroj testovacích dat a přepnout v bloku Test Learners na volbu Test on 
test data. Výsledné zhodnocení je vidět na Obr. 6.19 a část modelu na Obr. 6.20. 
 
 
Obr. 6.19 Zhodnocení modelu za použití testovacích dat (Orange) 
 
Obr. 6.20 Ukázka části vytvořeného rozhodovacího stromu (Orange) 
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6.1.6 Deployment - (uvedení do praxe) 
Nyní je nutné přenést získané informace do praxe. Z vytvořeného modelu pomocí 
programu RapidMiner je možné vytvořit následující charakteristiku jedlých hub. Ostatní 
dva programy dosáhly podobných výsledků, ovšem jejich stromy byly košatější a 
vytvoření několika základních pravidel by nebylo tak přehledné. 
 
Jedlé houby jsou: 
 
1. zápach - anýzový 
2. zápach - mandlový 
3. zápach - žádný a barva výtrusu - nesmí být zelený 
4. zápach - žádný, barva výtrusu - bílá a velikost výplně klobouku - široká 
5. zápach - žádný, barva výtrusu - bílá, velikost výplně klobouku - úzká, lokalita - 
listí a výskyt - několik 
 
Toto je několik pravidel, pomocí nichž se podařilo klasifikovat všechny jedlé houby. 
Pro uvedení do praxe by bylo samozřejmé tyto výsledky konzultovat s odborníkem. 
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6.2 Analýza databáze vzorků záznamu lidského hlasu 
6.2.1 Business understanding 
{1.1} 
Cílem tohoto úkolu je na základě nahraného záznamu lidského hlasu, při kterém je 
vysloven název jednoho z písmen anglické abecedy, tento záznam správně klasifikovat. 
Jako zdrojová databáze byla použita data uložena na stránkách UCI Machine 
Learning Repository: http://archive.ics.uci.edu/ml/datasets/ISOLET. 
Celý postup bude opět zpracován pomocí metodologie CRISP-DM. Jednotlivé kroky 
jsou označeny nadpisy od Business understanding až po Deployment. V některých 
případech bude využita možnost návratu na jeden z předcházejících kroků, jak je 
znázorněno na Obr. 2.2. Proto jsou jednotlivé kroky navíc samostatně označeny 
následovně - první číslo vyjadřuje etapu procesu, druhé číslo vyjadřuje pořadové číslo 
opakování tohoto kroku. Například číslo {3.2} vyjadřuje 3 - data preparation, 2 - druhé 
opakování. 
6.2.2 Data understanding 
{2.1} 
Databáze byla vytvořena na základě experimentu, který měl za cíl shromáždit velké 
množství definovaného záznamu lidského hlasu. Experimentu se zúčastnilo 150 
subjektů. Jejich úkolem bylo říci postupně dvakrát název všech písmen anglické 
abecedy. Celkový počet vzorků od jednoho subjektu byl tedy 52. Jednotlivé subjekty 
byly členěny do skupin po třiceti. Tímto způsobem bylo shromážděno pět databází po 
1560 vzorcích. První čtyři databáze byly sloučeny do jedné učící množiny 
"isolet1+2+3+4". Poslední databáze " isolet5" slouží pro účely ověření výsledků. 
Jednotlivé záznamy spojitého signálu jsou navzorkovány. Počet vzorků je 617. 
Každý vzorek tvoří jeden atribut vstupního vektoru. Navíc je každý vzorek doplněn o 
výstupní veličinu, která daný záznam klasifikuje. 
6.2.3 Data preparation 
{3.1} 
Pro přehlednost byly číslice označující jednotlivé písmena nahrazeny přímo písmeny 
Obr. 6.21. Jako vstupní je použit blok Read AML, který poskytuje největší kontrolu při 
nahrávání strukturovaného textu.  
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Obr. 6.21 Náhled na zdrojová data 
Z popisu dat {2.1} je zřejmé, že tento případ je mnohem složitější než předešlý, ve 
kterém každý atribut představoval popis jednoho ze znaků např. barva klobouku (hnědá, 
bílá, šedá, ...). Zde vznikly jednotlivé atributy na základě vzorkování spojitého záznamu 
hlasu různých subjektů. Všechny subjekty měly za úkol vyslovit jména stejných písmen 
abecedy. I když byly záznamy normalizovány, do určité míry se liší. Jedním z cílů je 
možnost analýzy i částečně znehodnocených dat. Z tohoto důvodu byl do procesu 
přidán operátor Add Noise. Bylo nastaveno přidání 50 nových atributů s bílým šumem. 
Aby bylo vidět zlepšení popřípadě zhoršení výsledků analýzy je užitečné jednotlivé 
kroky monitorovat. Tohoto záměru bude dosaženo použitím jedné z modelovacích 
metod a následným ověřením úspěšnosti vytvoření modelu již od počátku vytváření 
procesu. 
{4.1} 
Ke dvěma předešlým blokům byl doplněn blok s operátorem Decision Tree. 
{5.1} 
Ověření úspěšnosti modelu bude založena na kontrole pomocí validačních dat. Pro 
nahrání validačních dat je opět vložen operátor Read AML. Pro aplikování modelu na 




Obr. 6.22 Hodnocení modelu bez předzpracování dat 
Počáteční celková přesnost modelu dosáhla hodnoty 67,50 %. V další fázi je třeba 
provést filtraci dat a redukci atributů. Je tedy nutné se vrátit do fáze přípravy dat a 
pokračovat s předzpracováním 
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{3.2} 
Po nahrání databáze je možné vidět základní rozložení dat Obr. 6.23. Pomocí 
tabulky, kterou vytvořil RapidMiner je vidět, že všechny data kromě nově 
vygenerovaných jsou normalizovány do uzavřeného intervalu (-1,1). 
 
 
Obr. 6.23 Struktura dat 
Nově vygenerované atributy obsahuje šum, jehož rozložení neodpovídá rozložení 
zbytku dat a nemá žádný vztah k výstupní veličině. Z tohoto důvodu je nutné použít 
jednu z váhových metod, které jednotlivé atributy ohodnotí. Toto hodnocení bude 
následně použito pro filtraci atributů. Bylo vyzkoušeno několik algoritmů pro určení 
váhy atributu.  
{4.2}{5.2} 
Největší úspěšnost měl operátor Chi Squared Statistic s nastavením number of bins 
26. Atributy byly odstraněny pomocí operátoru Select by Weight s nastvením váhy na 
hodnotu 0,1. Při tomto nastavení byla dosažena přesnost modelu 77,21. 
{3.3} 
V procesu byly vyzkoušeny další oprátory jako jsou Forward Selection, Backward 
Selection, Remove Correlated Attributes a další, ale úspěšnost modelu se těmito 
úpravami nepodařilo zvýšit. Je tedy nutné postoupit do modelovací fáze a pokusit se o 
zvýšení přesnosti modelu pomocí jiného modelovacího algoritmu. 
6.2.4 Modeling 
{4.3} 
V důvodu zpřesnění modelu byl do procesu přidán operátor Validation (X-Validation). 
Tento operátor obsahuje algoritmus Cross Validation. Vzhledem ke struktuře dat, která 
byla popsána výše, nebylo zde zvoleno dělení na deset dílů, ale pouze na čtyři. Jako 




Fáze hodnocení modelu byla už několikrát vykonána při budování procesu. V této chvíli 
je hodnocena závěrečná úspěšnost modelu. Závěrečná přesnost modelu je 81,38 %. 
 Pravděpodobně by bylo možné ještě zvýšit přesnost modelu za použití meta 
learningu, ale to by vyžadovalo použití výkonnější výpočetní techniky. Při stávající 




Tak jako u předešlých ukázek by v této fázi následovalo předání výsledků analýzy 
odborníkům zadavatelské firmy. Na základě jejich posouzení by bylo rozhodnuto o 
následujích krocích, kterými by mohly být - úspěšné předání zakázky, ukončení 
zakázky z důvodu nesplnění zadání, vrácení k přepracování, dohoda na pokračování v 





Kde jsou ztraceny informace?  
V datech.  
Kde jsou ztracena data?  
V databázích!  
                      [1] 
 
 
V dnešní době již existuje mnoho kvalitních programů, které jsou určeny pro oblast data 
miningu. A to dokonce i v oblasti volně šířitelného softwaru. Tři z nich byly použity na 




Práce v tomto programu je velmi příjemná. Program obsahuje ve všech oblastech data 
miningového procesu velké množství algoritmů, se kterými je možnost pracovat v 
přehledném grafickém prostředí. Ke každému operátoru je přiřazena nápověda, která o 
něm poskytuje základní informace. V případě, že je potřeba získat více informací je k 
dispozici rozsáhlý manuál. Díky tomu, že tento program je mezi free-data miningovými 
programy nejpopulárnější je možnost na internetu získat mnoho cenných rad mezi 
uživateli a je k dispozici spousta video tutoriálů. 
RapidMiner poskytuje rozsáhlé možnosti. To umožňuje jeho použití pro řešení 
široké oblasti data miningových problémů. Filosofií programu je neustále analyzovat 
probíhající proces a pokud je to možné nabízet způsoby řešení. Z tohoto důvodu je 
vhodný pro výuku nových odborníků. Na druhou stranu svou rozsáhlou databází 
různých algoritmů a možností úpravy zdrojového kódu může poskytnout zajímavou 




Zaměření tohoto programu bylo od začátku spíše míněno pro profesionální a 
poloprofesionální sféru. To je jedním z důvodů, proč jsou kompletní možnosti nastavení 
parametrů jednotlivých příkazů přístupny pouze z příkazové řádky. Druhým důvodem je 
šetření systémový prostředků a to hlavně operační paměti.  Postupně se vyvíjí i ovládání 
pomocí grafického prostředí, ale nedosahuje kvalit prostředí RapidMineru. Do 
programu Weka je implementováno velké množství algoritmů, ale některé speciální 
algoritmy chybí. Při tvorbě ukázkového přikladu byla zjištěna např. absence algoritmu, 
který dokáže vygenerovat nový atribut na základě spojení dvou existujících. Určité 
funkce lze nahradit kombinací stávajících algoritmů, změnou zdrojového kódu či 
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vložení algoritmů vytvořených třetí stranou.  Slabou stránkou je také absence kvalitní 
nápovědy a průvodce při řešení problémů. Tato vyvstává do popředí hlavně ve srovnání 
s programem RapidMiner. I přes to, že se podle různých průzkumů jedná o druhý 
nejpopulárnější free-dataminingový produkt, není kromě dokumentace či rad 
poskytovaných tvůrci programu mnoho dalších zdrojů. 
Na druhou stranu zkušeným odborníkům tento program umožňuje široké možnosti 
nasazení. O kvalitě implementovaných algoritmů svědčí i to, že mnoho z nich bylo je 
možné využít i v programu RapidMiner. Jak již bylo zmíněno výše, v poslední době se 
pracuje na grafickém prostředí, které má záměr zpřístupnit program širšímu okruhu 
zájemců. Pokud ovšem nebudou dopracovány různé stránky, které se týkají hlavně 
podpory tvorby procesu, nebude toto prostředí konkurenceschopné. Asi jedinou 





Největší předností tohoto programu je přehledné grafické prostředí. Při pohledu na 
vytvořené blokové schéma je hned zřejmý tok dat. U jednodušších schémat předčí 
blokové schéma vytvořené v prostředí programu Orange i RapidMiner, protože schéma 
neobsahuje žádné skryté operátory. Na druhou stranu při složitějších schématech může 
přítomnost všech operátorů na jedné ploše působit nepřehledně. Nevýhodou tohoto 
programu je velmi malé množství algoritmů a kromě podpory ze strany vývojářů 
programu prakticky neexistují další zdroje, ze kterých by bylo možné čerpat informace. 
Propracované grafické rozhraní, ale absence většího množství implementovaných 
algoritmů předurčuje nasazení tohoto programu spíše pro prvotní seznámení s data 
miningem. Pokud by se ovšem pokročovalo ve vývoji a hlavně se rozšířilo množství 
implementovaných algoritmů, skrývá tento program v sobě jistý potenciál. Na druhou 
stranu asi není reálné, že by mohl konkurovat RapidMineru. 
 
Zpočátku byly metody data miningu uplatňovány hlavně v oblastech průzkumu trhu, 
reklamy apod. Ale i z demonstračních příkladů, které jsou zpracovány v této práci je 
vidět, že jeho uplatnění je mnohem širší. 
 
Databáze hub - na základě několika jednoduchých znaků, byla dosažena 100% 
úspěšnost v klasifikaci jedlých hub za pomoci pěti definovaných pravidel. Za určitých 
okolností a po konzultaci s odborníkem by bylo možné tento výsledek aplikovat v praxi. 
 
Databáze vzorků záznamu lidského hlasu - rozpoznání písmen abecedy ze vzorků 
záznamu lidského hlasu byl zaměřen na možnosti analýzy v případech, kdy jsou vektory 
množiny vstupních dat tvořeny záznamem definované části kontinuálního procesu. 
Pomocí jednoho z algoritmů programu RapidMiner byla tato množina částečně 
znehodnocena bílým šumem, aby se ověřily možnosti analýzy. Výsledná úspěšnost data 
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miningového procesu byla 81,38 %. Výsledky tohoto experimentu by asi nenašly 
samostatné uplatnění v praxi, ale odhalují možnosti data miningu v oboru rozpoznávání 
lidského hlasu. V případě začlenění do komplexnějšího algoritmu vyvstává možnost 
využití pro účely hlasového ovládání. 
 
Celá tato práce byla zaměřená kromě popisu data miningového procesu na příklady 
jeho použití v různých oblastech reálného života. I z těchto několika příkladů je možné 
usoudit, že možnosti data miningu nebyly ještě zdaleka využity. 
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