This brief review describes the major features of grain boundary mobility in metals and current limitations in our theoretical understanding. Although thermally activated exchange of atoms across boundaries provides a basic picture of grain boundary correct to within an order of magnitude, no refinement of this theory is available that accounts for the experimental characteristics of grain mobility as it depends on crystallographic type. An example is given of a simple extension involving density of kinks on the two surfaces that comprise a boundary to show that the resulting estimate of mobility is essentially different from the experimentally observed dependence.
Introduction
Understanding the mobility of grain boundaries is a classic example of a problem in materials science that is simple at the level of college student education but a significant challenge for those who would like to be able to understand it in detail. The basic concepts were elucidated many years ago but much remains to be sorted out before quantitative descriptions are accepted by the community. As in all materials science problems, the challenge is to establish a reliable structure -property relationship that includes all the relevant parameters such as temperature, composition and crystallographic type. The main conclusion of this short overview is, however, that simple models of grain boundary mobility do not provide an adequate description of the phenomenon. This should not discourage workers from attempting to provide new and improved models but simply guide those who are interested in the topic to try to improve our understanding of grain boundaries.
In order to define the term mobility, M, we simply postulate a linear relationship between the migration rate, v, (normal velocity) and the driving force, P: v = MP. There is no a priori reason for the mobility to be a constant (holding parameters constant such as temperature and composition) but experimental experience suggests that, for grain boundaries, this is generally the case. Many different driving forces are possible but those most commonly employed in experiments are dislocations (stored in plastic deformation), curvature and magnetic fields (for materials with a sufficiently anisotropic interaction with an applied field).
Low angle grain boundaries (LAGB)
At the elementary level, one distinguishes between low angle grain boundaries (LAGBs) and high angle grain boundaries (HAGBs). LAGBs posses a discrete dislocation structure whereas HAGBs, in general, possess a disordered structure. The energy of LAGBs is described very well by the Read -Shockley model [1] that treats the boundaries as arrays of discrete dislocations and estimates the energy based on the (estimated) core energy and the elastic energy associated with the displacement fields of the dislocations. The resulting (monotonic) logarithmic increase of energy with misorientation angle up to a plateau level associated with the energy of HAGBs has been verified experimentally by many investigators. The mobility of a general LAGB is expected to depend on the rate at which the dislocations in the boundary can undergo non-conservative motion (climb) in order to maintain the structural integrity of the boundary. This leads, however, to a mobility that decreases with increasing misorientation angle and which is not observed except at very small misorientations [2] . Current research is aimed at investigating the role of defects that are not intrinsic to the boundary [our current paper]. Climb limited migration of a LAGB with a fixed density of extrinsic dislocations should exhibit a mobility that is not dependent on the misorientation. The experimental literature is in conflict on the misorientation dependence of LAGBs. Some workers find a constant mobility [3, 4] whereas others find a mobility that increases steadily with misorientation [5 -7] .
Turnbull theory for HAGB mobility
Continuing with the elementary description of high angle grain boundaries and then analyzing them in more detail, an early theoretical treatment was that of Burke and Turnbull who used activated rate theory applied to the mechanism of individual atoms hopping back and forth across the boundary [8] . For the processes of grain growth or recrystallization, the driving forces are small compared to the thermal energy which means that the exponential terms can be expanded as series and higher-order terms neglected. The boundary velocity is then given by the following simple expression, where v D , is the jump attempt frequency, kT is the thermal energy (product), DG m is the activation energy for atom transfer and b is the atomic size.
The mobility is given by the right hand side of the equation, leaving out the driving force, DP. The product of b 2 v D /kT exp{DG m /kT} is similar to a diffusion coefficient. It is therefore tempting to estimate the mobility of a metal from the product of its grain boundary diffusion coefficient and the atomic size, but, as discussed by various authors [2, 9] , this is incorrect. The wide range of activation enthalpies actually observed and other difficulties favor an atomic shuf- B Basic fle mechanism rather than one based on diffusional transport. This leads to a modified expression for the boundary velocity in which the density of active sites on the boundary, N, appears; X is the atomic volume and n is the number of atoms involved in each shuffle event.
In what follows, the atomic structure of the two surfaces is used to arrive at an estimate of N, the density of active sites.
Solute drag
Solutes typically slow down boundary motion because they (almost invariably) interact with the boundary and do not diffuse rapidly enough for the adsorbed solute atoms to keep up with a migrating boundary. Expressed in another way, adsorption of solute onto (or away from) a boundary creates a gradient in chemical potential for the boundary with respect to its rest position. Any finite migration rate moves the boundary up the gradient which is equivalent to a drag force. The classical theory that describes and quantifies this situation was worked out by Lücke and Stüwe and also by Cahn [10, 11] . The theories treat a boundary as flat so that a one-dimensional analysis can be used. The most well known prediction is that of "break-away", analogous to dislocation -solute interactions, in which if sufficient driving pressure is applied, the boundary can escape its solute atmosphere and move with its intrinsic mobility. Recently, however, renewed interest in the topic has produced new insights. Mendelev and Srolovitz, for example, have shown through a combination of simulation and theoretical development that the nature of the interaction between boundaries and a particular solute is significant: solutes attracted to a boundary give different results than solutes that are repelled [12] . In this case, the two-dimensional nature of boundaries is important to the solute drag effect. Just as dislocations can move across a slip plane as flexible objects and enclose locally hard areas so too boundaries are sensitive to clustering of solutes. If a boundary encounters a high concentration of solutes in one region, it may be able to bulge out in the surrounding regions that are less subject to drag and overcome the local obstacle. This leads to local breakaway that may not be apparent at the scale of the experimental observation but alters the velocity-drag-driving force characteristics. Also Wang's group has shown that solute gradients in the vicinity of a moving boundary can give rise to significant effects on solute drag [13] .
Anisotropy of mobility
The anisotropy of grain boundary mobility is a large subject and was extensively reviewed recently in the book by Gottstein and Shvindlerman [9] . Although many unresolved questions remain about the effects of solutes on anisotropy, the currently available literature shows that significant anisotropy exists with respect to misorientation angle, axis and boundary plane. In broad terms, the highest mobilities are observed in fcc metals for boundaries with <111> misorientation axes with misorientation angles in the vicinity of 40°and boundary planes normals perpendicular to the misorientation axes (i. e. in tilt configuration). This general result has been found for experiments performed with both curvature and stored energy driving forces. Experiments with stored energy as a driving force [14] , however, typically show only the stated peak in mobility (40°<111>) whereas experiments using curvature show more complex mobility anisotropy maps with distinct minima and maxima for all three of the <111>, <110> and <100> misorientation axes. The sharpness of the peak is of interest because of the proximity of the R7 boundary type at 38°<111>: in many experiments, it appears that the mobility peak at 40°<111> decreases rapidly towards the R7 position whereas the decrease is less rapid on the high side [9] . The effect of boundary plane is also significant although this has only been quantified for stored energy driving forces and no data is available for curvature driving forces as yet.
Crystal growth analogy
Since motion of a boundary involves adding atoms to a surface and subtracting them from the other surface, it is reasonable to suppose that there might be an analogy to crystal growth in which the migration rate of an interface depends on the density of suitable sites. According to Gleiter's theory [15, 16] , the rate at which atoms can move across a grain boundary should depend on the density of both acceptor sites on the advancing side and donor sites on the receding side. If one treats grain boundaries as simply the conjoining of two surfaces, the density of such sites should be related in some fashion to the density of kinks on the two surfaces. This is, in its simplest form, equivalent to an additional factor that multiplies the formula given above for the mobility based on rate activation theory. Figure 1 shows the result of a calculation for fcc metals in which the mobility is assumed to be proportional to the product of the density of kinks on the two planes comprising the boundary. The density of kinks on each surface is calculated as follows, [17 -19] where h, k, and l are Miller indices. The indices for each plane are ordered such that h > k > l. The structure of each surface may consist of (111) terraces, ð11 " 1 1Þ steps and (100) kinks. Other combinations of low index surfaces such as (111), (100) and (110) could be used to describe the structure but such variations will make little difference to the overall outcome. The ratio of the numbers of atoms associated with each of the three microfacets on the surface is given by:
These three values are then also ordered so that the maximum value gives the number of terrace atoms, the inter-Z. Metallkd. 95 (2004) 4 B Basic mediate value gives the number of step atoms and the lowest value gives the number of kink atoms. Finally the three values can be summed to find the total number of atoms, giving ratios as: n min : n mid : n max : (n min + n mid + n max ) = kink atoms : step atoms : terrace atoms : total atoms Naturally ambiguities arise when two indices are equal but since we are only concerned with the density of kink atoms in this case, this is not important. Figure 1 shows the variation in kink density over the standard stereographic triangle (SST) and that the maximum occurs at (210) with zero density along the zones of the <100> and <110> directions. This model does not take into account the possibility for good fit between planes for specific values of the twist angle between the lattices. However, as has been shown quite clearly in earlier studies [20] for any combination of two planes in a boundary, the number of special (well fitting) cases correspond to only one or two singular values of the twist angle. Therefore the fraction of special boundaries is rather small and therefore neglected in this approach.
The density of active sites available for boundary migration is then taken to be proportional to the following. N = n min /(n min + n mid + n max )
The mobility of a boundary, M, is then Figure 2 shows contour plots for the full range of misorientation types in axis -angle space. Each individual figure corresponds to a fixed misorientation angle and within each figure, the misorientation axis varies over the SST. Each point therefore represents a particular misorientation type and is an average value obtained by using a pseudo-random number sequence to generate a variety of boundary plane normals (since the kink density depends on the plane normal). In this example, only grain boundary normals that lie between 85°to 95°to the misorientation axis are accepted in order to restrict the result to nearly pure tilt boundaries, corresponding to the available experimental data [9] ; 250 different boundary normals are averaged for each misorientation value. The results show that the mobility is predicted to be high for misorientation axes around <001> at almost all angles. It is consistently low for <011> and <111> misorientation axes. An additional region of intermediate mobility is predicted for <112> misorientation axes for angles around 30°, Fig. 2c , and also as the misorientation angle approaches 60°, Fig. 2i . This anisotropy is reasonable when in light of the fact that the zone of <001> passes through the peak kink density position at {210} so pure <001> tilt boundaries will include high kink density facets. Similarly, the zone of <112> passes through {210} and so pure tilt <112> boundaries will often include high kink density facets. Pure tilt <110> boundaries have zero kink density planes in this model and pure <111> tilt boundaries do not include the maximum density {210} planes. Overall, no strong variation of mobility with misorientation angle is apparent. These results are therefore in marked contrast to the mostly commonly observed experimental result that boundaries with a 40°<111> misorientation exhibit the highest mobility with a roughly monotonic decrease from this location. The one trend that is reproduced when compared with the most detailed data on anisotropy for aluminum [9] is that <110> mobilities are consistently lower than for both <100> and <111>. The conclusion is that this admittedly rather simple model based on kink density does not appear to correspond to the experimentally known anisotropy of grain boundary mobility in fcc metals.
Summary
This brief review of grain boundary mobility in metals emphasizes the absence of a satisfactory theory for mobility of high angle grain boundaries. A simple extension of the classical atom hopping theory to account for the surface structure of the two planes comprising each boundary shows an anisotropy that is different from the anisotropy known from the experimental literature.
