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Abstract
We present an end-to-end trainable approach for Opti-
cal Character Recognition (OCR) on printed documents.
Specifically, we propose a model that predicts a) a two-
dimensional character grid (chargrid) representation of a
document image as a semantic segmentation task and b)
character boxes for delineating character instances as an
object detection task. For training the model, we build
two large-scale datasets without resorting to any manual
annotation - synthetic documents with clean labels and
real documents with noisy labels. We demonstrate exper-
imentally that our method, trained on the combination of
these datasets, (i) outperforms previous state-of-the-art ap-
proaches in accuracy (ii) is easily parallelizable on GPU
and is, therefore, significantly faster and (iii) is easy to train
and adapt to a new domain.
1. Introduction
Optical Character Recognition (OCR) on documents is
a problem for which numerous open-source (e.g. [33]) as
well as proprietary [2] solutions exist. However, this does
not imply that the task itself is solved. The biggest chal-
lenges are: dense text organized in highly varying docu-
ment layouts on the one hand and extremely high accuracy
requirements on the other hand [7]. Fig. 3 visualizes an
example document. In order to meet these challenges, the
current state-of-the-art document-level OCR solutions con-
sist of complex pipelines, where each step is either a hand-
optimized heuristic or requires intermediate data and anno-
tations to train the models.
Deep neural networks have been proven very successful
in a number of computer vision tasks. Of particular inter-
est for our approach to OCR are the task of spotting object
instances using object detection [21] and recognizing (i.e.
classifying) different regions in an image using semantic
∗Equal contribution
image segmentation [3]. These two tasks, when performed
together are also referred to as instance segmentation [11].
Inspired by these developments, in this work, we treat
OCR on documents as detecting and recognizing character
instances on a page. More concretely, we predict a charac-
ter grid or chargrid representation [16] of the input docu-
ment, realized as a semantic segmentation task. Further, to
delineate different character instances, we predict character
boxes realized as an object detection task. By means of this
re-formulation of the OCR task, we introduce a new end-
to-end trainable OCR solution for printed documents that is
based on fully convolutional neural networks. We refer to
our method as Chargrid-OCR.
In contrast to standard instance segmentation, a docu-
ment image may contain several thousand characters on a
page. We, therefore, consider our approach to tackle ultra-
dense instance-segmentation. The mainstream box filter-
ing algorithm, Non-Maximum Suppression (NMS) [21, 25,
20, 11], being a quadratic-time algorithm, does not scale
for our ultra-dense scenario. Hence, we introduce a pre-
liminary step, called Graphcore, that runs in linear time
and significantly speeds up box filtering. In addition to
instance segmentation, as is common in OCR, characters
should to be aggregated into words. Keeping in mind the
scale and arbitrary rotation of words, we introduce a linear
time clustering-based step to construct words from charac-
ters.
While there exists a number of large-scale datasets for
training standard instance segmentation models, to the best
of our knowledge, datasets for document OCR at a similar
scale do not exist. We build two large-scale datasets - one
out of synthetic documents (with clean labels) built from
Wikipedia content and another out of real financial docu-
ments, with noisy labels coming from the state-of-the-art
open source OCR solution, Tesseract v4 [33]. We show
that the two datasets complement each other and bring im-
provements when combined. More importantly, training on
the two datasets, we demonstrate that we are able to out-
perform the state-of-the-art thereby entirely avoiding any
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manual annotation. In addition to outperforming the state-
of-the-art in accuracy, our method is easily parallelizable
on GPU and therefore can be significantly faster. Further,
our method is easier to train, both from scratch and for fine-
tuning on an unseen domain.
Our main contributions include (1) end-to-end trainable
model for document OCR, (2) efficient post-processing for
ultra-dense text extraction, (3) building two large-scale doc-
ument OCR datasets that complement each other without
resorting to any manual annotation, (4) pushing the accu-
racy of document OCR while being significantly faster and
easier to train and adapt,
2. Related Work
State-of-the-art document OCR [33, 2] are made of
pipelines of several processing steps. The most popular
is perhaps Tesseract [30, 32, 31] 1. Typical steps include
binarization, skew correction, layout analysis / line seg-
mentation and text recognition. The main reason for this
pipeline complexity is to deal with dense text organized in
a highly varying layout combined with high accuracy re-
quirements. There have been several works that have tried
simplifying the pipeline as well as turning each step into a
trainable module [8, 6, 7, 5]. Furthermore, Tesseract itself
has been under active development by incorporating LSTM-
based text recognition into its latest major release in Octo-
ber 2018.
Such pipelines have the advantage, that each step is a
well defined problem which can be optimized individually.
However, a sequential OCR framework can suffer from the
fact that errors in early processing steps can impact all fol-
lowing modules [36]. Moreover, it may be cumbersome to
train such a sequence of modules on new data such as new
languages, document layouts, fonts, noise sources and so
on. Furthermore, it requires a lot of effort to maintain such
systems.
Interestingly, the very first application of Convolutional
Neural Networks (CNNs) was character recognition, albeit
in a much more restricted scenario [18]. We build on a long
line of work in deep object detection and deep semantic
segmentation [17, 14, 3, 21, 20] and propose an end-to-end
trainable document OCR system.
Similar trends are being observed in the related task of
Scene Text Detection and Recognition (STD and STR re-
spectively), where pipeline-based methods [37, 13, 22, 29,
9, 19] have been recently replaced with end-to-end train-
able models [35, 23]. A parallel work called CharNet [35]
is perhaps the closest to ours. CharNet also predicts char-
acter boxes and character classes mainly to cope with ar-
bitrarily shaped text commonly observed in natural images.
This further validates our approach for document OCR. The
1https://github.com/tesseract-ocr/tesseract
main difference with our work lies in datasets for training
the model and post-processing for extracting the text. While
they train on synthetic data and then iteratively transfer to
manually annotated real data, we build two imperfect but
complementing datasets with no manual annotations. Fur-
ther, our efficient post-processing steps are explicitly de-
signed for handling extraction of large amounts of text that
is observed in printed documents.
3. Chargrid-OCR: End-to-end trainable OCR
We formulate document OCR as an instance segmenta-
tion task [11] on characters. Specifically, we perform se-
mantic segmentation of the document image with characters
as labels. The resulting segmentation mask is also referred
to as the chargrid representation of the document [16].
Chargrid, by itself, does not allow one to delineate char-
acter instances. Therefore, we further use class agnostic
object detection to predict bounding boxes for each char-
acter. The characters are further aggregated into words.
This is achieved by predicting word centers at each pixel
and clustering the characters based on the predicted word
centers. Due to directly predicting character segmentation
mask, character boxes and word centers from the document
image, our method is (i) lexicon free, i.e. only character
based (ii) end-to-end trainable and finally, (iii) easily paral-
lelizable on GPU.
3.1. Model
The input to our model is an image, I ∈ RH×W , with
text (e.g. a printed document), where H and W are the
height and the width of the image. The output charac-
ter segmentation mask, chargrid, S ∈ NH×W , classifies
each pixel in the input image into characters (Fig. 1 top
right). The characters are encoded by positive integers, e.g.
“A” 7→ 1, “B” 7→ 2, etc., with 0 being reserved for back-
ground. For English, our model uses 89 such symbols (26
lower-case, 26 upper-case, 10 digits, 26 between punctua-
tion and special characters, plus a special “unknown” to-
ken.) The character boxes are represented with box de-
tection mask and box centers, widths and heights. This is
similar to existing object detection methods [21, 25]. The
box detection mask is a binary mask, Bc ∈ RH×W , de-
noting the presence of a character box on each pixel. The
box centers, (Xc, Yc) ∈ (RH×W ,RH×W ), predict the off-
set from each pixel to the center of the predicted charac-
ter box that lies on that pixel. The widths and heights,
(Wc, Hc) ∈ (RH×W ,RH×W ), predict the log-width and
log-height of the predicted character box.
We further predict word centers, (Xw, Yw) ∈
(RH×W ,RH×W ). In order to handle the large vari-
ance of the word widths and heights, they are encoded
as (Xw(i, j), Yw(i, j)) =
(
sign(∆xw) · log
(|∆xw| +
Figure 1. Chargrid-OCR architecture with an example input and predictions. For visualization purposes, only a small crop of a page is
depicted as input / output. Parameters nC and d denote the number of channels and strides per convolution filter. C is referred to as base
channels.
1
)
, sign(∆yw) · log
(|∆yw|+ 1)), where (∆xw,∆yw) de-
note the offsets from pixel (i, j) to the center of the pre-
dicted word box that lies on that pixel.
We have a few thousand characters and a few hundred
words on a page. In order to perform character detec-
tion at this scale, we use a single-stage approach, similar
to e.g. [21]. The architecture of our model is based on a
fully-convolutional encoder-decoder structure, with one en-
coder and two decoders - one for semantic segmentation,
another for boxes, branching out of the common encoder.
Fig. 1 illustrates the architecture with an example input and
its corresponding outputs. The encoder consists of several
convolutional blocks, each comprised of a sequence of con-
volutional layers. We use stride-2 convolutions in the first
three convolutional encoder blocks to decrease resolution
by up to a factor of 8. In the deeper convolutional encoder
blocks, we apply dilated convolutions (up to d = 8). In
the decoder blocks, we use transposed convolutions to in-
crease resolution again. Each decoder block is connected
via a skip connection to its corresponding encoder block of
the same resolution. Thus our network bears resemblance to
the original U-Net architecture [27]. C, in Fig. 1, denotes
the configurable width of the network, i.e. the number of
channels in each layer. It is referred to as the base-channel
of the network. Batch Normalization [15] and ReLu activa-
tions [17] are applied after each intermediate convolution.
Spatial dropout [34] is applied just before any skip con-
nections, in both encoders and decoders. The weights are
initialized following [12].
We remark at this point that there is no need for the out-
put resolution to match the input one, or even to have the
same shape. Indeed, we found it beneficial to skip the last
one or two upsampling steps, especially along the y direc-
tion. The skip connections going from a higher to a lower
resolution are also replaced by convolutions with adequate
strides (and kernel size equal to the stride).
The model is trained using categorical cross-
entropy [3] for the segmentation outputs (S,Bc)
and using Huber loss [25] for the regression output
(Xc, Yc,Wc, Hc, Xw, Yw). We use Stochastic Gradient
Descent with momentum for training, with momentum
value 0.9, learning rate of 10−2 for the first 360K steps and
10−3 for the next 360K steps and a batch size of 2.
3.2. Post-processing
The outputs of the network are (i) character segmenta-
tion mask (i.e. chargrid) (ii) character box detection mask
(iii) character box centers, width and heights and (iv) word
box centers. Similar to standard object detection, charac-
ter box detection mask often makes redundant predictions
around the same character (as shown in Fig. 1 bottom right).
Such predictions need to be filtered to arrive at a single box
per character. Further, characters need to be aggregated into
words. However, there can be on the order of 103 characters
on a page and correspondingly, on the order of 105 (redun-
dantly) predicted character boxes. This is ultra-dense when
compared to what is typically encountered in object detec-
tion in natural images. Below, we describe our solution for
efficiently extracting character boxes from the neural net-
work outputs and aggregating them into words.
3.2.1 Filtering character boxes efficiently
Each pixel in the box mask, Bc, that surpasses a certain
threshold (e.g. 50%) produces a candidate character box.
The center of the box and its height and width are de-
Figure 2. Top: Conceptual visualization of the Graphcore algo-
rithm that enables efficient filtering of character boxes (this is a
simplified scenario for representation purposes only). Bottom:
constructing word boxes from characters.
termined through the model output at the corresponding
pixel in (Xc, Yc,Wc, Hc), which is a common procedure in
single-stage object detection [21, 24]. However, this gives
multiple boxes around the same character. In order to delete
redundantly predicted box proposals of the same character
instance, usually NMS is applied [21, 25, 20, 11]. NMS
algorithm is quadratic in the number of candidate box pro-
posals. Due to having a large number of box proposals,
typically on the order of 105 on a single page, in our case,
this becomes computationally expensive.
To speed up the process, we introduce a preliminary step
before NMS, which we call Graphcore. Recall, from sec-
tion 3, that each candidate pixel predicts the offset from it-
self to the center of the predicted character box that lies on
that pixel (Xc, Yc). We construct a directed graph where
each vertex is a candidate pixel and we add a directed edge
going from pixel A to pixel B if pixel A predicts pixel B as
the center of its predicted character box. An example graph
is visualized in Fig. 2, top. As can be seen, all the pixels
point to the pixels close to the center of the characters and
the center pixels point to themselves. In less ideal cases,
they may point to a different pixel close to the center.
By taking the k-core of the resulting graph with k=1,
only the loops in the graph are retained [4].
This can be performed efficiently in linear-time. With
this, only pixels towards the center of a bounding box, typi-
cally one or two candidate boxes per character, are retained.
In Fig. 2, top, these remaining pixels are marked in orange.
This significantly smaller set, usually the same order as the
number of characters, is passed through NMS to obtain the
final character boxes.
3.2.2 Constructing word boxes from character boxes
Recall from section 3 that each pixel predicts the center of
the word that lies on that pixel. Further, from the previ-
ous step (Sec. 3.2.1), we have discrete character instances
and their boxes. We now wish to cluster the characters into
words. Each character makes a word box proposal (for the
word it belongs to) based on the word centers predicted by
the pixels inside the character; the proposal is such that it
extends from the character itself to its reflection on the other
side of the predicted word center. Fig. 2 shows the word box
proposals made by each character in the word hello world.
The characters closer to the predicted word center propose
a smaller word box while the characters farther away from
the predicted word center propose a larger word box.
The word proposals, thus generated, significantly over-
lap for characters belonging to the same word and do not or
marginally overlap otherwise. We wish to find clusters of
characters whose word proposals significantly overlap. In
order to do this, we build a graph where each character is a
vertex and the edge between a pair of characters indicates
whether their proposals significantly overlap, i.e. intersec-
tion is more than 50% of the smaller box. We then clus-
ter the characters by finding connected components in this
graph. Note that connected component analysis is linear
in number of characters. Moreover, this way of clustering
characters into words naturally allows us to recognize ro-
tated words.
4. Building large-scale training datasets
Chargrid-OCR predicts character segmentation mask
(i.e. chargrid), character box detection mask, character box
centers, widths and heights and word box centers. In order
to build the necessary training targets for all the outputs,
we need character and word boxes and their string contents.
Further, given just the word boxes and their contents, one
can closely approximate character boxes and their contents.
Therefore, we build our datasets as (document, words)
pairs, i.e. for each document, we collect the list of words
(boxes and string contents) contained in that document.
To the best of our knowledge, large-scale datasets of doc-
uments and word annotations do not exist. While man-
ually collecting word annotations is an option, annotating
hundreds of words per document and at least tens of thou-
sands of such documents can be extremely challenging. We,
instead, build two imperfect but complementary datasets
without resorting to any manual annotations. Below, we
describe the two datasets in more detail.
4.1. Synthetic documents with clean labels
We generate a dataset by synthetically rendering pdf
pages in A4 format using English Wikipedia content. Each
page contains parts of a Wikipedia article, with three dif-
ferent font specifications for captions, links and normal text
respectively. Each font is sampled randomly from 51 pub-
licly available fonts with varying size and color. For 30%
of the pages, we replace 2% of the words with a random
string in order to emphasize accurate context-free predic-
tions. Pages are generated with single-column, 2-column
or 3-column layout and variable text alignment and figures
and tables may be included. Each pdf page can be converted
into our model-specific format (i.e. S, Bc, Xc, Yc, Wc, Hc,
Xw, Yw), retaining perfect ground truth. The pdf files are
converted into grayscale png images with 300dpi.
To more closely mimic a real-world dataset, we perform
data augmentation. We consider the following steps (the
effects marked with a star* are based on the open source
ocrodeg package2): (1) Background: Natural images,
gradient background, multiscale noise*, fibrous noise*,
blobs*. (2) Distortions: Large 2D distortions*, Small 1D
distortions*. (3) Projective transformations: Including ro-
tation, skew, dilation, 3D perspective, etc. (4) Degrada-
tions: Gaussian or box blur; mode or median filters; con-
tour, emboss, edges, smooth, gradient text. (5) dpi and
compression: Down-scaling, jpeg compression. (6) Color:
Equalize, Invert, Sharpness, Contrast, Brightness. A sub-
set of these steps are randomly chosen and applied on any
given document.
4.2. Real documents with noisy labels
EDGAR (Electronic Data Gathering, Analysis, and Re-
trieval) system collects and indexes financial documents
submitted by companies to U.S. Securities and Exchange
Commission (SEC)[10].
We create a training dataset by first filtering repeating
forms to avoid repeated layouts and text. We filter accord-
ing to the rule (1000KB < file size < 8000KB) and
(num pages > 10). This eliminates most duplicated forms
and yields sufficient document diversity. From each ob-
tained pdf file, we sample two pages. In total, this yields
42,918 pages. We obtain ground truth by running Tesseract
v4 on each page. This results in word bounding boxes for
each word as well as the contained string. Character boxes
are constructed by splitting the word boxes in proportion
to the average width of each character. Since Tesseract v4
produces errors, the labels are highly noisy. To improve
the quality, we remove words with very low confidence as
well as those with a unlikely width and height. Further-
more, some unicode characters are replaced by ASCII-code
equivalents.
5. Experiments
In this section, we discuss the evaluation datasets, metric
and results. Under results, we first visualize some qualita-
tive examples, followed by comparative results. We then
demonstrate the advantages of Chargrid-OCR’s end-to-end
training by performing domain adaptation and finally ana-
lyze the model errors.
2https://github.com/NVlabs/ocrodeg
5.1. Evaluation Datasets
We use two standard document OCR datasets for evalua-
tion, provided by DOE and UNLV. They are both described
in [26].
English Business letters. This dataset consists of
(mostly) free text business letters printed in a variety of
fonts. We improved the available ground truth by manually
adding word bounding boxes. In total, this dataset consists
of 179 pages and 48,687 words.
DOE tables. We selected the subset of documents con-
taining tables and otherwise structured text. We use the
ground-truth for the word bounding boxes from [28]. In
total this dataset consists of 383 pages and 133,245 words.
5.2. Evaluation Metric
Document OCR techniques have traditionally been eval-
uated with layout/line segmentation metrics [7] and text
recognition metrics [8, 6]. This is because the solutions
for document OCR have been primarily composed of lay-
out/line segmentation and text recognition. However, in
many scenarios, such as in documents with no fluent text
(e.g. receipts, invoices, medical reports) and with tabular
structures, lines may be ill-defined. Therefore, we choose
an evaluation metric that is instead based on words. Further,
we wish to capture the location of words in the same metric
in addition to the string content. To this end, we use the
Word Recognition Rate (WRR) adapted to incorporate the
word location.
A predicted word is said to match a ground truth word if
and only if their contents agree (i.e. identical strings) and
they have a non-zero overlap. Word Recognition Rate can
then be computed as Nm/
(
Nm + Nu + Ng
)
, where Nm is
the number of matched word predictions, Nu is the number
of unmatched word predictions and Ng is the number of un-
matched (i.e. missed) ground truth words. The metric is ag-
gregated across the dataset by taking the average value per
document weighted by the number of ground-truth words
in the document. This way documents with more text are
given higher weight over documents with less text.
5.3. Results
5.3.1 Qualitative results
Fig. 3 visualizes the outputs of our model on one example
from the DOE Tables dataset. The left image visualizes the
segmentation mask (chargrid), S. Different colors are as-
signed to different characters for intuitive visualization. As
one can observe, character segmentation can easily distin-
guish textual and non-textual regions. Further, the charac-
ters are usually crisp in the simpler regions of the document.
The image on the right visualizes character boxes after
Graphcore and NMS. Notice the number of character in-
stances on the page and their sizes, particularly thin char-
Figure 3. Output of the chargrid-OCR model on a document from DOE Tables dataset [28]. Left: The pixel-wise segmentation, i.e.
chargrid, with each color representing the predicted character index. Right: The extracted character boxes after postprocessing where the
bounding box of each character belonging to the same word is depicted in same color.
acters such as i, j, t and 1. This makes the task of doc-
ument OCR highly challenging and our task, ultra-dense
instance segmentation. Clustering characters into words is
performed as described in section 3.2.2. The clustering is
visualized by showing the characters belonging to the same
word in the same color.
5.3.2 Effect of training datasets
In Sec. 4, we highlight the lack of large-scale datasets for
document OCR. As a result, we build two imperfect but
complementary and large-scale datasets without resorting
to any manual annotations. The first dataset comprises of
synthetic documents generated from Wikipedia content, the
Wiki dataset. This has clean labels. The second dataset con-
sists of real scans of financial reports, the EDGAR dataset,
with labels coming from the current most popular OCR so-
lution, Tesseract v4.
In this section, we train our model, Chargird-OCR on
the Wiki dataset, the EDGAR dataset and finally, on a com-
bined dataset with examples coming from both Wiki and
EDGAR datasets. We choose an input image resolution of
150dpi, i.e. 1648x1272, with the number of convolutional
base channels, C = 32 (see Fig. 1). We report the results
on the two evaluation datasets in Tab. 1. It is clear from the
results that the two datasets complement each other and that
combining them brings significant improvements.
Training datasets Letters DOE tables
Wiki 87.5% 68.8%
EDGAR 90.4% 73.5%
Wiki+EDGAR 90.7% 77.6%
Table 1. WRR on evaluation sets while training on only one or
both training datasets.
5.3.3 Comparative results and Timing analysis
We train various versions of our model on Wiki+EDGAR
described in Sec. 4 and report results in Tab. 2. Further, we
compare against Tesseract, v3 and v4, with v4 [33] (released
Oct 2018) being the publicly available state-of-the-art for
document OCR. Commercial solutions had to be excluded
from evaluation as licenses prevent us from analyzing their
results to avoid possible reverse engineering.
Tesseract v4 comes with an LSTM-based line recogni-
tion engine and achieves much higher accuracy than v3.
Unfortunately, re-training Tesseract on our datasets is not
possible due to needing intermediate annotations to train
Tesseract. We, therefore, use off-the-shelf Tesseract with-
Model DPI Letters
DOE
tables
Time
(sec/1K pg)
Tesseract v3 300 87.7% 72.4% 5600
Tesseract v4 300 92.6% 76.8% 14800
ChOCR-32 150 90.7% 77.6% 127
ChOCR-32 300 91.7% 79.3% 284
ChOCR-48 300 92.5% 80.4% 523
ChOCR-64 300 93.5% 82.0% 795
Table 2. Results, reported in terms of Word Recognition Rate.
Tesseract run-times are obtained using 1 Xeon E5-2698 CPU core
and Chargrid-OCR’s on 1 V100 GPU (plus 1 CPU core).
out any retraining or fine tuning. However, we use test data
that are domain-independent from training and/or validation
data and serve as an indicator for model generalizability.
Our models are dubbed as ChOCR-C, where C, shown
in Fig. 1, determines the width of the network (number of
channels in each layer). We also found it important to vary
the input image resolution. Therefore, we report at differ-
ent input DPI. Tesseract v4 guidelines recommend that it
performs best when images are scaled to 300dpi. There-
fore, we report on 300dpi resolutions for Tesseract v4 and
150dpi, i.e. (1648 x 1272) and 300dpi, i.e. (3296 x 2544),
for Chargrid-OCR; in both cases, the output resolution of
Chargrid-OCR is fixed to 150dpi in the x direction and
75dpi in the y direction.
The last column reports time to run 1000 pages through
the respective OCR systems. There can be many possi-
ble set-ups, thereby making it challenging. However, we
choose the simplest set-up - for Tesseract, we run the sys-
tem on 1 Xeon E5-2698 CPU core and Chargrid-OCR on 1
V100 GPU (plus one CPU core).
It can be seen from Tab. 2 that ChOCR-32 at 150dpi is al-
ready on-par with or better than Tesseract v4. Due to being
able to parallelize on GPUs, our model is 116× faster than
Tesseractv4 when executed on a GPU. When we increase
the input resolution from 150dpi to 300dpi, the accuracy
increases by 2 points. Further increasing the base-channels
from 32 to 48 and 64, gives a boost of 2 and 4 points respec-
tively. ChOCR-64 at 300dpi input resolution is the best per-
forming model; however, different trade-offs between time
and accuracy can be chosen.
#examples 0 50 100 600 (Full) Tess4
WRR 55.6 71.8 80.7 85.2 54.8
Table 3. Domain Adaptation on SROIE (Receipts) (0 examples
means no fine-tuning). Tesseract v4 is shortened to Tess4.
5.3.4 Domain adaptation
In many scenarios, a model trained on the source domain
under-performs on the target domain. Examples of such
scenarios are previously unseen document layouts, fonts,
Figure 4. Errors on receipts (SROIE), before and after domain
adaptation.
noise and domain-specific vocabulary. In such cases, be-
ing able to easily adapt the model to the target domain can
be very useful. In this section, we exploit Chargrid-OCR’s
end-to-end training capabilities and perform domain adap-
tion via fine-tuning. We use the Scanned Receipts OCR and
Information Extraction (SROIE) dataset [1]. This dataset
consists of 1000 receipts with OCR annotations, with 600
receipts reserved for training and validation and 400 for test.
The domain of receipts is significantly different than printed
A4 documents (Fig 4), with the main differences being font
type and the noise.
We evaluate our model, ChOCR-64, with no fine-
tuning). We then fine-tune our model with 50 , 100 and 600
(full dataset) training samples. We evaluate the models and
report the results in Tab. 3. The model without fine-tuning
is shown as fine-tuning with 0 examples for brevity. We also
report the results of Tesseract v4 for comparison. It can be
seen that the accuracies of our model without fine-tuning as
well as that of Tesseract v4 considerably drop when com-
pared to the results on A4 documents (Tab. 2). This con-
firms the domain shift. Fine-tuning our model with just
50 example receipts already boosts the WRR by 16 points.
Fine-tuning with 100 and 600 examples gives further im-
provements. Fig. 4 visualizes an example receipt and the
errors from our model before and after fine-tuning.
5.3.5 Error analysis
In Fig. 5, we visualize some example A4 documents and
the errors of our model. They can be categorized as either
character-related or word-related. In case of characters, the
following errors are common: (i) as expected, similar look-
ing characters are confused (e.g i-j-t, 1-7-/, etc.); further, we
Figure 5. Errors from DOE Tables (left) and Letters (right). The words LWR, PWR, BWR in the left image are ground-truth errors.
observe a systematic confusion within the sub-categories of
numbers, small letters and capital letters indicating some
sort of language knowledge learned by the model (ii) thin
characters are sometimes missed in a word (e.g. “helo”)
or repeated more than they appear on the document (re-
ferred to as stuttering in the literature); in our model, this
can happen due to inaccurate character box detection (iii) in
case of very big fonts unseen in the training dataset (such
as a page with only the book/chapter title on it), characters
can be missed altogether; to make the model more robust
against font-size variations, we perform data augmentation
with random scaling of documents during training (iv) rare
characters (including special characters, subscripts and su-
perscripts) that are not clearly visible on the document are
sometimes misclassfied as more frequently occurring char-
acters; this is tackled to an extent with data augmentation
using our synthetic dataset, Wiki-dataset.
In case of words, the most common errors come from
splitting or merging neighboring words in a different way
than the ground-truth. A common example is “$ 23.45”,
where “$” and “23.45” are split into two words where as in
the ground-truth, it may be a single word. Other examples
are “No : ”, “12. 76”. However, such errors are often
debatable even by humans. Further, there are ground-truth
inconsistencies leading to inconsistent predictions.
Within Chargrid-OCR, we do no include a language
model. This leads to predictions that are more “as seen”
than “as read”. This was rather a design choice to exclude
the language model from the recognition model. However,
this also leads to errors that a human may consider easy.
Further, while such errors appear more prominently in flu-
ent text such as Letters dataset, the lack of a language model
produces unbiased output in documents with no fluent text
and with tabular structures such as the DOE tables dataset.
6. Conclusion
We presented a new end-to-end trainable optical charac-
ter recognition system for printed documents that is based
on character instance segmentation. Our model is trained on
a combination of synthetically generated documents with
clean labels and real documents with noisy labels coming
from the current state-of-the-art document OCR solution.
We empirically show that on Business Letters and DOE Ta-
bles datasets for OCR, we outperform the current state-of-
the-art both in terms of accuracy and run-time while being
significantly easier to train and adapt.
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