Ahstract-This paper extends the LTI anti-windup compen sator scheme proposed in [6] to linear parameter-varying (LPV) systems. Following the MRAW concept, the dynamical part of the compensator is formed by the exact copy of the plant. The desIgn procedure is thus simplified to the construction of a � arameter-dependent state feedback, which stabilizes the plan� s C ? py an . d determines the performance and the domain of applIcabIlity of the compensator. To decrease the conservatism, the presented method applies parameter-dependent Lyapunov function and embeds the saturation (dead-zone) in a parameter dependent sector. The design is formulated as an LMI-based convex optimization problem.
I. INTRODUCTION
Control input limitations are always present in real physi cal systems. If the controller is designed irrespective of these limitations, the later appearance of a saturation may cause undesired behavior in the closed loop: it leads to performance degradation or even instability. This effect is called controller windup.
One possible way to minimize the undesired effects of controller windup is using an anti-windup compensator. The �oncept .
is simple ( [17] ,. [21] ): the controller is designed lITeSpectlve of the saturatIOn and then a a static or dynamic compensator is designed so that the following three criteria � re fulfilled: (1) the closed loop is (locally) stable; (2) if there � s no saturation, the nominal performance is guaranteed; (3) In case of saturation the system is driven by the compensator so that the signals leave the saturating domain and the nominal performance is recovered as quickly as possible.
Th . ere are two large groups of model-based anti-windup solutIOns ( [21] , [8] ): Direct Linear Anti-Windup (DLAW) and Model Recovery Anti-Windup (MRAW) methods. The dire � t method considers the unconstrained feedback loop as a specIal plant and the compensator as a special controller. The compensator construction is then reformulated as a control design problem for which the existing synthesis algorithms -LTI [12] or LPV [2] -can be easily adapted. Since the plant in the compensator design consists of the original plant and the controller, the LMIs are formulated in the extended ( I? lant+�ontroller dimensional) space. If the plant is a high dImensIOnal system and the unconstrained controller inherits this complexity, the optimization problem may become large and computationally demanding. On the other hand, the DLAW concept has a significant advantage over the other appro�ch: as it is based on the robust control machinery, the � odelIng e l !0rs and uncertainties can be easily integrated Into the desIgn procedure [2] .
This paper f ? cuses on the other c!ass, the model-recovery (MRAW) solutIOns. In the MRAW framework the dynamics of the compensator is the exact copy of the plant and the compensation is structured so that the difference between the real plant and its copy carries all information about the ideal (saturation-free) behavior [21] [6], [17] . If there is no uncertainty the MRAW compensator is totally independent of the actual controller, so it can work even with a non linear controller. Moreover, the computational complexity of �RA W algorithms is generally low, because the dynamics of the compensator are fixed and thus only a state feedback gain has to be designed. Though all advantages of MRAW algorithms can be exploited only if the plant is precisely known, in particular cases the methods can be extended to uncertain systems as well [16] , [10] .
Most papers addressing the anti-windup problem consider only �TI plants. Since the LPV structure is a powerful exte '.l s � �n . s of the LTI � Iass, it makes sense to investigate the pOSSIbIlItIes of extendIng the LTI anti-windup solutions to parameter varying models. In case of DLAW design the ex tension is a bit easier because the parameter-dependence can be easily integrated in the general control design framework ( [19] , [13] , [2] , [20] ). Although the problem is more delicate in the MRA W framework, some approaches have already been exten�ed .
to parameter-varying plants. For example, in P I] the antl-wmdup compensator structure presented in [17] IS extended to LPV systems. This method is based on the coprime-factors of the plant, which is a conceptually different approach than that is applied in this paper. Moreover, the algorit�m proposed in [11] is derived only for magnitude saturatIOn. The authors of [6] have already proposed in [3] one possible LPV extension of the same compensator design concept we also use in this paper. In contrast to our approach, [3] handles only magnitude saturation and the compensator is based on the poly topic controlled invariant set of the plant. Due .
to the approach the authors chose, the method of [3] reqUIres the LPV plant to be embedded in a poly topic model.
In this paper the LTI-MRAW compensator scheme de scribed in [4] and [6] is extended to LPV plants. The proposed method remains applicable if both magnitude and rate � atura � ion a � e p � esent and applies quadratic Lyapunov functIOn wIth elhpsOldal level sets; both can be easily com puted even for large dimensional plants. To decrease the con servatism, the Lyapunov function is chosen to be parameter dependent and the saturation (dead-zone) is embedded in a parameter-dependent sector. The design is formulated as an LMI-based convex optimization problem. The paper also in y estigates the possibility of eliminating certain free variables � n order to reduce the complexity of the design procedure. It IS shown that an elimination procedure is similar to that in [5] , but the reconstruction of the compensator gain is not so straightforward. To overcome the difficulty a novel method is proposed, which is based on a closed formula parameterizing all � olutions of the synthesis LMIs. Both of the fully param etenzed . and the r � duced complexity syntheses are presented and theIr propertIes are analyzed. The applicability of the methods is demonstrated on a simple LPV plant.
The paper is organized as follows. After the introduction and .
the . definitions of notations the anti-windup compensator deSIgn IS presented for LPV systems in Section III. The problems related to the variable elimination are discussed in Section IV. Section V is devoted to the numerical example. The paper is concluded in Section VI.
II. NOTATION
The notations used in the paper are fairly standard. If x is a vector then its i-th component is denoted by Xi. The i-th column of a matrix is indicated by [ Xl;. The saturation (satR(u)) and dead-zone (dzR(u)) functions are defined in the standard way: satR(u)i = max(min(ui, Ri), -Ri) and dZR(u) = U -satR(u), A set is polyhedral if it is defined as an intersection of finite number of closed halfspaces. The polytope is a bounded polyhedral set. Polytopes and polyhedral sets can be defined by their hyperplane represen tation: P(H, h) = {x : Hx::; h}, where::; is defined element-wise. A O-symmetric polyhedral set is defined by P(H) = {x : IHxl oo ::; I}, where 1·100 denotes a matrix norm. For simplicity, the matrix sum M + MT is denoted by He(M).
III. MRA W COMPENSATOR DESIGN FOR LPV SYSTEMS
In this section the LTI anti-windup compensator design method proposed by Forni et. al in [6] is extended to linear parameter varying systems. For this, we start from an LPV plant given in the standard state-space form:
where x E lRn, U E lR m and Y E lRP, Z E lRnz are the state, the control input, the measured-and the performance output, respectively. The external inputs r and d are the reference and the disturbance. The external, time varying parameter scheduling the dynamics is denoted by p . Let p E lRP and let p be denoted by v. We assume that p is available for measurement and the upper and lower bounds of each P i and Vi are a-priori known: E!. i ::; P i ::; 7\, � i ::; Vi ::; Vi, 'Vi = 1, ... , p. Since the aim of the anti windup compensation is to improve the performance of an existing controller, we assume that a nominal (scheduled) controller has already been designed for the plant:
The general form indicates that the controller can be of arbitrary structure, even nonlinear. If there is no saturation the nominal interconnection defined by the relation U = Yc , U c = Y is assumed to provide the intended behavior: it is globally stable and meets all performance specifications prescribed for output z. (To distinguish the nominal system from the saturated one the trajectory of signals generated by the nominal closed loop will be denoted by �, i.e. X, Z, etc.)
The saturated system is defined by inserting the magnitude and rate limited actuator, defined as follows, between the controller output and plant input:
where M, R are vectors, containing the magnitude and rate saturation limits:
Dynamics (3) is one possible model that is able to mimic the the actuator's behavior. The advantages of this particular structure are detailed e.g. in [7] .
Since our anti-windup compensator follows the MRAW 
In LTI case Yc can be directly computed from the controller's state if the controller is strictly proper. In LPV case, the properness is not enough for precise computation, because the derivative generally depends also on p. In most cases only an acceptable approximation is available by using e.g.
(On the correct choice of T, e.g. [5] can provide further information.) In (4) kl feedback is a free component, which will be determined later on. The compensated closed loop consisting of (1)- (2)- (3) (4) is defined via the following interconnection ( Fig. 1.) :
The reason why the particular structure (4) is stressed becomes clear if one computes the difference between the states of the compensator and the plant:
It is easy to see that (6) describes the same dynamics as the nominal closed loop, so in case of ( x -xaw)(O) = x(O), (i.e. Xaw (0) = 0) the trajectory of (6) coincides with the trajectory of the nominal closed loop system, i.e.
If the actuator saturates and consequently the state of the system starts to diverge from the ideal behavior, the state difference will still evolve along the desired, unsaturated trajectory. Exploiting this property, the saturation effect can be compensated for and the ideal behavior can be recovered if Z is forced to converge to the ideal output Z -Z aw , i.e. to make Z aw ---+ O. This is the goal, which has to be achieved by suitably choosing the conditioning signal V I .
To design V I we start from the dynamics of the AW
where the final formulas are obtained by applying the fol lowing lemma proven in [6] : 
to the difference between the saturated and the unsaturated (ideal) control inputs, so they measure the effect of saturation.
If the compensator feedback is chosen to be linear, but parameter-dependent, i.e. k (-)
] then we get equations (8) , which are similar to those obtamed in the LTI case. In (8) The most straightforward way to characterize the domain of attraction of (8) is to consider the level set of the Lyapunov function:
In this paper the Lyapunov function is chosen to be parameter-dependent and quadratic:
The stability is guaranteed if V < -2aV for all q € with some a > O . As long as the state is inside the � arameter dependent polyhedral set 1-l(p): l(cS) -I H(p) [ 8 : :lIc:oo � 1, q € satisfies the modified sector condition [9] :
Note that, in LPV case it is possible to choose parameter dependent polyhedral sets to follow the variation of the un derlying system. By applying the S-procedure this condition can be added to V < -2aV, which yields the following sufficient condition of stability:
Performing the time derivation and substituting the dynamics of the compensator we obtain the following matrix inequal ity:
where n is given by (12 (13) is linear in L(p), Q(p) X(p) and v, but it is not linear in p. In order to convert the infinite number of constraints in (13) into a numerically tractable form, the structure of the parameter dependent variables has to be fixed. One possible choice is the affine form: Q(p) = Q o + 2:: f=1 Pi Qi, X(p) = Xo + 2:: f=1 Pi Xi, L(p) = L o + 2:: f=1 Pi Li ' The next step is defining a suitably dense grid over the domain of p, which together with the corner points of the domain of v gives the following finite set of parameter values:
The number of grid points is 2P f1 Ni. Evaluated at each grid point, inequality (13) generates a finite set of linear matrix inequalities, which have to be simultaneously solved for variables Qi,Xi,Li, WM, WR.
The next group of synthesis inequalities comes from the containment relation £(P(p),l) C 1-l(p), which can be expressed in the following way [1] :
To maximize the parameter-de e endent level-sets a ball of radius (3 is placed inside £ (P(p), 1) and (3 is maximized. If
In practical applications it is worth limiting the compen sator input VI in order to avoid large jum lp> in the control signal. Prescribing a direct gain limit K (p) K (p) � k '?n a x1 ([6] ) cannot be applied in LPV case because it leads to nonlinear constraints in the free variables. Instead, the norm of VI is limited over £(P(p), 1) by involving an additional
Summarizing the results, we get a similar optimization problem as in LTI case:
Qi,Xi,Li,WNf,WR subject to (13) , (14), (15), (16), for all (p, v) E Q5 (17)
From the obtained parameters the compensator gain can be
IV. ELIMINATION OF VARIABLES
In this section an approach is proposed for decreasing the complexity of the design procedure (17 Proof The proof of the solvability conditions (19) can be found e.g. in [14] or can be easily checked as follows. The necessity of (19) is trivial: it is enough to cancel the first or second block row/column of (18) . For sufficiency, note that P33 < 0 (consequence of the second inequality of (19» and thus (18) is equivalent to the following inequality (Schur complement) ( Pn P 12 + XT ) _ ( P 13 ) p -1 ( p T 0 ) < 0 (21) P0. + X P22 0 33 13 If (19) holds then the diagonal blocks are negative. Any X rendering the off-diagonal block zero (e.g. X = -P0.) is a suitable solution of (18). Now we can prove formula (20) . For this, (21) is rewritten first as follows (Pn -P 13 P3:/ P'& P0.+X Since P22 < 0 (second inequality of (19» the Schur theorem can be applied again. The inequality above is thus equivalent to Pn -P 1 3P 3 -: / P� -(P 1 2 + X T ) P2:/ (p?; + X) = = II -H2P 2 2 1 p?; -P 1 2P 2 2 1 X -X T P 2 2 1 p?; -X T P 2 2 1 X = ( I ) T ( II -P 1 2P 2 2 1 p?; -P12P r. 2 1 ) ( I ) < 0 X -P 2 2 1 p?; -P 2 2 X
where II = Pn -P 13 P3:/ P'&. The solvability conditions imply that II < O. So, we can perform the following factorization:
By applying the matrix inverse lemma the inverse of M can be expressed as follows:
From M -1 all solutions of (18) can be generated by Mobius transformation [15] :
where K is an arbitrary contraction. To apply Lelmna 2. to the synthesis inequalities, (13) has to be transformed first to the required form. For this, con sider the followin � nonsingular, linear transformation S = (Sl S2 S3 S 4 ) with S3 = Y� n Z�, (Sl S3) = Y�, (S2 S3) = Z�, where Y� and Z� denote the orthogonal complements of Y and Z, respectively. In our case Stakes the following form:
Then, instead of (13), we can consider the transformed inequality S T (13)S < 0:
By using (23), (22) can be rewritten as follows:
Now we can apply Lemma 2. to the set of linear matrix inequalities generated by (24) at grid points (p,
our case the solvability conditions amount to the following inequalities:
The second inequality always holds by definition, while the first is equivalent to (25) Thus, W R and L(p) have been successfully eliminated. The synthesis procedure will consist of two steps. In the first step, the domain of attraction (f3) is maximized subject to the solvability condition (25) (and (14), (15» , then, in a second step, the formula (20) is applied to reconstruct and shape the compensator gain K.
More formally, the following optimization problem has to be solved first:
Qi,Xi,WM subject to (25), (14), (15) for all (p,v) E 115
By applying formula (20) the missing variable L (containing the compensator gain) can be expressed by using the obtained Q, X, W M matrices: the formula can be seen under reference (26). The free parameters in (26) are only the contraction K and the positive definite diagonal matrix W R; they will be used to shape the feedback gain in a second step. For this, define the following LMI feasibility problem:
and
The first inequality limits VI inside £(P(p),l) and is obtained by introducing K = W� 2 K and substituting (26) into (16). The second inequality is equivalent to K T K < J, which prescribes for K to be a contraction. (Note that, the number of free variables in (27a) and (27b) can be further increased if K is defined in parameter-dependent, -e.g. affine -form.) Having determined K and W R the parameter-dependent feedback gain can be computed as
Remark 3. Note that, the solution L above depends on both p and v. This is not surprising if one compares this result with other LPV (control-) design methods, see e.g. [18] , where the controller reconstructed from the solution of the reduced synthesis LMIs depends on the time derivative of the scheduling parameter as well. If p is difficult to measure or estimate one can choose K == 0, since La does not depend on v. An other, rather practical solution could be the following:
after solving (25), all or some of the variables Qi, Xi and WM can be fixed and then the original inequality (13) can be re-solved for K and W R. In this case the parameter dependence of K has to be a-priori fixed (e.g. in affine form).
Since (25) does not guarantee that (13) has a solution in the fixed, specific structure, therefore this practical feedback construction procedure may fail.
If one compares our approach to other methods, (see e.g. [18] or [14] ) one significant difference can be found: although all approaches eliminate the controller variable from the synthesis inequalities, the methods in the cited papers construct then only one, particular controller from the solution of the reduced LMIs. In our case there is a parameterized set of possible feedback gains from which the designer can select the "best one" via optimization ((27» .
Remark 5. By applying variable elimination we might ex pect larger domain of attraction, because in this case the structure of Land K is not a-priori fixed.
V. NUMER ICAL EXAMPLE
The AW design procedure and the applicability of the parameter-dependent compensator are demonstrated on a simple LPV plant:
We assume -0.2 :s; P :s; 0.8, -5 :s; v :s; 5 and both states are available for measurement. The aim of the control is to track a given reference signal with output z. For this, the following servo controller has been designed:
Between the controller output and plant input there is an actuator with magnitude and rate limits: M = 1 and R = 10.
The scheduling parameter is varying according to Figure  2 . The nominal and the saturated closed loop responses are depicted in Figure 3 . It can be seen, the saturation results in the loss of stability, so the design of anti-windup compensation makes sense. At first the design with the full parameter set (Section III) was performed. This was followed by the 2-step procedure using reduced complexity LMIs (Section IV). In both cases the decay rate was a = 2. We obtained f3 full = 0.0369 with the first and f3elim = 0.0372 with the second algorithm. The closed loop responses are plotted also in Figure 3. (The time derivative of the controller out ;I lUt (Y e ) was computed approximately by using the filter s/(O.0ls + 1». It can be seen, that both algorithms gave acceptable solutions, but the compensator generated by the 2-step procedure provided better performance. The reason of the better transients is that the structure of the compensator gain was not fixed a-priori. (In the 2-step procedure the contraction K was determined via optimization (27) so the compensator gain depended also on v). The difference between the fully parameterized and the reduced complexity synthesis is more straightforward if one decrease a to 0.01 e.g. to increase the domain of attraction. In this case the fully parameterized design fails with numerical problems, while the reduced complexity synthesis still provides a feasible solution. (We obtained f3 = 3.0320, which indicates significantly larger domain of attraction.)
VI. CONCLUSION
In this paper the LTI anti-windup compensator design pre sented in [6] has been extended to parameter-varying plants. Two synthesis method have been derived: in the first case Simulation results with a = 2: output (top) and control input (bottom). 4 simulations are plotted: nominal closed loop (black), the effect of saturation (red), compensator of Section III (magenta), compensator of Section IV (blue). more free variables are involved and the structure of the com pensator is fixed. In the second algorithm the compensator gain is eliminated from the synthesis; only the Lyapunov function and the domain of attraction is determined first. The compensator gain is computed in a second step, from the parameterized set of all solutions of the synthesis LMIs. It was shown that this second approach has notable advantages over the first method: it is less conservative, as the parameter (26) dependence of the feedback gain is not fixed a-priori and it is computationally more attractive, because it involves less free variables. The approaches are compared on a simple LPV plant.
