An exponential-type family of distributions is defined by probability densities of the form (1) f(y; δ) = exp [yδ + q(δ) ] , a < δ < b with respect to a σ-ίinite measure μ over a Euclidean sample space (X, SI). It is known ( [1] , p. 51) that the set of parameter points d such that \exp [δy]dμ(y) < 00, is an interval (finite or not). The binomial, Poisson, normal, gamma, and negative binomial disiributions provide familiar examples of exponential-type distributions. A few structural properties for this family are considered. Section 2 contains some useful lemmas which are applied in § 3 to obtain some characterizations of the Poisson and normal distributions.
2* Some lemmas. Patil [3] has shown that a collection of d.f. 's {F(x; δ): δe (a, b) (δ 0 ) for j ^ 2 .
If it can be shown that
and all δe (α, 6), then the Lemma will follow. The proof of (3) is by
It follows that h(δ) = 0 for δe (α, δ). So X B (δ) = cλ 2 (δ). Now, assume Xj(δ) = c y~2 λ 2 (δ). Differentiation of both sides yields
This completes the proof of (3). It follows that
is normal for some δ o e(a,b), then M(t;δ) is normal for all δe (α, 6).
Proof. Since j|f(£; δ 0 ) is normal, X 2 (δ 0 ) Φ 0 and \j(δ 0 ) = 0 for i ^ 3. Write for δe A, Then λ 3 (δ) Ξ 0 for δe (α, δ). Because of (2) it follows that λ, (<5) = 0 for j ^ 3. Finally, X 2 (δ 0 ) Φ 0 implies X 2 (δ) φ 0 for any δe (α, b).
LEMMA 4. JΓf M(ί; δ 0 ) is infinitely divisible for some δ o e(a,b), then M(t; δ) is infinitely divisible for all δe {a, b).
Proof. If λ 2 (<5 0 ) = 0, the result follows from Lemma 1. So assume λ 2 (<?) Φ 0 for any δe{a,b). Now, (Lukacs [2] ), there exists a distribution G(x; δ 0 ) such that
for te (a -δ Q , b -δ 0 ). Let δ x be an arbitrary element of (α, δ -δ ί9 b -δ ± ) . Hence, M(t; δ λ ) is infinitely divisible. Since δ λ is an arbitrary element of (α, 6), M(t;δ) is infinitely divisible for all δe (a, b) .
In the following two lemmas, we assume that f(t) is a nondegenerate, infinitely divisible characteristic function (ch. f.) and φ(t) -\ogf(t) has four derivatives at ί = 0. Let Proof. By Lemma 5, M(t; δ 0 ) is the m.g.f. of a normal distribution. Then by Lemma 3, the conclusion holds for all δ e (a, 6).
The family of normal distributions has the property that all its members are symmetric distributions. This means that all central moments of odd order vanish; in particular, the third central moment μ 9 = λ 3 , must vanish. The next theorem, which follows easily from equation (2) and Lemma 3, implies 
