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It is well known that K,,,, can be decomposed into n edge-disjoint Hamilton 
cycles. A novel method for constructing Hamiltonian decompositions of K,,, , is 
given and a procedure for obtaining all Hamiltonian decompositions of of K,,, , is 
outlined. This method is applied to find a necessary and sufficient condition for a 
decomposition of the edge set of K, (r < 2n) into n classes, each class consisting of 
disjoint paths to be extendible to a Hamiltonian decomposition of K,,, , so that 
each of the classes forms part of a Hamilton cycle. 
1. INTRODUCTION 
In this paper all graphs are finite but may have loops or multiple edges; a 
loop contributes two to the degree of a vertex. An edge-colouring of a graph 
G is a function y: C -+ E(G), where C is a set of colours. The set of edges 
with the same colour is a colour class. A Hamiltonian decomposition of 
K Zn+ i is an edge-colouring of K,, + 1 with n colours in which each colour 
class is a Czn+, , a circuit of length 2n + 1. Any graph theory terminology 
not defined here will be standard (see, e.g., [5, 7, or 141). However, we note 
in particular that d,(u) is the degree of a vertex u in a graph G, that is to 
say, the number of edges on u (and here loops count as two edges), and 
m,(u, u) denotes the number of (parallel) edges between u and u of a 
multiple edge. 
Given graphs G and H with 1 V(G)1 > / V(H)1 and IE(G)I = IE(H)I then H 
is an amalgumation of G if there is a bijection 4: E(G)-+,!?(H) and a 
surjection w: V(G)+ V(H) such that 
(Ai) if X,Y E V(G), v(x) Z V(Y), and e joins x and y in G, then 4(e) 
joins w(x) and v/(y) in H, 
(Aii) if e is a loop on x E V(G) then 4(e) is a loop on v(x), 
(Aiii) if e joins x,y E V(G), where x # y, but v(x) = t&y), then 4(e) is 
a loop on w(x). 
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FIG. 1. A Hamiltonian decomposition of K, and two associated amalgamated 
Hamiltonian decompositions. 
It will be understood that if G has an edge-colouring y, then this will be 
transferred to H by the bijection 4. In particular, if G = K,,+ i and a 
Hamiltonian decomposition is specified, then this is transferred to H. We 
refer to such an edge-colouring of H as an amalgamated Hamiltonian 
decomposition of H. 
This is illustrated in Fig. 1, in which two amalgamated Hamiltonian 
decompositions of K, are given. In the first we have I = U, , w(u3) = u3, 
v/(v2) = I = w(u5) = u2. In the second we have ~(a,) = u (1 < i < 5). Of 
course, if V(X) = w(u) for all x, y E Y(G), then the amalgamated 
Hamiltonian decomposition consists of one vertex with ( 2n:1 ) loops on it, 
2n + 1 of each colour. 
In Section 2 we deduce some simple properties an amalgamated 
Hamiltonian decomposition must have. Then we call a graph satisfying these 
simple properties an outline Hamiltonian decomposition. Our main result is 
that any outline Hamiltonian decomposition is, in fact, an amalgamated 
Hamiltonian decomposition. It follows that, starting from any outline 
Hamiltonian decomposition, we may separate off vertices one by one with 
their associated edges and produce ultimately a Hamiltonian decomposition 
of K,,, 1. In Section 3 we outline a procedure for starting with the outline 
Hamiltonian decomposition consisting of one vertex and ( 2n: ‘) loops, 
2n + 1 of each coiour and producing every Hamiltonian decomposition of 
K 2n+l’ 
In Section 4 we apply the result just mentioned to obtain a necessary and 
sufficient condition for an edge-colouring of K, (r < 2n) with n colours, in 
which each colour class consists of disjoint paths, to be extendible to a 
Hamiltonian decomposition of Kz,+ , . 
The methods of this paper have been used already in a number of papers 
by Andersen and Hilton [l-4], Hilton [S, 91, and Hilton and Rodger [lo] 
about timetables, Latin squares, and related topics. 
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2. AMALGAMATED AND OUTLINE HAMILTONIAN DECOMPOSITIONS 
We defined amalgamated Hamiltonian decompositions of K2,,+, in the 
Introduction. An outline Hamiltonian decomposition of K,,,, is defined in 
such a way that it is clear that an amalgamated Hamiltonian decomposition 
of Km+, is an outline Hamiltonian decomposition of Kz,+ , ; our main 
theorem is that the converse is also true. 
Let ql, q2 ,..., q, be positive integers with q, + q2 + ... + q,. = 2n + 1. An 
outline Hamiltonian decomposition of K,, + i with parameters q, ,..., qr is a 
graph with (“‘:I ) edges (including parallel edges and loops) and r vertices, 
say u, ,..., urr which has an edge-colouring with n colours with 2n + 1 edges 
of each colour and such that: 
(i) each vertex ui has (y) loops on it (1 < i < r), 
(ii) each vertex ui has 2q, edges of each colour class on it (counting 
each loop here as two edges), 
(iii) each spanning subgraph whose edge set consists of all the edges 
of some colour class is connected, and 
(iv) the number of edges between two vertices ui and uj (ifj) is qiq,j. 
(Actually there is redundancy in this definition as (iv) and (ii) imply (i).) 
It is clear that any amalgamated Hamiltonian decomposition formed 
from a Hamiltonian decomposition of Kz,+ , on, say, vertices u, ,..., v2,, + , , 
in which ly(u,) = ... = v(4J = Ul, w~~ql+,) = *.. = W(~,,+,J = u2s-. 
w(v 4,+. . . +q,m,+ ,) = ... = I+v(u~~+. . +q,> = U, is an outline Hamiltonian 
decomposition of Kzn+ i with parameters q, ,..., qr. 
The main tool we use in the proof of our main theorem is a result of de 
Werra ] 1 l-131 on edge-colouring bipartite graphs. Given an edge-colouring 
of a loopless graph G with colours 1 ,..., k, for each u E V(G) let C,(u) be the 
set of edges on u of colour i, and, for each U, u E V(G), ZJ # u, let Ci(u, v) be 
the set of edges joining u to u of colour i. An edge-colouring of G is called 
equitable if, for all u E V, 
and it is called balanced if, in addition, for all U, v E V, u # v. 
max 
I<i<j<k 
11 ci(u, VII - I Cj(u, u>ll ,< 1. 
Thus an edge-colouring is balanced if the colours occur as uniformly as 
possible at each vertex and if the colours are shared out as uniformly as 
possible on each multiple edge. 
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PROPOSITION 1 (de Werra). For each k > 1, any finite bipartite graph 
has a balanced edge-colouring with k colours. 
We now make use of de Werra’s theorem to form Hamiltonian decom- 
positions of K,, + 1 from outline Hamiltonian decompositions of K*,,+ , . 
THEOREM 1. Each outline Hamiltonian decomposition of K2,,+, is the 
amalgamation of some Hamiltonian decomposition of K,, + , . 
Proof: Suppose we are given an outline Hamiltonian decomposition of 
K 2n+, with parameters q, ,..., q,. and vertices U, ,..., u,. Let the colours be 
c, )...) c, . Let the spanning subgraph whose edge-set consists of all edges 
coloured ci be denoted by Hi. We shall denote our outline Hamiltonian 
decomposition by (H, ,..., H,). If r = 2n + 1, so that q, = q2 = ... = qr = 1, 
then, by (ii), each vertex has 2 edges of each colour on it, and, by (iii), each 
Hi is connected. Therefore any such Hi must be a Hamiltonian circuit, as 
required. If r = 1 then (H, ,..., H,) consists of one vertex with 2n + 1 loops 
on it of each colour. If r = 2 then (H, ,..., H,) consists of two vertices U, and 
u2 with at least one (and, therefore, at least two) edges of each colour joining 
U, and u2, with q1q2 edges altogether joining U, and ua, with (y) loops on uI 
(j = 1,2) and with 2qj edges of each colour on uj (counting a loop as two 
edges). Clearly the outline Hamiltonian decomposition of KIntl with just 
one vertex is an amalgamation of any outline Hamiltonian decomposition of 
K 2n+, on two vertices. 
Now suppose that 1 < r < 2n + 1. Then, for at least one i, qi > 1. We may 
suppose that qr > 1. We shall show that there is an outline Hamiltonian 
decomposition (Hi ,..., H;) of KZn+ 1 with parameters q; ,..., q:, 1, where 
qi = q, ,..., qi-, = qr-, , q; = q, - 1 and q:+ , = 1, on vertices w, ,..., w,+ 1 of 
which (H, ,..., H,) is an amalgamation formed by amalgamating w, and w,+ , 
and leaving the remaining vertices untouched (or, more pedantically, by 
defining I = ui (1 < i < r - 1) and I = ~(w,, 1) = u,.). 
We now construct a bipartite graph G with vertex sets (cl,..., c,} and 
{u 1 ,-..7 u,-~] as follows. Join the vertices ci and uj by x edges if there are x 
edges of colour ci joining uj and u, in (H$,..., H,). Note that: 
(a) d,(uj) = the number of edges joining uj and u, in 
(H, , H, ,..., H,,) = qjqr (1 < i < r - 11, 
(b) d,(cJ is even and 2 Q d,(ci) < 2q,, in view of (ii) and (iii) and 
since do(cJ = dHi(ur) - 2 I(loops on U, in Hr}I, 
(c) P(G)1 = q,(2n + 1 - a.). 
We first give G a balanced edge-colouring with q, colours x1,..., K~,. Let 
G* be the subgraph induced by the edges coloured K, and K?. Then 
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dG’(Uj) = 2qj (1 <j<r- 11, 
G*(c,) < 4 (1 <i<n), 
IE(G*)( = 2(2n + 1 - q,.). 
For each i, 1 < i < II, if d,,(ci) = 2 or 3 we pair together two of the 
vertices joined to ci, and if &*(ci) = 4 we pair off all four vertices joined to 
ci, forming what we shall call i-pairs, as follows: First if there are two, three, 
or four edges joining ci to uj then we have one, one, or two i-pairs, respec- 
tively, with the same vertex (so the i-pair of uj is then uj). If ci is joined in 
G* to uj and uj,, say, and in Hi the vertex u, is a cut vertex such that in 
H,\{u,} the vertices uj and uj* lie in the same component which, in Hi, is 
joined by just two edges to u,, then uj and uj* form an i-pair. If there is more 
than one vertex joined to ci in G* still not paired off in an i-pair, then such 
vertices as remain are paired off arbitrarily (with, of course, possibly one 
vertex over). 
We now describe how to partition E(G*) into two parts A and R, and into 
even paths (i.e., paths where the number of edges is even) and even cycles, 
such that: 
(Pi) in each path and cycle, the edges are alternately in A and in R, 
(Pii) if uj and uj. form an i-pair, then one of ciuj and ciuj+ is in A, the 
other is in R. 
First, whenever there are two edges between a vertex ci and a vertex uj, 
then one edge is placed in A, the other in R. For the kth stage (k > 1) 
suppose there are still some edges not assigned to A or R. 
kth stage I. At this stage the number of unassigned edges on each vertex 
uj is even. Select one edge e, and place it in A. Let e, = ci,uj,. If ujO has no i,- 
pair [so that d,.(c,,) is odd] then ci, will be the end vertex of a path (to be 
constructed). There is at least one unassigned edge on Uj,. Now proceed to 
kth stage II. 
If uj, has an &-pair, let it be ui, and let e, = ciOuj,, and place e, in R; uj, 
still has at least one unassigned edge on it, let it be e2 = uj,ci, and place e2 in 
A. Continue in this way until either 
(9 an edge ezs = ujpci, is found (and placed in A) and uj, has no i,- 
pair (so that &(ci,) is odd); then let ci, be the end point of this path. There 
is at least one unassigned edge on uj,; now proceed to the kth stage II; or 
u. w 
an edge e2s+ I = ci,uj,+, is found (and placed in R), where 
Js+I. . 
= uj, for some p, 0 <p < s. In this case we have an even cycle for our 
partition. If p = 0 then we move on to the next (i.e., (k + 1)th) stage. If p > 1 
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then we find another unassigned edge on ujp (there is such an edge, since 
dGL(uip) is even) and redefine ezp and Cc so that ezp is this new unassigned 
edge and ezg = Ili,Ci; Now continue in this case, the kth stage I, as described 
above. 
kth stage II. At this point there is at least one unassigned edge on uj,. 
Let this edge be e-r = uj,cI-, and place it in R. If uj, has no i-,-pair (so that 
d,*(Ci-,) is odd) let Ci_, be the other end vertex of a path. If Uj, has an iL,- 
pair, let it be uim,. The edge e-* = uj_,ci_, cannot yet have been assigned 
(because the assignement method would have selected the edge cim,ujO, as 
‘j-, and uj, are i-,-p airs). Place it in A. The vertex uj-, still has an 
unassigned edge on it, say e-3 = uj_,ci-,. Place it in R. Continue in this way 
until an edge e_ (2r+ 1) = uj-,ciL-l is found (and placed in R) with the vertex 
Uj_, having no i-,-,-pair (so that d,,(c,-,J is odd). Then let ci ~ , be the 
end point of the path constructed. 
This is the end of the kth stage, so move on to the (k + 1)th stage. 
We see that E(G*) is partitioned into even paths and even cycles and into 
sets A and R satisfying (Pi) and (Pii). It is clear that the subgraph G$ of G* 
induced by the edges of A has the properties 
dG2(Uj) = Sj (1 a<r-- 11, 
dGi(ci) < 2 (1 <i<n), 
IE(G,*)J = 2n + 1 - qr. 
Now we form (Hi,..., HA). Let A* be the edges of (H, ,..., H,) which 
correspond to the edges of A (if a = ciuj E A, then to a we let correspond an 
edge a* E Hi joining uj and u,). From (H, ,..., H,) remove the edges of A *. 
Introduce one further vertex w,+ i (relabel uj = wj (1 <j < r)) and join w,+ r 
to wj by an edge coloured ci if and only if there is an edge ciUj in A. Now 
join w,+ r to w, by qr - 1 edges, and colour these edges in such a way that 
there are in all 2 edges of each colour on w,., , . Note that the degree of each 
vertex wi ,..., w,-, and the number of edges of each colour on these vertices 
remains unaltered. The degree of w,, , is (2n + 1 - qr) + (q, - 1) = 2n; since 
d,;(ci) < 2, there were at most two edges of each colour on w,, , before the 
edges to w, were coloured, so there are indeed 2 edges of each colour 
afterwards. We also remove 
(;)- (q’;yq,-l 
loops from w,, removing a loop of a given colour for each edge of that 
HAMILTONIAN DECOMPOSITIONS 131 
colour introduced between w, and ~,.+i. Note that if one such edge is 
introduced then dG3(ci) = 1 so that dG(ci) < 2q, - 2, and so there is at least 
one loop on u, in Hi. Moreover, if two such edges are introduced, then 
dG3(ci) = 0 so that qr > 3 (since by (ii) and (iii), there are at least two 
nonloop edges joining u, to other vertices) and dHi(u,) < q, - 1 < 2q, - 4, SO 
there are at least two loops on U, in Hi. Clearly, there are (q,., - 1) loops on 
Wt.3 and since dHi(ur) = 2q, and there are 2 edges of each colour on w,+, , 
there are 2q, - 2 = 2(q,. - 1) edges of each colour on w, (counting loops here 
as two edges). In the coloured graph so formed, for 1 < i < n, Hl is the 
spanning subgraph whose edges are coloured ci. 
We now check that [Hi,..., HL] is an outline Hamiltonian decomposition 
of Kzn+l with parameters q{ ,..., q:, 1. Clearly (i) is obeyed. For (ii), each 
vertex has 2qi edges of each colour on it (counting loops as two edges). 
Since d,(ci) > 2, there is at least one edge in Hi on U, which is not in A *. 
Therefore, there is at least one (and, therefore, at least two) nonloop edges 
on w, in HI. Thus, the only way in which Hi’ could fail to be connected is if 
Hi had U, as a cut vertex and the subgraph Hi\{u,} had a proper component 
joined in Hi to u, by exactly two edges; but we took care to ensure that if 
one such edge was in A * then the other was not. Therefore, (iii) is satisfied. 
For i <j Q r - 1, since d,,:(uj) = qj, the number of edges between w,., , and 
wj is qj; the number of edges between w, and wj is qjqr - qj = qj(qr - 1) = 
sj4:. The number of edges between w, and MI,+, is qr - 1 = qiqi,, . 
Therefore, (iv) is satisfied. This shows that (Hi ,..., Hk) is an outline 
Hamiltonian decomposition of Kzn+, . It is clear that (H, ,..., H,) is an 
amalgamation of (Hi ,..., HA). 
Repetition of this process shows that (H, ,..., H,) is an amalgamation of 
some Hamiltonian decomposition of K,, + , . 
3. A PROCEDURE FOR OBTAINING ALL HAMILTONIAN DECOMPOSITIONS OF A 
K Zn+ I 
In this section we state explicitly the framework of a procedure for finding 
all Hamiltonian decompositions of a labelled K,, + i without repetitions. 
First, we mention an analogous problem of listing all rr X n Latin squares 
on a given set of n symbols. Hall [6] showed that, for r < n, any r x n Latin 
rectangle on n symbols can be extended to a complete n x n Latin square. It 
follows that a framework for a procedure for listing all n x n Latin squares 
without repetition is the following: First, write down all 1 x n Latin 
rectangles. Second, for each of these, find all second rows which can be 
adjoined to give a 2 X n Latin rectangle. Third, for each of the 2 x n Latin 
rectangles, find all third rows which can be adjoined to give a 3 x n Latin 
rectangle. Continuing in this way, we will find all n x n Latin squares on n 
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given symbols, without any repetition. However, the procedure for finding all 
the (r + 1) rows to adjoin to an r x rr Latin rectangle is not specified. 
Based on Theorem 1, there is a similar framework for a procedure for 
listing without repetition all Hamiltonian decompositions of a labelled 
K *,, + , . In the procedure as described below, a Hamiltonian decomposition in 
which given circuits C, and C, are coloured c, and c2, respectively, is 
counted as being distinct from the same Hamiltonian decomposition in 
which C, and C, are coloured c2 and cr, respectively; however, the 
procedure could easily be modified to count these as being the same. We 
start with one vertex u * and ( 2n: ’ ) loops, 2n + 1 of each colour. Then we 
find all ways of splitting off from U* a vertex ZI, so that an outline 
Hamiltonian decomposition on v, and v * with parameters (1,2n) is 
obtained. Then, for each such outline Hamiltonian decomposition, we find all 
ways of splitting off a vertex v2 from v* so that an outline Hamiltonian 
decomposition on v,, v2, and v*, with parameters (1, 1, 2n - 1) is obtained. 
Continuing in this way, we will find all Hamiltonian decompositions of 
K 2n+l on b-~v2n+l. Of course, this is not a completely described 
algorithm, because the procedure for finding all ways of splitting off v,+, 
from v* when we have an outline Hamiltonian decomposition on vertices 
v, ,..., vr, v* with parameters (1, l,..., 1, 2n + 1 - r) is not described. 
4. EXTENDING PARTIAL DECOMPOSITIONS 
Suppose we are given a K, with edges coloured with n colours so that each 
colour class consists of disjoint paths. When can this be embedded in a 
Hamiltonian decomposition of K,, + I so that each colour class is incor- 
porated into a Hamilton circuit? In this section we give a condition which is 
obviously necessary for this and we use Theorem 1 to show that this 
condition is also sufficient. 
THEOREM 2. Let 1 < r < 2n + 1. An edge-colouring of K, with n colours 
c1 ,..., c, can be extended to a Hamiltonian decomposition of K,,, , in which 
each colour class of the edge-colouring of K, is incorporated into a Hamilton 
circuit of K,, + 1 if and only if each colour class of the edge-colouring of K, 
consists of at most 2n + 1 - r disjoint paths (counting a vertex of K, with no 
edges of colour ci on it as a path (of length 0) of Ci). 
Proof: Necessity. Each further vertex can link together two disjoint 
paths. Therefore, the number of disjoint paths in a colour class must not be 
greater than 2n + 1 - r, the number of further vertices. 
Su$iciency. We start by constructing an outline Hamiltonian decom- 
position of Kzn+, with parameters 1, l,..., 1, 2n + 1 - r as follows. Let the 
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vertices of K, be Us,..., u,. Let u,+, be a further vertex. Join u,+~ to each 
other vertex by 2n + 1 - r edges and place on u,, , ( 2n’:-r) loops. Colour 
the new nonloop edges in such a way that there are 2 edges of each colour at 
each vertex U, ,..., u,. Since there were at most two edges of each colour on 
each of these vertices, and their degree is now 24 this can be done. Now 
colour the loops on a,+, in such a way that there are now 2(2n + 1 - r) 
edges of each colour on u,+ 1 (recall that, for this purpose, we count a loop 
as two edges). Note that the degree of u,+, is 2( 2ntz’-r) + (2~2 + 1 - r) r = 
(2n + 1 - r)(2n - r + r) = 2n(2n + 1 - r) so that the degree is compatible 
with this requirement. Also, since there are at most 2n + 1 - r disjoint paths 
of colour ci in K, there are at most 2(2n + I - r) nonloop edges of colour ci 
on u,+~ (and also the number of such edges is even). Therefore, this 
requirement can be met, so the construction can be carried out. 
We now have to check that what we have is really an outline Hamiltonian 
decomposition of K,, + , . Clearly conditions (i) and (ii) are satisfied. 
Condition (iii) is true since each colour class of K, consists of disjoint paths 
and condition (iv) is true by the construction. 
By Theorem 1, this outline Hamiltonian decomposition of Kzntl is an 
amalgamated Hamiltonian decomposition, so the colouring of K, can be 
extended to a Hamiltonian decomposition of Kzn+ , , are required. 
An edge-colouring is proper if no two edges of the same colour are 
incident with each other. Theorem 2 has the following corollary: 
COLROLLARY.. For 1 < r < n, any proper edge-colouring of K, with n 
colours can be extended to a Hamiltonian decomposition of KIni,. 
Proof: In any proper edge-colouring of K,, the number of disjoint paths 
(as described in Theorem 2) in each colour class is at most r. 
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