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Abstract
Based on quantum thermodynamic processes, we make a quantum-mechanical (QM) extension
of the typical heat engine cycles, such as the Carnot, Brayton, Otto, and Diesel cycles, etc. The
temperature is not included in these QM engine cycles, as lies in the fact that the concept of energy
is well-defined in quantum mechanics, temperature a priori is not. These QM engine cycles are
implemented by an ideal or interacting system with an arbitrary number of particles confined in
an arbitrary power-law trap. As a result, a relation between the quantum adiabatic exponent and
trap exponent is found. The efficiency of a given QM engine cycle is similar to that of its classical
counterpart, thereby identifying the universality of the efficiency.
PACS number(s): 05.70.-a, 03.65. -w, 51.30+i
∗Electronic address: wangjianhui@ncu.edu.cn
1
The current activities in quantum thermodynamics [1] focus on quantum heat engines
[2–19] or refrigerators [20, 21], work-extraction processes [22–24] from quantum systems,
and positive work conditions [25]. Among all the studies about quantum thermodynamics,
a central concern is to make a quantum extension [7–9] of classical thermodynamic processes
and cycles. As in classical thermodynamics, for quantum thermodynamics there are some
basic thermodynamic processes: isothermal, adiabatic, isochoric, isobaric, and isoenergetic
processes. These processes correspond to constant temperature, entropy, volume, pressure,
and energy, respectively. They can be used to construct all kinds of thermodynamic cycles,
such as the Carnot, Brayton, Otto, Diesel, Ericsson, and Stirling cycles, etc. Because of
quantum features of the working substance, unusual and exotic behaviors have been found
in quantum heat engines. A prominent example is a quantum heat engine which may use
an isolated finite system as its working substance to produce work [6]. In an isolated finite
system [26] as well as quantum mechanics, the concept of energy (rather than temperature)
is well-defined. Recently, a quantum-mechanical (QM) Carnot cycle working between two
energy baths instead of heat baths has been generalized and studied intensively [10, 13, 27]
since it was first proposed by Bender et al [9]. Nevertheless, little attention was paid to such
a QM generalization of the remaining classical thermodynamic processes and cycles until
most recently [14].
In this paper, we study various quantum thermodynamic processes and their related
quantum thermodynamic cycles. We begin our analysis with the definitions of quantum
thermodynamic processes, including isoenergetic, isobaric, and isochoric processes, and with
clarification of how to achieve these processes. The generalization of these processes allows
us to study an arbitrary quantum thermodynamic cycle constructed by any four of these
processes. We discuss various quantum thermodynamic cycles, such as the QM Carnot,
Brayton, Otto, and Diesel cycles, etc., and compare their properties with their classical
counterparts. From these comparisons, the universality of the efficiency is identified for a
given cycle.
Various thermodynamic processes for a QM system. For a QM system, the expecta-
tion value of the system Hamiltonian is given by E = 〈ψ|H|ψ〉 =
∑
n pnεn, where εn is
the single-particle energy spectrum and pn is the mean occupation probability of the nth
eigenstate, with n = 1, 2, 3, · · · . The derivation of E leads to the first law of quantum
thermodynamics [5, 8, 11]: dE = d¯Q +d¯W =
∑
n εndpn +
∑
n pndεn, where d¯Q =
∑
n εndpn
2
and d¯W =
∑
n pndεn are associated with the energy exchange and work done, respectively.
That is, energy exchange between a QM system and its surroundings is induced by tran-
sitions between quantum states of the system, in which whether temperature (heat bath)
is included or not, while work is performed due to variation of energy spectrum with fixed
occupation probabilities. As in a classical system where the generalized force Yn, conjugate
to the generalized coordinate yn, is defined by Yn = −
d¯W
dyn
, the force for a quantum system
can be defined as
F = −
d¯W
dL
= −
∑
n
pn
dεn
dL
. (1)
Here L as the generalized coordinate corresponds to the force F , which is, in fact, the
pressure of the quantum system.
Without loss of generality, we consider a quantum system which consists of an arbitrary
number of ideal or interacting particles confined in an arbitrary power-law trap. A one-
dimensional power-law trap can be parameterized by a single-particle energy spectrum of
the form [12, 28, 29]
εn = ~ωn
σ = ~λL−θnσ, (2)
where n is a positive integer quantum number, and σ is an index of the single-particle
energy spectrum. Here we have used the relation ω = λL−θ, where λ is a constant for a
given potential, and θ is trap exponent [30] depending on the trapping potential [12]. Note
that the energy spectrum (2) can also be used to depict the other physical systems, such
as a harmonic system [3], a spin-1/2 system [3, 19], and a single-mode radiation field in a
cavity [12], etc. It follows, on substitution of Eq. (2) into Eq. (1), that the force acting on
the potential wall is
F = θ
∑
n
pn
εn
L
, (3)
from which, the internal energy Ei of the system at any instant i can be derived as
Ei =
∑
n
pnεn = LiFi/θ. (4)
To realize an isoenergetic process [13], the system exchanges energy with an energy bath
so that the work done by the external parameter λ, on which the Hamiltonian of the quan-
tum system depends parametrically, can be precisely counterbalanced. In the isoenergetic
process, the quantum system evolves from an initial state |ψ(0)〉 to a final state |ψ(t)〉
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through a unitary evolution. One possible way of achieving this is to demand the con-
stancy of the expectation of the Hamiltonian in such a way that dH
dt
= [H(t), H(t′)] + ∂H
∂t
=
[H(t), H(t′)] + ∂H
∂λ
∂λ
∂t
= 0, where 0 ≤ t < t′ ≤ tie with tie being the time required for
completing the isoenergetic process.
Both the system volume L and the occupation probabilities pn change in the isoenergetic
process, and the system exchanges energy with the energy bath in order for the system
energy E(L) to be kept constant. So the energy exchange is a form of heat exchange by
definition, and the external energy baths play the role of heat baths in conventional heat
engines. According to the first law of thermodynamics, energy absorbed by the system in
an isoenergetic process, with constant energy Eif , can be determined according to
Qif =
∫ Lf
Li
FifdL = θEif ln (Lf/Li), (5)
where we have used Qif = Wif in the isoenergetic process.
For a quantum isobaric process with constant pressure, the time scale of relaxation of
the system with the heat bath should be much smaller than that of the variation of the
system volume [8, 31]. If a classical or a quantum system coupled to a heat bath undergoes
an isobaric process, we must carefully control the temperature of the system as well as
the temperature of the heat bath under some conditions that sensitively depend on the
systems [8], when we change the volume of the system. This is not the case in the absence
of a heat bath. In contrast, we can see from Eq. (3) that LF (L)/E = cons, which can
be regarded as the equation of state for the system under consideration. The energy of
the system undergoing a quantum isobaric process only needs to be controlled in such a
way that E ∝ L, which is independent of the form of the trapping potential. Similar to
a quantum isoenergetic process, the controlled parameter in a quantum isobaric process
is switched from λ(0) to λ(tib) in a period tib. One possible way to achieve the constant-
pressure process is that the pressure F (λ), other than the Hamiltonian H , should satisfy
the condition: dF
dt
= [F (t), H(t′)] + ∂F
∂t
= [F (t), H(t′)] + ∂F
∂λ
∂λ
∂t
= 0, where 0 ≤ t < t′ ≤ tib.
For an isobaric expansion i→ f , the energy transferred to the system not only produces
work Wif = (Lf − Li)Fif but also changes the energy of the system ∆E = Ef − Ei. The
energy absorbed by the system in the isobaric expansion, Qif , is therefore obtained by use
of Eq. (4),
Qif = Ef −Ei +Wif =
θ + 1
θ
(Lf − Li)Fif . (6)
4
An isochoric process is one in which the volume L is held constant, meaning that, while
no work is done by the system, energy as a form of heat is exchanged between the working
substance and the energy bath. The transitions between quantum states as well as the varia-
tion of occupation probabilities in an atomic system are achieved when the system interacts
with an external field [14], which can be regarded as a good example of a quantum isobaric
process without introduction of temperature. The condition that the working substance
should reach thermal equilibrium with the heat bath at the end of a conventional quantum
as well as classical isochoric process [7] is therefore no longer required to be fulfilled in such
a quantum isochoric process. Energy quantity absorbed by the system during a quantum
isochoric process i→ f is given by
Qif = Ef − Ei. (7)
Although the conditions that realize the quantum isobaric and isochoric processes without
inclusion of temperature are different from corresponding ones with introduction of temper-
ature, the heat exchanges between the system and its surroundings are easily proved to be
still given by Eqs. (6) and (7) in the presence of a heat bath.
The quantum adiabatic process has been extensively clarified in many references [8, 13, 32,
33] ever since the birth of quantum mechanics. A quantum adiabatic process must proceed
at a very slow speed so that the time scale of the change of the system state must be larger
than that of the dynamical one, ∼ ~/E [10, 13, 32] and thus the generic quantum adiabatic
condition [32] is satisfied. The occupation probabilities remain unchanged, dpn = 0, which,
together with the relation d¯Q =
∑
n εndpn, means that there is no heat exchange in a
quantum adiabatic process.
Given a trapping potential, the index σ of the energy spectrum and the trap exponent θ
are fixed. Thus, for a quantum system undergoing an adiabatic process, we have
Lθ+1F = cons. (8)
Through comparison with LγF = cons for the classical adiabatic process, the adiabatic
exponent is obtained,
γ = θ + 1, (9)
which bridges the trap exponent θ and the adiabatic exponent γ. As an example, the trap
exponent θ = 2 for a one-dimensional box trap, and thus the adiabatic exponent γ = 3
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in this case, confirming the result obtained previously in a different way [8]. The relation
between the trap and adiabatic exponents given by Eq. (9) can also be derived very easily
even if temperature is included [34].
Various QM Engines And Their Efficiencies. It is well known that any device, such
as a heat engine, or a fuel cell, is described by its efficiency: the relationship between the
total energy input, and the amount of energy used to produce useful work. To describe the
performance of a QM engine, we follow this definition of the efficiency: the amount of energy
input that is actually converted to useful output. A QM Carnot cycle is a QM analog of
the classical as well as conventional quantum Carnot cycle, which consists of two quantum
isoenergetic processes and two quantum adiabatic processes, as shown in Fig. 1(a). The
efficiency of the quantum Carnot cycle is given by
ηC = 1−
Q34
Q12
= 1−
E34 ln (L3/L4)
E12 ln (L2/L1)
, (10)
where we have used Eq. (5). Defining Eh = E12, and Ec = E34, using Eq. (4), the two
constant energies of the system Eh and Ec can be expressed as Eh = F1L1/θ = F2L2/θ
and Ec = F3L3/θ = F4L4/θ. These two equations together with L
θ+1
2 F2 = L
θ+1
3 F3 and
Lθ+11 F1 = L
θ+1
4 F4 obtained from Eq. (8), give rise to the relation L2/L1 = L3/L4. Hence,
the efficiency of the QM Carnot engine becomes
ηC = 1−
Ec
Eh
. (11)
This result obtained earlier [9, 10, 13], is the same as that of a classical as well as quantum
Carnot cycle working between two heat reservoirs, with the identification of the system
energy as the temperature of the system, but it is derived here in a general way.
A QM Brayton cycle, consisting of two quantum isobaric and two quantum adiabatic
processes, is illustrated in Fig 1(b). Using Eq. (6) and the fact that no heat exchange
occurs in two adiabatic processes, it follows that the efficiency of a quantum Brayton cycle
is
ηB = 1−
Q34
Q12
= 1−
(L3 − L4)F34
(L2 − L1)F12
. (12)
For two adiabatic processes 2→ 3 and 4→ 1, from Eq. (8) we have Lθ+12 F12 = L
θ+1
3 F34 and
Lθ+11 F12 = L
θ+1
4 F34. Subtracting both sides of these two equations, we can find,
L2 − L1
L3 − L4
=
(
F34
F12
) 1
θ+1
. (13)
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FIG. 1: (Color online) Graphic diagrams of QM (a) Carnot, (b) Brayton, (c) Otto, (d) Diesel, (e)
Ericsson, and (f) Stirling cycles, in the plane of (L,F ). The isoenergetic, adiabatic, isobaric, and
isochoric processes, are indicated by the blue, red, green, and yellow lines.
Substitution of Eq. (13) into Eq. (12) leads to
ηB = 1−
(
F34
F12
)1−1/γ
. (14)
In deriving Eq. (14), the relation between θ and γ given by Eq. (9) has been used. This
efficiency of the QM Brayton engine is identical to that of a classical Brayton cycle [2].
The engines operating by Otto cycle have been widely used in automobiles as well as
the internal combustion engines [7]. A QM Otto cycle consisting of two isochoric and two
adiabatic processes is illustrated in Fig. 1(c). The efficiency of the quantum Otto cycle can
be expressed in terms of pressures and potential widths at special instants,
ηO = 1−
L3F3 − L4F4
L2F2 − L1F1
. (15)
where Fi and Li, with i = 1, 2, 3, 4, are pressures and potential widths at four instants 1, 2, 3,
and 4. By denoting Lc = L1 = L2 and Lh = L3 = L4 and using Eq. (8), we further simplifies
Eq. (15) to
ηO = 1−
(
Lc
Lh
)θ
= 1−
(
Lc
Lh
)γ−1
, (16)
which is the same as the efficiency of the classical Otto engine.
Besides two quantum adiabatic processes 2 → 3 and 4 → 1, the Diesel cycle consists of
an isobaric process 1 → 2 and an isochoric process 3 → 4 [see Fig. 1(d)]. The efficiency
of the quantum Diesel cycle can be expressed in terms of pressures and potential widths at
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special instants,
ηD = 1−
θ(E3 − E4)
(θ + 1)(L2 − L1)Fh
, (17)
where we have taken Fh = F1 = F2. Using FhL
θ+1
1 = F4L
θ+1
3 and FhL
θ+1
2 = F3L
θ+1
3 , and
Ei = FiLi/θ, with i = 3, 4, we obtain ηD = 1−
1
θ+1
Lθ+1
2
−Lθ+1
1
(L2−L1)Lθ3
, or
ηD = 1−
1
γ
(
L2
Lc
)γ
−
(
L1
Lc
)γ
(
L2
Lc
)
−
(
L1
Lc
) , (18)
which is identical to its classical counterpart. In deriving Eq. (18) we have used Eq. (9)
and Lc ≡ L3.
A QM Ericsson (Stirling) cycle consists of two quantum isoenergetic and two quantum
isobaric (isochoric) processes. The schematic diagram of the QM Ericsson as well as Stirling
cycle is plotted in Fig. 1. From Eq. (4), we find, in two isobaric processes of the Ericsson
cycle [see Fig. 1(e)], L1F41 = L2F23 and L3F23 = L4F41, where use of F1 = F4 = F41 and
F2 = F3 = F23 has been made. Hence, the amount of energy transported from the system,
Q23 = (L3−L2)F23, is equal to that of energy absorbed by the system, Q41 = (L4−L1)F41.
The efficiency of the QM Ericsson engine is still given by the QM version of the Carnot
efficiency, ηE = ηC = 1 − Ec/Eh. In view of the fact that no work is done in an isochoric
process, we find that the energy absorbed by the system during the isochoric process 2→ 3,
Q23 = Eh − Ec, is totally counterbalanced by the energy released to the system in the
isochoric process 4 → 1, Q41 = Eh − Ec [see Fig. 1(f)]. The expression of efficiency for the
QM Stirling engine is thus the same as that for the QM Carnot as well as Ericsson engine,
namely, ηS = 1−Ec/Eh.
Before ending this section, we would like to emphasize that the energy spectrum as well as
the occupation probabilities considered here are general and intrinsic. Therefore, our result
in the present paper is independent of any parameter contained in the system, whether the
interaction between particles is considered or not, and it is indeed valid for an arbitrary ideal
or interacting system, such as a system with an arbitrary number of particles in an arbitrary
power-law trap, a harmonic system, a spin-1/2 system, and a single-mode radiation field,
and so on.
Conclusion. We have studied the energy analogy of the classical thermodynamic cycles
based on microscopic definitions of various thermodynamic processes. We have clarified the
properties of these quantum thermodynamic processes and cycles, bridging the quantum
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thermodynamic cycles and their classical counterparts. Comparison between quantum adia-
batic process and its classical counterpart gives rise to a relation between the trap exponent
and the quantum adiabatic exponent. The universality of the efficiency for any given cycle
is identified, in the sense that the expression of the efficiency is intrinsic and independent of
any parameter involved in a given engine model.
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