Abstract. A careful look at rough path topology applied to Brownian motion reveals new possible properties of the well-known Lévy area, in particular the presence of an intrinsic drift of this area. Using renormalization limit of Markov chains on periodic graphs, we present a construction of such a non-trivial drift and give an explicit formula for it. Several examples for which explicit computations are made are included.
1. Introduction 1.1. General motivations. Uniform convergence of paths is not the most useful topology for the study of the stochastic area of a process, as it can be seen in the following example ( [8] ). Consider the sequence of paths ( ) = . The uniform topology is too weak to encompass a complete description of the stochastic area. Similar problems arise in the study of sequences of differential equations driven by the s and lead to surprises regarding the convergence of the solutions.
We can palliate this problem by building out of the initial processes involved more complex structures, that allow to register all the relevant information. This is what does the theory of rough paths introduced by Terry Lyons. Loosely speaking, a (continuous) process in R is considered as a first-level information, and we build the corresponding rough path by adding a few more levels. In particular, the stochastic area corresponds to the second level. The number of necessary levels is determined by the regularity of the process and each level is given by an iterated integral of a tensorial product (a double integral for level two, a triple one for level three and so on). A quick presentation of rough paths can be found in section 5.1. A more detailed introduction to this topics can be found in [12] and [15] , and more exhaustive treatments in [8] or [7] . The rough path topology is then precisely a topology that makes solution maps of some differential equations continuous.
A
very important example in stochastic analysis is the case of the d-dimensional
Brownian motion, whose Hölder regularity is 1 2 − for any > 0. Hence, we only need ⌊2 + ⌋ = 2 (for small ) components to construct the corresponding rough path. The corresponding rough path is thereby given by the process itself and its stochastic area, called the Lévy area (see section 5.3.2 for details). The second level of rough paths is made of a symmetric part and an antisymmetric part. The question of the definition of the symmetric part is related to the choice of stochastic integration (Itô or Stratonovitch for example). The antisymmetric part, the Lévy area, is not affected by this choice of the stochastic integral; the present paper focuses on the study of the choices that can affect this integral part. Thus, this is not a question of classical stochastic integration but this is a kind of completion of classical integration.
Since the Lévy area is an essential part of a Brownian motion rough path and it can influence the solution of an (S)DE, great interest is attached to studying the relation between it and the behaviour of the process it corresponds to. For instance, in [13] , Antoine Lejay and Terry Lyons have studied how changing the area of a sequence of driving signals can influence its convergence and the solution of the limit (S)DE. In [11] , Wilfrid Kendall introduces a method of coupling simultaneously two −dimensional Brownian motions and the corresponding Lévy areas. A special attention is given to Donsker-type theorems for rough paths. A strong theorem of Strook-Varadhan from [17] implies the convergence of the concatenation (product or sum depending on the group) of independent identically distributed variables to the Heisenberg Brownian motion in uniform topology. Emmanuel Breuillard, Peter Friz and Martin Huesmann in [4] have strengthened this result, proving it still holds in rough path topology under additional moment conditions. However, the area component itself is not given special attention in these examples, as it is regarded merely as an instrument for rough path construction. Besides, since the above examples, as many others of the same type, deal with sums of i.i.d. centred variables, the limit area (Lévy area) coincides with the area of the limit process (Brownian motion), which is a very particular case as we will see. This gives room to the following question: given a sequence of Markov processes that converges to the Brownian motion in uniform topology, what can the sequence of their areas tell us about the limit area? It is easy to see that it is not always exactly the Lévy area (see the example from section 1.3). A careful look at the rough path topology shows indeed that, besides the choice of Itô or Stratonovitch stochastic integral, there is some place left for additional terms in the limit Lévy area, such as a drift. We achieve the goal of building such anomalous drift in the area by replacing the random walks in [4] by suitable Markov chains.
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1.2.
Structure of the present article. The present article is organised into five sections, the introduction being the first one. The end of the introduction is devoted to the presentation of a very simple example which exhibits a non-zero area anomaly.
In section 2, we describe the general settings for our results: we define in particular Markov chains ( ) ∈N on periodic graphs and the stochastic signed area ( ( )) ∈N associated to these Markov chains and we present a decomposition of these processes which is based on excursion theory and inspired by renormalization ideas.
The first part of section 3 is dedicated to the proof of our main result (theorem 3.1) which is a generalisation to our class of Markov chains of the Donsker-type theorem for rough paths from [4] . We also discuss the consequences of this theorem on the universality class of the multidimensional Brownian motion and we express some caveats about the continuous description of the large size limit of discrete models.
The end of section 3 is devoted to the proof of the main theorem. In [5] and [10] , authors have already considered the convergence of random walks on periodic graphs and Markov chains on graphs respectively, and in [3] an invariance principle has been proved for a certain class of random walks in random environment. In our case, we have a Markov chain on a periodic graph and we add the area component. We start by building out of the couple ( , ( )) ∈N a continuous process by analogy with the classical Donsker theorem. Since the Markov chain ( ) ∈N takes values in a vector space , the extended process ( , ( )) ∈N and its continuous time version take values in the graded vector space 2 ( ) ⊂ ⊕ ( ⊗ ) (see section 5 for definition and characterization of this group). We finally state and prove theorem 3.1, which establishes the convergence (up to an explicit multiplicative constant) of the continuous embedding defined previously to the anomalous Brownian motion ( ,
, where Γ is a × antisymmetric matrix which represents the area anomaly.
In section 4, we present several examples for which we compute Γ by numerical simulations. Two of them (on a rectangular and on a hexagonal lattice respectively) may be particularly interesting for physicists, as similar models arise in statistical mechanics.
Section 5 is dedicated to the definitions and generalities concerning the main objects we operate with in this article: rough paths, group 2 ( ), signed area etc. Since we present only aspects that are useful to our study, only a minimal overview of these subjects is given, and some references for further reading are proposed.
1.
3. An easy discrete example made of rotating sums of Bernoulli r.v. Let ( ) ∈N * be a sequence of independent Bernoulli random variables such that
We define two complex-valued processes ( ) ∈N and ( . We set = ℛ( ), respectively
, and = ℐ( ), respectively
. A classical exercise in probability consists in checking that the laws of / √ and of ′ / √︀ 2 (1 − ) both converge to a normal law (0, 1). Moreover, the whole processes ( , ) and ( ′ , ′ ) embedded in continuous time by linear interpolation converge in law to a standard Brownian motion in the uniform topology. The discrete Lévy area of the process ( , ) is defined as
and ′ is defined in the same way for the second process. The process ( / ) embedded in continuous time is known to converge to the Lévy area of the Brownian motion; the present paper deals with the rescaled Lévy area ( ′ /(2 (1 − ))) of the second process ( ′ ,
′
) and shows that, in the correct topology, it converges to the Lévy area of the Brownian motion with an additional drift . This drift is easily evaluated as:
and some additional computations show that the limit of the first higher cumulants of ( ′ /(2 (1 − )) coincide with the ones of the classical Lévy area. ) obtained by numerical simulations. This figure shows that, in the large limit and with the classical rescalings, the two processes are very similar, except for the additional drift in the Lévy area, which we choose to call the area anomaly. Up to our knowledge, such a limit process in continuous time has never been described.
Intuition about the similarities and differences between the two processes can be quickly explained by the following renormalization argument. The increments of ( − −1 ) are independent, whereas only the increments (
In a time interval {4 , 4 + 1, 4 + 2, 4 + 3, 4 + 4}, the increments of ( ′ ) are bounded and thus do not contribute to the Brownian limit in the uniform topology; however, during the same time interval, correlations among these increments produce non-centered random areas. From a renormalization point of view, the local time correlations are irrelevant for the uniform topology but relevant for the Lévy area. ; on the top right hand side, its deterministic projection on the graph 0 identified to Z/4 . If ↑ 1, the chain tends to make more and more loops around the red shaded orbits. by . This property means that any point of can be parametrized in a unique way as ( , 0 ) where ∈ Λ and 0 ∈ 0 . We write = Λ ( ) and 0 = 0 ( ) the two projections. We use alternatively the notation or ( , 0 ) for a point in . Proof. Let be any bounded Borel function 0 → .
where ( ) = 1 Λ ( )= ( 0 ( )) by the Markov property for ( ). The invariance of gives now:
by Λ-invariance for . Summation over Λ eliminates the dependence on Λ ( ) and we thus obtain:
). Moreover, similar calculations show that the process ( Λ ( )) knowing the process ( 0 ( )) is a heterogeneous Markov chain whose rates 
The global trajectory ( ) can be recovered from the excursions by:
where ( ) is the unique integer such that ( ) ≤ < ( )+1 .
We will now give a definition of pseudo-excursions which applies to a specific class of −valued sequences we are interested in (with as described in section 2.1). For this purpose, we will slightly change definition 2.3.
For ( ) ∈N ∈ N , we introduce the sequence of excursion times of the sequence ( 0 ( )) ∈N from its original point:
1 the probability of a jump between and ′ between times and + 1 is 
Although the above definition can be viewed as a particular case of definition 2.3, its interest consists in exploiting the decomposition of elements of in Λ× 0 -valued couples. This enables us to translate only the Λ−valued component and thus to start each pseudo-excursion from a point ∈ such that 0 ( ) = 0 ( 0 ). Moreover, as we keep here close to the classical definition of excursions, we can deal with the Markov chain ( ) ∈N (and not only ( 0 ( )) ∈N ) and make computations of the Lévy area easier. In the rest of the article, we will prefer definition 2.4 when we talk of a (recurrent) −valued sequence, and definition 2.3 will apply whenever we make a statement concerning any −valued sequence.
One immediately checks that Exc 
The strong Markov property thus yields:
a.s., where the last equality is deduced from the Λ-invariance of the process and of the pseudo-excursions. One now remarks that the last term does not depend anymore on
. By recursion, we obtain the final result:
Proof. This follows directly from +1 ( ) − ( ) = Exc Remark: If is a periodic graph and ∈ (R), then = { ; ∈ } is again a periodic graph (with possibly degenerate vertices). If ( ) is a Λ-invariant Markov chain on , then ( ) is again a Λ-invariant Markov chain on . We assume all through the paper that R = span Λ; if this is not the case, we embed the graph in the smaller space span Λ isomorphic to some R . Let be the covariance matrix of the increment 1 ( ) − 0 ( ), we always assume that = * . If rank < , we again embed our Markov chain in a smaller graph in a smaller space such that rank = . Then, up to reduction to a smaller space and up to an invertible linear transformation of the graph, we may always assume that = . In particular, under the = hypothesis, the Donsker embedding of the random walk ( ( )) converges to a standard Brownian motion on R . 
Property 2.4 (decomposition of an area sequence along excursions). Let ( ) ∈N and ( ) ∈N be as in definition 2.3. Then the following decomposition holds:
In the particular case when ( ) ∈N and ( ) ∈N are as in definition 2.4, we have:
Proof. By definition, the l.h.s. uses a double sum over 1 ≤ < ≤ . We split the interval {1, 2, . . . , } into = { + 1, . . . , +1 } for = 0, . . . , − 1 and we classify the indices and : either they are in the same subset or they belong respectively to 1 and 2 with 1 < 2 .
In the first case, the sum over + 1 ≤ < ≤ +1 gives the area of the -th excursion (Exc ( ) ( )). In the second case, the sum over ∈ 1 and ∈ 2 factorizes into two sums, evaluated as telescopic sums respectively to +1 ( ) − ( ) for = 1, 2. The remaining sum over 0 ≤ 1 < 2 ≤ − 1 gives the (signed) area of ( ( )) ∈N between 0 and .
We need a last lemma, easy to prove, from linear algebra, about the transformation of the area under a linear transformation of the space Lemma 2.1 (covariance of the area). Let ( ) be an -valued sequence and ∈ ( ). The area process ( ( )) of the sequence ( ) in is given by: 
as it is usual for the formulation of Donsker theorem for random walks.
3. Convergence of the discrete process to the anomalous Brownian motion 3.1. Notations. All the random variables used below are defined in the previous section and all the topologies are described in section 5.1. We denote by |·| the absolute value on R, by |·| the euclidean norm on the finite-dimensional vector space and by |·| ⊗ the induced matrix norm on ⊗ :
| | . We also use the norm ||·|| on 2 ( ) and the associated distance d (·, ·) (defined in section 5.2.2). We set, for ,
For any ∈ N, we define ( ) as the unique integer such that ( ) ≤ < ( )+1 , where the 's are as in definitions 2.3 or 2.4 (as has already been done in section 2.2).
We denote by the standard homogeneous dilatation on 2 ( ), i.e. ( , ) = ( , 2 ).
Statement of the main theorem.
We may now proceed to studying the scaling limit of the process ( , ( )) in the rough path topology. (9) . 3.3. Consequences of theorem 3.1. The hypothesis of theorem 3.1 are satisfied in many models coming from statistical mechanics where jumps in space are often local. Up to our knowledge, the area anomaly is a new feature never described in any model, even if the examples that we present look natural. One may wonder whether this area anomaly is relevant. We now explain why it is the case.
The general philosophy beyond renormalization and large scale limits of discrete models is to build continuous models such that they are large scale limits of various discrete models and such that it is possible to compute directly with them.
Donsker theorem for example states that, after renormalization, it is more convenient to work with Brownian motion instead of random walks with possibly complicated jump laws. Our theorem states that this is indeed the case for 1-dimensional-space valued Markov chains, for which the concept of Lévy area is absent but this is not anymore the case for -dimensional-space-valued Markov chains, for which the Lévy area may have an anomaly Γ.
Phrased in a more provocative way, we could write that a two-dimensional stndard Brownian motion may not be the same as two independent one-dimensional Brownian motion as soon as one wishes to use it to drive a stochastic differential equation. The difference lies in the area anomaly Γ which is irrelevant at the level of the positions ( ) but is irrelevant in non-linear SDEs. As soon as several Brownian motions emerge in the description of the limit of discrete processes, the consequence of the previous theorem is that one needs in general to wonder about the presence of area anomalies between components before writing down any stochastic integration.
Hopefully in many cases, it is easy to prove without any calculation that the area anomaly is zero. If the discrete model is reversible, its limit has to be also reversible and thus the area anomaly has to be zero. However, for irreversible Markov chains, especially useful in non-equilibrium statistical mechanics, one should expect in general a non-zero anomaly.
The full study of the area anomaly Γ and its generalization to more general processes will be present in a next paper in preparation.
Proof of the main theorem. Since˜(˜) = ( ) −
(with ( ) and (˜) as in definitions 2.4 and 2.3 respectively), the process (˜(˜)) is an -valued centred random walk (not Λ-valued because of the correction) and, by assumption on the normalization of the graph , each ( -valued) increment has a covariance matrix equal to . The main idea of the proof of theorem 3.1 is to use the theory of pseudoexcursions from section 2.2 and the decomposition from property 2.4 in order to extract convergence to the standard Brownian rough path through the process (˜(˜)) ∈N using [4] , convergence to the area anomaly through the independence of pseudo-excursions, and tightness from additional results on pseudo-excursions. Consequently, the proof of theorem 3.1 is divided into 4 steps: 
Proof. This is a direct consequence of the Donsker-type theorem for a sequence of i.i.d. centred 2 (R 2 )−valued random variables from [4] . In this article, the authors use a central limit theorem for centred i.i.d. variables on a nilpotent Lie group in order to prove the convergence of finite-dimensional distributions, and Kolmogorov's criterion to prove the tightness of the sequence. for < 1/2, with Γ given by (9) . This is the part of the proof where the area anomaly Γ first appears. We will see that, between 3.1 and 3.2, nothing changes on the first level of the new sequence, since the embedding is obtained by linear interpolation and therefore does not keep track of the trajectory between and +1 . Simultaneously, a complementary term appears on the second level, in the expression of the stochastic area. This is due to the fact that whereas the specific trajectory of an excursion is not memorized, its area is registered in the continuous embedding.
Proof. We have trivially by definition 2.3:
=˜(˜) Moreover, property 2.4 applied to˜gives:
Each term (̃︂ Exc ( ) (˜)) represents exactly the area of the ( + 1) − ℎ excursion and the total sum is the complementary second-level term mentioned above. Let us decompose using (4):
We set
and we call this term the area drift correction. Since we have supposed that the increments of are bounded by a certain > 0, we deduce that
where is a constant depending on and . Likewise, we obtain
where ′ is a constant depending on . We can thus conclude that all the (̃︂ Exc ( ) (˜)) are integrable. Moreover, these variables are i.i.d., since (Exc
and Corr ( ) depend only on Exc ( ) ( ). Thus, by the law of large numbers the following convergence holds:
a.s.
Finally, using the result from step 1 and Slutsky's theorem, we can conclude that
where the coefficients of the × (with = ( )) matrix Γ are given by
The matrix Γ is the announced area anomaly. It is immediate from definition 4 that
, which implies that Γ is antisymmetric.
Lemma 3.3. For any 1 < 2 < . . . < ∈ R + , we have
In this lemma, we pass from the embeddings of an extracted sequence
to the embeddings of the full sequence
. We show that in
)︀ the only part that counts at the limit is the one given by the excursions up to time , i.e. √ −1
At the same time, the constant appears in the renormalization, since we have to take into consideration the approximate length of an excursion up to time ( ) , and is precisely the a.s. limit of this sequence.
Proof. SetX = (︀˜, (˜) )︀ . With the upper bound from proposition 5.1 (since it doesn't play an important role here, we suppose that = 1), for ∈ [0, ], we get the inequality:
⊗
We are going to use this decomposition in order to prove that d
converges in probability to 0. We set˜= + | | . First, it is easy to see that if ′ ≤ <
′′
, by triangular inequality we have a.s.
Next, since (˜) is a × matrix (with = ( )), we have
Further on, by strong Markov property, for > 0, the Chebyshev's inequality, together with (10), implies, for the first term,
and, for the second term, together with (11),
Hence, taking into consideration the fact that
As ( ) is the number of excursions up to a time of ( 0 ( )) , the ergodic theory tells us that ( ) → →∞ 1 a.s. Consequently, the above convergence in probability combined with the result from step 2 implies
What is now left to do is pass fromX ⌊ ⌋ to ( ) (˜•, • (˜)) , and in order to do that we have to study the convergence of
We start with
Similarly, by the decomposition 5 from lemma 5.1 and using the fact that
We conclude by Slutsky's theorem that
It is now easy to pass to the multivariate case. Choose 1 < 2 < .. < ∈ R + . Then we have immediately
Applying once again the result from step 2, we obtain
and we conclude by applying Slutsky's theorem as in the univariate case.
is tight in -Hölder topology for < 1/2.
Proof. As in [4] , we apply here the Kolmogorov's criterion. In order to do so, it will be enough to prove that, for > 0 fixed, for any > 1 there exists a positive constant such that, for all 0
Choose > 0. By proposition 5.1 and applying to ( ) ∈N the Markov property, we get:
is constructed by linear connections between the points ( ) (˜•, • (˜)) for = 0, .., ⌊ ⌋, the properties of geodesic interpolation imply that it is sufficient to prove that
., ⌊ ⌋, uniformly over ≥ 1. As in [4] , this follows immediately if we prove, for all > 1,
Here, Chen's relation (formula (14)) gives
where ⊗ 2 is the product on 2 ( ) from section 5.2.1 (it can also be interpreted as a path concatenation operator). As mentioned in section 5.2.2, the norm ||·|| is sub-additive. Using strong Markov property and the inequality: ∀ , ≥ 0, ( + ) ≤ 2 ( + ) (⋆), we arrive to an initial upper bound:
On one hand, as ( ) ≤ a.s., we have
as it was proved in [4] .
On the other hand, proposition 5.1 (with, once again, the convention = 1), and the inequality (⋆), together with the upper bounds from (10) and (11), give
We therefore obtain
which achieves the proof.
Examples
This section presents additional examples of processes in dimensions two and three which exhibit a non-zero area anomaly Γ.
The diamond model in dimension two.
The example presented in the introduction can be easily extended to other regular lattices (hexagonal and triangular) in dimension 2 by using other roots of unity. We present now another less trivial type of regular lattice which exhibits a non-zero area anomaly and which is frequently used in statistical mechanics.
The graph is defined by
and is represented in figure 3 . We set 
When increases to 1, the chain tends to stay in the diamond for a longer time and develop its area because of the spatial extension of the diamond. A numericallygenerated typical trajectory is presented in figure 4 In the basis given by the s, the transition matrix of the projection 0 is:
The symmetries of the process imply a zero drift of the chain and a uniform invariant measure on 0 . However, the area anomaly is non zero.
Simulations are made for = 3/4 run over 64.10 
Origin in
Proj. on Figure 5 . Parameter of the dynamics of the cubic model used for the numerical results. The numerical simulations are made for = 9/10 and = 1 − = 1/10 in order to bias the Markov chain to stay in a cube, so that it can develop a non-zero area anomaly Γ.
All the cumulants corresponds to a normal law for the coordinates and a Lévy drifted area for the area process. Full histograms, simulations and precise data are available on the webpage of the authors.
4.2.
A three dimensional model with a non-trivial area anomaly. We extend the model presented in the introduction to dimension three. This extension is interesting for two main reasons: no particular role is played by the roots of unity as in the introduction and we may choose arbitrary jump rates; moreover, the area anomaly is now an antisymmetric three-by-three matrix which can be arbitrary.
The graph is Z give the same transition on the cube. is then parametrized by 8 × 6 parameters (the cardinal of 0 times the number of directions).
In order to kill in a natural way the asymptotic drift of the process, we assume a central symmetry such that ( , ± ) = ( + (1, 1, 1), + (1, 1, 1) ∓ ). The model is thus parametrized by 24 = 8 · 6/2 parameters. In the generic case, the area anomaly Γ is non-zero.
Simulations are made for parameters chosen as in figure 5 with = 9/10 and = 1/10 run over 64.10 6 simulations and the process is observed at time = 40000. We obtain the following values for both coordinates of ( ) / √ :
• the empirical means are −0.0025, −0.0020 and −0.0025.
• the empirical covariance matrix has three coefficients 0.03001 on the diagonal and the other coefficients are all below 10 −8
.
• the empirical third cumulants are all three below 10 −6
• the kurtosis are all three 3.0007, 3.0006 and 3.0004. The empirical values for the area /( ) normalized by the empirical standard deviations of the coordinates are:
• empirical mean Γ [16] . The quick overview of the theory we give here is based on the analytical approach developed by Terry Lyons and we leave out the algebraic point of view introduced by Massimiliano Gubinelli.
Suppose one has to give a meaning to the integral ∫︀ ( ) or to the solution of a controlled differential equation of the type = ( ) , 0 = (*), where is some path in R , called driving signal, and , some functions. The classical theory (for example Young's integral) fails whenever ( ) ≥0 is of low regularity (strictly smaller than 
where ⊗ is the tensor product on R . In the case of a path whose regularity is too low to integrate against it, which is, after all, the one that matters most, we define each level of , ( ) as an abstract object with precise algebraic properties and satisfying some regularity conditions. The signature of a path is unique and encodes the path entirely. Nonetheless, we do not need all the information contained in ( ) to insure a good representation of solutions of differential equations: if : [0, ] → R is a path of regularity ∈ (0, 1), we only need the informations contained in ( ) up to level ⌊1/ ⌋. This new object obtained by truncating ( ) is the rough path corresponding to .
Example (Brownian motion rough path). Since the Brownian motion is a process of regularity (1/2) − , it is sufficient to consider only the first three components of the signature. It can be shown that
is the rough path for Brownian motion (see for example [15] , chapter 3). Let us now go back to the controlled differential equation (*). If we denote by X the rough path corresponding to , the solution of this new differential equation is also a rough path, which is denoted by Y. In this way, if we consider (*) to be a differential equation in the Stratonovich sense, we get Y = (Y ) X (**). Since a rough path determines uniquely its corresponding path, the solution of (**) gives sense to and determines the solution of (*).
The group 2 ( ).
5.2.1. The general construction. In this section, we rewrite some results from the rough path theory from [8] (in particular from chapter 7) in order for them to correspond to the case of a finite-dimensional vector space on R. We concentrate on the case that is of interest to this article, namely = 2. For more details and the general case ≥ 2 see [8] or [7] . We introduce the tensorial truncated algebra (2) 
, where ⊗ is the tensorial product on ( ⊗0 = R) and ⨁︀ denotes a direct sum. Endowed with the operation ( , , ) ⊗ 2 ( , , ) = ( , + , + + ⊗ ) (13) it is a non-commutative algebra with unit element (1, 0 , 0 ⊗ ).
For ∈
1−
([ , ], ) (the set of all continuous paths of finite 1-variation), the element that is given by
( ) is none other than the signature of truncated at level 2. This object satisfies Chen's relation, i.e., for 0 ≤ < < ≤ 1 2 ( ) , = 2 ( ) , ⊗ 2 2 ( ) , (14) and, in this particular case, ⊗ 2 can be viewed as a path concatenation operator.
As in section 7.5.1 in [8] , we define the set 2 ( ) by 
) an element of 2 ( ), where X
stands for the first-order and X (2) for the second-order increments. Implicitly, X , = 2 ( ) , for some ∈ This last very important property leads us to a geometric interpretation of the group 2 (R 2 ): the operation ⋆ we have endowed it with can now be seen as the concatenation of two bidimensional curves and their signed areas. [14] using shuffle products. When the signed area presents an additional drift , the above formula becomes:
2 ( coth − 1) The Lévy area plays a crucial role in the construction of the Brownian motion on the Heisenberg group: it is then the process ( , ) ≥0 . From the example 5.1, we can also see that the second-level component of the Brownian motion rough path is determined by its Lévy area, and, moreover, there is an obvious correspondence between the rough path representation of a standard Brownian motion and the Brownian motion on Heisenberg group.
Open questions
The present result leads to some open questions both about the limit process with the area anomaly and about the discrete models which may converge to such a limit.
It would be interesting to understand how the area anomaly fits in the Fock space description of Brownian Motion: the question is non-trivial because the Lévy area leaves in the second chaos and the presence of an area anomaly adds a zero-chaos component to the Lévy area.
Next, two-dimensional Brownian motion is known to exhibit conformal symmetry and it is natural to ask how our limit process behaves under conformal transformations.
Since we focus on the area drift, an important question that arises is: can Girsanov's theorem be extended to cancel the area anomaly by a change of measure on the rough path space?
Our proof exhibits striking similarities with [1] . Our "internal" 0 space seems to play the same role as the compact sphere in their paper and their proof also uses theory of rough paths to control convergences. We would like to know if one can build models on Riemannian manifolds which may exhibit area anomalies.
Finally, Brownian motion belongs to the larger family of Lévy processes and, consequently, we may wonder whether Lévy processes may be also enhanced with area components and approximated by suitable discrete processes.
