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Abstract
We consider a hierarchical nested microstructure, which also contains a point of sin-
gularity (disclination) at the origin, observed in lead orthovanadate. We show how to
exactly compute the energy cost and associated displacement field within linearized elas-
ticity by enforcing geometric compatibility of strains across interfaces of the three-phase
mixture of distortions (variants) in the microstructure. We prove that the mechanical
deformation is purely elastic and discuss the behavior of the system close to the origin.
Keywords. A. microstructures, phase transformation. B. strain compatibility. C. asymp-
totic analysis, variational calculus.
Contents
1 Introduction 1
2 Background 3
2.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Finite elasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 The Ginzburg-Landau model for the triangle-to-centered-rectangle transfor-
mation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Geometric linearization of the Ginzburg-Landau model . . . . . . . . . . . . . 8
3 The tripole-star pattern 8
3.1 Geometry of the microstructure . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 Construction of the microstructure . . . . . . . . . . . . . . . . . . . . . . . . 11
4 Discussion 21
1 Introduction
Solid-to-solid phase transformations are often accompanied by the formation of unusual and
intriguing mixtures of phases at the mesoscale spanning nanometers to microns in length
scales [7]. In the case of metallic alloys, below the transition temperature it is common to
∗now at the Mathematical Institute, Woodstock Road, Oxford OX26GG, England
1
ar
X
iv
:1
50
1.
06
98
5v
1 
 [m
ath
.A
P]
  2
8 J
an
 20
15
observe the coexistence of fine layers of martensitic or product twins (or ”variants”) with the
parent austenite phase of higher symmetry. Martensitic transformations are displacive, are
driven by shear strain and/or shuffles (intracell atomic displacements), and are invariably
first-order in nature that leads to hysteresis and metastability [3]. The rich microstructure
seen in high resolution electron microscopy (HREM) is often a manifestation of this metasta-
bility [10, 8]. Various approaches have been utilized over the last several decades to model the
emergence of microstructure in martensites. They are largely variational using a free energy
potential, and either use finite deformation, sharp interfaces and iteratively minimize a free
energy, or start with random initial conditions and evolve a free energy potential according
to some dynamics [12]. The traditional phase field approach is often used in the limit of small
strains, and methods based on Ginzburg-Landau theory can be applied for small strains as
well as finite deformation.
The study of mixtures in the framework of a variational setting traces back to the work
of Ball and James [1]. Their technique consists of matching different crystal phases, possibly
at different scales, through geometric compatibility. In the literature, this idea has been
widely applied in the analysis of periodic mixtures, the situation in which the physical and
geometrical properties of these mixtures are repeated periodically in an elastic body.
Even though the case of periodic microstructure is of central importance in the modeling
of composite materials, and it has become a classic subject of study, the situation related to
more general microstructure, and specifically the case of self-similar fine hierarchies, remains
to be fully explored. In fact, there are a number of fascinating open problems and questions,
among which is the study of a large family of fine hierarchical structures observed in artificial
polymers and biological materials (e.g., bones and leaves). Our emphasis will be on the family
of heterogeneities in which there is an interaction of topological singularities that leads to
fascinating (non-periodic) microstructure.
In this paper we focus on the class of hexagonal-to-orthorhombic transformations where
three equivalent stretching directions of the parent austenite phase give rise to three orien-
tations of the product martensite. Examples of compounds undergoing this transformation
include the mineral Mg-cordierite, Mg2Al4Si5O18, and Mg-Cd alloys [8]. Closely related
materials include those undergoing a hexagonal-to-monoclinic transformation, such as lead
orthovanadate, Pb3(VO4)2, and samarium sesquioxide, Sm2O3 [10]. As the variants need
to rotate to match at the domain walls, and the domain walls connecting the variants may
intersect, these materials provide us with an excellent opportunity to study disclinations in
crystals. Disclinations are formed when the nodes generated by the intersection of the domain
walls do not close to an angle of 2pi.
We will study the hexagonal-to-orthorhombic transformation in two dimensions (2D) for
which the corresponding transformation is triangle-to-centered-rectangle. As the compounds
consist of stacking or layering of tetrahedral units, the microstructure is essentially homo-
geneous perpendicular to the plane of the paper and therefore 2D is justified. One of the
most intriguing microstructures observed in this transformation is the self-similarly nested
tripole-star pattern (see Fig. 1-(a)). These transformations have recently been the object
of extensive numerical study. In Ref. [12] the modeling is based on the minimization of a
non-convex Ginzburg-Landau potential, both in the scenario of finite and infinitesimal elas-
ticity. It can be observed that in this microstructure the deformation gradient is (nearly)
piecewise constant, with three possible strain values that correspond to the three wells of
the free energy density. As a first approximation, the sets where the deformation gradient
is constant are particular kyte-shaped polygons. These polygons are all identical up to a
rotation and a rescaling, close to the center of the star, and their measure tends to zero.
A thorough theory that treats microstructure and other phenomena, such as disclinations,
dislocations, cavitations or cracks simultaneously, is to the best of our knowledge, still lack-
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ing. Such a theory would provide an important tool to study various classes of phenomena in
materials science. Focusing on the case of linearized elasticity, the main result of this paper
(Theorem 1) is the exact computation of the zero-energy microstructure and of the displace-
ment field that realizes it. In our construction we adapt the techniques of Ball and James
[1] (see also [11]) to the case of a non-periodic microstructure with a laborious construction
from scratch. We note that the situation presented is a generalization of the case of simple
laminates (matching of martensitic variants at the microscopic scale) or possibly, to the case
of laminates-within-laminates. Indeed, the nesting of the microstructure requires a slightly
more delicate construction consisting of simultaneous matching of phases across interfaces
of polygons of different size at an infinite number of scales. Furthermore, matching of ge-
ometrically compatible variants is typically achieved by piecewise affine displacement fields
(laminates). Continuity of the displacement field is a key property of elastic models because
it rules out the occurrence of irreversible phenomena such as cavitations and cracks. In the
present scenario, whether a continuous displacement can realize the microstructure depicted
in Fig.1-(a) according to our model, is not a priori clear. The reason is that the center of
the star may act as a topological singularity for the microstructure. A by-product of our
analysis in Theorem 1, is that the displacement u is indeed continuous and, consequently, it
is a purely elastic displacement.
Whether adopting a geometrically linearized model is physically sound for studying this
type of microstructure is discussed in Ref. [12] and in the final section of this paper. Al-
though models in linearized elasticity have some intrinsic limitations that may rule out the
understanding of irreversible or higher order phenomena, we remark here that the intrinsic
simplicity of this model may shed some light on certain features that survive upon lineariza-
tion, such as the geometry of the microstructure. The analysis of the full non-linear model
is left out from this article and is the object of ongoing research.
The paper is organized as follows. In the next section we introduce the basic notation
used through the paper and the basic concepts of finite elasticity. Moreover, we present
the mechanical model used in Ref. [12] and its geometrical linearization obtained in the
asymptotic expansion of small displacements. In Section 3 we present the full analysis of
the geometry of the problem and the construction of a possible displacement field u which
reproduces a microstructure similar to the one observed in Fig. 1-(a) (Theorem 1). Finally,
Section 4 is devoted to the physical interpretation of the results contained in Theorem 1 and
to the presentation of some open problems.
2 Background
2.1 Notation
We gather here the main symbols and the notation used throughout the paper. Our main
references are [3] and [4]. Let N and R denote the set of natural and real numbers re-
spectively. For any integer n, Rn is the space of n-dimensional vectors with canonical
basis {ii}, i = 1, . . . n with origin O = (0, . . . , 0) and Mn×n the space of square real ma-
trices. The determinant, the trace and the transpose of the matrix F in Mn×n are de-
noted by detF, trF, FT respectively. We endow Mn×n with the usual inner product
F : M := tr (FMT ) =
∑
ij FijMij and the corresponding norm |M| := (M : M)1/2. Here
Mij , Fij are the cartesian components of M and F. The identity in Mn×n is denoted with
I with components δij . We have the orthogonal decomposition of a matrix F ∈ Mn×n:
M = Msym +Mskew where Msym := (M+M
T )/2 and Mskew := (M−MT )/2. By further
3
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Figure 1: (a): Experimental observation of the tripole-star microstructure in lead orthovana-
date [10]. The two stars are modeled as rank-one three-phase martensitic mixtures. (b):
Numerical solution of the mechanical equilibrium equations corresponding to the non-linear
elastic model defined in Eqs. (2.6) and (2.9). (c): Comparison between the strain fields
obtained numerically in the approximation of linear elasticity (dotted lines) and with the full
nonlinear model (solid lines) (see also [12]). The graphic shows the strain profiles along a
line which crosses the tripole-star microstructure (indicated with a dotted line in (b)). In
both cases the choice of the parameters of the model yields  ≈ 0.156.
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decomposition of Msym into its deviatoric and spherical part we have
M = Mdev +Msph +Mskew (2.1)
where Msph := (
trM
n )I and Mdev := Msym −Msph.
We denote with BR(0, 0) the disk in R2 with center in the origin and with radius equal
to R:
BR(0, 0) := {(x, y) ∈ R2 : x2 + y2 < R2}. (2.2)
Let Ω be an open and bounded subset of Rn. We denote with C(Ω,Rn) the space of continuous
vector fields and with C(Ω,Rn) those maps in C(Ω,Rn) which are continuous on the closure
of Ω. Letting p ∈ [1,+∞), we introduce Lp(Ω), the space of measurable functions u : Ω 7→ R
such that
∫
Ω
|u|pdx < +∞. Analogously, Lp(Ω,Rn) and Lp(Ω,Mn×n), respectively the spaces
of vectors or matrices with components in Lp(Ω). Then, W 1,p(Ω,Rn) is the spaces of vector-
valued Lp-functions whose gradient has Lp-integrable components. The space W 1,∞(Ω,Rn) is
that of vectors with essentially bounded components whose gradient has essentially bounded
components. For Ω regular enough we identify W 1,∞(Ω,Rn) with the space of Lipschitz
functions over Ω. Other spaces of functions may be defined when encountered throughout
the paper.
2.2 Finite elasticity
According to Ref. [3] Chapter 2 we introduce the deformation gradient F whose components
are defined as
Fij =
∂Xi
∂xj
,
where Xi is the ith component of the position vector of a mass element in the current
configuration and xj is the jth component of its position vector in the initial reference
configuration. In the case n = 2 we let x1 ≡ x, x2 ≡ y. The deformation gradient can be
written in terms of the displacement gradient as
Fij =
∂
(
(Xi − xi) + xi
)
∂xj
=
∂(ui + xi)
∂xj
=
∂ui
∂xj
+ δij , (2.3)
where ui are the components of the displacement vector u. The Lagrangian strain tensor is
defined as E = 12 (F
TF− I). In components, the Lagrangian strain tensor reads
Eij =
1
2
( ∂ui
∂xj
+
∂uj
∂xi
+
∑
k
∂uk
∂xi
∂uk
∂xj
)
. (2.4)
Finally, we present the symmetry-adapted Lagrangian strains expressed, as in [12, Section
6.1], as functions of the displacement gradient:
e1 :=
Exx + Eyy
2
=
1
4
(F 211 + F
2
21 + F
2
12 + F
2
22 − 2) =
1
2
[∂ux
∂x
+
∂uy
∂y
+
1
2
(∂ux
∂x
)2
+
1
2
(∂uy
∂y
)2
+
1
2
(∂ux
∂y
)2
+
1
2
(∂uy
∂x
)2]
,
e2 :=
Exx − Eyy
2
=
1
4
(F 211 + F
2
21 − F 212 − F 222) =
1
2
[∂ux
∂x
− ∂uy
∂y
+
1
2
(∂ux
∂x
)2
− 1
2
(∂uy
∂y
)2
− 1
2
(∂ux
∂y
)2
+
1
2
(∂uy
∂x
)2]
,
e3 :=
Exy + Eyx
2
=
1
2
(F11F12 + F21F22) =
1
2
[∂ux
∂y
+
∂uy
∂x
+
∂ux
∂x
∂ux
∂y
+
∂uy
∂x
∂uy
∂y
]
. (2.5)
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2.3 The Ginzburg-Landau model for the triangle-to-centered-
rectangle transformation
In this Section we briefly review the Ginzburg-Landau model for the 2D triangle-to-centered-
rectangle (TR) transformation introduced in Refs. [12, 6, 9]. The TR transformation is the
2D version of the 3D hexagonal-to-orthorhombic transformation that occurs in materials such
as the MgCd ordered alloy. A peculiar aspect of these materials is that they are rare examples
of disclinations in crystals. In the 2D setting, disclinations are point defects that result when
multiple twin boundaries intersect. The matching condition between two martensite variants
requires the crystal lattice to rotate, and the total rotation angle along a closed circuit that
contains the intersection of the twin boundaries (disclination) is, in general, nonzero. This
requires a stretch of the lattice, additional to the transformation strain, in order to maintain
its coherency. The disclination is characterized by the disclination angle, which is the total
rotation of the crystal lattice along the closed circuit that contains the defect.
A special case of disclination and the most interesting pattern in the microstructure of the
MgCd alloy is the self-similarly nested tripole-star disclination, also observed in lead ortho-
vanadate, Pb3(VO4)2, undergoing a trigonal-to-monoclinic transformation [10]. This pattern
was analyzed in detail by Kitano and Kifune [8]. In this microstructure the intersection of
twin boundaries do not require a stretch of the lattice for their matching, and therefore they
are not disclinations. However, the star pattern is itself a disclination, as the total rotation
angle along a closed circuit containing the center of the star is nonzero.
In order to study this microstructure, in this paper we adopt the Ginzburg-Landau ap-
proach appropriate for the TR transformation. The corresponding Landau free energy den-
sity, ψL, is a function of the symmetry adapted components of the Lagrangian strain tensor,
and has the functional form
e2
e
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Figure 2: Level curves of ψL for e1 ≡ 0. Here A = 1, B = −30, C = 200, T = 0.8TC , TC = 1
( ≈ 0.156).
ψL(e1, e2, e3) =
A1
2
e21 +
A
2
(T − TC)(e22 + e23) +
B
3
(e32 − 3e2e23) +
C
4
(e22 + e
2
3)
2 +M. (2.6)
The phase transition is first order for B 6= 0 and the transition temperature is T0 = TC +
2B2/9AC. For T < T0 the free energy density has three absolute minima, corresponding to
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the three martensitic variants, with strain values,
e1 = 0, e2 = , e3 = 0
e1 = 0, e2 = − 2 , e3 =
√
3e2
e1 = 0, e2 = − 2 , e3 = −
√
3e2,
(2.7)
and
 =
−B +√B2 − 4CA(T − TC)
2C .
For B < 0,  is a positive (real) number. The parameter M in (2.6) is chosen so that
minψL = 0. Thus,
M = −
[A
2
(T − TC)2 + B
3
3 +
C
4
4
]
.
Moreover, variations in the order parameter strain fields are incorporated through a gradient
term. Thus, the total free energy density considered is
ψGL = ψL +
K
2
(|∇e2(x, y)|2 + |∇e3(x, y)|2). (2.8)
The approach adopted in Ref. [12] consists of minimizing the total energy of the system,
Ψ =
∫
Ω
[
ψL
(
e1(x, y), e2(x, y), e3(x, y)
)
+
K
2
(|∇e2(x, y)|2 + |∇e3(x, y)|2)]dxdy, (2.9)
with the constraint of compatibility of the strain fields. This can be done using a relaxational
algorithm or solving the Euler-Lagrange equations associated with (2.9).
In Fig.1-(b) we show a snapshot of a microstructure with several tripole-star patterns
obtained as a solution of the mechanical equilibrium equations using an iterative spectral
method [12]. The microstructure is obtained with  ≈ 0.156 and only the strain component e3
is shown, with light (dark) greyscale corresponding to positive (negative) values of e3. Notice
that e3 is (approximately) constant over each subregion of the same color. The same behavior
is also observed for e2. On the contrary, the strain component e1 is (approximately) zero
within the subregions, whereas nonzero at the boundaries of the subregions (twin boundaries).
While the effect of the regularizing term K2 (|∇e2|2 + |∇e3|2) is to smooth the twin boundaries
separating the different subregions, the values of the symmetric Lagrangian strain components
within each subregion are determined by ψL.
The full non-linear model (Eq. (2.9)) is appropriate for the analysis of disclinations in
crystals, as it can distinguish the different types of interfaces present in the microstructure
[5] which are the origin of these defects. Although a geometric linearization of this model
does not capture the existence of the disclination, the linear model is still able to reproduce
the tripole-star pattern [12]. In the next Subsection we recall the approximations made in
geometric linear elasticity and apply them to the Ginzburg-Landau model introduced in this
Section.
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2.4 Geometric linearization of the Ginzburg-Landau model
In the hypothesis of small displacements (and small displacement gradients) one can actually
neglect the higher order terms in (2.5) yielding
e1 =
Exx + Eyy
2
≈ 1
2
[∂ux
∂x
+
∂uy
∂y
]
:= ε1(x, y),
e2 =
Exx − Eyy
2
≈ 1
2
[∂ux
∂x
− ∂uy
∂y
]
:= ε2(x, y),
e3 =
Exy + Eyx
2
≈ 1
2
[∂ux
∂y
+
∂uy
∂x
]
:= ε3(x, y). (2.10)
Upon introduction of E = E(∇u) := ∇usym the (linearized) mechanical strain tensor, we
have that ε2 and ε3 are the components of the deviatoric part of E and ε1 is the component
of the spherical part of E:
E =
1
2
(∇u+∇uT ) =
(
ε2 ε3
ε3 −ε2
)
+ ε1I. (2.11)
In the linearized elasticity scenario, the new mechanical model is simply obtained by plugging
ε1, ε2 and ε3 instead of e1, e2 and e3 respectively into the Ginzburg-Landau free energy density
defined in Eqs. (2.6) and (2.8). The Landau free energy density, which we still denote by
ψL, reads
ψL(ε1, ε2, ε3) =
A1
2
ε21 +
A
2
(T − TC)(ε22 + ε23) +
B
3
(ε32 − 3ε2ε23) +
C
4
(ε22 + ε
2
3)
2 +M. (2.12)
Minimization of (2.12) yields, in terms of strain matrices written as in (2.11), the three
minimum points
E1 = 
(
1 0
0 −1
)
, E2 = 
(
− 12
√
3
2√
3
2
1
2
)
, E3 = 
(
− 12 −
√
3
2
−
√
3
2
1
2
)
. (2.13)
Notice that even in the linearized model ψL has three distinct minimum points. Importantly:
|E1|2 = |E2|2 = |E3|2 = 22. (2.14)
3 The tripole-star pattern
Minimization of the total energy∫
ΩR
[
ψL
(
ε1(x, y), ε2(x, y), ε3(x, y)
)
+
K
2
(|∇ε2(x, y)|2 + |∇ε3(x, y)|2)]dxdy (3.1)
yields numerical solutions for the strain fields which are, at least from a qualitative point
of view, analogous to those obtained for the full nonlinear model [12]. Briefly, the term ψL
enforces the symmetrized gradient of u to be very close to the either E1,E2 or E3 while
the presence of K2
(|∇ε2|2 + |∇ε3|2) prevents the formation of steep interfaces between the
three phases. Additional models are available in the literature which penalize the length
of the interfaces and at the same time allow jump discontinuities of the variants. We refer
specifically to a forthcoming paper of Dr. A. Ruland for an analysis of a model with inter-
facial energy terms for the tripole-star considered in this paper. In Fig.1-(c) we compare
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the strain fields obtained with the linearized model with the strain fields obtained with the
full nonlinear model. As previously noted and pointed out in Ref. [12], a Ginzburg-Landau
type of model can offer an excellent insight even though being defined for infinitesimal dis-
placements. Inspired by these observations, we analyze in detail the linearized model. We
present the construction of a microstructure which is very similar to both the experimental
observation and to the numerical solution plotted in Fig. 1 for the full-elasticity model by
allowing sharp interfaces, that is, when we set K ≡ 0 in (3.1).
For the reader’s convenience, our construction is split in two parts. In the next subsection,
we present the geometry of the microstructure. Subsequently, we describe the requirements
that a map u has to fulfill in order to produce a microstructure which is consistent with
the experimental observation (see Fig. 1-(b)). Theorem 1, which is the core of this paper,
contains the detailed construction of u.
3.1 Geometry of the microstructure
We assume as our reference configuration the set Ω := BR(0, 0), the disk with center in the
origin and of radius equal to R. We define R := L
√
2
3 +
1√
3
where L is a positive constant.
In turn, L can be regarded as the characteristic length of the system. To reproduce the
geometry of Fig. 1 we combine a family kyte-shaped rhomboids that cover Ω (see Fig. 3-
LEFT). Let t := tan(pi/12) and k ∈ {0} ∪ N. We define the vertices of the rhomboids (here
and in what follows, when k = 0 we identify A0 ≡ A and similarly for B,C,D,E, F ):
A = (xA, yA) = L(
1
2
√
3
, 12 +
1√
3
)
B = (xB , yB) = L(
1−√3
2
√
3
,− 1−
√
3
2
√
3
)
C = (xC , yC) = L(
√
3
6 ,
1√
3
− 12 )
D = (xD, yD) = L(
1
2 − 1√3 ,− 12√3 )
E = (xE , yE) = L(
−2−√3
2
√
3
,− 1
2
√
3
)
F = (xF , yF ) = L(
1+
√
3
2
√
3
,− 1+
√
3
2
√
3
)

Ak = (xAk , yAk) = t
2kA
Bk = (xBk , yBk) = t
2kB
Ck = (xCk , yCk) = t
2kC
Dk = (xDk , yDk) = t
2kD
Ek = (xEk , yEk) = t
2kE
Fk = (xFk , yFk) = t
2kF
(3.2)
In table 1 we report the complete description of the segments that define the sides of the
polygons. We can now define the family of open sets whose union gives Ω (up to a set of zero
Lebesgue measure):
• for k = 0:
ωA :=
{
(x, y) ∈ Ω : y < gBA0 (x), x < gCA0 (y), y > hBA0 (x), y > hAC0 (x)
}
,
ωB :=
{
(x, y) ∈ Ω : y > gBA0 (x), y > gEB0 (x)
}
,
ωC :=
{
(x, y) ∈ Ω : y > gCF0 (x), x > gCA0 (y)
}
,
ωD :=
{
(x, y) ∈ Ω : y < gED0 (x), y < gDF0 (x)
}
,
ωE :=
{
(x, y) ∈ Ω : y > gED0 (x), y < gEB0 (x), y < hBE0 (x), x < hDE0 (y)
}
,
ωF :=
{
(x, y) ∈ Ω : y < gCF0 (x), y > gDF0 (x), y < hFC0 (x), y < hDF0 (x)
}
,
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Interface Equation of the interface
BkAk y = g
BA
k (x) :=
√
3x+ L√
3
t2k, xBk < x < xAk
CkAk x = g
CA
k (y) :=
L
2
√
3
t2k, yCk < y < yAk
CkFk y = g
CF
k (x) := −
√
3x+ L√
3
t2k, xCk < x < xFk
DkFk y = g
DF
k (x) := − 1√3x− L3 t2k, xDk < x < xFk
EkDk y = g
ED
k (x) := − L2√3 t2k, xEk < x < xDk
EkBk y = g
EB
k (x) :=
1√
3
x+ L3 t
2k, xEk < x < xBk
BkAk+1 y = h
BA
k (x) := − 1√3x+ ( 23 − 1√3 )Lt2k, xBk < x < xAk+1
Ak+1Ck y = h
AC
k (x) := (
1√
3
− 12 )Lt2k, xAk+1 < x < xCk
Fk+1Ck y = h
FC
k (x) :=
x√
3
+ ( 1√
3
− 23 )Lt2k, xFk+1 < x < xCk
DkFk+1 y = h
DF
k (x) :=
√
3x+ (1− 2√
3
)Lt2k, xDk < x < xFk+1
DkEk+1 x = h
DE
k (y) := (
1
2 − 1√3 )Lt2k, yDk < y < yEk+1
BkEk+1 y = h
BE
k (x) := −
√
3x+ (1− 2√
3
)Lt2k, xBk < x < xEk+1
Table 1: Sides of the polygons.
• for k ≥ 1:
ωAk :=
{
(x, y) ∈ Ω : y < gBAk (x), x < gCAk (y), y > hBAk (x), y > hACk (x)
}
,
ωBk :=
{
(x, y) ∈ Ω : y > gBAk (x), y > gEBk (x), y < hBAk−1(x), y > hBEk−1
}
,
ωCk :=
{
(x, y) ∈ Ω : y > gCFk (x), x > gCAk (y), y < hACk−1(x), y > hFCk−1(x)
}
,
ωDk :=
{
(x, y) ∈ Ω : y < gEDk (x), y < gDFk (x), x > hDEk−1(x), y > hDFk−1(x)
}
,
ωEk :=
{
(x, y) ∈ Ω : y > gEDk (x), y < gEBk (x), y < hBEk (x), x < hDEk (y)
}
,
ωFk :=
{
(x, y) ∈ Ω : y < gCFk (x), y > gDFk (x), y < hFCk (x), y < hDFk (x)
}
,
With the exception of ωB , ωC and ωD, the sets defined above are rhomboids (see Fig. 3
and 4). All these rhomboids are similar to ωA, in the sense that they can be obtained from
rescaling and rotation of ωA. Indeed, for k ≥ 1, the sets ωAk , ωEk and ωFk are obtained by
contracting each side of ωA, ωE and ωF respectively, by a factor t
2k < 1. Moreover, by a
2pi
3 clockwise rotation of ωA we obtain ωF and by applying another
2pi
3 clockwise rotation we
obtain ωE . A similar relation holds for ωBk , ωCk and ωDk which are obtained by contracting
each side of ωB1 , ωC1 and ωD1 respectively by a factor of t
2k−2 (here with k ≥ 2). Then, by
a 2pi3 clockwise rotation of ωB1 we obtain ωC1 and by applying another
2pi
3 clockwise rotation
we obtain ωD1 . Finally, by applying a counter-clockwise rotation of
pi
3 and then a contraction
of each side by t to ωA we obtain ωB1 . The measure of the four internal angles of ωA are
respectively 5pi6 ,
pi
2 ,
pi
2 ,
pi
6 . By similarity, the internal angles of all the rhomboids defined above
coincide with those of ωA. From the equations of the segments reported in Table 1 it is also
possible to compute the normals to each side of the rhomboid. By denoting with L2 the
(two-dimensional) Lebesgue measure, it follows that
L2(ωAk) = L2(ωEk) = L2(ωFk) and L2(ωBk) = L2(ωCk) = L2(ωDk) ∀k ≥ 0. (3.3)
Since for k ≥ 1 ωBk is obtained (up to a rotation) by contracting ωAk−1 by a factor t < 1, we
have L2(ωBk) = t2L2(ωAk−1) and, since ωAk is obtained by contracting each side of ωAk−1
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by a factor t2, we have L2(ωAk) = t4L2(ωAk−1). Summarizing:
L2(ωAk) = L2(ωEk) = L2(ωFk) = L2t4kt, L2(ωBk) = L2(ωCk) = L2(ωDk) = L2t4kt−1. (3.4)
If we define
ωk := ωAk ∪ ωBk ∪ ωCk ∪ ωDk ∪ ωEk ∪ ωFk
we have
⋃
ωk ⊂ Ω. Importantly, as the remainder in this inclusion is represented by elements
of L2-measure equal to zero we have
L2(Ω) =
∞∑
k=0
L2(ωk). (3.5)
Notice that, for any k ≥ 0, the origin does not belong to any of the sets ωk. Furthermore,
each neighborhood of the origin contains an infinite number of sets ωk. This fact has deep
consequence on the property of the microstructure and it is at the origin of the nesting of
variants close to the origin.
ωC
ωA
ωB
ωE ωF
ωD
x
y
ΩA
B
C
DE
F
A1
E1 F1
ν
µ
ωB
1
ωC
k
ωA
k
ωB
k
ωE
k ωF
k
ωD
k
x
y
Ak
Bk Ck
Dk
Ek
Fk
Ak+1
Ek+1 Fk+1
Figure 3: LEFT: Ω and ω0. RIGHT: close-up on ωAk , ωEk and ωFk , k ≥ 1. Notice that the
points Bk−1, Ck−1 and Dk−1 are not shown in the picture.
3.2 Construction of the microstructure
As typical when dealing with microstructure, the definition of the map u is based on the
introduction of a piecewise-constant tensor field H(x, y) such that ∇u(x, y) = H(x, y). It is
widely known that not every matrix field H(x, y) is the gradient of a continuous vector field.
In fact, this condition reveals as a geometrical compatibility constraint on H(x, y) which is
known as Hadamard jump condition. Simply, consider a smooth line S having normal ν.
If u is continuous at both sides of S with limits ∇u+(x, y) = H+ and ∇u−(x, y) = H− at
each point (x, y) ∈ S, from above and below S respectively, then equating the tangential
derivatives leads to the Hadamard jump condition
H+ −H− = a⊗ n (3.6)
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Figure 4: ωk, k ≥ 1.
with a,n ∈ R2 and |n| = 1. The matrices H+ and H− in (3.6) are said to be rank-one
connected. Notice that for 2×2 matrices this is equivalent to the condition det(H+−H−) = 0.
The situation in which we have a map u with ∇u piecewise constant and equal to either H+
or H− in alternating bands bounded by lines perpendicular to n is relevant in materials
science. Such maps are called simple laminates [1], [11]. With no further hypotheses on the
domain, condition (3.6) is a necessary condition for the existence of a simple laminate u such
that ∇u = H+,H−. In the case in which we have more interfaces, condition (3.6) has to be
verified at each interface across which we have two crystal phases corresponding to different
deformation gradients.
Besides the Hadamard jump condition, which can be regarded as a geometric compatibil-
ity condition, the construction of the map H(x, y) has to satisfy an energetic condition. In
fact, this microstructure is zero-energy in the following sense. Recall that ε2 and ε3 are the
components of the deviatoric part of E and ε1 is the unique component of the spherical part
of E introduced in (2.11). If we assume that ψL has three distinct minima corresponding to
the three strains (2.13) then ∫
Ω
ψL
(
ε1, ε2, ε3
)
dxdy = 0 (3.7)
if and only if (∇u(x, y))
sym
∈ {E1,E2,E3} for a.e. (x, y) ∈ Ω. (3.8)
Therefore, the differential inclusion (3.8) guarantees that the map u is a minimizer for
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∫
Ω
ψL(ε2, ε3)dxdy. Since Hsym has to be equal to either E1, E2 or E3 for almost every
(x, y) ∈ Ω, what is left to determine is the skew part of H(x, y).
For the reader’s convenience, we illustrate with an example how the map H can fulfill the
geometric constraint and the energetic constraint simultaneously. Here we make use of some
notation that will be further defined and used extensively in the next section. Consider the
situation of Fig. 3-LEFT, and more precisely the matching between the domains ωA and ωB
. We construct a piecewise constant tensor field H defined as
H =
{
HA on ωA
HB on ωB
(3.9)
where the matrices HA and HB are to be determined in a way such that (HA)sym = E3 and
(HB)sym = E1 and (HA −HB) = α ⊗ ν, for some α, ν ∈ R2 with |ν| = 1. We recall that
E1 and E3 are defined in (2.13). Let us write HA = E3 and HB = E1 + W. Here W is an
unknown skew-symmetric matrix written in the form,
W = 
(
0 −w
w 0
)
, w ∈ R. (3.10)
The condition (3.6) applied to HA and HB reads (E3−E1−W) = a⊗n or, componentwise,
− 32 = a1n1
(−
√
3
2 + w) = a1n2
(−
√
3
2 − w) = a2n1
3
2 = a2n2
(3.11)
with n21 + n
2
2 = 1. The system of equations (3.11) has several solutions. Let us choose the
solution with n21 =
3
4 , w =
√
3 and vectors α := (a1, a2) = (
√
3, 3), ν := (n1, n2) = (−
√
3
2 ,
1
2 ).
The vector ν is perpendicular to BA, the interface separating ωA and ωB . Thus, we obtain,
HB = E1 + 
(
0 −√3√
3 0
)
. (3.12)
The fact that the vector ν is exactly orthogonal to the interface separating ωA and ωB
guarantees the existence of a continuous map u such that its gradient coincides with H on
ωA ∪ ωB .1
We now focus on the matching between the domains ωA and ωB1 . As the strains associated
with the domains ωB and ωB1 are equal, the matching equations to be solved are the same
than for the matching between ωA and ωB , that is, Eqs. (3.11). In this case, however,
we consider a different solution, namely, n21 =
1
4 , w = −
√
3 and vectors β := (a1, a2) =
(−3,√3), µ := (n1, n2) = (12 ,
√
3
2 ), where the vector µ is perpendicular to B1A, the interface
separating ωA and ωB1 . Thus, in this case we obtain,
HB1 = E1 + 
(
0
√
3
−√3 0
)
. (3.13)
Notice that the symmetric part of HB1 (as well as the symmetric part of HB as defined in
Eq. (3.12)) is precisely E1. The fact that µ is orthogonal to the interface separating ωA and
ωB1 is enough to guarantee that there exists a function û such that ∇û = HA on ωA and
1We note that the geometric constraint has been implicitly taken into account in the construction of the
star-shaped geometry of the previous section.
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∇û = HB1 on ωB1 . Of course, if u ≡ û over ωA one can define a continuous function defined
over the larger set ωA ∪ ωB ∪ ωB1 .
Even though the example above is restricted to three subsets of Ω, it suggests that this
technique requires a careful matching of matrices and depends heavily on the geometry of
the problem. Whether it is possible to further iterate this construction over a larger domain
is not a trivial question. Here one of the mathematical difficulties lies in the fact that this
microstructure becomes finer and finer close to the center of the tripole-star pattern. Indeed,
as k →∞, the size of the sets ωk is reduced while the number of interfaces increases. Since
one must be able to prove that the Hadamard jump condition is satisfied at each interface, it is
not a priori clear if the construction of a continuous map u can be extended asymptotically
for each hierarchy of laminates. In other words, the point (0, 0) may act as a topological
singularity. Below we show that this construction can actually be extended to the whole
Ω. Additionally, in accordance with experimental observations, our construction involves a
mixture of variants occurring with the same phase fraction. By defining
ωEi :=
{
(x, y) ∈ Ω : (∇u(x, y))
sym
= Ei
}
, i = 1, 2, 3, (3.14)
the sets of points (x, y) in Ω such that (∇u)sym = Ei, we have that ωE1 , ωE2 , and ωE3 have
the same area.
In the remaining part of this section we construct the function u from scratch instead
of focusing on the abstract properties for which such a construction can be achieved. This
approach has, of course, an intrinsic limitation in the sense that it is not clear if it can be
extended to treat more general cases of non-periodic microstructures. The construction of u
will serve as the proof of the following theorem, which is the central result of this paper.
Theorem 1. Let L and  be any two positive real numbers. Let Ω = BR(0, 0) with R =
L
√
2
3 +
1√
3
, let Ei be defined as in (2.13) and ωEi as defined in (3.14). Then there exists a
map u : Ω→ R2 such that
1) u is continuous in Ω,
2)
(∇u(x, y))
sym
∈ {E1,E2,E3} for a.e. (x,y) in Ω,
3) L2(ωEi) = pi3R2, i = 1, 2, 3,
4) u lies in (an equivalence class in) W 1,p(Ω,R2), 1 ≤ p < ∞. More precisely, u is not
Lipschitz continuous.
Remark 1. Proof of Theorem 1 lies in a tedious but straightforward series of algebraic
computations. To keep the presentation engaging, we give here a sketch of the argument
required. To construct the function u, we must ensure that the geometrical compatibility
condition holds at each interface. Indeed, consider the two rank-one connected matrices HA
and HB, introduced in the example above. Since compatibility holds at the interface BA, upon
integration of HA and HB we can define, up to constants of integration, the two functions
vA(x, y) = 
{
−x2 −
√
3
2 y + cA,1
−x
√
3
2 +
y
2 + cA,2
vB(x, y) = 
{
x−√3y + cB,1√
3x− y + cB,2
over ωA and ωB respectively. By requiring continuity at the interface we determine cB,1 and
cB,2, thus leaving cA1 and cA,2 unknown. Similarly, matrices HC , HD, HE and HF can be
defined by requiring their symmetric part be equal to either E1,E2 or E3 and by requiring
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them to be pairwise rank-one connected thus fixing their skew parts. Upon integration of
these matrices one defines vectors vC , vD, vE and vF over ωC , ωD, ωE and ωF respectively.
Notice that the constants of integration will again be determined by matching the vectors at
the interfaces (except cA,1 and cA,2 which are undetermined). We have then constructed a
piece-wise affine vector field which is continuous over ω0 and which we denote with v0. An
analogous procedure over ωk yields a piecewise affine vector field which we denote with vk.
As for v0, each function vk with k ≥ 1 is defined up to constants of integration. Finally, the
introduction of the globally continuous map u follows after the computation of the remaining
constants of integration (up to two which remain, correctly, unknown) by matching the maps
vk and vk+1 for every k ≥ 0. This is in fact possible because the geometric compatibility
condition holds also for each interfaces between ωk and ωk+1.
Proof of Theorem 1. In what follows we make an extensive use of the notation introduced
in Paragraph 3.1. Let us define
u˜(x, y) = v(x, y) + vo(x, y), (3.15)
where v :
⋃∞
k=0 ωk → R2 is defined as v = vk on ωk and vk : ωk → R2 is defined as
vk(x, y) :=

vAk on ωAk
vBk on ωBk
vCk on ωCk
vDk on ωDk
vEk on ωEk
vFk on ωFk
k ≥ 0 (3.16)
with
vAk(x, y) :=

−x
2
+
(
2k − 1
2
)√
3y
−
√
3x
(1
2
+ 2k
)
+
y
2
+ Lt2k
vBk(x, y) :=

x+ (−
√
3 + 2k
√
3)y + L
t2k
2
x(
√
3− 2k
√
3)− y + t
2k
2
(2 +
√
3)L
vCk(x, y) :=

−x
2
+
√
3y
(
2k − 1
2
)
3
√
3
2
x− 2k
√
3x+
y
2
vDk(x, y) :=

−x
2
+ 2k
√
3y − 3
√
3
2
y − t2k
(1
2
+
√
3
2
)
L(√3
2
− 2k
√
3
)
x+
y
2
+ t2k
(1 +√3
2
)
L
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vEk(x, y) :=

−x
2
+
(1
2
+ 2k
)√
3y + t2k
(1
2
−
√
3
2
)
L(1
2
− 2k
)√
3x+
y
2
+ t2k
(1
2
+
√
3
2
)
L
vFk(x, y) :=

x+ 2
√
3ky − 1
2
t2kL
−2k
√
3x− y + t2k
√
3
2
L
and vo :
⋃∞
k=0 ωk → R2 is defined as vo = vok on ωk and vok : ωk → R2 is defined as
for k = 0 : vo0(x, y) :=
{
0
0
for k ≥ 1 : vok(x, y) :=

L(
√
3− 2)
k∑
j=1
t2j−2
L
k∑
j=1
t2j−2.
By construction, the function u˜ is defined at almost every point in Ω. First of all, we show
that there exists a continuous extension u of u˜ defined at each point (x, y) of Ω. Notice that,
on each subset ωAk ,ωBk , ωCk , ωDk , ωEk and ωFk the map u˜ is affine and therefore continuous.
We now check that u˜ has indeed continuous limit across each interface. In what follows we
compute the limit u˜+, u˜− at each interface.
To begin, consider all the interfaces inside ωk. Let k ≥ 0:
1. Interface BkAk
u˜−(x, y) := lim
(zx,zy)→(x,y)−
u˜(zx, zy) = lim
(zx,zy)→(x,y)
(vBk + vok)(zx, zy) =
= lim
(zx,zy)→(x,y)
(vAk + vok)(zx, zy) = lim
(zx,zy)→(x,y)+
u˜(x, y) =: u˜+(x, y) =
= vok + 
{ −2x+ 6kx+ L(2k − 12 )t2k
−2√3kx+ L
2
√
3
t2k + Lt2k
2. Interface EkBk
lim
(zx,zy)→(x,y)
(vBk + vok)(zx, zy) = lim
(zx,zy)→(x,y)
(vEk + vok)(zx, zy) =
= vok + 
{
2kx+ Lt2k 2k√
3
+ Lt2k 1
2
√
3
(
√
3− 2)
2√
3
x− 2k√3x+ L2
√
3t2k + 23 t
2kL
3. Interface EkDk
lim
(zx,zy)→(x,y)
(vDk + vok)(zx, zy) = lim
(zx,zy)→(x,y)
(vEk + vok)(zx, zy) =
= vok + 
{
−x2 − Lt2kk − t2k(
√
3
2 − 14 )L√
3
2 x− 2k
√
3x+ (− L
4
√
3
t2k) + t2k( 1+
√
3
2 )L
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4. Interface DkFk
lim
(zx,zy)→(x,y)
(vDk + vok)(zx, zy) = lim
(zx,zy)→(x,y)
(vFk + vok)(zx, zy) =
= vok + 
{
x− 2kx− L√
3
t2k2k − t2k 12L
1√
3
x− 2k√3x+ t2k3 L+ L
√
3t2k
2
5. Interface CkFk
lim
(zx,zy)→(x,y)
(vCk + vok)(zx, zy) = lim
(zx,zy)→(x,y)
(vFk + vok)(zx, zy) =
= vok + 
{
x− 6kx− Lt2k2 + 2kLt2k
−2k√3x+√3x+ L
2
√
3
t2k
6. Interface CkAk
lim
(zx,zy)→(x,y)
(vCk + vok)(zx, zy) = lim
(zx,zy)→(x,y)
(vAk + vok)(zx, zy) =
= vok + 
{
− L
4
√
3
t2k + 2k
√
3y −
√
3
2 y
−kLt2k + y2 + 34Lt2k.
Let us now consider the interfaces between ωk and ωk+1, for any k ≥ 0:
1. Interface BkAk+1
u˜−(x, y) := lim
(zx,zy)→(x,y)−
u˜(zx, zy) = lim
(zx,zy)→(x,y)
(vBk+1 + vok+1)(zx, zy) =
= lim
(zx,zy)→(x,y)
(vAk + vok)(zx, zy) = lim
(zx,zy)→(x,y)+
u˜(x, y) =: u˜+(x, y) =
= vok + 
{
−2kx+ 2kLt2k( 2√
3
− 1) + t2kL( 12 − 1√3 )
− 2x√
3
− 2√3kx+ Lt2k( 43 − 12√3 )
2. Interface BkEk+1
lim
(zx,zy)→(x,y)
(vBk+1 + vok+1)(zx, zy) = lim
(zx,zy)→(x,y)
(vEk + vok)(zx, zy) =
= vok + 
{
−2x− 6kx+ Lt2k(− 12 − 4k + 2k
√
3)
−2kx√3 + Lt2k(1 + 1
2
√
3
)
3. Interface DkEk+1
lim
(zx,zy)→(x,y)
(vDk+1 + vok+1)(zx, zy) = lim
(zx,zy)→(x,y)
(vEk + vok)(zx, zy) =
= vok + 
{ √
3( 12 + 2k)y + Lt
2k( 14 − 1√3 )
y
2 + Lt
2k(2k − k√3 + 34
√
3)
4. Interface DkFk+1
lim
(zx,zy)→(x,y)
(vDk+1 + vok+1)(zx, zy) = lim
(zx,zy)→(x,y)
(vFk + vok)(zx, zy) =
= vok + 
{
x+ 6kx− 12Lt2k + 2k
√
3Lt2k − 4kLt2k
x(−√3− 2k√3) + Lt2k(−1 + 7
2
√
3
)
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5. Interface Fk+1Ck
lim
(zx,zy)→(x,y)
(vCk+1 + vok+1)(zx, zy) = lim
(zx,zy)→(x,y)
(vFk + vok)(zx, zy) =
= vok + 
{
x(1 + 2k) + Lt2k(2k − 4k√
3
− 12 )
x(−2k√3− 1√
3
) + Lt2k( 23 +
1
2
√
3
)
6. Interface Ak+1Ck
lim
(zx,zy)→(x,y)
(vCk+1 + vok+1)(zx, zy) = lim
(zx,zy)→(x,y)
(vAk + vok)(zx, zy) =
= vok + 
{
−x2 + Lt2k(
√
3
4 − 12 + 2k −
√
3k)
−
√
3
2 x− 2k
√
3x+ Lt2k( 1
2
√
3
+ 34 ).
The above calculations show it is possible to extend u˜ to a function still denoted by u˜ by
continuity across each interface. Notice that the function u˜ is continuous also at the vertices
Ak, Bk, Ck, Dk, Ek and Fk. The new map u˜ is now defined at each point of Ω/(0, 0) and,
for each δ > 0, u˜ is continuous on the set Ω/Bδ(0, 0). Therefore, in order to extend u˜ to a
continuous function on the whole Ω, we have to clarify the behavior of u˜ close to the point
(0, 0). Precisely, we prove that
lim
(zx,zy)→(0,0)
u˜(zx, zy) = L(
√
3− 2, 1) 1
1− t2 . (3.17)
Notice that it is enough to show that the supremum and the infimum of the components of u˜
on ωk generate sequences {Mk} = {M1,k,M2,k} and {mk} = {m1,k,m2,k} both converging
to L(
√
3 − 2, 1) 11−t2 as k → ∞. This, combined with a standard contradiction argument
guarantees that (3.17) holds for every sequence of vectors converging to (0, 0). Let us denote
with u˜i(x, y), with i = 1, 2, the components of u˜(x, y). We compute the supremum of u˜i by
splitting the computation over the subdomains composing ωk yielding
Mi,k := sup
(x,y)∈ωk
u˜i(x, y) = max
{(
sup
(x,y)∈ωAk
u˜i(x, y)
)
,
(
sup
(x,y)∈ωBk
u˜i(x, y)
)
,(
sup
(x,y)∈ωCk
u˜i(x, y)
)
,
(
sup
(x,y)∈ωDk
u˜i(x, y)
)
,
(
sup
(x,y)∈ωEk
u˜i(x, y)
)
,
(
sup
(x,y)∈ωFk
u˜i(x, y)
)}
. (3.18)
Since u˜ is affine over each of the subdomains in (3.18), supremum and infimum are attained
on the boundary (and, in particular, on the vertices). Therefore, focusing on the case of ωAk
we can write
sup
(x,y)∈ωAk
u˜i(x, y) = max
{
u˜i(xAk , yAk), u˜i(xBk , yBk), u˜i(xCk , yCk), u˜i(xAk+1 , yAk+1)
}
.(3.19)
A straightforward computation yields
u˜(xAk , yAk) = 
{
Lt2k
[− 1√
3
− 12 + k(2 +
√
3)
]
+
(√
3− 2)L∑kj=1 t2j−2
Lt2k
[
1
2
√
3
+ 1− k]+ L∑kj=1 t2j−2 (3.20)
u˜(xBk , yBk) = 
{
Lt2k
[
k(
√
3− 1) + 12 − 1√3
]
+
(√
3− 2)L∑kj=1 t2j−2
Lt2k
[
k(
√
3− 1) + 1 + 1
2
√
3
]
+ L
∑k
j=1 t
2j−2 (3.21)
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u˜(xCk , yCk) = 
{
Lt2k
[
k(2−√3) +
√
3
6 − 12
]
+
(√
3− 2)L∑kj=1 t2j−2
Lt2k
[−k + 12 + 12√3]+ L∑kj=1 t2j−2 (3.22)
u˜(xAk+1 , yAk+1) = 
{
Lt2k+2
[− 1√
3
− 12 + (k + 1)(2 +
√
3)
]
+
(√
3− 2)L∑k+1j=1 t2j−2
Lt2k+2
[
1
2
√
3
+ 1− (k + 1)]+ L∑k+1j=1 t2j−2. (3.23)
Recalling that
∞∑
j=1
t2j−2 =
1
1− t2
it is now immediate to observe that u˜(xAk , yAk), u˜(xBk , yBk), u˜(xCk , yCk) and
u˜(xAk+1 , yAk+1) all converge to L(
√
3 − 2, 1) 11−t2 as k → ∞. Repeating this argument
for the remaining regions ωBk , . . . , ωFk yields
Mk = (M1,k,M2,k)→ L(
√
3− 2, 1) 1
1− t2 as k →∞. (3.24)
The, we can define
mi,k := inf
(x,y)∈ωk
u˜i(x, y) = min
{(
inf
(x,y)∈ωAk
u˜i(x, y)
)
,
(
inf
(x,y)∈ωBk
u˜i(x, y)
)
,(
inf
(x,y)∈ωCk
u˜i(x, y)
)
,
(
inf
(x,y)∈ωDk
u˜i(x, y)
)
,
(
inf
(x,y)∈ωEk
u˜i(x, y)
)
,
(
inf
(x,y)∈ωFk
u˜i(x, y)
)}
. (3.25)
Recalling that the infimum of u˜ is attained on the vertices, the same computation of
(3.20-3.23) is enough to prove that the sequence {infωAk (u˜1), infωAk (u˜2)} converges to
L(
√
3 − 2, 1) 11−t2 as k → ∞. Repeating the same argument for the remaining infima in
(3.25) shows that
mk = (m1,k,m2,k)→ L(
√
3− 2, 1) 1
1− t2 as k →∞. (3.26)
Finally, by combining (3.24) and (3.26) we have
u˜(x, y)→ L(
√
3− 2, 1) 1
1− t2 as (x, y)→ (0, 0) (3.27)
as claimed. Therefore, by a further extension of u˜ we can define the continuous function
u(x, y) :=

u˜(x, y) on Ω/(0, 0)
L(
√
3− 2, 1) 11−t2 for (x, y) = (0, 0)
extended by continuity on ∂Ω.
(3.28)
The fact that u˜A(xA, yA) = u˜B(xA, yA) = u˜C(xA, yA), u˜C(xF , yF ) = u˜F (xF , yF ) =
u˜D(xF , yF ), and u˜D(xE , yE) = u˜E(xE , yE) = u˜B(xE , yE) guarantees that the function de-
fined above is indeed continuous up to the boundary of Ω.
We now prove point 2). Since u(x, y) is affine over each of the sets ωAk , ωBk , ωCk , ωDk ,
ωEk and ωFk , it is straightforward to compute its gradient:
∇u(x, y) = H(x, y) :=

HAk(x, y) on ωAk
HBk(x, y) on ωBk
HCk(x, y) on ωCk
HDk(x, y) on ωDk
HEk(x, y) on ωEk
HFk(x, y) on ωFk
(3.29)
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where
HAk = 
( − 12 √3(2k − 12 )
−√3(2k + 12 ) 12
)
= E3 +Wk (3.30)
HBk = 
(
1 (−√3 + 2k√3)
(
√
3− 2k√3) −1
)
= E1 +Wk + W˜ (3.31)
HCk = 
(
− 12
√
3(2k − 12 )
3
√
3
2 − 2k
√
3 12
)
= E2 +Wk + W˜ (3.32)
HDk = 
(
− 12 2k
√
3− 3
√
3
2
(
√
3
2 − 2k
√
3) 12
)
= E3 +Wk + W˜ (3.33)
HEk = 
( − 12 ( 12 + 2k)√3
( 12 − 2k)
√
3 12
)
= E2 +Wk (3.34)
HFk = 
(
1 2k
√
3
−2k√3 −1
)
= E1 +Wk (3.35)
and
Wk = 
(
0 2k
√
3
−2k√3 0
)
, W˜ = 
(
0 −√3√
3 0
)
. (3.36)
Therefore we have
(∇u(x, y))
sym
∈ {E1,E2,E3} for almost every (x, y) in Ω.
Proof of point 3) is also straightforward. By combining (3.29) with (3.30-3.35) we can
write
L2
(
(x, y) ∈ Ω : (∇u(x, y))
sym
= E1
)
=
∞∑
k=0
(
L2(ωFk + L2(ωBk)
)
,
L2
(
(x, y) :
(∇u(x, y) ∈ Ω)
sym
= E2
)
=
∞∑
k=0
(
L2(ωEk + L2(ωCk)
)
,
L2
(
(x, y) :
(∇u(x, y) ∈ Ω)
sym
= E3
)
=
∞∑
k=0
(
L2(ωAk + L2(ωDk)
)
.
Then, recalling that by (3.3) we have L2(ωAk) = L2(ωEk) = L2(ωFk) and L2(ωBk) =
L2(ωCk) = L2(ωDk) for every k ≥ 0, we conclude that
∞∑
k=0
(
L2(ωFk+L2(ωBk)
)
=
∞∑
k=0
(
L2(ωEk+L2(ωCk)
)
=
∞∑
k=0
(
L2(ωAk+L2(ωDk)
)
=
L2(Ω)
3
=
pi
3
R2.
We are left with the proof of point 4), that is, u ∈W 1,p(Ω,R2) with 1 ≤ p <∞. We only
have to show that ∇u ∈ Lp(Ω,M2×2) with 1 ≤ p < ∞. Componentwise, we have to show
that ∇uij ∈ Lp(Ω) with i, j = 1, 2. For (x, y) ∈ ωk we have
|∇uij(x, y)|p ≤ 2p−1
(|∇usym,ij(x, y)|p + |∇uskew,ij(x, y)|p).
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Notice that by (3.30)-(3.35) ∇usym,ij ∈ L∞(Ω) for i, j = 1, 2. Therefore, to obtain the claim
we only have to show that ∇uskew,ij is in Lp(Ω) with 1 ≤ p <∞. Of course, it is enough to
consider the case i 6= j. By Beppo Levi theorem on monotone convergence we have∫
Ω
|(∇uskew)ij |pdxdy =
∫
Ω
∞∑
k=0
|(∇uskew)ij |pχωk(x, y) dxdy =
lim
N→∞
N∑
k=0
∫
Ω
|(∇uskew)ij |pχωk(x, y) dxdy = lim
N→∞
N∑
k=1
∫
Ω
|(∇uskew)ij |pχωk(x, y) dxdy + const.,
where the characteristic function χωk is equal to 1 on ωk and 0 in Ω\ωk. For k ≥ 1, in view
of (3.30)-(3.35), we can write
c21k
2χωk(x, y) ≤ |(∇uskew)ij |2χωk(x, y) ≤ c22k2χωk(x, y). (3.37)
Here c1 and c2 are two (positive) real numbers that do not depend on k. Therefore we have
lim
N→∞
N∑
k=1
∫
Ω
|(∇uskew)ij |pχωk(x, y) dxdy ≤ lim
N→∞
N∑
k=1
∫
Ω
cp2k
pχωk(x, y) dxdy. (3.38)
To conclude it is enough to estimate the right hand side in (3.38). Recalling (3.4) we can
write
lim
N→∞
cp2
N∑
k=1
∫
Ω
kpχωk(x, y) dxdy = lim
N→∞
3 cp2
N∑
k=1
(∫
ωAk
kp dxdy +
∫
ωBk
kp dxdy
)
=
lim
N→∞
3 cp2L
2
N∑
k=1
(
t4ktkp + t4kt−1kp
)
. (3.39)
Since t = tan(pi/12) < 1 this series converges for 1 ≤ p <∞. 
Remark 2. Notice that from point 4) of Theorem 1 it automatically follows by the Sobolev
imbedding [4, Thm. 6.1-3] that u ∈ C0,r(Ω,R2) ∩ C(Ω,R2), where C0,r(Ω,R2) is the space
of Ho¨lder continuous functions with 0 < r < 1. However, notice that our proof of point 4)
implicitly makes use of the fact that u does not jump across the interfaces, which follows
from 1). Moreover, our proof of 1) has the advantage of actually determining the value of
the map u in the origin.
Interestingly, from Point 4) of Theorem 1 we conclude that u is not Lipschitz continuous
in Ω. To verify this, observe that by Eq. (3.37) we can not find an uniform bound for ∇uskew
in Ω. This is a relevant difference with respect to the theory of simple laminates [1], [11],
[3] in which solutions of differential inclusions are usually sought in the space of piecewise
affine amps. However, given any positive δ, u is Lipschitz continuous over the smaller set
Ω\Bδ(0, 0).
4 Discussion
Theorem 1 guarantees the existence of the function u satisfying the properties stated in
points 1-4) of the theorem, but it does not guarantee its uniqueness. The absence of addi-
tional constraints in the model, such as boundary conditions or applied forces, enables the
construction of a different map u still satisfying all the points of the theorem possibly with
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a different geometry. For instance, the definition (3.28) can be modified by adding a rigid
deformation (that is, a map whose gradient is a constant skew-symmetric matrix) and the
new function u still fulfills points 1-4) of Theorem 1. Indeed, let z = (z1, z2, z3) be any vector
in R3 and let
uz(x, y) = u(x, y) +
(
0 z1
−z1 0
)(
x
y
)
+
(
z2
z3
)
, (4.1)
where u is defined in (3.28). Then, uz(x, y) clearly fulfills points 1-4) of Theorem 1. Letting
z = z = (3
√
3
2 , 0, 0), in Fig. 5 we plot the graph of the function uz(x, y) and in Fig. 6 we
plot the level curves of uz. The choice of z is purely for clear representation purposes. From
these figures it becomes clear that the field uz(x, y) is locally piecewise affine (except at each
neighborhood of the origin), and that there is no singularity at the center of the tripole-star
pattern. In particular, it has to be noticed that the displacement uz(x, y) is continuous
across the interfaces. This property is a direct consequence of the geometrical compatibility
condition which has been imposed in the construction of u(x, y). While the construction
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Figure 5: Plot of u(x, y) = (uz1(x, y), uz2(x, y)). LEFT: uz1(x, y). RIGHT: uz2(x, y) (here
for simplicity L==1). The web version of this article contains the above plot figures in color.
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Figure 6: Level curves of uz(x, y) = (uz1(x, y), uz2(x, y)). LEFT: uz1(x, y). RIGHT: uz2(x, y)
(here for simplicity L==1).
of Theorem 1 works for any pair L > 0, ε > 0, it is clear that some limitations have to
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be imposed on L, ε in order that the assumptions of linearized elasticity are fulfilled. Since
u is continuous in Ω, it is straightforward to derive conditions on L, ε that guarantee that
|u| = o(1). In fact, by denoting with u1(x, y) and u2(x, y) the components of u(x, y), we can
estimate
max
(x,y)∈Ω
|u(x, y)| ≤
√[
max
(x,y)∈Ω
|u1(x, y)|
]2
+
[
max
(x,y)∈Ω
|u2(x, y)|
]2
where
max
(x,y)∈Ω
|ui(x, y)| = max
{
max
(x,y)∈Ω
ui(x, y), − min
(x,y)∈Ω
ui(x, y)
}
, i = 1, 2.
As in the proof of Point 1) of Theorem 1, we are left with splitting the computation of the
maximum and the minimum of the components of u over Ω into the evaluation of u1(x, y)
and u2(x, y) on the vertices of the rhomboids:
max
(x,y)∈Ω
ui(x, y) = max
{
ui(xAk , yAk), ui(xBk , yBk), ui(xCk , yCk), ui(xDk , yDk),
ui(xEk , yEk), ui(xFk , yFk), ui(0, 0), k ∈ {0} ∪ N
}
, i = 1, 2,(4.2)
min
(x,y)∈Ω
ui(x, y) = min
{
ui(xAk , yAk), ui(xBk , yBk), ui(xCk , yCk), ui(xDk , yDk),
ui(xEk , yEk), ui(xFk , yFk), ui(0, 0), k ∈ {0} ∪ N
}
, i = 1, 2.(4.3)
Now, by simply plugging the equations of the vertices (3.2) into (3.28) we immediately obtain
that
max
(x,y)∈Ω
ui(x, y) ∝ L. (4.4)
Therefore, if L 1 we have that |u(x, y)| = o(1) for every (x, y) in Ω.
The discussion for the gradient of the displacement is more delicate. The fact that∇uskew
is unbounded in Ω (see Remark 2) has deep consequences on the validity range of our model
in the scenario of linearized elasticity (see [3] Chapter 11). Correctly, such a model holds
under the assumption that |∇u| is small. This poses a requirement on the symmetric and
skew symmetric parts of ∇u that have to be simultaneously small. While by Eq. (2.14)
|∇usym(x, y)| =
√
2 is uniformly bounded at almost every (x, y) in Ω, Eq. (3.37) tells us
that |∇uskew| grows linearly in k over ωk. Therefore for k large enough, the assumptions
of geometrically linearized elasticity fail. Whether replacing the linearized theory with the
full non-linear elasticity model would bring more insight onto the analysis close to the origin
is not clear. Although the full analysis of nested microstructure of the type of Fig.1 in the
more general model of finite elasticity is to date an open question, here we try to address
this point with an example. Consider for instance the point
ξk := (xξk , yξk) =
1
2
(
xBk + xBk+1 , yBk + yBk+1
)
= Lt2k
( 5√
3
− 3, 3− 5√
3
)
which belongs to ωBk and is equally distant from Bk and Bk+1. As k → ∞ the sequence
{ξk} converges to (0, 0) at a rate of t2k. In the case where L ≈ 0.07µm (as can be deduced
from Fig. 1-(a)) we have that, already for k = 2
|ξ2| ∼ 10−2nm
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which is a distance smaller than the crystal lattice parameters. Thus, in order to capture
all the details of the behavior of the system close to the origin, even the use of a full non-
linear elastic model would not be justified. This is where atomistic models would be more
reliable. Nevertheless, the domains obtained for k = 0, 1 and corresponding to the regions
ω0 = ωA ∪ ωB ∪ ωC ∪ ωD ∪ ωE ∪ ωF and ωB1 , ωC1 and ωD1 remain in the range for which
continuum approximations are acceptable. Notice that due to the fast convergence in k,
these regions cover the great majority of our reference domain Ω. Indeed, a straightforward
computation shows that the area of this region corresponds to
L2(ω0) + 3L2(ωB1)
L2(Ω) ≈ 0.999,
thus confirming that the region corresponding to k ≥ 2 is confined in a tiny neighborhood of
the origin.
We want to remark that the domain-length L = 0.07µm reported above represents only
a possible example of an observed microstructure. Due to self-similarity, other tripole-stars
with larger L may well be observed for which higher k-order generations remain in the range
where continuum models are valid.
Finally, we discuss the effect of neglecting the interfacial energy. Computations based on a
model for the triangle-to-centered rectangle transformation with sharp interfaces (A. Ruland,
forthcoming) show that minimizers of the total energy may develop singular gradients also in
the presence of interfacial energy terms. Formation of the self-similar microstructure is not
prevented by an energy penalisation of the interfaces because the line energy contribution
associated with the nesting is negligible. This energy argument thus validates our findings
based on a model with no interface energy contribution.
In summary, we have analyzed a nested martensitic microstructure observed in lead or-
thovanadate and Mg-Cd alloys. In the scenario of linearized elasticity, we have modeled the
microstructure as a three-phase martensitic mixture by showing that geometric compatibility
across the interfaces holds for each interface between the variants making up the hierarchical
microstructure. Continuity of the displacement (Theorem 1, point 1)) rules out irreversible
phenomena such us cracks and cavitations in the model analyzed in this article. This work
also offers an analytical counterpart to the numerical work of Ref. [12]. The approach
adopted in Ref. [12] is strain-based, in that the minimization problem is written in terms of
strain components (rather than on the displacement map u) and geometric compatibility is
imposed through a partial differential equation relating the strain components. Thus, the
properties of u are not investigated. In Theorem 1, we have proved that geometric compati-
bility is not only achieved globally in the domain but also close to the origin. We have also
shown that the map u, which realizes the microstructure, is smooth.
One of the main contributions of this paper is the precise estimation for the growth rate
of the gradient of the displacement and on the computation of the geometry of the domains
close to the singularity. The unboundedness of the gradient of the displacement is an intrinsic
aspect of the analyzed system. While no continuum model, either in non-linear or geometri-
cally linearized elasticity, is appropriate to exactly describe the singularity, we provide precise
quantitative information on the scaling law of the self-similar structure and estimate the size
of the region where a linearized model becomes inconsistent. Remarkably, the geometry of
the microstructure we compute corresponds to the one observed experimentally and to the
ones computed numerically with a good level of approximation (see Fig. 1).
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Whether the results of this paper can be extended to treat more general situations be-
longing to the large set of non-periodic microstructures and, possibly fractals, is an intriguing
question. This will be considered in a forthcoming paper. However, we have addressed one
of the most challenging mathematical aspects associated with this question. Nesting of mi-
crostructure close to a singleton may turn into an increasing gradient of the displacement.
Although in the current situation this results in loss of regularity of u which fails to be Lip-
schitz in Ω), it is not clear if the approach described in this paper may be applied to more
general situations. Thus, a more general theory of nested martensitic microstructure requires
treatment of geometric compatibility in the presence of potential point defects. Domains with
singularities may be seen as special cases of non-simply-connected sets and therefore would
require the types of techniques developed in Ref. [13] (see also [2, Chapter 2]).
Acknowledgments
We acknowledge support from the Department of Energy National Nuclear Security Ad-
ministration under Award Number DE-FC52-08NA28613. P.C. is grateful to Los Alamos
National Laboratory for its kind hospitality. P.C. was partially supported by the European
Research Council under the European Union’s Seventh Framework Programme (FP7/2007-
2013) - ERC grant agreement N. 291053. Part of this work has been written when P.C.
was a postdoctoral student at California Institute of Technology. The authors are grateful
with Kaushik Bhattacharya, Richard James and Angkana Ruland for several discussions at
various stages of the work.
References
[1] J.M. Ball, R.D. James, 1987. Fine phase mixtures as minimizers of energy. Arch. Rat.
Mech. Anal., 100, 13-52.
[2] J.R. Barber, 2002. Elasticity. Kluwer, Dordrecht.
[3] K. Bhattacharya, 2003. Microstructure of martensite. Oxford University Press.
[4] P.G. Ciarlet, 1988. Mathematical elasticity Vol.1. Elsevier Science Publishers B.V.
[5] S. H. Curnoe, A. E. Jacobs, 2001. Phys Rev B 63, 094110.
[6] A.E. Jacobs, S.H. Curnoe, R.C. Desai, 2004. Landau Theory of domain patterns in
ferroelastic. Mater. Trans. 45, 1054-1059.
[7] A. G. Khachaturyan, 1983. Theory of structural transformations in solids. John Wiley
and Sons, NY.
[8] Y. Kitano, K. Kifune, 1991. HREM study of disclinations in MgCd ordered alloy. Ultra-
microscopy 39, 279-286.
[9] T. Lookman, S.R. Shenoy, K. O. Rasmussen, A. Saxena, A.R. Bishop, 2003. Ferroelastic
dynamics and strain compatibility. Phys. Rev. B 67.
[10] C. Manolikas, S. Amelinckx, 1980. Phase transitions in ferroelastic lead orthovanadate
as observed by means of electron microscopy and electron diffraction. Phys. Stat. Sol.
(a) 60, 607-617.
25
[11] S. Mu¨ller, 1999. Variational methods for microstructure and phase transitions, in: Proc.
C.I.M.E. summer school “Calculus of variation and geometric evolution problems”, Ce-
traro 1996, (F. Bethuel, G. Huisken, S. Mu¨ller, K. Steffen, S. Hildebrandt, M. Stru¨we
eds.), Springer LNM vol. 1713.
[12] M. Porta, T. Lookman, 2013. Heterogeneity and phase transformation in materials:
energy minimization, iterative methods and geometric nonlinearity. Acta Materialia,
Volume 61, Issue 14, Pages 5311-5340.
[13] A. Yavari, 2013. Compatibility equations of nonlinear elasticity for non-simply connected
bodies. Arch. Rat. Mech. Anal., 209, 237-253.
26
