Abstract-In this paper, we propose a fast and optimal solution for block motion estimation based on an adaptive multilevel successive elimination algorithm. This algorithm is accomplished by applying a modified multilevel successive elimination algorithm (SEA) with the elimination order determined by the sum of the gradient magnitudes of each subblock and the elimination process terminated by comparing the above sum with a threshold. In addition a fast approximate motion estimation method and the accumulated distortion scheme are employed to make the proposed algorithm even more efficiently. Experimental results show that the proposed adaptive multilevel successive elimination strategy (AdaMSEA) algorithm significantly outperforms other previous optimal motion estimation algorithms, including SEA, MSEA, and FGSE on a wide variety of video sequences. Finally, we modify the proposed AdaMSEA to an approximate motion estimation algorithm to achieve very fast computational speed, and the experimental results show superior performance of this approximate algorithm over some fast motion estimation algorithms.
I. INTRODUCTION

M
OTION estimation (ME) has been widely used in many video applications, such as video tracking, video segmentation, and video compression. Many block-based ME algorithms have been proposed in the past. All of these blockbased motion estimation algorithms are developed for finding the block with smallest matching error, which can mostly reduce the temporal redundancy in the current target block.
In terms of block distortion measure, the sum of absolute difference (SAD) is commonly used in video compression. It is defined as follows: (1) where the block size is , is the motion vector, and and denote the current image and reference image, respectively.
Most of the previous motion estimation methods can be roughly categorized into two categories. The first category adopts some predefined search patterns to search for the candidate motion vectors based on the distortions of the potential candidates [1] - [3] . The other category consists of optimal motion estimation methods, which can find the globally optimal motion vector in a bounded region. The successive elimination based algorithms [4] - [7] provide the optimal ME solution, which is the same as that of full search (FS), but with less operation by checking the block sum difference to eliminate impossible candidates as early as possible to reduce the computational cost.
In this paper, we propose a fast optimal motion estimation algorithm based on an adaptive multilevel SEA procedure. The multilevel SEA is modified with the elimination order determined by the sum of the gradient magnitudes of each subblock as well as a thresholding process. The rest of this paper is organized as follows. We review some well-known previous works in Section II. Then, we present the proposed method that performs the adaptive partition order with successive elimination scheme in Section III. Some experimental results with comparisons to previous methods are given in Section IV. Finally, we conclude this paper in Section V.
II. REVIEW OF PREVIOUS SUCCESSIVE ELIMINATION METHODS
The successive elimination algorithm (SEA) [4] used an upper bound for a block sum difference as the criterion to eliminate impossible candidate blocks to reduce the computation of motion estimation. Suppose is the current optimal motion vector in the previous search process, and the corresponding SAD value is denoted by . According to the inequality , where , it can be easily shown that the following relation holds: (2) where and represent the image intensity sums of the current block and the reference block, respectively. From inequality (2), we can conclude that a candidate block corresponding to the motion vector can not be a better-matching block if . If is less than , then and is replaced by and , respectively. The boundary value can be treated as the elimination criterion. For each candidate block, we can repeat this procedure to prune out a large portion of candidates. At the end, we can still find the best motion vector.
The drawback of SEA is that the difference of block sums is not close enough to the true SAD. Gao et al. extended the SEA to a multilevel successive elimination strategy (MSEA) [6] [7] proposed the FGSE algorithm that further extended the MSEA in a more delicate way since the gaps of boundary value between two adjacent boundary levels in MSE are still large. A block of size is first partitioned into four subblocks of size . Further, each of these four subblocks is partitioned one by one into another four subblocks of size . Based on the inequality , larger and larger boundary values can be generated by repeating the partitioning process. For the case when , the total number of partition levels is 85. Thus, FGSE has more chance to prune out non-optimal candidates than MSEA before calculating the SAD. The partition order of FGSE is based on the sum of gradient magnitudes of subblocks. FGSE first partitions the subblock with highest sum of gradient magnitudes, and then sequentially partitions the current subblocks in the order of their corresponding gradient energy values. It should be noticed, for FGSE, subblocks of smaller sizes will not be partitioned into four subblocks until all the other larger subblocks already have been partitioned.
The extended SEA (ESEA) [8] reused the boundary value of lowest level in the calculation of SAD. Let be the difference of pixels between the current and reference macroblocks, denoted by and , respectively. The SAD and boundary value can be rewritten as and , respectively. According to the above two equations, we can derive the following equation
. Note that is the summation of whose value of . In addition, Ahn [9] proposed the extended MSEA (EMSEA) method by applying the scheme of ESEA on MSEA. EMSEA can reuse In reply to: the calculation of at any level as . Let , then is given by (3) III. ADAPTIVE MULTILEVEL SUCCESSIVE ELIMINATION FGSE partitions the blocks in a fine way according to their gradient energy values and then eliminates the candidate blocks based on the partition order. It is disadvantageous to apply FGSE on a block of homogeneous area to eliminate candidate blocks. This means the distortion produced by small subblocks within homogeneous area increases slowly. Thus, the partitioning within homogeneous area has less chance to reject non-optimal candidate blocks. However, they increase operation counts for measuring the distortion. These unnecessary operations should be avoided. To overcome the disadvantages of previous SEA-based method, we proposed an adaptive MSEA (AdaMSEA) and describe the details of our algorithm in the following.
The blocks with large variance normally contain more details. This means the block sum cannot present the details of block, so partitioning a block with larger variance may produce a larger increase in the boundary value. Consequently, in order to obtain a tighter bound in the early stage, it is reasonable to partition the blocks with large variances into subblocks first. For simplicity, we determine the block elimination order from the sum of horizontal gradient magnitudes (as shown in (4) instead of the variances). For each macroblock, we determine the elimination order by the distribution of gradient magnitude of the current macroblock. The block with largest sum of gradient magnitudes is divided for checking first. It should be noted that a block will not be further partitioned into 2 2 subblocks if its sum of gradient magnitudes is less than a given threshold (4) Fig. 1 depicts an example of the elimination order determined by the sum of gradient magnitudes. In each step of block division, we select the block with the largest sum of gradient magnitudes and then divide it into four subblocks. When one subblock is homogeneous and contains small details, it may not be effective to further divide it. So if the sum of the gradient magnitudes of one block is less then a given threshold then this block will not be divided further. Thus, depending on the local features of the macroblocks, the total numbers of partition levels are different. In our implementation, we use a queue to record the elimination order. The algorithm of determining the elimination order is given in Algorithm 1. Algorithm 2 gives the procedure of our proposed fast motion estimation algorithm. 3.Check the four subblocks and push each subblock into the queue if its sum of gradient magnitudes is greater than a given threshold .
UNTIL the queue is empty
End FOR
Furthermore, the proposed AdaMSEA can be easily modified to a more efficient approximate motion estimation algorithm by simply skipping the final step in Algorithm 2, i.e., skipping the calculation of the accumulated SAD in Step 4, and replacing by the final value of .
Algorithm 2: The proposed fast motion estimation algorithm for a macroblock Determine the elimination order by the Algorithm 1.
For each candidates do
Step 1: Calculate (current MB, Predicted MB) Fig. 1 . Example of the elimination order at the 8th frame in the Football sequence. The order is determined by the sum of gradient magnitude of the subblocks with the threshold T = 100.
Step 2: Reject the candidates if .
Step 3: Repeat 1. Retrieve the level from the queue 2. Calculate the of retrieval level .
Reject it if the value of .
Until the queue is empty.
Step 4:
1. If the candidate passes all criterion of all levels 2. Calculate (the passed candidate, current MB).
If update with .
End For
IV. EXPERIMENTAL RESULTS
In the proposed algorithm, we need the sum of gradient magnitude to determine the elimination order and the block sum to calculate the boundary value at different level. In our implementation we used the approach of BSPA [5] to build two block sum pyramids for the intensity image and the gradient map, respectively, to efficiently compute sums of square regions of different sizes in the image or gradient map. The image pyramid is used in the elimination process to compute the boundary values at different levels and the gradient pyramid is used to calculate the sum of gradient magnitudes in many subblocks to determine the order of elimination. The operations of determining the elimination order, building the frame pyramid, gradient map and gradient pyramid are all included in the operation counts of our algorithm. In our experiments, we use the macroblock size of 16 16 pixels for motion estimation, and the search range is set within pixels for both horizontal and vertical directions. In our experiments, we only applied motion compensation for video compression to focus the comparison on different ME methods. 
A. Performance Evaluation of Proposed AdaMSEA
In this section, we compare the proposed AdaMSEA algorithm with several previous optimal motion estimation algorithms, including FS, SEA, MSEA, and FGSE. The FGSE algorithm evaluated here is the FGSE-1 algorithm in the original paper [7] . All the algorithms included in the comparison were implemented in the raster scan order here. Since all these algorithms provide optimal motion estimation, our comparison is focused on their computational costs. The motion estimation and compensation are performed on Y component of the YUV color space of the first 100 frames for each video sequence. In our experiments, the threshold is set to 100.
To evaluate the computational requirements of different operations for all different algorithms, we compute the total number of addition, subtraction, comparison, absolute and shift operations required in each algorithm for the first 100 frames of the QCIF "carphone" sequences. The results are summarized in Table I . We can see that the proposed AdaMSEA algorithm has less operation count than other previous optimal methods. Although our algorithm requires more comparison and shift operations than the other algorithms, but the absolute operations are significantly reduced. We performed each of these different operations for 1 billion times on a PC with Intel 2.0G CPU, and the absolute, comparison, addition, subtraction, and shift operations took 11.37, 1.68, 1.76, 1.83, and 1.73 s, respectively. Since the absolute operation has no directly mapping instruction in x86 CPU, the execution time required for the absolute operation is much longer than the other operations. Table II tabulates all the experimental results of the total operation counts for applying our proposed AdaMSEA with the other optimal motion estimation algorithms on four different video sequences. The total operation count is the sum of all addition, subtraction, absolute, comparison, and shift operations required in each motion estimation method. From the experimental results, we can see that the proposed AdaMSEA algorithm consistently outperforms the other optimal motion estimation techniques for experiments on different video sequences. 
B. Extended AdaMSEA
In the previous successive elimination methods when the predicted motion vector is close to the best motion vector, we can get a smaller initial upper bound that will cause less search positions in the successive elimination approach. Applying a fast approximate motion estimation technique to obtain a good motion vector as the predicted motion vector can further reduce the computational complexity, especially when the sequence contains complicated motions. Table III shows the results of applying the AdaMSEA in conjunction with the fast motion estimation algorithm, ARPS-2 [10] , for providing an initial predicted motion vector on five sequences. We can see that there is noticeable improvement for the video sequences that involves fast motions, such as the football sequence
The MSEA does not use the boundary value computed in the previous level. It computes the boundary values independently at different levels. We can further improve it by employing the accumulated distortion scheme that was originally proposed in [8] and [9] .
In the ESEA [8] , a scheme was proposed to reuse the boundary value of level 0 in SAD calculation. Later, the EMSEA [9] extended this scheme based on the MSEA so that it can reuse the boundary value at level to calculate the boundary value at level . Since our subblock partitioning is different from MSEA, we modified this scheme [9] for the subblock partition in the proposed AdaMSEA. When we partition the subblock (at level ) into four subblocks (at level ), the corresponding differences of these subblocks are denoted by and , respectively. Thus, the boundary value can be updated by , and the calculation of is similar to that in [9] .
The improved version of the proposed method, named AdaMSEA-2, consists of two modifications to the original AdaMSEA. The first modification is to apply the fast motion estimation algorithm [10] to obtain a good initial predicted motion vector. The second modification is to employ the boundary value update scheme [9] to reduce the operations in the elimination process. The computational cost of using AdaMSEA-2 on several different sequences is shown with other methods in Tables I and II. 
C. Computational Cost With Different Threshold T
Us In Section IV-A, we evaluated the proposed AdaMSEA by a given threshold . Fig. 2 shows the results of applying the proposed AdaMSEA on the foreman (CIF) sequence with different thresholds. It is difficult to determine an optimal threshold for all different video sequences. In fact, the selection of the optimal threshold should be adaptive to the input video. 
D. Extension to Approximate Motion Estimation
Furthermore, the proposed AdaMSEA can be easily modified to a more efficient approximate motion estimation algorithm by simply skipping the final accumulated SAD computation. We experiment on the effect of varying the threshold to the peak signal-to-noise ratio (PSNR_ value and the total operation count per macroblock. The performance of this approximate motion estimation algorithm is compared to those of the diamond search [1] and ARPS [3] , and the results are shown in Fig. 3 . We can see that this approximate motion estimation algorithm can provide higher PSNR than diamond search and ARPS with the same operation counts. Note that the PSNR differences between the approximate ME methods and the optimal ME ( in the proposed method) method are particularly large because this football sequence contains a lot of fast motions.
V. CONCLUSION
In this paper, a fast and optimal motion estimation algorithm, AdaMSEA, based on modification of MSEA has been proposed. We demonstrate the superior performance of the proposed AdaMSEA to previous optimal motion estimation methods through experiments on video compression. Furthermore, we can extend the proposed algorithm by applying a fast ME method to obtain a good initial motion vector and a tight initial upper bound for the block elimination process that can reduce the computational complexity, especially for video sequences with large motion. Besides, we also combine the accumulated SAD technique to efficiently calculate the boundary values at different levels. Finally, we modified the proposed AdaMSEA to an approximate motion estimation algorithm to achieve faster computation speed by adjusting a threshold to compromise between quality of motion estimation and computational speed.
