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Náplní této bakalářské práce je vytvoření Knihovny kompresních algoritmů pracujících s da-
ty v paměti. V práci je vysvětlen princip komprese a dekomprese jednotlivých metod,
popsané kroky a řešení možných problémů jednotlivých algoritmů a implementace těchto
algoritmů v praxi. V závěru je srovnání výsledků provedených algoritmů s několika stáva-
jícími programy na kompresi dat.
Abstract
The purpose of this bachelor’s thesis is to create the Library of Compression Algorithms
which operates with data in memory. There is explained the principle of compression and
decompression of individual methods, described steps and solutions for potential issues
of individual algorithms and practical implementation of these algorithms. In conclusion
there is the comparison of results of implemented algorithms with some existing programs
for data compression.
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Pri písaní tejto práce boli použité skriptá z predmetu KKO (Kódovaní a komprese dat) [3]
a ďalšia literatúra. Z týchto skrípt vychádzajú najmä kapitoly 1, 5 a čiastočne kapitoly 3
(najmä jej podkapitoly 3.1 a 3.2) a 6.
Kompresia dát (tiež komprimácia dát) je špeciálny postup pri ukladaní dát. Jej úlohou
je zmenšiť dátový tok alebo spotrebu zdrojov pri ukladaní informácii. Kompresia je daná
zvoleným kompresným algoritmom, ktorým sa zo súboru odstraňujú redundantné informá-
cie (kap. 1.1) a zvyšuje sa entropia dát (kap. 1.2).
Táto kapitola obsahuje popis niektorých dôležitých pojmov z oblasti kompresie (kom-
primácie) dát.
1.1 Redundancia
Redundancia (z lat. redundare) vo všeobecnosti znamená informačný alebo funkčný nad-
bytok (napríklad väčšie množstvo informácií, prvkov alebo zariadení, ako je nutné). V in-
formatike sa redundancia niekedy plánovane zvyšuje (napr. pri prenose údajov: parita,
kontrolný súčet), inokedy je naopak cieľom jej zníženie (alebo úplné odstránenie) – práve
pri kompresii dát. Existuje viac typov redundancií.
Abecedná redundancia – frekvencia výskytu istého symbolu v abecede, napríklad v an-
glických textoch sa najčastejšie vyskytuje písmeno E, preto sa mu priradí najkratší kód
s premennou dĺžkou kódového slova (kap. 3.1).
Kontextová redundancia – výskyt istého symbolu je často viazaný na výskyt iného sym-
bolu – napríklad v anglicky písaných textoch za písmenom Q najčastejšie nasleduje písmeno
U. Tento typ redundancie je výrazný u obrazových a zvukových dát.
1.2 Entropia
Entropia [8]. Všetky kompresné metódy vychádzajú zo skutočnosti, že bežne používané
spôsoby reprezentácie dát sú navrhnuté tak, aby umožňovali ľahkú manipuláciu s dátami,
v dôsledku čoho obsahujú mnoho redundancií. Na uloženie dát sa preto používa viac miesta,
ako je potrebné. Nie je známy algoritmus, ktorý by dokázal presné množstvo informácie
v dátach zistiť. Možným spôsobom, ako zistiť mieru informácie, je entropia. Zápis entropie
v nasledujúcom texte je prispôsobený tak, aby bola vyjadrená v bitoch.
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Definícia entropie: Nech sa dáta skladajú z n rôznych prvkov
a1, a2, a3, a4, . . . , an
a tieto prvky sa v dátach vyskytujú s pravdepodobnosťami
P1, P2, P3, P4, . . . , Pn .
Potom množstvo informácie reprezentovanej prvkom ai udáva jeho entropia Ei (v bitoch).
Ei = −Pi log2 Pi
Entropia Ei vyjadruje, akú veľkú informáciu nesie výskyt prvku ai. Čím je pravdepodobnosť
výskytu prvku ai menšia, tým je jeho entropia, a teda aj miera informácie, väčšia. Entropia
javu je tým väčšia, čím je nižšia pravdepodobnosť, že tento jav nastane. Je to prirodzené,
lebo informácia, že jav nastal, je tým významnejšia, čím je výskyt javu redší.
Entropia sa dá definovať ako najnižší počet bitov, potrebných v priemere na reprezen-
táciu symbolu. Entropia dát závisí na jednotlivých pravdepodobnostiach Pi a je najväčšia
v prípade, keď je všetkých n pravdepodobností zhodných. Táto skutočnosť je použitá
k definovaniu redundancie dát R. Tá je definovaná ako rozdiel medzi najväčšou možnou



















Pre úplne komprimované dáta (bez redundancie) platí: log2 n+
n∑
1
Pi log2 Pi = 0.
1.3 Kompresia dát
Kompresia dátových súborov zložených z náhodných hodnôt je prakticky nemožná, pretože
tu nie je redundancia. Základným princípom kompresie založenej na znížení redundancie
je priradiť častým výskytom symbolov (fráz) krátke kódy a málo častým výskytom dlhé
kódy. V kompresných algoritmoch sa to dosahuje napríklad vytváraním stromu (kap. 3),
vytváraním slovníka (kap. 6), posúvaním okna po dátach (kap. 5), vytváraním tabuľky frek-
vencií výskytov jednotlivých symbolov (kap. 4) a ďalšími metódami, prípadne kombináciou
viacerých metód.
Vo všeobecnosti neexistuje algoritmus, ktorý by dokázal každý súbor skomprimovať na
menší než pôvodný. Ilustruje to nasledujúci príklad.
Príklad: [3] Ak chceme komprimovať dva rôzne súbory, musia opäť vzniknúť dva rôzne
súbory. Inak by spätná dekompresia nebola možná. Chceme komprimovať súbor veľkosti n
bitov. Existuje teda 2n rôznych súborov s touto veľkosťou. Tieto súbory chceme skompri-
movať na polovičnú veľkosť, teda n/2. Takto však môže vzniknúť len N rôznych súborov,
kde pre N platí:
N = 1 + 2 + 4 + 8 + . . . 2n/2 = 21+n/2 − 1 ≈ 21+n/2
N je omnoho menšie ako 2n, teda nie je splnený predpoklad, že po skomprimovaní m
rôznych súborov vznikne nových m rôznych súborov. Teda neexistuje algoritmus, ktorý
každý vstupný súbor zmenší na polovičnú veľkosť.
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Za predpokladu náhodných hodnôt v súboroch je kompresia mizivá, pretože náhodné
dáta majú malú redundanciu. Z tohto dôvodu univerzálna kompresná metóda neexistuje.
Kompresný algoritmus musí skúmať dáta, vyhľadávať v nich redundanciu a snažiť sa ju
odstrániť. Kompresné metódy sú teda dátovo závislé a líšia sa podľa typu dát, ktoré
komprimujú.
Neadaptívna kompresia – fixná metóda, ktorá nemení svoj výpočtový postup. Je navr-
hnutá pre určitý typ dát, napríklad fax.
Adaptívna kompresia – metóda skúma vstupné dáta a na základe ich analýzy prispôso-
buje svoje operácie.
Bezstratová kompresia – po dekomprimovaní dostávame pôvodný dátový tok. Používa
sa napríklad na kompresiu textu, kde je strata informácií neprípustná. Bolo by chybou ak
by z vety ”Do not send money.“ vznikla veta ”Do now send money.“ [7].
Stratová kompresia – dosahuje väčší kompresný pomer, avšak za cenu straty istých in-
formácií. Po dekompresii dát nedostaneme pôvodný dátový tok. Takáto kompresia je
využívaná pri komprimovaní obrázkov, videa, zvuku. Ak je strata informácií malá, človek
nespozná rozdiel.
Perceptívna kompresia je stratová kompresia, ktorá využíva určité špecifické vlastnosti
dát. Odstraňuje dáta, ktorých neprítomnosť človek nespozná. Využíva znalosti o ľudskom
vnímaní zvuku a obrazu, teda psychoakustickú a psychovizuálnu percepciu (napr. človek
nepočuje určité frekvencie zvuku, ľudský zrak je najmenej citlivý na modrú farbu). Per-
ceptívny kóder môže pracovať s konštantným kompresným pomerom, čo môže byť užitočné
v prípade, keď sa požaduje prenos konštantnou bitovou rýchlosťou. Kompromisným rieše-
ním môže byť premenná subjektívna kvalita – ťažko komprimovateľné úseky dát sa môžu
prenášať s menšou mierou kompresie a ľahko komprimovateľné úseky s väčšou.
Symetrická kompresia – kompresor aj dekompresor využívajú v princípe rovnaký algorit-
mus, ale pracujú v ”inverznom“ režime. To je výhodné, keď sa komprimuje a dekomprimuje
rovnaký počet súborov.
Asymetrická kompresia – buď kompresor alebo dekompresor pracuje výrazne dlhšie. To
však nemusí byť považované za nežiadúce. Napríklad v prípade, kedy sa komprimuje má-
lo a dekomprimuje často, môže byť kompresor pomalší. Mnoho moderných kompresných
metód je asymetrických.
Univerzálna kompresná metóda je taká, kde kompresor a dekompresor nevyužívajú šta-
tistiky vstupného toku. Univerzálna metóda je optimálna, ak má kompresor kompresné
parametre, ktoré sa asymptoticky blížia k entropii dlhého vstupného toku.
Väčšina kompresných metód pracuje v prúdovom režime, kedy kompresor berie postupne
bajt, alebo niekoľko bajtov, tie spracuje, a takto postupuje až na koniec súboru. Niektoré
metódy však pracujú v blokovom režime, kedy sa vstupný tok číta po blokoch a každý blok
sa komprimuje oddelene. Veľkosť bloku musí byť nastaviteľný parameter, pretože sa tým
môže výrazne ovplyvniť účinnosť metódy.





Hodnota 0,57 znamená, že dáta po kompresii zaberajú iba 57% pôvodného objemu (veľkos-
ti). Hodnota väčšia ako 1 znamená negatívnu kompresiu (expanziu).
Bitová rýchlosť (bitrate). Kompresný pomer sa môže popísať veličinou bpb (bit per
bit), ktorá udáva, koľko výstupných bitov je potrebných na popis jedného vstupného. Pri
kompresii obrazu sa používa veličina bpp (bits per pixel). Pri kompresii textu je to veličina
bpc (bits per character). Bitová rýchlosť je obecný termín pre bpb a bpc.
Bitová réžia (bit budget) popisuje funkciu jednotlivých bitov komprimovaného toku.
Napríklad v komprimovanom toku môže byť 90% bitov použitých na zakódovanie vstupného
toku a zvyšných 10% môže popisovať isté tabuľky (kap. 3.2.1, 4.3.1). Bitová réžia tohto toku
je teda 10%.




V tomto prípade hodnoty väčšie než 1 znamenajú kompresiu a hodnoty menšie ako 1 expan-
ziu. Čím je kompresný faktor väčší, tým lepšia je kompresia.
Táto bakalárska práca sa zaoberá bezstratovými kompresnými metódami určenými na
všeobecné použitie, konkrétne RLE kódovaním (kap. 2), adaptívnym Huffmanovým kódo-




Run Length Encoding (RLE)
Run Length Encoding (RLE) je veľmi jednoduchý kompresný algoritmus založený na počí-
taní výskytu rovnakých symbolov (bajtov) nasledujúcich bezprostredne po sebe. Je vhodný
iba pre určitý formát dát, často sa používa pri kompresii obrazu (najlepšie výsledky dosa-
huje, ak obraz obsahuje veľké jednofarebné bloky). Na kompresiu textových súborov nie je
moc vhodný, pretože v štandardnom texte nie je veľa opakovaní, existuje veľa dvojíc (najmä
v anglickom texte), ale trojice sú vzácne [3].
2.1 Princíp RLE
Algoritmus RLE je založený na myšlienke nahradenia sledu rovnakých informácii (dát) iba
jediným výskytom tejto informácie a počítadlom opakovaní. Počítadlo udáva, koľkorkát sa
daná informácia ešte opakuje. Napríklad reťazec AAAABBB sa dá zapísať ako A3 B2 , kde čísla
udávajú, koľkokrát sa daný symbol ešte opakuje. Tento koncept je však problematický. Pri
reťazci AAAABBB vykazuje dobrú kompresiu, avšak reťazec CD by sa zakódoval ako C0 D0 ,
čiže by výrazne expandoval, čo je nežiaduce.
Riešením je trochu zložitejší a inteligentnejší postup – ak sa symbol vyskytuje iba raz, ne-
má zmysel udávať počet nasledujúcich opakovaní tohto symbolu. Teda reťazec AAABCCCC by
sa mohol zakódovať ako A2 BC3 . Tu však vzniká ďalší problém – ako rozpoznať, ktorý sym-
bol reprezentuje počet opakovaní a ktorý je súčasťou pôvodných dát. Istým východiskom
by mohlo byť pred počet opakovaní pridať nejaký špeciálny znak, napr. #, teda zakódovaný
reťazec bude mať tvar A#2 BC#3 . Takéto riešenie však nevyhovuje, pretože by sa obmedzila
množina vstupných znakov a narástla by dĺžka komprimovaných (zakódovaných) dát.
Najvhodnejšie sa javí ukladať počet opakovaní iba vtedy, ak sa vo vstupných dátach ob-
javia aspoň dva rovnaké znaky nasledujúce bezprostredne po sebe. Reťazec AAAA sa potom
zakóduje ako AA2 . V tomto prípade je len jeden možný výskyt expanzie dát pri kompri-
mácii, a to vtedy, ak sa komprimujú práve dva rovnaké znaky – reťazec BB sa zakóduje ako
BB0 . Reťazec AAAABBCDEEE po kompresii bude vyzerať ako AA2 BB0 CDEE1 . To poukazuje
na fakt, že použitie RLE je vhodné len v prípadoch dlhých sledov rovnakých symbolov vo
vstupných dátach.
2.2 RLE enkóder
Implementácia enkódera (komresora) je pomerne jednoduchá. Porovnáva vždy 2 naposledy
načítané bajty, ak sú rovnaké, tak ich zapíše na výstup, spočíta počet nasledujúcich rov-
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nakých bajtov a tento počet zapíše na výstup. Následne načíta ďalšie 2 bajty. Ak nie sú
rovnaké, zapíše na výstup prvý z nich (predposledný načítaný), druhý posunie na pozíciu
prvého a načíta ďalší bajt zo vstupu. Toto sa opakuje, kým sa nespracuje celý vstupný tok.
Pre počítadlo opakovaní je určený jeden bajt, čo znamená, že môže nadobúdať hodnoty
od 0 do 255. Reťazec zložený z 350 znakov A sa kvôli tomuto obmedzeniu zakóduje ako
AA255 AA91 (hexadecimálny zápis tohto zakódovaného reťazca by bol 41 41 FF 41 41 5B).
Algoritmus nemusí nutne pracovať s ”jednotkou“ veľkou 1 bajt (8 bitov), dá sa upraviť
aj tak, aby za jednu ”jednotku“ považoval ľubovoľný vhodný počet bitov.
Algoritmus 2.1: RLE enkóder
first← načítaj symbol;
while ešte neboli načítané všetky symboly do
second← načítaj symbol;
if first = second then










Algoritmus 2.1 obsahuje pseudokód RLE enkódera. V reálnej implementácii je nutné
po načítaní všetkých symbolov spraviť ešte jednu iteráciu cyklu. V prípade, ak posledné
dva načítané bajty nie sú rovnaké, toto zabezpečí zapísanie posledného načítaného bajtu
na výstup.
2.3 RLE dekóder
Dekóder (dekomresor) pracuje na podobnom princípe ako enkóder, porovnáva posledné dva
načítané bajty.
Ak sú rovnaké, zapíše posledný načítaný bajt na výstup a vie, že nasledujúci bajt zo
vstupu nesie informáciu, koľkokrát treba tento bajt ešte zapísať. Po tomto zapísaní načíta
zo vstupu ďalší bajt a hneď ho zapíše ho na výstup.
Ak nie sú posledné dva načítané bajty (symboly) rovnaké, zapíše naposledy načítaný
bajt na výstup a načíta ďalší.
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Algoritmus 2.2: RLE dekóder
first← načítaj symbol;
zapíš first;
while ešte neboli dekódované všetky symboly do
second← načítaj symbol;
if first = second then
zapíš second;
counter ← načítaj počet nasledujúcich rovnakých symbolov;












Huffmanovo kódovanie je všeobecne jedna z najpoužívanejších metód kompresie dát. Je
základom viacerých kompresných programov. Od roku 1952, kedy túto metódu vytvoril
David A. Huffman, je predmetom intenzívneho výskumu v oblasti kompresie dát [6]. Huff-
manovo kódovanie je metóda založená na priradení kódov s premennou dĺžkou jednotlivým
symbolom vstupného dátového toku. Táto práca sa zaoberá adaptívnym Huffmanovým
kódovaním. Pred jeho popisom je vhodné oboznámiť sa s princípom neadaptívneho Huff-
manovho kódovania a s kódmi s premennou dĺžkou.
3.1 Kódy s premennou dĺžkou
Kód s premennou dĺžkou priraďuje jednotlivým symbolom rôzne dlhé kódy (kódy s rôznym
počtom bitov) podľa toho, ako často sa symboly vyskytujú vo vstupnom toku.
Ako príklad [6, 3] zoberme 4 symboly a1, a2, a3, a4. Ak sa tieto symboly vyskytujú v na-
šich dátach s rovnakými pravdepodobnosťami (25% = 0,25), potom entropia dát (kap. 1.2)
je −4(0,25 log2 0,25)= 2. Číslo 2 udáva v priemere najmenší počet bitov potrebných v tomto
prípade. Našim štyrom symbolom môžeme jednoducho priradiť štyri 2-bitvé kódové kombi-
nácie 00, 01, 10 a 11. Pretože pravdepodobnosti výskytu symbolov sú zhodné, redundancia
(kap. 1.1) je nulová a dáta sa nedajú stlačiť (zmenšiť) pod 2 bity na symbol.
Ďalej uvažujme prípad [6, 3], kedy sa naše štyri symboly vyskytujú v dátach s rôznymi
pravdepodobnosťami podľa tabuľky 3.1.
Symbol Pravdepodobnosť Kód 1 Kód 2
a1 0,49 1 1
a2 0,25 01 01
a3 0,25 010 000
a4 0,01 001 001
Tabuľka 3.1: Kódy s premennou dĺžkou.
V tomto prípade majú dáta entropiu −(0,49 log2 0,49 + 0,25 log2 0,25 + 0,25 log2 0,25
+ 0,01 log2 0,01) ≈ −(−0.5 − 0.5 − 0.5 − 0.07) = 1,57. Najmenší priemerný počet bitov
potrebných na reprezentáciu symbolov teda klesol na 1,57 bitu na symbol.
Keď pridelíme symbolom z tabuľky 3.1 2-bitové kombinácie 00, 01, 10, 11, redundancia
bude R = 1,57 + log2 4 = 0,43. Je teda vhodnejšie prideliť symbolom kódy s premennou
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dĺžkou. Kódy v tabuľke 3.1 sú navrhnuté tak, že najčastejšie sa opakujúci symbol (sym-
bol s najväčšou pravdepodobnosťou výskytu) a1 má pridelený najkratší kód. Pri dlhých
dátových reťazcoch zakódovaných Kódom 1 z tabuľky 3.1 je stredná veľkosť (počet bitov
na symbol) 1×0,49 + 2×0,25 + 3×0,25 + 3×0,01 = 1,77, čo je blízko k minimu. (Strednú
veľkosť sme vypočítali ako
∑n
1 [počet bitov na symbol ai × pravdep. výskytu symbolu ai].)
Redundancia je v tomto prípade R = 1,77 − 1,57 = 0,2 bitu na symbol.
Zoberme si reťazec 20 symbolov a1a3a2a1a3a3a4a2a1a1a2a2a1a1a3a1a1a2a3a1, kde sa
štyri základné symboly vyskytujú s približne rovnakými frekvenciami ako v tabuľke 3.1.
Zakódovanie tohto reťazca pomocou Kódu 1 dá 37 bitov:
1|010|01|1|010|010|001|01|1|1|01|01|1|1|010|1|1|01|010|1
(bez kolmých čiar). Použitie 37 bitov na zakódovanie 20 symbolov dá strednú veľkosť 1,85
bitu na symbol, teda blízko k vypočítanej priemernej veľkosti. (Treba si uvedomiť, že tento
príklad je krátky. Na získanie výsledkov blížiacich sa k teoreticky možným je potrebné
použiť vstupný tok aspoň s niekoľko tisíc symbolmi.)
Keď sa pokúsime uvedený reťazec dekódovať, ukáže sa, že Kód 1 je zlý. Prvý bit je
1, a pretože tento kód má priradený len symbol a1, musí byť a1 prvým symbolom. Ďalší
bit je 0, ale všetky kódy symbolov a2, a3, a4 začínajú 0, takže dekóder musí načítať ďalší
bit. To je 1, ale kódy oboch symbolov a2 aj a3 začínajú 01. Dekóder nevie, či má reťazec
dekódovať ako 1|010|01 . . . čo je a1a3a2 . . . , alebo ako 1|01|001 . . . čo je a1a2a4 . . . . Kód
je nejednoznačný. Naopak, Kód 2, ktorý má rovnakú dĺžku ako Kód 1, sa dá dekódovať
jednoznačne.
Vlastnosť Kódu 2, ktorá ho robí lepším ako Kód 1, sa nazýva prefixová vlastnosť. Ak sa
nejaká bitová kombinácia pridelí niektorému symbolu ako jeho kód, táto vlastnosť vyžaduje,
aby žiadny iný kód touto kombináciou nezačínal (kombinácia nesmie byť prefixom žiadneho
iného kódu). Akonáhle sa reťazec ”1“ priradí ako kód a1, žiadny ďalší kód nesmie začínať
1 (tzn. všetky ostatné musia začínať 0). Keď sa 01 priradí ako kód symbolu a2, tak žiadny
iný kód nesmie začínať 01. Preto musia kódy a3 a a4 začínať 00. Prirodzene potom dostanú
kódy 000 a 001.
Návrh kódu s premennou dĺžkou sa riadi dvoma princípmi:
• Prideliť krátke kódy častejším symbolom.
• Rešpektovať prefixovú vlastnosť.
Dodržaním týchto princípov dostaneme krátke a jednoznačné kódy, ale nie určite najlepšie
(najkratšie). K týmto pravidlám ešte potrebujeme algoritmus, ktorý vždy vytvorí sadu
najkratších kódov (s najkratšou strednou dĺžkou). Jediným vstupom do takéhoto algo-
ritmu sú frekvencie (alebo pravdepodobnosti) jednotlivých symbolov. Jedným z takýchto
algoritmov je Huffmanovo kódovanie.
3.2 Huffmanovo kódovanie – neadaptívna metóda
Metóda začína vytvorením zoznamu symbolov v zostupnom poradí ich pravdepodobností.
Potom sa konštruuje strom od listov ku koreňu, a to tak, že zo zoznamu sa vyberú dva
symboly s najnižšou pravdepodobnosťou, vytvorí sa z nich dvojica listov so spoločným
rodičovským uzlom, súčet pravdepodobností tejto dvojice listov sa uloží do rodičovského
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uzla, ktorý nahradí túto dvojicu listov v zozname. Tento postup sa opakuje, až kým zoznam
symbolov nezostane jednoprvkový.
Postup konštrukcie stromu sa najlepšie ilustruje na príklade [3]. Je daných 5 symbolov
a1, a2, a3, a4, a5 s pravdepodobnosťami P1 = 0,4, P2 = 0,2, P3 = 0,2, P4 = 0,1, P5 = 0,1
a tie sa združujú do dvojíc takto:
1. Listom s najmenšou pravdepodobnosťou a4 a a5 sa priradí spoločný rodičovský uzol
a45, ktorého pravdepodobnosť je 0,2. Symbol a45 nahradí symboly a4 a a5 v zozname.
2. Zostanú 4 symboly – a1 s pravdepodobnosťou 0,4 a a2, a3, a45 s pravdepodobnosťami
0,2. Ľubovoľne vyberieme a3 a a45, vytvoríme z nich nový rodičovský uzol a345
(ktorého pravdepodobnosť je 0,4) a symboly a3 a a45 nahradíme v zozname symbolom
a345.
3. Zostávajú tri symboly a1, a2, a345 s pravdepodobnosťami 0,4, 0,2, 0,4. Ľubovoľne
vyberieme a2 a a345, zlúčime ich a nahradíme novým symbolom a2345, ktorého prav-
depodobnosť je 0,6.
4. Nakoniec zlúčime zostávajúce dva symboly a1 a a2345 a nahradíme ich symbolom
a12345 s pravdepodobnosťou 1,0.
Na obrázku 3.1 je hotový strom (s koreňom hore a listami naspodu). Ľavým hranám
boli priradené 0 a pravým 1. Priradenie bitov je ľubovoľné. Kódy jednotlivých symbolov
v strome sú 0, 10, 110, 1110 a 1111. Stredná dĺžka tohto kódu je 1×0,4 + 2×0,2 + 3×0,2 +
4×0,1 + 4×0,1 = 2,2 bitu na symbol. Keďže niektoré rozhodnutia pri tvorbe boli ľubovoľné,




















Obrázok 3.1: Huffmanov strom.
Na obrázku 3.2 je rovnakých 5 symbolov usporiadaných do iného stromu (v druhom kro-
ku ilustračného príkladu boli vybrané symboly a2 a a3). Tým vzniknú odlišné Huffmanove
kódy 00, 10, 11, 010 a 011. Ich stredná dĺžka je 2×0,4 + 2×0,2 + 2×0,2 + 3×0,1 + 3×0,1
= 2,2 bitu na symbol, čo je rovnaké, ako pri strome na obrázku 3.1. Ak je viac možností
vytvoriť Huffmanov strom popísaným postupom, potom výsledné Huffmanove kódy majú























Obrázok 3.2: Huffmanov strom (iná varianta).
3.2.1 Huffmanovo dekódovanie
Pred začatím komprimovania dátového toku musí kóder (kompresor) určiť Huffmanov kód.
Ten určí podľa frekvencií (alebo pravdepodobností) výskytou symbolov. Tieto frekvencie
sa musia zakomponovať do výstupného toku tak, aby bol dekóder (dekompresor) schopný
vytvoriť rovnaký Huffmanov strom ako kóder (kompresor). Stromy sa vytvárajú pomocou
rovnakého algoritmu.
Algoritmus dekódovania je pomerne jednoduchý. Začína sa v koreni stromu a postupne
sa načítavajú bity z komprimovaného dátového toku. Na základe hodnoty práve prečíta-
ného bitu sa určí, ktorou vetvou stromu sa bude ďalej pokračovať, až kým sa nepríde do
niektorého listu. Keď sa dekóder dostane do listu, zapíše do výstupného toku symbol, kto-
rý je v danom liste, presunie sa znovu do koreňa stromu a zase začína proces dekódovania
symbolu.
3.3 Huffmanovo kódovanie – adaptívna metóda
Pri neadaptívnom Huffmanovom kódovaní kóder pozná frekvencie (alebo pravdepodobnos-
ti) výskytu jednotlivých symbolov vo vstupnom toku dát ešte pred samotným začiatkom
kódovania. Podľa nich si vytvorí strom. Avšak tieto frekvencie sú vopred známe len zried-
kakedy. Ak nie sú známe, kóder ich môže zistiť tým, že prečíta vstupné dáta dvakrát.
Pri prvom čítaní sa zistia frekvencie výskytu jednotlivých symbolov a následne sa vytvorí
strom. Pri druhom čítaní prebehne kódovanie dát. Takáto metóda sa nazýva semiadaptív-
na. Čítanie vstupných dát dvakrát je však pomalé. Preto vznikla adaptívna metóda, ktorá
sa používa v praxi. Pri nej je Huffmanov strom vytváraný postupne počas kódovania aj
dekódovania dát.
3.3.1 Princíp adaptívnej metódy
Algoritmus adaptívneho Huffmanovho kódovania začína s prázdnym stromom, ktorý sa
postupne napĺňa prichádzajúcimi symbolmi. Keďže aj dekóder začína dekódovanie s prázd-
nym stromom, algoritmus, ktorý vytvára strom, musí byť rovnaký pre kóder aj dekóder.
Kóder postupne číta symboly zo vstupného toku dát a pridáva ich do stromu, ak tam ešte
nie sú. Ak už je daný symbol v strome, zvýši sa jeho frekvencia výskytu.
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Kóder berie symboly zo vstupného toku a umiestňuje ich do stromu. Odkiaľ ich však
získa dekóder, aby mohol vytvárať rovnaký strom? Jedinou možnosťou je, aby tieto symboly
(ktoré ešte nie sú v strome) umiestňoval kóder do svojho výstupného toku a dekóder bol
schopný ich rozpoznať.
3.3.2 Vytváranie Huffmanovho stromu a kódovanie dát
Pri adaptívnom Huffmanovom kódovaní treba brať do úvahy skutočnosť, že dekóder musí
vedieť prečítať zakódované dáta a vytvárať z nich strom. Ako vyplýva z princípu adaptívnej
metódy, kóder musí nové symboly, ktoré ešte nie sú v strome, zaradiť v nekomprimovanej
podobe do výstupného toku, aby si dekóder vedel vytvoriť strom. Tieto nekomprimované
symboly sa môžu skladať z ľubovoľnej kombinácie 0 a 1, a preto ich treba jednoznačne
odlíšiť od Huffmanových kódov, aby pri dekódovaní nevznikali nejasnosti. Táto podmienka
sa dosiahne tak, že do stromu sa pridá špeciálny list, ktorý nereprezentuje žiadny symbol,
ale tzv. escape kód (escape sekvencia). Tento list sa nazýva NYT (Not Yet Transmitted),
má frekvenciu výskytu 0 a jeho Huffmanov kód je zaradený do výstupného toku tesne
pred nekomprimovaný symbol. Keď dekóder prečíta kód NYT uzla (listu) vie, že za ním
nasleduje nekomprimovaný kód znaku. Úplne prvý prečítaný symbol zo vstupného toku sa
môže rovno zapísať do výstupného toku (bez NYT sekvecie pred ním), avšak dekóder musí
s týmto počítať.
Huffmanov strom sa vyznačuje tým, že listy (frekvencie symbolov) sú usporiadané od
posledného po koreň v neklesajúcom poradí. Po prečítaní symbolu, ktorý už v strome je,
sa zvýši frekvencia príslušného listu (symbolu) o 1. Po tomto zvýšení však môže nastať
situácia, že strom prestane byť Huffmanov a bude ho treba preusporiadať. Týmto preuspo-
riadaním sa zmenia Huffmanové kódy symbolov v strome.
3.3.3 Úpravy stromu
Pre ľahšie vysvetlenie algoritmu a neskoršiu implementáciu očíslujeme uzly v strome. A to
tak, že koreňu (ROOT) priradíme 0 a potom postupne číslujeme uzly v jednotlivých úrov-
niach sprava doľava. Uzly sú v strome usporiadané tak, že čím má uzol (symbol v ňom)
vyššiu frekvenciu výskytu, tým je bližšie ku koreňu stromu. NYT uzol (list) s nulovou
frekvenciou výskytu tak dostane najvyššie číslo. Jednotlivé úpravy stromu budú ukázané
a vysvetlené na nasledujúcom príklade. V obrázkoch sú uzly reprezentované štvorčekmi.
Symbol, ktorý obsahuje daný uzol, je vedľa štvorčeka a frekvencia výskytu tohto symbolu
je vo vnútri. Pod uzlom je napísané jeho číslo. Vetvy smerujúce z uzlu doľava majú kód 0
a vetvy smerujúce doprava kód 1.
Príklad: Adaptívnym Huffmanovým kódovaním budeme komprimovať reťazec abccb. Al-
goritmus začína prázdnym stromom (ktorý obsahuje len koreň – ROOT uzol). Tento strom




Obrázok 3.3: Prázdny strom.
Kóder prečíta prvý znak a a hneď ho pošle do výstupného toku (v nekomprimovanej forme).
Následne zaradí tento symbol do stromu – ku stromu sa pripoja dva nové uzly, jeden pre
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symbol a (1) a jeden pre symbol NYT (2). Pri pridávaní symbolu do stromu vždy vzniknú





Obrázok 3.4: Strom po pridaní prvého symbolu.
Kóder ďalej prečíta druhý znak – b, ktorý sa v strome ešte nenachádza, preto sa do
výstupného toku vloží Huffmanov kód NYT listu (escape sekvencia) a nekomprimovaný
kód tohto znaku. Výstupný tok z kódera bude v túto chvíľu vyzerať takto: a 0 b. Následne
sa znak b vloží do stromu tak, že z aktuálneho NYT uzla (2) vznikne obyčajný uzol v strome,
ktorý bude mať dvoch potomkov – list obsahujúci symbol b a nový NYT list. Koreňovému
uzlu (0) sa zvýši frekvencia o 1, keďže do stromu pribudol nový symbol. Na obrázku 3.5 je








Obrázok 3.5: Stromu po pridaní 2. symbolu.
Zaveďme pojem blok, ako synonymum pre skupinu po sebe nasledujúcich uzlov s rovnakými
frekvenciami. Uzly v bloku majú po sebe nasledujúce čísla. Príkladom bloku sú uzly 1-3
na obrázku 3.5.
Zvyšovanie frekvencií uzlov sa riadi nasledovnými pravidlami:
1. Porovnaj uzol U s frekvenciou f (uzol, ktorému chceme zvýšiť frekvenciu o 1) s jeho
nasledovníkmi v strome (zľava doprava a zdola hore – posúvame sa vždy na uzol,
ktorý má o 1 menšie číslo). Ak má bezprostredný nasledovník frekvenciu väčšiu ako f,
uzly sú usporiadané. V opačnom prípade majú niektorí nasledovníci uzlu U rovnaké
frekvencie ako uzol U. Vtedy sa musí uzol U vymeniť s posledným uzlom (uzlom
s najmenším číslom) v bloku. Je tu však jedna výnimka – uzol sa nesmie meniť so
svojim rodičom!
2. Zvýš frekvenciu f uzla U.
3. Ak je uzol U koreň (ROOT), cyklus končí. Inak sa posuň na rodičovský uzol uzlu U
a opakuj cyklus (s novým uzlom).
Nasledujúci znak, ktorý prečíta kóder, je c. Rovnako, ako pri znaku b, sa pošle znak
c do výstupného toku v nekomprimovanej forme (tiež ešte nie je v strome). Výstupný tok
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bude mať teda teraz tvar: a 0 b 00 c. Ku stromu sa pripoja dva nové uzly (list pre symbol
c s frekvenciou 1, list pre symbol NYT s frekvenciou 0 a zo starého NYT listu (4) vznikne
obyčajný uzol s frekvenciou 1+ 0= 1). Teraz by sa mala zvýšiť frekvencia uzlu 2, avšak
tento uzol je súčasťou bloku, a treba ho vymeniť s uzlom 1 (obrázok 3.6a). Po výmene























Obrázok 3.6: Preusporiadanie stromu po pridaní 3. symbolu.
Ďalším načítaným znakom je znova c. Tento znak už v strome je, čiže zapíšeme jeho
Huffmanov kód do výstupného toku (ktorý bude teraz vyzerať takto: a 0 b 00 c 101) a musí-
me zvýšiť frekvenciu listu 5. Tento list (uzol) je v bloku, čo znamená, že sa vymení s uzlom

























Obrázok 3.7: Zvýšenie frekvencie symbolu c.
Posledným znakom vo vstupnom reťazci je b. Tento znak už v strome je, takže do
výstupného toku sa pošle len jeho aktuálny Huffmanov kód, čo je 11. Následne sa zvýši
frekvencia tomuto symbolu v strome. Pretože daný list (uzol) nie je v bloku, tak ho netreba
meniť. Výsledný strom je znázornený na obrázku 3.8.
Výsledný výstupný tok z kódera je a 0 b 00 c 101 11. Ak predpokladáme 8-bitové znaky,
tak zaberá 32 bitov, pôvodný reťazec je uložený na 40 bitoch. Kompresný pomer je potom
80% (čím menej, tým lepšie), čo je dobrá hodnota na takto malú vzorku dát. V praxi na













Obrázok 3.8: Konečná podoba stromu.
3.3.4 Dekódovanie dát
Spätné dekódovanie je pomerne jednoduché. Keď dekóder narazí na nekomprimovaný sym-
bol, jednoducho ho zapíše do svojho výstupného toku a následne pridá do stromu. Ak
dekóder prečíta Huffmanov kód nejakého znaku ktorý už v strome je, zapíše príslušný znak
do výstupného dátového toku a následne zvýši frekvenciu výskytu daného symbolu v stro-
me. Dekóder vytvára strom podľa rovnakých pravidiel ako kóder. Vo vstupnom toku je
ako prvý nekomprimovaný symbol, ďalšie nekomprimované symboly sú predchádzané ak-
tuálnym Huffmanovým kódom NYT uzla.
3.3.5 Preplnenie čítača
V reálnej implementácii je frekvencia uzlu uložená v celočíselnej premennej, ktorá má však
obmedzený rozsah (najčastejšie 16 alebo 32 bitov), preto treba dávať pozor, aby nepretiekla.
Jednoduchým riešením je sledovať frekvenciu v koreňovom uzle, a keď dosiahne maximálnu
povolenú, zmeniť merítko čítačov frekvencií v uzloch. Frekvencie v listoch sa podelia 2
(s tým, že frekvencia nemôže klesnúť pod 1, výnimnkou je len NYT list) a v ostatných
uzloch sa frekvencie vypočítajú ako súčet frekvencií ich potomkov. Po tomto predelení
frekvencií však môže nastať situácia, že strom prestane byť Huffmanovým stromom a bude
ho treba preusporiadať. Na obrázku 3.9a je strom pred predelením a na obrázku 3.9b po
predelení frekvencií. Môžme si všimnúť, že uzol s frekvenciou 4 je v strome vyššie ako uzly














Obrázok 3.9: Predelenie frekvencií v strome.
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3.3.6 Preplnenie kódu
Ak sa do stromu vloží príliš veľa symbolov, je strom vysoký a obsahuje dlhé Huffmanove
kódy. Toto je nepriaznivé, pretože vyhľadanie symbolu trvá dlhšie a aj kompresia môže
dosahovať horšie výsledky. Napríklad, ak sa komprimuje tok dát, ktorý obsahuje všetkých
256 možných symbolov (ak je symbol veľký 1 bajt) s približne rovnakými frekvenciami
výskytu, kompresia nemusí byť dobrá.
3.3.7 Implementácia
V reálnej implementácii je strom v pamäti uložený pomocou poľa štruktúr. Indexy štruktúr
v poli, v ktorom sú uložené jednotlivé uzly, sú zhodné s číslami uzlov v predchádzajúcom
príklade (ROOT má index 0, NYT je v poli posledný).
Štruktúra sa skladá z pointeru na rodičovský uzol, dvoch pointerov na synovské uzly,
symbolu a frekvencie výskytu daného symbolu. Pointery obsahujú čísla indexov v poli,
kde sa nachádzajú príslušné štruktúry. Keďže pracujeme so symbolmi veľkosti jedného
bajtu (n = 8 bitov), v strome môže byť maximálne 2 × 2n + 1 = 513 uzlov. Pri výmene
dvoch uzlov treba vymeniť pointery na synovské uzly (potomkov), symbol v štruktúrach na
príslušných indexoch. Následne treba upraviť pointery na rodičov v uzloch (vetvách) pod
”vymenenými“ uzlami. Nevymieňajú sa teda celé štruktúry, ale len určité dáta v nich. Ak
pointer neukazuje na žiadny uzol, je nastavený na −1 (index, ktorý nie je v poli).
V práci som implementoval dve verzie algoritmu. V jednej je strom vytváraný a ulože-
ný priamo vo funkciách na kódovanie a dekódovanie dát. V druhej je vytváraný a rušený
v pamäti volajúceho programu. Tento strom sa posiela do funkcií (context) na kódova-
nie a dekódovanie dát, ktoré ho upravujú. Strom sa vytvorí využitím pomocnej funkcie
a funkcia na kódovanie (dekódovanie) dát je volaná opakovane, pričom je jej tento strom
predaný pri každom volaní. Po spracovaní celých dát je strom zrušený ďalšou pomocnou
funkciou. Keďže dáta sú v tomto prípade kódované postupne, je nevyhnutné dekódovať
jednotlivé bloky dát v takom poradí, v akom boli vytvorené.
3.3.8 Pseudokód
Algoritmus 3.1 popisuje činnosť kódera pri Adaptívnom Huffmanovom kódovaní.
Algoritmus 3.1: Adaptívne Huffmanovo kódovanie – enkóder
while ešte neboli načítané všetky symboly do
C ← načítaj symbol;
if C nie je v strome then
zapíš Huffmanov kód NY T uzla (escape sekvenciu);
pridaj C do stromu;
zapíš nekomprimovaný kód C;
else
zapíš Huffmanov kód symbolu C;
end if
zvýš frekvenciu uzlu so symbolom C; /* viď. algoritmus 3.2 */
end while
18
V reálnej implementáci algoritmu 3.1 sa pri prvej iterácii cyklu zapisuje escape sekvencia
s nulovou dĺžkou, čiže sa nezapíše žiadna. (V strome je len 1 uzol, ktorý je považovaný
za ROOT aj NYT.) Pri pridávaní nového uzlu do stromu mu nastavíme frekvenciu na 1
a frekvencie zvyšujeme až jeho rodičom (rodič novovzniknutého listu je bývalý NYT list
s frekvenciou 0).
Algoritmus 3.2: Adaptívne Huffmanovo kódovanie – zýšenie frekvencií uzlov a prí-
padné preusporiadanie stromu
/* index je index uzla, ktorému zvyšujeme frekvenciu výskytu */
while index > −1 do
old index← index;
index← index uzla v bloku, ktorý je najbližšie ku koreňu;
if old index 6= index then
if index nie je rodičom old index then
vymeneň pointery na pravého potomka;
vymeneň pointery na ľavého potomka;
vymeň symboly;




zvýš o 1 frekvenciu uzlu s indexom index;
index← index rodiča; /* koreň (ROOT) má index rodiča -1 */
if sme v koreňovom uzle a ten má maximálnu frekvenciu then
predeľ uzly v strome; /* viď. algoritmus 3.3 */
end if
end while
Algoritmus 3.3 vykonáva predelenie listov stromu číslom 2 (okrem NYT) s tým, že
hodnota v liste nesmie byť menšia ako 1 (v pseudokóde táto podmienka kvôli jednoduchosti
nie je). Algoritmus prehľadáva strom zdola hore a zľava doprava (od NYT listu po koreňový
uzol), pričom ak nájde 2 uzly, ktoré nevyhovujú podmienkam Huffmanovho stromu, tak
ich vymení. Táto výmena však môže spôsobiť, že frekvencie rodičov týchto uzlov nebudú
zodpovedať správnosti, a tak je potrebné ich znova prepočítať.
Algoritmus 3.3: Adaptívne Huffmanovo kódovanie – predelenie stromu
vydeľ dvomi všetky listy okrem NYT;
spočítaj frekvencie ostatných uzlov ako súčet ich potomkov;
while pokiaľ strom nie je Huffmanov do
/* uzly kontrolujeme smerom od NYT k ROOTu */
vymeň uzly ktoré porušujú Huffmanov strom;
prepočítaj frekvencie uzlov;
end while
Princíp dekódera adaptívneho Huffmanovho kódovania je popísaný pomocou algoritmu
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3.4. Keďže v zakódovanom toku dát je ako prvý nekomprimovaný symbol, dekóder začína
na pozícii, akoby by už prečítal Huffmanov kód NYT listu (escape sekvenciu).
Algoritmus 3.4: Adaptívne Huffmanovo kódovanie – dekóder
while ešte nebol rozkóvaný celý vstupný tok do
prečítaj Huffmanov kód zo vstupu;
if bol prečítaný kód NYT uzla (escape kód) then
prečítaj nekomprimovaný kód znaku;
zapíš prečítaný znak;
vlož znak do stromu;
zvýš frekvencie rodičov pridaného uzlu; /* viď. algoritmus 3.2 */
else
zapíš znak, ktorému zodpovedá prečítaný Huffmanov kód;






Väčšina kompresných metód je založená na priraďovaní kódov jednotlivým symbolom alebo
frázam zo vstupného súboru. Aritmetické kódovanie však prideľuje jeden dlhý kód celému
súboru.
4.1 Princíp aritmetického kódovania
Aritmetické kódovanie potrebuje pred začiatkom kódovania poznať frekvencie výskytu jed-
notlivých symbolov vo vstupnom súbore. Tieto frekvencie sa môžu spočítať na začiatku
kódovania – 1. prechod súborom (pri 2. prechode sa kódujú dáta). Prvý prechod sa môže
vynechať, pokiaľ môže program získať dobré odhady frekvencií z iného zdroja. Adaptív-
ne aritmetické kódovanie nepotrebuje poznať frekvencie pred samotným kódovaním, tento
algoritmus však nie je predmetom tejto práce.
Metóda začína s intervalom 〈0, 1), ktorý sa postupne zužuje (približuje sa horná a dolná
hranica intervalu k sebe) počas čítania vstupného súboru. Špecifikácia užšieho intervalu
vyžaduje ďalšie bity, takže dĺžka čísla, ktoré algoritmus konštruuje, priebežne rastie [3].
Výsledkom je dlhé1 desatinné číslo, ktoré sa nachádza v konečnom zúženom intervale.
Myšlienkou metódy je deliť aktuálny interval na menšie podintervaly, pričom veľkosti
jednotlivých podintervalov sú v takom istom pomere ako pravdepodobnosti výskytu jed-
notlivých symbolov vo vstupnom dátovom toku. Z podintervalov sa vyberie ten, ktorý
zodpovedá aktuálne prečítanému symbolu a z tohto podintervalu sa stane nový (zúžený)
interval. Metóda postupne zužuje interval, pokiaľ neprečíta všetky symboly zo vstupného
dátového toku.
Čím je interval užší, tým sú dlhšie desatinné čísla potrebné na jeho špecifikáciu. Aby sa
dosiahla kompresia, je algoritmus navrhnutý tak, že symboly s väčšou pravdepodobnosťou
výskytu zužujú interval menej (a teda aj prispievajú menejším počtom bitov do výstupu).
Princíp zužovania intervalov si vysvetlíme na príklade.
Príklad: Máme reťazec ABCA, ktorému zodpovedá tabuľka 4.1. Celý interval 〈0, 1) sa
rodelil na menšie podintervaly. Symbol A má pravdepodobnosť výskytu 50% a preto jemu
zodpovedajúci podinterval 〈0; 0,5) je veľký ako polovica pôvodného intervalu. Na poradí
symbolov v tabuľke (a teda aj podintervalov) nezáleží, musí byť však rovnaké pre kóder aj
dekóder.
Pre potreby kódovania musíme zaviesť 3 premenné: Low, High a Range. Low reprezen-
tuje spodnú a High hornú hranicu intervalu. Na začiatku kódovania majú hodnoty 0 a 1.







A 2 0,50 (50%) 〈0; 0,5) 0,5
B 1 0,25 (25%) 〈0,5; 0,75) 0,75
C 1 0,25 (25%) 〈0,75; 1) 1
Tabuľka 4.1: Pravdepodobnosti jednotlivých symbolov.
Range je aktuálny rozsah intervalu. Ako sa postupne spracovávajú symboly zo vstupného
dátového toku, tieto premenné sa aktualizujú podľa nasledujúcich predpisov (po každom
prečítanom symbole):
Range = High− Low (4.1)
High = Low +Range×HighRange(X) (4.2)
Low = Low +Range× LowRange(X) (4.3)
LowRange(X) zodpovedá spodnej hranici podintervalu symbolu z tabuľky 4.1 (4. stĺpec)
a HighRange(X) hornej hranici.
Algoritmus začína s hodnotami premenných Low = 0, High = 1 a Range = 1 (obrázok
4.1a). Po prečítaní prvého vystupného symbolu A sa tieto hodnoty prepočítajú podľa rovníc
4.1, 4.2 a 4.3 na Low = 0, High = 0,5 a Range = 1,0, Range sa prepočítava vždy po načítaní

















Obrázok 4.1: Zužovanie intervalu.
zakódovaní celého reťazca ABCA budú hodnoty premenných Low = 0,3475, High = 0,359375
(obrázok 4.1e). Za výsledok metódy sa obvykle považuje hodnota Low, teda 0,34375. Keďže
vieme, že je to desatinné číslo, do výstupného toku satčí zapísať 34375 (toto tvrdenie bude
ešte upravené). V tomto prípade by sa za výsledok metódy dalo považovať aj číslo 0,35
ktoré sa nachádza v intervale a je podstatne kratšie ako hodnoty High a Low.
Dekóder pracuje nasledovne: Najskôr musí zrekonštruovať tabuľku 4.1. Potom načí-
tava kód. Prvá číslica je 3, takže dekóder vie, že celý kód je číslo v tvare 0,3. . . . Toto
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číslo je vnútri intervalu 〈0; 0,5), ktorý zodpovedá symbolu A. To znamená, že dekóder
zapíše tento symbol na výstup a eliminuje jeho vplyv na zbytok kódu odčítaním dolnej
hranice jeho intervalu (0) a následným vydelením kódu veľkosťou jeho intervalu (0,5), teda
(0, 34375− 0)/0, 5 = 0, 6875. Toto číslo zdopovedá podintervalu, do ktorého spadá symbol
B. K vylúčeniu vplyvu symbolu X na kód dekóder prevádza operáciu
Code = (Code− LowRange(X))÷Range(X) ,
kde Range(X) je šírka podintervalu symbolu X. Dekódovanie pokračuje elimináciou symbolu
B (0, 6875 − 0, 5)/0, 25 = 0, 75. Nový kód zodpovedá symbolu C, jeho elimináciou (0, 75 −
0, 75)/0, 25 = 0 dostaneme kód zodpovedajúci symbolu A. (Rovnaký výsledok by sme dostali
aj pri dekódovaní čísla 0,35.)
Dekódovanie reťazca je ukončené, keď dekóder dekóduje všetky symboly. Preto je po-
trebné na začiatku povedať dekóderu, koľko týchto symbolov je, alebo zaradiť do tabuľky
špeciálny symbol s frekvenciou výskytu 1 (a tým pádom aj minimálnou pravdepodobnosťou
výskytu). Keď dekóder narazí na tento špeciálny symbol, vie, že už dekódoval celý reťazec.
4.2 Implementačné detaily
Popísaný proces predpokladá čísla s neobmedzenou presnosťou. To však v praxi nie je
možné, pretože počítače pracujú s číslami s obmedzeným rozsahom. Navyše aritmetika
s pohyblivou desatinnou čiarkou je pomalá, preto je algoritmus upravený tak, aby paracoval
s celými číslami, ktoré nesmú byť príliš dlhé [3].
Pre ilustráciu použijeme príklad, kde budú mať premenné Low a High veľkosť štyri
desiatkové číslice. V týchto premenných je aktuálna dolná a horná hranica podintervalu
ako celé čísla (z desatinného čísla sa berú len čísla za desatinnou čiarkou, napr. číslo 0,3
bude reprezentované ako 3000). Keďže podintervaly sú zľava uzavreté a sprava otvorené:
〈Low, High), bude hodnota v High o 1 menšia, teda číslo 0,5 v High sa zapíše ako 4999.
Na začiatku je Low nastavené na 0000 a High na 9999 (pozn. 0, 9 = 1).
4.2.1 Podtečenie 1
Pretože hodnoty High a Low sa k sebe približujú, môže nastať situácia, že sa budú sebe
rovnať, t.j. budú mať zhodné všetky štyri číslice – dochádza k podtečeniu. Aby sa tomu
predišlo, v situácii keď sa ich najľavejšie číslice budú zhodovať, odsunieme túto číslicu von
z obidvoch premenných a zapíšeme ju na výstup. Po tomto odsunutí doplníme na posledné
miesto Low 0 a na posledné miesto High 9. Premenné teda nemusia udržovať celý výstupný
kód2, ale len jeho najnovšiu časť.
4.2.2 Podtečenie 2
Približovaním High a Low može nastať aj extrémna situácia, že Low = 4999 a High =
5000. Najľavejšie číslice sa nezhodujú (nedôjde k odsunu), ale tento interval sa už nedá
deliť (zužovať), algoritmus prestáva fungovať – dochádza k podtečeniu. Aby sme takejto
situácii zabránili, musíme ju vedieť zavčasu rozpoznať: ak Low = 49xx a High = 50yy,
z obidvoch premenných odstránime druhú najľavejšiu číslicu, do High doplníme 9 a do Low
0 (Low bude 4xx0 a High 5yy9). Pri odstraňovaní druhej najľavejšej číslice inkrementujeme
pomocný čítač (funkcia pomocného čítača je popísaná v kap. 4.3.2).
2výstupným kódom je myslené dlhé číslo, ktoré je výsledkom tohto algoritmu
23
4.2.3 Kódovanie a dekódovanie
Tabuľka 4.2 ukazuje činnosť aritmetického kódera. Na jej zostrojenie boli použité údaje





hod. novej hodnoty hodnota odsune
A
High 1 0 + 1 × 0,5 0,5 4999
Low 0 0 + 1 × 0 0 0000
B
High 0,5 0 + 0,5 × 0,75 0,375 3749
Low 0 0 + 0,5 × 0,5 0,25 2500
C
High 0,375 0,25 + 0,125 × 1 0,375 3749
3
7499
Low 0,25 0,25 + 0,125 × 0,75 0,34375 3437 4370
A
High 0,75 0,437 + 0,313 × 0,5 0,5935 5934
Low 0,437 0,437 + 0,313 × 0 0,437 4370
Tabuľka 4.2: Ukážka aritmetického kódera.
Na výstup sa zapisujú odsunuté číslice (v našom prípade len číslica 3). Po zakódovaní
posledného symbolu sa na výstup zapíše ešte hodnota Low (4370). Výstup z kódera bude
teda 34370.
Tabuľka 4.3 ukazuje činnosť dekódera v metóde aritmetického kódovania. Keďže pri de-
kódovaní sa hodnoty Low a High vypočítavajú rovnako ako pri kódovaní, boli tieto údaje
prevzaté z tabuľky 4.2. Dekóder najprv načíta časť vstupného súboru (v našom prípade
štyri desiatkové číslice: 3437) do premennej Code. Následne podľa hodnoty v tejto pre-
mennej vypočíta pravdepodobnosť (frekvenciu), ktorá určí o aký symbol ide (viď. rozsahy
podintervalov v tabuľke 4.1). Táto pravdepodobnosť sa počíta podľa vzťahu
pravdepodobnosť = (Code− Low)÷Range ,
kde Range = High − Low. Prvá vypočítaná pravdepodobnosť je 0,3437, čo spadá do
intervalu 〈0; 0,5) ktorý patrí symbolu A. Podobne ako pri kóderi, v momente keď premenné
Low a High budú mať rovnaké najľavejšie číslice, sú tieto číslice odsunuté. Takisto je
odsunutá najľavejšia číslica z premennej Code (operácia Shift Left) a na pozíciu najpravejšej
číslice je načítaná ďalšia číslica zo vstupu.
Code
Pôv. hod. Nové hodnoty Výpočet
Symbol
Low High Low High pravdepodobnosti
0,3437 0 1 0 0,5 (0,3437 − 0) ÷ 1 = 0,3437 A
0,3437 0 0,5 0,25 0,375 (0,3437 − 0) ÷ 0,5 = 0,6874 B
0,3437 0,25 0,375 0,3437 → 0,437 0,375 → 0,75 (0,3437 − 0,25) ÷ 0,125 = 0,75 C
0,4370 0,437 0,75 0,437 0,5935 (0,4370 − 0,437) ÷ 0,313 = 0 A
Tabuľka 4.3: Ukážka aritmetického dekódera.
Keďže údaje v tabuľke 4.3 boli vypočítané kombináciou teoretického a praktického po-
stupu, nie sú úplne presné (napr. pri dekódovaní symbolu C je v skutočnosti výsledok
výpočtu frekvencie mierne menší ako 0,75). Na ilustráciu princípu dekódovania však po-
stačujú. Úplné rovnice na výpočet hodnôt sú v algoritme 4.2.
24
4.3 Implementácia v praxi
Algoritmus pracuje s binárnymi číslami, premenné Low a High sú 16-bitové a po odsune
najľavejších číslic (bitov) sa k Low pridáva 0 a k High 1.
4.3.1 Frekvencie symbolov
Dekóder potrebuje poznať frekvencie výskytu jednotlivých symbolov, aby si pomocou nich
mohol vytvoriť tabuľku, čo znamená, že tieto frekvencie musia byť umiestnené vo výstup-
nom súbore z dekódera. Algoritmus pracuje s 8-bitovými symbolmi, teda existuje 256
rôznych symbolov. Dobrou možnosťou, ako uložiť frekvencie výskytu symbolov, je využiť
na to prvých 256 bajtov výstupného súboru z kódera [2]. Pri tomto spôsobe uloženia je
však obmedzenie na maximálnu frekvenciu – symbol môže mať frekvenciu výskytu od 0 do
255 vrátane. Pred kódovaním sa najprv spočítajú frekvencie výskytu symbolov. Ak je
najväčšia frekvencia väčšia ako 255, vydelíme ju takým číslom, aby sa zmestila do intervalu
〈0, 255〉. Tým istým číslom vydelíme aj ostatné frekvencie s tým, že nenulová frekvencia
nemôže klesnúť na 0. Delenie je vždy celočíselné.
Ďalším obmedzením algoritmu je, že súčet frekvencií (kumulovaná frekvencia3) musí
byť aspoň 4-krát menší než maximálny rozsah intervalu 〈Low, High) (kap. 4.3.3). V tejto
implementácii sú High a Low 16-bitové, teda súčet frekvencií musí byť menší ako 214.
V prípade ak je súčet frekvencií väčší, treba znova vydeliť frekvencie vhodným číslom.
4.3.2 Ukladanie bitov na výstup a podtečenie
Premenné High a Low sa nachádzajú v rozsahu 0 až 216 − 1. Ak sú obe v dolnej alebo
hornej polovici tohto rozsahu, majú rovnaký najľavejší bit (MSB4). V tomto prípade MSB
bit zapíšeme na výstup, premenné Low a High posunieme o 1 bit doľava (operácia Shift
Left) a k Low doplníme 0 a k High 1 (kap. 4.2.1). Tento krok opakujeme, pokiaľ sú MSB
premenných Low a High rovnaké.
Ak Low začína prefixom 01 a High prefixom 10, tieto premenné môžu byť príliš blízko
pri sebe (v extrémnom prípade 7FFFh a 8000h) a musíme ich vzdialiť od seba. Toho
dosiahneme nastavením druhého najľavejšieho bitu Low na 0 a druhého najľavejšieho bitu
High na 1. Následne posunieme Low a High o jeden bit doľava a doplníme 0 k Low a 1 k High
(kap. 4.2.2). Musíme si však zapamätať, že sme previedli túto operáciu inkrementáciou
pomocnej premennej underflow, pretože sme nič nezapísali na výstup. Toto opakujeme,
pokiaľ sú prefixy Low a High 01 a 10. Po najbližšom zápise MSB bitu na výstup sa na
výstup zapíše underflow počet negácií MSB bitu a premenná underflow sa vynuluje.
4.3.3 Obmedzenie rozsahu súčtu frekvencií
Celý rozsah intervalu (z kapitoly 4.3.2) môžeme rozdeliť na 4 štvrtiny, ktoré začínajú prefi-
xami 00, 01, 10 a 11 (obr. 4.2). Ak majú Low a High rovnaký MSB (sú v rovnakej polovici
intervalu v susedných štvrtinách), odsunutím MSB ich od seba vzdialime.
3kumulovaná frekvencia symbolu X je súčet frekvencií všetkých predchádzajúcich symbolov vrátane X,
kumulovaná frekvencia posledného symbolu v tabuľke je teda rovná súčtu všetkých frekvencií symbolov
v tabuľke
4Most Significant Bit – bit s najväčšou hodnotou v binárnom čísle, najvýznamnejší bit; v obvyklom zápise
je to bit najviac vľavo; opakom MSB je LSB
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0 65535
00 01 10 11
Obrázok 4.2: Prefixy štvrtín rozsahu intervalu.
Ak Low začína 01 a High 10 (sú v susedných štvrtinách v rôznych poloviciach), vzdialime
ich od seba odsunutím druhého najľavejšieho bitu (kap. 4.3.2).
Počas spracovania symbolu sa premenné Low a High od seba vzďaľujú vždy keď je to
možné, čiže po spracovaní (zakódovaní) symbolu neostanú v susedných štvrtinách. Rozsah
High - Low je teda aspoň taký veľký ako jedna štvrtina intervalu.
V algoritme sa pri výpočtoch nových hodnôt High a Low používajú rovnice, ktorých
základom je vzťah
nová hodnota = Low +
(High− Low)× kumulovaná frekvencia symbolu
súčet frekvencií symbolov
,
teda súčet frekvencií symbolov musí byť menší ako štvrtina pôvodného rozsahu, inak by sa
celočíselné delenie v tomto vzťahu mohlo rovnať 0 [1] (čím by premenné mohli nadobudnúť
rovnakú hodnotu, prípadne premenná High mohla dosiahnuť menšiu hodnotu ako premenná
Low – viď. výpočet v kap. 4.4).
4.3.4 Podintervaly symbolov
Pri výpočtoch nových hodnôt premenných Low a High je potrebná dolná a horná hranica
podintervalu daného symbolu (rovnice 4.2 a 4.3). Kóder aj dekóder si musí zostaviť tabuľku
podobnú tabuľke 4.1, avšak stačí, aby táto tabuľka obsahovala len symboly a k nim prislú-
chajúce kumulované frekvencie. Hornú hranicu podintervalu daného symbolu reprezentuje
jeho kumulovaná frekvencia a dolnú hranicu kumulovaná frekvencia predchádzajúceho sym-
bolu v tabuľke. Vyhľadávanie v tabuľke uľahčuje fakt, že index symbolu v tabuľke je zhodný
s číselnou hodnotou symbolu (symboly sú vlastne bajty, teda 8-bitové čísla). Dekóder vy-
hľadáva v tabuľke symbol na základe frekvencie, preto je tu vhodné použiť algoritmus
binárneho hľadania (ktorý má logaritmickú časovú zložitosť).
4.4 Pseudokód
Algoritmus 4.1 popisuje činnosť kódera v aritmetickom kódovaní. Premenná Range musí
mať väčší rozsah ako premenné Low a High, preto má veľkosť 32 bitov. Cum freq[X] je
kumulovaná frekvencia symbolu X. Po zakódovaní celých vstupných dát je ešte potrebné
”vyprázdniť“ kóder, teda zapísať druhý najľavejší bit Low a underflow + 1 jeho negácii [2]
[5]. Na záver sa musí ešte zapísať 16 bitov (s hodnotou 0). Dôvod je jednoduchý. Dekó-
der postupne načítava bity zo vstupného toku na LSB pozície premennej code a tieto bity
sa postupne posúvajú k MSB. Aby sa tam dostali aj bity, ktoré sú posledné v zakódova-
nom dátovom toku, treba ešte načítať nejaké bity, ktoré ich tam ”posunú“. Najmenej 15
týchto bitov je potrebných na dekódovanie posledného symbolu. Zapísaním 16 bitov kóder
zabezpečí, že dekóder nebude čítať dáta za koncom zakódovaného dátového toku [5].
Algoritmus 4.2 popisuje činnosť dekódera v aritmetickom kódovaní. Po dekódovaní
symbolu je potrebné odsunúť z premennej Code bity, ktoré ho reprezentovali vo vstupnom
(zakódovanom) súbore a načítať ďalšie bity reprezentujúce nasledujúci symbol.
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Algoritmus 4.1: Aritmetické kódovanie – enkóder
spočítaj frekvencie symbolov;
uprav frekvencie symbolov do rozsahu 0-255;
if súčet frekvencií ≥ 214 then
uprav frekvencie tak, aby bol ich súčet < 214;
end if





while ešte neboli načítané všetky symboly do
C ← načítaj symbol;
/* nasledujúce 3 riadky sa počítaju s 32-bitovou presnosťou */
Range← (High− Low)− 1;
High← Low + ((Range× cum freq[C])÷ Scale)− 1;
Low ← Low + ((Range× cum freq[C − 1])÷ Scale);
while true do
/* cyklus skončí, keď už židane bity nebudú môcť byť odsunuté */
if MSB High = MSB Low then
zapíš na výstup MSB Low;
while underflow > 0 do
zapíš na výstup negovaný MSB Low;
underflow ← underflow − 1;
end while
else
if druhý najľavejší bit Low = 1 a druhý najľavejší bit High = 0 then
underflow ← underflow + 1;
druhý najľavejší bit Low ← 0; /* Low &= 3FFFh */
druhý najľavejší bit High← 1; /* High |= 4000h */
else
koniec cyklu, symbol je už zakódovaný;
end if
end if
Low ← Shift Left Low; /* Low <<= 1 */
High← Shift Left High; /* High <<= 1 */
najpravejší bit (LSB) High← 1; /* High |= 1 */
end while
end while
zapíš druhý najľavejší bit Low a underflow + 1 jeho negácií;
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Algoritmus 4.2: Aritmetické kódovanie – dekóder
načítaj frekvencie symbolov a vytvor tabuľku;
Code← načítaj prvých 16 bitov zo vstupu;
Scale← súčet všetkých frekvencií symbolov;
High← FFFFh;
Low ← 0000h;
while ešte neboli dekódované všetky symboly do
/* nasledujúce 2 riadky sa počítaju s 32-bitovou presnosťou */
Range← (High− Low)− 1;
Temp← ((((Code− Low) + 1)× Scale)− 1)÷Range;
C ← symbol zodpovedajúci Temp; /* v Temp je frekvencia */
/* nasledujúce 2 riadky sa počítaju s 32-bitovou presnosťou */
High← Low + ((Range× cum freq[C])÷ Scale)− 1;
Low ← Low + ((Range× cum freq[C − 1])÷ Scale);
while true do
/* cyklus skončí, keď sa zo vstupu odsunú bity zodpovedajúce
symbolu C */
if MSB High 6= MSB Low then
if druhý najľavejší bit Low = 1 a druhý najľavejší bit High = 0 then
zneguj druhý najľavejší bit Code; /* Code ^= 4000h */
druhý najľavejší bit Low ← 0; /* Low &= 3FFFh */
druhý najľavejší bit High← 1; /* High |= 4000h */
else




Low ← Shift Left Low; /* Low <<= 1 */
High← Shift Left High; /* High <<= 1 */
najpravejší bit (LSB) High← 1; /* High |= 1 */
Code← Shift Left Code; /* Code <<= 1 */






Túto kompresnú metódu vyvinuli v roku 1977 Abraham Lempel a Jacob Ziv (odtiaľ názov).
LZ77 sa stalo základom pre ďalší výskum a vznik nových, z jeho myšlienok vychádzajúcich
algoritmov [3].
5.1 Princíp LZ77
Základnou myšlienkou tejto metódy je použiť časť už načítaného vstupného toku ako slov-
ník. Kóder využíva pohyblivé okno, do ktorého postupne sprava doľava nasúva vstupný tok
dát. Okno je rozdelené na dve časti.
Ľavá časť okna sa nazýva vyhľadávací buffer (search buffer) a obsahuje symboly, ktoré
boli zakódované v poslednej dobe. Táto ľavá časť tvorí aktuálny slovník.
Pravú časť okna tvorí predvídací buffer (look-ahead buffer). Obsah tohto bufferu tvoria
symboly (text), ktoré sa ešte len budú kódovať.
Na začiatku kódovania sa naplní predvídací buffer symbolmi zo vstupu, zatiaľ čo vy-
hľadávací buffer je prázdny. V praktických implementáciách je vyhľadávací buffer dlhý
niekoľko tisíc bajtov a predvídací buffer niekoľko desiatok bajtov. Symboly sa postupne
načítavajú do predvídacieho bufferu, posúvajú sa do vyhľadávacieho bufferu, až napokon
opustia okno. Dá sa povedať, že okno sa pohybuje po texte smerom zľava doprava.
Metódu si ukážeme na texte sir sid eastman easily teases sea sick seals. Pred-
pokladajme, že text sir sid eastman easily t už bol skomprimovaný (je vo vyhľadáva-
com bufferi) a text eases sea sick seals sa ešte len bude komprimovať [3]. Situácia je
znázornená na obrázku 5.1.
sid_eastman_easily_t eases_sea_sick_
16  14  12  10  8 7 6 5 4 3 2 1
search buffer look-ahead buffer
sir_ seals
Obrázok 5.1: Pohyblivé okno.
Kóder prehľadáva vyhľadávací (search) buffer sprava doľava a vyhľadáva zhodu s najľa-
vejším symbolom (e) v predvídacom (look-ahead) bufferi. Jednu zhodu nájde pri symbole
e v slove easily. Toto e je vo vzdialenosti 8 (má offset 8) od konca vyhľadávacieho bufferu
(viď. obr. 5.1). Kóder potom hľadá zhodu (smerom doprava) v čo najviac symboloch na-
sledujúcich za týmito dvoma e. V tomto prípade sa zhodujú tri symboly (eas), čiže dĺžka
zhody je 3. Kóder potom pokračuje v prehľadávaní vyhľadávacieho bufferu a snaží sa nájsť
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ďalšiu zhodu so symbolom e. Nájde ju v slove eastman. Táto zhoda má offset 16 a dĺžku
3. Kóder vyberie najdlhšiu zhodu. Ak je viac zhôd s rovnakou dĺžkou, vyberie poslednú
nájdenú a pripraví značku [16, 3, ”e“].
Značka LZ77 sa skladá z troch častí – offsetu, dĺžky zhody a nasledujúceho symbolu
v predvídacom bufferi, čo je v prípade značky [16, 3, ”e“] druhé e v slove teases. Po
zapísaní značky na výstup sa text v okne posunie doľava (alebo okno sa posunie doprava)
o štyri miesta – o dĺžku zhody, čo sú 3 miesta a o jedno miesto pre nasledujúci symbol
(symbol v značke). Pozícia okna po tomto posune je znázornená na obrázku 5.2.
eastman_easily_tease s_sea_sick_seal
search buffer look-ahead buffer
sir_sid_ s
Obrázok 5.2: Okno po posune.
Ak kóder pri prehľadávaní vyhľadávacieho buffera nenájde žiadnu zhodu, tak sa zapíše
značka s nulovým offsetom, nulovou dĺžkou a symbolom, ku ktorému sa nenašla zhoda
(dôvod, prečo značka obsahuje symbol). Značky s nulovým offsetom a dĺžkou sú typické
na začiatku kompresie, kým je vyhľadávací buffer prázdny, alebo je v ňom málo symbolov.
Prvé kroky kódovania ukážkového reťazca by vyzerali ako: [0, 0, ”s“], [0, 0, ”i“], [0, 0, ”r“],
[0, 0, ” “], [4, 2, ”d“], [4, 1, ”e“], [0, 0, ”a“], . . . a krok z obrázku 5.1: [16, 3, ”e“].
5.2 Dekódovanie LZ77
Dekóder je omnoho jednoduchší ako kóder (LZ77 je asymetrická kompresná metóda). Musí
mať buffer o veľkosti okna kódera. Po prečítaní značky nájde dekóder vo svojom bufferi
zhodu, zapíše ju na výstup a pridá do bufferu. Následne pridá do bufferu symbol zo značky
a tento symbol tiež zapíše na výstup.
Ako príklad použijeme ten istý text ako v kapitole 5.1. V určitom momente dekódovania
je v bufferi text sir sid eastman easily t (obr. 5.3) a na vstupe značka [16, 3, ”e“].
16  14  12  10  8 7 6 5 4 3 2 1
sir_sid_eastman_easily_t
buffer
Obrázok 5.3: Čiastočne dekódovaný text.
Dekóder nájde v bufferi 16. znak sprava (e), od tejto pozície zoberie 3 znaky (eas), pridá
”e“ (symbol zo značky) a text ease pridá do bufferu a zapíše na výstup.
5.3 Implementácia
Pri práci s pamäťou je efektívnejšie robiť s bajtmi ako s jednotlivými bitmi. Preto je dobré,
aby značky v LZ77 zaberali celočíselný počet bajtov. Tretia položka značky – symbol, je
veľká jeden bajt (8 bitov) implicitne. Pri požiadavke, aby bol vyhľadávací buffer veľký
niekoľko tisíc bitov a predvídací buffer veľký niekoľko desiatok bitov, sa javí vhodné na
indexáciu vyhľadávacieho bufferu vyhradiť 11 bitov a na indexáciu predvídacieho bufferu
5 bitov. Počet znakov vo vyhľadávacom bufferi je teda 211 − 1 = 2047 a vo vyhľadávacom
25 − 1 = 31. Každá značka zaberie v pamäti teda tri bajty (11 + 5 + 8 = 24 bitov).
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Funkcie implementované v tejto práci sú navrhnuté tak, aby spracovávali dáta v pamäti
(dáta sú uložené v poliach), preto nie je potrebné, aby mal dekóder vlastný buffer a namiesto
neho využíva priamo výstupné pole. Skutočnosť, že dáta sú uložené v poliach, uľahčuje aj
implementáciu kódera, kde sa okno pohybuje priamo po vstupnom poli. Teda menia sa
len indexy jeho začiatku a konca a nie je potrebný ďalší buffer alebo kruhová fronta na
implementáciu pohyblivého okna.
5.4 Pseudokód
Algoritmus 5.1 popisuje činnosť kódera LZ77.
Algoritmus 5.1: LZ77 kódovanie – enkóder
naplň predvídací buffer;
while predvídací buffer nie je prázdny do
offset← 0; /* offset zhody vo vyhľ. bufferi */
dlzka← 0; /* dĺžka zhody */
foreach symbol vo vyhľadávacom bufferi do
if symbol vo vyhľ. bufferi = najľavejší symbol v predv. bufferi then
tmp o← offset symbolu;
tmp d← zisti dĺžku zhody;






posuň okno o dlzka doprava;
zapíš značku [offset, dlzka, najľav. symb. z predv. buff.];
posuň okno o 1 doprava;
end while
Dekóder metódy LZ77 je popísaný v algoritme 5.2.
Algoritmus 5.2: LZ77 kódovanie – dekóder
while neboli načítané všetky značky do
offset← načítaj offset zo značky;
dlzka← načítaj dĺžku zo značky;
symbol← načítaj symbol zo značky;
nájdi offset v bufferi;
zapíš dlzka znakov z bufferu na výstup a na koniec bufferu;
/* znaky sa pridávaju na koniec bufferu postupne po jednom, znak sa
pridá do bufferu hneď po tom ako sa prečíta */





Metódu LZW vytvoril Terry Welch v roku 1984, táto kompresná metóda je populárnym
variantom metódy LZ78. LZW je adaptívnou kompresnou metódou, avšak vstupom sa
prispôsobuje pomaly. Metóda bola patentovaná, platnosť patentu skončila v roku 2004 [3].
6.1 Princíp LZW
LZW je slovníková metóda. Predstavme si slovník ako pole reťazcov (skutočná štruktúra
slovníka je opísaná v kapitole 6.3). Na začiatku kódovania obsahuje slovník všetky existu-
júce symboly, teda 256 reťazcov s dĺžkou 1 (pri použití 8-bitových symbolov).
Kóder načítava symboly zo vstupného dátového toku a ukladá si ich do pomocného
reťazca R. Ak sa reťazec R nachádza v slovníku, kóder načíta ďalší symbol s a pridá
ho k reťazcu R. Toto sa opakuje, až kým nenastane situácia, že reťazec R sa v slovníku
nachádza, ale reťazec Rs (spojenie reťazca R a symbolu s) už nie. Keď toto nastane, kóder
zapíše na výstup poradové číslo reťazca R v slovníku. Následne uloží reťazec Rs na prvú
voľnú pozíciu do slovníka a upraví reťazec R tak, aby obsahoval iba symbol s.
Metódu si ukážeme na reťazci sir sid. Úvodné kroky kódovania budú:
1. Inicializuj prvých 256 položiek (01–255) na všetkých 256 možných symbolov (v poradí
podľa ich ASCII kódov)
2. Prvý symbol s sa v slovníku nájde na pozícii 1152, načíta sa ďalší symbol i, ale reťazec
si sa v slovníku nenájde. Kóder teda zapíše 115 na výstup, na index 256 (prvá voľná
položka) v slovníku uloží reťazec si a do pomocného reťazca R uloží symbol i.
3. Ako ďalší sa načíta symbol r (slovo sir), avšak reťazec ir (Rs) sa v slovníku ne-
nachádza. Kóder teda zapíše na výstup index reťazca i (105), uloží reťazec ir do
slovníka na pozíciu (index) 257 a do R uloží r.
Tabuľka 6.1 ukazuje kódovanie reťazca sir sid. Po skončení kódovania je potrebné ešte
zapísať na výstup číslo reťazca R (tento reťazec obsahuje posledný symbol zo vstupného
toku dát – posledný načítaný symbol sa v algoritme pridáva do slovníka, avšak nezapisuje
sa na výstup, čiže v poslednom riadku tabuľky 6.1 by mal byť výstup 100).





Vstupný Reťazec Je reťazec
Výstup
Nová položka Index novej
symbol R v slovníku? v slovníku polož. v slovn.
s s áno
i si nie 115 si 256
i áno
r ir nie 105 ir 257
r áno
r nie 114 r 258
áno
s s nie 32 s 259
s áno
i si áno
d sid nie 256 sid 260
d áno 100
Tabuľka 6.1: Kódovanie reťazca sir sid.
6.2 Dekódovanie LZW
Dekóder si vytvára slovník tak isto ako kóder a tiež má na začiatku prvých 256 položiek
naplnených všetkými existujúcimi symbolmi. Na rozdiel od kódera však dekóder pridáva
nový reťazec do slovníka o krok neskôr.
Po načítaní čísla položky v slovníku dekóder pozná reťazec R (ktorý prislúcha tomuto
číslu), zapíše ho na výstup, ale do slovníka uladá reťazec Rs. Symbol s bude známy až po
načítaní ďalšieho čísla zo vstupného toku, bude to prvý (najľavejší) symbol reťazca, ktorý
prislúcha tomuto posledne načítanému číslu. Dekóder teda pridá tento symbol s k reťazcu
R a do slovníka uloží Rs, ak sa tento reťazec v slovníku ešte nenachádza. Následne do
R načíta reťazec zodpovedajúci posledne načítanému číslu (ten reťazec, ktorý obsahoval
symbol s) a tento reťazec zapíše na výstup.
V našom prípade sa ako prvé načíta číslo 115, čo zodpovedá reťazcu s, tento reťazec
sa zapíše na výstup a jeho najľavejší znak sa pridá do R (R je na začiatku dekódovania
prázdne). Ako ďalšie sa načíta číslo 105, toto číslo zodpovedá reťazcu i. Najľavejší symbol
tohto reťazca je i, ten sa pridá k reťazcu R (vznikne teda reťazec Rs s hodnotou si), ktorý
sa pridá na prvú voľnú pozíciu (256) do slovníka. Následne sa reťazec s číslom 105 (i)
zapíše na výstup a uloží do R. Dekódovanie reťazca zakódovaného v tabuľke 6.1 ukazuje
tabuľka 6.2.
Vstup (index Reťazec prislúchajúci Reťazec Nová polož. Index novej
reťazca v slovn.) vstupnému indexu R→ Rs v slovníku polož. v slovn.
115 s ∅ → s
105 i s → si si 256
114 r i → ir ir 257
32 r → r r 258
256 si → s s 259
100 d si → sid sid 260
Tabuľka 6.2: Dekódovanie reťazca sir sid.
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Pri dekódovaní môže vzniknúť nebezpečná situácia, kedy dekóder prečíta zo vstupu číslo
reťazca, ktorý ešte nemá v slovníku. Táto situácia a jej riešenie sú popísané v kapitole 6.4.2.
6.3 Štruktúra LZW slovníka
Doteraz sme brali slovník ako pole reťazcov. Reťazce v slovníku majú niektoré časti rovnaké
(napr. si a sir), čo môžeme využiť pri vytváraní slovníka. V praxi sa na uloženie reťazcov
v slovníku používa štruktúra trie. Trie je strom, v ktorom sú na jednotlivých úrovniach len
časti dátových položiek, v našom prípade sú na jednotlivých úrovniach len symboly a nie
celé reťazce. Výsledný reťazec získame spojením symbolov z celej vetvy v smere od koreňa
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Obrázok 6.1: Štruktúra trie.
Počet potomkov každého uzlu je 0 – 256, preto ukladať do uzlu ukazovatele na jeho
potomkov je pamäťovo neekonomické. Jeden zo spôsobov ako uložiť strom do pamäte je
umiestniť ho do poľa uzlov, kde sa každý uzol skladá z dvoch častí: symbolu a ukazovateľa
na rodičovský uzol. Uzol nemá žiadne ukazovatele na potomkov. Pohyb štruktúrou trie
smerom dole (od koreňa k listom) sa robí pomocou hashovacej funkcie, ktorá vypočíta index
požadovaného uzla (novej položky) v poli.
6.4 Implementácia a pseudokód
Pole, v ktorom je uložený slovník, má obmedzenú veľkosť. Ak sa slovník naplní, už nie je
možné pridať do neho nové reťazce a algoritmus pracuje len s tými, čo už sú v slovníku.
Veľkosť slovníka závisí na tom, koľko bitov majú ukazovatele na jednotlivé položky. Na
začiatku už je v slovníku 256 reťazcov, teda tieto ukazovatele musia mať viac ako 8 bitov.
Aby mohla hashovacia funkcia dávať dobré výsledky, veľkosť poľa musí byť prvočíslo väčšie
ako 2 umocnené na počet bitov ukazovateľa. Pole má teda viac položiek ako je maximálny
možný počet reťazcov v slovníku.
Hashovacia funkcia musí vypočítať index, na ktorý sa umiestni nový prvok do poľa.
Ak je index, ktorý vypočítala už obsadený, musí vypočítať nový. Z tohto dôvodu má
každá položka v slovníku 3 časti: index (číslo reťazca alebo −1, ak je položka na danom
indexe prázdna), ukazovateľ na rodiča a symbol. Hashovacia funkcia musí tiež vedieť vrátiť
34
číslo (index) už existujúceho reťazca. Ak bude pole aspoň o 25% väčšie ako je potrebné,
priemerný počet hľadaní (vypočítavaní) indexu hashovaciou funkciou bude zvyčajne menej
ako 3 [4].
Prvých 256 reťazcov (všetky existujúce symboly) nie je v slovníku uložených. Ak má
nejaký prvok rodiča s číslom 255 a menej, algoritmus vie, že je to jeden z týchto symbolov
(číslo symbolu je vlastne jeho ASCII kód).
6.4.1 Kóder
Činnosť kódera popisuje kapitola 6.1, jeho pseudokód obsahuje algoritmus 6.1. Hashovacia
funkcia pre tento algoritmus je popísaná v [5, 4].
Algoritmus 6.1: LZW kódovanie – enkóder
Retazec← načítaj symbol;
while ešte neboli načítané všetky symboly do
Symbol← načítaj symbol;
if (Retazec+ Symbol) je v slovníku then /* hashovacia funkcia */
Retazec← Retazec+ Symbol;
else
if slovník nie je plný then
pridaj Retazec+ Symbol do slovníka;
end if




zapíš číslo prislúchajúce Retazec;
6.4.2 Dekóder
Keď dekóder prečíta číslo reťazca zo vstupu, musí tento reťazec dekódovať. Toto číslo je
indexom určitej položky v poli (ktoré reprezentuje slovník). Každá položka obsahuje symbol
a ukazovateľ na svojho rodiča. Pomocou týchto ukazovateľov dekóder poskladá celý reťazec.
Avšak takto poskladaný reťazec má symboly v obrátenom poradí a je treba ho otočiť (napr.
na obrázku 6.1 číslo 260 reprezentuje reťazec sid). Na toto slúži pomocný buffer, ktorého
veľkosť musí taká, aby sa do neho zmestil najdlhší reťazec v slovníku. Najdlhší reťazec
v slovníku môže mať teoreticky dĺžku rovnú počtu reťazcov v slovníku (keby všetky symboly
v štruktúre trie tvorili jeden dlhý reťazec).
Algoritmus LZW má jedno známe úskalie, pri ktorom dekóder nefunguje správne. Je to
situácia, keď sa v slovníku nachádza dvojica Rs (reťazec R + symbol s) a vo vstupnom texte
sa objaví postupnosť RsRsR [5]. V tomto prípade kóder uloží na výstup číslo položky, ktorú
pridal do slovníka v predchádzajúcom kroku. Pretože dekóder pridáva reťazce do slovníka
o krok neskôr (kap. 6.2), na vstupe sa objaví číslo reťazca, ktorý ešte nie je v slovníku – a
to je problém.
Predpokladajme, že v slovníku sa nachádza reťazec ABCx na pozícii 400 a vo vstupnom
texte nasleduje sekvencia ABCxABCxABC. Prvá voľná pozícia v slovníku je 450. Kóder pozná
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reťazec ABCx, ale ABCxA už nie, uloží ho teda do slovníka na pozíciu 450 a na výstup pošle
číslo 400. Kóder ďalej načítava znaky, až kým nenarazí na reťazec, ktorý nemá v slovníku.
Tento reťazec je ABCxAB, kóder teda zapíše na výstup číslo 450 (kód reťazca ABCxA, ktorý
pridal do slovníka v predchádzajúcom kroku) a reťazec ABCxAB pridá do slovníka na pozíciu
451.
Dekóder pracuje analogicky. Po načítaní čísla 400 pošle na výstup reťazec ABCx a do
slovníka na pozíciu 449 pridá ...A3 (dekóder pridáva položky do slovníka o krok neskôr).
Ďalšie načítané číslo je 450, reťazec s takýmto číslom však v slovníku ešte neexistuje – a to
je problém.
Riešenie je jednoduché. Keďže situácia vzniká pri postupnosti RsRsR a my poznáme
Rs, vieme chýbajúci reťazec vytvoriť a doplniť do slovníka: k reťazcu Rs stačí pridať prvý
znak z reťazca R. Dekóder si pamätá posledný dekódovaný reťazec zo slovníka (Rs = ABCx),
vytvorí nový reťazec ABCxA a uloží ho do slovníka na prázdnu pozíciu 450.
Tabuľka 6.3 obsahuje spomínaný slovník (slovník je rovnaký pre kóder aj dekóder).






Tabuľka 6.3: Problém pri dekódovaní.
Dekóder LZW je popísaný pomocou algoritmu 6.2.
Algoritmus 6.2: LZW kódovanie – dekóder
Stare Cislo← načítaj číslo (index reťazca);
zapíš Stare Cislo;
Symbol← Stare Cislo;
while ešte neboli načítané všetky čísla do
Nove Cislo← načítaj číslo;
if Nove Cislo nie je v slovníku then
Retazec← reťazec prislúchajúci Stare Cislo;
Retazec← Retazec+ Symbol
else
Retazec← reťazec prislúchajúci Nove Cislo;
end if
zapíš Retazec;
Symbol← najľavejší (prvý) znak z Retazec;
if slovník nie je plný then
pridaj reťazec zodpovedajúci Stare Cislo+ Symbol do slovníka;
end if
Stare Cislo← Nove Cislo
end while
3 ...A je reťazec Rs z predchádzajúceho kroku
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6.4.3 Vytváranie slovníka
Pri kódovaní viacerých po sebe idúcich blokov dát pomocou LZW algoritmu sú 2 možnosti:
pri kódovaní nového bloku dát sa vždy vytvára nový slovník alebo sa pri kódovaní nového
bloku dát použije už existujúci slovník vytvorený pri kódovaní predchádzajúcich blokov dát.
V druhom prípade je nutné, aby bloky na kódovanie a dekódovanie prichádzali v rovnakom
poradí.
V práci som implementoval obidve verzie algoritmu. V prvej verzii je slovník vytváraný
a aj rušený priamo vo funkciách na kódovanie a dekódovanie, teda po každom bloku.
V druhej verzii algoritmu (so spoločným slovníkom) je potrebné si vždy spolu s aktuál-
nou verziou slovníka pamätať aj číslo posledného kódovaného, resp. dekódovaného reťazca
v bloku (last num). Slovník sa zruší po zakódovaní, resp. dekódovaní posledného bloku.
Kóder pri kódovaní ďalšieho bloku dát zistí, aký reťazec patrí číslu last num, uloží ho
do pomocného reťazca R a k tomuto reťazcu pridáva znaky z aktuálne kódovaného bloku
štandardným spôsobom (kap. 6.1). Pri kódovaní prvého bloku sa last num nepoužíva, R je
pred začiatkom metódy prázdne.
Dekóder pri dekódovaní ďalšieho bloku dát načítava čísla a im zodpovedajúce reťazce
ukladá do pomocného reťazca R a pri prvom zápise na výstup sa nezapíše celý reťazec
R, ale len jeho časť (reťazec R zľava skrátený o podreťazec zodpovedajúci číslu last num).




Cieľom tejto práce bolo vytvoriť knižnicu kompresných algoritmov. Knižnica je vytvorená
ako modul pre ďalšie použitie v programoch.
Pri kompresných algoritmoch je problém, ako dekóder zistí koniec skomprimovaných
dát. Vo všeobecnosti dekóder môže ukončiť svoju činnosť, ak narazí na špecifický symbol
alebo dekomprimuje určitý počet symbolov (pozná počet symbolov, ktoré musí prečítať
alebo zapísať). Špecifický symbol alebo počet symbolov musí dekóder poznať pred začatím
dekompresie. V práci som zvolil variantu s vopred známym počtom symbolov.
7.1 Popis knižnice
Knižnica obsahuje 5 kompresných metód: RLE, Adaptívne Huffmanovo kódovanie, Arit-
metické kódovanie, LZ77 a LZW. Každá z metód obsahuje funkciu na kompresiu a funkciu
na dekompresiu dát.
Všetky funkcie pracujú s dátami v pamäti volajúceho programu. Kompresné algorit-
my skomprimujú dáta zo vstupného poľa a uložia ich do výstupného poľa. Dekompresné
algoritmy dekomprimujú dáta zo vstupného poľa do výstupného.
Adaptívne Huffmanovo kódovanie a LZW kódovanie majú v tejto práci dve varianty.
Pri kódovaní viacerých blokov dát za sebou, jedna varianta (verzia bez kontextu) kóduje
každý blok samostatne, druhá varianta (verzia s kontextom) pri kódovaní ďalšieho bloku
využíva informácie získané z kódovania predchádzajúcich blokov. Toto je výhodné pri
kódovaní prúdu dát, kde sa dáta skladajú z určitých blokov, napríklad sled paketov v sieťovej
komunikácii.
Všetky kompresné a dekompresné funkcie majú rovnakú štruktúru (IOdata) parametrov
pre prácu so vstupnými a výstupnými poliami. Štruktúra IOdata obsahuje položky:
• uint8_t *in – pointer na vstupné pole – vstupný parameter
• uint32_t in_len – dĺžka vstupných dát v bajtoch – vstupný parameter, pre dekom-
presné funkcie nepovinný parameter
• uint8_t *out – pointer na výstupné pole – vstupno/výstupný parameter
• uint32_t out_len – dĺžka výstupného poľa v bajtoch – vstupno/výstupný parameter
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• uint32_t bytes – pri kompresných funkciách: počet bajtov zapísaných do výstupné-
ho poľa – výstupný parameter; pri dekompresných funkciách: počet bajtov pôvodného
nekomprimovaného súboru – vstupný parameter;
Štruktúra IOdata je definovaná v súbore alg_data.h ako typedef struct IOdata {...}
io_data_t.
Kompresné funkcie potrebujú poznať: adresu začiatku vstupných dát v pamäti (*in),
dĺžku vstupných dát (in_len), adresu začiatku výstupného poľa (*out) a dĺžku výstupného
poľa. Ak sa výstupné pole naplní pred skomprimovaním všetkých vstupných dát, funkcia
musí toto pole zväčšiť. Aby bolo zväčšenie poľa možné, musí byť pole vytvorené dynamicky
(pomocou funkcie malloc()). Po zväčšení poľa je možné, že sa zmení adresa jeho začiatku
(preto sú parametre *out a out_len vstupno/výstupné). Kompresné funkcie do parametra
bytes uložia počet skutočne uložených bajtov do výstupného poľa.
Pri ukladaní (odosielaní) skomprimovaných dát musí volajúci program pred skompri-
mované dáta (bytes bajtov z výstupného poľa *out) vložiť štyri bajty reprezentujúce dĺžku
pôvodných vstupných dát (in_len).
Dekompresné funkcie v knižnici pracujú na princípe, že nekontrolujú dĺžku vstupných
zakódovaných dát, ale kontrolujú dĺžku výstupných dekomprimovaných dát1, ktorá je pri
volaní funkcie známa (prvé štyri bajty skomprimovaných dát). Túto dĺžku vyextrahuje
volajúci program z komprimovaných dát do parametera bytes. Dekompresné funkcie ďalej
potrebujú poznať: začiatok skomprimovaných dát v pamäti (*in), adresu začiatku výstup-
ného poľa (*out) a dĺžku výstupného poľa (out_len). Ak je výstupné pole menšie ako dĺžka
pôvodných dát, musí sa zväčšiť (preto sú parametre *out a out_len vstupno/výstupné).
Každá funkcia vracia návratový kód (konštantu) typu integer, kde
EOK = 0 // bez chyby
EMEM // chyba pri alokácii pamäte
EENC // chyba pri enkódovaní
EDEC // chyba pri dekódovaní
Návratové kódy funkcií sú definované v súbore alg_data.h.
7.2 Algoritmy
Nasleduje stručný popis rozhraní a použitia funkcií jednotlivých algoritmov, ktorými sa
zaoberá táto práca.
7.2.1 RLE
Táto podkapitola upresňuje detaily implementácie algoritmu RLE (Run Length Encoding)
popísaného v kapitole 2. Vstupno/výstupným parametrom kompresnej aj dekompresnej
funkcie je pointer na dátový typ io_data_t (kap. 7.1) obsahujúci údaje potrebné na zápis
do vstupného a výstupného poľa. Návratovou hodnotou funkcií je hodnota reprezentujúca
úspešné ukončenie funkcie alebo kód chyby, ktorá nastala počas jej behu (kap. 7.1).
kompresná funkcia: int RLE_encode(io_data_t *iodata);
dekompresná funkcia: int RLE_decode(io_data_t *iodata);
zdrojové súbory: rle.c, rle.h
1dĺžku pôvodných dát pred komprimáciou
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Príklad použitia (kompresia dát):
io_data_t iodata;
/* alokácia vstupného a výstuného poľa */
/* naplnenie vstupného poľa (iodata.in) dátami */
if (RLE_encode(&iodata) != EOK) // kompresia dát
{ /* chyba počas behu funkcie */ }
/* skomprimované dáta sú uložené vo výstupnom poli (iodata.out) */
Pri funkciách RLE_encode() a RLE_decode() je potrebné kontrolovať ich návratovú hod-
notu a reagovať na prípadné chyby.
7.2.2 Adaptívne Huffmanovo kódovanie
Táto podkapitola upresňuje detaily implementácie algoritmu adaptívneho Huffmanovho kó-
dovania popísaného v kapitole 3.3. Vstupno/výstupným parametrom kompresnej aj dekom-
presnej funkcie je pointer na dátový typ io_data_t (kap. 7.1) obsahujúci údaje potrebné na
zápis do vstupného a výstupného poľa. Návratovou hodnotou funkcií je hodnota reprezen-
tujúca úspešné ukončenie funkcie alebo kód chyby, ktorá nastala počas jej behu (kap. 7.1).
V práci sú implementované dve verzie tohto algoritmu, rozdiel medzi nimi je popísaný
v kapitole 3.3.7.
Verzia s kontextom
Táto verzia umožňuje, aby viacero volaní funkcie na kompresiu (resp. dekompresiu) dát
používalo ten istý Huffmanov strom (ktorý sa mení počas kódovania dát).
Volanie funkcií pri kompresii je následovné: AH_context_init() (inicializácia stromu),
jedno alebo viac volaní AH_encode() (kompresia dát) a AH_context_free() (zrušenie stro-
mu). Podobne pri dekompresii: AH_context_init(), jedno alebo viac volaní AH_decode()
(dekompresia dát) a AH_context_free().
kompresná funkcia: int AH_encode(io_data_t *iodata, AH_context_t *cont);
dekompresná funkcia: int AH_decode(io_data_t *iodata, AH_context_t *cont);
funkc. na vytvor. stromu: int AH_context_init(AH_context_t *cont);
funkc. na zrušenie stromu: void AH_context_free(AH_context_t *cont);
zdrojové súbory: adapt_huff.c, adapt_huff.h
AH_context_t je dátová štruktúra obsahujúca strom, definovaná v súbore adapt_huff.h.
Príklad použitia (kompresia dát, kódujú sa 2 rovnako veľké bloky dát):
io_data_t iodata;
AH_context_t context;
if (AH_context_init(&context) != EOK) // alokácia a inicializácia kontextu
{ /* chyba počas behu funkcie */ }
/* alokácia vstupného a výstuného poľa (kódované bloky dát majú rovnakú
veľkosť, teda vstupné pole stačí alokovať iba raz) */
/* naplnenie vstupného poľa (iodata.in) dátami z prvého bloku dát */
if (AH_encode(&iodata, &context) != EOK) // kompresia 1. bloku dát
{ /* chyba počas behu funkcie */ }
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/* skompr. dáta z 1. bloku sú uložené vo výstupnom poli (iodata.out) */
/* naplnenie vstupného poľa (iodata.in) dátami z druhého bloku dát */
if (AH_encode(&iodata, &context) != EOK) // kompresia 2. bloku dát
{ /* chyba počas behu funkcie */ }
/* skompr. dáta z 2. bloku sú uložené vo výstupnom poli (iodata.out) */
AH_context_free(&context); // zrušenie kontextu
Pri všetkých funkciách, okrem funkcie AH_context_free(), je potrebné kontrolovať ich
návratovú hodnotu a reagovať na prípadné chyby.
Verzia bez kontextu
Na kompresiu dát sa volá len funkcia AH_encode2 a na dekompresiu len funkcia AH_decode2.
kompresná funkcia: int AH_encode2(io_data_t *iodata);
dekompresná funkcia: int AH_decode2(io_data_t *iodata);
zdrojové súbory: adapt_huff_2.c, adapt_huff_2.h
Pri tejto verzii algoritmu nemôže nastať preplnenie čítača (kap. 3.3.5), pretože dĺžka poľa
je 32-bitové číslo, tak isto ako počítadlo frekvencie výskytu symbolu v strome (symboly sú
veľké 1 bajt).
Príklad použitia (kompresia dát):
io_data_t iodata;
/* alokácia vstupného a výstuného poľa */
/* naplnenie vstupného poľa (iodata.in) dátami */
if (AH_encode2(&iodata) != EOK) // kompresia dát
{ /* chyba počas behu funkcie */ }
/* skomprimované dáta sú uložené vo výstupnom poli (iodata.out) */
Pri funkciách AH_encode2() a AH_decode2() je potrebné kontrolovať ich návratovú hod-
notu a reagovať na prípadné chyby.
7.2.3 Aritmetické kódovanie
Táto podkapitola upresňuje detaily implementácie algoritmu aritmetického kódovania popí-
saného v kapitole 4. Vstupno/výstupným parametrom kompresnej aj dekompresnej funkcie
je pointer na dátový typ io_data_t (kap. 7.1) obsahujúci údaje potrebné na zápis do vstup-
ného a výstupného poľa. Návratovou hodnotou funkcií je hodnota reprezentujúca úspešné
ukončenie funkcie alebo kód chyby, ktorá nastala počas jej behu (kap. 7.1).
kompresná funkcia: int AC_encode(io_data_t *iodata);
dekompresná funkcia: int AC_decode(io_data_t *iodata);
zdrojové súbory: arithm_coding.c, arithm_coding.h
Príklad použitia (kompresia dát):
io_data_t iodata;
/* alokácia vstupného a výstuného poľa */
/* naplnenie vstupného poľa (iodata.in) dátami */
if (AC_encode(&iodata) != EOK) // kompresia dát
{ /* chyba počas behu funkcie */ }
/* skomprimované dáta sú uložené vo výstupnom poli (iodata.out) */
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Pri funkciách AC_encode() a AC_decode() je potrebné kontrolovať ich návratovú hodnotu
a reagovať na prípadné chyby.
7.2.4 LZ77
Táto podkapitola upresňuje detaily implementácie algoritmu LZ77 popísaného v kapitole 5.
Vstupno/výstupným parametrom kompresnej aj dekompresnej funkcie je pointer na dátový
typ io_data_t (kap. 7.1) obsahujúci údaje potrebné na zápis do vstupného a výstupného
poľa. Návratovou hodnotou funkcií je hodnota reprezentujúca úspešné ukončenie funkcie
alebo kód chyby, ktorá nastala počas jej behu (kap. 7.1).
kompresná funkcia: int LZ77_encode(io_data_t *iodata);
dekompresná funkcia: int LZ77_decode(io_data_t *iodata);
zdrojové súbory: lz77.c, lz77.h
Príklad použitia (kompresia dát):
io_data_t iodata;
/* alokácia vstupného a výstuného poľa */
/* naplnenie vstupného poľa (iodata.in) dátami */
if (AC_encode(&iodata) != EOK) // kompresia dát
{ /* chyba počas behu funkcie */ }
/* skomprimované dáta sú uložené vo výstupnom poli (iodata.out) */
Pri funkciách LZ77_encode() a LZ77_decode() je potrebné kontrolovať ich návratovú hod-
notu a reagovať na prípadné chyby.
7.2.5 LZW
Táto podkapitola upresňuje detaily implementácie algoritmu LZW popísaného v kapitole 6.
Vstupno/výstupným parametrom kompresnej aj dekompresnej funkcie je pointer na dátový
typ io_data_t (kap. 7.1) obsahujúci údaje potrebné na zápis do vstupného a výstupného
poľa. Návratovou hodnotou funkcií je hodnota reprezentujúca úspešné ukončenie funkcie
alebo kód chyby, ktorá nastala počas jej behu (kap. 7.1).
V práci sú implementované dve verzie tohto algoritmu, rozdiel medzi nimi je popísaný
v kapitole 6.4.3.
Účinnosť metódy závisí od toho, aké najväčšie číslo môže obsahovať ukazovateľ na po-
ložku (reťazec) v slovníku – teda od počtu položiek v slovníku. Táto veľkosť nie je vstupným
parametrom algoritmu, v zdrojových kódoch je možnosť zadefinovať veľkosť ukazovateľa na
12, 13 alebo 14 bitov (#define BITS v úvode súborov lzw.c a lzw_2.c).
Verzia s kontextom
Táto verzia umožňuje, aby viacero volaní funkcie na kompresiu (resp. dekompresiu) dát
používalo ten istý slovník (ktorý sa mení počas kódovania dát).
Volanie funkcií pri kompresii je nasledovné: LZW_context_init() (inicializácia slovní-
ka), jedno alebo viac volaní LZW_encode() (kompresia dát) a LZW_context_free() (zru-
šenie slovníka). Podobne pri dekompresii: LZW_context_init(), jedno alebo viac volaní
LZW_decode() (dekompresia dát) a LZW_context_free().
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kompresná funkcia: int LZW_encode(io_data_t *iodata, LZW_context_t *cont);
dekompresná funkcia: int LZW_decode(io_data_t *iodata, LZW_context_t *cont);
funkc. na vytvor. slovn.: int LZW_context_init(LZW_context_t *cont);
funkc. na zruš. slovn.: void LZW_context_free(LZW_context_t *cont);
zdrojové súbory: lzw.c, lzw.h
LZW_context_t je dátová štruktúra obsahujúca slovník, definovaná v súbore lzw.h.
Príklad použitia (kompresia dát, kódujú sa 2 rovnako veľké bloky dát):
io_data_t iodata;
LZW_context_t context;
if (LZW_context_init(&context) != EOK) // alokácia a inicializácia kontextu
{ /* chyba počas behu funkcie */ }
/* alokácia vstupného a výstuného poľa (kódované bloky dát majú rovnakú
veľkosť, teda vstupné pole stačí alokovať iba raz) */
/* naplnenie vstupného poľa (iodata.in) dátami z prvého bloku dát */
if (LZW_encode(&iodata, &context) != EOK) // kompresia 1. bloku dát
{ /* chyba počas behu funkcie */ }
/* skompr. dáta z 1. bloku sú uložené vo výstupnom poli (iodata.out) */
/* naplnenie vstupného poľa (iodata.in) dátami z druhého bloku dát */
if (LZW_encode(&iodata, &context) != EOK) // kompresia 2. bloku dát
{ /* chyba počas behu funkcie */ }
/* skompr. dáta z 2. bloku sú uložené vo výstupnom poli (iodata.out) */
LZW_context_free(&context); // zrušenie kontextu
Pri všetkých funkciách, okrem funkcie LZW_context_free(), je potrebné kontrolovať
ich návratovú hodnotu a reagovať na prípadné chyby.
Verzia bez kontextu
Na kompresiu dát sa volá len funkcia LZW_encode2 a na dekompresiu len funkcia LZW_decode2.
kompresná funkcia: int LZW_encode2(io_data_t *iodata);
dekompresná funkcia: int LZW_decode2(io_data_t *iodata);
zdrojové súbory: lzw_2.c, lzw_2.h
Príklad použitia (kompresia dát):
io_data_t iodata;
/* alokácia vstupného a výstuného poľa */
/* naplnenie vstupného poľa (iodata.in) dátami */
if (LZW_encode2(&iodata) != EOK) // kompresia dát
{ /* chyba počas behu funkcie */ }
/* skomprimované dáta sú uložené vo výstupnom poli (iodata.out) */
Pri funkciách LZW_encode2() a LZW_decode2() je potrebné kontrolovať ich návratovú hod-
notu a reagovať na prípadné chyby.
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7.3 Knižnica
Všetky algoritmy z tejto práce sa dajú skompilovať do knižnice, ktorú je potom možné pripo-
jiť k volajúcemu programu. Pri použití knižnice stačí do programu vložiť hlavičkový súbor
lib_lca.h, ktorý vlastne zlučuje hlavičkové súbory z jednotlivých algoritmov. Použitie
kompresných a dekompresných funkcií je v tomto prípade rovnaké ako v predchádzajúcich
podkapitolách.
7.4 Ukážkové príklady
Po zadaní príkazu make sa vytvoria ukážkové programy používajúce jednotlivé kompresné
metódy (každý program obsahuje kóder aj dekóder). Taktiež prebehne kompilácia všetkých
algoritmov do knižnice.
Zadaním príkazu make run sa spustí skript demo.sh, ktorý postupne volá tieto progra-
my, každý dvakrát: raz na kompresiu súboru demo.txt a druhýkrát na jeho dekompresiu.





Do porovnania vstupuje všetkých päť algoritmov. Huffmanovo kódovanie a LZW kódovanie
majú dve verzie (kap. 3.3.7 a 6.4.3), ale na porovnanie sú použité len verzie bez kontextu,
pretože v porovnaní sa komprimujú samostatné súbory (a nie postupnosť po sebe idúcich
blokov).
Porovnanie jednotlivých metód je robené na súboroch:
• house.bmp – jednoduchý bitmapový obrázok s 8-bitovou farebnou hĺbkou, malým poč-
tom rôznych farieb a veľkými plochami rovnakej farby, špeciálne vytvorený (manuálne
v obrázkovom editore) pre potreby testovania
• beach.bmp – bitmapový obrázok s 8-bitovou farebnou hĺbkou a veľkým počtom farieb,
vytvorený z fotografie
• entext.txt – anglický text (úryvok z románu Far from the Madding Crowd od Tho-
masa Hardyho)
• fpsp.S – zdrojový kód v makroassembleri (časť programového kódu z jadra Linuxu
pre mikrokontrolér Motorola)
• EUanthem.mp3 – zvuk už skomprimovaný do formátu mp3
Obrázky a ukážky textov sú v dodatku B.
Na porovnanie ”výkonnosti“ vytvorených kompresnách algoritmov som vybral programy
7-Zip, gzip a bzip2.
Program 7-Zip je založený na metóde LZMA, ktorá je kombináciou LZ77 a adaptívneho
Range coding algoritmu (Range coding algoritmus je verzia aritmetického kódovania).
Program gzipZ je založený na DEFLATE algoritme, ktorý je kombináciou LZ77 a Huff-
manovho kódovania.
Program bzip2 používa Burrows-Wheeler transformáciu1 a Huffmanovo kódovanie.
1v tejto práci nie je spomenutá
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8.1 Porovnanie výsledkov kompresie a dekompresie
Tabuľky 8.1 – 8.5 zobrazujú dosiahnuté výsledky pre jednotlivé súbory. Najdôležitejším uka-
zateľom v tabuľkách je kompresný pomer (kap. 1.3), menšia hodnota znamená lepší výsledok
(kompresný pomer je podielom veľkosti skomprimovaných dát a veľkosti originálnych dát).
Čas kompresie a dekompresie je len pre porovnanie a naznačuje, že profesionálne algoritmy
sú náročnejšie na výpočet.
Metóda
Kompresný Veľkosť Čas Čas
pomer skompr. súboru kompresie dekompresie
RLE 10% 6 478 3 ms 3 ms
Adapt. Huff. kódovanie 31% 20 895 5 ms 3 ms
Aritmetické kódovanie 31% 20 534 4 ms 6 ms
LZ77 10% 6 991 81 ms 1 ms
LZW 6% 4 133 2 ms 1 ms
7-Zip 2% 1 169 30 ms 4 ms
gzip 2% 1 465 5 ms 7 ms
bzip2 2% 1 278 12 ms 5 ms
Tabuľka 8.1: Súbor: house.bmp, 66 614 bajtov.
Metóda
Kompresný Veľkosť Čas Čas
pomer skompr. súboru kompresie dekompresie
RLE 91% 60 354 4 ms 3 ms
Adapt. Huff. kódovanie 97% 64 747 62 ms 12 ms
Aritmetické kódovanie 97% 64 329 7 ms 9 ms
LZ77 81% 54 244 69 ms 1 ms
LZW 100% 66 541 5 ms 2 ms
7-Zip 52% 34 482 34 ms 7 ms
gzip 62% 41 189 15 ms 4 ms
bzip2 55% 36 839 19 ms 6 ms
Tabuľka 8.2: Súbor: beach.bmp, 66 614 bajtov.
46
Metóda
Kompresný Veľkosť Čas Čas
pomer skompr. súboru kompresie dekompresie
RLE 102% 785 076 10 ms 5 ms
Adapt. Huff. kódovanie 57% 438 513 120 ms 75 ms
Aritmetické kódovanie 57% 436 844 63 ms 88 ms
LZ77 69% 533 473 961 ms 8 ms
LZW 45% 348 414 44 ms 14 ms
7-Zip 34% 261 074 301 ms 29 ms
gzip 41% 313 381 86 ms 13 ms
bzip2 30% 232 598 117 ms 61 ms
Tabuľka 8.3: Súbor: entext.txt, 768 771 bajtov.
Metóda
Kompresný Veľkosť Čas Čas
pomer skompr. súboru kompresie dekompresie
RLE 96% 727 386 14 ms 21 ms
Adapt. Huff. kódovanie 68% 520 259 173 ms 84 ms
Aritmetické kódovanie 68% 517 847 66 ms 89 ms
LZ77 42% 320 311 482 ms 6 ms
LZW 47% 354 729 44 ms 13 ms
7-Zip 15% 115 750 161 ms 18 ms
gzip 19% 145 295 34 ms 9 ms
bzip2 16% 118 019 110 ms 38 ms
Tabuľka 8.4: Súbor: fpsp.S, 761 570 bajtov.
Metóda
Kompresný Veľkosť Čas Čas
pomer skompr. súboru kompresie dekompresie
RLE 100% 423 981 9 ms 10 ms
Adapt. Huff. kódovanie 98% 417 358 315 ms 70 ms
Aritmetické kódovanie 98% 415 461 43 ms 57 ms
LZ77 136% 575 479 654 ms 650 ms
LZW 131% 553 645 43 ms 10 ms
7-Zip 92% 390 706 114 ms 42 ms
gzip 93% 395 108 29 ms 8 ms
bzip2 91% 386 817 93 ms 41 ms
Tabuľka 8.5: Súbor: EUanthem.mp3, 424 241 bajtov.
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8.2 Diskusia k dosiahnutým výsledkom
Z porovnania výsledkov kompresie vyplýva (tabuľka 8.6), že profesionálne komprimačné
programy dosahujú lepšie výsledky kompresie, avšak v niektorých prípadoch za cenu vyššej
časovej aj výpočtovej náročnosti.
Jedným z dôvodov tejto skutočnosti je, že algoritmy v knižnici sú robené učebnicovo, t.j.
podľa teórie k jednotlivým metódam. Na druhej strane profesionálne programy kombinujú
viacero kompresných metód a používajú rôzne vylepšenia.
Najlepšie výsledky kompresie sú nad súborom house.bmp, pretože je to veľmi jednodu-
chý obrázok s veľkými jednofarebnými plochami.
Obrázok beach.bmp má tú istú veľkosť ako house.bmp (rozmery 256× 256 pixelov,
8-bitové farby), avšak kompresný pomer je omnoho horší. Susedné pixely netvoria žiadne,
resp. tvoria len malé jednofarebné plochy, pričom je použitých niekoľkonásobne viac rôznych
farieb. Práve väčšia rôznorodosť dát spôsobuje horší kompresný pomer.
Súbor fpsp.S (kód v makroassembleri) obsahuje veľa rovnakých, opakujúcich sa re-
ťazcov, dôsledkom čoho je, že výsledky jeho kompresie sú väčšinou lepšie ako výsledky
kompresie súboru entext.txt (anglický text).
Súbor EUanthem.mp3 je už skomprimovaný (stratovou mp3 kompresiou), preto jeho
ďalšia kompresia je minimálna.
Metóda house.bmp beach.bmp entext.txt fsps.S EUanthem.mp3
RLE 10 91 102 96 100
Adapt. Huff. kódovanie 31 97 57 68 98
Aritmetické kódovanie 31 97 57 68 98
LZ77 10 81 69 42 136
LZW 6 100 45 47 131
7-Zip 2 52 34 15 92
gzip 2 62 41 19 93
bzip2 2 55 30 16 91
Tabuľka 8.6: Zhrnutie kompresných pomerov v percentách.
8.3 Algoritmy s kontextom
Algoritmus adaptívneho Huffmanovho kódovania a algoritmus LZW kódovania sú v prá-
ci implementované aj vo verzii podporujúcej kódovanie viacerých blokov dát za sebou pri
použití jedného spoločného slovníka – kontext. Zlepšenie je v tom, že pri kódovaní prvého
bloku dát sa plní slovník a pri kódovaní ďalšieho bloku má kóder už čiastočne slovník napl-
nený, čo mu umožňuje dosiahnuť lepšie výsledky kompresie. Tabuľka 8.7 ukazuje výsledky
metód pri kódovaní dvoch rovnakých blokov dát za sebou, ako blok dát bol použitý súbor
house.bmp o veľkosti 66 614 bajtov.
Metóda 1. blok dát 2. blok dát
Adaptívne Huffmanovo kódovanie 20 895 20 862
LZW 4 133 2 845




Cieľom tejto práce bolo vytvorenie knižnice kompresných algoritmov. Knižnicu som im-
plementoval v jazyku C, čo zaručuje jej dobrú prenositeľnosť na rôzne platformy. Princípy
a implementácia jednotlivých kompresných algoritmov v knižnici sú popísané v predchá-
dzajúcich kapitolách .
Knižnica bola vytvorená tak, aby spracovávala dáta v pamäti. Jej použitie je vhod-
né pri dátach, ktoré sa budú ďalej programovo spracovávať. Dobrým príkladom využitia
a uplatnenia knižnice je napríklad kompresia dát na sieťových zariadeniach, čím sa dosiahne
menší prenos dát po sieti. Tu je vhodné spracovávať dáta aj po blokoch (za bloky môžeme
považovať napr. pakety) – kontext pri niektorých algoritmoch.
Algoritmy z knižnice nedosahujú tak dobré výsledky ako profesionálne programy na
kompresiu dát, na druhej strane sú však vo väčšine prípadov rýchlejšie (kap. 8.2). Túto
skutočnosť je výhodné uplatniť pri potrebe rýchleho spracovania dát, napríklad pri spomí-
nanom posielaní dát po sieti.
Knižnica kompresných algoritmov môže byť do budúcna rozšírená o ďalšie algoritmy.
Jednou z možností je pridanie adaptívnej verzie algoritmu aritmetického kódovania, prí-
padne inej verzie tohto algoritmu – algoritmus Range Encoder (tento algoritmus na rozdiel
od aritmetického kódovania zapisuje dáta po bajtoch, nie po bitoch).
Ďalšie vylepšenie knižnice môže byť postavené na úprave jednotlivých algoritmov podľa
najnovších výskumov v oblasti kompresie dát, alebo kombináciou jednotlivých metód (ako
je to pri niektorých profesionálnych programoch – viď. kap. 8).
Do úvahy pripadá i rozšírenie knižnice tak, aby u niektorých algoritmov bolo možné
meniť parametre kompresie – napríklad nastaviť veľkosť slovníka, či vylepšiť knižnicu na-
hradením ”jednoduchších“ algoritnmov (napr. RLE) za ”zložitejšie“ a efektívnejšie.
Uvedené návrhy rozšírenia knižnice kompresných algoritmov je možné podrobnejšie
spracovať v neskoršej diplomovej práci, pri ktorej môže byť predkladaná bakalárska práca
využitá ako východiskový materiál.
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– Zdrojové súbory knižnice
– Zdrojové súbory technickej správy v LATEX-u










<T Madding Crowd(Penguin 1978)>
<C i>
<P 51>
DESCRIPTION OF FARMER OAK -- AN INCIDENT
When Farmer Oak smiled, the corners of his mouth
spread till they were within an unimportant distance of
his ears, his eyes were reduced to chinks, and diverging
wrinkles appeared round them, extending upon his
countenance like the rays in a rudimentary sketch of
the rising sun.
His Christian name was Gabriel, and on working
days he was a young man of sound judgment, easy
motions, proper dress, and general good character. On
Sundays he was a man of misty views, rather given to
postponing, and hampered by his best clothes and
umbrella : upon the whole, one who felt himself to
occupy morally that vast middle space of Laodicean
neutrality which lay between the Communion people
of the parish and the drunken section, -- that is, he went
Časť súboru fpsp.S:
global _imem_read_long
_imem_read_long:
mov.l %d0,-(%sp)
mov.l (_060FPSP_TABLE-0x80+_off_irl,%pc),%d0
pea.l (_060FPSP_TABLE-0x80,%pc,%d0)
mov.l 0x4(%sp),%d0
rtd &0x4
global _dmem_read_byte
_dmem_read_byte:
mov.l %d0,-(%sp)
mov.l (_060FPSP_TABLE-0x80+_off_drb,%pc),%d0
pea.l (_060FPSP_TABLE-0x80,%pc,%d0)
mov.l 0x4(%sp),%d0
rtd &0x4
global _dmem_read_word
_dmem_read_word:
mov.l %d0,-(%sp)
mov.l (_060FPSP_TABLE-0x80+_off_drw,%pc),%d0
pea.l (_060FPSP_TABLE-0x80,%pc,%d0)
mov.l 0x4(%sp),%d0
rtd &0x4
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