Abstract. Let G be a real solvable exponential Lie group with Lie algebra g and let f ∈ g * . We take two polarizations p j , j = 1, 2, at f which meet Pukanszky's condition. Let P j := exp(p j ), j = 1, 2, be the associated subgroups in G. The linear functional f defines unitary characters χ j (exp(X)) := e −i f,X , X ∈ p j , of P j . Let τ j := ind G Pj χ j , j = 1, 2, be the corresponding induced representations, which are unitary and irreducible. It is well known that τ 1 and τ 2 are unitary equivalent. The description of the intertwining operator of such an equivalence is given via an abstract integral I p2,p1 over the homogeneous space P 2 /P 1 ∩ P 2 and one of the main problems is the convergence of such an integral. In this paper, we show that the product P 1 P 2 is closed in G. This then implies that our integral converges at least on a dense subspace of elements of the space of τ 1 and we can prove that this formal integral gives us a concrete intertwining operator. We can in this way avoid the use of a third Pukanszky polarization, which was necessary in the approach made in [1] . Finally, given three Pukanszky polarizations p i , i = 1, 2, 3 at f , we accurately determine the composition formula of I p3,p2 • I p2,p1 • I p1,p3 using Maslov's index.
Introduction
Let G be an exponential solvable Lie group with Lie algebra g. Exponential means that the exponential mapping exp : g → G is a C ∞ diffeomorphism. Therefore the group G is connected and simply connected. The orbit method makes it possible to parametrize the unitary dualĜ of G by the space of coadjoint orbits of G in g * , the dual vector space of g. It is well known that for such groups, any unitary and irreducible representation π is monomial and is precisely of the form π f,h := ind defined by (1.1) T H ,H ξ(g) = H/H∩H ξ(gh)χ f (h)dh, g ∈ G defines a C ∞ vector of the representation π f,h and that the operator T H ,H continuously extends to be an isometric intertwining operator up to a normalization of the involved measure classes in question. Nilpotent Lie groups are unimodular and it is pretty easy to see that the direct product H·H is closed in G. So no hurdle stands to the convergence of the integral 1.1 defined above when restricted to the subspace of H +∞ π f,h of C +∞ functions with compact support modulo H. Beyond this setup, evidence has accumulated that the difficulties involved in this context are considerable for several structural and technical reasons. In [5] , the second author of the present paper suggests a formal candidate to the intertwining operator, still denoted by T H ,H , for the context of exponential Lie groups:
ξ is merely taken in addition with compact support modulo H. When restricted to a class of exponential Lie groups for which the pair (h, h ) of the polarizing subalgebras meets a structural condition denoted by N , he also drew a prototypical proof of the unitarity of such an operator as well. This condition on (h, h ) is settled in a way such that the simple product of their Lie groups is closed in G. Later, the two last authors together with D. Arnal showed in [1] that the operator T H ,H extends to be an isometric intertwining operator for arbitrary exponential Lie groups whenever one the polarizations in question is of M. Vergne. This somehow permits them to consider a general instance making use of a third Vergne type polarization. This approach was quite efficient to a certain extent, and this is mainly due to the irrelevance of that third polarization involved through the composition formula.
In this paper, we again pay attention to this problem. We show first that the direct product of two Pukanszky polarizations is closed in G. Such a fundamental upshot gives rise to the convergence of the integral 1.2 at least on a dense subspace of the C +∞ vector space of the first representation in question. This allows us to overcome all the difficulties involved in this setup and to prove that the operator 1.2 can be extended to a unitary intertwining operator. We will finally be devoted to show that given three Pukanszky polarizations h i , i = 1, 2, 3 at f ∈ g * in g, the composition formula using the Maslov index of the Kashiwara quadratic form holds. Such a formula was obtained first for nilpotent Lie groups in [9] and later in [5] for exponential solvable Lie groups such that the pairs of polarizations (h i , h j )(1 ≤ i, j ≤ 3) in question fulfill the condition N . The last section of the paper aims to prove that the formula can be settled to encompass arbitrary exponential solvable Lie groups.
Preliminaries and notations
We begin this section by reviewing some useful facts and notations regarding some aspects of monomial representations of an exponential solvable Lie group. The material dealt with here is quite standard, we refer the reader to the references [1, 2, 4, 5, 6, 7, 8, 12, 16] for more complete details. Throughout, g will be a n-dimensional real exponential Lie algebra, G will be the associated connected and simply connected exponential Lie group. The Lie group G acts on g by the adjoint representation Ad G and on g * , the dual vector space by the coadjoint representation Ad * G . The space of coadjoint orbits is denoted therefore by g * /Ad * G . LetĜ be the unitary dual of G, the set of all equivalence classes of unitary and irreducible representations of G. Let f ∈ g * . We then have the skew symmetric bilinear form B f on g defined by
be the radical of this bilinear form, which is just the Lie algebra of the stabilizer G(f ) of f in G, i.e. G(f ) = exp(g(f )). Let us define for a subspace a of g a ⊥, g * := { ∈ g * ; | a = 0}, | a being the restriction of to a. Let also
To simplify notations, we shall write a ⊥ instead of a ⊥, g * wherever there is no possible confusion. If a ⊂ a f (resp. a = a f ), then we say that a is isotropic (resp. Lagrangian) for B f . It is well known that an isotropic subspace a is Lagrangian, if and only if
We denote by S(f, g) (resp. M (f, g)) the family of all isotropic, (resp. Lagrangian) subspaces for B f . Let dg be a left Haar measure on G and let ∆ G be the modular function of G. Thus
for every ϕ belonging to the space C c (G) of continuous functions with compact support on G. We have
Let H be a closed subgroup of G with Lie algebra h and we denote by ∆ H,G the real character of H defined by
Hence for X ∈ h, we have ∆ H,G (exp(X)) = exp(tr ad g/h X).
Let E(G/H) be the space of all complex-valued continuous functions with compact support modulo H, which satisfy the covariance condition
The group G acts by left translation on E(G/H) and there exists a unique (up to a positive multiple) translation invariant positive linear functional on this space. We shall denote it by the symbol ν = ν G,H and we write it in the form of an integral
If ∆ H = ∆ G on H, then ν G,H is simply an invariant measure on the homogeneous space G/H. It will sometimes be denoted by dġ.
We take now another closed subgroup K of H. The next lemma will play an important role in the sequel.
Lemma 2.1. (Transitivity Lemma [2] , chap. V) Let K ⊂ H be two closed subgroups of G and let ϕ be a ν G/H -integrable function. Then the set of all the g's in G, for which the function
is ν G,H -integrable and, up to a normalization, we have the formula
Let σ be a unitary representation of H on a Hilbert space H. We denote by C c (G/H, σ) the space of all continuous mappings ϕ : G → H, compactly supported modulo H, which satisfy the covariance condition
When ϕ belongs to C c (G/H, σ), the function g → ϕ(g) 2 H belongs to the space E(G/H) and we let
The induced representation ind
G H σ of G is realized by left translation on the Hilbert space completion L 2 (G/H, σ) of C c (G/H, σ) equipped with the norm 2 . For an element h in S(f, g), we denote by χ f the unitary character of H = exp(h) defined by
This character induces a unitary representation π := π f,h := ind
, the completion of the vector space C c (G/H, χ f ) of the complexvalued continuous functions of G, which are compactly supported modulo H and which satisfying the covariance condition
We denote by I(f, g) the subset of S(f, g) consisting of all the subalgebras h for which the representation π f,h is irreducible. We then have Pukanszky's criterion [2] :
Theorem 2.2. Let h be an element of S(f, g). The following conditions are equivalent:
When the conditions of Theorem 2.2 are satisfied, then we say that h satisfies Pukanszky's condition or simply that h is a Puk-polarization at f . In order to construct a Puk-polarization at f , we can use the standard method of M. Vergne. Let (g j ) n j=0 be a good sequence of subalgebras of g, i. e. a sequence of subalgebras of g,
and such that if g j is not an ideal of g, then g j−1 and g j+1 are both ideals of g and the quotient space g j+1 /g j−1 is an irreducible g module. For 1 ≤ j ≤ n, let f j be the restriction of f to g j . Then the subspace n j=1 g j (f j ) is a polarization at f which satisfies Pukanszky's condition. The polarizations constructed in this fashion are called Vergne Polarizations. Let us introduce other ingredients. Let k be a subalgebra of g. An ordered set {X 1 , X 2 , . . . , X m } of elements of g is called an co exponential basis (relatively to k) if the mapping
is a diffeomorphism of R m × k onto the group G. Such a basis always exists (cf. [2] ). If π is a unitary representation of the group G in a Hilbert space H π , we denote by H ∞ π the space of the C ∞ vectors of π equipped with its usual topology (cf. [3] , [15] ) and by H −∞ π its anti-dual. Given a complex character σ of a subgroup K of G, let
The determination of these spaces is an interesting problem. For instance, if K = exp(k) where k ∈ S(f, g), we consider the monomial representation τ = ind
, where e denotes the identity element of G. By construction, δ τ belongs to (H
K,G and would like to obtain an explicit disintegration of δ τ using elements in (H
K,G for representations π ∈Ĝ appearing in the disintegration of τ (cf. [7] , [8] , [14] ). When G is nilpotent and k ∈ M (f, g), if we realize τ on the space L 2 (R) m with the help of a co-exponential basis relative to k, we see that [4] the space of the C ∞ -vectors H ∞ τ coincides with the Schwartz space S(R m ) of the rapidly decreasing C ∞ -functions. In this case the anti-dual H −∞ τ can be identified with the space S (R m ) of the tempered distributions. We now come back to our main problem. Let as before G = exp(g) be a solvable exponential Lie group with Lie algebra g. We take f ∈ g * and two Puk-polarizations p 1 , p 2 in I(f, g). It follows that the representation ρ(f, p 1 , G) is equivalent to ρ(f, p 2 , G). We propose to construct an explicit intertwining operator between them. The first essential step in [5] had been the discovery of the relation
(see Théorème 2 in [5] ) For the convenience of the reader, we give a (new) proof of this relation 2.4. In fact we can reformulate this relation in the following way. 
where
Then w contains (p 1 + p 2 ) ∩ ker(f ) and g is the direct sum of RU, RV and w. Therefore we have two linear functionals λ, µ on g and a linear mapping w : g → w, such that
For c ∈ R, let c ∈ g * be the linear functional which coincides with f on w + RV and for which c (U ) = c. For the particular value c = 0, we get obviously 0 = f . In particular
Using Pukanszky's condition, we have that
) for every c ∈ R. Hence the spaces p 1 /(p 1 ∩ p 2 ) and p 2 /(p 1 ∩ p 2 ) are dual one to each other with respect to the bilinear form B c for all c ∈ R.
Let {e k (c); 1 ≤ k ≤ m} be the basis of m 1 which is dual to the basis {ê j ; 1 ≤ j ≤ m} with respect to the form B c . We write
, we get as in 2.5 that for any
Let us write according to equation 2.6
where w j,i ∈ w, where β j,i ∈ R (1 ≤ i, j ≤ m) and where δ ij denotes the Kronecker symbol. Therefore
Furthermore, we have for any c ∈ R that
We have m 2 + 1 equations involving the coefficients β i,j . Namely
If we consider the functionals c , c ∈ R, then equations 2.8 and 2.11 tell us that
In order to show that β = 0, consider the m by m matrices B := (β i,j ) 1≤i,j ≤ m and Λ(c) := (λ i,j (c)) 1≤i,j ≤ m . Equations 2.12 and 2.13 then read
In particular, equation 2.12 tells us that the matrix I m + cB is invertible for every real number c and so no element of the spectrum σ(B) of B can be a real number different from 0. We now write
Hence β = lim c→∞ λ∈σ(B) λ 1+cλ = 0, which achieves the proof of the proposition.
Lemma 2.3 implies the identity
This allows us to write down the formal integral
At least formally speaking, it is clear that the function I p 2 p 1 ϕ satisfies the covariance condition which is necessary to belong to the space L 2 (G/P 2 , χ f ) and that I p 2 p 1 commutes with left translations.
We therefore can assert that the convergence of the integral 2.15 is one of the main hurdles we face up. Remark that the Pukanszky condition implies that the product H 2 H 1 is locally closed in G and therefore the space P 2 P 1 /H 1 is homeomorphic to the homogeneous space P 2 /(P 1 ∩ P 2 ). If now P 2 P 1 is closed in G, which is true when G is nilpotent or one of our two polarizations is a Vergne polarization, then the integral (2.15) converges for every function ϕ ∈ C c (G/P 1 , χ f ). When we studied this problem in [1] , we didn't know whether P 2 P 1 is closed or not. In [1] we asked the question:
Question. Let G be an exponential solvable Lie group. Let f ∈ g * and let p j be Pukpolarizations at f and P j = exp(p j ) (j = 1, 2). Is the product P 2 P 1 closed in G?
We now give a positive answer to this question.
A closed subset of G
We need a few lemmas in order to prove that the product of two Puk-polarizations is closed.
We must show that
Since p 1 and p 2 are Puk-polarizations, there exists u 2 ∈ P 2 and u 1 ∈ P 1 , such that
Let now n be the nil-radical of g and let N := exp(n). Choose a subspace v 1 of p 1 such that p 1 = p 1 ∩ n ⊕ v 1 and take a subspace v 2 of p 2 , such that
Then G 0 := P 1 N P 2 is a closed connected normal subgroup of G containing P 1 and P 2 . Furthermore the mapping
is a diffeomorphism.
Lemma 3.2. The product P 1 P 2 is closed in G if and only if
Proof. Suppose that the subset A := P 1 P 2 ∩ N is closed in G. Let g ∈ G be in the closure of P 1 P 2 . Then g ∈ G 0 and g = lim n→∞ g n , fore some sequence (g n ) n ⊂ P 1 P 2 . We write
We prove now that A is closed. Denote by A the closure of A in G. It is easy to see that Lemma 3.3.
Let now g ∈ A, such that dim(Ad(g)p 2 ∩p 1 ) = d. Let (g n ) be a sequence taken in A, with lim n→∞ g n = g. Then, for a subsequence, the subspaces Ad(g n )p 2 ∩ p 1 converge in the subspace topology to a subspace S of Ad(g)p 2 ∩p 1 and dim(S) = d = dim(Ad(g)p 2 ∩p 1 ). Hence S = Ad(g)p 2 ∩ p 1 . We know now that Ad
Hence g ∈ P 1 P 2 by Lemma 3.1. Since N is also closed, we have that g ∈ P 1 P 2 ∩ N = A.
Proposition 3.4. Let f be an element of the dual space of the exponential solvable Lie algebra g = Lie(G). Let p 1 , p 2 be two Puk-polarizations at f . Then the product P 2 P 1 of the two closed connected subgroups P j := exp(p j ), j = 1, 2, is a closed subset of G.
Proof. Let V := {ψ 1 , · · · , ψ m } be a basis of the subspace p
We shall show, that we can find a basis V and a basis Y, such that the corresponding matrix M (g) admits a minor m(g) of order dim(
, which is equal to one for g ∈ A, hence also for every g ∈ A. Hence for
be a Jordan-Hölder sequence of g for the Ad-action of N . That means that the g i 's are subalgebras of g, that [n, g i ] ⊂ g i+1 and that dim(g i /g i+1 ) = 1 for every i. Define for a subspace v ⊂ g the index set
So
which had been defined above, is a bijection. If for i < i we have that j = j , then there exists
For a scalar λ ∈ R * , we then have that Z j − λZ j ∈ g j+1 and so
we have an index i ≤ j, and elements
, the index i must be strictly smaller than the index j. We choose i maximal with these properties. Then i ∈ I p 1 ∩ I p 2 . Furthermore j = j(i), since letting j := j(i), we have that j ≥ j and in the case where j > j, there exists
But we can take then a scalar λ ∈ R * , such that
, contradicting the maximality of i. This shows that our mapping is also surjective. We can now define a basis of g containing our basis Y of p 2 . For i ∈ I p 1 ∩p 2 we take
This gives us a Jordan-Hölder basis Z of g and Y = Z ∩ p 2 . The basis V of p ⊥ 1 we need is constructed with the vectors ϕ i , i ∈ {1, · · · , n} in the following way.
and we let ϕ i (Z k ) = 0 if k ∈ {i, j} and ϕ i (Z j ) = ϕ i (X 2 i ) = 1 and ϕ i (Z k ) = 0 for all k ∈ I p 1 . We obtain in this way dim(g/p 1 ) linearly independent functionals in p 
. This gives us the relative minor of the matrix M (g) we are looking for. It suffices to take the sub-matrix S(g) of M (g) formed by the rows R i , i ∈ I p 2 \ I p 1 ∩p 2 , and the columns C i , i ∈ I p 2 \ I p 1 and the columns C j(i) , i ∈ I p 1 ∩ I p 2 \ I p 1 ∩p 2 . This square sub-matrix S(g) is then of order dim(p 2 /p 1 ∩ p 2 ) and it is lower triangular with 1's on the diagonal, since
4. An intertwining operator Proposition 3.4 now allows us to write down explicitly our intertwining operator.
Proposition 4.1. Let G = exp(g) be an exponential Lie group. Let f ∈ g * and let p 1 , p 2 be two Puk-polarizations at f . For every η in C c (G/P 1 , χ f ), the integral
converges and defines a continuous function on G/P 2 satisfying the covariance condition of the space L 2 (G/P 2 , χ f ).
Proof. We have for η ∈ C c (G/P 1 , χ f ), p 2 ∈ P 2 , q ∈ P 1 ∩ P 2 and g ∈ G that
which merely stems from the relation
by 2.14. Since the subset P 2 P 1 is closed in G, for every function η ∈ C c (G/P 1 , χ f ), its restriction to gP 2 P 1 , g ∈ G, has compact support modulo P 1 . Hence the function
is contained in E(P 2 /P 1 ∩ P 2 ) and the integral (4.20) converges for every g ∈ G. Furthermore, the function I p 2 ,p 1 η is continuous by the theorem of dominated convergence. It is immediately checked that I p 2 ,p 1 η satisfies also the covariance relation which is necessary to belong to the space C c (G/P 2 , χ f ).
We shall directly show in this section that the mapping I p 2 ,p 1 is an isometry. Similar computations had already be done in [5] and [1] . Therefore we present here only a full proof for completely solvable groups. This proof includes some details which had been forgotten in [1] , Thï¿ Lemma 4.2. Let p 1 , p 2 be two Puk-polarizations at f ∈ g * . Then for every ϕ ∈ C ∞ c (G/P 1 , χ f ), the function I p 2 ,p 1 (ϕ) is contained in L 2 (G/P 2 , χ f ) and for the right choice of the linear form P 2 /P 1 ∩P 2 dν, we have that
Proof. We proceed by induction on the dimension of g. If g is abelian, there is nothing to prove. If there exists an ideal a of g such that f vanishes on a, we pass to the quotient g/a and we are done. If there exists a proper subalgebra b of g containing p 1 + p 2 , then the induction hypothesis applied to b tells us that for every
From now on, we can suppose that f does not vanish on any proper ideal of g and that p 1 + p 2 is not contained in any proper subalgebra. We can assume also that [g, g] is not included in the center z(g) of g, since otherwise g is nilpotent and the lemma is well known in that case. Let a be a minimal non central ideal of g contained in [g, g] .
is one or 0 dimensional. If z is reduced to {0}, then p 1 + p 2 is contained in the centralizer g 0 of a, since p i , i = 1, 2, are Puk-polarizations. Hence we can suppose that z = RZ is one dimensional and a ⊃ z has dimension 2 or 3. We can also assume that f (Z) = 1. Let
Choose a subspace y in a such that a = y⊕p 1 ∩a and y ⊂ ker(f ). Then p 2 /p 1 ∩p 2 p 2 /p 1 ∩p 2 ⊕y. Let us write now and the other cases to come (for simplicity of notations) I 2,1 := I p 2 ,p 1 , I 2,1 := I p 2 ,p 1 , I 1,1 = I p 1 ,p 1 and so on. We know that I 1 ,1 and I 2 ,2 are in fact Fourier transforms and hence
Hence I 2,1 is an isometry too.
since by 2.14, ∆
. Hence I 2,1 is also in this case an isometry. We now come to the case where
We assume first that a is twodimensional, i.e a = RY + RZ for some Y ∈ a ∩ ker(f ). Then there exists a character α : g → R and a linear functional 0 = β :
Since p 1 and p 2 are Puk-polarizations, we have that Ad
⊥ . This shows that the restrictions of α and β to p 1 ∩ p 2 cannot be proportional, since Y ∈ p 1 + p 2 . We can therefore choose
The next case arrives when p 1 ∩ p 2 ⊂ g 0 which is equivalent to the fact
Proof. Indeed, if p 1 ∩ p 2 ⊂ g 0 , then we take T ∈ p 1 ∩ p 2 , such that α(T ) = 1 and we replace U i by [T,
. The Pukanszky condition tells us that p 1 and
, which leads to a contradiction.
The preceding lemma implies that
and the space P 2 /P 1 ∩ P 2 is isomorphic to P 0 2 /(P 1 ∩ P 2 )exp(RU 2 ). Hence using again 2.3 and 2.14 and the fact that
Hence I 2,1 is a multiple of an isometry.
(2) We can choose X 1 , X 2 in ker(α) such that the identity
, which has been excluded since we have at present
. Since b is an isotropic subspace for the bilinear form B f and since dim(b) = dim(p 2 ), b is maximal isotropic for B f . Because f ([X 1 , p 2 ∩ b]) = {0} it follows then that X 1 ∈ p 2 + b and therefore p 1 ∩ p 2 ⊂ g 0 , a contradiction. We can take therefore X 1 , X 2 ∈ ker(α). Let us now prove that we can choose also X 1 , X 2 ∈ ker(α) such that our trace relation Our relation then follows from the fact that tr ad p 1 /(p 1 ∩q 2 ) X 1 = tr ad p 1 /(p 1 ∩p 2 ) X 1 and tr ad p 2 /(p 1 ∩p 2 ) X 2 = tr ad q 2 /(p 1 ∩q 2 ) X 1 . If α(p 2 ) = {0}, then we can find T 2 ∈ p 2 ∩ ker(f ) which satisfies the relation
for some c ∈ R and then T 2 := T 2 − cX has the property that T 2 ∈ p 0 2 ∩ ker(f ) and [T 2 , Y ] = Y . We can suppose that T 2 ∈ p 1 + p 2 ∩ ker(α) + RY , since otherwise T 2 − U 2 = U 1 + sY for some s ∈ R, U 1 ∈ p 1 and some U 2 ∈ p 2 ∩ ker(α). We can apply this relation to the identity Y = a(X 2 − X 1 ) and we get
Let us fix a subspace w of g such that w contains p 1 + p 0 2 ∩ ker(α) + RT 2 and such that we have g = w ⊕ RY . Let
Indeed, there exist a linear functional γ ∈ g * and a linear map w : g → w, such that for any
Hence X ∈ RT 2 + RY + RZ + w 0 . It is clear that the sum RT 2 + RY + RZ + w 0 is direct. We can therefore write:
for certain linear forms λ, β, γ ∈ g * and for some element w 0 (X) ∈ w 0 . For c, τ ∈ R, let c,τ ∈ g * be chosen such that c,τ = f on w 0 + RZ, such that c,τ (Y ) = c and c,τ (T 2 ) = τ a .
In particular we have that 0,0 = f . Let q 2 := p 0 2 + R(aX 2 + Y ). Then one checks that q 2 ∈ S( c,τ , g) for every c, τ ∈ R. By Pukanszky's condition p 1 ∈ I( c,τ , g). But then necessarily q 2 ∈ M ( c,τ , g), because dim(p 1 ) = dim(q 2 ). The two spaces p we arrive by 2.5 at
According to (4.21) [e i ,ê j ] = aγ ji T 2 + β ji Y + δ ji Z + w ji where γ ij , β ij ∈ R, w ji ∈ w 0 (1 ≤ i, j ≤ m), and where δ ij denotes the Kronecker symbol. If we write e k (c, τ ) = m j=1 λ kj (c, τ )e j with λ kj (c) ∈ R (1 ≤ j, k ≤ m), then we get
For the trace condition, we use 4.22 and 4.23 and we get
We now interpret these equations 4.24 and 4.25 in the following way. Consider the m×m
We must prove that β = 0.
Let S = S k be the family of all subsets S of the set {0, · · · , k − 1} := E k and by S i = S k i the family of elements S ∈ S containing i elements. We denote by δ S , S ∈ S, its characteristic function, i.e δ S (x) = 1, if x ∈ S and δ S (x) = 0, if x ∈ S. For S ∈ S i , let M S be the m × m matrix
For c and τ small enough, we can express (cB + τ Γ + I m ) −1 as a converging series in c, τ :
If we plug this identity into relation 4.26, we get the identity
Hence,
Let Σ be the group of bijections of the set E k generated by the cyclic permutation σ(i) = i + 1 modulo k(i ∈ E k ). This group has k elements and it acts on the space S i in a natural way. Let for S ∈ S k i , Σ S be the stabilizer of S in Σ. Denote by d S the number of elements of Σ S , S ∈ S k i . Let also Ω be the orbit space S i /Σ. We choose for every Σ-orbit O in S i a representative S O and we denote by |O| the number of its elements. For any S ∈ S i , we have that
Hence tr(M S ) = tr(M σS ) = tr(M σ l S ), l ∈ N. This allows us to write
Consider the mapping I :
). This mapping is a bijection of the set S k−1 i onto the subset S k i,1 := {S ∈ S k i , 0 ∈ S}. Lemma 4.5. We have the formula Now it is clear that for τ ∈ Σ, necessarily τ S ∈ S k i,1 if and only if τ = σ −t , for some t ∈ E k+1 \ S. On the other hand the subset Σ S,1 := {τ ∈ Σ, τ S ∈ S k i,1 } is invariant under multiplication by elements of Σ S , since S is Σ S -invariant. Hence |O ∩S Let us continue with the proof of Proposition 4.2. In the case we are just considering we have that p 1 ∩ p 2 = p 1 ∩ p 2 and [X 2 , p 1 ∩ p 2 ] ⊂ [p 1 , p 2 ]. Let k := RX 2 ⊕ p 1 ∩ p 2 and K := exp(k). This allows us to identify the space P 2 /K with P 0 2 /P 1 ∩ P 2 . Hence using again 2.3 and 2.14 and the preceding lemma, we obtain for ϕ ∈ C ∞ 0 (G/P 1 , χ f ), g ∈ G and I(g) = I 2,1 •I 1 ,1 ϕ(g) that I(g) = P 2 /P 2 ∩P 1 (I 1 ,1 ϕ)(gp 2 )∆ −1/2 (y−x)tr ad g/p 1 X 1 ϕ(gp 2 exp(yX 2 ))dy
ytr ad g/p 1 X 1 ϕ(gp 2 exp(yX 2 ))dy = 2π |a| e iπ 4
sgn(a)
xtr ad g/p 2 X 2 e −xtr ad p 2 /k X 2 ϕ(gp 2 exp(xX 2 ))dx = e iπ 4 sgn(a)
sgn(a) (I 2,1 ϕ)(g), which achieves the proof in this case.
As for the cases where dim(a) = 3, they are treated in a similar way. It suffices to adopt the calculations made in [1] .
In combining Proposition 3.4 and Proposition 4.2, we obtain the main upshot:
Theorem 4.6. Let G = exp(g) be an exponential solvable Lie group. Let f ∈ g * and let p 1 , p 2 be two Puk-polarizations at f . Let π 1 := π f,p 1 , π 2 := π f,p 2 . The mapping I p 2 ,p 1 extends to a unitary intertwining operator for the representations π 1 and π 2 .
