PSO with mutation for fuzzy classifier design  by Rania, C. & Deepa, S.N.
Available online at www.sciencedirect.com Procedia 
Computer 
Science Procedia Computer Science  00 (2009) 000–000 
www.elsevier.com/locate/procedia
ICEBT 2010 
PSO with Mutation for Fuzzy Classifier Design 
C.Raniaa*, S.N.Deepab 
aResearch Scholar/Department of Information Technology,Anna University of Technolgy, Coimbatore, India 
bAssistant Professor/Department of Electrical and Electronics Engineering, Anna University of Technology, Coimbatore, India 
Abstract 
One of the important issues in the design of fuzzy classifiers is the formation of fuzzy if-then rules and the membership functions. This paper 
presents a hybrid Particle Swarm Optimization based approach for fuzzy classifier design which incorporates the concept of mutation from 
evolutionary computations. The proposed MutPSO develops the fuzzy classifier system by encoding and evolving both the membership 
functions and rule set as particles simultaneously. Non-uniform mutation is applied to the membership functions which are represented as real 
numbers. Uniform mutation is applied to the rule set which is represented as discrete numbers. In the classification problem under 
consideration, the objective is to maximize the correctly classified data and minimize the number of rules. This objective is formulated as a 
fitness function to guide the search procedure to select an appropriate fuzzy classification system so that the number of fuzzy rules and the 
number of incorrectly classified patterns are simultaneously minimized. The performance of the proposed MutPSO approach is demonstrated 
through development of fuzzy classifiers for iris data available in UCI machine learning repository. Simulation results show the suitability of 
the proposed approach for developing the fuzzy system. 
Keywords: Fuzzy Classifier; If-then rules; Membership function; Particle Swarm Optimization,Mutation. 
1. Introduction 
Fuzzy Logic has been successfully applied in solving classification problems where boundaries between classes are not well 
defined [1, 2]. Typical fuzzy classifiers consist of interpretable if-then rules with fuzzy antecedents and class labels in the 
consequent part. The antecedents (if-parts) of the rules partition the input space into a number of fuzzy regions by fuzzy sets, 
while the consequents (then-parts) describe the output of the classifier in these regions. Formation of fuzzy if-then rules and the 
membership functions are the important issues in the design of fuzzy classifier system. In general the rules and membership 
function are formed from the experience of the human experts. With an increasing number of variables, the possible number of 
rules increases exponentially, which makes it difficult for experts to define a complete rule set for good system performance.  
Data-driven approaches have been proposed for developing the fuzzy system from numerical data without domain experts [3-
7]. But they are very weak in self learning and determining the number of necessary fuzzy if-then rules. The design of a fuzzy 
classifier system can be formulated as a search problem in high dimensional space where each point represents a rule set, 
membership function and the corresponding system behaviour. Given some performance criteria, the performance of the system 
forms a hyper surface in the space. Developing the optimal fuzzy system is equivalent to finding the optimal location of this 
hyper surface. This makes Optimization Algorithms as a better candidate for fuzzy classifier design. 
Optimization approaches reported in the literature for fuzzy classifier design can be categorized into the following four types: 
(i) Learning fuzzy rules with fixed fuzzy membership functions [8], (ii) Learning fuzzy membership functions with fixed fuzzy 
rules[9], (iii) Learning fuzzy rules and membership functions in stages (i.e., first evolving good fuzzy rule sets using fixed 
membership function, then tuning membership functions using the derived fuzzy rule sets) [10,11] and (iv) Learning fuzzy rules 
and membership functions simultaneously [12,13].  
Particle swarm optimization (PSO) [14] is an algorithm modeled on swarm intelligence that finds a solution to an optimization 
problem in a search space, or model and predict social behavior in the presence of objectives. The PSO belongs to the class of 
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direct search methods used to find an optimal solution to an objective function in a search space. Direct search methods are 
usually derivative-free, meaning that they depend only on the evaluation of the objective function.  
The standard PSO has been subjected to empirical and theoretical investigations by several researchers [15,16]. In many 
occasions, the convergence is premature, especially if the swarm uses a small inertia weight x or constriction coefficient. As the 
global best found early in the searching process, PSO may get struck in a poor local minima. Now a days, the research trend is to 
merge or combine the PSO with other techniques, especially the other evolutionary computation techniques. Evolutionary 
operators like elitism, selection, crossover and mutation have been applied into the PSO. 
In this paper two types of mutation operators [17] are included into standard PSO for optimal design of fuzzy classifier that 
can evolve the rule set along with the number of rules and the membership function simultaneously. For membership function 
Non-Uniform and for rule set Uniform mutation are applied. The proposed MutPSO increases the convergence speed and 
improve the quality of the solution of the fuzzy classifier system than standard PSO. Also the proposed MutPSO based fuzzy 
classifier system is very simple and produces a compact rule set with higher classification rate than the results produced by the 
standard PSO. The performance of the proposed approach has been tested using the Iris data set available in the UCI machine 
learning repository [18]. 
2. Fuzzy Logic for Data Classification 
        Classification is a supervised learning technique that takes labeled data samples and generates a model (classifier) that 
classifies new data samples into different predefined groups or classes. This classification problem can be easily solved by fuzzy 
logic with interpretable if-then rules and membership function. Fuzzy logic [1] uses fuzzy set theory, in which a variable is a 
member of one or more sets, with a specified degree of membership. Fuzzy logic when applied to computers, allows them to 
emulate the human reasoning process, quantify imprecise information, make decisions based on vague and incomplete data, yet 
by applying a “defuzzification” process, arrive at definite conclusions.  The following subsections present the various 
components of a fuzzy classifier system. 
2.1 Fuzzy Sets 
    Fuzzy set theory generalizes classical set theory to allow partial membership with a smooth boundary. The degree of 
membership in a set is expressed by a number between 0 and 1. 0 means entirely not in the set, 1 means completely in the set, 
and a number in between means partially in the set. Mathematically, a fuzzy set A in the universe of discourse X is defined to be 
a set of ordered pairs, 
                                                                    A = {(x, μA(x)) | x € X}                                                                           (1) 
 where μA(x) is called the membership function of x in A. The parameterizable membership functions most commonly used in 
practice are the triangular membership function and trapezoidal membership function. The former has three parameters [a, b, c] 
as follows: 
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where as the latter has four parameters [a,b,c,d] as follows:  
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2.2 Fuzzy if-then rules 
Fuzzy classifiers consist of interpretable if-then rules representing the input features and the output class of the form: 
Rj : if xp1 is  Aji   and … and   xpn  is Ajn  then class Cj  
where Aji ,…... Ajn  are antecedent fuzzy sets of the input variable xp1 …. xpn  and Cj is one of the output class label. A collection 
of such rules are used as a knowledge base by the classifier upon which qualitative reasoning is performed to derive conclusion.  
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2.3 Fuzzy Inference System 
    With input-output relationship expressed as a collection of fuzzy if-then rules, in which the input uses linguistic variables and 
the consequent have class labels, qualitative reasoning is performed to infer the results. In this paper, Mamdani inferencing 
system with product t-norm and max t-conorm is used. Here the set of input variable is matched against the if part of each if-then 
rule, and the response of each rule is obtained through fuzzy implication operation. The response of each rule is weighted 
according to the extent to which each rule fires. The responses of all the fuzzy rules for a particular output class are combined to 
obtain the confidence with which the input is classified to the corresponding output class. 
      Generally the rules and the membership functions used by the fuzzy logic for solving the classification problem are formed 
from the experience of the human experts. With an increasing number of variables, the possible number of rules for the system 
increases exponentially, which makes it difficult for experts to define a complete rule set for good system performance. Also the 
system performance can be improved by tuning the membership functions. In this paper Particle Swarm Optimization is 
proposed to develop the fuzzy classifier. 
3. Review of Particle Swarm Optimization 
Particle Swarm Optimization [14] is a generalized search and optimization technique inspired by the behavior of social insects. 
Fig. 1. shows the various steps in applying PSO for any optimization problem. PSO maintains a population of particle’s position 
that represents candidate solutions to the problem. Each position of particle in the population has an adaptable velocity, 
according to which the particle moves in the search space. Each position in the population is evaluated to give some measure of 
its fitness to the problem using the objective function. During each iteration, new population is created according to the following 
two equations: 
)()( 211 ikgkikiikik xprandcxprandcwvv −+−+=+                                                                        (4) 
i
k
i
k
i
k vxx 11 ++ +=                                                                                                                                (5) 
where ikv   = velocity of particle i at iteration k, 
i
kv 1+ = velocity of particle i at iteration k+1, 
i
kx   = position of particle i at 
iteration k, ikx 1+ = position of particle i at iteration k+1,  w  = inertia weight (ranges from 0.4 to 1.4),  1c  = self confidence factor 
(ranges from 1.5 to 2), 2c  = swarm confidence factor (ranges from 2 to 2.5), ip  = particle’s individual best, gkp = global best at 
iteration k. 
     
The equation (4) updates the velocity and equation (5) updates the position of the respective particle at each iteration. The 
equation (4) can be viewed as addition of three components in which first component ‘ ikwv ’ represents the current motion of the 
particle, second component ‘ )( iki xprand − ’ represents the particle’s memory influence and finally the third component 
‘ )( ikgk xprand − ’ represents the swarm’s memory influence. The above steps are repeated until the convergence criterion is 
satisfied. 
Loop 
until 
maximum 
iteration 
START 
Initialize Particle’s position 
and velocity randomly 
For each particle’s position (p) evaluate 
fitness 
If fitness(p) better than fitness(pBest) 
then pbest=p 
Set best of pBests as gBest 
Update particle’s postion and velocity 
Stop: giving gBest, optimal solution 
Fig. 1. Flowchart of PSO
Loop 
until 
all 
particles 
exhaust 
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4. Proposed MutPSO algorithm 
In a standard PSO, velocity and position updating are the two major operations used to update the solution space 
iteratively which may cause difficulties in certain situation that leads to get struck in the local optima. To overcome this 
difficulty, the proposed PSO incorporates the some mutation operators from genetic algorithm. The details of the mutation 
operators applied are as follows: 
4.1 Uniform Mutation 
Mutation operator introduces new material into the population and thereby allows faster convergence and prevents 
trapping to a local optimal value. For rule set, represented using discrete numbers, uniform mutation is applied with a small 
mutation probability (Pm). In uniform mutation, first a variable is selected randomly from an individual and it is set to a uniform 
random number between the variable’s lower and upper limit. 
4.2 Non-uniform Mutation 
           For the points of membership function that is represented using continuous numbers, “Non-uniform mutation” operator is 
applied. For each individual { }mti xxxX ,...,, 21=  in the population of t-th generation, an offspring { }mti xxxX ...,,, '2'11 =+  is 
produced as below 
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where LB and UB are the lower and upper bounds of the variables xk. The function ( )yt,Δ  returns a value in the range [0,y] such 
that ( )yt,Δ  approaches zero as t increases. This property causes this operator to search the space uniformly initially (when t is 
small), and very locally at later stages. This strategy increases the probability of generating a new number close to its successor 
than a random choice. The function ( )yt,Δ  is evaluated as below 
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where r is a random number from [0,1], T is the maximal generation, b is a system  parameter determining the degree of 
dependency on the iteration number. 
With the addition of the mutation operator just described, information can be changed in the individuals and provide the 
ability to “fly” to the new search area as that in genetic algorithm. Also the addition of these mutation operators gives the 
proposed MutPSO, a more exploitative search mechanism that should find better optima more consistently than standard PSO. 
5. MutPSO Implementation 
Representation of  solution variables (rule set and membership function) and formation of fitness function are the two 
issues in designing a Fuzzy Classifier using MutPSO, The following subsection discuss them in detail: 
5.1 Representation 
The first important consideration when designing a fuzzy system using MutPSO, is the representation strategy to be followed. 
A fuzzy system is specified only when the rule set and the membership function associated with each fuzzy set are specified. 
Floating point numbers are used to represent the membership function and the rule set is represented using discrete numbers. In 
order to design a compact rule set only ‘nR’ rules are represented in the population. Within that ‘nR’ rules to select the optimal 
rules, a rule selection bit is used.                                            
Trapezoidal and Triangular membership functions are used to represent the input fuzzy set. Each membership function is 
represented by three membership points as shown in Figure 2.  
A total of nine membership points (P1, P2, P3, P4, P5, P6, P7, P8, P9 ) are required for representing each input variable as a 
fuzzy set. In that nine points, first and last points (P1 and P9) are fixed which are the minimum and maximum of the input 
M
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rs
hi
p 
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e P9P8
P7 P6
P5
P4P3
P2P1
Variable Range 
Fig  2  Fuzzy Space 
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variable. The remaining seven membership points are evolved between the dynamic range such that P2 has [P1,P9], P3 has [P2,P9], 
P4 has [P2,P3], P5 has [P4,P9], P6 has [P5,P9], P7 has [P5,P6] and  P8 has [P7,P9] as limits. With the above representation a typical 
chromosome will look like the following:                                                                                                
0   1   3 ... 2   1          0   2   3 ... 2   1      1   1   2 ... 3   1
RS  IP1  IP2   IPn  OP        RS  IP1  IP2   IPn  OP     RS  IP1  IP2   IPn  OP
Rule 1               Rule 2         Rule nR 
5.6,7.0   2.6,3.2,3.8   2.4,5.4 …     0.3,0.9   1.2,1.5,1.8   2.4,3.1
MFlow      MFmedium       MFhigh            MFlow      MFmedium      MFhigh
                                                                 Input 1                                         Input n 
5.2 Fitness Function 
The next important consideration following the representation is the choice of fitness function. Evaluation of the particles in 
the population is accomplished by calculating the objective function value for the problem using the parameter set. The result of 
the objective function calculation is used to calculate the fitness value of the individual. In the classification problem under 
consideration the objective is to maximize the correctly classified data or to minimize the difference between total number of 
data and the correctly classified data and to minimize the number of rules. This is mathematically represented as, 
                                               ( ) ( )nRkCcSfMin ×+−=                                                                                         (8)                
Here S, Cc, nR and k are the total number of samples, number of correctly classified class, number of rules and constant 
respectively.   
During the PSO run, PSO searches for a solution with maximum fitness function value. Hence, the minimization objective 
function given by (6) is transformed to a fitness function to be maximized as  
                                                   f
K
=Fitness                                                                                                                (9) 
where K is  another constant. This is to amplify (1/ f), the value of which is usually small; so that the fitness value of the  particle 
will be in a wider range. 
6. Simulation Result 
This section presents the details of the simulation carried out on IRIS dataset to demonstrate the effectiveness of the proposed 
MutPSO based approach for Fuzzy Classifier Design. The dataset IRIS is a general benchmark datasets available in the UCI 
Machine Learning Repository. The proposed MutPSO based approach is implemented in MATLAB 7.5 and executed in a PC 
with Intel Core 2 Duo processor with 2.60 GHz speed and 2 GB of RAM. Simulations are carried out both to examine the 
learning ability by using the entire samples and generalization ability by dividing the samples into training and testing data.  
The MutPSO was run with 20 independent trials with different values of random seeds and control parameters. The optimal 
results were obtained with the following setting:  
Max.Generation       : 300 
Particle Size        : 30 
Mutation Probability : 0.3 
Wmax / Wmin       : 0.9/0.1 
C1 and C2        : 2 
The details of the simulation and the performance of the classifier for the Iris data are explained here. Iris data set consists of 
150 four dimensional vectors representing 50 plants each of three species iris setosa, iris versicolor and  iris virginica. The four 
input features are sepal length, sepal width, petal length and petal width. All these input features are continuous variables. Each 
input variable is represented by three fuzzy sets and a total of 7 points are needed to represent each variable. The range of each 
membership function point is computed dynamically. 
A maximum of nine rules are included in the population, and each antecedent part is represented by a discrete number range 
from 1 to 3 with 1 representing “low”, 2 representing “medium”, 3 representing “high”. The output class is also represented by 
by a discrete number range from 1 to 3 with 1 representing “iris virginica”, 2 representing “iris versicolor” and 3 representing 
“iris setosa”. The substring corresponding to each rule has three sections: rule selection bit (0 for select and 1 for not to select), 
representation for the input variables and the representation for the output classes.  
The learning ability is examined by using all the 150 samples as training patterns and evolving the fuzzy classifier. A fuzzy 
system with six rules and 98% classification accuracy was evolved around 169 generation and took 103.72 seconds for evolving. 
Next, the generalization ability is examined by dividing the data set into training and testing data. Out of the 150 data, three 
training sets of data size 120, 100, and 75 and three testing sets of data size 30, 50 and 75 are used with each training-testing set 
contains equal distribution of data. The training data set is used to find the optimal membership function and the rule set and the 
testing data set is used to asses the performance of the fuzzy classifier. The six rules evolved by the MutPSO are given below: 
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1. If sepal length is medium and petal width are low then it is Iris Setosa 
2. If sepal length and sepal width are low and petal length is medium then it is Iris Setosa 
3. If sepal length, sepal width are medium and petal length is high  then it is Iris Virginica 
4. If sepal length is medium, petal width is high then it is Iris Virginica 
5. If sepal length, petal width  are  low and petal length is medium then it is Iris Versicolor 
6. If sepal length is low, petal length is medium, and sepal width is high then it is Iris Versicolor 
Table 1 gives the performance of the proposed MutPSO for all the training and testing sets of Iris Data. 
Table I Performacne of MutPSO 
Performance  Parameter Tr:120,Te:30 Tr:100, Te:50 Tr:75, Te:75 
Generations 72 79 83 
Correctly Classified data 30 49 73 
Classification Accuracy 100% 98% 97.3% 
CPU Time in Seconds 29.71 35.17 44.59 
From table 1 it is inferred that the Fuzzy Classifier designed by the proposed MutPSO has good classification accuracy. 
Further it took minimum number of generations for convergence and also it is faster. The convergence behaviour of MutPSO is 
shown in Fig. 3. 
0 50 100 150 200 250 300
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
Generations
Fi
tn
es
s
MutPSO
Best
Average
     Fig. 3. MutPSO Convergence 
From fig.3, it is seen that there is a drastic improvement in the fitness value in the first 20 generations and then the value 
increases gradually and finally the optimal value is obtained. The optimal membership functions obtained for the four variables 
of Iris data set is shown in fig. 4 
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Fig. 4. Optimal Membership Functions  
In Table 2, a comparison is made between the performances of the proposed MutPSO approach with the standard PSO for the 
Iris data. 
Table 2 Comparison of MutPSO with StdPSO 
Performance Parameter Learning Ability Generalization Ability 
Generations StdPSO MutPSO StdPSO MutPSO 
Correctly Classified  data 183 158 126 83 
Classification Accuracy 137 148 67 73 
CPU Time in Seconds 91.3% 98.6% 89.3% 97.3%
Generations 128.23 97.63 68.42 44.59 
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      From table 2, it is found that the mutation incorporated in particle swarm optimization approach is more efficient in designing 
the fuzzy classifier than the standard PSO. 
7. Conclusion 
The bottleneck of the fuzzy logic based system for any application is the development of rule base and the formation of the 
membership function. This paper has proposed a particle swarm optimization approach by incorporating mutation operators for 
the optimal design of the fuzzy classifier system. In the proposed approach, both rule base and the membership functions are 
evolved simultaneously with the objective of maximizing the correctly classified class and minimizing the number of rules. The 
effectiveness of the proposed MutPSO approach for developing fuzzy classifier has been demonstrated through Iris data set. For 
all the cases the proposed mutation operators involved PSO approach generated a fuzzy classifier which is more accurate than the 
standard PSO. 
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