We construct a new iterative method for approximating the solutions of nonlinear operator equations, where the operator involved is not differentiable. The algorithm proposed does not need to evaluate derivatives and is more efficient than the secant method. For this, we extend a result of Traub for one-point iterative methods to one-point iterative methods with memory.
Introduction
We are interested in approximating a solution x * of a nonlinear equation in Banach spaces,
where F : Ω ⊆ X → Y and Ω is a non-empty open convex domain in the Banach space X with values in the Banach space Y ; we usually apply iterative methods of the form:
The choice of method (2) usually depends on the efficiency that interests us, taking into account that the efficiency of the method is determined by the R-order of convergence [5] , the number of evaluations of operators involved in the method and the operational cost required in the algorithm of the method. But, if the operator F is not differentiable, we have to choose (2) carefully. For this case, there are iterative methods, less studied, that do not use derivatives in their algorithms. This type of method usually uses divided differences [5] instead of derivatives. The best known iterative method of this type is the secant method [1, 2] , whose algorithm is:
where [u, v; F ], u, v ∈ Ω, is a first-order divided difference, which is a bounded linear operator such that [5] [u, v; F ] :
The main aim of this paper consists of constructing a new iterative method for approximating the solutions of nonlinear operator equations, (1) , where the operator involved F is not differentiable, such that its algorithm does not need to evaluate derivatives and it is more efficient than method (3) .
According to [6] , it is well known that we can obtain iterative methods with higher R-order of convergence than method (2) by using the following modification of (2):
where Ψ is defined in (2). If we suppose that method (2) has R-order of convergence at least p, then we remember that method (4) has R-order of convergence at least p + 1.
On the other hand, to measure the efficiency of method (4), we consider that Eq. (1) represents a nonlinear system of m equations. In this particular case, if Ψ (x n ) uses the matrix F ′ (x n ) in the first step, then the operational cost of method (4) will not be increased highly, since the matrix F ′ (x n ) of the second step has already been factorized. Moreover, if (2) is a one-point iterative method with R-order of convergence at least p, it is known that we have to evaluate
In consequence, when we apply method (4), we only need to evaluate one more function, F (y n ).
Therefore, taking into account the efficiency index and the computational efficiency to measure the efficiency of iterative methods, in the sense defined by Traub [6] , the efficiency of method (4) will be higher than that of method (2) 
Following the previously mentioned Traub's idea for one-point iterative methods and taking into account the considerations done about the efficiency of this type of methods, we study a new situation in this paper, where one-point iterative methods with memory are considered instead of one-point iterative methods. For one-point iterative methods with memory, we emphasize that the evaluations
in each step are not necessary to obtain R-order of convergence at least p and the R-order of convergence is not always a natural number.
After that, if we consider iterative methods that do not use derivatives in their algorithms, such as the secant method, we can see from (3) that these types of methods are one-point iterative methods with memory [6] . Remember that the secant method can be constructed from Newton's method by using the approximation F
, for all n ≥ 0, so that the application of the secant method, for solving F (x) = 0, only needs one more previous approximation, x n−1 . Then, in a way similar to Traub for method (4), we extend this idea to the one-point iterative method with memory
so that we present the following new iterative method,
where ϕ is given in (5) . Next, we prove the relationship between the R-orders of convergence of iterative methods (5) and (6) , and use it for obtaining our main aim stated above. This paper is organized as follows. In Section 2, we extend Traub's result for one-point iterative methods to one-point iterative methods with memory. In Section 3, from the result obtained in the previous section, we construct a new one-point iterative method with memory more efficient than the secant method. In Section 4, we give a semilocal convergence result for the new method when non-differentiable operators in Banach spaces are used. Finally, in Section 5, we present an application where we illustrate the results obtained when a solution of a nonlinear and non-differentiable integral equation of mixed Hammerstein type is approximated by the new method.
Throughout the paper we denote B(x, σ ) = {y ∈ X ; ∥y − x∥ ≤ σ } and B(x, σ ) = {y ∈ X ; ∥y − x∥ < σ }.
An extension of Traub's result
As we have indicated in the introduction, the one-point iterative methods with memory given by (6) can be seen as an extension of the well known result given by Traub for the one-point iterative method (4) . In this case, it is important to know the R-order of convergence of method (6), which is established in the next theorem.
Firstly, we introduce some notations that are needed. Letẽ n = y n − x * = Ke a n−1 e b n , where
, the set of bounded linear operators.
Theorem 2.1. If iterative method (5) has R-order of convergence at least
then iterative method (6) has R-order of convergence at least 
Proof. The divided difference operator can be written as (see [4] )
) and the expression of F (y n ) in formal powers ofẽ n is F (y n ) = Γ (ẽ n +o(ẽ n )). From (6) and the preceding results we get 
indicates the R-order of convergence of method (6).
Construction of a new one-point iterative method with memory
Since our main aim is to construct iterative methods more efficient than the secant method, in view of Theorem 2.1, we can then construct method (6) with ϕ defined by Φ in (3) to obtain the following algorithm:
whose R-order of convergence is at least two, since method (5) is the secant method and consequently
To compare the efficiency of methods (3) and (7), we use the efficiency index (EI) and the computational efficiency (CE), in the sense defined by Traub in [6] , which are the order of convergence to the inverse power of the number of evaluations of functions and the order of convergence to the inverse power of the number of the involved products and divisions, respectively. To do this, we suppose that Eq. (1) represents a nonlinear system of dimension m; namely,
From the algorithms of the methods, we count the evaluations of operators involved and analyse the operational cost needed to apply both methods.
To make the analysis of the efficiency easier, we write (3) as , see [2, 5] . Next, we write (7) as
and we can easily see that the number of evaluations of functions required to apply (7) is m 2 +m, since a new evaluation of the operator F is needed, F (y n ). Taking into account that the two linear systems to solve have the same matrix of coefficients, the decomposition LU is made only once, but two more triangular linear systems have to be solved (m 2 products and divisions), so that In addition, method (7) is more efficient than the secant method, since its EI is higher for m ≥ 3 and its CE is higher for m ≥ 2, as we can see in Figs. 1-4 , where we have drawn log(EI) and log(CE) instead of EI and CE, respectively, which is more realistic (it is the inverse of the work).
A semilocal convergence result for non-differentiable operators
Now we analyse the semilocal convergence of method (7). To do this, we use a technique based on proving first a system of recurrence relations. Firstly, we suppose that there exists a first-order 
where f (t) = 
After that, we present three technical lemmas. In the first one, we give two expressions for the operator F that we need later. 
Proof. Observe that ∥y 0 − x 0 ∥ ≤ η, ∥z 0 − x 0 ∥ ≤ η and
Now, we can prove that [I]-[VI] is true for n = 1 and assume that [I]-[VI]
are true for k = 1, 2, . . . , n − 1. Then,
.
[II]
are true for all positive integers k by mathematical induction.
Hence we are ready to prove the semilocal convergence of method (7) when it is applied to nondifferentiable operators that satisfy conditions (A1)-(A6). Proof. From Lemma 4.3, it follows that (2) is a Cauchy sequence, since
Consequently, {x n } is convergent and then lim n x n = x * ∈ B(x 0 , R).
Observe now that
To prove the uniqueness of the solution x * , we first assume that y * is another solution of F (x) = 0 in B(x 0 , R). Next, we consider the operator P = [x * , y *
; F ], so that if P is invertible, we have
and the operator P −1 exists.
Application
In this section, we present an application of the previous analysis to the following nonlinear and non-differentiable integral equation of mixed Hammerstein type
where
We determine where a solution of (9) is located and is unique.
Then, from the study about the efficiency presented in Section 3, we choose method (7) for approximating the solution of (9).
To approximate numerically a solution of (9), we approximate the integral by a Gauss-Legendre quadrature with eight nodes,
If we denote the approximations of x(t i ) by x i , i = 1, 2, . . . , 8, we obtain the following nonlinear system:
System (10) can now be written as where
T and
We now choose as starting points x −1 = (9/10, 9/10, . . . , 9/10) T and x 0 = (1, 1, . . . , 1)
T . We work with the max-norm and obtain α = 1/10, β = 1.2116 . . ., η = 0.1459 . . . and ω(s, t) = 1 2 (0.1235 . . .)(s + t + 2). We also obtain that m = 0.1734 . . . , the solution of (8) 
.).
Finally, we interpolate the points of Table 1 and taking into account that the solution of (9) satisfies x(0) = x(1) = 1, an approximationx of the numerical solution x * is obtained (see Fig. 5 ). Observe that the interpolated approximationx lies within the existence domain of the solution obtained above.
Finally, we consider the computational efficiency index (CEI) of an iterative method with local order of convergence at least ρ, in the sense defined in [3] , as and, for (7), we obtain  P (7) (m) = (m + 2)(m 2 + m), P (7) (m) = Consequently, as we can see in Figs. 6 and 7, CEI (7) (m) ≥ CEI (3) (m), for m ≥ 3.
