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Recognising the importance of social interaction among large group 
members in university environment, universities have set up various 
communication tools in real and virtual space. However, existing 
communication tools are limited to sharing information within real and 
virtual communities independently, since these communities are 
disconnected from each other and are distributed as a small group, 
class group, or special interest group. In addition, the existing 
communication tools are mainly used to interact with acquaintance or 
friend rather than for serendipitous meeting for social interaction 
among large group members. Public display screens are increasingly 
used in public spaces but for one-way information dissemination only. 
However, they have the potential to overcome the weakness of existing 
communication tools. 
 
This study aims to design a public display system called Mirrored 
Messaging Platform as a new communication tool which supports 
social interaction among large group members located in the real and 
3D virtual communities. It allows people in the real world and the 3D 
virtual world to communicate with each other. The prototype iterations 
of physical models and virtual models were implemented in the field 
(Real and virtual campus of the National University of Singapore) for 
user trials. This study presents 1) the iterative design process of 
developing the public display system called Mirrored Messaging 
ix 
Platform with user studies (survey and user observation) of respective 
iterations; 2) the final prototype of Mirrored Messaging Platform that is 
able to bridge the real and virtual community; and 3) the findings from 
respective iterations for understanding the use of public display in large 
group context in both real and 3D virtual communities.  
 
This study concludes with considerations and guidelines for designers 
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The importance of social interaction outside the classroom has 
attracted the attention of scholars in higher education. Interaction of 
thoughts between diverse students is positively related to the 
development of their personality and social ability as found in many 
studies and informal interaction out of the class is important (Kuh, 1995; 
Tinto, 1997; Pascarella, 2006).  
 
In the context of social interaction, people sharing common interests 
and ideas and belonging to the same group are expected to interact 
more often than the people who are less similar (Zoethout & Jager, 
2009). In large group community such as university, however, it is 
difficult to get into a conversation with strangers even though they 
belong to the same university. 
 
 
Figure 1.1 Analog bulletin boards on campus. 
２ 
 
To collect and share diverse thoughts of students, several 
communication tools are set up in the campus. For instance, an analog 
bulletin board is situated in community space or corridor where people 
could see it easily and it is commonly used for sharing information and 
collecting comments from students on different topics (see Figure 1.1). 
It is generally the simplest and easiest way for students to participate in 
community activities where they belong to. And they can share their 
thoughts with other students, even though they do not know each other.  
However, since it is normally situated in a public place such as the 
main lobby or community place, only the persons who visit the 
community place could participate in those activities and see the 
shared information. In addition, users could not see the previous 
contents when topics are changed or the board is cleared of contents 
when it is full. 
 
 
Figure 1.2 Online lectures in the virtual NUS campus. 
 
３ 
With the development of the Internet, online communication tools 
(Pape et al., 2003; Garrison, 2007) are also used to promote 
collaboration and communication. Instance Message (IM) such as 
Yahoo, AOL’s, or MS messengers is used to facilitate informal 
communication with networked computer and participation is allowed 
from any place where users can access the network using their mobile 
devices. Recently, not only the IM but Blogs and Social Networking 
Services are also used as communications tools (Jones & Fox, 2009) 
and those allow many people to easily participate in an online 
community easily. Since people use mobile devices personally, these 
online communication tools are mainly used to interact with 
acquaintance or mutual friends in a group as an interpersonal 
communication media rather than serendipitous meeting for social 
interaction with large group members. 
 
In recent years, there has been enormous growth in the use of 3D 
virtual communities (see Figure 1.2) for online education purpose 
(Petrakou, 2010) and many of the world’s top universities own and 
operate 3D virtual campus (Calongne & Hiles, 2007; De Lucia et al., 
2009). In addition to the education purpose, the 3D virtual online 
community like Second Life facilitates an advanced level of social 
communication where avatar users can interact with other avatar users 
(Petrakou, 2010) and participate in the individual or group social 
activities (Callaghan et al., 2009). However, their activities exist only in 
the virtual realm; therefore people in the real world are not aware of 
４ 
what is happening in the virtual world without turning on their computer 
and vice versa (Tan & Yeom, 2010). 
 
To overcome the limitation, it is necessary to develop several 
communication tools in the real and virtual worlds to support informal 
communication between users. However, very few studies try to 
integrate these distributed communication tools and to bridge 
disconnected spaces to invoke social interaction among large group 
members.    
Recently, use of large-scale public displays has become popular and 
ubiquitous in public spaces to support advertising and information 
distribution (Churchill et al., 2003a; Alt et al., 2011) and community and 
social activities (Brignull & Rogers, 2003; Du et al., 2009; Alt et al., 
2011). It also serves as new communication tool to support social 
activity of students’ on-campus communities (Cheverst et al., 2005; 
Nakamura, 2004; Du et al., 2009; Alt et al., 2011). These studies 
address the potentials of 1) using public display for distribution of 
digitalized community contents (Churchill et al., 2004), 2) providing 
contents on networked public displays in multiple locations (Alt et al., 
2011), and 3) increasing community members’ sense of community 




1.2 Research objective 
 
With the potentials of public display to overcome the weaknesses of 
existing communication tools for large group, this study aims to design 
a public display system called Mirrored Messaging Platform as a new 
communication tool which supports social interaction among large 
group members located in the real and virtual worlds.  
 
Although public displays could be the replacement of existing 
communication tools for large group members, however, there are 
several issues this study needs to answer.  
1) What is the design of interactive public display for real and 3D virtual 
world users that can attract users and encourage their participation?  
2) How to implement a public display that can bridge the real and 3D 
virtual communities in a large group context?  
3) How does public display usage encourage social interaction in both 
the real and the 3D virtual world? 
 
Those research questions above are related somewhat in a 
hierarchical way. The third question is the main purpose of this 
research and it might be resolved based on the findings of the first two 
questions. The first question is relatively general compared to other 
similar research (These research will be discussed later in this chapter) 
but seems indispensible. This is because, to make social interaction 
system that can communicate between both the real and virtual, a 
６ 
specific interface in the real world must be designed, especially from 
public usage viewpoint. It provides the basic background to solve the 
third question when an optimized approach for communication in the 
system becomes important issues at the implementation stage . The 
second question focuses on the ICT aspects to bridge the real and 
virtual. Though common ICT technologies such as Physical Computing, 
3D Virtual Worlds, communication protocols (TCP/IP), etc. exist, they 
are quite independent. This research will mash-up these technologies 
to provide a new application and a basic framework for the new 
research environment concerning HCI between real and 3D virtual 
worlds. 
 
Next, by reviewing other previous research related to the questions 
above, we are going to clarify the questions and find issues as well. 
Though existing public displays are increasingly being placed in public 
spaces, their access is restricted to owners (Alt et al., 2011) and the 
contents are also fully controlled by them (Cardoso & José, 2009). 
Therefore, most of these systems interact minimally (Churchill et al., 
2004) and only provide a broadcasting function such as news or 
advertisement (Du et al., 2009). Even though, public displays in public 
spaces such as airport, subway, shopping center, and library allow 
people to interact with contents using touch gesture or button control, 
they are normally one way dissemination of contents and most of them 
do not reflect the needs users are interested in (Ballagas et al., 200 )  
 onse uently, many public displays may not attract enough attention 
７ 
of passers-by (Mu  ller et al., 2010) and show lower user participation 
than expected (Huang et al., 2008). In short, most of them are used 
merely as billboards for advertisement. These lead us to the first 
question: What is the design of interactive public display for real and 
3D virtual world users that can attract users and encourage their 
participation? 
 
Since public displays are broadly networked using local network 
system, the activities from the different communities located in the 
remote space can be shared on the public display (Churchill et al., 
2003b) and it allows users to interact with others in the remote space. 
Furthermore, it allows online access for public display participation 
using their PC or mobile device (e.g., Notification Board (Greenberg & 
Rounding, 2001), CityWall (Peltonen et al., 2008). However, their 
online participation were merely posting rather than interacting with 
physical public display users. To bridge the real and virtual, projects 
such as ‘ hit  hat  lub’ (Karahalios & Dobson, 2005) provide physical 
display interface to support social interaction with online users. 
However, their implementation was merely research setting in the lab 
for a small number of group users and the online participation was 
limited to single online user rather than a group of users in the online 
community. Only few studies are done to connect an existing online 
virtual community to a public display in the physical space. This brings 
us to the second research question: How to implement a public display 
８ 
that can bridge the real and 3D virtual communities in a large group 
context? 
 
Recently, large-scale public displays are increasingly situated in public 
spaces for sharing contents with passers-by (e.g., CityWall (Peltonen 
et al., 2008), BlogWall (Cheok et al., 2008)). While the public display 
(e.g., Jancke et al., 2001; Divitini et al., 2004) that is located among 
small group users was being used for task-centered information 
sharing or collaborative work (Churchill et al., 2004), large-scaled 
public displays allow multiple users to focus on social interaction 
among the users around the display (Brignull et al., 2004; Leikas et al., 
2006). Prior studies (e.g., McCarthy, 2002; Huang & Mynatt, 2003) 
addressed the social issues of the use of public displays in the 
research setting but they did not cover a large group of people in the 
public setting. In addition, although the number of the virtual 
communities is increasing, very few studies focused on social 
interaction between real and virtual communities. This leads to the final 
research question: How does public display usage encourage social 
interaction in both the real and the 3D virtual world? 
  
This study can be summarised as follows: 1) an iterative design 
process to develop a public display system called Mirrored Messaging 
Platform with various user studies in each iteration; 2) description of 
the final prototype of the Mirrored Messaging Platform that can bridge 
the real and virtual community; and 3) discussion of the findings from 
９ 
each iteration for understanding the use of the public display in large 
group context in both real and virtual communities. 
 
This study is important for both research and practice. In terms of 
research, this study contributes to the research issues regarding how 
people interact with public display in the real and virtual communities 
since limited studies have been done by others in this respect. From 
the practical viewpoint, social context of this study may help others 
understand user experience since this study presents the user studies 
with an iterative design process of public display in public setting for 
large group. In addition, this helps others understand how to develop 
public display by referencing this thesis’s design steps of a public 
display platform system. This research has developed and 
implemented a public display systems to connect real and 3D virtual 
world users which has not been done before. The Mirrored Messaging 
Platform can also be installed in any large group setting such as in 
universities and large corporate offices.  
 
The following link shows a video of the Mirrored Messaging Installation:  
http://www.youtube.com/watch?v=P0R8JZNcv2o 




1.3 Research method 
 
In this study, iterative design method, qualitative and quantitative 
analysis are used. I designed the interactive public display platform 
iteratively and the prototype models were implemented in the field for 
user trials during respective iterations as well. The context is that of a 
university. A physical message display and a 3D virtual display were 
created in the campus and in 3D virtual campus respectively. It was 
evaluated by survey and user observation. A total of 144 persons 
(during 3 iterations) participated in the survey. Due to the time 
constraint and limited financial resources, it was not possible to have a 
larger sample size.   
 
Since this study is focused on the development of interactive public 
display for large group in the real and virtual worlds, we defined and 
observed the students of the university (The National University of 
Singapore) and virtual avatar users of the 3D virtual campus (Virtual 
campus of the National University of Singapore) as large group 
members in real and virtual.  
 
In this study, chapter 2 (Related work) surveys the related work on 
existing interactive public displays and discusses how they are related 
to the aim of this study. Chapter 3 (Iterative design process) describes 
the iterative design process of the interactive public display platform 
and each iteration is presented with a prototype. Chapter 4 (Mirrored 
１１ 
Messaging Platform) describes the developed interactive public display 
platform as a new communication tool. Chapter 5 (Findings and 
Discussion) analyses the data from the field trials and presents the 
findings. Finally, chapter 6 (Conclusion) presents the conclusion and 
future works. 
 
Research in this thesis has been partially published in conferences.  
The works in section 3.4 (Iteration 2: Low-tech prototype) and Section 
3.5 (Iteration 3: High-tech prototype) were published. The titles of 




CHAPTER 2 RELATED WORK 
 
Existing public displays are increasingly being used at outdoor and 
indoor public spaces and broadly networked between remote spaces. 
Since there is great potential for these public displays to become a 
communication tool for social interaction among large group members 
such as students in campus, this chapter reviews previous literature of 
public display categorised by group size and location and identifies the 
important issues in each category. Furthermore, as this study aims to 
connect public display to 3D virtual community, literature of the 3D 
virtual world which tries to connect to the real world has been reviewed. 
 
2.1 Public displays 
 
In order to review and discuss the related work of public display, it is 
categorised by the user group size and location. These are based on 
the study of Huang and Mynatt (2003) which categorised the public 
display by the group size and type of location, that is, from personal 
space for pairs to public space for large groups. In this chapter, the 
public display in the personal space for small group is not discussed. 
Instead, public display located in urban public space for public users is 
added to the category in this literature review since the public displays 
are increasingly situated in public places such as museums, shopping 
１３ 
malls, or universities. The literature review of public display in each of 
these three categories and the discussion are as follows:  
 
2.1.1 Public displays in shared private space for small group 
 
The public displays situated in shared private space such as an office 
or research lab for small group are reviewed and discussed.  
 
i) Semi-Public Displays (Huang & Mynatt, 2003) are touch-enabled 
displays located in an academic lab. The intention of the system is to 
encourage collaboration and provide awareness of group activities for 
a small group member. The Semi-Public Displays provide four 
application areas on the display which are one for reminding group 
activities information, another for providing shared space for 
collaborating group work and the remaining two for giving awareness 
about group members with visualisation. Evaluations took place with 
user study during short trials with questionnaires and collecting 
informal feedbacks from users. They believe that these shared displays 
allow small group members to share the group activities and common 
interests with minimum efforts.  
 
ii) Notification Collage (Greenberg & Rounding, 2001) is a groupware 
system using public display located in workplace to support group 
awareness, collaboration and media sharing between co-located 
colleagues  Users can see members’ shared media (e g , movie clips, 
１４ 
sticky notes, web page) on their personal computer and one large 
public display in the workplace. The initial model was deployed in a 
research group to get user feedbacks about its design.   
 
In this stage, the systems focus on providing an application for 
collaboration between small group members in the workplace via 
posting note, news contents, work related contents from PCs to display. 
And they provide awareness of group users’ presence using members’ 
image or name on the display. This may cause social issue such as 
privacy concern in the public setting, but it is not an issue in sharing 
process among members of a small group. Instead, most applications 
focused on overcoming the lack of interaction between single users 
and public display with work related contents.  
 
2.1.2 Public Displays in semi-public space for large group 
 
The public displays situated in semi-public space such as communal 
space where all the group members pass through are reviewed and 
discussed.  
 
i) Dynamo (Izadi et al., 2003) is a system of large-scale public display 
installed in school to “support multi-user interaction with digital media 
on a large surface and make the exchange and sharing of media a 
lightweight and easy to accomplish activity”  Users can post the 
multimedia contents (e.g., video clips, photo and audio files) to the 
１５ 
large screen using laptops. The Dynamo system is developed with 
iterative design process and user studies for evaluating and addressing 
social issues. In their short trials, the users reported that this 
application may encourage social interaction through the user created 
contents on the display. 
 
ii) Plasma Posters (Churchill et al., 2003a) are large electronic 
displays in three different places of a research lab to promote informal 
multimedia information sharing. Underlying these displays is Plasma 
Poster Network (Churchill et al., 2004), “a client-server system 
providing content parsing, management, hosting and distribution”  
Local community members can post multimedia contents such as 
photo, text, web pages and movie clips via email or web access. Touch 
screen interface allows user to retrieve the multimedia contents 
interactively. These Plasma Posters are developed and evaluated 
iteratively with prototype addressing the technical and social issues. In 
the user trials, they observe that participants read the contents and 
interact with the display.   
 
Since their displays are situated in the community space for large 
group, community contents are displayed for the communication 
enhancement rather than work related contents for private information 
sharing. Furthermore, related studies considered the social issues such 
as privacy concern since the displayed contents are open to large 
group members. 
１６ 
2.1.3 Public displays in urban space for public  
 
The public displays located in urban public space are reviewed and 
discussed. These examples are closely related to this study which is to 
design for large group members in public setting.  
 
i) CoCollage (McCarthy et al., 2009) is a place-based social 
networking application designed to bridge the gaps between people in 
the cafe located in the University and the online community user. The 
system provides “a new channel for awareness, interactions and 
relationships among people there”  The system displays the social 
media contents created by users such as digital image and text 
message on the screen situated in the place for offering the opportunity 
of conversation. Furthermore, CoCollage provides an online web site 
which allows online users to upload and browse the media contents 
and make café users recognise when online users notify their presence 
via display in the cafe. For the user study, the system is deployed for a 
few months and the data is collected and analysed by questionnaires, 
interviews and user feedbacks. They found that the system affects the 
building a sense of community and place attachment. 
 
ii) CityWall (Peltonen et al., 2008) is a large multi-touch display 
situated in the central of the city to “provide a sense of awareness to its 
users and the passersby about both ongoing and past urban events 
and a place for exploring these in a public site” (Jacucci et al., 2010). 
１７ 
Users can post images by the Flicker website (e.g., image uploading 
with keyword tag) or by emails or mobile phones. The Multi-touch 
interface allows user to control the images (e.g., zooming, moving, and 
rotating of content) by hand gestures. For the user study, CityWall is 
deployed in a central location in Helsinki, Finland during the city event. 
The uses of CityWall were analysed with video and audio recording to 
identify the user interactions with the display and social interaction 
between users. They reported that people generally approach the 
display in groups and often get involved in social interactions around 
the display.   
 
In these examples, since the target users are the ones who are not 
engaged to use the application, the system focuses on attracting users 
to participate with unrelated contents on the display and promote 
unexpected social interaction between users even though they do not 
know each other. The field trials were deployed to understand their 
behaviour with the public displays and interactions between users in 
the public setting. Although these applications allow online users to 
post messages to the displays using PC, their participations are merely 
restricted to uploading contents rather than contents sharing between 
real and virtual communities.  
  
１８ 
2.2 Bridging real and virtual worlds 
 
Use of 3D virtual world, such as Second Life, is becoming increasingly 
popular during the last decade. These virtual words are also becoming 
more closely connected to the real world (McGonigal, 2011). This 
section reviews the previous studies in the field of 3D virtual worlds 
such as Second Life, especially, the literature on 3D virtual world which 
tries to connect to the real world. 
 
i) Second Life (2011) is the 3D-based online social network platform 
that is launched in 2003 by Linden Lab. It provides an advanced level 
of social networking application where avatar users can explore the 3D 
virtual world that is created by users and participate in social events. 
Many in-world communities are created for collaborating, sharing 
information, online education and doing online business. Many top 
universities also build virtual campus and offer lectures in virtual 
classroom (Ritzema & Harris, 2008). Numerous communities are also 
set up in-world for groups of users who have the same interest, culture 
or belonging. However, their interaction exists only in the virtual world 
with other virtual users and is disconnected from the real world.  
 
ii) Cense Me (Musolesi et al., 2008) is a personal sensing system that 
allows to express real world activities in 3D virtual world such as 
Second Life. The sensing data reflecting physical users (e.g., sitting, 
standing, walking) are mapped in the virtual world via changing the 
１９ 
activity of virtual avatar automatically. The CenseMe application runs 
on mobile phone to capture user’s activity data and the  enseMe 
virtual object that is written in LSL (Linden Script Language) is 
implemented to communicate with sensed data from the real world. 
The prototype model is designed to evaluate the system and to 
understand the limitation. But, it was more focused on the 
representation of individual activities from own mobile device rather 
than that of a group in public space.  
 
iii) Dual-Reality system (Lifton & Paradiso, 2009) is the system that 
enables us to integrate the real and virtual worlds using networked 
sensors and actuators. The sensed data from the real world (e.g., light, 
temperature, sound) affects the avatar or the virtual object and the 
sensed data from the virtual world also reflects the physical object. 
They developed the “Plug” platform which includes sensors and 
actuators for streaming sensor data in the real world. Also the virtual 
object written in LSL is created in the Second Life for streaming sensor 
data in virtual world. They try not only to map the real building in the 
virtual world with real world data but also to allow users to express 
themselves in many ways. However, they focus more on self-
expression of each individual using the sensors and actuators in the 
real and virtual worlds rather than on sharing community contents or 
increasing group communication for social interaction between real and 
virtual communities.    
２０ 
In these three literatures, they are more focused on the interpersonal 
communication using individual mobile devices or the representation of 
real world using data stream from the real world rather than 
serendipitous meeting for social interaction with large group members 
between real and virtual communities. 
 
In the most related literature (e.g., Friedman et al., 2007; Musolesi et 
al., 2008; Lifton & Paradiso, 2009; Cranefield & Li, 2010), virtual sensor 
objects which are written in Linden Script Language (LSL) are created 
to capture the activities of virtual avatar (e.g., distance and gesture) 
and the virtual environment (e.g., time and wind). The virtual sensors 
can be used to communicate with the data from the real world via 
standard protocol such as HTTPS. These virtual sensors are also used 
for the long term user observation since it can extract sensory data 





This chapter has discussed selected relevant research based on public 
displays, which are categorised by group size and location. In many 
cases, an iterative design process is used to develop the design. The 
feedbacks from respective iterations revise the prototype to improve 
the design. Since the public displays are increasingly installed in public 
space rather than private space and semi-public space, more research 
２１ 
that focus on the social issues between users using public display 
rather than the interaction between single user and the interface are 
emerging. However, few related works are deployed as in public 
settings outside of research lab and long term trials. In addition, the 
rapid development in network technology enables connection of 
diverse communities existing in remote places for large group 
members. Nevertheless, none of the related work discussed in this 
chapter explores bridging the real and virtual communities using public 
displays for large group members. This is the gap that this study 




CHAPTER 3 ITERATIVE DESIGN PROCESS: 
DESIGN METHOD 
 
This chapter introduces the design approach and describes the design 
process and features of the interactive public display system. 
 
3.1 Iterative design method 
 
In this study, iterative design method (Buxton & Sniderman, 1980; 
Gould et al., 1987) has been implemented to develop the interactive 
public display platform. Iterative design is a design methodology based 
on a cyclic process consisting of prototyping, testing, analysing and 
redesigning a product or process (Iterative design, n.d.; Gould & Lewis, 
1985). It is commonly used in the early development process of 
Human-Computer Interaction (HCI) field. In previous studies, many 
researchers found numerous benefits when iterative design method is 
applied. A significant benefit is a possible cost reduction in the early 
stage using low-tech prototypes and mock-ups rather than full detailed 
prototypes (Monk, 1988; Mantei & Teorey, 1988; Nielsen, 1993). It also 
facilitates an understanding of human behaviours and usability 
problems based on user feedbacks (Monk, 1988; Bailey, 1993). As 
such, serious problems can be identified by the user testing with 
prototype models in the early design stage, actively indicating to the 
designers and researchers to react and consider solutions to rectify the 
problems (Bailey, 1993). Finally, iterative design process has been 
２３ 
shown to increase the quality of the design in many cases (Nielsen, 
1993; Ballagas et al., 2007). 
 
 
Figure 3.1 Overview of iterative design process. 
 
In this study, the design evolved by an iterative process whereby each 
iteration revises the prototype using feedback from user trials (user 
feedbacks are attached in Appendix B). Figure 3.1 shows the overview 
of the i teration design process of the interactive public display. Each 
iteration is summarised as follows:  
 
i) Iteration 1 (Initial design concept): The initial design concepts are 
sketched out at the beginning and computer-based storyboards are 
created to consider the user experience scenarios and interface 
interactions. 
２４ 
ii) Iteration 2 (Low-tech prototype): A low-tech prototype is created to 
carry out user studies to find out the user preferences of message input 
methods and user behaviours to the prototype. 
 
iii) Iteration 3 (High-tech prototype): A high-tech prototype in actual 
scale size is deployed at the university’s  entral Library foyer and 3D 
virtual campus (Second Life) for field user studies. This section 
presents its design, social factors considered in the design and the 
findings of the user study. 
 
iv) Iteration 4 (Final prototype): The final prototype is implemented in 
a public setting for the long term trial. The design of the final prototype 




3.2 Iteration 1: Initial design concept 
 
3.2.1 Initial design concept 
 
The design concept is to connect the real and virtual communities via a 
public display. In this iteration, the initial design process is presented 
with a digitalised storyboard based on the concept design (see Figure 
3.2). The Mirrored Messaging Platform is proposed as a community 
tool to connect the communities between real and virtual worlds for 
２５ 
sharing user created contents. This public display system can be 
located at physical spaces on campus where students can freely 
participate in and at a virtual campus where online users can 
participate in with their own computers or devices. Online users could 
be students who are overseas on exchange programs or students in a 
branch campus or at home. It facilitates the students to discuss the 
issue or topic of community without difficulties wherever they are on 









3.2.2 Digital storyboard 
 
Most designers in HCI use storyboards on paper or on a whiteboard as 
working media during the early design stage (Landay & Myers, 1995). 
These visual representations need to be prepared as early as possible 
for the discussion and evaluation of the design (Boyarski & Buchanan, 
1994). As such, it can show a specific scenario of actions based on the 
initial design concepts. A storyboard combines both text and graphics 
to move the design process with a sketch of what the system might 
look like (Kujala, 1999). It can express how a user will interact with the 
designed system and conveniently communicates the essentials of the 
user experience with the system (Casaday & Rainis, 1996). Recently, 
the storyboard has been extended into the fields of interactive design. 
While there is a lack of fluidity of execution in the paper-based 
storyboard (Landay & Myers, 1996), a computer-based storyboard 
provides free and modifiable functions to the user experience 
(Ginsburg, 2010), and may effectively present and describe the 
interactive events (Crotch et al., 2009) in a ubiquitous environment.  
 
In this iteration 1, the initial design concepts were sketched out at the 
beginning; computer-based storyboards were created to consider the 
user experience scenario and interface interactions. The user scenario 
illustrates “how users can post their messages”, “how the messages 
appear on the screen between real and virtual worlds” and “how the 
presence of other users appears on the screen". 
２７ 
 
Figure 3.3 Animated storyboard image cut of each scenario. 
 
Figure 3.3 illustrates the storyboards with the initial design concept and 
scenario. Once the message is posted, it is displayed on both real and 
virtual public displays. Subsequently, when the user who has posted 
the message visits the display, he or she can browse the messages 
and talk with an accompanied friend about the message to encourage 
social interactions. Shadows represented the other world to show the 
presence of both real and virtual world respectively. For instance, 
physical users can make the virtual user aware of their presence with 





In this iteration 1, the scenarios are visualised with the digital animated 
storyboard based on the initial design concept. It serves as a design 
tool in the early design stage to anticipate the user experience and 
modify the design whenever required. This may play an important role 
in supporting both online and offline collaborators - stakeholder 
communications compared to a paper-based storyboard.   
 
The key concepts from the iteration 1 are the Mirrored Messaging 
Platform will support sharing user created contents between real and 
virtual communities and provide user presence from each world. The 
main consideration for the next iteration is to design how users can 
post their thoughts, messages or ideas. 
 
 
3.3 Iteration 2: Low-tech prototype 
 
3.3.1 Low-tech prototype 
 
A low-tech prototype will not resemble the final model because it uses 
simple and cheap materials such as paper and cardboard rather than 
electronic screens and devices (Sharp et al., 2007). However, it allows 
designers to rapidly produce and test the prototypes at low-cost 
(Stringer et al., 2005). In this iteration 2, a low-tech prototype was 
２９ 
deployed on campus and user studies were conducted to find out the 
followings as followings; 1) User feedbacks on the use of prototype 
model, 2) Surveys with regards to the usability of the posting methods 
such as handwriting, SMS posting, voice recording and 3) 
Observations of the interactions between users and the design. 
 
 
Figure 3.4 Low-tech prototype trials. 
 
The low-tech prototype model (see Figure 3.4) has been designed with 
the initial design concept so that people can share their messages with 
large group members in public space. In the figure 3.4, the white board 
simulates the public display, the topics are located at the top of the 
board to be seen from afar, and the tasks are explained for the users’ 
understanding for their participation. Since the low-tech prototype is not 
an actual design, we need to guide the participants to imagine the 
possible appearances of the final design and the possible user 
３０ 
experienced when they use it. For instance, the whiteboard, which 
plays the role of a digital screen, cannot response dynamically to user 
participation in this stage. Thus, the observer needs to make sure the 
participant of user study conceive the interaction when they use. 
 




To find out the usability of existing posting methods, few tasks were 
provided to the participants. They were requested to leave their 
message for the following topics “What is the first thing to do after 
exam?” or “What is the landmark in Singapore or NUS? Why?” using 
three different ways, which are handwritten using Post-it® , voice 
recording using microphone and sending SMS using mobile phones. 
Post-it® , microphone and mobile phones were placed on the table for 
the participants as shown in Figure 3.4.  
Here is the process of the formulation of participant catchment: The 
prototype model was set up on campus. Participants were approached 
and voluntarily acceded to the request for participation. The 
participants were briefed about the prototype and informed that their 
gestures would be recorded in video for solely research purposes. 
Right after the introduction of this experiment, the participants were 
given instruction on how to leave messages using three different 
mediums: handwriting on Post-it® , via SMS and Voice recording (see 
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Figure 3.5). While participants were able to see the handwriting 
message after they wrote on the post-it®  and stuck it on the board, the 
SMS message and voice message were not able to be displayed on 
the board since a low-tech prototype model was used. It did not 
possess any active form of technology to translate its contents into 
verbal and digitised message. The participants would have been 
briefed on how those messages are displayed on the wall before 
undergoing participation. The participants were left alone in front of the 
prototype model to accomplish these tasks. Upon completion of these 
tasks, they were given a questionnaire to manually complete and 
undergo a brief and informal interview to gather more feedback. Finally, 
friendly and sincere thanks were conveyed, as a personal touch in sync 
with the research theme on social interaction. 
 
 




3.3.2.2 Data collection  
 
To collect user observation data, media such as questionnaires, 
interviews and observations are employed.  
 
i) Questionnaire: After the participants experience what they are 
asked to do, a questionnaire is provided to collect quantitative data on 
1) their preferred message-leaving methods on the public display and 2) 
their willingness to share their message contents with the public.  
 
ii) Interview: A brief interview is conducted to collect qualitative data 
after their participation. The concept and purpose of the message wall 
are reiterated to the participants. Then they are probed on their pre-
user feelings, their depth of understanding of this project as well as 
their post-user feedback after experiencing the prototype.  
 
iii) Video observation: The participants are recorded on video with 
their consent before or after participation. The video is used to analyse 
their speech contents, message-posting duration and their physical 
interactions when they are posting or looking at the prototype model.  
 
iv) Analysis of user messages: The messages that participants 
posted are analysed. These messages from handwriting, voice, and 





The low-tech prototype was placed in a busy area in the campus and 
anyone could approach to it to see and leave a message. A total of 47 
students of the National University of Singapore (NUS) took part in the 
survey over 2 days. Questionnaires were collected from the 
participants after using the prototype following a guideline. User 
preference of the posting method and user behaviour were analysed 
based on the collected data.  
 
Analysis of preferred posting methods 





#1 #2 #3 
1. Handwriting  76% 17% 7% 45% 
2. SMS sending 15% 49% 36% 30% 
3. Voice Recording 9% 34% 57% 25% 
 
i) Handwriting (Pen and Paper based) 
When we ask about the use of three different posting methods, 76% of 
the participants’ answer that Handwriting is the most preferred medium 
to post messages (see Table 3.1). Handwriting is generally the 
simplest, easiest and most natural way to leave their message. In this 
user study, users can freely choose the different size and colour of 
paper (Post-it® ) and pen on the table. When they conclude writing, 
they can put it wherever they want on the board. In this way, users are 
allowed to create their anonymous identities without worrying over 
３４ 
privacy issues. For example, the posted messages without any 
username or ID can be identified by recognising their own writing style 
and position. Figure 3.6 shows the posted message using handwriting 
on the Post-it®  and users express their emotion or status using short 
word and drawings (see more details in Appendix C). In the user study, 
some cases are observed whereby users express their emotions in 
their handwriting; with SMS and Voice, more emotional qualities have 
been concealed and subdued respectively. Furthermore, it is observed 
that most users wrote their message without any difficulties.  
 
Figure 3.6 Sample of posted message using handwriting on the post-it. 
 
However, the handwritten message materials are not easy to be 
transcribed and archived as searchable digital format (Guimbretiere et 
al., 2001). Since one of the main design concepts in this study is to 
bridge the gap between real and virtual communities, there is a need to 
recognise the handwritten messages in digital format to communicate 
between real and virtual worlds. In the early stage, pen-based user-
３５ 
interface projects (Martin et al., 1990; Brocklehurst, 1991; Elrod et al., 
1992; Landay & Myers, 1995; Gross & Do, 1996) used electronic pads, 
graphic tablet, and interactive whiteboard to capture the tracking of 
handwriting. Recent projects (Hall et al., 2001; Takao et al., 2003) 
facilitate remote user collaboration and content sharing. Nevertheless, 
these pen-based interfaces are still not very user-friendly (Cheriet et al.,  
2009) as the users cannot retain the natural pen and paper-based 
interaction since they need to use electronic tools including graphic 
tablets or Table PCs as input devices (Weibel et al., 2011).  
 
ii) SMS Posting (Mobile device) 
Short Message Service (SMS) is the most widely used communication 
service today, especially by young people (Ramirez et al., 2008). 
Mobile phone ownership being widespread and easy to use, users can 
participate in the interactive public display using their own devices 
without any difficulties. Some related public display applications use 
the SMS posting, enabling the users to share their message (Paek et 
al., 2004; Cheok et al., 2008) and control the contents (Davies et al., 
2009). Moreover, the main advantage of the SMS is the most 
convenient conversion of expression in digital format since the data is 
collected in text format. It is observed that most participants use SMS 
to post message with ease.  
 
However, typing SMS consumed more time in execution compared 
with other methods. The results of the duration of message taking (see 
３６ 
Figure 3.7) showed that the mean duration of typing an SMS is 70 
seconds while it took 9 seconds to leave a voice message and 37 
seconds to leave a handwritten message. However, if users use their 
own mobile devices, the time taken for typing will decrease due to their 




Figure 3.7 Time taken to create message. 
 
Users tend to post shortened messages with numerous abbreviations 
in SMS. In the user survey, they are supposed to post the same 
messages with three different methods. In spite of this, they often 
wholly abbreviate the messages, while messages conveyed through 
voice recordings are more descriptive and colloquial and handwriting 
are more vivid.  
 
On one aspect, the SMS allows anonymous participation if the system 
does not display users’ mobile number   onversely, there are some 
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negative user feedbacks that the SMS could still pose a privacy issue 
as their mobile numbers are revealed to the system or its manager. 
Indeed, the cost of SMS is low enough but it is still a matter of concern 
as the other options of handwriting and voice recording do not incur 
any cost at all.   
 
iii) Voice Recording (Microphone) 
As shown in Figure 3.7, the voice recording method was the shortest 
way to leave their message. Some participants were interested in 
leaving their voice message, but most users reflected awkwardness to 
speak to the board. One participant reasoned that the awkwardness 
derived from knowing that there is no respondent from the other end as 
compared with the normal voice-recording relationship whereby one 
usually speaks comfortably to an identifiable and existing respondent in 
mind. 
 
However, voice recording is the least popular choice in mainstream 
communication whereby most users are familiar with the experiences 
of handwriting and sending SMS. Furthermore, recording the voice 
messages on the wall augments the users’ perceptions of 
awkwardness, supporting for the majority in the responses. In the user 
interviews, most people felt shy to leave voice messages when the 
other users are nearby. This is why their voice becomes softer, lower 
and very hurried towards end of the message. Even though they are 
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trying to speak all the sentences, they showed passive actions during 
participation.  
 
There are limitations in displaying recorded voice messages in the 
public display, such as the difficulty in the censorship and conversion 
from voice files to text or other forms of display. Furthermore, the 
participants would have to open all the messages one at a time to read 
or hear it.  
 
Analysis of user behaviour (Social Factors) 
i) Privacy concerns on the public display  
The privacy concerns always exist in spite of the convenient living 
environment by the help of the development of information technology. 
The concept of the Mirrored Messaging Platform, proposed in this 
study, aims to share contents from users who have posted to the public 
or a large group. The survey results show that all the participants 
indicate willingness to share their written messages but a majority 
indicates unwillingness to share in alternative media such as 
photographs and movie clips with the public (see Figure 3.8).  
 
Through the interviews, some participants expressed unwillingness 
towards using SMS to leave their messages as they have privacy 
concerns of the possibility that their personal information (e.g., mobile 
number) will be digitally stored in a system. This concurs with 
numerous social science studies revealing that offline behaviour 
３９ 
(Phelps et al., 2000) and online behaviour (Stewart & Segars, 2002; 
Wirtz et al., 2007; Cho et al., 2009) are impacted by privacy concerns 
such as personal information disclosure. Thus, the consideration of 
privacy concerns is a crucial issue to be treated with sensitivity in the 
design of the public display system. 
 
 
Figure 3.8 Willingness to share the different media with public. 
 
ii) Social Interaction  
From the video observations, the participants’ habit, pattern and talking 
were observed and accounted for. Most of the participants of the 
prototype model volunteered as it caught their eyes when they passed 
by. Also, there were many non-participating students gathering around 
the message wall to read the messages posted by previous volunteers. 
Indeed, they expressed interest and curiosity in reading what the 
participating students have commented, for instance, about what they 
would want to do after examinations. As such, many did stay to read 
the wall messages even without any prompting from the observer. This 
４０ 
could be compared with the appeal of tabloids and non-academic trivial 
news to students.   
 
 
Figure 3.9 Social interactions between users. 
 
An interesting finding is that people are very interested in reading 
messages left by others. These messages trigger conversations 
among people as they talk about the messages on the wall, leading 
and encouraging participation by posting of messages. Figure 3.9 
portrays the case when these students were communicating among 
themselves as friends while reading and reacting to the messages on 
the wall. Finally, it encouraged the students to communicate with the 
wall. Likewise what Peltonen and his colleagues (2008) argued, users 
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could be a part of the creators of the public display with their active 
participation. The results of the user studies will inform the design of 
the interactive public display and provide learning points on the means 
to promote user participation. 
 
3.3.3 Communicate with virtual world 
 
Since the target of virtual model is for online users, it takes time to 
develop even an initial prototype model in the virtual world. So the 
virtual prototype model was not developed in this iteration but initial 
functions are only tested to find out their potential. 
 
 
Figure 3.10 Sensors and actuators to communicate with virtual object.  
 
It is possible to connect between real and virtual worlds using sensor 
network technology. For instance, a physical sensor (e.g., Touch 
sensor, Rotation sensor) can control the virtual object in the Second 
Life. It means that users can be connected to the virtual world without 
４２ 
logging on to the computer to access and without using keyboard or 
mouse to control it. It is also available to control the physical object 
from the virtual world using sensor network technology. Figure 3.10 
shows the sensors and actuators to communicate with the virtual object 
in the Second Life. The following works describe the sensor 
communication between real and virtual worlds using micro-controller 
such as ArduinoTM and sensors (see the YouTube video here 
http://bit.ly/Tcwfs8). 
 
a. Controlling virtual object from the real world 
(1) Rotation sensor changes the colour of the virtual wall  
(2) Light sensor changes the transparency of the virtual wall 
(3) Touch sensor turns on/off the light of the virtual wall 
 
b. Controlling physical object from the virtual world 
(1) When avatar touches the wall, it turns on/off the LEDs in real world.  
(2) When avatar moves away from the wall, the distance affects the 
number of LEDs turned on.  
(3) When avatar turns around the wall, the direction changes the 
direction of the servo motor.  
 
For the initial test of message communication between real and virtual, 
online Application Programming Interface (API) for sensor network 
service such as Pachube (Haque, 2009) is used (see more details in 
Chapter 4.2 Mirrored Messaging Server). Figure 3.11 shows the 
message communication between real and virtual. The messages 
４３ 
collected from real and virtual are saved in API server first and it is 
called from each display in the real and virtual worlds (see the 
YouTube video here http://bit.ly/12M1Epm). 
 




Figure 3.12 Shadows reflect number of avatars in virtual. 
 
Initial shadow tubes are designed to provide presence of a virtual 
avatar. The number of lights connected to micro-controller reflects the 
number of avatar detected from the virtual sensor in Second Life (see 
Figure 3.12). Thus, the shadows will represent the number of avatars 
who are visiting and acting in the virtual world at the moment (see the 
４４ 
YouTube video here http://bit.ly/UhI0zr). User in the real world can feel 
the presence of virtual users and get a sense of activities happening in 




In this section, it began with an idea to use public display to collectively 
collate people’s thoughts to establish social interaction, and a low-tech 
prototype was made for user studies to understand the issues and 
problem. From the user studies and questionnaires, handwriting is the 
most preferred method but each method has its advantages and 
disadvantages. This form of weight-age seeks for the best fit with the 
project’s aims and purposes, which is unique to all projects regardless 
of its nature. One of the interesting findings is that people feel much 
intrigued when reading messages left by others and the messages 
trigger conversations among people as they discuss the messages on 
the wall and it leads them to participate in activities. 
 
Although the low-tech prototype in this iteration is developed in short 
time, there are some gaps for participants to experience the interaction 
with the white board screen since there is a difference in interactivity 
between an analog board and a digital board. The next iteration is to 
begin with the construction and programming of both the real and 
virtual message walls, followed by its implementation and the 
acquisition of further user studies. The goal is to have a final version of 
４５ 
public display system that binds communities together, be it being in 




3.4 Iteration 3: High-tech prototype 
 
3.4.1 High-tech prototype 
 
While the low-tech prototype is easy, cheap and quick to design, a 
high-tech prototype is much similar to the final model that designer 
would expect since it is designed with technical implementation rather 
than paper or whiteboard. In this iteration, a high-tech prototype of the 
Mirrored Messaging Platform is developed based on the initial design 
concept (or iteration 1 and 2). The prototype has been deployed at the 
university’s  entral Library foyer and 3D virtual campus (Second Life) 
for field user studies (see a video of high-tech prototype here 
http://vimeo.com/10283529). This section presents its design, social 
factors considered in the design and the findings from the user study.  
 
3.4.1.1 System overview 
Figure 3.13 depicts a system framework of the initial Mirrored 
Messaging Platform. It consists of three main parts : Message server, 
physical message wall and virtual message wall. The message server 
is created to support data communication between real and virtual 
４６ 
worlds. It stores the messages and sensing data from the real and 
virtual message walls. Each message wall collects new message from 
the users and send it to message server. It also displays the posted 
messages on the screen via incoming data from the message server.   
 
 
Figure 3.13 Overview of high-tech prototype. 
 
In this iteration, user message is collected by short message service 
(SMS) since SMS is a widely used communication tool, especially by 
young people (Ramirez et al., 2008). Moreover, the main advantage of 
SMS is the ease of conversion to a digital format by a Global System 
Mobile Communications (GSM) modem. A GSM modem is used to 
receive the SMS sent by the user in front of the prototype in the real 
world.   
 
４７ 
This section briefly describes the three main parts of the system and all 
the details of the final Mirrored Messaging Platform are described in 
chapter 4.  
 
Message Server 
The message server stores messages and sensing data from the real 
and virtual worlds. When a new message is detected from the GSM 
modem or Second Life, it is sent to the server and stored in it. 
Simultaneously, the new message is updated and displayed on the 
screen in both real and virtual worlds. To capture the context, date, 
time and location id are stored with the message. The sensor data 
which is captured from real (e.g., capture image, bright sensor and 
touch sensor) and virtual (e.g., the number of avatar and the distance 
from the wall) is also stored for the real time communication.   
 
Physical Message Wall prototype 
 
Figure 3.14 Overview of physical message wall prototype. 
 
４８ 
Figure 3.14 illustrates the conceptual model of the physical prototype in 
the real world. The model consists of a physical model, sensing 
interface and a visualisation interface. Once the physical system 
receives the messages from the server, the messages are generated 
and displayed on the screen. The micro-controller controls the sensor 
data and actuators (e.g., LEDs) to support interactions.  
 
 
Figure 3.15 3D model of physic message wall. 
 
The size of physical message wall is 2,215mm height and 2,400mm 
width. It consists of foams for fram and an acrylic sheet for the screen e. 
The foams which are recycled from an exhibition are being cut as 
shown in figure 3.15 and the barley acrylic sheet (1220mm(h) x 
1,830mm(w) x 5mm(thick)) is used for the rear projection (which is 
located at 2500mm distance behind the screen). A short-throw LCD 
project is used to reduce the rear projection distance.  
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Virtual Message Wall prototype 
The virtual message wall prototype is built in Second Life where virtual 
NUS campus is located. In Second Life, user can freely create the 3D 
object using create tab in the build menu. The objects created in 
Second Life can be programmed using a scripting language called 
Linden Scripting Language (LSL). Each scripted object can create 
interactive events between an avatar and objects or provide data 
communication events between sensed data from the object and 
external servers. Thus, the virtual message wall prototype has been 
created with 3D objects written in LSL to provide user interaction and to 
display the messages from the server. 
 
 
Figure 3.16 Overview of virtual message wall prototype. 
 
Figure 3.16 illustrates the framework of virtual message wall prototype. 
Every event is scripted in each 3D object with LSL programming. The 
５０ 
sensor object collects the sensing context of virtual environment 
around the virtual message wall, such as the number of avatars’ 
presence, the behaviour of avatars, and the virtual time. The collected 
sensing data is stored in the message server for the synchronous 
communication between real and virtual. Avatar users can post 
messages by dragging the written notes to the message pot in front of 
the message wall. Once a new message is detected, it updates server 




Sharing thoughts (Posting message) 
 
Figure 3.17 Posting message in real (left) and virtual (right). 
 
The message wall prototypes are placed in both real and virtual worlds. 
The topic which can be changed easily is shown on the screen where 
user can recognise  In this user study, the topic is “What is your 
dream?” in which user can freely participate and post  The user 
scenario is to lead people naturally into the message wall and to give 
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them a chance to read messages or idea posted by others. As 
observed in previous observation (see 3.3.2.3 Analysis), people are 
interested to read user created contents on the display and it may 
trigger the participation of posting messages. The posted message will 
simultaneously appear on the physical and virtual message walls (see 
Figure 3.17).  
 
Awareness of presence (Shadow Tubes and Pixelated Tiles)  
In the community, by providing the awareness of presence may 
motivate participation of the community (Singer et al., 1999), promote 
collaboration between distributed communities (Fitzpatrick et al., 2002) 
and bridge the online and offline participations (Churchill et al., 2003a). 
To provide the awareness of other members, the related public display 
studies for a small group normally provides an awareness of other 
members by using their images or names on the display (Greenberg & 
Rounding, 2001; Huang & Mynatt, 2003). However, since the public 
displays are increasingly installed in public space for large group, 
research gradually focus on the social issues such as privacy; however 
privacy seems to be a minor issue in the small group. In many survey 
responses done in other supporting research, most users are 
concerned about their privacy when online (Cranor et al., 1999; Rivera 
et al., 2004; Truow, 2003; Woo, 2006). Iteration 2 (Low-tech prototype) 
has also indicated the fact that most participants were unwilling to 
share their personal contents such as image of their face, video clip or 
voice with public (see 3.3.2.3 Analysis). In this iteration 3, an abstract 
５２ 
representation approach is taken to create awareness of presence 
rather than a realism approach  The reason is to reduce user’s privacy 




Figure 3.18 Shadow tubes on the physical message wall. 
 
i) Shadow tubes (Figure 3.18) are designed to display an abstract 
representation of avatars in the virtual world consisting of shadows of 
various human shapes. Each shadow is shown by turning on a light 
when the avatars are present in the virtual space (the NUS Second 
Life). If there is a change in the number of avatars, the shadows will 
change the location and the number of lights through the sensing data 
from the virtual world. Each shadow tube is covered with a transparent 
paper to show the shadow when the LED is turned on. Micro-controller 
such as Arduino controls each LED by the number of avatar detected 
５３ 
from the virtual sensor in Second Life. Thus, the shadow tubes 
represent the number of avatars who are visiting the message wall at 
the moment. When people see the shadow tubes in the physical space, 
they can get a sense of the activities happening in virtual space without 
logging on the computer. For instance, if there are many shadows, 
which indicate a crowd in virtual world, people will feel like going to the 
virtual NUS Second Life to meet up with other people.  
 
 
Figure 3.19 Pixelated tiles on the virtual message wall. 
 
ii) Pixelated tiles (Figure 3.19) are designed in the same concept as 
shadow tubes to captivate presence from the physical space. It is 
placed in the Second Life to indicate the presence of people in the real 
world. An USB camera is set up at the physical message wall and was 
let to face the front of the message wall to take a snapshot of people 
standing there.  
 
５４ 
Based on the result in iteration 2 (refer to section 3.3.2.3 Analysis), 
most participants indicate unwillingness to share in alternative media 
such as their photographs and movie clips with the public. Since the 
Mirrored Messaging Platform has been designed for large group users 
in public, thus, the captured image is only used to show the presence 
of user in the real world with abstract view in order not to provide a 
realistic image. Here, the pixelated image is used to show the presence 
of live interaction from the real world.  
 
The captured image is processed to be pixelated and stored in 
message server for updating the pixelated wall in Second Life. Each 
image is segmented to 1000 pixels and the RGB colour value of each 
pixel is stored in message server. In the virtual message wall, the 
pixelated tiles consist of 1000 virtual objects reflecting the colour 
transferred from the server. Figure 3.19 shows that the captured image 
from the physical space is displayed on the pixelated wall in Second 
Life. The image is updated every 20 seconds due to the  capacity 
limitation of the server.  
 
The avatar user who is in the virtual world can gather a sense of the 
activities happening in the physical space. For this reason, this 




3.4.2 User study & methodology   
 
The high-tech prototype was deployed in the Central Library of the 
National University of Singapore (NUS) for 4 days. 153 students 
participated in this case study by sending messages to the message 
wall from real (Central Library) and virtual (NUS Second Life) world. 
The posted messages were recorded in the server for the user analysis. 
47 students (33 male and 14 female) from various majors participated 
in the questionnaire survey. The aforementioned interviews and video 
recordings were used to gather user feedbacks and observations. In 
this section, the representative results and findings from each of 
observations are as described.  
 
User created contents analysis 
Due to the advantages of using SMS above (see 3.4.1.1 System 
overview), user posted message via SMS can be transferred to digital 
format and stored in the message server where the messages from the 
virtual world are also stored. The stored message data from real and 
virtual during the user study has been analysed as follows.  
 
A total of 120 messages were posted via SMS and 33 messages were 
posted from the virtual world (posted messages are attached in 
Appendix D). Table 3.2 shows that total 64% users (66% of physical 
users and 61% of virtual users) posted messages that were relevant to 
the topic proposed. The nature of the rest of messages (36%) is 
５６ 
deviant from the proposed topic; they are posted messages for 
interaction between real and virtual, test messages, individual 
messages, non-English messages, and criticism messages. The 
observed differences between real and virtual worlds are as mentioned: 
1) Virtual users are more genuinely interested to communicate with 
other world (real world) than users in the real world and 2) More 
physical users attempted to post text messages, non-English 
messages and criticism messages while none of the virtual users do 
the same.  
 
Table 3.2 Overall message posts in both real and virtual message walls. 
 
 
With this analysis of the posted messages by its users, some users’ 
messages of the same content were posted more than once. This was 
because there was some delay (10~15 sec) to display message after 
they post so they attempted to post again. When users do not get quick 
and immediate response of their participation, they might assume it as 
５７ 
a system error or their mistakes, which could attribute a reduction in 





Figure 3.20 Willingness to share their pixelated image in iteration 3 (image 
above) and willingness to share their picture in iteration 2 (image below). 
 
５８ 
In the analysis of the questionnaire, the results that are related to the 
privacy concerns are analysed as follows. In question 12 (“Are you 
willing to share your pixelated image with the public?”) of the 
questionnaire, participants were asked on their extent of willingness to 
share pixilated image of themselves with the public. As gathered in the 
user study of iteration 2 (see 3.3.2.3 Analysis), only 6% of users were 
willing to share their images with the public and most of them were 
unwilling to share the private contents which cause privacy concerns. 
In this survey with the pixelated image for the presence, however, only 
10% of users expressed unwillingness while most of participants are 
willing to share their pixelated image on the message wall (see Figure 
3.20). Therefore, this will reduce their privacy concern and attribute to 
willingness of sharing information with the public. This broadens and 
enriches the variety of contents contributed via the participants’ 




Figure 3.21 Social interactions in the physical space. 
５９ 
 
From the field and video observations, most social interactions (e.g., 
communication with others) occurred between groups of users. Figure 
3.21 shows that users are keen to read messages posted by others on 
the screen and this triggers conversations within their friends. In the 
user study in iteration 2 (see 3.3.2.3 Analysis), it is also observed that 
people are very interested in reading messages and this triggers 
conversations among people. Relevant precedent studies (Karahalios, 
2004; Karahalios & Dobson, 2005) have indicated that the digital 
contents on the display can catalyse social interactions in public space. 
 
 
Figure 3.22 Social interactions in the virtual space. 
 
Likewise, social interaction has happened in the virtual world while they 
read messages on the screen (see Figure 3.22). The posted messages 
on the virtual message wall are also based on posted topics and 
reactions by the others. Furthermore, it was discovered that 
６０ 
experienced users of the message wall naturally assist and teach new 
users on how to post without the administrator’s prompting. Contrary to 
our earlier observed trends, the most active social interactions occur 
from individuals in the virtual world whereby they feel more comfortable 
in communicating with an anonymous user, whereas the most active 
social interactions occurred within groups of users in the real world. 
This finding might be supported by the argument of Blanchard and 
Horan (1998) that online users establish interpersonal trust more 
quickly and easily than offline trust. As such, the use of this public 
display in the virtual community has been useful to encourage vigorous 
social interaction. 
 
Interaction between real and virtual 
 




An unexpected finding is that some avatar users from SL (Second Life) 
campus expressed their true curiosity and doubts. And they challenged 
the system’s validity by trying to communicate with users at the 
physical message wall and vice versa. Figure 3.23 shows the cases of 
the communication between real and virtual.  
 
“What is your Dream?” was the topic for discussion. An avatar posted 
on the virtual wall, “Who is down there at the physical wall?”. Shortly 
after, a user at the physical wall installed at the University’s  entral 
Library replied, “Hello people in SL, how is the air down there? It’s cold 
here in the library!”. It is fascinating to know there are many rigorous 
attempts to communicate with strangers in the other world. This has 
surpassed the comforts derived from the familiarity of communication 
within the same space.   
 
3.4.3 Discussion  
 
In this section, a high-tech prototype has been designed and deployed 
for the user study to understand how users interact with the prototype 
and to examine the social factors such as privacy concern that 
encourage user participation. The previous user study in iteration 2 
(section 3.3 Iteration 2: Low-tech prototype) has shown the potential of 
public display for large group since it encourages social interaction with 
user created contents. In this iteration 3, high-tech prototype also 
６２ 
encourages social interactions between users in the real world. 
Furthermore, social interaction has happened in the virtual world and 
between real and virtual worlds. From the user survey, it is found that 
users are less concern about their privacy and are willing to display 
their captured images from camera when it is pixelated instead of the 
actual photos.  
 
The high-tech prototype model is set up at the real world in the Central 
Library for field user studies and served for a brief duration of 4 days. 
The brief duration was due to considerations of possible obstructions to 
the students’ usual walking routes and its massive size (2 2M x 1 8M)  
Alternatives have been considered to reduce the projection distance by 
using a short throw projector or existing displays as a simplified version. 
However, if the message wall is set up with existing displays on the 
wall, the users cannot easily identify, given precedent occurrences 
(Peltonen et al., 2007). Furthermore, if the message wall exists as a 
huge installation, it will be easily recognisable and approachable for the 
user. However, this will result in much unnecessary space used which 
is not justifiable for the true required area of the designed message 
wall. Thus, the size and the location of public display are crucial factors 
as guiding design principles. 
 
At an initial stage of development, the system is not sufficiently 
stablised for piloting. Some issues such as memory leak, the delay and 
loss of Internet connection, needed system reboots to solve the 
６３ 
problem. Occasionally, when the system halts in operation, the users 
could not use it when the system manager is away for a while. Also, it 
is notable that users rapidly lose their interests when the system delays 
(10 ~15 seconds) in displaying their posted messages. Hence, it is 
important to maintain stability and reduce delays of the system to 
encourage and sustain interests for participation. 
  
６４ 
CHAPTER 4 MIRRORED MESSAGING PLATFORM: 
DESIGN AND IMPLEMENTATION 
 
Interactivity and data sharing between heterogeneous entities, either 
real or virtual, has become increasingly popular. This growing trend is 
supported by the rapid development in sensing technologies, virtual 
world simulations, web technologies and the Internet. System 
developers have created the Application Programming Interface (API) 
to allow bilateral access in ease to other entities through the network. 
Several online data brokers, such as SenseWeb (Grosky et al., 2007) 
and Pachube (Haque, 2009), were created by developers to provide 
users with the ability to store their data online and share the data 
through some tools and simple APIs. 
 
Existing platforms are too generic, too specific or not customizable for 
our experiment needs. Thus, the Mirrored Messaging Platform, shown 
in Figure 4.1, was built. The platform also took into account the need to 
support other non-Internet data communication types, such as Short 
Message Service (SMS).  
 
Section 4.1 presents the design of the Mirrored Message Wall 
Applications as final prototype for user study. Section 4.2 gives an 
overview of the Mirrored Messaging Server, mainly on the design 
decision and implementation aspect. The Communication systems in 









4.1 Final Prototype  
 
4.1.1 Physical Message Wall  
 
Physical message wall is designed as a final prototype  (iteration 4) in 
real world for the user study (see figure 4.2). The structure of this 
prototype is closed from the outside for safety since it is preferably 
located at a place where a large group of people can participate for 
long term. The barley colour acrylic sheet is used for the display and 
ultra-short-throw LCD projector is used to reduce the rear projection 
distance. It needs only 880 mm distance from the screen while the 
prototype of iteration 3 needs 2500 mm distance behind the screen for 
the rear projection.   
 
 
Figure 4.2 Physical Message Wall. 
 
６７ 
4.1.2 Virtual Message Wall 
 
Virtual Message Wall (Figure 4.3) is designed as a final prototype for 
the user study. It is situated in the virtual NUS campus in Second Life 
where online group members can participate. It is created with 
hundreds of virtual objects and few objects are programmed inside with 
LSL for the user interaction and data communication. 
 
 
Figure 4.3 Virtual Message Wall. 
 
4.1.3 User Experiences 
 
Sharing user created contents (Posting message) 
General features for posting messages are similar to prototype of 
iteration 3 described in section 3.4. The topic is shown on the screen 
and users can post message via SMS in the real world or Message pot 
(LSL code is attached in Appendix H) in the virtual world. New 
message will simultaneously appear on the screen of both real and 
６８ 
virtual. In the iteration 3 (high-tech prototype), there were delays (10 ~ 
15 seconds) to display new message with the limitation of the server 
and it may cause user discomfort to use. Thus, the final prototype in 
this iteration 4 improves it to 1~2 second since the Mirrored messaging 
server supports request function every second and it allows users to 
recognise their posted message immediately. The user created 
message is not only sharable on each public display in real and virtual, 
but it can also be shared on multiple displays where it allows HTTP 
protocols communication with the Mirrored messaging APIs (see 4.2.3 
Mirrored Messaging API).     
 
Replying to other message  
In the final prototype, users are allowed to reply to the message posted 
by others or their own. For the SMS users in the real world, they can 
send SMS by putting an “R” with the relevant id of each message 
bubble (e.g., R11011 Replies a message to ID 11011). Once the 
system communicator receives the message, it is classified as reply 
message and sends it to the Messaging API with the reply ID (see the 
details about communication systems in section 4.3). The reply 
message is displayed and linked with the original message, which is 
being replied to. Figure 4.4 presents the hierarchy of the messages. 
The size of reply message is smaller than the original message and 
has an outer layer circle. When the users recognise the original 
message bubble, they can infer the hierarchy of the message with a 
linkage between the bubbles. 
６９ 
 
Figure 4.4 Hierarchy of the message bubbles (see the “Reply to the other 




In the high-tech prototype of iteration 3, users can only see the latest 
21 messages since new messages will obscure the older messages 
doe to the limitation of the server. In the final prototype, it is able to 
display around 30 latest messages due to the larger screen size and 
the TouchMe!!, a touch-sensitive interface on the physical message 
wall, has a function to retrieve the previous messages when users 
touch it. When the sensor module detects touch on TouchMe!!, the 
previous messages appear on the screen. The detection data is sent to 
the Sensing API for interaction between the virtual message walls. 
When the sensing module in the virtual message wall application 
receives the sensor data from the Sensing API, it triggers the actuator 
object on virtual message wall. As can be seen in figure 4.5, there are 
７０ 
particle objects shooting from the same position where the user has 
touched the TouchMe!! on the physical message wall. 
 
 
Figure 4.5 Touch recalls previous messages (image above) and it triggers 
the particles in the virtual message wall to indicate the physical presence 
(image below) (see the “TouchMe!!” part of Youtube video - 
http://www.youtube.com/watch?v=P0R8JZNcv2o). 
 
Awareness of presence  
The particles streaming from the virtual message wall (as mentioned 
above) indicates presence of people interacting with the physical 
message wall in the real world. The detected sensing data from the 
virtual message wall application can also trigger the physical actuator. 
The shadow tubes are designed to show the presence of virtual world. 
７１ 
The number and location information of avatar users near the virtual 
message wall can control the LEDs in the shadow tubes. In the Figure 
4.6, the shadow tubes represent the number of avatars who are visiting 
the virtual message wall at the moment. When the new avatar user 
approaches the message wall, the LEDs turn on the light to present the 




Figure 4.6 Pixelated tiles. 
 
７２ 
The Pixelated tiles are designed to captivate presence from the 
physical space. The pixelated image captured from the camera in the 
physical message wall is called from Sensing API and displayed on the 
virtual message wall. The Pixelated Wall is designed as the same 
concept of shadow tube in the physical message wall application to 
indicate the presence of physical user. A camera takes a snapshot of 
people standing in front of the wall. The image is generated and sent to 
the Sensing API every 20 seconds (processing code is attached in 
Appendix I). The avatar user who is in the virtual world can gather a 
sense of the activities happening in the physical world.  
  
７３ 
4.2 Mirrored Messaging Server 
 
The initial prototypes in iteration 2 and 3 utilise the Pachube platform 
as a message server to support data communication between real and 
virtual worlds. It is an attractive platform for our testing as it provides us 
with simple and easy to use API and an online storage for our data. 
However, during initial experiments it has been discovered that it has 
not met some of the testing requirements. For instance, Pachube has a 
maximum limit of sixteen requests per minute, and also a minimal 
interval of five seconds data refresh rate (experimented in 2009). 
These resource constraints truly limit its ability to support real-time 
updates from a large array of input devices. The system also requires 
access to historical data which is not fully supported by Pachube. As 
Pachube does not meet the system requirements, Google App Engine 
(GAE) is used in this study for the Mirrored Messaging Platform. 
 
4.2.1 Google App Engine (GAE) 
 
GAE is a web development platform developed by Google Inc. It allows 
developers to create web applications and host them on Google’s own 
production infrastructure without having to worry about server related 
issues (i.e., purchase, administration and maintenance). One of the 
benefits of using GAE is an easy integration with other Google services, 
such as Google Accounts, Google Chat, etc. Other benefits also 
７４ 
include load balancing, reliability, scalability, availability, and persistent 
data storage. 
 
The GAE platform currently supports three programming languages 
namely, Python, Java and Go. At the time we started developing our 
server, Python was the only programming language supported by GAE. 
Python is a high-level object-oriented programming language that is not 
only powerful but also easy to develop software (Van Rossum, 2003). 
The syntax is designed to be simple, clear and intuitive as its’ main 
emphasis is on readability. Python is usually used as a scripting 
language suitable for rapid application prototyping. However, it can 
also be used to create full-scale applications.  
 
GAE provides a Software Development Kit (SDK) for each of the 
supported programming languages. The SDK includes a locally 
deployable sandbox environment, runtime libraries, app engine 
services and the database. The sandbox allows developers to create 
and test the application locally before deployment. Runtime libraries 
include API to app engine services and other functionalities. 
Application data can be stored in and queried from - the distributed and 






Figure 4.7 Data models. 
 
The GAE database is different compared to the traditional SQL-type 
database whereby it is schema-less, non-relational, distributed and 
object-based. Interaction with the database can be done using the 
database API or an SQL-like query language, such as GQL. Each 
record in the database is called an entity. Each entity has a key that is 
unique to the particular database. It also consists of one or more 
properties.  






The structure of an entity is described in the data model. An application 
can have multiple objects with different attributes. These can be 
described using multiple data models. Figure 4.7 and Table 1 
describes the data models being used in the Mirrored Messaging 
Platform. 
 
4.2.3 Mirrored Messaging API 
 
The Mirrored Messaging Platform supports the interaction between 
multiple entities in remote locations through a set of RESTful web 
service API (Fielfing, 2000). This is a simple method to communicate 
７７ 
between server and client interfaces via HTTP protocols (e.g., POST, 
GET and PUT). When the client interfaces request via GET method, 
the server returns appropriate data. The Mirrored Messaging Platform 
currently provides three APIs: Messaging, Sensing and Monitoring API. 
The Messaging and the Sensing API manage user requests related to 
messaging and sensing data, respectively. They are available for 
public use. On the other hand, the Monitoring API is only accessible by 
the developers as it is used solely for debugging purposes. This API 
keeps track of the status of all interactions with the platform, and 
provides some internal administrator commands. Detail descriptions of 
these API can be found in Appendix E. 
 
For instance, figure 4.8 shows the control flow of the Mirrored 
Messaging Platform upon receiving a reply message, NameA, for an 
existing message, NameB, through the Messaging API. First, the 
message API creates a new MessageObject entity NameA, with a few 
auto-generated properties such as message ID and creation time. It 
also sets other relevant properties based on the API inputs. Then, it 
performs sanity checks on NameA, such as the validity of Rid, proper 
message payload, etc. The API returns an appropriate error message 
to the user if NameA were to fail the checks. Otherwise, the Mid and 
the Rid properties of NameA are updated to maintain proper linkage to 
NameB. Finally, the new entity, NameA is stored in the database 




Figure 4.8 Example of Reply Message processing. 
4.3 Communication system 
 
User interaction plays an important role in the design of the Mirrored 
Messaging Platform. This section introduces a communication system 
to understand the requirements of an attractive and reliable messaging 
platform. The system consists of a core controller, Communicator, and 
generic Input/ Output (I/O) interface. The I/O interfaces are designed to 
support communication with external devices, such as Global System 




Figure 4.9 Communication System control flow. 
The communication system currently supports Short Message Service 
(SMS) through a GSM modem. The GSM collector bridges the 
interaction between the Communicator and the GSM modem. It 
periodically checks the modem for new messages and forwards them 
to the Communicator for processing. Also, the GSM collector supports 
sending messages from the Communicator through the GSM modem. 
Beside the GSM collector, it has a Social Network Service (SNS) 
collector, allowing users to interact with the platform by posting Twitter 
messages with special tags. The SNS collector monitors Twitter for all 
the messages with the specified tags and forwards them to the 
８０ 
Communicator. The complete control flow can be seen in Figure 4.9 
(Python code for communication system is attached in Appendix G). 
 
The use of profanity is a serious problem in social platforms, especially 
in systems that allow anonymous posting (Yoon et al., 2010). Even 
though a profanity filter can be used, they may not be effective since 
users manage to easily get around the filter by substituting one or more 
letters as an expletive with special characters (Yoon et al., 2010). 
Furthermore, messages may not always explicitly contain obscene 
wording, but might be slanderous in nature. In such a case using only a 
standard profanity filter will be even less effective. Given the social 
aspect of the Mirrored Messaging Platform and given that its physical 
display will be located in the public domain, the use of profanities in 
posts causes a serious problem for system administrators. 
 
The communication system in the Mirrored Messaging Platform uses a 
standard profanity filter as an initial precautionary measure. When the 
filter detects an expletive, it will mark the message containing it as 
“Unauthorised”, and will not post the  message on the screen. Then, the 
system will reply to the user with a warning message, and prompt him 
to try again with a clean message. To reduce the adverse effect of 
instances where the profanity filter would fail to work, all incoming 
messages are forwarded to the administrator to be checked. The 
administrator can check the incoming messages via a convenient web 
interface anytime and can swiftly respond to unsuitable messages. The 
８１ 
system also displays a notice on the screen encouraging users to be 
responsible as their mobile numbers are saved on the system, even 
though their messages appear as anonymous. 
 
 
4.4 Client interfaces 
 
The client interface is where the end users interact with the system, 
and it exists in both the physical and virtual message walls. It consists 
of a visualisation module and a sensing module. The visualisation 
module is essentially a graphical user interface, while the sensing 
module is a controller for the sensors and actuators on the message 
walls. The different implementations of the client interface for the 
physical and virtual message walls are described below. 
 
Client Interface for physical environment 
 
Figure 4.10 Overview of Client Interface for physical environment. 
 
８２ 
Figure 4.10 shows the architecture of the Client Interface for physical 
environment. As mentioned before (4.3 Communication system), users 
can post messages to the wall either by using SMS or through a Social 
Networking Service such as Twitter. The incoming messages are 
handled by the Communicator (section 4.3), and are then saved to the 
database. The visualisation module of the client interface gets the new 
messages from the database via the Message API of the server, 
analyses and displays the new messages on the screen as a bubble 
object. Users can differentiate messages originating from the real world 
(e.g., SMS, Twitter messages) from the ones that originate in the virtual 
environment (e.g., posted via Second Life) by the colour of the bubble, 
as shown in Figure 4.11 Messages sent from the real world are 
enclosed in yellow bubbles whereas messages sent from the virtual 
environment are in blue coloured bubbles. As shown below, related 




Figure 4.11 Visual Interface of physical environment (see the “Posting 
Message” part of YouTube video - 
http://www.youtube.com/watch?v=P0R8JZNcv2o ). 
 
For a more aesthetic display, all the bubbles are floating smoothly on 
the screen, and their movements take into account the collisions 
between bubbles. New message bubbles appear brightly in the center 
of the screen, and will gradually fade and move away to other parts of 
the screen. The physical sensors such as touch sensor or Light sensor 
can be set up at the physical message wall application. The sensed 
data which is controlled by sensing module in the client interface 
affects the visualisation on the screen directly or changes the virtual 
objects in the virtual world via the Mirrored messaging server.  
  
８４ 
Client Interface for virtual environments 
 
 
Figure 4.12 Overview of Client Interface for virtual environment.  
 
Figure 4.12 shows the architecture of the Client Interface for virtual 
environments. Since the virtual message wall is implemented in 
Second Life, the end-users are the avatar users who access via the 
Second Life viewer. All the virtual objects such as prim (primitive object)  
can be created and modified with simple user interface tools in Second 
Life environment. Linden Script Language (LSL) is implemented into 
the virtual object to provide interaction to avatars and communication 
with other objects or external servers. The Client interface is embedded 
into the virtual objects and it sets the visualisation module and sensing 
modules in the linked objects. The visualisation module displays the 
new messages on each linked bubble object. Avatar users can 
differentiate between the messages originating from the real world from 
the ones that originate in the virtual world by the colour of the bubble 
８５ 
object. Messages sent from the real world are enclosed in green 
bubbles whereas messages sent from the virtual world are in blue 
bubbles. As shown below, related messages are identifiable by the 
particle link that connects the two bubbles (see Figure 4.13). 
 
 
Figure 4.13 Visual interface of virtual environment. 
 
Several virtual sensors and actuators are installed in the linked virtual 
object to enhance the user experience. These devices are controlled 
by the sensor module in the client interface. Detected data changes the 
virtual object or affects the visualisation on the screen in physical 
message wall via the Mirrored messaging server.   
８６ 
CHAPTER 5 FINDINGS AND DISCUSSION 
 
As this thesis is focused on a public display system for the real and 
virtual communities, a Mirrored Messaging Platform was developed 
(Details on Chapter 4). For evaluating the Mirrored Messaging Platform, 
the final prototypes of the physical and virtual message walls were 
deployed at a public space on campus and the university’s 3D virtual 
campus in Second Life. Figure 5.1 shows final prototype deployed at 
the foyer of the School of Design and Environment, National University 
of Singapore (NUS) and the virtual place at virtual NUS campus in 
Second Life for the event duration of ArchiFest 2010. This chapter 
presents the results and findings from the analysis of the user studies 
with final prototypes in the real and virtual worlds.   
 
 
Figure 5.1 Iteration 4-1 model (Mirrored Message Walls). 
  
８７ 
5.1 The message wall use 
 
5.1.1 Data collection  
 
One of the advantages of the Mirrored Messaging Platform for data 
collection is that both user posted message and sensed data can be 
stored and generated in the Mirrored messaging server (see more 
details in 4.2 Mirrored Messaging Server). Real and virtual message 
walls were deployed during the ArchiFest event (15 days). The data 
from the real and virtual included not only the message data but also 
posting time and location, log data of using TouchMe!! and virtual 
Message wall, and the number of avatars around the wall stored on 
server in chronological order or generated by the data type (e.g., 
original or reply message, real and virtual worlds). All of the collected 




The usage frequency of TouchMe!! and messages posted on an 
average day 
Since the total number of who visited the message wall cannot be 
captured, the number of interactions with TouchMe!! can show the 
estimated use of message wall touched by users. As it can be seen in 
figure 5.2, it is slightly more active when they reached or leave the 
school (around 10 am and 5 pm, respectively). Because the message 
wall is located near the school entrance, the students interacted with it 
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conveniently. Participation for posted message is the highest around 
lunch time (around 1pm). It may be due to the fact that participants of 
the message wall spend lunch time more freely. Thus, the location of 
installation and operation time should be considered for active 
participation by users.   
 
Period of activity of physical and virtual message wall 
Figure 5.3 presents the size of hourly activities from the real and virtual 
message walls. It shows more activities of users in the physical 
message wall than in the virtual one in the day time when the students 
are in school. In contrast, there are more activities of avatars in the 
virtual message wall at night time. In the user study of iteration 3 
(Section 3.4), it also has been observed that the virtual prototype 
experiences nocturnally active participation late in the night and after 
midnight, whereas the physical prototype in the Central Library 
experiences diurnally active participation during the library’s opening 
hours. This may cause a vacancy problem (Lifton & Paradiso, 2009) 
which is “the noticeable and profound absence of a person from one 
world, either real or virtual world, while they are participating in other 
world”   
Although it is important to create synchronous relationship between the 
physical and virtual message wall such as providing presence of real 
world via pixelated image, it is unlikely to be so given that the 
students‘ participation frequency is different due to time. Asynchronous 
interaction should be considered to solve the vacancy problem 
between real and virtual.  
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Figure 5.2 Number of times using TouchMe!! (image above) and number of 
messages posted on the Message Wall (image below) at different hours on 




Figure 5.3 Use of physical (image above) and virtual message wall (image 





Posted message types 
Table 5.1 Type of posted messages. 
 
 
With analysis of collected data in Mirrored messaging server, the user 
posted messages are classified by the type and described in table 5.1. 
A total of 272 messages were posted from the real world via SMS and 
100 messages were posted from the virtual world. A total of 40.9 
percentage of users (37.5% physical users and 43.7% different from 
table below virtual users) posted messages relating to the topic (“What 
makes a happy city?”) on the display   ompared to the message 
analysis in iteration 3 (64% posted message followed the topic), less 
users followed the topic in this user study (40.9% posted message 
following the topic that was displayed). The nature of the rest of the 
messages (59.1%) was deviant from the proposed topic; there were 
personal messages (e g , “Hello XX was here”, “Greetings from Texas 
by way of Second Life”), test messages (e g , “Test!”, “Hello”), 
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comments (e g , “interesting msg board”, “This is cool”), interaction 
between physical and virtual (e g , “hello texas! We can see your msg! 
How’s the air down there?”, and “Hello there! Guy in white shirts! I can 
see you!”), non-English messages, profanity, criticism messages (e.g., 
“XX is stupid”) and advertisements  The observed differences between 
physical and real worlds had similar patterns in iteration 3 which are 1) 
Virtual users were genuinely more interested in communicating with 
other world (physical space) than physical users were, and 2) Some 
physical users attempted to post profanity or criticism messages while 
none of the virtual uses did the same. It is because only the registered 
avatar which is confirmed by online manager via checking their student 
number is allowed to post the message and their avatar’s log data is 
stored in the SL server. Thus, they may avoid posting profanity 
messages.  
 
Acknowledgement of posted message 
As there were delays (10~15 sec) in the display of messages after a 
user posted in the iteration 3 prototype system, some users posted the 
same messages twice. In this study (iteration 4 prototype), the delay 
was shorter than 5 seconds to display the messages. However, 
recurring users did not recognise that the manager or system filter 
deleted their message when the message contains profanity or 
unnecessary words. The prototype of iteration 4-1 provided a 
Monitoring API which allowed the administrator to delete the offensive 
or repeated message by an SMS command anytime. However, it did 
not inform the user about the status of the message being deleted. To 
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solve this problem, the system reply function was added for the 
iteration 4-2 model which is updated version of 4-1 model. When a user 
posted a message, he/she received a quick system reply of whether 
the messages was successfully posted or filtered. This allowed users 
to be aware of the status of their posted messages and thus decreased 
recurring messages.  
 
5.1.3 Discussion  
 
The quantitative data of the message wall use is analysed in this 
section. In the analysis of the usage frequency of the message wall, it 
is found that there are more activities when the users reach or leave 
the school and when they feel free during lunch time. Thus, the location 
of installation and operation time should be considered for active 
participation.   
In the analysis of activities in both real and virtual, it is found that there 
are vacancy problem between real and virtual since the students’ 
participation frequency is different due to time. Asynchronous 
interaction should be considered to solve the problem.   
 
Similar to the findings of iteration 3, the analysis of posted message 
from the real and virtual worlds shows that 1) the virtual users were 
genuinely more interested in communicating with physical space and 2) 
Some physical users attempted to post profanity or criticism messages 
while none of the virtual users did the same.   
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To avoid recurring message problem found in the previous prototype 
system has, the finial prototype sends acknowledgement of posted 
messages to the sender via SMS. It is observed that when a user 
received a quick system reply of the posting status (i.e., successfully 
posted, profanity words are filtered, deleted by manager), the users are 





5.2 User behaviour in the real world  
 
5.2.1 Data collection 
 
Video recording was done for the duration of 15 days during the 
ArchiFest event in the National University of Singapore. The video clips 
were analysed to find out 1) the duration of time spent by the users, 2) 
the number of users who participated in the message wall, and 3) the 
type of interactions that the users performed with the message wall. 
 
Users are defined as people who participated in the interaction with the 
Message Wall such as reading messages, and touching or posting 
message on the Message Wall. However, the passers-by who just 
touched the screen or TouchMe!! while they were passing by the 
message wall were not considered as actual participants in the study. 
The duration of time spent by each user was calculated from the time 
the user approaches until he/she left. Each participant in each case 
was analysed to find out his/her interactions with the message wall. 
 
5.2.2 Analysis and findings  
 
A total of 147 cases were analysed in the video observation including 
69 cases of individual users and 78 cases of group users. The mean 
value of the group users is 2.5 and 2-person groups are most common 
followed by 3-person groups. Within the duration of use, it is found that 
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group users spent around two times longer than individual users (56 
seconds and 102 seconds). It is because there was more social 
interaction among group users.  
 
Table 5.2 Mean duration of use. 
 
 
In the following sections, users’ experiences are analysed from the 
videos and collected server data. The results and findings are 
described below.  
 
5.2.2.1 Interaction with the public display  
 
Use of TouchMe!! 
In the user study in iteration 2 (Section 3.3), because the low-tech 
prototype is similar to analog bulletin board, it allows users to 
participate directly through writing. As the post-it method is self-
explanatory the users do not need further instructions in participation of 
posting message and it allows users to interact with message board 
without difficulties. In iteration 3 (Section 3.4), the high-tech prototype 
is a digitalised version of the bulletin board. However, users were 
confused about the use of the display without instructions given. Since 
there is no interaction between the user and the display except posted 
９６ 
messages which appear, the display does only one way dissemination 
of contents for the participant, who just reads.  
 
 
Figure 5.4 Interactions with TouchMe!!. 
 
In this iteration 4, TouchMe!! is designed to allow users to interact with 
the display directly (see figure 5.4 and more details in 4.1.4 User 
experiences). The implementation model is most successful as users 
are able to participate easily and immediately by touching the 
TouchMe!!. In the analysis of the observation videos, 72% users of 
total participants interacted with TouchMe!!. They spent more time to 
interaction with the final prototype of iteration 4 (mean use time of 80 
seconds) compared with the iteration 3 (mean use time of 40 seconds). 
Furthermore, the participant who used the TouchMe!! spent more time 
than others who did not use it.  
 
Table 5.3 Mean duration of two groups. 
 
 
In table 5.3, there are two categories of groups who interacted with 
prototype in the total of 147 cases. The first group (9 people) touched 
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the screen directly and found that there are no changes of information 
on the screen. When they realised that the message wall screen is not 
a touch screen and there is no interaction, they lose interests and leave 
the wall (used for 16 seconds). The second group (5 people) interacted 
with TouchMe!!. They tend to stay longer compared to the first group 
(used for 35 seconds). They realised that TouchMe!! can change the 
information on the message wall even though they may not know that 
TouchMe!! recalls the previous messages. The act of playing with 
TouchMe!! heightens their interests and they spend more time 
interacting with the message wall. Since people tend to react with the 
message wall before reading the instructions given on the wall, the 
interface must be simple and easily understood. Users may lose 
interest if the interaction interfaces are difficult to use even if it is an 
attractive and novel technology. So the TouchMe!! which has a simple 
interaction interface attract them to stay longer and promotes user 
participation. 
 
Comparing the three prototypes, the participants were highest in 
number in Iteration 4 and they spent longest time in front of the 
message wall. It is conjectured that, in order to operate TouchMe!! 
functions, users may spend at least a certain amount of time and effort 
to interact with the wall. Comparing iteration 3 and iteration 4, although 
the posting of message is the same for both iterations, the prototype of 
iteration 4 model attracted more users.  
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Reading Messages  
Table 5.4 shows the results of each interaction type in the message 
wall. A total of 79% of users (74% of individual users and 83% of group 
users) read messages on the display while they are using it. Reading is 
most common interaction in the public display. Previous user studies in 
iteration 2 & 3 also show that people are very interested  to read 
messages. Furthermore it may catalyse social interaction between 
users. It is also found in this iteration that most of the group participants 
(94%) talk with others while using the message wall. That is one of the 
main reasons why group users spend more time than individuals (see 
Table 5.2).  
 
Table 5.4 Number of people of each group. 
 
 
Posting and retrieving previous messages  
Where mean time of using the message wall is 80 sec, the time of use 
by users who posted message is 216 sec. Users who participated in 
posting messages tend to spend more time as compared to other users 
who did not post messages at all. In iteration 4, the messages posted 
are synchronised immediately to the Message Wall (2 seconds of time 
lapse) as compared to iteration 3 (15 seconds of time lapse). Thus, 
users of iteration 3 tend to send the messages twice because of the 
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slow response of displaying posted message on the Message Wall. In 
iteration 4, the response is immediate; therefore, there are no recurring 
messages anymore.  
 
Previous prototype of iteration 3 allowed display of the latest 21 
messages since new messages obscure the older messages due to 
the server limitation. Thus, users could not retrieve their posted 
message when it disappeared. This final prototype of iteration 4, 
however, displays the last 40 messages and it allows users to retrieve 
older messages by touching the TouchMe!!.  
 
Parallel use and ownership  
 
Figure 5.5 Parallel uses. 
 
When there are more than two people in the same group or two 
different groups, it is found that they use the message wall at the same 
１００ 
time in different zones. Normally, they divide the message wall into two 
zones. Figure 5.5 shows the parallel use of one group and anonymous 
two groups. It is observed that two groups will be playing with the wall 
in their respective side either on the left or right. They used the wall 
concurrently without having interactions with each other. 
 
 
Figure 5.6 Ownership type A. 
 
Figure 5.6 shows that when the first user is interacting with the wall by 
himself, the second user will wait instead of touching the screen on the 
other side. When the first user leaves, the second user approaches the 
message wall.  
 
 
Figure 5.7 Ownership type B. 
 
Figure 5.7 shows that the first user stops interacting with the message 
wall when the second user approaches the message wall. The first 
１０１ 
user leaves immediately when s/he realises the second user is also 
touching the other side of the wall.  
 
Figure 5.8 Ownership type C. 
 
Figure 5.8 shows that the first group stops interactions when the 
second user approaches the message wall. When the second user 
leaves, the first group continues the interaction.  
 
All three figures 5.6 ~ 5.8 indicates user behaviours in public. People 
tend to behave differently as individual or when in groups. Compared to 
figure 5.6, the users in figure 5.7 prefer to interact with the wall when 
they are alone. For instance in figure 5.8, the first user stopped 
interacting with the wall when he felt the presence and attention from 
others. As such, individual users would spend more time when they 
perceived that they are undisturbed. This may indicate that people 
prefer to have a sense of ownership of the interactive wall even if it is in 
public space. In addition, it could be due to social embarrassment 
whereby shy participants might not want to interact with the system in 
public. Similar results were observed in previous research for the large 





Even if the message wall is not designed as a multi-touch screen, it 
has created multi-user interaction where many users using the display 
at the same time like other public displays such as City Wall (Peltonen 
et al., 2008). In the figure 5.9, group users play with the bubbles using 
TouchMe!! which indicates multi-user interaction scenario. It may 
encourage game-like when a public display supports multi-user 
interaction on the screen.   
 
 
Figure 5.9 Multi-user interactions. 
 
Finishing action  
 
Figure 5.10 Finishing actions. 
 
In iteration 2 (low-tech prototype model which used the white board), 
when the users use voice recording as a medium to post message, 
they end with creating funny sounds based on their personal style. 
Likewise, in iteration 3, some users also finish their participation by 
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taking a photo of their own message on the screen. These finishing 
actions are observed in this iteration 4. In figure 5.10(A), most people 
point at their personal messages when they appear on screen. In figure 
5.10 (B) and 5.11 (C), some people are seen to be getting excited and 
captivated with the message with their camera-phone.  
 
5.2.2.2 Social interactions between users 
 
It is observed that social interaction happens in all the user studies in 
the iteration 2 and 3 and it is the most important part to form 
communications with other participants. In this user study of iteration 4, 
users show the interesting messages to their friends (see Figure 5.11). 
 
 
Figure 5.11 Communicating about the posted messages. 
 
Normally they will initiate conversation by pointing at the messages that 
are interesting. These posted messages become the social catalyst 
(Karahalios, 2009) to start communication. It is also observed that the 
first user who visited the message wall earlier in the day explained the 
function of the message to his friend (second user) later in the 
afternoon (see Figure 5.12). 
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Figure 5.12 Explaining to friend. 
 
The same scenario happens to two different users who appear to be 
strangers but happened to be looking at the message wall at the same 
time. In figure 5.13, the first user shares her experiences with the 
second user even though they are unfamiliar with each other. 
 
 
Figure 5.13 Explaining to passer-by. 
 
In this study, it is observed that social interactions happen among 
group users who know each other. Social interaction also happens 
between individuals when one teaches another person  on how to post 




The use of physical message wall has been observed and analyzed in 
this section. This provides an understanding of the user experience of 
the physical message wall use.    
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In the observation of the message wall use, users spend more time in 
interacting with the message wall when 1) the users are in a group of 
two or more people, 2) the users are not just readers but also post 
messages to the message wall, and 3) the individual users are alone 
and not disturbed by anyone else. Interestingly, more male users  
participated as individuals while more females participated as group in 
this observation.  
 
Comparing the user study of iteration 4 and previous iterations that 
have no interactive features, the installation of TouchMe!! encourages 
user interactions with the screen and attracts more users. Most 
participants spend more time on the prototype of iteration 4 than on 
previous models. More social activities such as reading the messages 
of the participants and discussing about postings on the Message Wall 
are observed among group users.  
 
Since people tend to react with the message wall before reading the 
instructions given on the wall, the interface must be simple and easily 
legible. They may lose interest if the interaction interfaces are difficult 




5.3 User behaviour in the virtual world 
 
5.3.1 Data collection 
 
The virtual Mirrored Message Wall was implemented in the NUS virtual 
campus in Second Life for ArchiFest 2010 for the duration of 15 days 
with the intention of user observation. The virtual message wall is 
deployed at the event space where avatars normally visit. As such, the 
participants for the analysis are defined as the avatars who visited the 
location of the virtual Message Wall. Unlike in the physical space, 
avatars may log into Second Life at any time of the day and night (see 
Figure 5.3). In this case, the full 24 hours are required for user 
observation daily. However, it is not possible to access selected 
avatars‘ statistical data since Second Life is a commercial product 
(Friedman et al., 2007). Therefore, virtual sensors programmed inside 
the virtual campus environment are used to detect the context of avatar 
such as the presence, position and visiting time instead of observation 
by logging on the computer all day. Once an avatar is located near the 
virtual message wall (by approximately 15 meters), the virtual sensor 
detects the information and updates the Mirrored Message server.  
 
5.3.2 Analysis and findings 
 
A total of 93 unique avatars have visited the virtual Message Wall for 
333 times and 81 cases are analysed with the user log data stored in 
Mirrored Messaging server  In the following sections, avatar users’ 
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experiences are analysed through observation and collected server 
data. The results and findings are described as follows.  
 
5.3.2.1 Use of Virtual Message Wall 
In fact, most avatar users visited the Second Life individually. It could 
be that users log into the virtual world using their personal computers 
regardless of time and location with the Internet access. Each avatar 
would normally navigate to the location by itself before they meet the 
other avatars in the event location or use the teleport function to 
teleport to a specific location. Or they can invite other avatars to their 
place. However, the virtual sensor cannot capture their invitation status 
when the second avatar visits the same place. Thus, the group users 
are defined as avatars that stay with more than 2 people and counted 
as each instance (see Table 5.5).  
 
Table 5.5 Mean duration of virtual use. 
 
 
Table 5.5 shows that the mean time of using the virtual message wall is 
215 seconds which is longer than the physical message wall usage (80 
seconds). First of all, the avatar is controlled by keyboard or mouse to 
perform basic animations such as standing, walking and flying 
(Cranefield & Li, 2010) and it takes more time than moving themselves 
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in the real world. In addition, most users perform multi-task while online 
(e.g., watching TV, talking on phone, sending an IM, visiting website) 
(Grunwald, 2004). For such a reason, avatars can stay without controls 
and that is one of the reasons why the mean duration of use of virtual 
is longer than use of physical message wall. If an user does nothing 
with the keyboard or mouse inside of Second Life application for 5 
minutes, the avatar will show “Away” status (see Figure 5.14), and it 
will be logged out automatically after 30 minutes (Second Life, 2011). 
The avatar also changes to “Away” status, when the user used voice 
chat without any movement. However, the virtual sensor cannot 
capture all these user contexts. Therefore, log data from the avatar 
users which has any movement while he/she is staying alone are 
filtered in this analysis.  
 
 
Figure 5.14 An example of the “Away” status. 
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Similar to the finding of physical world (see Table 5.2), group users 
(411 seconds) spent more time than individuals (168 seconds). One of 
the reasons why group users spent more time than individuals, apart 
from the participation with the Message Wall, is that most of the group 
users spent time chatting near the virtual Message Wall. Especially 
important is that the message wall plays an important role of social 
catalyst and provides a social space for social interaction among avatar 
users. Details are described in following sections.  
 
5.3.2.2 Social Catalyst 
 
Figure 5.15 Social Interactions around the Virtual Message Wall. 
 
Similar to the user study of iteration 2 (Chapter 3.3.2) and iteration 3 
(Chapter 3.4.2), posted messages on the message wall become the 
social catalyst to start communication with other avatars when they are 
in a group. Karahailos and Dobson (2005) implemented the Chit Chat 
１１０ 
Club to enhance the social communication between remote spaces 
using physical communication interface and virtual interface on the web. 
They found that their interface performed as a medium for social 
interaction and it became a social catalyst which is connecting the 
users and encouraging their conversation. In the same vein, Foucault 
and his colleagues (2007) implemented the community system which 
allows physical users to interact with online character on the screen to 
encourage the positive communication effect and it was observed that 
the system stimulated social interaction between the people there. 
Although their findings were similar to the field observation of iteration 
3 in the real world, they did not cover the social interactions in the 
virtual community. In this study, social interactions were observed in 
the virtual community space where avatar could see the messages on 
the screen (see Figure 5.15). The avatar users talked about the 
messages while they were watching the messages: 
 
Avatar A: See the upper left! hehe  
Avatar B: happy journey? who left that? 
Avatar A: oh.. I dunno(don’t know).. hahaha 
(They are reading other posted messages) 
Avatar A: Someone else commented about pants.. HaHa  
  
Many online communities focus on usability which provides the ease of 
use in the human-computer interface and sociability which allows social 
interaction in the community space for sustaining user participation 
which is important to the success of the online community (Phang et al.,  
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2009; Maloney-Krichmar & Preece, 2005; Preece, 2001). Especially, 
there is growing recognition of HCI design concerned with the social 
relation rather than task-focused (Foucault et al., 2007). The 
importance of social interaction in the online community (Girgensohn & 
Lee, 2002) has emerged and it is important to study this since people 
are spending more time in the virtual recently. 
 
Just as the physical message wall plays a role in shaping social 
interaction in public space, the virtual message wall also may have a 
role as social catalyst. It was interesting to see that the user created 
contents attracted avatar users to stay and it is believed that this 
interface may enhance the opportunities for social interaction between 
visitors who stay at the message wall. 
 
5.3.2.3 Social Space 
Along with the user created contents which encourage social 
interaction, this message wall interface also has a place in the virtual 
community and acts as a social space for the virtual users.  
 
First of all, most of the group users spent time chatting near the virtual 
Message Wall apart from participating with the Message Wall (see 
Figure 5.16). Even though ArchiFest event was over, the avatars still 
revisited the virtual message wall which has interactivity while the 
virtual NUS campus consists of 3D buildings only and stayed there to 
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Figure 5.16 Avatars are gathered around the Virtual Message Wall.  
 
In the observation of physical message wall, individual users spent 
more time when they perceived that they are undisturbed or they 
hesitated to use the system when others approach to. The virtual 
sensor cannot capture the relationship between avatars whether they 
met before or met for the first time. However, it is found that the most 
avatar users stay together when other avatars cut into the location or 
they cut in the place where other avatars stay. The individual avatar 
users may feel less the social embarrass what many individuals have 
in the real world.  
 
Lastly, maintaining the social distance between users show that they 
use the location as social space. The virtual sensor captured the 
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location of avatar around the message wall and generated the distance 
between users when they were in groups (more than two avatars). Hall 
(1966) categorised the social distance between people according to 
their social relationship which is as follows: 
 
1) Intimate space - 0 ~ 1.5ft 
2) Personal space - 1.5 ~ 4 ft 
3) Social space - 4 ~ 12 ft 
4) Public space - over 12 ft 
 
While his study has tended to center around the face-to-face 
relationship in the physical space, few studies (Friedman et. al., 2007; 
Yee et al., 2007) have attempted to explore the social distance in the 
3D virtual community and it is uncertain that the social distance in the 
virtual is similar to the social distance as what Hall (1969) distinguished 
above. Table 5.6 shows that the average of Dyad status (between two 
avatars) keeps the distance within the range of social space (4~12 feet) 
in this study. The distance range of social in the 3D virtual world is also 
very similar to that in the real world (Hall’s)   
 




With the findings, it is expected that virtual Message Wall can provide 
social space for social interaction and sustainable events with user 




The use of virtual message wall has been observed and analysed in 
this section. It provides an understanding of the role of the public 
display in the virtual community as to how avatar users experience the 
virtual Message Wall and how they interact with each other.  
 
 
Figure 5.17 Social event in 3D virtual community. 
 
As is common in the website for encouraging user participation, the 
owner or managers host new events or decorate the space in the 3D 
virtual community (see Figure 5.17). However, it is difficult to maintain 
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the events without their efforts each time and visitors will lose interest 
in participation. 
 
The virtual message wall comprised of user created contents and user 
interaction rather than contents provided by owner or managers. The 
place of message wall plays a role as social space and it encourages 
social interaction between avatar users. Moreover, providing real-time 
interactivity with people in real world may attract virtual users to 
participate. Thus, the contents cannot be static but have to be dynamic 
(updated regularly) displays to attract users to stay.  
 
With the limitation of the virtual sensor, the user context of relationship 
between avatars such as acquaintances or strangers cannot be 
captured. Further research of additional user interviews and field 
observations are required to detect rich user context. 
 
 
5.4 Interaction between the real and virtual 
 
In the previous sections (5.2 and 5.3), the observations have been 
analysed from each real and virtual worlds. This section considers the 
interaction between real and virtual worlds since relatively few studies 
have been made. It is focused especially on which factors affect social 
interaction and user participation between real and virtual communities.   
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5.4.1 Reply function 
 
In the prototype of iteration 4, a reply function is created to link the 
messages when the users find interesting messages and want to reply 
to it  Replying to others’ messages may help to encourage social 
interaction among users. An interesting finding from previous 
observations (iteration 2 & 3) is that people are very interested to read 
messages left by others and it leads to participation by posting of 
messages when they find interesting contents. Thus, the reply function 
allows users to express their thoughts and provides continuous 
communication.  
 
Users were interested to use reply function via SMS and Second Life 
where 35% of total posted messages were reply messages during the 
ArchiFest event  The topic was “What makes a Happy  ity?” Moreover, 
multiple replies were posted to one single message and it allowed 
users to continue communicating with others as shown below:  
 
1) [Physical User A] “Spend more time in real natural space than in 
cyberspace” 
 
↳[Virtual User B] “I wish we could get more people inworld 
(Second Life) here becos (because) u guys are missing lotsa 
(lots of) stuffs!” 
 
↳[Physical User B] “what exactly are we missing?” 
 
↳[Virtual User B] “Do you know you can fly here? 
and lotsa(lots of) places to visit! come Join use” 
 
2) [Physical User A] “The city needs more colours because its vibrant 
and represents the diff cultures here!”  
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↳[Physical User B] “but the colours need to match. No garish 
clashes please” 
 
↳[Virtual User  ] “Garish colors? like what? I think Red is 
the best! It makes me happy!”   
 
3) [Physical User A] “Fresh air!”  
 
↳ [Virtual User B] “This haze is making me sick_ is anyone 
getting sore throats too?” 
 
↳[Virtual User  ] “Haze is a good reminder of us to be 
environmentally conscious. However, what can we do 
about it? :(“ 
 
4) [Physical User A] “Smiles make a happy collective - so smile! -” 
 
↳[Physical User B] “let’s smile” 
 
↳[Physical User  ] “and keep our environment clean and 
green” 
 
↳[Virtual User D] “Lets start by eating less meat    
thats what the brochure says when they give it to 
us at the library entrance!” 
 
Many reply messages passed between real and virtual worlds. Reply 
can be the main method to interact between real and the virtual users 
with continuous posting communication. Table 5.7 shows the number 
of reply messages from the real and virtual worlds. While most physical 
users replied to the messages from the real world, messages from the 
virtual were rarely replied by the physical users. Likewise, most virtual 
users replied to the messages from the real world. For one thing, it is 
because the number of messages from the real world was three times 
more than the messages from the virtual world. However, it is also 
probable that the virtual users were more interested to interact with 




Table 5.7 Number of reply messages from both worlds. 
 Reply from the virtual users Reply from the physical users 







Real to Virtual Real to Real 
30 4 2 70 
 
5.4.2 Providing presence of users. 
 
To provide presence of users in the physical message wall, the 
captured image of people in front of the physical message wall is 
processed as pixelated and displayed on the virtual message wall. The 
presence of the other world may attract avatar users to interact with 
people in the real world at the same time.  
 
Table 5.8.a Messages to physical user from the virtual. 
Hi nice to see you here. Hope you enjoyed the Message wall of NUS 
 Hi who are in the SDE Foyer now? I saw your pixelated image 
 Oh nice to meet you I am in the IDMI HQ now :) 
 Hello there! Guy in white shirt! I can see you! 
 Hello little red dots... from the big blue dot in SL 
 Hi who are in IDMI lobby now? I can see you :) 
 
Table 5.8.b Messages to the virtual user from the physical. 
Hallo, we are here 
 R 642010 wow did you see me? I'm in SDE now 
 R531008 hello there! :) We can see your msg! Hows the air down there? 
 R571021 party every night? :) 
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Table 5.8.a and 5.8.b show the selected messages from the users who 
wanted to communicate with other world users even though they did 
not know each other. As can be seen in Table 5.8.a, the posted 
messages from the virtual described the presence (e g , “I saw your 
pixelated image”, “I can see you”) or more details to the physical users 
(e g , “Guy in white shirt!”) while the physical users (Table   8 b) tried 
to communicate by replying (e g , “RXXXXX ~”) the posted messages 
from the virtual. Thus, the virtual users try to interact when they are 
aware of the presence of the physical world. 
 
Additionally, TouchMe!! not only recalls the previous messages on the 
physical message wall but also give indicate presence of physical user 
to the virtual users by streaming particles in a position of the virtual 
message wall similar to where physical users touched on the physical 
wall.   
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Table 5.9 A conversation in the virtual. 
[VIRTUAL] Avatar A: “Oh orange particles everywhere  We have a visitor ”  
[VIRTUAL] Avatar B: “Where?” 
 
(User in the real world posted a message and it displayed on the virtual 
message wall)   
 Going to Leeds will 
make me happy! (: 
 
[VIRTUAL] Avatar B: “Oh he wants to go to Leeds ” 
 
(Avatar B posted a message on the screen) 
 Dude_ why 
Leeds???? 
 
[VIRTUAL] Avatar A: “Oh they left” (They saw the screen is empty) 
 
Table 5.9 shows the communications from the virtual users during field 
observation. Two Avatar users became aware of the physical users 
who visited the physical message wall when they saw the particles 
animation from the wall (“Oh orange particles everywhere. We have a 
visitor ”)  After a while, they saw a new message posted on the virtual 
message wall (“Going to Leeds will make me happy! (:” ) and 
recognised that the message was from the physical user in the real 
world at the moment. Avatar B talked about the message to Avatar A 
(“Oh he wants to go to Leeds”) and replied (“Dude_why Leeds????”)  
However, the avatar users realised the physical users left through a 
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pixelated image on the screen before replied message appeared on 
the screen.  
 
The physical message wall, unlike the virtual message wall, did not 
provide the presence of virtual avatar to the physical users in the real 
world. Therefore, physical users may not be attracted to communicate 
with the virtual users since they could not feel the presence of the 
virtual users except through the messages from the virtual.  
 
For encouraging social interaction between real and virtual, both 
message walls should provide the presence of each of worlds and 
actuators which are activated by the other side, such as, TouchMe!! 
That activates the particle animation of virtual message wall by the 




This study focuses on how to encourage social interaction and user 
participation between real and the virtual communities. Reply function 
not only allows users to interact with the messages that are interesting 
to them but also gives a presence of the other space. Providing 
presence may encourage user participation and social interaction. 
However, there were few interactions with the virtual because of the 
lack of presence of the virtual users in the physical message wall.  
  
１２２ 
5.5 Social issue  
 
Willingness to communicate 
Willingness to communicate (WTC) has been used to measure an 
individual’s general personality towards communicating viz-a-viz in a 
real social setting. Richmond and Roach (1992) argued that a person 
willing to communicate is regarded more positively by others in the 
society than a person less willing to communicate. WTC also affects 
the positive aspects of an individual’s social, educational, and 
organisational achievement (Richmond & Roach, 1992).  
 
In the Computer-Mediated Communication (CMC) field, some research 
(Freiermuth, 1998; Freiermuth, 2002; Schwienhorst, 2002, Cho et al., 
2009) indicated that the computer-mediated environment (e.g., online 
chatting, instant message, and email) might encourage the user’s WT   
In Leung’s study (2007), SMS may encourage the communication of a 
person who has low score of WTC. However, most of the studies were 
targeted at interpersonal communication with personal computer or 
personal devices and for group members such as students in the class 










M S.D M S.D 
B9. Present a talk in a group(50 people) of 
strangers 
37.9 19.5 30.4 28.0 
B17. Talk in a large meeting(10 people) of 
strangers 
43.6 19.5 35.7 27.2 
B4. Talk in a small group(5 people) of strangers 61.4 23.0 42.9 22.8 
B7. Talk with a stranger while standing in line 36.5 23.0 35.7 21.3 
B15. Present a talk in a group(50 people) of 
acquaintances 
52.1 23.8 44.6 31.3 
B16. Talk in a large meeting(10 people) of 
acquaintances 
58.6 22.6 48.2 24.9 
B5. Talk in a small group(5 people) of 
acquaintances 
72.9 18.6 55.4 22.3 
B11. Talk with a acquaintance while standing in 
line 
67.9 25.4 57.1 28.5 
B3. Present a talk in a group(50 people) of 
friends 
52.9 19.9 41.1 27.0 
B8.Talk in a large meeting(10 people) of friends 78.6 18.3 50.0 24.0 
B12.Talk in a small group(5 people) of friends 79.3 19.6 71.4 25.7 
B13. Talk with a friend while standing in line 89.3 15.2 78.6 25.7 
WTC (Total) 60.0 12.4 46.8 19.6 
Public (B3+B9+B15)  47.6 16.7 37.9 27.1 
Large Meeting (B8+B16+B17) 60.2 15.8 44.6 23.0 
Small Group (B4+B5+B12) 71.2 15.6 56.5 20.5 
Dyad (B7+B11+B13) 64.5 15.0 57.1 20.6 
Stranger (B4+B7+B9+B17) 44.7 13.9 36.2 21.7 
Acquaintance (B5+B11+B15+B16) 62.9 18.4 51.3 23.2 
Friend (B3+B8+B12+B13) 75.0 12.9 60.3 21.3 
(M: Mean value, S.D: Standard deviation) 
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In this study, the Mirrored Messaging Platform is designed as the new 
communication tool for large group members. It allows anonymous 
participation of the message wall using SMS in the physical space. To 
analyse how users’ WT  affects their participation in the system, a 
questionnaire survey (see the questionnaire in Appendix J) was used 
to collect data with the prototype of iteration 4-2 which is updated 
version of iteration 4-1. The main purpose of this survey was to 
evaluate whether this new communication tool may help shy people 
who have low score of WTC to freely participate in a shared public 
display. A total of 50 students both users at the physical message wall 
and avatars in the virtual world participated in the online and offline 
questionnaire survey modified from WTC scale (McCroskey, 1992) and 
the results are shown in table 5.10.  
 




The WTC of each user was measured through the use of 15 items 
questionnaire (B3 ~ B17) widely used in previous research 
(Barraclough et al., 1988, McCroskey & Richmond, 1990; Hashimoto, 
2002). Fifteen of the items instruments consist of 12 items composing 
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the measure and 3 filler items. The 12 were items used to provide the 
users’ willingness to communication scale  A  -point Likert scale was 
used to rate each of the items (e g , “100” means “Always” and “0” 
means “Never”)   
 
Table 5.11 shows the WTC means from the various countries. It is 
difficult to say what the normal score is since WTC score is highly 
culturally dependent (McCroskey, 1992). However, the WTC score that 
is measured in this study (Table 5.10) shows a similar pattern with 
Mc roskey’s study (1992), such as normally they are more willing to 
communicate with friend in Dyad (a group of two) context than with 
stranger in Public context.   
 
In this result, the WTC of virtual user is much lower than physical. 
There is no study of WTC of Second Life users, however, related 
research has been conducted on internet user. Papacharissi and Rubin 
(2000) found that internet users who avoided face-to-face 
communication chose the internet as a functional alternative channel. 
Thus, it can be expected that more people who have lower WTC use 
the Second Life. 
 
To find out the relationship between WTC and attitude to the message 
wall, correlation coefficient was calculated. The correlation result can 
be between -1 and +1 with -1 being strong negative correlation and +1 
is strong positive correlation. The correlation between two variables 
WTC score and Q1 (“I can freely share my thoughts and feeling with a 
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person who is a NUS community or club member” – 5-point Likert scale 
(1-Strongly disagree to 5-Strongly agree)) were 0.41 which is more 
correlated while the Q2 (“I can freely share my thoughts and feelings 




Figure 5.18 Correlations between WTC and Q1 (left) and WTC and Q2 (right).  
 
This could be because people who are more willing to communicate 
can freely share their information with group members and people who 
are less willing to communicate do not want to share their information 
with group members. However, whether a person has high or low WTC, 
he/she freely shares one’s own information on the message wall. This 
message wall may encourage shy people who are self-conscious or 





This chapter presents the results and findings from the analysis of the 
user studies with final prototypes in the real and virtual worlds.  
 
In the observation of physical message wall use, users spend more 
time interacting with the Message Wall when: a) the users are in 
groups of two or more people, b) the users are not just readers but also 
post messages to the Message Wall, and c) the individual users are 
alone and not disturbed by anyone else. The observation of the virtual 
message wall use shows the similarity to the observation of the real 
world. However, there are differences between real and virtual worlds 
which are a) mean time of the using the virtual message wall is longer 
than the physical message wall use and b) the virtual users less feel 
the social embarrass where many individuals have in the real world.  
 
As previously described in section 5.1.2, the observed differences 
between real and virtual worlds are a) Virtual users were genuinely 
more interested in communicating with other world (physical space) 
than physical users were and b) Some physical users attempted to 
post profanity or criticism messages while none of the virtual uses did 
the same.  
 
Although the individual participants are more passive than group users, 
they are equally important to understand social interactions in the multi-
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user interface. The study of social factors which affects the 
participation shows that the individuals who have low score of WTC 
(i.e., shy people who are self-conscious or not-participatory users) also 
freely participate in the message wall. 
 
What design features work in this final prototype are 1) this system 
informs acknowledgement of posted messages to the sender via SMS 
to avoid recurring message problem what the previous prototype 
system has, 2) asynchronous interaction, such as message posting, 
could be used to solve the vacancy problem between real and virtual 
worlds, 3) the reply function help to encourage social interaction among 
users and it allows users to express their thoughts and provides 
continuous communication, 4) the installation of TouchMe!! encourages 
user interactions with system and attracts more users since it allows 
user to participate easily and immediately by touching it, 5) Reading is 
most common interaction with this system and it catalyses social 
interaction between users, and 6) the virtual message wall can provide 
social space for social interaction and sustainable events with user 
created contents.   
 
Also what I found the design features which is not implemented in the 
final prototype but for the future work are 1) the location of message 
wall and operation time should be considered for active participation by 
users in real world, 2) the physical message wall should provide virtual 
presence and actuators which is activated by virtual world, such as, 
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TouchMe!! for encouraging social interaction between real and virtual, 
3) the interface must be simple and easily understood due to people 
tend to react with the message wall before reading the instructions 








This study aims to design a public display system called Mirrored 
Messaging Platform as a new communication tool which supports 
social interaction among larger group members located in the real and 
the 3D virtual communities. The Mirrored Messaging Platform has been 
developed with iterative design process. The prototype iterations of 
physical models and virtual models are implemented in the field as 
public setting. User studies were conducted within respective iterations 
process and the results from the observations, surveys and findings 
were discussed. The overall results are classified as three main 
themes which are mainly considered in this thesis and described as 
follows: 
 
Encouraging user participation 
Understanding how to encourage user participation is important to 
sustain community tools since many public displays are merely used as 
billboards for advertisement. The results from this study provide the 
following findings and design recommendations that attract users and 
encourage their participation on the public display.  
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Firstly, providing presence of users from the other worlds attracts users. 
We observed many users were interested to see the presence of other 
communities and virtual users are especially more interested to see the 
presence of the users in the real world. This Mirrored Messaging 
Platform allows the presence of the activities in the real and virtual 
communities with real-time abstract view and shadows tubes. 
 
Secondly, the context of both individuals and group users should be 
considered for developing the public display system. Individuals and 
groups use the system differently. Group users are generally more 
active to use message wall than individuals. The author observed that 
group users spent more time for message wall usages and social 
activities than individuals in both real and virtual worlds. The individuals 
spent more time when they were alone and they hesitated to interact 
with system when other users approached. Although the individuals are 
more passive than group users, it is important to encourage them to 
participate in the message wall. It is found that the individuals who 
have low score of willing to communicate (WTC) will freely share their 
thoughts and feeling with the message wall.  
 
Thirdly, the user interface should be simple and easily understood to 
use. The users tend to react with the message wall before reading the 
instructions given on the wall and they may lose interests if the 
interfaces are difficult to use even though it may be an attractive and 
novel technology. In this study, the simple interface such as TouchMe!! 
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with a hand image on a surface provides the affordability which allows 
people to easily try to touch the surface and feel the response quickly. 
It is found that it attracts users to stay longer and it may promote user 
participation.  
 
Fourthly, user-created contents following the topic play an important 
role in encouraging user participation. Users are very interested to read 
messages left by others. One of the interesting findings from respective 
iterations is that people are much intrigued to read messages left by 
others and the messages trigger conversations among people as they 
discuss the messages on the wall and it finally leads them to 
participate and post messages.  
 
Fifthly, reducing privacy concern helps to encourage user participation. 
Privacy concern is a crucial issue to be treated with sensitivity in the 
design of the public display system since it is being located in a public 
space. In the user survey, it is witnessed that participants were more 
willing to share information with the public when the message wall 
application addresses their privacy concern. The pixelated tiles and 
shadow tubes are designed for providing presence of participants in 
the form of an abstract view in order to reduce their privacy concern. 
 
Finally, the system should filter the profanities and alert the senders 
that they post a wrong message to the system. Allowing anonymous 
posting protects privacy but it may cause use of profanity too which is 
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offensive in a public space. From the field trials, the system should 
provide simple to use functions for the administrator to manage the 
messages. Using SMS command to delete messages in the system 
works well. Any administrator can learn to do it easily. 
 
Bridging the real and virtual communities 
This study tries to bridge the existing large group communities in the 
real and virtual world in many ways to overcome the lack of interaction 
between real and virtual.   
 
The Mirrored Messaging Platform supports the interaction between 
multiple entities in remote locations through web service API. It 
provides a simple method to communicate between server and client 
via standard protocol such as HTTP. When the client interfaces of 
existing communication tools request via HTTP protocol, the sever 
returns appropriate data. Thus, the system can integrate the existing 
communication tools in the real and virtual using standard protocol.  
  
In addition, the Mirrored Messaging Platform supports both 
synchronous communication and asynchronous communication 
between real and virtual worlds. The server provides Messaging and 
Sensing API which manage the user posted messages.  
 
Supporting synchronous communication is useful to bridge the real and 
virtual communities since it could provide the real-time presence or 
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interaction between real and virtual communities. Both Pixelated tiles 
and shadow tubes allow users to feel the presence of the other world 
without logging on the computer or visiting the real world. With 
providing the presence of the other world, the message wall application 
can be the means of connection between real and virtual worlds.  
 
In this study, however, the vacancy problem (Lifton & Paradiso, 2009) 
between real and virtual communities is also observed since the users’ 
participation frequency is different due to different usage time slot 
between real and virtual communities (virtual users are nocturnal 
users). This public display system provides posting and replying 
functions to support asynchronous communication between real and 
virtual. The asynchronous interaction should be considered to solve the 
vacancy problem while synchronous communication only works when 
both real and virtual users are present at the same time. Users can 
post new messages to the display or reply to other messages left by 
others. Since the replied messages are linked to each target message, 
users can infer the hierarchy of it even though they visit the display 
after the messages are posted already. Thus, it works as a message 
channel between users across time. 
 
Encouraging social interaction 
The social interaction between diverse students is positively related to 
the development for their personality and social ability. This Mirrored 
Messaging Platform performs as a medium for social interaction and 
the messages play an important role as social catalyst to start informal 
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communication. In the user observations, it is found that this system 
can encourage social interactions between the users around the 
message wall in each real and virtual community and between real and 
virtual communities. 
 
Firstly, there were social interactions between users in the same world. 
Most common social interaction in the same world was conversation 
while users were reading user created messages. In the user 
observations, most participants in the real and virtual communities 
were very interested to read messages and it triggers conversation 
among people. Especially, this system encourages face-to-face 
communication between the people in the real world that is the 
significant benefit compared to the general social networking services 
(SNS) where their communication is through online only. To display 
user created message for encouraging social interaction in the same 
place, the system requires the following functions which are 1) 
displaying the favorite messages that readers are interested, 2) present 
the real and virtual messages in a way that users can intuitively 
recognise, 3) navigating the previous messages that are disappeared 
due to the screen size, and 4) finding user’s own messages with 
minimum effort. 
 
Secondly, there were also social interactions between the real and 
virtual communities. The users tried to interact with others in different 
worlds via messages (i.e., post and reply) or sensor communication 
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(i.e., TouchMe!!). In the user studies, virtual users were especially 
more interested to interact with users in the real world. More virtual 
users posted the message and replied to the message from the real 
world for the interaction. Providing user presence of the other world 
also influences and encourages social interaction between real and 
virtual communities. In the observation of virtual users, it was found 
that they were willing to communicate when they recognised the 
presence of user in the real world. To encourage social interaction 
between real and virtual, the system requires the following functions 
which are 1) providing presence of other world with minimum delay, 2) 
providing real-time actuator (i.e., TouchMe!!) which actuates something 
on the other world’s message wall for allowing the user in other world 
to be aware of it.  
 
Finally, the message wall acts as a social space for sustaining social 
interaction. In the virtual, it is observed the avatars visited the message 
wall even though the event is over and met the other avatars to chat. 
They treat the message wall as a social space  In the ‘place’ theories, 
Relph (1976) argued that people identity the place with the three 
elements which are the static physical setting, the activities and the 
meanings. Thus, the message wall not only provides experience of the 
physical (or virtual) architectural object but also allows users to 
experience the activities (i.e., posting message, reading message, 
using TouchMe!!) and the social interaction around the message wall. 
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These could be the important components allowing people to identity 
the place of message wall as social space. 
 
This research designed and implemented a system of public display 
connecting real and 3D virtual realm which the author believes has not 
been done before. Through the field trials, this study provides useful 
guidelines for new communication tools for large group users in real 
and virtual communities. It is summarised in table 6.1  
 
Table 6.1 A proposed structure of Ideal message wall application.  











Provide Ease of use,  
Keep user privacy, 







Provide ease of use,  
Keep quick response,  
Provide multi-touch interaction 















Show hierarchy messages / 
threaded discussion, 
Keep popular messages for 
longer time,  
Provide large-scaled display 







Provide differentiated animation, 




Pixelated Tiles  
Use abstract view or 
representation.  
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Inform or provide 
acknowledgement to user if 
message is not posted due to 
profanity, 
Easy and quick to use for 
administrator.  
 
This study concludes with considerations and guidelines for designers 
of public display system for large group users in the real and virtual 
communities. It is recommendable if this study can offer value to other 
researchers or designers who want to research or develop the public 
display as a new communication tool between real and virtual 
communities.   
 
6.2 Future work 
 
In this study, the final prototype of the Mirrored Messaging Platform is 
developed through four iteration stages. However, more future work is 
necessary to develop the ideal platform. Further research will address 
follows:  
 
1) Pen-based or touch-based input system (with ability to convert 
writing to digitised text) could be implemented to the physical message 
wall. It could be more intuitive and easier way to post messages and it 
provides less concern of privacy than mobile device.  
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2) Large-scale touch display could be implemented to support multi-
user interaction and reduce the bulky installation of rear projection. In 
addition, it could be integrated into walls so that it is more integrated 
with the environment.  
 
3) Future study could include finding out the optimised resolution of 
pixelated image to provide a presence of real world balancing 
awareness and privacy concern. If the resolution of the image is too 
high, user can clearly be aware of the other world but it may cause 
higher privacy concern and vice versa.  
 
4) Finally, further user observation could be done to understand the 
rich user context of both real and virtual worlds. In the real world, the 
study could include analysing a conversation among group users and 
interviewing the users about their activities to understand the concrete 
user context in front of the message wall. It will also be useful to 
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Appendix B: User feedback of the trial installations 
 
Iteration 3  
“The wall is attractive and wonderful! I like the idea!”  
“It catches attention of passerbys. Make it permanent” 
“It would be cool if a theme song is played when a message is posted”  
“I love the way this installation collects the hidden dreams of passersby 
and allows everyone to see the collective aspirations” 
“Need more interactive, faster in response” 
“It would be more interesting if the colour dots have some interaction 
with each other” 
“More visual effects” 
“The interesting stuff but the whole msg doesn’t show though”  
 
Iteration 4 
“Useful for social issues to get people’s opinion & feedback” 
“It would be cool to touch the bubbles and move them around”  
“I think that this idea can be extended beyond the campus, and can be 
an interesting way to engage strangers. however, i think many people 
will be hesitant to share too much of their personal information.”  
“Message wall could be trailed in more public area such as the hospital 
for message of encouragement for those patients with terminally ill 
condition”  
“the interaction system is very interesting and it would promote 
communication & interaction” 
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Appendix C: Posted messages in iteration 2  
 
Topic1: What is your favorite landmark in NUS or Singapore? Why?  
Topic2: What is first thing you would like to do after exams are 
over? 
User Hand writing SMS Voice 
A01 
 
My favorite landmark is 
melrion! 
one of my favorite landmark 
in singapore in merion 
because it looks so cool 
53 sec 130 sec  15 sec 
A02 
 
My favorite landmark 
is Mrt 
My favorite landmark is 
MRT you can see 
everywhere and you 
never lose it in singapore 
47 sec 80 sec 12 sec 
A03 
 
Hey, My fav landmark is 
the night safari as it 
holds fond memories n it 
is the only one in asia 
hmm My favorite landmark 
is ~~ safri why because the 
safari is the only one in asia  
and I have personaly fond 
memories there 
140 sec  88 sec 25 sec 
A04 
 
I would like to have a 
good sleep and have 
a holiday by the 
beach after the exams 
are over 
I would like to have a 
good rest and have a 
holiday by the beach 
after the exam is over 
42 sec 100 sec  15 sec 
A07 
 
Roller blade!  Roller blade 
１６０ 
User Hand writing SMS Voice 
20 sec 20 sec 6 sec 
A08 
 
Play world of warcraft Play world of warcraft 
35 sec 28 sec 8 sec 
A09 
 
Catch UP WITH 
FRIENDS! 
After exam I will invite all 
my friends on to celebrate 
my birthday is comming 
soon 
37 sec 43 sec 10 sec 
A10 
 
GOOD SLEEP HDB house. because HDB 
is very special in 
singapre.And after do exam 
have good sleep well 
50 sec 73 sec 18 sec 
A11 
 
1 CENTRAL LIBRARY 
2SING K 
Central library and go out 
with friends 
70 sec 70 sec 12 sec 
A12 
 
Travel,leave the studio 
immediately 
Leave the studio 
immediately after exam  







User Hand writing SMS Voice 
25 sec 35 sec 3 sec 
A14 
 
Go shopping and travel 
overseas 
Go shopping and travel 
overseas 
35 sec 45 sec 5 sec 
A15 
 
I want to work after my 
exams 
I want to work after my 
exams 
35 sec 47 sec 4 sec 
A16 
 
Sde foyer because it's 
where you can eat take 
away food.no need to 
look for sear in busy 
canteen 
SDE foyer where you can 
eat the da bao food  
53 130 15 
A17 
 
Singapore river because 
it stretchs across 
colonial and modern 
history of singapore. 
I chose topic one, the 
answer is singapore reiver, 
because it stretchs across 
colonial and modern history 
of singapore, thank you 
95 sec 150 sec  13 sec 
A18 
 
Fishing and cycling First thing I want to do after 
exam go fishing and cycling 
20 sec  30 sec 6 sec 
A19 
 
Get some sleep after 
exams..Zzz 
I would like to get some 
sleep after exams 
30 sec 45 sec 7 sec 
A20 
 
I want to sleep I want to sleep 
１６２ 
User Hand writing SMS Voice 
15 sec 25 sec 3 sec 
A21 
 
I want to giv my room a 
makeover 
I want to give my room 
makeover 
15 sec 31 sec 3 sec 
A22 
 
I wanna eat ben n jerry's 
ice cream! 
I wanna eat  
24 sec 60 sec 3 sec 
A23 
 
Go for a feast prefably 
buffet 
I want to go for a feast 
27 sec 85 sec 8 sec 
B01 
 
My favorite landmark in 
Singapore is the 
Yangtze Cinema, in 
Chinatown 
A Topic number one my 
answer is the Yangtze 
cinema 
20 sec 140 sec  8 sec 
B03 
 
Go to city hall to 
celebrate with friends! 
And go to japan 
I would like to go to city hall 
to celebrate with my friends 
after exam and I will go to 
Japn for ~~~~  
32 sec 120 sec  10 sec 
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User Hand writing SMS Voice 
B04 
 
Play volleyball Play volleyball 
30 sec 60 sec 5 sec 
B09 
 
I WANT TO EAT XLB I wanna eat XLB 
20 sec 40 sec 10 sec 
B12 
 
Is cool with good 
scenery 
Hello there 
18 sec 75 sec 8 sec 
B13 
 
Going to sleep bigtime :) I am going to sleep bigtime 
19 sec 50 sec 5 sec 
B14 
 
Play games ps 
teamasek hall rocks. 
Play games 
40 sec 180 sec  9 sec 
B21 
 
Find a new place to live 
in 
I would like to find a 
new place to live in  
24 sec 65 sec 7 sec 
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User Hand writing SMS Voice 
B22 
 
Cut my hair cut my hair 
42 sec 40 sec 5 sec 
B23 
 
Learn to Smoke What is first thing you 
would like to do after eaxm, 
ok, the first thinkg I would 
like to do when after exam I 
would like to learn smoke 
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Appendix E: REST API Resources 
 
Message API 
Resource Description Return 
GET 
message/update 
Updates the user’s posted 
message  
Returns OK if 
the message 
has no problem 





The user id  
 
Example Values: 91761516 (mobile number)  or 
RobbieYeom Tomorrow (Second Life name) 
message require
d 
The posted message of the user  
 
Example Values: hello%20world 
sType require
d 
The location type where user is. 
 
Example Values: 00 (Physical Space)  or  01(Second 
Life) 
Rid optional The ID of an existing posted message by others or own 
that the post message is on reply to.  
 
Example Values: 35345  
Note: If the Rid is null or the Id is not matched with posted 





Resource Description Return 
GET message/call Calls the latest messages  Returns the 50 
most recent 
messages  




num optional Specifies the number of messages to retrieve, up to a 
maximum of 50.  
  
Note: If the num is null or over the maximum(50), returns 
the 50 most recent messages  










Calls the group of messages 










num optional Specifies the number of messages to retrieve, up to a 
maximum of 50.  
  
Note: If the num is null or over the maximum(50), returns 
the 50 most recent messages  
Example Values: 12 
id require
d 
Specifies the group ID to retrieve 
  








Resource Description Return 
GET sensor/update Updates the sensor value from 
each application  
Returns OK if 




Resource URL   
http://mmwmsg.appspot.com/sensor/update  
Parameters Description 
sensorP optional The sensor value from Physical application  
 
Example Values: 12345 
sensorV optional The sensor value from Physical application 
 






Resource Description Return 
GET sensor/call Updates the sensor value from 
each application  
Returns OK if 









Specifies the sensor value from physical or virtual space  
 






Resource Description Return 
GET monitor/update Updates all the messages and 
command by user and manager 
 





The type of received message 
 
Example Values: DELETE  
status require
d 
The status message from Communicator server  
 
Example Values:  Bad word is detected 
message require
d 
The original message from the sender  
 
Example Values:  MMWCMD DEL 1231234 
id require
d 
The sender’s user id  
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from google.appengine.api.labs import taskqueue 
from google.appengine.ext import db 
 
from google.appengine.ext.webapp import util 
 
 
############################## MessageObject ############################ 
class MessageObject(db.Model): 
    UserId = db.StringProperty() 
    message = db.StringProperty() 
    Mid = db.StringProperty() 
    Rid = db.StringProperty() 
    sType = db.StringProperty() 
    groupID = db.StringProperty() 
    t ime = db.DateTimeProperty(auto_now_add=True) 
 
    num = db.StringProperty() 
 
############################## SensorObject ############################# 
class SensorObject(db.Model):   
    sensorP = db.StringProperty() 
    sensorV = db.StringProperty() 
    t ime = db.DateTimeProperty(auto_now_add=True) 
 
############################## MonitorObject ############################# 
class MonitorObject(db.Model):   
    type = db.StringProperty() 
    status = db.StringProperty() 
    message = db.StringProperty() 
    sender = db.StringProperty() 





    def get(self): 
 
 #Input Value 
        object = MessageObject() 
        object.UserId = "Starter" 
        object.message = "Start Message" 
        object.Rid = "OR" 
        object.Mid = "1000" 
１７５ 
        object.sType = "00" 
 object.groupID = "1"         
         
        object.num = "1" 
        object.put() 
 
 
############################## Message API ############################### 
 
#### GET message/update 
class updateHandler(webapp2.RequestHandler): 
    def get(self): 
 
        Mid = ""  
        Rid = "" 
 
        id = self.request.get('id') 
        message = self.request.get('message') 
        sType = self.request.get('sType') 
 Rid = self.request.get('Rid') 
 
 #call latest object and counting  
 q = MessageObject.all() 
 q.order('-time') 
 qObject = q.get() 
 num = int(qObject.num) + 1 
 v = num / 50 + 1  
 
 #Input Value 
        object = MessageObject() 
        object.UserId = id 
        object.message = Rid 
 ##object.message = message 
        object.Rid = Rid 
        object.Mid = Mid 
        object.sType = sType   
 object.groupID = str(v)  
     
        object.num = str(num)         
        object.put() 
 
 #Update Object 
 r = MessageObject.all() 
 r.order('-time') 
 rObject = r.get() 
 
        if Rid <> "":  
 
     Oid = str(rObject.key().id()) 
     m = MessageObject.all().get() 
            s = m.get_by_id(int(Rid)) 
            if s is None: 
  ##### If the reply is wrong then change to Original(Reply id has wrong) 
         ##### rObject is just updated object 
         rObject.Rid = "OR" 
         rObject.Mid = Oid 
         Mid = Oid 
         db.put(rObject) 
 
     else: 
  #### If the reply is matched with higher object, then get the Mother id as its higher Mid 
         #### s it target object 
         rObject.Mid = s.Mid 
         Mid = s.Mid 
         db.put(rObject) 
 
     rObject.Mid = Mid 
 




     Mid = str(rObject.key().id()) 
            rObject.Rid="OR" 
     rObject.Mid=Mid 
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     db.put(rObject) 
 
      
 
#### GET message/call 
class CallHandler(webapp2.RequestHandler): 
    def get(self): 
 
 num = self.request.get('num') 
 if num>50: 
     num = 50 
 elseif num is None 
     num = 1 
 
 q=db.GqlQuery("SELECT * FROM MessageObject") 
 object = q.get() 
 
 for r in range(num): 
            ret = ret + "##" + str(r.key().id()) + "$$" + r.message + "$$" + r.sType +"$$" +  r.Rid + "$$" + 
r.num + "$$" + r.Mid 
 
 ret = ret + "##@@@END" 
 
 self.response.headers['Content-Type'] = 'text/plain' 
        self.response.out.write(ret) 
 
      
 
#### GET message/call_by_group 
class CallGroupHandler(webapp2.RequestHandler): 
    def get(self): 
 
 num = self.request.get('num') 
 id = self.request.get('id') 
 
        ret = "" 
    
        q = db.GqlQuery("SELECT * FROM MessageObject WHERE groupID = :1",id) 
        results = q.fetch(limit=num) 
    
        for r in results: 
            ret = ret + "##" + str(r.key().id()) + "$$" + r.message + "$$" + r.sType +"$$" +  r.Rid + "$$" + 
r.num + "$$" + r.Mid 
 
 ret = ret + "##@@@END"         
     
        self.response.headers['Content-Type'] = 'text/plain' 
        self.response.out.write(ret) 
 
 
############################## Sensor API ############################### 
 
#### GET sensor/update 
class sUpdateHandler(webapp2.RequestHandler): 
    def get(self): 
 
 sensorP = self.request.get('sensorP') 
 sensorV = self.request.get('sensorV') 
 
 ob = db.GqlQuery("SELECT * FROM SensorObject) 
 object = ob.get() 
        object.sensorP = sensorP 
        object.sensorV = sensorV 
 
        db.put(object) 
 
#### GET sensor/call 
class sUpdateHandler(webapp2.RequestHandler): 
    def get(self): 
         
        ret = "" 
 type = self.request.get('type') 
 q = SensorObject.all() 
 q.order('-time') 
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 results = q.fetch(limit=1) 
 
 if type is "P": 
  
     for r in results: 
  ret = ret + r.sensorP 
 
 elseif type is "V": 
 
     for r in results: 
  ret = ret + r.sensorV 
 
        self.response.headers['Content-Type'] = 'text/plain' 
        self.response.out.write(ret) 
 
############################## Monitor API ############################### 
 
#### GET monitor/update 
class mUpdateHandler(webapp2.RequestHandler): 
    def get(self): 
 
 type = self.request.get('type') 
 status = self.request.get('status') 
 message = self.request.get('message') 
 id = self.request.get('id') 
 
 object = MonitorObject() 
        object.type = type 
        object.status = status 
        object.message = message 
        object.sender = id 
     





    def get(self): 
        self.response.out.write('Hello world!') 
 
app = webapp2.WSGIApplication([('/', MainHandler), 
          ('/start', StarterHandler), 
          ('/message/update', updateHandler), 
          ('/message/call', CallHandler), 
          ('/message/call_by_group', CallGroupHandler), 
          ('/sensor/update', sUpdateHandler), 
          ('/sensor/call', sCallHandler), 
          ('/monitor/update', mUpdateHandler)], 
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 if tdata is True: 
  return  httplib.HTTPConnection(‘yoursite.appspot.com') 
        else: 
                return  httplib.HTTPConnection('yoursite.appspot.com') 
 
rs = serial.Serial('/dev/tty.HUAWEIMobile-Pcui',9600,timeout=1) 
rs.write('atz\r') 
data = rs.readline() 
data = rs.readline() 
 
pf = ProfanityFilter() 
 







 print rs.readline() 




 data = rs.readline().strip() 
 while data != "OK": 
  data = rs.readline().strip() 
 
 p = 0 
 while p < 5: 
  rs.write('at+cmgl="rec unread"\r') 
  data = rs.readline() 
  print data 
  data = rs.readline().strip() 
 
  print data 
  if data != "OK": 
   inputlist = [] 
    
   while data != '': 
    print data 
１７９ 
    inputlist.append(data) 
    data = rs.readline().strip() 
 
   ilen = len(inputlist) 
   i = 0 
 
   while i < ilen: 
    data = inputlist[i] 
    i = i + 1 
 
    if data.find('+CMGL:') == 0: 
     rs.write('at+cmgd=0,1\r') 
     index = data.find('+65') + 3 
     contact = data[index] 
     for j in range(1,8): 
      contact += data[index+j] 
       
     tdata1 = inputlist[i] 
 
     tdata2 = pf.checkProfanity(tdata1) 
     tdata = pf.replaceProfanity(tdata1) 
     # print tdata2  
     # print tdata 
     
     mesCnt = mesCnt + 1  
     sCnt = str(mesCnt)     
 
     i = i+1 
     monitor = " " 
     status = " " 
 
     if tdata2 is True: 
             print ("Bad word is detected") 
      monitor = "ERROR" 
      status = "Bad word is detected" 
 
     elif tdata.upper().find('Topic') == 0: 
      conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
             Ustr = "/Topic?src=" + contact + "&topic=" + 
tdata; 
             Ustr = Ustr.replace(" ","%20"); 
             conn.request("GET",Ustr) 
             resp = conn.getresponse() 
        
             content = resp.read() 
 
      monitor = "TOPIC" 
      status = "Topic is updated" 
 
     elif tdata.upper().find('MMWCMD') == 0: 
      #comm1, comm2, comm3 = tdata.split(None,2) 
      comm = tdata.split() 
 
      if len(comm) == 3: 
       if comm[1].upper().find('DEL') == 0 
and comm[2].isdigit() == True:  
 
        conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
               Ustr = "/Delete?src=" + 
contact + "&id=" + comm[2]; 
               Ustr = Ustr.replace(" 
","%20"); 
               conn.request("GET",Ustr) 
               resp = conn.getresponse() 
        
               content = resp.read() 
 
        monitor = "DELETE" 
        status = "DELETE 
command is updated" 
       else:  
        print ("Command Error: 
Del has no digit") 
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        monitor = "ERROR" 
        status = "DELETE 
command has no target number" 
 
      elif len(comm) == 2: 
       if comm[1].upper().find('STOP') == 0: 
        print ("Command: STOP") 
        conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
               Ustr = "/Status?src=" + 
contact + "&comm=STOP"; 
               Ustr = Ustr.replace(" 
","%20"); 
               conn.request("GET",Ustr) 
               resp = conn.getresponse() 
        
               content = resp.read() 
 
        monitor = "STOP" 




       elif comm[1].upper().find('START') 
== 0: 
        print ("Command: START") 
        conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
               Ustr = "/Status?src=" + 
contact + "&comm=START"; 
               Ustr = Ustr.replace(" 
","%20"); 
               conn.request("GET",Ustr) 
               resp = conn.getresponse() 
        
               content = resp.read() 
 
        monitor = "START" 
        status = "START 
command is updated" 
 
       elif comm[1].upper().find('CHECK') 
== 0: 
        print ("Command: CHECK") 
        conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
               Ustr = "/Status?src=" + 
contact + "&comm=CHECK&val="+sCnt; 
               Ustr = Ustr.replace(" 
","%20"); 
               conn.request("GET",Ustr) 
               resp = conn.getresponse() 
        
               content = resp.read() 
 
        monitor = "CHECK" 
        status = "CHECK 
command is updated" 
 
         
       else: 
        print ("Command Error: 
Command has wrong name") 
 
        monitor = "ERROR" 




       
      else : 
       print ("Command Error: Command 
has wrong format") 
        
１８１ 
       monitor = "ERROR" 





     elif tdata.upper().find('R') == 0: 
 
            # When message includes R then check it is reply or just 
sentence include R 
            # If mes3 is consist with number than send message to 
RSMS or SMS 
            # Edited by Jungho 18 June 2010   
      mes1, mes2 = tdata.split(None,1) 
             mes3 = mes1.lstrip('Rr').strip() 
      Rcomm = mes2.split() 
        
             if mes3.isdigit() == True: 
               conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
               Ustr = "/RSMS?src=" + contact + 
"&message=" + tdata; 
               Ustr = Ustr.replace(" ","%20"); 
               conn.request("GET",Ustr); 
               resp = conn.getresponse() 
        
               content = resp.read() 
 
       monitor = "REPLY" 
       status = "Reply Message is updated" 
 
      else: 
 
       if len(Rcomm) > 1: 
 
        if Rcomm[0].isdigit() == 
True: 
        ## this is reply message 
ex> R 22222 message 
         conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
         Rdata = 
"R"+mes2 
                 Ustr = 
"/RSMS?src=" + contact + "&message= " + Rdata; 
                 Ustr = 
Ustr.replace(" ","%20"); 
                
 conn.request("GET",Ustr); 
                 resp = 
conn.getresponse() 
         
                 content = 
resp.read() 
 
         monitor = 
"REPLY" 
         status = "Reply 
Message is updated. But it is R<space><id><space><message> format " 
 
        else: 
         conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
                 Ustr = 
"/SMS?src=" + contact + "&message= " + tdata; 
                 Ustr = 
Ustr.replace(" ","%20"); 
                
 conn.request("GET",Ustr); 
                 resp = 
conn.getresponse() 
         




         monitor = 
"ORIGINAL" 
         status = 
"Original Message is updated. But it is from Reply format" 
 
       else: 
 
                conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
                Ustr = "/SMS?src=" + 
contact + "&message= " + tdata; 
                Ustr = Ustr.replace(" 
","%20"); 
                conn.request("GET",Ustr); 
                resp = conn.getresponse() 
         
                content = resp.read() 
 
        monitor = "ORIGINAL" 
        status = "Original Message 
is updated. But it is from Reply format" 
 
 
     else: 
             conn = 
httplib.HTTPConnection(yoursite.appspot.com') 
             Ustr = "/SMS?src=" + contact + "&message= " 
+ tdata; 
             Ustr = Ustr.replace(" ","%20"); 
             conn.request("GET",Ustr); 
             resp = conn.getresponse() 
        
             content = resp.read() 
 
      monitor = "ORIGINAL" 
      status = "Original Message is updated" 
 
     conn = 
httplib.HTTPConnection(yoursite4monitor.appspot.com') 
            Ustr = "/Monitor?src="+monitor 
+"&status="+status+"&message=" +tdata1+"&name="+ contact; 
            Ustr = Ustr.replace(" ","%20"); 
            conn.request("GET",Ustr); 
            resp = conn.getresponse() 
        
            content = resp.read() 
 
 
  k = 0 
  while k < 5:  
   data = rs.readline() 
   if data.find("+CMTI:") == 0: 






Appendix H: LSL code of Virtual message  
 
//Message Pot  09 05 28 by Jungho Yeom 
 
key http_request_id_put; 
string server = "http://xxxxx.appspot.com"; 
 
string NOTECARD_NAME ; // name of the card we are going to read 
integer notecard_line = 0; 
integer num_notecard_lines = 0; 
key notecard_request = NULL_KEY; 




check_card(string name) // check that that the named inventory item is a notecard 
{ 
    integer i = llGetInventoryType(name); 
    return i == INVENTORY_NOTECARD; 
} 
 
send_GoogleApps(string mynane, string Msg) //Send Last Message to GoogleApps  
{ 
 
  string TMsg= 
"/updateNewM?src="+llEscapeURL(myname)+"&message="+llEscapeURL(Msg)+"&value=01"; 
 
  http_request_id_put = llHTTPRequest(server+TMsg, [HTTP_METHOD, "GET",HTTP_MIMETYPE,"text"], 
""); 





integer iLine = 0; 








    state_entry() { 
        llSetText("Leave message using Notecard in your inventory.\n And just drag that notecard to here", 
<1.0, 1.0, 1.0>, 1.0); 
        state init; 
         
                   }  
       } //edn default  
        
        
 state ready 
 {                                     
    state_entry() 
    {  
       
        llSay(0, "Updating your message..Please wait"); 
        llSetText("Updating your message..", <1.0, 1.0, 1.0>, 1.0); 
        notecard = llGetInventoryName(INVENTORY_NOTECARD,0); 
        
        myname = llKey2Name(llGetInventoryCreator(llGetInventoryName( INVENTORY_NOTECARD, 
0)));  
       
       
        string Msg = llDumpList2String(card_data, "_");    //Msg with Name of Avatar 
         
        integer leng = llStringLength(Msg); 
        integer u; 
        for (u=0; u<leng ; u++){ 
１８４ 
            if ( llGetSubString(Msg,u,u)==","){ 
                Msg = llDeleteSubString(Msg,u,u); 
                Msg = llInsertString(Msg,u,"_"); 
            }  
        }  //Find , and change it to _ 
            
        send_GoogleApps(myname,Msg); 
        
        card_data =[]; 
        llRemoveInventory(notecard); 
 
         llSay(0, "Updating Complete"); 
         llSetText("Leave message using Notecard in your inventory.\n And just drag that notecard to 
here", <1.0, 1.0, 1.0>, 1.0); 
       
    }  
    changed(integer change)  
    {  
        if (change & (CHANGED_INVENTORY)) // if someone edits the card, reset the script 
        { 
           // llResetScript(); 
           state init;   // Instead of use llResetScript() to keep the message datas 
             
             
        } 
    }  
}//end state ready              
 
 
 state init 
 {  
  
    state_entry() 
    {  
        llMessageLinked(LINK_SET,0,"close",""); 
          
        NOTECARD_NAME = llGetInventoryName(INVENTORY_NOTECARD,0);  
       
        if (!check_card(NOTECARD_NAME)) // check the card exists 
        { 
              state error; 
        } 
 
 
        llSetText("initialising...", <1, 1, 1>, 1.0); 
        notecard_request = NULL_KEY; 
        notecard_line = 0; 
        num_notecard_lines = 0; 
        notecard_request = llGetNumberOfNotecardLines(NOTECARD_NAME); // ask for the number of 
lines in the card 
        llSetTimerEvent(5.0); // if we don't hear back in 5 secs, then the card might have been empty 
     
    }  
     
    t imer() // if we time out, it meant something went wrong - the notecard was probably empty 
   {  
       llSetTimerEvent(0.0); 
       state error; 
   }  
     
    dataserver(key query_id, string data) 
    {  
        if (query_id == notecard_request) // make sure it's an answer to a question we asked - this should 
be an unnecessary check 
        { 
            llSetTimerEvent(0.0); // at least one line, so don't worry any more 
            if (data == EOF) // end of the notecard, change to ready state 
            {  
                llMessageLinked(LINK_THIS,0,"done",""); 
                state ready; 
            }  
            else if (num_notecard_lines == 0) // first request is for the number of lines 
            {  
                num_notecard_lines = (integer)data; 
１８５ 
                notecard_request = llGetNotecardLine(NOTECARD_NAME, notecard_line); // now get 
the first line 
            }  
            else 
            {  
                if (data != "" && llGetSubString(data, 0, 0) != "#") // ignore empty lines, or lines beginning 
with "#" 
                {  
                    card_data = (card_data = []) + card_data + data; 
                }  
                ++notecard_line; 
                notecard_request = llGetNotecardLine(NOTECARD_NAME, notecard_line); // ask for the 
next line 
            }  
        } 
        // update the hover-text with the progress 
        llSetText("read " + (string)(notecard_line) + " of " + (string)num_notecard_lines + " lines", <1, 1, 1>, 
1); 
             
    }  
     
    state_exit() 
    {  
         llMessageLinked(LINK_ALL_OTHERS,0,"open",""); 
         llSetText("Leave message using Notecard in your inventory.\n And just drag that notecard to 
here", <1.0, 1.0, 1.0>, 1.0); 
     } 
     





    state_entry() 
    {  
        llMessageLinked(LINK_ALL_OTHERS,0,"open",""); 
        llSay(0,"Error Processing:You need to drag your message in Noteard to here again"); 
    }  
    changed(integer change) 
    {  
        if (change & CHANGED_INVENTORY) 
        { 
           // llResetScript(); 
            
           state init; 
        } 





Appendix I: Processing code of Pixelated image 
generator 
 
// Capture Pixelated image by Jungho Yeom (yeom.jungho@gmail.com) 20100915  
 
class CapturePixel{  
  int cellSize = 18; 
  int cols, rows; 
   
  boolean update = false; 
  boolean call = false; 
  int updateCnt = 0; 
 
  String [] VR = new String[80]; 
   
  CapturePixel(){ 
     cols = width / cellSize; 
     rows = height / cellSize; 
     video = new Capture(Pc, width, height, 1); 
  } 
   
  void run(){   
    if(!update){ 
      capture(); //capture 
    }else{ 
      update(); //update 
    }   
  } 
   
  void update(){ //Start Update() 
    int i = updateCnt; 
    //println("CapturePixel()> Call update: " + i); 
    if(c!=null){ 
      c.clear(); 
      c.stop(); 
    }  
    c = new Client(Pc, "xxxxx.appspot.com", 80); 
    c.write("GET 
/Pupdate"+i+"?content="+VR[i*5+0]+","+VR[i*5+1]+","+VR[i*5+2]+","+VR[i*5+3]+","+VR[i*5+4]+" 
HTTP/1.0\n"); 
    c.write("Host: xxxxx.appspot.com\n\n"); 
    updateCnt++; 
    println("CapturePixel()> updaing pixelate images: "+updateCnt); 
    if(updateCnt==16){ //when update is finished 
      if(c!=null){ 
        c.clear(); 
        c.stop(); 
      }  
      println("CapturePixel()> update is finished"); 
      update = false; //setup for next 
      Bs.BckCp=false; //finish capturing 
    }  
  } //End update() 
   
  void capture(){ //Start Capture() 
    //For genetare 
    String[][] rgb = new String [4000][3]; 
    video.read(); 
    int index = 0; 
    for (int i = 0; i < cols; i++) { 
      for (int j = 0; j < rows; j++) {         
        int x = i*cellSize; 
        int y = j*cellSize; 
        int loc = (video.width - x - 1) + y*video.width; 
        //print(loc); 
        float r = red(video.pixels[loc])/256*100; 
        float g = green(video.pixels[loc])/256*100; 
        float b = blue(video.pixels[loc])/256*100; 
 
        if(floor(r)<10){ 
          rgb[index][0] = "0"+ str(floor(r)); 
１８７ 
        }else{ 
          rgb[index][0] = str(floor(r)); 
        } 
        if(floor(g)<10){ 
          rgb[index][1] = "0"+ str(floor(g)); 
        }else{ 
          rgb[index][1] = str(floor(g)); 
        } 
        if(floor(b)<10){ 
          rgb[index][2] = "0"+ str(floor(b)); 
        }else{ 
          rgb[index][2] = str(floor(b)); 
        } 
        index ++; 
      }  
    }  
     
    // input data for update 
    int k=0; 
    for (int p=0;p<80;p++){ 
       
      String [] R1 = new String[5];  
      String [] R2 = new String[10]; 
       
      for (int b=0; b<10; b++){   
        for (int c=0;  c<5; c++){ 
          if (c==0){ 
            R1[c]="$" + rgb[k][0] + rgb[k][1] + rgb[k][2]; 
          }else{ 
            R1[c]=R1[c-1] + rgb[k][0] + rgb[k][1] + rgb[k][2]; 
          }  
          k++; 
        } 
        if (b==0){ 
          R2[b]=R1[4];  
        }else{ 
          R2[b]=R2[b-1]+R1[4]; 
        } 
      }       
      VR[p] = R2[9]; 
    }  
 
    updateCnt=0; //setup for update 
    update = true; //do update 





















Appendix K: Website links for demonstration videos 
 
Chapter 1 


























1) Mirrored Messaging Wall Interface  
http://www.youtube.com/watch?v=P0R8JZNcv2o 
