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Resumen
La Realidad Aumentada (RA) es un concepto que se considera novedoso,
ya que mezcla en nuestros dispositivos el mundo real con un mundo cti-
cio que querramos crear en tiempo real, haciendolo visual y de facil control,
permitiendo que interacciones complejas sean faciles de realizarse, integran-
do capas de informacion gracias a las camaras que practicamente todos los
dispositivos moviles o tablets han incorporado.
La capacidad de nuestros telefonos moviles o tablets crece de forma expo-
nencial, por lo que disponen de los recursos necesarios para este tipo de
Aplicaciones que mezclan, tanto el control de la camara, como el de una ex-
tensa base de datos, as como un motor graco, que muestra el escenario que
queremos superponer a lo que vemos.
Por otro lado, el control domotico cada vez esta formando parte mas na-
tural en el dise~no y control de nuestros hogares, abriendose un gran abanico
de posibilidades que van, desde contactar nuestras casa con un servicio de
seguridad, hasta hacer la compra a traves del frigorco de forma automatica.
Este Trabajo de Fin de Grado describe una aplicacion sencilla en entorno
Android que une estos conceptos, haciendo el control del hogar mas senci-
llo y visual, utilizando herramientas de Realidad Aumentada para detectar
elementos congurables de un ambiente automatizado mediante un interfaz
claro e intuitivo, adaptado a usuarios no profesionales.
vAbstract
Augmented Reality (AR) is an innovative concept, that provides the pos-
sibility to combine in real time, in the devices designed to be used for everyo-
ne, a real world with the one we want to create, as the information about the
surrounding real world of the user becomes interactive and digitally mani-
pulable. An augmented reality system makes this procedure visual and easy
to control, as the system allows complex interactions to be realize in a very
simple way, settling the information layers through the use of cameras that
each cell phone or tablet has.
The capacity of tablets and cell phones normally used grows exponentially.
Due to this, these devises have the resources needed for this kind of applica-
tions. They combine the use of the camera and the use of a large data base,
just like a graphic engine that shows the scene we want to overlap.
On the other hand, the domotic control has become a natural part of the
design and the control of our homes, displaying a lot of options, which inclu-
de having the houses connected to a security service o doing shopping using
a refrigerator.
This Graduate Project describes a simple Android app aimed to do home
control visual and easy. The Augmented Reality tools have been used to
design elements detection and to make easier the interaction operations by




The entry of smartphones and mobile devices in the market gives a new
meaning to the term \be connected". The users not only want to be contac-
ted with other people, but also desire to do it 24 hours a day: we want to be
continuously connected.
Imagine that we are able to connect each element of our houses to a small
network, to which we are usually connected. We would control any device,
raise or lower the shutters, feed our pets. . . But, what if we get to do these
operations simple, in addition to doing it possible?
This Graduate Paper is an attempt to go a step further in order to propo-
se an operative solution that allows control any desired element using some
clear and simple options of the interface.
The Augmented Reality boasts about its ability to interact with the en-
vironment using the camera of the device involved to control it.
Therefore, the tags we had before us were the following: to recognize the
domestic environment and to interact with each element. That's it: to be
able to recognize what kind of element of the environment is and which ope-
ration we want to apply.
The interaction is to be held by an attractive, clear and intuitive option,
which is the direct use of the image that the implied device oers through
its camera.
The camera installed allows to observe the real world as well as to select
the object or some objects on which the user acts with the purpose to mo-
dify their working mode.
In order to analyze the environment and specify what we can do with these
objects, and, specially, in order to carry out dierent actions, we need to:
Develop a system for object recognition. What is around us?
Develop a system of control over the actions as regard dierent objects.
What can we do with these items?
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Develop an action system over these ones. How we do it?
State of the art
The history of domotics starts at 70s, when buildings begins to be auto-
matized, but it was not really until the 80s when it starts to resemble the
concept that we have now.
Initially, the unique domotics installation that could be done consisted in
the use of sensors and actuators that links to an automaton using a centrali-
zed architecture. It was inexible, which possible extensions were expensive
and hard to be done.





Figura 1: Centralized Figura 2: Decentralized
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Figura 3: Distributed Figura 4: Hybrid
All this exchange of information happens because of X10 or KNX / EIB
(Europe) and Lonworks(U.S.A.) protocols.
The X-10 protocol is a standard for establishing communication between
dierent compatible devices.
The European Installation Bus, or EIB, is the next step from the point of
view of scalability.
Unlike X10, EIB need an added wiring. This extra wiring is a parallel con-
trol bus of building wires, which all parts are connected to, resulting in a no
needed central control unit such as a computer or server.
Augmented Reality is a eld relatively recent.
First of all we must dierentiate between AR and Virtual Reality (VR).
The major dierence is the uses of a camera to present that Reality. In the
case of the VR everything is available in digital format, creating the envi-
ronment in this format, while the AR overlaps a new reality to our own real
world seen through camera's view.
When talking about AR should dierentiate between two types of options:
based on position and recognition-based markers or objects.
ix
Design
In order to decide what kind of systems we must use, we rely on what
characteristics should this project collect:
The system should be intuitive, using terminal's camera.
Not necessarily being close to the object.
The item you want to act with doesn't need to take nothing added or,
if needed, be at less shocking as possible.
The complexity of its installation should be as low as possible.
Be based on these characteristics described the best option is the use of
markers / stickers with view to that in the future we be able to recognize
objects directly.
Once we know how to identify the object, is needed to show the user a
kind of selector, maybe a box or button around the object overlapping the
image, that is, use the Augmented Reality.
After selecting the object you want to act with, a petition to a server should
be made by a client.
As a proof of concept, the server store the status information and also is acts
on the objects that are available in this work through a graphic interface, a
simulator which displays a virtual world that you can control.
It should be emphasized that the philosophy of this project is based on the
principle of Open Source. This expression is how it is known the software
that is freely developed and distributed, focusing in practical benets.
For this project, the entire system has been developed under the license
of Google, using both Android and AndAR libraries and also GSON's, even
Apache Tomcat licence.
xFigura 5: Final application view.
Conclusions
If the author of this paper could have had sucient time to expand, broa-
den and add more options, he would have achieved the ideal solution, which
was supposed as the initial seed of the project.
The immediate future consists of distinguishing objects by their physical
attributes with the help of the camera installed in the user mobile device.
Our approach consisted in creating the recognition system of markers.
Never the less the author would wish to oer the sequence of procedures
and applications aimed to develop a more attractive interface:
A Adding a progress bar up and down to determine the strength lights.
If the elements require a position indicator, it is would be necessary to
oer an animate selecting system (as for shutters, doors or windows).
With the elements that can be recognized, being impossible to show
their principal interface (like a computer or a television set), it would
be necessary to add the viewing in real time and to duplicate the images
generated in the computer on the device display.
Add radio or music player controller, with buttons like \play", \pause"
or others.
Print using network printers.




Moreover, the increasing number of smart houses provides the possibi-
lity to develop some options to be added, aimed at the recognition and the
identication of the proprieties of the object precongured by its manufac-
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Captulo 1
Introduccion
En los siguientes apartados se describe la motivacion que ha dado forma
a este Trabajo de Fin de Grado, su planteamiento y sus objetivos, as como
una breve descripcion de su contenido.
1.1. Motivacion del proyecto
La llegada de los smartphones, y dispositivos moviles en general, al mer-
cado ha dado una nueva acepcion al termino \estar conectados". Ya no solo
podemos contactar con otras personas, sino que ademas queremos poder ha-
cerlo las 24 horas del da: queremos estar continuamente conectados.
Nuestro entorno esta conectado a Internet, podemos consultar casi cualquier
duda a traves de nuestros dispositivos de casi cualquier elemento de nuestro
alrededor, comprar entradas, hacer la compra o consultar el tiempo: podemos
interactuar con el entorno usando nuestros terminales. >Por que no hacer esto
en nuestros hogares?
Imaginemos que podemos conectar cada elemento de nuestra casa a una
peque~na red a la que siempre estemos conectados. Podramos encender cual-
quier aparato, subir o bajar las persianas, dar de comer a nuestras masco-
tas. . . Pero, >y si ademas de hacerlo posible, lo hacemos sencillo?
Las camaras integradas en los terminales son una realidad que todo usuario
exige como mnimo, >por que no usarla para hacer esta interactuacion mas
intuitiva y eciente?
Interactuar con nuestros hogares lleva siendo una realidad desde hace mas
de 20 a~nos. La television a la carta, el control de acceso a nuestro edicio
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o subir y bajar persianas o toldos es un hecho que ya ha pasado a ser algo
cotidiano en nuestro da a da.
Sin embargo, ha ido creciendo la necesidad de interactuar con cada vez mas
objetos. Poder escuchar musica en cada habitacion, controlar las luces o en-
cender la calefaccion antes de llegar a casa, a traves de un simple SMS1, son
peque~nos ejemplos de lo que ya es habitual.
En un intento de ir mas alla, se propone en este documento una solucion
con la que se puede controlar hasta el mas mnimo elemento que se desee, a
traves de una interfaz clara y sencilla.
Para ello, la Realidad Aumentada hace alarde de su desarrollo, reconociendo
el entorno y planteando esta posibilidad ante nuestros ojos, usando la camara
de nuestro dispositivo para controlar nuestra casa, incluyendo cualquier apa-
rato electronico u otros elementos no electronicos como puertas, ventanas,
toldos o persianas.
1.2. Planteamiento del problema
El escenario en el que nos encontramos es el siguiente: poder reconocer
nuestro alrededor en el hogar para poder interactuar con cada elemento, es
decir, saber que hay y que podemos hacer con ello, as como llevar a cabo
esa accion a traves de una presentacion al usuario atractiva, clara e intuitiva
como es el uso directo de la imagen que se ve a traves de la camara de nuestro
dispositivo movil, es decir, poder observar el mundo real a traves de nuestra
camara y poder seleccionar el objeto u objetos sobre los que queremos actuar
para cambiar su estado.
Para ello, es necesario saber que hay a nuestro alrededor, que podemos hacer
con esos objetos, y por supuesto, llevar a cabo las diferentes acciones. Es
decir, hace falta:
Desarrollar un sistema de reconocimiento de objetos. >Que hay a nues-
tro alrededor?
Desarrollar un sistema de control sobre las acciones de los distintos
objetos. >Que podemos hacer con esos elementos?
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Desarrollar un sistema de actuacion sobre estos. >Como realizamos la
accion?
Lo primero que se debe decidir es la forma de reconocer nuestro alrededor
y diferenciar los elementos que se encuentren. Para encontrar cada elemento
existen diferentes opciones:
Que cada uno de ellos emita se~nales (como el uso de iBeacons[1]) y que
nuestro dispositivo sepa interpretarlas, ya sean radio o por cable a un
servidor que mas tarde enva esa informacion al terminal.
Conociendo su posicion a traves de un modelado del entorno con un
sistema de coordenadas relativo.
Interactuacion de forma cercana: NFC[2] o RFID[3].
Uso de Infrarojos.
Reconocimiento visual a traves de etiquetas o marcadores o del propio
objeto.
Tambien es necesario saber que podemos hacer con cada uno de estos
elementos que se han descubierto. Para ello caben diferentes posibilidades.
Que el propio objeto guarde esta informacion y la remita al terminal
cuando se solicite.
Que el objeto en cuestion tenga asignado un codigo identicador, el
cual, una vez reconocido, implique una serie de acciones distintas de las
de otros elementos. No obstante, esto a su vez conlleva varias opciones:
 Que el propio dispositivo movil guarde esta informacion.
 Que un servidor, que hace las veces de controlador, guarde esta
informacion y que se pueda consultar.
Por ultimo, una vez sabido que hay y que hacer, llevar a cabo la accion a
traves de los actuadores pertinentes.
A todo esto se suma el hecho de que el usuario no tiene por que conocer
toda la tecnologa que hay detras de este planteamiento, luego, el manejo de
este sistema debe ser sencillo y nuevamente, intuitivo. Hace falta desarrollar
un interfaz de control del sistema claro. Existen diferentes opciones a la hora
de elegir ese interfaz, como son:
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Presentacion a traves de listados desplegables o no desplegables.
Presentacion a traves de navegacion por categoras (luces, electrodomesti-
cos, etc).
Presentacion en imagenes estaticas y/o dinamicas.
Presentacion a traves del uso de Realidad Aumentada a traves de la
camara de un dispositivo.
1.3. Objetivos
Se quiere llevar a cabo una aplicacion sobre sistema Android[4], a modo
de prueba de concepto, que sea de facil manejo para el control domotico del
hogar.
Para llegar a ello se pueden dividir los objetivos en dos tipos: generales y
especcos.
Objetivos generales:
1. Implementar un sistema comodo, ya que el aparato de control es
un terminal y no requiere mas infraestructura, para interactuar
con el entorno del hogar.
2. Desarrollar un sistema de control sobre los objetos que sea am-
pliable de forma sencilla y facil de implementar.
3. Desarrollar un sistema de identicacion y reconocimiento de ob-
jetos simple.
4. Desarrollar un interfaz de usuario intuitivo y de facil manejo para
el control del sistema.
Objetivos especcos:
1. Conocer el sistema Android y el uso de la biblioteca AndAR[5].
2. Integrar funcionalidades de Realidad Aumentada proporcionadas
por Google en una aplicacion Android.
3. Desarrollar una base de datos de facil manejo y uso, as como un
sistema de cheros donde guardar la informacion de estado del
entorno del hogar.
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1.4. Fases de desarrollo
Este Trabajo de Fin de Grado se ha dividido en las siguientes fases de
desarrollo:
1. Analisis del problema: concrecion del escenario y los objetivos a cum-
plir.
2. Analisis de las soluciones: concrecion de las partes necesarias para re-
solver el problema.
3. Dise~no de las diferentes partes: control domotico y realidad aumentada.
4. Dise~no de una base de datos para el control domotico: eleccion de la
informacion a guardar. Desarrollo de un programa de uso sencillo para
el manejo de la base de datos.
5. Servidor: ocupado en resolver las consultas del cliente, as como manejar
la informacion de los diferentes cheros.
6. Cliente: realiza las consultas e interpreta las respuestas del servidor.
7. Interfaz del servidor: muestra los cambios que se realizan en el entorno
a traves de imagenes que cambian segun el estado de los objetos.
8. Interfaz del cliente: muestra los objetos con los que se puede interactuar,
as como sus diferentes acciones posibles.
9. Pruebas Cliente - Servidor: respecto a la peticion y resolucion de res-
puestas.
10. Desarrollo de un motor de reconocimiento de etiquetas (relativas a sen-
dos objetos).
11. Pruebas de reconocimiento: a traves de una aplicacion Android leer e
interpretar las diferentes etiquetas.
12. Interfaz nal: aplicacion nal, de uso sencillo e intuitivo, que auna las
dos partes anteriormente diferenciadas.
13. Pruebas nales: realizar diferentes pruebas para depuracion del progra-
ma, con diferentes individuos no necesariamente familiarizados con el
tema.
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1.5. Contenido de la memoria
Primera parte:
Introduccion: En esta parte se explica la motivacion que ha hecho llevar
a cabo este trabajo, un analisis del escenario propuesto concluyendo en
problemas y objetivos que solventar, ademas de una explicacion sobre
las fases del trabajo realizado para dar solucion a estos problemas,
as como un resumen sobre el contenido de esta memoria.
Segunda parte:
Estado del arte: Se hace un repaso de la actualidad en cuanto a la
presencia de la domotica y el uso de la Realidad Aumentada en la vida
diaria.
Tercera parte:
Dise~no: En esta parte se hace un analisis sobre el dise~no adoptado,
concluyendo en el porque de este solucion a traves de comparaciones
con otras tecnologas y opciones.
Cuarta parte:
Arquitectura del prototipo: En este apartado se repasan las diferentes
partes del trabajo, describiendo cada una de forma extensa y denien-
do las diferentes estructuras que se han usado hasta llegar al resultado
nal.
Tambien se repasan las diferentes pruebas realizadas a lo largo del
desarrollo del trabajo.
Quinta parte:
Historia del proyecto: Un repaso sobre la cronologa que ha llevado este
trabajo.
Sexta parte:
Conclusiones: Se hace una evaluacion del proyecto repasando sus obje-
tivos y su cumplimiento.
El futuro: En esta parte se una vista hacia el futuro planteando las
diferentes posibilidades de ampliacion que tiene este trabajo.
Septima parte:
Apendices: Por ultimo, se recoge una peque~na documentacion sobre la
instalacion y conguracion de las diferentes partes, as como de su uso
por parte del usuario.
Captulo 2
Estado del arte
En los siguientes apartados de este captulo veremos el estado actual de
este tipo de tecnologas, empezando por el control domotico y continuando
con la Realidad Aumentada.
2.1. Domotica
Domotica: del latn domus, casa e informatica
La Asociacion Espa~nola de Domotica e Inmotica [6] dene la domotica como
\(...) el conjunto de tecnologas aplicadas al control y la automatizacion inte-
ligente de la vivienda, que permite una gestion eciente del uso de la energa,
que aporta seguridad y confort, ademas de comunicacion entre el usuario y
el sistema."
La historia de la domotica empieza en los a~nos 70 cuando se comenzo a
automatizar edicios, en cuanto al control sobre actuadores. Pero no fue
realmente hasta los 80 cuando empieza a parecerse al concepto que tenemos
ahora, de un uso en el hogar sobre elementos mas peque~nos y sencillos. Segun
avanzaron los a~nos y aparecieron diferentes tecnologas se empezo a dise~nar
edicios, tanto industriales como de ocinas, as como de viviendas, teniendo
en cuenta las posibilidades que aportaba la domotica.
Con el auge de la informatica, se permite una expansion de este tipo de
sistemas, permitiendo incorporar, a los hogares y edicios, cableado para las
conexiones.
El primer programa desarrollado, entorno a la domotica, fue el conocido co-
mo S.A.V.E.[7], donde se destaca la domotica y los sistemas de control de
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los edicios para obtener una mayor eciencia, tanto en las operaciones de
control como en el consumo de energa.
El termino se acu~no en Francia por primera vez en 1988, cuando los dic-
cionarios franceses aceptaban el termino domotique como \el concepto de
vivienda que integra todos los automatismos en materia de seguridad, ges-
tion de la energa, comunicaciones y otros servicios"
Inicialmente, la unica instalacion domotica que se poda hacer, consista en
el uso de sensores y actuadores que se unan con una tecnologa centralizada
a un automata. Se trataba de una arquitectura poco exible, que resultaba
en que las posibles ampliaciones fuesen costosas y difciles.
Sin embargo, segun nos acercamos a mediados de los a~nos 90, el precio del
Hardware desciende, con lo que se pueden multiplicar los puntos de control,
as como mejorar la tecnologa, pasando a sistemas distribuidos que dividen
el trabajo. Estos, estan entre s conectados a traves del protocolo X-10, un
protocolo desarrollado por Pico Electronics[8] en Glenrothes, Escocia.
No obstante, no es el unico protocolo que se ha usado, o se usa en el pre-
sente, para hacer posible el intercambio de informacion entre los diferentes
componentes. Entre los mas usados encontramos el protocolo KNX/EIB en
el marco europeo y Lonworks en Estados Unidos.
La mayor diferencia entre estos protocolos es que el X-10 (vease aparta-
do 2.1.2) lo soporta equipos baratos y de facil instalacion, sin embargo, en
instalaciones complejas el precio aumenta y el rendimiento se degrada ya que
las opciones que ofrece son limitadas. Por otra parte, el protocolo KNX/EIB
s puede realizar instalaciones mas complejas sin aumentar excesivamente el
precio de partida, pero este ya es sucientemente alto, ya que requiere un
cableado dedicado (vease el apartado 2.1.2 ).
2.1.1. Prestaciones y Aplicaciones
Prestaciones
Cuando se habla de domotica, automaticamente nos viene a la mente
\control de nuestro hogar". En resumen, en eso consiste la domotica. Ahora
bien, >que opciones reales nos da esta tecnologa?
El objetivo mayor de la domotica es el de provocar un aumento de la ca-
lidad de vida, asegurando una serie de particularidades que sean controlables
de forma automatica. De alguna manera, asegurar una vida mas sencilla al
cliente, al mismo tiempo que este sienta un confort, una seguridad, un control
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de su hogar y sea capaz de comunicarse con el, as como un aprovechamiento
de la energa.
La facilidad de uso, la ampliabilidad, la sencillez de instalacion y su exibi-
lidad son las caractersticas que un sistema domotico debe aunar, desembo-
cando en un ahorro de energa y, sobre todo, economico.
Por otra parte, los usuarios y tecnicos deben evaluar esta tecnologa para
que evolucione y crezca. A la par que se puede convertir en un servicio exi-
ble y adaptable a cada usuario y, al mismo tiempo, sea sencillo hacerlo por
parte de los tecnicos.
El usuario querra una simplicidad en su uso, que haya variedad en elemen-
tos controlables y sus funcionalidades. Ademas, un buen servicio postventa
es basico para poder resolver cualquier situacion de duda o contratiempo.
La posible ampliacion del sistema tambien se debe contemplar para que el
usuario pueda ir a~nadiendo modulos a su sistema en el hogar.
Los tecnicos tienen en cuenta la topologa del conjunto, tipo de arquitectura,
velocidad y medios de transmision as como el protocolo que se puede usar,
ya que todos estos tecnicismos deben dar una solucion elegante y sencilla.
Existen cuatro tipos principales de arquitecturas de control domotico:
1. Centralizada: Un unico controlador recibe toda la informacion nece-
saria para actuar sobre los elementos, enviando la informacion a los
actuadores e interfaces.
2. Descentralizada: Existen varios controladores que intercambian infor-
macion entre ellos a traves de un bus, dividiendo el trabajo por zonas
de control.
3. Distribuida: Todos los elementos estan conectados a un bus, de manera
que cada uno de ellos tiene su propio controlador, actuador e interfaz,
e intercambia datos con los demas elementos a traves de dicho bus.
4. Hbrida: Mezcla las tres arquitecturas anteriores dependiendo de la
complejidad de cada elemento o conjunto de elementos.
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Figura 2.1: Arquitectura Centralizada
Figura 2.2: Arquitectura Descentrali-
zada
Figura 2.3: Arquitectura Distribuida Figura 2.4: Arquitectura Hbrida
Hacer o ampliar su instalacion supone diferentes problemas para cada
tecnologa. Mientras que para la centralizada y descentralizada supone una
conguracion de los controladores que congregan varios actuadores, con su
correspondiente poca exibilidad, ya que se debe tener en cuenta una infor-
macion de forma manual, para la distribuida cada elemento hace el trabajo
de estos controladores, intercambiando la informacion necesaria para su con-
guracion, lo que se denomina \Plug and Play"[9].
Aplicaciones
Las opciones de control y las aplicaciones de la domotica van desde lo
mas sencillo, como interactuar con elementos del entorno con comandos ya
predeterminados (como la apertura o cierre de una puerta, o la programacion
de un programa de algun electrodomestico), hasta a~nadir opciones variadas
como poder alimentar a nuestras mascotas o cambiar el hilo musical, pasando
por seguridad, comunicacion o sistema de riego.
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Algunas de estas aplicaciones son:
Control del suministro de agua, gas o electricidad.
Sistemas de seguridad.
Sistema de control de la musica ambiente.
Sistema de riego automatico.
Control de climatizacion e iluminacion.
Cerradura electronica.
Circuito cerrado interior de television integrado en la TV convencional.
Electrodomesticos programables y conectables a un bus de datos.
Puertas automaticas, que se abren por presencia. Control de subida y






El protocolo X-10 es un estandar para poder establecer la comunicacion
entre diferentes componentes compatibles con los que se controlan dispositi-
vos como luces o electrodomesticos.
Se trata del protocolo mas difundido en el mundo de la domotica ya que fue
el primero. Desarrollado entre los a~nos 74 y 75 del siglo XX, su exito se basa
en su objetivo principal: transmitir datos por lneas de baja tension a una
baja velocidad, de entre 50 y 60 bits por segundo (insuciente para el inter-
cambio de informacion de hoy en da si el sistema es grande), con lo que no
hace falta a~nadir cableado al del hogar, ya que puede usar sus lneas de fuerza.
Los diferentes fabricantes pueden hacer uso de este protocolo, pero deben
basarse en el trabajo desarrollado por Pico Electronics, es decir, deben in-
cluir sus elementos ya que tienen la patente, resultando en un precio muy
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competitivo y que, tras 30 a~nos de uso, las peque~nas empresas o particulares
pueden hacer sus instalaciones sin practicamente conocimientos previos. Sin
ir mas lejos, los productos antiguos siguen funcionando a da de hoy ya que
se busca una losofa de interaccion y compatibilidad hacia atras, con lo que
los quebraderos de cabeza, en este sentido, no existen.
Funcionamiento Las se~nales de control se basan en rafagas de pulsos que
representan 1's y 0's. Por otro lado, estas se~nales se transmiten en la red lo-
cal, de 50Hz. Ademas la representacion de un 1 sera la presencia de un pulso
de 120Hz en el paso por 0 del primer semiciclo, repitiendose dos veces mas,
a modo de redundancia, en cada tercio de este semiciclo positivo. Ademas,
coincide con el paso por cero de las tres fases de un sistema trifasico como
es el del hogar (Vease la gura 2.5).
Figura 2.5: Representacion de un 1 logico en el protocolo X10
Un codigo X10 implica 11 ciclos de red divididos en:
1. [Ciclos 0 y 1]: Codigo de Inicio: Cabecera de inicio de paquete.
2. [Ciclos 2 al 5]: Codigo de casa: Forma parte de la redireccion del
paquete.
3. [Ciclos 6 al 10]: Codigo de funcion o el codigo numerico: Con el codigo
de casa redirecciona el paquete al modulo nal.
La gura 2.6 incluye los diferentes codigos.
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Figura 2.6: Codigos paquete X10
Existen tres tipos de dispositivo X10: transmisores, receptores y bidirec-
cionales (ademas de un cuarto inalambrico).
Los transmisores pueden direccionar hasta 256 receptores. Los receptores
se pueden congurar para que varios respondan a la misma se~nal. Los dispo-
sitivos bidireccionales pueden responder a las peticiones de los transmisores,
pudiendo tambien informar del correcto funcionamiento de la orden dada.
Algunos ejemplos de dispositivos X10 los podemos encontrar en la gura 2.7
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Figura 2.7: Ejemplos de dispositivos X10: DIN, Enchufe, Empotrable, Mi-
cromodulo
KNX/EIB
El Bus de Instalacion Europeo, o EIB, es el siguiente paso desde el punto
de vista de la escalabilidad, ya que esta destinado a un uso en el total de un
edicio, as como para casas unifamiliares o conjunto de viviendas.
EIB surge con la idea de introducir en el mercado un sistema unicado para
la gestion de edicios. Creado por la asociacion AEIB, con sede en Bruselas,
quien emite las marcas registradas con el sistema, as como estandares de
dispositivos y calidad.
A diferencia de X10, EIB necesita un cableado a~nadido, que en la plani-
cacion de edicaciones se puede incluir, mientras que las construcciones ya
nalizadas su instalacion implicara una reestructuracion, una obra y un coste
derivado. Este cableado extra es, sin ir mas lejos, un Bus de control paralelo
al cableado del edicio. A este bus estan conectadas todas las partes, lo que
deriva en una falta de necesidad de una unidad central de control, como un
ordenador o servidor. Existen tres posibles medios fsicos para interconectar
disposivos: el cable par trenzado, red electrica de baja tension y en un futuro
proximo dispositivos de radio frecuencia.
En s, este cableado presenta un ahorro en cantidad de despliegue, reducien-
do el cableado y el coste asociado, ya que realmente es mas sencillo conectar
todos los elementos a una unica autopista de datos, mientras que en X10 es
necesario conectar entre s los elementos que necesiten hablar \face to face".
La gura 2.8 muestra una comparacion en el numero de conexiones entre
X10 y EIB
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Figura 2.8: Diferencia entre las conexiones X10 y EIB
Para congurar este sistema, basta con un ordenador que se conecte al
bus y programe las diferentes partes. Una vez terminado este trabajo, se pue-
de dejar al servicio funcionar de forma automata.
La arquitectura EIB esta basada en el modelo de referencia OSI[10], haciendo
uso de los niveles Fsico, Enlace, Red y Aplicacion directamente.
Nivel de aplicacion: Provee funcionalidades que pueden ser usadas di-
rectamente por los programas de aplicacion. Cabe distinguir que cada
elemento EIB tiene un nivel de aplicacion diferente dependiendo de sus
necesidades, sea receptor, emisor o ambas.
Nivel de red: En el caso de EIB el bus se divide en areas y lneas indi-
cadas en direcciones fsicas. Filtra los telegramas mirando la direccion
destino, permitiendo su paso o no.
Nivel de enlace: Los mensajes necesitan de un control de acceso al
medio, noticacion de errores y control de ujo, as como de un direc-
cionamiento fsico.
Nivel fsico: Interpreta y convierte en se~nales fsica como voltajes y
corrientes, ondas electromagneticas para nalmente transmitirlas por
el medio.
No necesita los demas niveles ya que no esta orientado a conexion. No
necesita asegurarse de la llegada de datos, por lo que no requiere nivel de
transporte. Sus mensajes son cortos, as que no necesita un sistema de control
de sesion. Ademas, no hay forma de presentacion de datos, luego no requiere
un nivel de presentacion.
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El siguiente paso en la evolucion de este sistema es KNX, que usa la pila
de comunicacion de EIB, ampliando capas fsicas, conguracion y aplicacion.
Existen diferentes medios de comunicacion fsica:
Cableado de par trenzado: EIB.TP, a 9600bps, usa CSMA/CA[11] para
evitar colisiones y reintentos.
Red electrica: EIB.PL, con corrientes portadoras de 230V a 1200 / 2400
bps. Usa SFSK[12] como modulacion.
Ethernet: EIB.net, sirve de Backbone entre segmentos EIB, ademas de
permitir el uso del protocolo IP[13] para transferencia de paquetes.
Radio: EIB.RF, usando portadoras y repetidores.
Infrarojo: EIB.IR, para el uso de mandos a distancia.
El hardware necesario se puede dividir en 4 tipos de elementos:
Actuadores: actuan sobre los elementos, el ultimo paso justo antes del
cambio en el estado del elemento controlado.
Sensores: Recogen datos desde pulsadores hasta anemometros, monito-
rizando el sistema a traves de pantallas, muchas de ellas tactiles.
Pasarelas: Permiten conectarse en remoto con el sistema o con otros
elementos.
Acopladores: Introducen la se~nal y realizan la separacion fsica.
Como las instalaciones que rodean al protocolo EIB son de un tama~no
considerable, sus equipos tambien lo son. En la gura 2.9 algunos ejemplos
de elementos EIB.
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(a) Receptor IR EIB (b) Receptor Radio EIB (c) Selector programable EIB
Figura 2.9: Algunos ejemplos de elementos EIB
Topologa Para interconectar los diferentes dispositivos existen dos tipos
de topologas:
Lnea: Se pueden conectar hasta 64 dispositivos (en funcion de la fuente
de alimentacion).
Area: Se pueden conectar hasta 15 lneas, haciendo un total de 960
dispositivos.
Sistema completo: A traves de una linea principal se pueden unir hasta
15 areas, llegando a acumular hasta 14.400 elementos.
La gura 2.10 muestra el sistema completo EIB.
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Figura 2.10: Sistema EIB total
2.1.3. Actualidad
En Espa~na, la Asociacion Espa~nola de Domotica e Inmotica, se encarga
de aumentar la implantacion de la domotica e inmotica a traves de la pro-
mocion de la tenologa.
CEDOM nace en 1992 como el Comite Espa~nol de la Domotica. En el a~no
2001 se abre no solo a fabricantes sino tambien al resto de colectivos, insta-
ladores y desarrolladores, cambiando su nombre pero no as sus siglas.
Desde entonces se ha ido adaptado a los cambios y dicultades que ha sufri-
do el sector, siendo en la actualidad la unica asociacion a nivel nacional que
reune a todos los agentes 1 del sector: fabricantes, equipos auxiliares, distri-
buidores, integradores, centros tecnologicos y de formacion, desarrolladores,
universidades y medios de comunicacion.
En 2007, el numero de sistemas instalados en viviendas de nueva promo-
cion fue de mas de cuarenta y siete mil, que sumaron mas de 120 millones de
euros. Ver gura 2.11.
1Lista de socios de CEDOM en www.cedom.es, apartado \Asociados", \Socios EDOM"
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(a) Numero de sistemas (b) Valor de sistemas
Figura 2.11: Sistemas domoticos instalados en 2007 en viviendas de nueva
promocion
En Europa, la cifra del mercado europeo de viviendas inteligentes au-
menta, siendo aproximadamente el 74% en 2012, correspondiente al valor
generado por los productos y, el 26% restante, referente a la integracion de
sistemas (ver gura 2.12).
Figura 2.12: Progresion de la cifra de mercado de viviendas inteligentes entre
2009 y 2012.
As lo revela un estudio llevado a cabo por la consultora britanica Bsria[14],
que incluye varios informes de mercados europeos diferentes.
En dicho estudio se concluye que, el auge de la domotica esta relaciona-
do con las soluciones de alta gama. Tambien, que tiene aun espacio para su
crecimiento en sistemas mas modestos, expandiendose a un ritmo considera-
ble.
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Alemania es el mayor fabricante y consumidor de soluciones inteligentes, re-
presentando el 70% del total de productos fabricados. Paises como Francia
o Inglaterra, que son los siguientes en la lista, solo representan el 10 y el 8
por ciento del mercado europeo.
El mercado de alta gama representa dos tercios del mercado total, mientras
que el siguiente nicho, que representa un quinto, son las empresas peque~nas
y medianas, que usan aplicaciones domoticas en sus instalaciones y edicios
(comerciales, hoteles o restaurantes).
Para 2014, CEDOM presenta una serie de objetivos, a raz de su asamblea
general de 3 de junio de 2014, en la que se hizo balance de 2013. De entre
todos los proyectos que CEDOM llevo a cabo en 2013, el mas destacable
fue la elaboracion de la propuesta de Documento Reconocido para el Codi-
go Tecnico para la Edicacion (CTE), en la que se recoge una metodologa
para contabilizar la contribucion de la domotica e inmotica en la certica-
cion energetica de viviendas y edicios. Esta propuesta se divide en cuatro
etapas, basadas en la norma UNE-EN15232[15] \Eciencia energetica de los
edicios. Metodos de calculo de la mejora de la eciencia energetica mediante
la aplicacion de sistemas integrados de gestion tecnica de edicios". Se trata
de un proyecto clave para 2014, ya que CEDOM se dispone a presentarlo y
difundirlo en el sector para que sea aprobada por los ministerios de Industria
y de Fomento y el IDAE[16].
2.2. Realidad aumentada
La Realidad Aumentada (RA), Augmented Reality en ingles, es un campo
relativamente reciente. No tiene un mercado grande y la gran mayora de los
trabajos que se desarrollan sobre ella son prototipos, o inicios de tecnologas,
con vistas puestas en el futuro cercano.
En esta seccion veremos aplicaciones reales, dando ejemplos y visualizando
las opciones que nos permite la RA.
2.2.1. Realidad Aumentada VS Realidad Virtual
La RA y Realidad Virtual (VR) son dos campos cuya lnea de separacion
es bastante borrosa ya que, en cierto sentido, la VR es precursora de la AR
donde en algunos aspectos, ambas tecnologas se solapan.
La mayor diferencia esta en el uso de una camara para presentar esa Realidad.
En el caso de la VR todo se dispone en formato digital, creando el entorno
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en este formato, mientras que la AR superpone una realidad creada, virtual,
al propio mundo real que se visualiza a traves de la camara.
(a) Realidad Aumentada: imagen 3D sobre un
cromo real.
(b) Realidad Virtual: simulador de conduc-
cion.
Figura 2.13: AR vs VR
2.2.2. Tipos de RA
A la hora de hablar de RA se debe diferenciar el tipo de entre dos opciones
posibles: la basada en posicion y la basada en reconocimiento de marcadores
u objetos.
Ambos casos superponen a la vista de la camara una realidad cticia, pero las
concidiones son diferentes ya que la primera hace uso de la informacion que
obtiene basandose en su posicionamiento relativo a un origen de coordena-
das, como GPS o su orientacion, y la segunda reconoce etiquetas y patrones
sabiendo que debe mostrar sobre ella. Veamos a continuacion de que manera
funcionan.
RA por posicionamiento
Si bien los smartphones nos ofrecen la opcion de hacer uso del GPS y de
la orientacion cardinal, la Realidad Aumentada basada en posicionamiento
hace uso de esta oferta para obtener la informacion que necesita.
Supongamos que estamos perdidos en una ciudad y queremos saber que hay
a nuestro alrededor. Si cogieramos un mapa de la ciudad y triangulasemos
donde estamos, as como nuestra orientacion, podramos saber que habra a
nuestro alrededor, siempre limitados por la propia informacion que muestre el
mapa, que ira desde direcciones hasta una breve descripcion de los elementos
importantes. Es una solucion como cualquiera, pero es una solucion limitada,
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sobre todo, al tama~no del papel. La Realidad Aumentada hace las veces de
gua turstico presentandonos, ante la realidad, informacion de los diferentes
elementos que hay a nuestro alrededor. De un solo vistazo podemos saber
en que entorno estamos, e incluso obtener informacion de el, simplemente
haciendo uso de la interfaz, pudiendo consultar la historia de un monumento
o reservar mesa en el restaurante griego que acabamos de descubrir.
El procedimiento general para la AR por geolocalicacion consta de varias
fases:
Conocer la localizacion: Con una serie de permisos el software hace uso
de los servicios de localizacion del terminal.
Buscar lugares de interes: A partir de saber la posicion, se busca en
una base de datos del servicio los lugares cercanos (se puede congurar
el radio de busqueda). Los lugares que deseen aparecer pueden hacer-
lo incluyendose en esta base de datos (como restaurantes, museos o
monumentos)
Descargar informacion de interes: De estos lugares se descarga la infor-
macion pertinente al terminal.
Mostrar la informacion: Una vez conocida la informacion se superpone
a la vision que ofrece la camara del dispositivo.
El software que ofrece este tipo de servicio, funciona enfocando el dispo-
sitivo alrededor del ambiente mostrando los puntos de interes, informando
de su distancia al cliente y permitiendo el despliegue de mas informacion, la
cual se puede consultar e interactuar con ella.
Algunos ejemplos son:
Layar[17]: El mas utilizado para aplicaciones de realidad aumentada
por geolocalizacion. Para el desarrollador no hace falta tener excesivo
conocimiento de programacion ya que la aplicacion para desarrollar
programas es intuitiva.
Junaio[18]: Para el desarrollador solo hace falta una cuenta registrada.
Todo el servicio es gratuito.
Wikitude[19]: Tampoco hace falta conocimientos de programacion y su
aplicacion online es bastante intuitiva.
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(a) Wikitude (b) Layar (c) Junaio
Figura 2.14: Vista desde un terminal con Wikitude, Layar y Junaio
RA por reconocimiento de marcadores
El reconocimiento de marcadores se basa en el uso de la camara del dis-
positivo, que se orienta hasta que una marca o etiqueta se pueda leer por
parte del objetivo: la camara escanea el contenido y reconoce el valor de la
etiqueta, que estara relacionada con un elemento digital que se haya dise~nado
previamente.
El marker basico sobre el que se trabaja es el de la gura 2.15
Figura 2.15: Marcador base de AR
a partir de el se desarrollan los marcadores personalizados. Algunos ejem-
plos de marcas o etiquetas son los de la gura 2.16,
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Figura 2.16: Ejemplos de marcadores de AR
tambien se pueden usar codigos QR[20] o imagenes. Para el uso de estos
marcadores hace falta asegurarse de que son correctos, es decir, que combi-
nan todas las especicaciones de dimensiones, denicion y distincion de las
diferentes partes necesarias para que la camara la pueda reconocer2.
Los marcadores deben cuidar de tener forma cuadrada, los bordes deben con-
trastar bien y ademas deben ser de color solido.
El procedimineto habitual para usar la RA basada en marcadores es:
Crear el marcador: Para ello cualquier editor, como Scribus, nos pu-
de ayudar a dise~nar y dimensionar el marcador. Ademas hace falta
asegurarse de que se trata de una imagen valida. El formato de los
marcadores debe ser \.pat"[21].
Crear las imagenes para mostrar: Con un editor 3D se pueden crear
imagenes que se mostraran sobre la etiqueta.
Reconocer la etiqueta: Si enfocamos la camara hacia la etiqueta, el
motor de imagen presentara el objeto previamente denido, correspon-
diente a esa etiqueta.
Mostrar la imagen: Si en efecto se ha reconocido el marcador, se muestra
la imagen superponiendola a la realidad.
Una visualizacion tpica podra ser la gura 2.17
2Para asegurarse existe una herramienta online que se puede visitar en
http://ash.tarotaro.org/blog/2009/07/12/mgo2/
2.2. REALIDAD AUMENTADA 25
Figura 2.17: Ejemplo de RA sobre marcador
Existen diferentes softwares que ofrecen este tipo de AR, por ejemplo, Vu-
foria, String o Junaio, aunque existen otras aplicaciones como Aurasma[22],
DAQRI[23], o AR-media[24] plugin que se basan en imagenes o codigos QR.
2.2.3. Aplicaciones
La Realidad Aumentada nos propone sumergirnos casi literalmente en una
nueva vuelta de tuerca de la realidad, pudien interactuar con ella en otra di-
mension, mas alla de la fsica, superponiendo imagenes, vdeos o texto, que
podemos compartir, leer o cambiar a nuestro parecer. Nuestra realidad englo-
ba cantidad de entornos sobre los cuales la RA puede trabajar y mostrarnos
una nueva version de esta realidad:
Textos interactivos: La industria editorial, la prensa o revistas no solo sir-
ven ya para ser ledos, tambien nos pueden ofrecer un abanico extra
de informacion e interactuacion, incluyendo por ejemplo publicidad o
biografas de los autores, as como la opcion de visitar foros o paginas
sobre el tema en cuestion. Se trata de superponer varios kilometros de
papel sobre un unico ejemplar, interactivo, intuitivo y sencillo.
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Educacion: Hacer mas sencilla la comprension y visualizacion puede ser
esencial para el mejor analisis de la informacion que ofrece un texto
didactico o una presentacion. Presentar en 3D los temas que se ofrecen
con el simple gesto de usar el movil ayuda a entender y a sintetizar la
informacion.
Turismo: Los mapas y la informacion que necesitemos se unen en una reali-
dad sencilla y util, justo ante nuestros ojos, sustituyendo mapas o guas
pesadas. Esta gua aumentada puede estar hecha por viajeros y autocto-
nos.
Entretenimiento: La interactuacion con un mundo real hace mas atractiva
la oferta ya que se usan objetos reales.
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Medicina: Nos da la oportunidad de aventurarnos, antes de hacerlo en la
vida real, a realizar una operacion o un diagnostico. Sin ir mas lejos, la
Agencia Espacial Europea ha creado un dispositivo de realidad aumen-
tada, gracias al cual, los astronautas pueden asistirse a s mismos[25].
Arquitectura: Nos presenta edicios con las futuras vistas o, incluso proyec-
tar maquetas en 3D sobre un plano, como si ya estuviera construido, o
visualizar como era ese edicio en el pasado.
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Industria: Del mismo modo, es aplicable el reconocimiento de objetos en
sistemas complejos como motores o maquinas, pudiendo conocer su
uso o instrucciones, as como su correcto montaje.
Publicidad: a~nadir una mayor cantidad de datos a formatos como papel o
vallas publicitarias ayuda a las agencias a hacer llegar mas informacion
a los posibles clientes, as como presentar otro formato mas atractivo
como vdeos o animaciones.
2.2.4. Actualidad
A da de hoy existen gran cantidad de aplicaciones basadas en la RA para
ofrecer algun tipo de servicio en su mayora de localizacion o de informacion.
Veamos algunos ejemplos:
LearnAR[26]: Se trata de un programa de estudio para maestros y alumnos,
que ayuda a explorar el mundo real, tanto sobre matematicas como
anatoma, geometra, idiomas o educacion fsica.
WordLends[26]: Permite traducir palabras haciendo una foto sobre el texto,
dibujandola traducida sobre la imagen previa.
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Wikitude World Browser: Ganador del AugmentedPlanet funciona como
una enciclopedia del futuro. Desde cualquier lugar podemos localizar y
compartir en redes sociales todo lo que se nos ocurra, como por ejemplo
ver los tuits que se generan a nuestro alrededor.
TAT augmented ID[27]: Reconoce la cara de una persona y muestra su in-
formacion tanto sacada de internet como de redes o haciendo busqueda
en google.
Layar: Es el navegador de realidad aumentada por excelencia. Sea lo que
sea lo que quiera localizar, Layar te conduce y te muestra donde tienes
que ir.
Point & Find[28]: Muestra informacion sobre objetos y se puede puede com-
partir la experiencia con otros usuarios.
Junaio: Se trata de un navegador de realidad aumentada que permite sus-
tituir la publicidad por otros contenidos, de esta manera la gente que
no este de acuerdo con la publicidad colocada ante su casa puede ha-
cer, gracias a esta aplicacion, que al enfocar sobre ella se visualice otro
contenido.
Lookator[29]: Muestra la informacion de los puntos de anclaje wi cercanos.
Car Finder[30]: Enva la posicion de nuestro coche para mas tarde, en el
momento de consulta, llevarnos con el mapa y el radar hasta su posi-
cion.
Playar[31]: Centrada en publicidad en publicaciones, envases, carteles de
cine o de otro tipo.
Google Goggles[32]: Podemos capturar cualquier cosa a nuestro alrededor
y se nos muestra informacion despues de un escaneo sobre los objetos
que se encuentren, basandose en sus logotipos o textos.
Google Sky Map[33]: Ayuda para el estudio de la astronoma. Basta apuntar
en cualquier direccion para que se muestre la posicion de las estrellas
y constelaciones, as como de la Luna o el Sol.
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Captulo 3
Dise~no
A la hora de dise~nar el prototipo, hace falta saber como dividir el proyec-
to e indenticar los diferentes problemas, como se hizo en el apartado 1.3, e
idear un plan para solventarlos, como en el apartado 1.4.
Una vez identicados hace falta tomar decisiones de dise~no, pudiendo com-
parar las diferentes opciones que existen y decantandose por una de estas.
En las siguientes paginas de este apartado se exponen las opciones y las
decisiones de dise~no por las que se ha optado.
3.1. Punto de partida.
Antes de concretar las diferentes partes del sistema, hace falta hacer un
analisis mas en profundidad de sobre como se quiere que funcione el sistema.
Se ha comentado que lo que se quiere es interactuar con objetos a traves
de la camara, que se muestren las opciones a traves de la imagen y que se
pueda decidir sobre esta vision que acciones realizar. Para ello, primero se
debe reconocer el objeto. A continuacion, mostrar en pantalla algun tipo de
boton que ayude a decidir sobre que objeto se quiere interactuar. Una vez
decidido, mostrar que opciones tiene ese objeto, para, mas tarde, seleccionar
una de esas opciones y ver como se vuelven realidad.
Es decir,
1. Reconocer el objeto a traves de la camara del movil apuntandola hacia
dicho objeto.
2. Mostrar algun tipo de seleccionador por pantalla, un interfaz sencillo
compuesto por botones o actuadores similares.
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3. Una vez seleccionado el objeto, mostrar las opciones que tiene, para ello
hara falta consultar al servidor, interpretar su respuesta y mostrarlas
en pantalla.
4. Cuando se haya seleccionado una opcion habra que enviarla al servidor.
Este la interpretara y actuara en consecuencia sobre los objetos para
cambiar su estado.
5. Ese cambio de estado se tiene que hacer visible de alguna manera, es
decir, se tiene que guardar esa informacion y se debe mostrar de algun
modo.
Figura 3.1: Diagrama del sistema.
Veamos parte por parte.
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3.2. Reconocimiento de objetos
En el caso de que los propios elementos sepan noticar su presencia existen
varios puntos a tener en cuenta:
En el hogar cada elemento debe llevar un dispositivo, por ejemplo
Bluetooth[34], con el coste pertinente.
Esteticamente cada objeto debe llevar adherido uno de estos elementos,
con un tama~no a tener en cuenta.
El acceso al medio es complicado si el numero de objetos es alto.
El uso no es necesariamente intuitivo, ya que no desarrolla las posibili-
dades que da el hecho de ver directamente el elemento sobre el que se
actua.
El acceso al medio y la no intuicion sobre el sistema son sus dos desven-
tajas mayores.
Por otro lado, modelar un entorno con un sistema de coordenadas requie-
re un desarrollo y una instalacion complejas. A saber:
Para conocer la posicion de cada elemento hara falta desarrollar un
sistema de coordenadas.
Para conocer la posicion del terminal movil sera necesario desarrollar
o bien algun tipo de red de sensores o algun otro sistema basado en la
pontencia de se~nal recibida.
 Las redes de sensores requieren un despliegue de medios, como ba-
lizas Zigbee[35], que a su vez implica tener un controlador, routers
Zigbee y dispositivos nales, as como un estudio pertinente de su
topologa dependiente de cada entorno.
 El uso de redes WiFi requiere de un estudio del entorno, y depende
de muchos elementos para que sea able, ya que las intensidades
de las se~nales uctuan, as como que los puntos de acceso pueden
desaparecer. Tambien es necesario un algoritmo que determine la
posicion propia y relativa a cada objeto con uso de, por ejemplo,
la orientacion respecto a las coordenadas cardinales. De nuevo, un
estudio demasiado amplio y costoso.
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La complejidad general de este metodo es demasiado alta, el rendimien-
to es bajo y la probabilidad de error es alta debido a las uctuaciones.
El contra a tener en cuenta es su complejidad en la instalacion y desarro-
llo.
El uso de sistemas NFC o RFID requieren:
Estar sucientemente cerca de cada objeto.
Que el terminal tenga la opcion de uso de este tipo de tecnologas (no
todos los terminales tienen modulo NFC).
Que cada elemento debe incluir un emisor, con su coste y su impacto
estetico.
El mayor problema es la distancia de actuacion sobre los objetos.
El uso de infrarojos tiene una serie de inconvenientes de la ndole de los
sistemas NFC o RFID:
Cada elemento debe llevar un receptor de infrarrojos.
El terminal movil debe llevar un modulo de infrarrojos.
Deja de ser intuitivo su uso, ya que se requieren dos partes a la hora de
interactuar: apuntar fsicamente al objeto y elegir las opciones dentro
del interfaz, lo que puede resultar incomodo.
En el caso de un sistema de infrarrojos su mayor problema es la incomodidad
y poca presencia en el mundo de los terminales moviles.
Finalmente la opcion de reconocer el objeto a traves de marcas tienen otras
serie de caractersticas a tener en cuenta:
El reconocimiento se hace a traves de la camara, por lo que debe reunir
ciertas caractersticas de denicion y calidad.
El objeto debe incluir un marcador, adherido a su supercie visible,
afectando a su estetica.
Se debe tener vision directa con esta marca.
El uso de la camara hace intuitivo su uso.
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En el momento en el que avancen los sistemas de reconocimiento de
objetos, no haran falta a~nadir marcas a los objetos, reconociendo di-
rectamente el objeto en s.
Para poder decidir cual de estos sistemas debemos basarnos en que que-
remos que reuna nuestro sistema.
Que el sistema sea intuitivo a traves del uso de la camara del terminal.
Que no haga falta estar necesariamente cerca del objeto.
Que el elemento sobre el que queremos actuar no lleve nada a~nadido, o
que, si debe hacerlo, sea lo menos impactante y lo mas barato posible.
Que la complejidad de instalacion del sistema sea lo mas baja posible.
Basandonos en las opciones descritas y que caractersticas debe tener
nuestra solucion, la mejor opcion es el uso de marcadores/pegatinas con vista
a que en un futuro siquiera hagan falta, ya que los objetos se reconoceran
directamente.
3.3. Realidad Aumentada
Una vez sabemos como identicar el objeto hace falta mostrar al usuario
algun tipo de seleccionador, ya sea o bien un recuadro alrededor del objeto,
o un simple boton que se superponga a la imagen, es decir, hacer uso de la
Realidad Aumentada.
Existen varias empresas y desarrolladores de RA de acceso libre, de facil
dise~no e instalacion como Vuforia, Junaio o AndAR de Google. En este caso
se ha decidido usar la librera de Google, ya que su uso es bastante mas sen-
cillo y, para las necesidades que se deben satisfacer en este proyecto, se trata
de un recurso mas que suciente que las cubre. Ademas, el sistema operativo
del terminal sera Android, por varias razones:
Es de codigo abierto.
Existe un gran numero de bibliotecas que aportan sencillez al dise~no,
ya que se trata de procesos ya desarrollados y publicados.
Ademas hay una gran cantidad de foros de discusion donde poder for-
mular preguntas y encontrar respuestas.
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Se trata de un sistema operativo de gran presencia a escala mundial.
Este interfaz de usuario sera por tanto una superposicion de elementos
tipo Button de la librera Android que seguira a la marca que representa al
objeto con el que se quiere interactuar.
3.4. Cliente
Una vez seleccionado el objeto con el que actuar, se debe hacer una peti-
cion al servidor por parte de un cliente.
El cliente realizara las peticiones pertinentes al servidor en formato HTTP[36],
ya que existe una biblioteca de facil uso en Andorid, es un protocolo sencillo
y no suele tener problemas de rewalls.
A la hora de pedir informacion, se hara con el siguiente formato: \http: // di-
reccionIP : puerto / nombreAplicacion /carpeta1 / ... / carpetaN / objeto",
respondiendo el servidor con el contenido de ese documento, que contiene
una representacion virtual del objeto de la peticion.
Cuando el servidor responda, el cliente interpreta esa respuesta, mostran-
do por pantalla las opciones de ese objeto. Cuando se seleccione una opcion
debe enviarse al servidor para que sea ejecutada. Esto lo hara a traves de
una comunicacion directa con el simulador que representa un mundo virtual
sobre el que actuar. Para ello se ha decidido usar Sockets[37] ya que, de nuevo
existen libreras para su manejo y una gran cantidad de foros de donde sacar
respuestas, as como su uso a lo largo de los estudios que han precedido este
trabajo n de grado.
El formato de este mensaje sera tal que \nombreObjeto/idopcion".
3.5. Servidor
En el planteamiento del problema se han sugerido dos opciones a la hora
de guardar la informacion de cada objeto. A modo de prueba de concepto,
se ha optado por un sistema en el que un servidor guarde la informacion de
estado, as como que sea, al mismo tiempo, el actuador sobre los objetos que
se disponen en este trabajo, a traves de una interfaz graca, un simulador en
el que se muestra un mundo virtual controlable.
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A la hora de posicionarse ante el tipo de servidor que se va a usar es ne-
cesario denir criterios de eleccion:
Debe ser de acceso abierto.
Debe ser de facil uso.
Debe hacerse cargo de las peticiones y respuestas de forma automatica.
Debe usar pocos recursos.
Basandonos en este criterio se usara un servidor Apache Tomcat[38], ya
que cuenta con una amplia documentacion y se ha estudiado a lo largo de la
carrera, con lo que su implantacion sera sencilla y no a~nadira un tiempo de
aprendizaje a la hora de desarrollar este proyecto.
El servidor respondera a las peticiones que se hagan por parte del cliente
a traves de un sistema de cheros en el que se guardara la informacion de
estado de cada objeto.
Debe existir por lo tanto alguna forma de cambiar el contenido de estos, de
sobreescribirlos.
3.5.1. Estructura de cheros
Los objetos, dependiendo del tipo que sean, tendran una informacion que
guardar referente a su estado. Toda esta informacion se guardara en formato
JSon[39]. Para la prueba de concepto se modelaran dos clases de objetos:
1. Tipo ONOFF: Seran aquellos que solo tengan dos posiciones: encendido
y apagado o apertura y cierre.
2. Tipo MODULABLE: Seran aquellos que tengan posiciones intermedias
entre encendido y apagado, representando su posicion en porcentajes
correspondiendo \0" a totalmente apagado y \100" a totalmente en-
cendido.
Un programa que corre en el servidor interpretara las acciones enviadas
por parte del cliente y realizara los cambios tanto en el chero del objeto
como en un mundo virtual que presentara un posible escenario cotidiano,
mostrando el estado de los objetos de manera visual (vease apartado 3.7).
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3.6. Base de datos
Como ya se ha comentado sera necesario guardar de alguna manera dis-
tintos aspectos del sistemas: que objetos hay y que opciones, para actuar
sobre el, tiene.
En este caso se ha usado una sistema MySQL[40], por varias razones:
Se trata de una de las bases de datos de codigo abierto mas usada para
Web.
Su uso es compatible en diferentes plataformas.
Es escalable.
Es compatible con protocolos seguros.
Facilidad de conguracion e instalacion.
Robusto soporte transaccional (ACID[41]).
Existen bibliotecas para su control.
Existe una gran documentacion al respecto, tanto profesional como
dada por desarrolladores autonomos.
Al ser de un uso tan extendido existen cantidad de foros especcos
para consulta de dudas.
En el caso de MySQL, los datos se guardan a traves de tablas, que con-
tienen diferentes columnas que se pueden denir, as como un nombre de la
propia tabla. La gura 3.2 un ejemplo de este tipo de tablas.
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Figura 3.2: Ejemplo tabla MySQL
Las tablas guardaran informacion sobre los objetos que hay y sobre que op-
ciones tienen. Estas seran consultadas con las diferentes peticiones del cliente.
Para hacer de su uso algo mas sencillo, a la hora de ampliar el numero de
objetos sobre el que actuar, se desarrollara un programa que ayude a manejar
la base de datos de una forma sencilla.
3.7. Simulador: un mundo virtual
Ya que no se va a desarrollar un sistema de actuadores fsicos, dejandose
para ampliaciones posteriores, se ha decidido llevar a cabo una peque~na y
sencilla interfaz graca que represente de forma visual el estado de los objetos.
3.8. Restricciones y marco regulador
La losofa de este proyecto se basa en el principio de Codigo Abierto,
Open Source. Esta expresion es con la que se conoce al software que es dis-
tribuido y desarrollado libremente, focalizandose en los benecios practicos.
El lado positivo de tener acceso al codigo fuente, a usarlo, reescribirlo, modi-
carlo y distribuirlo es, que, potencialmente, cualquiera puede ser un desa-
rrollador. Las soluciones privadas hacen que un proyecto este acotado por el
numero de personas que trabajan sobre el, siendo incluso un secreto hasta el
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momento en el que el producto esta listo.
En el caso de este proyecto, todo el sistema se ha desarrollado bajo la li-
cencia de Google, usando tanto Android como la librera AndAR y la librera
GSON, ademas de usar las licencias de Apache Tomcat. Veamos a continua-
cion en que consisten estas y que restricciones tienen.
En cuanto a Google caben destacar los siguientes puntos de su Terminos
y Condiciones1 entre otros:
Android pertenece al proyecto de Android \Android Open Source Pro-
ject" [42].
Ud. no debe usar el SDK[43]. y no debe aceptar los Terminos y Condi-
ciones si es una persona a la que se le ha obstaculizado recibir el SDK
bajo las leyes de los Estados Unidos u otros paises, incluyendo su pas
de residencia o aquel desde el que usa el SDK.
Sujeto a los terminos de esta licencia, Google garantiza una licencia
limitada, mundial, libre de pagos, no atribuible, no exclusiva, para hacer
uso de su SDK solamente para desarrollar aplicaciones para ser usadas
en plataforma Android.
Esta de acuerdo que la forma y naturaleza del SDK que Google le
provisiona puede cambiar sin aviso previo y que las futuras versiones del
SDK pueden ser incompatibles con versiones anteriores de aplicaciones
desarrolladas con anteriores SDK.
Esta de acuerdo en usar el SDK y escribir aplicaciones solamente con
propositos que sean permitidos bajo esta licencia y leyes aplicables o
regulaciones.
Esta de acuerdo que si Ud. usa el SDK para desarrollar aplicaciones
para usos publico de usuarios, protejera la privacidad y los derechos
legales de estos usuarios.
Esta de acuerdo con que solamente Ud. es responsable de cualquier
infraccion de sus obligaciones bajo este acuerdo de licencia.
Con idea de continuar innovando y promoviendo el SDK, Google colec-
tara ciertas estadsticas de uso del software incluyendo, pero no sola-
mente, direcciones IP, version del software e informacion de que he-
rramientas y/o servicios del SDK se usan y de que manera. Antes de
1https://developer.android.com/sdk/terms.html
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que esta informacion se recoja, se noticara a traves del SDK pudiendo
hacer que no se recolecte en el futuro.
Si usa aplicaciones desarrolladas por terceros, Google no se hace res-
ponsable de esas aplicaciones, datos, contenidos o recursos y que no
esta sujeto a responder de ningun da~no o perdida que se pueda derivar
de esto.
En terminos generales Google pone a disposicion de los desarrolladores
sus libreras, siempre y cuando las aplicaciones creadas se mantengan dentro
de la legalidad.
En cuanto al servidor Apache Tomcat existe una licencia2 de uso de la cual
caben destacar el siguiente punto:
Por la presente se le garantiza un perpetuo, mundial, no atribuible, no
exclusivo, libre de pagos y cargos, e irrevocable derecho de reproducir,
realizar trabajos derivados y distribuir este trabajo.
El resto de documentacion no incumbe a este proyecto, ya que se trata el
uso de la marca o la aceptacion de esta licencia.
Por otra parte, Scribus, programa con el que se han realizado los marca-
dores, esta tambien sujeto a la iniciatica Open Source al igual que Eclipse.
De esta manera, tanto los terminos de las diferentes partes, como la Ley
Organica de Proteccion de Datos forman el marco regulador del presente
proyecto, as como la norma UNE-EN 15232 del apartado 2.1.3.
2http://www.apache.org/licenses/LICENSE-2.0




En los siguientes apartados se describe la arquitectura del prototipo desa-
rrollado, desgranando las diferentes partes que lo componen, los recursos que
se usan y sus estructuras.
La aplicacion nal resulta ser un lector de marcadores los cuales tienen rela-
cionados un objeto (uno a uno), sobre los cuales se puede actuar a traves de
una interfaz graca. El diagrama de ujo que sigue tiene los siguientes pasos:
1. Reconocer el marcador.
2. Mostrar botones para que el usuario pueda seleccionar un objeto.
3. Pedir las opciones al servidor.
4. Mostrar las opciones con las que el servidor ha respondido.
5. Enviar al servidor la opcion elegida por el usuario.
6. El servidor realiza la accion cambiando el simulador del mundo real.
4.1. Arquitectura
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 Realidad Aumentada
 Interfaz de usuario




 Base de datos
 Sistema de cheros
 Simulador
Figura 4.1: Arquitectura del proyecto.
En este trabajo hace falta diferenciar dos partes claras: un cliente y un
servidor. La necesidad de dividir este sistema de esta manera es, que por
un lado el cliente tendra corriendo dos tipos de procesos: uno para realizar
peticiones sobre informacion de objetos, y otro que realizara el dialogo con
el usuario a traves de un interfaz graco; y por otro, que el servidor sera el
encargado de guardar toda la informacion referente a los objetos y ademas
mostrara su cambio de estado en un mundo virtual creado a tal n. La ar-
quitectura del servidor se divide tanto en un servidor Apache Tomcat como
en un programa de control de cheros, donde se guarda la informacion de
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estado.
El servidor Apache Tomcat es un contenedor web, basado en el lenguaje
java que actua como motor de servlets[44] y JSPs[45].
Su arquitectura se puede ver en la gura 4.2
Figura 4.2: Funcionamiento del servidor Apache Tomcat.
Por otro lado la estructura de cheros es: \/webapps/FAR/"1, donde se
almacena el estado de los objetos.
Las guras 4.3 y 4.4 muestran como es guardado el estado de un objeto.
Figura 4.3: Contenido de la carpeta \webapps".
Figura 4.4: Contenido del archivo \lampara".
1El nombre del directorio viene del acronimo de For Augmented Reality, elegido por el
autor
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4.2. Descripcion funcional
4.2.1. Cliente
Empecemos por el cliente. Se ha comentado que existe un motor de reali-
dad aumentada. Este proceso se divide en dos funciones claras: presentar la
informacion al usuario e interpretar los marcadores. Veamos estas partes:
1. Reconocimiento de los marcadores: Se encargara de reconocer los mar-
cadores y saber que objeto corresponde a que marcador, para ello se
hace uso de la biblioteca AndAR de Google.
2. Interfaz de usuario: Para que el usuario pueda interactuar con el entorno
se debe presentar de forma intuitiva las posibilidades que existen tanto
en el numero de objetos como en sus acciones.
En cuanto al control de la realidad aumentada de esta aplicacion, cabe
destacar tres clases principales, mas una cuarta que sirve de herramienta pa-
ra posicionar los botones de accion sobre los objetos. Su funcion se describe
a lo largo de los siguientes apartados.
Por otro lado, el terminal debe establecer un intercambio de informacion
con el servidor. Para ello existen dos tipos de comunicaciones: basada en
peticiones HTTP y en el establecimiento de un Socket entre ambos. La pri-
mera sirve para conocer las opciones que guarda el objeto, mientras que las
segunda enva la eleccion del usuario, para que el servidor proceda a realizar
los cambios de estado sobre los objetos.
En el apartado 4.3 se describe como funcionan cada una de estas partes.
4.2.2. Servidor
El servidor tiene dos tareas: responder a las peticiones HTTP e interpre-
tar los mensajes que enva el cliente a traves del Socket.
La primera tarea es la mas sencilla, ya que el contenedor Apache Tomcat
las realiza de manera automatica. Sin embargo, la interpretacion de las orde-
nes implica varias funciones:
1. Leer el mensaje del socket.
2. Sacar informacion de este mensaje para saber que hacer y sobre que ob-
jeto.
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3. Leer la base de datos para conocer los objetos sobre los que tiene control
4. Leer y escribir los cheros que contienen informacion de estado, tanto
para conocerla como para actualizarla.
5. Realizar los cambios de estado mandando ordenes a actuadores. En este
caso, un simulador.
En el apartado 4.3 se describe como funcionan cada una de estas partes.
4.3. Descripcion operacional
4.3.1. Cliente
Realidad Aumentada: Reconocimiento de marcadores
La idea del reconocimiento de marcadores es asociar un marcador a un
objeto, es decir, tiene que haber un momento en el que se diga al sistema que
el \marcador1" corresponder al \objeto1". >Como se hace esto?
El sistema principal es una clase llamada Activity, que hereda de AndA-
RActivity, una clase la biblioteca AndAR, que a su vez hereda de Activity,
propia de Android, e implementa interfaces de control de la camara.
La clase Activity, propia de Android, es una clase que construye la vista de las
diferentes pantallas de navegacion que contiene una aplicacion Android. Es
decir, cada pantalla diferente que se muestra al usuario es un objeto Activity.
Este, tiene asociados una serie de metodos que eventualmente son llamados
para iniciar su vista, o saber que hacer cuando se pasa a segundo plano.
Los metodos mas importantes de los que uno tiene que hacerse cargo a la
hora de crear una nueva vista son:
1. onCreate(Bundle): Que se llama de manera automatica por el sistema
y sirve para iniciar la vista. Tpicamente en este metodo se conguran
e inician las variables y se a~naden vistas.
2. onPause(): Se llama tambien de manera automatica cuando el usuario
pasa esa ventana a un segundo plano, ya sea al navegar por la propia
aplicacion o al iniciar otras.
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En la gura 4.5 se puede ver el ciclo de vida de un objeto Activity de
Android.
Figura 4.5: Ciclo de vida de un objeto Activity de Android.
Nuestra clase Activity contiene dos Atributos principales del tipo AROb-
ject [46] y ARToolkit[47], ambos tambien de la biblioteca de Google. La fun-
cion de cada uno de estos atributos es la de representar objetos que tienen
relacionados un marcador (es decir, por cada objeto del mundo real existe un
marcador relacionado. Este par se representa con un objeto de esta clase), y
por otro lado la de controlar todo el sistema, ya que ARToolkit proporciona
una serie de funciones para la captura de vdeo y para la busqueda de ciertos
patrones, as como para el registro de esos objetos ARObject.
Al iniciar la actividad el sistema registra en ARToolkit los diferentes ob-
jetos. En nuestro caso, cada uno de estos objetos ARObject son hijos de la
misma, llamados CustomObject1, a los cuales se les han a~nadido metodos y
atributos. El modo de funcionamiento es el siguiente:
1. Inicio de la aplicacion: La aplicacion arranca y realiza una serie de
conguraciones:
a) Crea un objeto de la clase CustomRenderer que implementa a la
interface OpenGLRenderer.
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b) Congura la vision de un peque~no candado que indica el bloqueo
y desbloqueo del programa.
c) Registra los objetos teniendo en cuenta su nombre y el nombre del
marcador (el cual debe estar guardado en la carpeta \assets" del
proyecto.
d) Inicia la visualizacion a traves de la camara).
2. En el registro de los objetos se crean los correspondientes botones y
listas desplegables para mas tarde mostrarlos al usuario.
Realidad Aumentada: Interfaz de usuario
A la hora de presentar la informacion al usuario se ha querido hacer de
forma clara, de manera que de la manera mas intuitiva pueda hacerse uso de
la aplicacion. Para ello el interfaz de usuario se puede dividir en tres vistas:
1. Interfaz sin marcadores: Cuando no hay marcadores que ver, simple-
mente se muestra por pantalla la vista desde la camara, as como un
indicador que informa del bloqueo, o desbloqueo, de la aplicacion, en
forma de dibujo, concretamente un candado (ver gura 4.6).
2. Interfaz con marcadores: En el momento en el que se detectan marca-
dores aparecen botones de control sobre los que se puede clickear (ver
gura 4.7).
3. Interfaz con opciones: Una vez que se han pedido las opciones de un
objeto se despliegan en forma de lista (ver guras 4.8a y 4.8b).
Figura 4.6: Vista del interfaz de usuario sin ningun marcador.
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Cabe destacar que en la esquina superior izquierda se puede ver un pe-
que~no candado de color rojo el cual indica que la aplicacion esta bloqueada.
Para desbloquear solo hay mantener pulsado un segundo en cualquier parte
de la pantalla.
Figura 4.7: Vista del interfaz de usuario con marcadores.
De esta manera, se desbloquea y el icono se vuelve de color verde.
(a) Opcion no seleccionada
(b) Opcion seleccionada
Figura 4.8: Vista del interfaz de usuario con lista de opciones.
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4.3.2. Servidor
El servidor se ha dividido en dos modulos: uno encargado de las peticiones
HTTP que tienen como n conseguir las opciones guardadas de un objeto y,
otro dedicado a interpretar las ordenes dadas desde el terminal.
Domotica: Servidor HTTP
En el caso del servidor HTTP, se usa un contenedor web Apache Tomcat
el cual responde a las peticiones que se hagan desde el cliente con el contenido
de los archivos correspondientes a los diferentes objetos (veanse las guras 4.3
y 4.4).
Domotica: Servidor de control
El esquema de las clases java que controlan el servidor y el estado de los
objetos es el que se ve en la gura 4.9
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Figura 4.9: Diagrama de clases java del servidor.
La clase Mundo.java se encarga de controlar el socket de donde extrae los
datos referentes al nombre del objeto y la opcion seleccionada.
Ademas, como ya se ha comentado, hace las veces de actuador, manifes-
tando en un mundo virtual, un Frame, los cambios que se derivan de las
acciones que el cliente hace. En este caso, se han colocado los marcadores
pertinentes junto a los objetos para hacer una vista mas atractiva, como se
puede ver en la gura 4.10.
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Figura 4.10: Vista del Mundo Virtual.
En el momento en el que recibe una opcion, que responde a uno de los
codigos 0, 1, 2 o 3, ejecuta esa opcion dependiendo del nombre del objeto.
El metodo ejecutarOpcion() recibe el mensaje ntegro del Socket, en el se
puede comprobar el nombre del objeto y la opcion elegida. Dependiendo del
objeto se actua sobre las imagenes mostradas en el Frame[48].
Domotica: Base de datos y cheros.
La clase \CrearBaseFar.java" es la encargada de controlar el registro en
la base de datos, creando las tablas y cheros, manteniendo a ambos actua-
lizados cuando desde la clase MenuBaseDatos.java se requiera.
Hace uso de la biblioteca java.sql para ejecutar los comandos de una manera
mas sencilla.
Los atributos de esta clase guardan informacion sobre la base de datos y su
acceso, as como el directorio de archivos (dentro de la carpeta \webapps"),
y la herramienta JSON, que es usada cuando se requiere escribir en el chero
de un objeto.
Por otro lado la clase MenuBaseDatos.java controla el estado de los obje-
tos, as como la representacion del Mundo virtual.
Esta clase se encargar de iniciar todos los servicios del servidor. En primer
lugar se encarga de tener un acceso a la base de datos intuitivo, de forma que
iniciado este programa, despliega un menu de control con el que se puede
actuar sobre la base de datos (gura 4.11), eliminando objetos, a~nadiendo o
consultandolos.
Tambien se encarga de iniciar el simulador Mundo.java.
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Figura 4.11: Vista del menu de control de la base de datos.
4.4. Implementacion
4.4.1. Cliente
El cliente es el encargado de hacer las peticiones pertinentes al servidor.
En total hara dos: una para saber que opciones tiene un objeto y otra para
enviar la opcion elegida.
Para saber como funciona, hace falta saber primero con que clases conta-
mos dentro del cliente, es decir, de la aplicacion Android que corre en el
terminal.
Existe una clase que controla toda la actividad de la aplicacion llamada \Ac-
tivity". Sin embargo, cabe resaltar el hecho de que se encarga de registrar los
objetos que se sabe que existen, a~nadiendoles el marcador pertinente. Cada
objeto de estos se trata de un objeto de la clase CustomObject1.java, que
controla su deteccion ademas de hacer que se visualicen los controles de los
objetos. Lo rese~nable de esta clase, a la hora de hacer las peticiones HTTP,
es una clase interna, que corre en background.
Una vez obtenida la respuesta, se crea la lista de opciones con el metodo
\crearListaDeOpciones(String respuesta)".
Cuando la lista es creada se despliega y se muestra por pantalla. En el mo-
mento en el que el usuario seleccione una de estas opciones de la lista, se
manda un segundo mensaje con su formato pertinente, a traves de un Socket
con el Servidor. Para ello, hay un segundo hilo que, con la misma estructu-
ra que el anterior produce el intercambio de informacion, es decir, corre en
Background de manera asncrona.
En el caso de la peticion de opciones ocurre el siguiente intercambio:
1. El cliente enva una peticion HTTP a la direccion \http://" + serve-
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rAddress + \:8080 / FAR / " + objetoPeticion.
2. El servidor Apache Tomcat responde con el contenido del chero (un
objeto JSON)
3. El cliente interpreta este mensaje y lo convierte a un objeto tipo Ob-
jeto.java. De esta manera el cliente tiene control sobre este objeto.
Una vez desplegada la lista, el cliente tiene dos opciones, o bien querer
interactuar sobre otro elemento, con lo que de nuevo ocurrira el proceso
anterior, o bien, querer ejecutar una de las opciones que se le muestran por
pantalla. En este caso el intercambio de mensajes se hace a traves de un
socket con el siguiente orden:
1. Se establece la conexion, se abre un Socket.
2. Se escribe en el canal de salida hacia el servidor.
3. Se cierra el canal y el Socket.
4. El servidor recibe el mensaje con el siguiente formato: \nombreObje-
to/identicadorOpcion".
5. El servidor saca la informacion relevante, el nombre del objeto sobre el
que se quiere actuar y la accion elegida.
6. El servidor ejecuta la accion sobre el objeto.
4.4.2. Servidor
Del lado del servidor, es necesario subrayar varias implementaciones.
A la hora de guardar un objeto en la estructura de cheros, hay que te-
ner en cuenta el tipo del objeto2, guardando una informacion diferente para
cada tipo (el estado es una representacion JSON de los objetos):
Para objetos de dos posiciones (TipoONOFF):
 El nombre del archivo sera el nombre del objeto (e.g.: \puerta")
 El contenido de este archivo sera:
\nombre":\puerta",\tipo":\on":false,\tipo":0,\opciones":[\0",\1"].
2En esta prueba de concepto se ha querido establecer solamente dos tipos.
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Para objetos con posiciones intermedias (TipoMODULABLE):
 El nombre del archivo sera el nombre del objeto (e.g.: \bombilla")
 El contenido de este archivo sera:
\nombre" : \ bombilla " , \ tipo " : \ on " : false, \pasoPorcentaje"
: 1, \posicionActual" : 0
, \tipo" : 1 ,\opciones" : [ \ 0 " , \ 1 " , \ 2 " , \ 3 " ] .
El tipo de los objetos su tipo, teniendo valor \1" en caso de ser MO-
DULABLE y a \0" en el caso de ser ONOFF. Estas dos clases guardan la
informacion relevante al estado del objeto.
En el caso del TipoONOFF simplemente se indica si esta o no encendido
ya que no tiene posicion intermedia, mientras que en el caso del TipoModu-
lable hace falta guardar:
1. Una variable que indica que esta apagado o es cualquier otro caso.
2. Un valor que, a la hora de subir o bajar la intensidad, usara para dar
pasos de ese valor porcentual.
3. Y por supuesto la posicion en la que se encuentra la intensidad del
objeto.
Es posible tener varios objetos. Cada uno de ellos contendra un tipo
(Tipo.java) que puede ser o bien de dos posiciones, TipoONOFF.java o de,
ademas, puntos intermedios, TipoMODULABLE.java.
El estado de los objetos reales se guarda en una clase llamada \Objeto.java",
que guarda el nombre del objeto, de que tipo se trata (ONOFF o MODU-
LABLE) y las diferentes opciones que tiene el objeto (Abrir, Cerrar, Subir o
Bajar).
Del servidor Apache es necesario destacar cuatro directorios:
1. /bin: En el se encuentran scripts de utiles para Unix y Windows, as co-
mo los de arranque y detencion del servidor (startup.sh y shutdown.sh,
respectivamente.)
2. /conf: Ficheros de conguracion.
3. /logs: Ficheros de log, es decir de control de mensajes y estado del
servidor.
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4. /webapps: Directorio de despliegue para las aplicaciones web. En este
se encuentran los archivos de este proyecto.
La clase Mundo.java se encarga de controlar los sockets. Se trata de una
clase que implementa la interface Runnable[49], con lo que se trata de un
hilo que arranca en el momento en el que se inicia el control de la base de
datos (MenuBaseDatos.java).
Ademas, la base de datos mantiene un registro de los objetos sobre los que
se puede actuar, as como sus opciones.
La base de datos contiene una tabla por cada objeto as como un regis-
tro de objetos en una tabla llamada IDandOBJECTS, como se puede ver en
la gura 4.12.
Figura 4.12: Vista de las tablas que existen en la base de datos.
La tabla que mantiene el registro de todos los objetos, IDandOBJECTS,
tiene la siguiente estructura:
Figura 4.13: Descripcion de la tabla IDandOBJECTS.
y el contenido de esta es:
Figura 4.14: Vista del contenido de la tabla IDandOBJECTS.
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Como se ha dicho, cada objeto tiene una representacion en la base de
datos en la que se guardan sus opciones. A modo de ejemplo, las siguientes
guras, 4.15 y 4.16 describen la tabla del objeto con el nombre \lampara" y
su contenido, respectivamente:
Figura 4.15: Vista de la descripcion de la tabla \lampara".
Figura 4.16: Vista del contenido de la tabla \lampara".
4.5. Escenarios de pruebas
Cronologicamente, se desarrollo en primer lugar el modulo correspondien-
te al control domotico y, a continuacion, el modulo sobre realidad aumentada
para concluir con el ensamblaje total. Las pruebas que se han ido haciendo
seguan este orden.
En el caso del control domotico se llevo a cabo pruebas con uno o varios
usuarios. Los posibles errores podan ser:
Respuesta del servidor Apache: al haber varias peticiones, cabe la po-
sibilidad de que no pueda reaccionar a alguna. El escenario en el que
nos movemos implica pocos terminales haciendo peticiones.
Respuesta del programa MenuBaseDatos.java: surge de la misma preo-
cupacion que hubo sobre la respuesta del servidor. En este caso no
hubo ningun problema sobre el control ya que el numero de peticiones
es considerablemente reducido.
Sobreescritura de los archivos dentro del directorio \webapps": ya que
se controla la lectura y escritura desde un programa, que no corre como
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un script dentro del servidor, caba la posibilidad de que no se pudieran
sobreescribir los archivos.
Por otro lado, la parte que se encarga del sistema de realidad aumentada
poda tener los siguientes:
Reconocimiento de los marcadores: la lectura de los marcadores de-
pende de la cantidad de estos que se vea, dependiendo del angulo y/o
supercie. En ciertas circunstancias, como angulos demasiado abiertos,
pueden surgir brillos que diculten la distincion de los marcadores.
Intercambio de mensajes: en el momento en el que se abren las peti-
ciones por parte del cliente hace falta controlar el cierre de las mismas
para no saturar al terminal ni a la red.
La aplicacion nal dependa del ensamblaje de estas dos partes. El metodo
que se siguio fue el de incluir, dentro del codigo de reconocimiento de mar-
cadores, el del cliente de pruebas del sistema de control domotico, probando
cada nuevo modulo uno a uno hasta el ensamblaje total.
Escenario Descripcion
Respuesta del servidor Varios clientes piden informacion al servidor
Programa de control de la base de datos A~nadir, eliminar y ver la informacion guardada en la base de datos
Escritura de los archivos del directorio \webapps" Escribir, leer y actualizar los cheros de los objetos
Reconocimiento de marcadores Lectura e identicacion de diferentes marcadores
Intercambio de mensajes Intercambio de informacion entre cliente y servidor
Aplicacion nal Correcto funcionamiento del sistema completo
Cuadro 4.1: Escenarios de pruebas.
La tabla 4.1 recoge el total de las pruebas realizas.
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Captulo 5
Historia del proyecto
En las siguientes secciones se hace un repaso de como se ha llevado a cabo
este trabajo, desde el planteamiento inicial hasta el resultado nal. Ademas
se a~nade un presupuesto posible
5.1. Fases de desarrollo
En el desarrollo de este trabajo se han pasado por varios puntos de in-
exion, relacionados tanto con la posibilidad de compatibilizar el estudio de
ultimas asignaturas as como empleos no relacionados con este campo de
estudio.
Primera fase: la idea En Enero de 2013 se propuso la idea de crear un
sistema que reconociera los objetos a traves de la camara al que mas
tarde iba a ser el tutor de este trabajo.
La idea surge de un momento de reexion personal en el que me pregun-
taba si existira alguna forma de hacer un mando universal y sencillo
(empujado por un artculo sobre el Internet de las Cosas).
Segunda fase: primera conversacion A las pocas semanas se mantuvo
una conversacion sobre el tema, en la que se sugirieron ideas a vuela
pluma, ya que se trataba de un proyecto que no iba a empezar hasta
el siguiente a~no academico.
Tercera fase: intercambio de correos Al comienzo del a~no academico 2013
2014 se intercambiaron correos entre el tutor y el autor para concretar
una primera reunion y hablar sobre el tema para denir que es lo que
se quiere hacer.
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Cuarta fase: primera reunion En esta reunion se hizo un repaso sobre
cual queramos que fuese el resultado nal. De esta manera se vieron dos
problemas a solventar, el primero, encontrar los objetos, y el segundo,
controlarlos de alguna manera.
Quinta fase: investigacion sobre tecnologas Desde septiembre de 2013
hasta noviembre de ese mismo a~no se valoraron las diferentes opciones.
Lo que quedo claro es que iba a ser en Android debida a que su codigo
esta en abierto.
Sexta fase: aprendizaje Android Para el aprendizaje Android se hizo
llegar al autor una Tablet Galaxy, con sistema operativo Android 4.1,
con la que poder iniciarse en la programacion Android. Ya que se tra-
taba de un concepto que no se haba estudiado a lo largo de la carrera,
necesitaba aprenderlo antes de todo. A modo de practica se desarrolla-
ron varias aplicaciones sencillas como un conversor digital o un contador
de letras sobre un cuadro de texto.
Una vez adquirida cierta destreza en ejercicios sencillos, se paso a in-
tentar desarrollar un programa para encontrar objetos y reconocerlos.
Septima fase: posicionamiento indoor Ya que se trataba de un campo
que no haba tratado a lo largo de mis estudios valoramos cada una de
los caminos posibles, acotando las posibilidades en dos opciones claras:
modelado del entorno o reconocimiento visual.
El reconocimiento visual se dejo de lado ya que pareca ser algo mas
complicado que la primera opcion, de manera que se puso en marcha
la investigacion y desarrollo de una aplicacion que modelase una habi-
tacion de base rectangular basandose en las se~nales WiFi de diferentes
puntos de la sala.
Para llegar a ello, en primer lugar, se desarrollo una aplicacion capaz
de leer las se~nales WiFi, su intensidad y punto de acceso, guardarlo y
comparar la situacion del terminal con todos los guardados, resultando
dar una posicion de entre estas, es decir, un sistema de localizacion
basado en se~nales WiFi a relativa peque~na escala (5-10 metros).
Las reuniones se iban sucediendo cada varias semanas, ya que se com-
paginaban con el estudio de las asignaturas nales, habiendo llegado ya
a marzo con un programa que modelaba una habitacion rectangular,
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pero que no funcionaba muy correctamente debido a la uctuacion de
las se~nales de las que dependa.
Octava fase: cambio de direccion Despues de varias reuniones y mucha
investigacion sobre el posicionamiento indoor sobre el que nos queramos
basar para encontrar el resto de objetos, quedo claro que era mejor
optar por la otra posibilidad. De esta manera, en abril se enfoco el tra-
bajo por esta otra va, el reconocimiento de objetos. El problema era
la llegada inminente de los examenes nales, con lo que el desarrollo se
postpuso para despues de estos.
Novena fase: reconocimiento de objetos El 15 de julio de 2014 se llevo
a cabo una reunion en la que quedaba claro cual iba a ser el resultado
nal: un reconocedor de marcadores que, a traves de un interfaz de
usuario sencillo, se pudiera actuar sobre objetos de la vida cotidiana,
que seran representados en un mundo virtual. Pero la disponibilidad
en verano fue escasa debido a empleos varios, as que no sera hasta
agosto cuando se comenzase a trabajar con este objetivo mas concreto.
Decima fase: Desarrollo de la solucion A comienzos de agosto comen-
zaron las horas frente el ordenador, empezando por plantear un dise~no
y una arquitectura del programa, pensando en los requerimientos y re-
cursos necesarios para llevarlo a cabo. En esta memoria se reeja este
resultado.
5.2. Presupuesto
A continuacion se justican los costes globales de la realizacion del pre-
sente Trabajo Fin de Grado.
Desde la idea primigenia, hasta la entrega de esta memoria, pasan 20 meses,
compatibilizandose con los estudios de los dos ultimos cursos de la carrera,
con examenes nales, tareas del curso academico, as como otras obligaciones
laborales de otro ambito.
El presupuesto se basa en el desarrollo del proyecto del apartado 1.4:
1. Fase 1: Analisis del problema inicial: Prolongandose hasta 12 meses,
con un total de unas 100 horas.
2. Fase 2: Aprendizaje inicial de Android: 50 horas.
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3. Fase 3: Desarrollo de un primer sistema de localizacion indoor: 60 horas.
4. Fase 4: Concrecion del problema nal a solventar dividido en:
Fase 4.1: Concrecion de las partes necesarias para resolver el pro-
blema: 5 horas.
Fase 4.2: Dise~no del control domotico: 5 horas.
Fase 4.3: Dise~no del sistema de realidad aumentada: 5 horas.
5. Fase 5: Desarrollo de un programa de uso sencillo para el manejo de la
base de datos: 6 horas.
6. Fase 6: Desarrollo de un servidor ocupado en resolver las consultas del
cliente, as como manejar la informacion de los diferentes cheros: 15
horas.
7. Fase 7: Desarrollo de un cliente que realiza las consultas e interpreta
las respuestas del servidor: 5 horas.
8. Fase 8: Desarrollo de un interfaz en el servidor que muestre los cambios
que se realizan en el entorno: 3 horas.
9. Fase 9: Desarrollo de un interfaz en el cliente que muestre los obje-
tos con los que se puede interactuar, as como sus diferentes acciones
posibles: 4 horas.
10. Fase 10: Pruebas Cliente - Servidor: respecto a la peticion y resolucion
de respuestas: 5 horas.
11. Fase 11: Desarrollo de un motor de reconocimiento de etiquetas: 10
horas.
12. Fase 12: Pruebas de reconocimiento a traves de una aplicacion Android
que pueda leer e interpretar las diferentes etiquetas: 4 horas.
13. Fase 13: Aplicacion nal, de uso sencillo e intuitivo, que auna las partes
anteriormente diferenciadas: 2 horas.
14. Fase 14: Pruebas nales realizadas para depuracion del programa, con
diferentes individuos no necesariamente familiarizados con el tema: 10
horas.
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Fase Tema Numero de horas
1 Analisis del problema inicial 100
2 Aprendizaje inicial de Android 50
3 Desarrollo de un primer sistema de localizacion indoor 60
4.1 Concrecion de las partes necesarias para resolver el problema 5
4.2 Dise~no del control domotico 5
4.3 Dise~no del sistema de realidad aumentada 5
5 Desarrollo de un programa para el manejo de la base de datos 6
6 Desarrollo de un servidor 15
7 Desarrollo de un cliente 5
8 Desarrollo de un interfaz en el servidor 3
9 Desarrollo de un interfaz en el cliente 4
10 Pruebas Cliente - Servidor 5
11 Desarrollo de un motor de reconocimiento de etiquetas 10
12 Pruebas de reconocimiento 4
13 Aplicacion nal 2
14 Pruebas nales 10
Total horas 289
Cuadro 5.1: Fases del proyecto y horas invertidas.
En la tabla 5.1 se puede ver la division del trabajo, concluyendo en un
total de 289 horas. Estableciendo una tarifa de 20 euros a la hora, el coste
de personal asciende a 5780 euros.
Por otro lado, hay que atender al equipo y programas que se han usado:
Software




2. Servidor Apache Tomcat (Linux).
3. MySQL
4. Scribus (programa de dise~no de imagenes usado para editar mar-
cadores)
5. Java (para el control del servidor y la base de datos)
Harware
1. Ordenador portatil con S.O. Windows.
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2. Ordenador portatil con S.O. Linux.













Ordenador portatil con S.O. Windows 780
Ordenador portatil con S.O. Linux 300




Cuadro 5.2: Presupuesto de SoftWare y HardWare.
En la tabla 5.2 se tiene en cuenta el coste del SoftWare y del HardWare,
que, junto a la tabla 5.1, componen la tabla 5.3, que muestra el presupuesto
total, aplicando un a~nadido de costes indirectos de un 20% y un I.V.A. del
21%:
Concepto Precio en euros
Coste personal 5780
Coste SW y HW 1448
Costes indirectos (20%) 1445.6
I.V.A. (21%) 1821.46
Total 10495.06
Cuadro 5.3: Presupuesto total.
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Ascendiendo a un total de diez mil cuatrocientos noventa y cinco euros y
seis centimos.
5.3. Planicacion
En la tabla 5.4 se muestra una descomposicion del trabajo en tareas de
cada una de las fases generales citadas en el presupuesto, as como las horas
que le corresponden a cada una de ellas.
La planicacion del proyecto se ha previsto teniendo en cuenta las cir-
cunstancias personales a lo largo del proceso llegando a sumar 289 horas, lo
que en terminos de jornada laboral de 6 horas diarias, nos lleva a un total de
10 semanas, dos meses y medio, un tiempo cercano al previsto de 8 semanas.
Es decir, el proyecto ha llevado un 25% mas de tiempo previsto.
En el apartado 5.5 se describe, a traves de un diagrama de Gantt, la conse-
cucion de las diferentes tareas.
5.4. Reexiones personales
Para la realizacion de este proyecto, ha sido necesario el estudio de varias
tecnologas y plataformas de las cuales no se tena ninguna nocion, como
Android y sus bibliotecas o la Realidad Aumentada, lo que ha supuesto un
gran esfuerzo personal para adquirir estos conocimientos, poder conocerlos
de forma individual, para mas tarde unirlos con un n comun.
Al comienzo del proyecto, es decir, en el momento de encontrar documenta-
cion sobre las tecnologas y herramientas implicadas, la estimacion del tiempo
era difcil de calcular. Por esa misma razon se comenzo, con el curso academi-
co, a investigar sobre este proyecto. Segun pasaban las semanas se empezaba a
atisbar la complejidad real de cada sistema, haciendo que el proponer reunio-
nes e hitos fuera algo totalmente inservible, ya que se pedenda del ritmo de
lectura y comprension, haciendo que el proyecto se demorara.
Por otro lado, la biblioteca AndAR no cuenta con una documentacion exce-
siva, ni con un API[50] que explique su uso, de manera que la unica manera
de poder desarrollar y avanzar algo sobre esta tecnologa era la consulta a
terceros, en foros sobre el tema que, naturalmente, usaban el ingles. Inter-
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actuar en este idioma, as como leer documentacion tecnica en el mismo, ha
supuesto una oportunidad para aprender esos tecnicismos que en el futuro
hara falta saber y, sobre todo, para poder practicar y desenvolverme.
Como conclusion nal, decir que, pese a la dicultad que en primera ins-
tancia se saba que iba a tener este proyecto, desde el inicio se planteo como
un reto al cual nos sumamos tanto mi tutor como yo mismo, con ganas de
saber hasta donde podemos llegar y de que cosas podemos hacer con estos
dos campos, tan interesantes y diferenciados, como son la Domotica y la
Realidad Aumentada. Sin embargo, segun se acercaba el nal, se vea cre-
cer esta aplicacion, resultando ser precisamente aquello que en un principio
nos habamos propuesto. >Que decir de poder llevar un sistema propio en tu
Smartphone y poder hacer uso de el, aunque sea en un hogar virtual?. Espero
poder continuar con este trabajo para llegar a esa propuesta del apartado 6.3,
a traves de estudios futuros, y poder desarrollar algo real, util y en benecio
del conocimiento tecnologico.
5.5. Diagrama de Gantt
En la pagina 70 se puede ver el diagrama de Gantt.
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Fase Tema Numero de horas
1 Analisis del problema inicial 100
1.1 Busqueda de documentacion de las diferentes tecnologas 20
1.2 Valoracion de las diferentes tecnologas 80
2 Aprendizaje inicial de Android 50
2.1 Documentacion sobre Eclipse 4
2.2 Instalacion de Eclipse 2
2.3 Documentacion sobre programacion en Android 4
2.4 Conguracion de Eclipse con librera Android 2
2.5 Desarrollo de peque~nas aplicaciones 36
3 Desarrollo de un primer sistema de localizacion indoor 60
3.1 Conguracion del programa para el uso del modulos como WiFi del terminal 2
3.2 Desarrollo del programa 50
3.3 Pruebas del programa 8
4 Concrecion del problema nal 15
4.1 Concrecion de las partes necesarias para resolver el problema 5
4.2 Dise~no del control domotico 5
4.3 Dise~no del sistema de realidad aumentada 5
5 Desarrollo de un programa para el manejo de la base de datos 6
5.1 Dise~no de las tablas 0.5
5.2 Dise~no del programa de control de la base de datos 4.5
5.3 Pruebas del programa de control de la base de datos 1
6 Desarrollo de un servidor 15
6.1 Dise~no de los cheros 0.5
6.2 Despliegue del servidor Apache Tomcat 0.5
6.3 Desarrollo de un programa que modique los archivos del servidor Apache 2
6.4 Desarrollo de un controlador de peticiones de Sockets 2
6.5 Desarrollo de un programa que controle el estado de los objetos 10
7 Desarrollo de un cliente 5
7.1 Desarrollo de un programa de prueba para hacer peticiones HTTP 3
7.2 Desarrollo de un programa de prueba para realizar comunicaciones por Sockets 2
8 Desarrollo de un interfaz en el servidor 3
8.1 Desarrollo de un mundo virtual que simule los cambios de estado de los objetos 3
9 Desarrollo de un interfaz en el cliente 4
9.1 Desarrollo de un interfaz sencillo para realizar pruebas sobre lo anterior 4
10 Pruebas Cliente - Servidor 5
10.1 Pruebas con varios usuarios 5
11 Desarrollo de un motor de reconocimiento de etiquetas 10
11.1 Documentacion sobre reconocimiento de objetos y etiquetas 8
11.2 Desarrollo de un programa de reconocimiento de etiquetas 2
12 Pruebas de reconocimiento 4
12.1 Pruebas sobre el programa de reconocimiento 4
13 Aplicacion nal 2
13.1 Ensamblaje de las diferentes partes del proyecto 2
14 Pruebas nales 10
14.1 Pruebas de todo el sistema con varios usuarios 6
14.2 Mejoras sobre interfaces tanto cliente como servidor. 4
Total horas 289
Cuadro 5.4: Planicacion de tareas.

Captulo 6
Conclusiones y trabajo futuro
En este captulo se hace un repaso de los objetivos planteados y el grado
de satisfaccion, ademas de una vista hacia el futuro, tanto de las tecnologas
estudiadas para el desarrollo de este trabajo, como de este sistema.
6.1. Consecucion de objetivos
En el apartado 1.3 se dispusieron una serie de objetivos, planteados como
meta a la hora de desarrollar este proyecto. Veamos a continuacion como se
han ido superando:
Objetivos generales:
1. Implementar un sistema comodo para interactuar con el
entorno del hogar: Se trata de una aplicacion que se lleva en el
terminal movil, con lo que su uso es tan comodo como el disponer
del terminal al alcance de la mano, donde todos los objetos pueden
ser controlados con un unico aparato.
2. Desarrollar un sistema de control sobre los objetos que
sea ampliable de forma sencilla y facil de implementar:
En este sentido, se ha conseguido desarrollar un sistema completo
cuya ampliacion es bastante sencilla, ya que hace falta cambiar
pocos parametros y a~nadir pocas lneas de codigo en el momento
en el que se quiera a~nadir mas objetos para ser controlados.
3. Desarrollar un sistema de identicacion y reconocimiento
de objetos simple: En este proyecto la deteccion de los objetos
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se ha basado en la deteccion de los marcadores que los representan.
En este sentido hubiera sido mucho mas atractivo haber hecho este
reconocimiento directamente sobre el objeto. No obstante, se ha
conseguido poder identicarlos e interactuar con ellos.
4. Desarrollar un interfaz de usuario intuitivo y de facil ma-
nejo para el control del sistema: Desde luego el uso de la
camara e interactuar directamente sobre la vision a traves de ella
es el sistema mas intuitivo, mucho mas alla que un control del
estilo \mando a distancia", donde tener que saber como manejar
un menu y recordar donde se encuentra cada elemento dentro de
ese menu.
Objetivos especcos:
1. Conocer el sistema Android y el uso de la biblioteca An-
dAR: Sin lugar a dudas se ha conseguido conocer, en la profun-
didad que marcaba este proyecto, el sistema Android, as como la
programacion en esta plataforma. El uso de la biblioteca AndAR
queda en contrapartida como algo no tan explorado, ya que no se
usa su motor de dibujo de guras geometricas.
2. Integrar funcionalidades de Realidad Aumentada propor-
cionadas por Google en una aplicacion Android: El punto
fuerte de esta aplicacion es el de a~nadir a la realidad que vemos a
traves de la camara una realidad creada a criterio del autor, cosa
que desde luego se ha conseguido al superponer botones de control
sobre la vista de la camara.
3. Desarrollar una base de datos de facil manejo y uso, as co-
mo un sistema de cheros donde guardar la informacion
de estado del entorno del hogar: El sistema de cheros y la
base de datos son de uso sencillo debido al desarrollo de un pe-
que~no programa para poder manejar, cambiar, eliminar y a~nadir
objetos.
Gracias a la consecucion de todos estos objetivos se ha llegado al n ulti-
mo, una aplicacion que muestre las posibilidades que la realidad aumentada
tiene en el control del hogar.
En denitiva se ha logrado una aplicacion atractiva y novedosa para disposi-
tivos Android con una interfaz de usuario sencilla y agradable que, mediante
el uso de Realidad Aumentada se vuelve intuitiva, cumple con el objetivo de
controlar el estado de diferentes elementos de un entorno.
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6.2. Reexion personal sobre el futuro
En el futuro nuestras mascotas estaran conectadas a Internet, nuestra
bascula a nuestro medico de familia y un osito de peluche podra rega~nar a
nuestros hijos o incluso avisarnos si se han conectado a Youtube en mitad de
la noche.
Podremos congurar noticaciones como \su asado esta preparado" o \su hi-
jo acaba de aparcar en su garaje". Todo esto dependera de lo que queramos
que este conectado, y como lo queramos.
A lo largo de este documento hemos tratado diferentes opciones para ha-
cer funcionar un control sobre nuestros hogares y las opciones que nos da
la domotica y la realidad aumentada para hacer de nuestra vida algo mas
sencillo. Sin embargo, todava no hemos mirado hacia el futuro mas o menos
inmediato. En este captulo veremos que opciones podremos tener dentro de
pocos a~nos.
6.2.1. Reconocimiento de objetos
En este trabajo se ha mencionado que algunos sistemas de A.R. trabajan
con imagenes. Para ello hace falta un sistema que compare la imagen vista
con una gran base de datos de imagenes.
Cada a~no Imagenet[51], desde 2010, propone una competicion en la que se
consiga mejorar de forma importante el reconocimiento de objetos, propo-
niendo que los participantes lleven a cabo un software para tal n. El reto
se basa en tres objetivos: deteccion, clasicacion, y localizacion. El pasado
5 de septiembre de 2014 en el blog de investigacion de Google[52], Chris-
tian Szegedy, ingeniero de Software de Google, posteo un artculo titulado
\Construyendo un entendimiento mejor de las imagenes" en el que se descri-
be como el equipo de google, GoogLeNet, ha ganado el primer premio de este
a~no. La clave de su exito ha sido la simpleza de su tecnologa. Cada repaso
de la imagen se asegura de forma mas na y ajustada sobre que es lo que
esta viendo.
Google ha puesto a disposicion de los desarrolladores toda la documentacion
para replicar, usar y modicar al gusto. Con esta base cualquier sistema de
interactuacion con imagenes y/o marcas, como el de este trabajo, podra ser
potenciado, haciendo de su uso algo todava mas sencillo.
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Figura 6.1: Objetos vistos con la solucion de Google al reto ImageNet.
6.2.2. Realidad Aumentada
La realidad no solo es la que conocemos, en un plano fsico y terrenal.
Cada vez estamos mas cerca de un mundo dinamico y moldeable a nuestro
parecer, de dar un nuevo sentido a lo que vemos, aumentando una realidad
con contenidos mas atractivos e interesantes para los usuarios.
Poco a poco se van desarrollando productos que formaran parte de nuestro
kit de accesorios, como Google Glass[53]. Steven K. Feiner[54], profesor de la
universidad de Columbia dijo que la integracion de la RA a nuestras vidas
\sera como mudarse de los audfonos grandes a los earbuds" a~nadiendo que
\cuando son peque~nos y comodos no te sientes raro, sino cool", idea que
aplicable a la RA.
Distintos analistas tecnologicos comparten la opinion de que para el a~no 2020
la RA este presente en nuestras vidas, aunque naturalmente existen diferen-
tes opiniones sobre lo bueno o malo que sera esta tenologa para nuestras
vidas, basandose en la actividad social, en la conexion total del ser humano
a redes y de posiblemente la desaparicion de su intimidad.
Steve Mann, considerado el padre de la RA sostiene que sera un benecio su
uso para la sociedad, aumentando la calidad de vida y la informacion dispo-
nible. Se trata de un sistema para ver mejor el mundo ya que hay muchas
cosas en el mundo que no se pueden ver hasta el momento.
En contrapartida, Nicola Liberati[55], en la misma Augmented Reality Expo
[56] menciono que \no deberamos poner nuestra atencion unicamente en lo
que podemos hacer con esta tecnologa, sino mas bien en lo que nos convertire-
mos por usarla". Elementos como Google Glass nos puede hacer plantearnos
la legalidad de alguna informacion que puede exponer su seguridad y con-
dencialidad as como sus efectos sobre los seres humanos, quiza haciendonos
mas dependientes de maquinas.
En cualquier caso, ambos puntos de vista deben evolucionar observando cua-
les son los efectos que esta tecnologa provoca ya que estamos solo en el
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comienzo del cambio.
Figura 6.2: Ejemplo de uso futuro de R.A.
6.2.3. Casas inteligentes
La domotica ayuda a dar cierta inteligencia, cierta capacidad de decision
y automatismo a los hogares, convirtiendolos en Casa Inteligentes. El cui-
dado de jardn o actividades tpica del hogar que requieran cierto tiempo y
sean bastante rutinarias se pueden sustituir por parte de las instalaciones ha-
ciendolas por cuenta propia cuando sea congurado. Los dispositivos estaran
conectados a una red, permitiendo su control mediante cualquier dispositivo
con acceso a esa red.
Un ejemplo es el \proyecto Basalte: Altea Hills". Se trata de un conjunto
de residencias de lujo con tecnologa domotica de ultima generacion.
Tendremos capacidad de control sobre cualquier elemento que queramos pu-
diendo usar el mando a distancia de la TV, el movil, la tablet o el smartwatch.
Todo esto hara de nuestras casas un lugar mas controlable, con mayor nume-
ro de opciones que nos dejaran tiempo para dedicarnos a las actividades que
realmente mas nos interesen, aumentando nuestro tiempo libre.
Las casas produciran su propia electricidad y daran calor al mismo tiem-
po que reducen el consumo y la emision de CO2. Las placas solares y la
gestion de residuos seran pilares clave. Los interiores tendran los mejores ais-
lantes, pinturas que repelen el calor o el fro, seran adaptativas y cambiaran
en funcion de los inquilinos. Los sistemas de higiene ayudaran a que los usua-
rios puedan mejorar su salud, conectandose incluso con su hospital. Tambien
monitorizaran su estado de salud y de animo pudiendo incluso cambiar el
hilo musical.
Naturalmente los electrodomesticos inteligentes tendran cada da mayor nume-
ro de opciones, podremos interactuar con ellos con una sensacion casi huma-
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na, pudiendo pedir a nuestra cocina que nos prepare la comida con una orden
hablada y contestada al mismo estilo de Siri[57].
Figura 6.3: Casa inteligente
6.2.4. Internet de la cosas
Un mundo de objetos inteligentes interconectados entre s.
Una de las ventajas de este mundo es que todos los sectores pueden sacar be-
necio de estas tecnologas, siempre que haya conexion a una red, capacidad
de analisis en tiempo real y protocolos que establezcan los procesos a seguir.
IDC[58] preve que para el a~no 2020 el Internet de las Cosas generara unos
ingresos de 7 billones de dolares a nivel mundial, que para entonces habra 200
mil millones de dispositivos y objetos conectados a redes presentes en cual-
quier ambito de nuestra vida.
Para que estos numeros ocurran se estan enfocando los esfuerzos por par-
te de compa~nas como Intel en el desarrollo, entre otros, de procesadores de
bajo consumo y servidores que den servicio sencillos, simples y ables.
El gran volumen de datos que se estara intercambiando por segundo es un
desafo al que hay que hacer frente, necesitando saber como y que informa-
cion basica y mnima se debe intercambiar. Pero no es el unico. La idea del
internet de las cosas es hacer que las actividades rutinarias sean automaticas
y que las que no lo sean pasen a caracterizarse por su sencillez.
En los ultimos meses los dispositivos conectados de uso personal como Smartw-
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hatches o Gafas de AR y prendas tecnologicas, las wearables, son la novedad
en el internet de las cosas: tienen en comun que el usuario las lleva encima,
como complemento, ofreciendo informacion en tiempo real.
Estamos hablando de que Internet llegue a todas las cosas. El internet de
las cosas va mucho mas alla de elementos electronicos, quiere llegar a todos
los objetos del planeta. Monitorizar cosechas, automatizar sistemas de rega-
dio dependiendo del estado de los alimentos, saber donde esta nuestro gato,
informar del nivel de tinta que tiene nuestra pluma.
En una vision de futuro, todos aquellos que quieran estar conectados lo
podran estar. Naturalmente existen ciertas limitaciones como el acceso a
Internet o la cobertura de datos, problemas sobre los cuales se trabaja de
forma continua desde el nacimiento de las redes de datos.
Frederic Alluin, cofundador de Intelygenz (uno de los 2000 elegidos para
formar parte del proyecto Google Glass), preere referirse a este termino co-
mo \el Internet de Todas las Cosas", ya que \basicamente dentro de poco
todo estara conectado. Los objetos cotidianos y tambien los habitos de las
personas - si dormimos bien, mi salud en general - y cada uno de estos datos
sera almacenado, procesado y utilizado para mejorar nuestras vidas que, al
n y al cabo, es el objetivo nal".
El desarrollo de objetos inteligentes abre la va a nuevas experiencias y formas
de utilizar la tecnologa en el da a da. Es seguir viviendo cokmo hasta ahora
pero con un acceso casi permanente a una informacion que nos hace la vida
mas sencilla e interesante, como LG Home Chat[59], que permite controlar
los electrodomesticos e, incluso, progamar pautas concretas para todos ellos
con una sola orden.
Objetos como una cafetera que se conecta a Internet y, a traves de una
App, permite congurar el cafe a nuestro gusto son los denominados \App-
cesorios", dispositivos que funcionan con una App y se controlan desde un
terminal
Para septiembre de 2014 tiene previsto IABSpain[60] poner en marcha una
comision dedicada en exclusividad al Internet de las Cosas. Se trata de una
empresa dedicada a la investigacion de mercados, que en el caso del Internet
de las Cosas, cree que son los usuarios los que van por delante, y que ellos
son los que marcan el camino, debiendo las empresas identicar como generar
valor a~nadido para satisfacer sus demandas.
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Uno de los mayores problemas que existen en las telecomunicaciones y
redes en general es el de la seguridad. En este mundo en el que todo esta co-
nectado un hacker malintencionado podra hacerse con el control de nuestras
casas o vehculos, y hoy en da no estamos preparados para esto. Los sis-
temas de seguridad deben avanzar al mismo ritmo que estos sistemas antes
de que lleguen a nuestras vidas cotidianas. Esta cuestion como su precio,
que ira descenciendo de manera progresiva, son los dos obstaculos que no
permiten todava que esto sea una realidad de manera masiva, aunque su
superacion sera cuestion de tiempo y dedicacion. La pregunta es:
>Estamos preparados para utilizar toda esta tecnologa?
6.3. Lneas de trabajo futuro
En esta seccion se proponen diferentes formas de potenciar este trabajo,
incluyendo nuevos sistemas que estan en desarrollo. Si se dispusiera de mas
tiempo para poder ampliar, documentar y a~nadir este proyecto, se hubiera
podido llegar a ese ideal, a esa idea primera que se planteo como semilla de
este texto. Veamos a continuacion que opciones podemos a~nadir.
6.3.1. Reconocimiento de objetos
Como se ha comentado en el apartado 6.2.1 el futuro practicamente in-
mediato es el de poder realmente distinguir los objetos por sus caractersticas
fsicas, apuntando directamente con nuestra camara del movil en vez de tener
que crear un sistema de reconocimiento de marcadores como se ha hecho en
este proyecto.
De esta manera, incluir esta posibilidad en esta aplicacion hara de ella algo
mas atractivo, sencillo e intuitivo de manejar, tanto para el usuario como
para el desarrollador, que tendra que simplemente no preocuparse por rea-
lizar ni los marcadores ni una relacion uno a uno con los objetos a los que
representa.
6.3.2. Realidad Aumentada
En el apartado 2.2 se pueden ver las posibilidades de la realidad aumenta-
da, que son bastante numerosas. A la hora de presentar la informacion sobre
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la imagen que se ve a traves de la camara del terminal, se podra desarrollar
una interfaz mas atractiva:
A~nadir una barra de progreso para decidir subir y bajar la intensidad
de las luces.
En el caso de elementos que requieran indicar una posicion, presentar un
sistema animado para poder seleccionar la posicion (como en persianas,
puertas o ventanas)
Con los elementos que se pueden reconocer pero que no se divisa su
interfaz principal (como la pantalla de un ordenador que se pueda ver
desde atras), a~nadir una visualizacion en tiempo real, duplicando la
imagen del ordenador sobre la pantalla del terminal.
En aparatos de radio o de musica a~nadir una presentacion para contro-
lar el volumen o el cambio de pista con los botones clasicos como Play,
un triangulo; Pause, dos barras verticales; etc.
Poder imprimir en impresoras en red.
Reconocimiento de mascotas, pidiendo informacion de su estado, o cita
con su veterinario.
Etc.
6.3.3. Domotica: casas inteligentes
Con cada vez casas mas inteligentes y automatas, cabe la posibilidad de
a~nadir un protocolo para a~nadir, no solo las acciones que queramos nosotros
sobre un elemento, sino reconcer e identicar las posibilidades propias del
objeto, preconguradas por su fabricante, como hacer la compra por Internet
por parte del refrigerador o encender la alarma del hogar.
6.3.4. Internet de las cosas
El maximo nivel al que podra llegar este trabajo es el de desarrollar un
sistema de protocolos y lenguajes que estandaricen una casa inteligente, con
un control domotico basado en el reconocimiento de objetos a traves de la
Realidad Aumentada. De esta manera, cada elemento estara conectado a la
red e intercambiara informacion directamente con el terminal, de manera que
este entendiera y pudiera mostrar al usuario las opciones que le corresponden
a cada elemento sin necesidad de pasar dicha informacion por un servidor,
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es decir, desde el objeto mas peque~no al mas grande del hogar, o incluso
los seres vivos que de alguna manera (quiza una pulsera o un collar) esten
conectados a la red, pudiera ser controlado desde nuestro terminal.
Figura 6.4: Habitacion vista desde el terminal en un futuro.
Captulo 7
Apendices
En este apartado se incluyen los manuales de instalacion del sistema
as como de uso de la aplicacion nal.
7.1. Manual de instalacion
Para la instalacion hace falta un entorno Linux donde poder instalar
MySQL, as como el servidor Apache y los programas de control del servidor.
Instalar MySQL: Vaya a \http://dev.mysql.com/doc/refman/5.0/es/
linux-rpm.html" y siga las instrucciones.
Instalar Apache Tomcat: Vaya a \http://www.nexolinux.com/apache-
tomcat-7-instalacion/" y siga las instrucciones.
Crear el servidor: Copie la carpeta \FAR" en el directorio \webapps"
de su servidor Apache.
Instalar los .java: La carpeta javaFAR puede copiarla en cualquier lugar
de su maquina, pero es necesario cambiar una lnea de codigo. Vaya
a la clase \CrearBaseFar.java" y vera como hay un atributo llamado
\directorioCarpetasObjetos", introduzca en ella el directorio donde ha
instalado Apache, es decir \directorioApachewebappsFAR"
Para el uso de Eclipse y las libreras Android, vaya a la maquina donde
tenga instalado Eclipse. Si no lo tuviera visite
\http://www.eclipse.org/downloads/" y descarge la version \Eclipse IDE for
Java Developers".
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1. Descargar SDK de Android: Vaya a la siguiente direccion
\http://developer.android.com/intl/es/sdk/index.html" y descargue la
ultima opcion disponible en cualquier ubicacion.
2. Descargar el plugin Android para Eclipse: Haga click en \HelpInstall
new software" y indique la URL de descarga
\https://dl-ssl.google.com/android/eclipse/". Seleccione el paquete \
DDMS " y \ Android Development Tools"
3. Congurar el plugin: En la ventana de conguracion de Eclipse acceda
a la seccion de Android e indique en el cuadro \SDK location" la ruta
del paso 1.
4. Congurar SDK targets: En la pesta~na \WindowAndroid SDK and
AVD Manager" vaya a la seccion \Available Packages" y seleccione
todos los paquetes deseados. En este caso es necesaria una version su-
perior a Android 4.2.
Una vez instalado el SDK de Android, importe el proyecto y siga las
instrucciones del siguiente apartado, Manual de Usuario para poder disfrutar
de la aplicacion.
7.2. Manual de usuario
Una vez realizada la instalacion correctamente (ver 7.1) se puede hacer
uso de la aplicacion. Para ello debe congurar previamente lo siguiente:
1. Lanzar el servidor: Para ello vaya a directorioInstalacionApacheapache-
tomcat-xxxbin/ (siendo x los numero referentes a la version instalada).
Una vez en ese directorio ejecute \./startup.sh". (Para detener el ser-
vidor, en este mismo directorio ejecute \./shutdown.sh"
2. Lanzar Mundo.java y el Menu de control de la base de datos: Para ello
vaya a la carpeta directorioInstalacionjavaFAR y ejecute el siguiente co-
mando: \javac -classpath .lib*:.class:. MenuBaseDatos. De esta manera
vera lo mismo que en la captura de la gura 4.11 as como aparecera en
una nueva ventana una vista del mundo que controlar, igual que en la
gura 4.10
3. Conocer la direccion IP del servidor: Vaya al terminal de la maquina
donde ha lanzado su servidor y escriba \sudo ifcong". Introduzca su
contrase~na si se requiere, y recuerde la direccion IP de la red a la que
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esta conectado (en caso de ser una VPN el terminal debe estar tambien
conectado a la misma, si se trata de una direccion publica no hace falta
que el terminal lo este).
4. Cambiar la direccion IP en la aplicacion: Arranque Eclipse y en la
carpeta del proyecto vaya al directorio src y entre en la clase \Custo-
mObject1.java". Vera que uno de los atributos de esta clase se llama
\serverAddress", cambie la direccion que viene por defecto e introduzca
la que anoto en el paso anterior.
5. Lanzar la aplicacion en el terminal: Conecte su terminal al puerto USB.
Haga click derecho sobre la carpeta que recoge todo el proyecto dentro
de su navegador de proyectos de Eclipse. Vaya a \Run As" y haga
click en \Android Aplication". La aplicacion quedara instalada en su
terminal.
6. Usar la aplicacion: Una vez haya seguido estos pasos tendra, por un
lado la vista del mundo virtual y, por otro, la aplicacion corriendo
en su terminal. Vera en la parte superior izquierda de la imagen un
candado de color rojo que indica que la aplicacion esta bloqueada. Si
mantiene pulsado durante un segundo en cualquier punto de la pantalla
la desbloqueara, volviendose el candado de color verde e identicando
los marcadores del mundo virtual.
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Referencias
[1] Es un sistema de posicionamiento en interiores (IPS indoor positioning
system) que Apple Inc. denomina como \una nueva clase de transmisores
de bajo consumo y bajo coste que pueden noticar a dispositivos iOS7
de su presencia por proximidad".
[2] Near eld communication (NFC) es una tecnologa de comunicacion
inalambrica, de corto alcance y alta frecuencia que permite el intercambio
de datos entre dispositivos.
[3] RFID (siglas de Radio Frequency IDentication, en espa~nol identicacion
por radiofrecuencia) es un sistema de almacenamiento y recuperacion
de datos remoto que usa dispositivos denominados etiquetas, tarjetas,
transpondedores o tags RFID. El proposito fundamental de la tecnologa
RFID es transmitir la identidad de un objeto (similar a un numero de
serie unico) mediante ondas de radio.
[4] Android es un sistema operativo basado en el kernel de Linux, dise~nado
principalmente para dispositivos moviles con pantalla tactil, como telefo-
nos inteligentes o tabletas, y tambien para relojes inteligentes, televisores
y automoviles, inicialmente desarrollado por Android Inc., que Google
respaldo economicamente y mas tarde compro esta empresa en 2005.
[5] AndAR es un proyecto que permite el uso de Realidad Aumentada en
plataforma Android.
[6] Asociacion Espa~nola de Domotica e Inmotica (CEDOM):
http://www.cedom.es/es
[7] Specic Actions for Vigorous Energy Eciency.
[8] http://www.picoelectronics.com/
[9] Plug-and-play o PnP (en espa~nol \enchufar y usar") es la tecnologa o
cualquier avance que permite a un dispositivo informatico ser conectado
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a una computadora sin tener que congurar, mediante jumpers o soft-
ware especco (no controladores) proporcionado por el fabricante, ni
proporcionar parametros a sus controladores.
[10] El modelo de interconexion de sistemas abiertos (ISO/IEC 7498-1), tam-
bien llamado OSI (en ingles, Open System Interconnection \sistemas de
interconexion abiertos") es el modelo de red descriptivo, que fue creado
por la Organizacion Internacional para la Estandarizacion (ISO) en el
a~no 1980. Es un marco de referencia para la denicion de arquitecturas
en la interconexion de los sistemas de comunicaciones.
[11] Carrier sense multiple access with collision avoidance. Protocolo de con-
trol de acceso al medio.
[12] Spaced Frequency Shift Keying
[13] Internet Protocol
[14] https://www.bsria.co.uk/
[15] La Norma UNE-EN 15232 ha sido elaborada por el comite tecnico AE-
N/CTN 100 Climatizacion, de cuya secretara se hace cargo la Asociacion
de Fabricantes de Equipos de Climatizacion (AFEC).




[20] Un codigo QR (quick response code, ((codigo de respuesta rapida))) es un
modulo util para almacenar informacion en una matriz de puntos o un
codigo de barras bidimensional creado en 1994 por la compa~na japonesa
Denso Wave, subsidiaria de Toyota.









[28] Mas info. en http://www.aplicacionesnokia.es/nokia-point-and-nd-
para-nokia-5800-n97/





[33] Se puede descargar en Google Play:
https://play.google.com/store/apps/details? id =
com.google.android.stardroid
[34] Bluetooth es una especicacion industrial para Redes Inalambricas de
Area Personal (WPAN) que posibilita la transmision de voz y datos
entre diferentes dispositivos mediante un enlace por radiofrecuencia en
la banda ISM de los 2,4 GHz.
[35] ZigBee es el nombre de la especicacion de un conjunto de protocolos
de alto nivel de comunicacion inalambrica para su utilizacion con radio-
difusion digital de bajo consumo, basada en el estandar IEEE 802.15.4
de redes inalambricas de area personal (wireless personal area network,
WPAN).
[36] Hypertext Transfer Protocol o HTTP (en espa~nol protocolo de trans-
ferencia de hipertexto) es el protocolo usado en cada transaccion de la
World Wide Web.
[37] Socket designa un concepto abstracto por el cual dos programas (posi-
blemente situados en computadoras distintas) pueden intercambiar cual-
quier ujo de datos, generalmente de manera able y ordenada.
[38] Puede encontrar documentacion en http://tomcat.apache.org/
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[39] JSON, acronimo de JavaScript Object Notation, es un formato ligero
para el intercambio de datos. JSON es un subconjunto de la notacion
literal de objetos de JavaScript que no requiere el uso de XML.
[40] MySQL es un sistema de gestion de bases de datos relacional, multihilo
y multiusuario.
[41] Atomica, Consistente, Aislada y Duradera.
[42] https://source.android.com/
[43] Un kit de desarrollo de software o SDK (siglas en ingles de software
development kit) es generalmente un conjunto de herramientas de desa-
rrollo de software que le permite al programador crear aplicaciones para
un sistema concreto.
[44] Es una clase en el lenguaje de programacion Java, utilizada para ampliar
las capacidades de un servidor. Aunque los servlets pueden responder
a cualquier tipo de solicitudes, estos son utilizados comunmente para
extender las aplicaciones alojadas por servidores web, de tal manera que
pueden ser vistos como applets de Java que se ejecutan en servidores en
vez de navegadores web.
[45] JavaServer Pages (JSP) es una tecnologa que ayuda a los desarrolladores
de software a crear paginas web dinamicas basadas en HTML, XML,
entre otros tipos de documentos. JSP usa el lenguaje de programacion
Java.
[46] Puede consultar su codigo en: https://code.google.com/p/andar/source
/browse/trunk/AndAR/src/edu/dhbw/andar/ARObject.java?r=177
[47] ARToolKit es una biblioteca que permite la creacion de aplicaciones de
realidad aumentada.
[48] Un frame, fotograma o cuadro es una imagen particular.
[49] Normalmente se usa para correr codigo en un hilo diferente.
[50] Interfaz de programacion de aplicaciones (IPA) o API (del ingles Ap-
plication Programming Interface) es el conjunto de funciones y procedi-
mientos (o metodos, en la programacion orientada a objetos) que ofrece
cierta biblioteca para ser utilizado por otro software como una capa de








[57] Siri es una aplicacion con funciones de asistente personal para iOS. Esta
aplicacion utiliza procesamiento del lenguaje natural para responder pre-
guntas, hacer recomendaciones y realizar acciones mediante la delegacion
de solicitudes hacia un conjunto de servicios web que ha ido aumentando
con el tiempo.
[58] International Data Corporation (IDC) es el principal proveedor mun-
dial de inteligencia de mercado, servicios de consultora y eventos para
los mercados de tecnologa de la informacion, telecomunicaciones y tec-
nologa de consumo.
[59] http://www.lg.com/ae/press-release/lg-rolls-out-premium-smart-
appliances-that-chat
[60] http://www.iabspain.net/
