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RESUMO
O objetivo principal deste trabalho e´ o estudo do nu´mero de soluc¸o˜es de equac¸o˜es polinomiais
definidas sobre corpos finitos. Para isto utilizamos resultados ba´sicos sobre a soma de
Caracteres e resultados sobre o nu´mero de soluc¸o˜es de uma Forma Quadra´tica. Na nossa
abordagem procuramos utilizar te´cnicas bem elementares, apesar disto implicar num nu´mero
maior de ca´lculos. Contudo este metodo permitiu estudar e determinar fo´rmulas para o
nu´mero de soluc¸o˜es de determinadas equac¸o˜es polinomiais muito estudadas, sem a necessi-
dade de ferramentas mais elaboradas.
Dentre as aplicac¸o˜es das fo´rmulas obtidas, temos alguns exemplos de curvas alge´bricas
planas cujo nu´mero de pontos racionais atingem a cota de Weil, ou seja, curvas maximais que
sa˜o de grande interesse em teoria dos co´digos. Tambe´m conseguimos exemplos de variedades
projetivas sobre corpos finitos cujo nu´mero de pontos atingem a cota de Weil-Deligne.
ii
ABSTRACT
The main objective of this work is to study the number of solutions of polynomial equations
over finite fields. For that we used basic results on Character sums and on the number of
solutions of a Quadratic Form. This approach uses elementary techniques even considering
the increasing on computations. Therefore this method allowed us to study and determine
formulae for the number of solutions of certain polynomial equations well known, without
the need of more sophisticated tools.
Among the applications of the obtained formulae, we have some examples of plane al-
gebraic curves which number of rational points achieve the Weil bound, that is, maximal
curves which are of great interest in code theory. In addition, other examples were obtained
of projective manifolds over finite fields which number of points achieve the Weil-Deligne
bound.
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Introduc¸a˜o
Estudar as soluc¸o˜es de equac¸o˜es polinomiais (tambe´m conhecidas como alge´bricas) e´, sem
du´vida, um questa˜o de grande relevaˆncia na matema´tica. Problemas famosos consistem em
analisar as soluc¸o˜es de uma equac¸a˜o alge´brica. Como
• Verificar que o corpo dos nu´meros complexos e´ algebricamente fechado. Este resultado
foi provado por F. Gauss.
• O chamado ”U´ltimo Teorema de Fermat” que afirma que a equac¸a˜o
Xn + Y n = Zn,
com n ≥ 3, na˜o possui soluc¸a˜o (x, y, z) ∈ Z3, tal que xyz = 0. Resultado provado
recentemente por A. Wiles.
• A caracterizac¸a˜o dos polinoˆmios f(x) em Q[x] que sa˜o solu´veis por radicais. Resultado
devido a E. Galois.
• Uma aplicac¸a˜o bem mais recente de tal teoria e´ o fato de que o conjunto soluc¸a˜o de
uma equac¸a˜o polinomial em duas varia´veis (curva alge´brica plana) pode gerar bons
co´digos corretores de erros, os chamados co´digos geome´tricos de Goppa. Veja [9].
Neste texto estamos interessados no nu´mero de soluc¸o˜es, em Fqk , das equac¸o˜es polinomiais
f(x1, . . . , xn) = 0, com f(x1, . . . , xn) ∈ Fqk [x1, . . . , xn], onde Fqk e´ o corpo finito com qk ele-
mentos. Uma soluc¸a˜o desta equac¸a˜o alge´brica e´ uma n-upla (a1, . . . , an) em F
n
qk
que satisfaz
1
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f(a1, . . . , an) = 0. Em certas condic¸o˜es e´ poss´ıvel determinar o nu´mero de soluc¸o˜es de certas
equac¸o˜es alge´bricas. Por exemplo: a equac¸a˜o polinoˆmial (veja Exemplo 2.2)
y3 − y = x4
possui 3.486.430.107 soluc¸o˜es sobre F320 .
Nosso principal objetivo neste texto e´ apresentar resultados que determinem o nu´mero
de soluc¸o˜es de uma equac¸a˜o polinoˆmial e suas consequ¨eˆncias. Uma destas consequ¨eˆncias e´
o exemplo acima que decorrre diretamente do Corola´rio 2.5. Sa˜o resultados ja´ conhecidos,
e para determina´-los procuramos utilizar te´cnicas mais elementares, apesar de serem mais
intricadas.
No primeiro cap´ıtulo e´ feito uma pequena introduc¸a˜o a` teoria dos caracteres e a` teoria das
formas quadra´ticas. Obtemos alguns resultados cla´ssicos sobre a soma de caracteres sobre
um corpo finito, equivaleˆncia de formas quadra´ticas sobre um corpo finito e encerramos o
cap´ıtulo com um resultado bem conhecido, Teorema 1.18, sobre o nu´mero de soluc¸o˜es de
uma forma quadra´tica. A refereˆncia principal e´ [3].
Ao longo do segundo cap´ıtulo temos exemplos de algumas curvas maximais, isto e´, curvas
que atingem a cota de Weil que e´ o nu´mero ma´ximo de soluc¸o˜es poss´ıveis. Um destes
exemplos e´ a bastante conhecida curva de Hermite (Exemplo 2.1), os outros sa˜o obtidos a
partir do resultado que determina o nu´mero de soluc¸o˜es da equac¸a˜o yq − y = axs + b sobre
um corpo finito. Sendo este o principal resultado exposto neste texto, Teorema 2.3, devido
a J. Wolfmann [5].
Comec¸amos o terceiro cap´ıtulo com alguns resultados, bem conhecidos, sobre o nu´mero
de soluc¸o˜es de equac¸o˜es diagonais com expoente constante sobre corpos finitos, ou seja,
equac¸o˜es da forma a1x
d
1 + · · · + anxd = b onde b e os ai esta˜o em Fqk , e d e´ um inteiro
positivo. Depois determinamos o nu´mero destas soluc¸o˜es em determinados casos, Teorema
3.4, resultado devido a J. Wolfmann [6], donde e´ poss´ıvel obter exemplos de variedades
projetivas que atingem a cota de Weil-Deligne.
Finalizamos o texto com dois apeˆndices. O primeiro sobre os corpos finitos onde listamos
suas principais propriedades e resultados usados ao longo deste texto. O segundo fala sobre
curvas alge´bricas sobre corpos finitos onde fornecemos definic¸o˜es e resultados ba´sicos sobre
curvas e variedades utilizados ao longo deste texto.
CAPI´TULO 1
Conceitos Fundamentais
Neste cap´ıtulo inicial faremos uma breve introduc¸a˜o de alguns conceitos e resultados sobre
Caracteres e Formas Quadra´ticas. Para um estudo inicial desses to´picos recomendamos as
refereˆncias [10] e [4], respectivamente. Contudo nossa principal refereˆncia, para essas notas,
e´ o livro-texto [3].
Durante todo o texto, Fqk denota o corpo finito com q
k elementos, onde q e´ uma poteˆncia
de um primo p e k um inteiro positivo.
Encerramos o cap´ıtulo com a apresentac¸a˜o de alguns resultados fundamentais a respeito
do nu´mero de soluc¸o˜es, em Fqn, da equac¸a˜o f(x1, . . . , xn) = b onde b ∈ Fq e f e´ uma forma
quadra´tica em Fq[x1, . . . , xn].
1.1 Caracteres
Nesta sec¸a˜o vamos estudar alguns resultados sobre caracteres, em particular estamos
interessados em resultados referentes a somas de alguns caracteres sobre Fq.
Sejam G um grupo abeliano multiplicativo com ordem, |G|, finita e C corpo dos nu´meros
complexos.
Definic¸a˜o 1.1 (Caractere de G)
Todo homomorfismo multiplicativo χ : G→ C∗ e´ chamado de caractere de G. 
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Observe que χ(1G) = χ(1G1G) = χ(1G)χ(1G), logo χ(1G) = 1, onde 1 e´ a unidade de C.
Portanto pelo Teorema de Lagrange para grupos finitos χ(g)|G| = χ(g|G|) = χ(1G) = 1, para
todo g ∈ G. Assim χ(g) e´ uma |G|-e´sima ra´ız da unidade, para todo g ∈ G. Logo a imagem,
χ(G), de um carectere, χ, de G e´ um subgrupo do subgrupo multiplicativo dos nu´meros
complexos com norma um, o qual denotaremos por U . Na verdade χ(G) e´ subgrupo do
subgrupo c´ıclico das |G|-e´simas raizes da unidade e portanto c´ıclico.
Veja tambe´m que χ(g)χ(g−1) = 1, logo χ(g−1) = χ(g)−1 = χ(g), para todo g ∈ G, onde
a barra denota o complexo conjugado. Observe ainda que o conjunto dos caracteres de G,
que vamos denotar por Gˆ, e´ um grupo multiplicativo com a operac¸a˜o multiplicac¸a˜o ponto
a ponto. Pela observac¸a˜o acima tem-se que a ordem de Gˆ e´ finita.
Exemplo 1.1 Seja G um grupo c´ıclico de ordem n. Tome g um gerador deste grupo, fixe um
inteiro j ∈ [0, n − 1] e defina
χj(gk) = e
2πjki
n
Na˜o e´ dif´ıcil ver que χj e´ um caractere de G.
Agora suponha que χ e´ um caractere de G. Enta˜o χ(g) deve ser uma ra´ız n-e´sima da unidade
e portanto χ(g) = e
2πji
n para algun inteiro j ∈ [0, n − 1]. Portanto temos que χj(gk) = e
2πjki
n , isto
e´, Gˆ = {χ0, χ1, . . . , χn−1}. ♦
Exemplo 1.2 Defina χ(g) = 1 para todo g ∈ G. Este e´ chamado de caractere trivial de G.
♦
Definic¸a˜o 1.2 (Caracteres Multiplicativos)
Seja G = F∗q. Os caracteres de G sa˜o chamados de caracteres multiplicativos de F
∗
q.

Exemplo 1.3 Defina η : F∗q → U como η(a) = 1 se a e´ um quadrado em F∗q, e η(a) = −1 caso
contra´rio. Claramente η e´ um caractere multiplicativo sobre Fq.
♦
Definic¸a˜o 1.3 (Caractere Quadra´tico)
O caractere multiplicativo do Exemplo 1.3 e´ chamado de caractere quadra´tico de Fq.

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Veja que todo caractere multiplicativo θ esta´ definido somente para os elementos de F∗q.
Iremos convencionar que a extensa˜o de θ para Fq sera´ dada por θ(0) = 1 se θ for trivial e
θ(0) = 0 caso contra´rio. Com esta convenc¸a˜o quando referirmos ao caractere multiplicativo
estaremos fazendo refereˆncia a sua extensa˜o. Apresentamos, a seguir, dois resultados sobre
caracteres multiplicativos:
Lema 1.1 Seja θ um caracter multiplicativo. Enta˜o
∑
c∈Fq
θ(c) =
{q se θ e´ trivial
0 se θ e´ na˜o trivial.
Demonstrac¸a˜o:
Se θ e´ trivial o resultado e´ imediato. Caso θ seja na˜o trivial existe b ∈ F∗q tal que θ(b) = 1.
Logo
θ(b)
∑
c∈F∗q
θ(c) =
∑
c∈F∗q
θ(bc) =
∑
c∈F∗q
θ(c),
visto que bc percorre todo F∗q quando c percorre F
∗
q . Donde temos
(θ(b)− 1)(
∑
c∈F∗q
θ(c)) = 0
e enta˜o
∑
c∈F∗q
θ(c) = 0, visto que θ(b) = 1. 
Teorema 1.2 Seja f(X) = a2X
2 + a1X + a0 ∈ Fq[X] com q ı´mpar e a2 = 0. Tome
d = a21 − 4a0a2 e seja η o caracter quadra´tico de Fq. Enta˜o
∑
c∈Fq
η(f(c)) =
{−η(a2) se d=0
(q−1)η(a2) se d=0
Demonstrac¸a˜o:
Temos que η(4a22) = 1. Logo
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∑
c∈Fq
η(f(c)) = η(4a22)
∑
c∈Fq
η(a2c
2 + a1c+ a0)
= η(a2)
∑
c∈Fq
η(4a2)η(a2c
2 + a1c+ a0)
= η(a2)
∑
c∈Fq
η(4a22c
2 + 4a1a2c+ 4a0a2)
= η(a2)
∑
c∈Fq
η(4a22c
2 + 4a1a2c+ a
2
1 − a21 + 4a0a2)
= η(a2)
∑
c∈Fq
η((2a2c+ a1)
2 − d)
= η(a2)
∑
b∈Fq
η(b2 − d).
Caso d = 0 temos η(b2) = 1 para todo b ∈ F∗q e temos a segunda igualdade. Agora
suponha d = 0 e considere a seguinte igualdade∑
b∈Fq
η(b2 − d) = −q +
∑
b∈Fq
(1 + η(b2 − d)).
Veja que se b2 − d na˜o e´ um quadrado, em Fq, enta˜o 1 + η(b2 − d) = 1 − 1 = 0. Logo∑
b∈Fq
(1 + η(b2 − d)) e´ o nu´mero dos c ∈ Fq tais que c2 = b2 − d, donde temos
∑
b∈Fq
η(b2 − d) = −q + #(S(d)),
sendo S(d) = {(b, c) ∈ Fq × Fq : b2 − c2 = d}. Considere o seguinte conjunto D = {(u, v) ∈
Fq × Fq : uv = d}. Como consideramos d = 0, e´ fa´cil ver que #(D) = q − 1. Observe agora
que ϕ(u, v) = (u+v
2
, u−v
2
) e´ uma bijec¸a˜o entre D e S(d). Segue enta˜o que #(D) = #(S(d))
e temos o resultado. 
1.2 Formas Quadra´ticas
Nesta sec¸a˜o vamos estudar um pouco sobre formas quadra´ticas e as formas bilineares asso-
ciadas.
Seja f uma forma quadra´tica em Fq. Nosso objetivo consiste em obtermos uma repre-
sentac¸a˜o equivalente para f mais simples (com menos varia´veis), quando for poss´ıvel, por
meio de uma mudanc¸a de varia´veis.
CAP. 1 CONCEITOS FUNDAMENTAIS 7
Lembramos que Fqn e´ um Fq-espac¸o vetorial de dimensa˜o n. Tendo isto em mente a
seguir apresentamos treˆs definic¸o˜es que esta˜o intrinsicamente ligadas.
Definic¸a˜o 1.4 (Forma Bilinear)
Uma forma bilinear em Fqn e´ uma func¸a˜o
B : Fqn × Fqn −→ Fq
(x, y) −→ B(x, y)
tal que B e´ uma aplicac¸a˜o Fq-linear de Fqn em Fq quando fixamos x, isto e´, linear na segunda
varia´vel, e linear na primeira varia´vel quando fixamos y. Caso B(x, y) = B(y, x), para todos
x, y ∈ Fqn, dizemos que B e´ bilinear sime´trica. 
Exemplo 1.4 Seja A uma matriz n×n com entradas em Fq, e β = {β1, . . . , βn} uma Fq-base de
Fqn e para x ∈ Fqn considere [x] = (x1, . . . , xn) tal que x =
n∑
i=1
xiβi, com xi ∈ Fq. Agora defina
B(x, y) = [x]A[y]t. E´ claro que B e´ bilinear. Caso tenhamos A = At temos que B e´ bilinear
sime´trica. ♦
Definic¸a˜o 1.5 (Forma Quadra´tica)
Um polinoˆmio f ∈ Fq[x1, . . . , xn] e´ dito uma forma quadra´tica sobre Fq se f e´ nulo ou
homogeˆneo de grau 2. Portanto toda forma quadra´tica tem a seguinte representac¸a˜o
f(x1, . . . , xn) =
n∑
i,j=1
aijxixj com aij ∈ Fq. (1.1)
Muitas vezes nos referimos a f como n-e´sima forma quadra´tica sobre Fq. 
Seja f ∈ Fq[x1, . . . , xn] uma forma quadra´tica, enta˜o f(x1, . . . , xn) =
n∑
i,j=1
aijxixj com
aij ∈ Fq. Considere a matriz B, n × n, cujas entradas sa˜o precisamente os aij. E´ fa´cil ver
que
f(x1, . . . , xn) = (x1, . . . , xn)B
⎛
⎜⎜⎝
x1
...
xn
⎞
⎟⎟⎠ . (1.2)
Portanto toda forma quadra´tica possui uma representac¸a˜o matricial dada por (1.2).
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Exemplo 1.5 Seja f(x, y) = 3x2 +2xy +4y2 em F7[X,Y ]. Como f e´ um polinoˆmio homogeˆneo
de grau 2 temos que f e´ uma forma quadra´tica sobre F7 cuja matriz da representac¸a˜o matricial e´
⎛
⎝ 3 2
0 4
⎞
⎠ .
Agora considere a seguinte matriz com entradas em F7:
⎛
⎝ 3 1
1 4
⎞
⎠ .
Utilizando esta matriz obtemos outra representac¸a˜o matricial para f :
f(x, y) = (x, y)
⎛
⎝ 3 1
1 4
⎞
⎠ (x, y)t.
Onde a matriz desta representac¸a˜o e´ sime´trica. ♦
Dado uma forma quadra´tica f(x1, . . . , xn) =
n∑
i,j=1
aijxixj sobre Fq, supondo q ı´mpar, e´
sempre poss´ıvel obter uma representac¸a˜o matricial com uma matriz sime´trica, como vimos no
exemplo anterior. Fac¸a bij =
(aij+aji)
2
e temos f(x1, . . . , xn) =
n∑
i,j=1
bijxixj . Considerando
a matriz cujos entradas sa˜o (bij), observe que por definic¸a˜o bij = bji, temos uma matriz
que e´ igual a sua transposta, ou seja, a matriz com coeficientes (bij) e´ sime´trica. Esta
matriz sime´trica, unicamente determinada pela forma quadra´tica f , quando q e´ ı´mpar,
vamos denotar por Mf e iremos referir a ela como matriz dos coeficientes de f .
Neste caso, sendo x um vetor coluna em n indeterminadas x1, . . . , xn, e´ fa´cil ver que
f(x) = xtMfx. (1.3)
Observe que a equac¸a˜o (1.1) sempre pode ser reescrita como
f(x1, . . . , xn) =
n∑
i
aiix
2
i +
∑
i<j
(aij + aji)xixj .
Logo podemos assumir que a matriz dos coeficientes de f e´ triangular superior quando
q e´ par. Em linguagem matricial temos
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f(x) = xtAx, (1.4)
sendo A uma matriz, n× n, triangular superior com coeficientes em Fq. Iremos denotar por
Af a matriz triangular superior dos coeficientes de f .
Dado f uma n-e´sima forma quadra´tica sobre Fq sempre podemos pensar na func¸a˜o
Qf : Fqn −→ Fq
x −→ f(x)
onde x e´ um vetor coluna no Fq-espac¸o vetorial Fqn. Observe que
Qf (αx) = α
2Qf (x)
para todo α ∈ Fq e qualquer x ∈ Fqn . Se que q for ı´mpar temos
Bf(x, y)
def
= Qf(x + y)−Qf(x)−Qf(y) = (x + y)tMf (x+ y)− xtMfx− ytMfy
= xtMfy + y
tMfx
= xtMfy + (y
tMfx)
t
= xtMfy + x
tMfy
= xt(2Mf)y,
pois Mf e´ sime´trica. Se que q for par temos
Bf (x, y) = Qf (x+ y) +Qf(x) +Qf(y) = (x + y)
tAf (x+ y) + x
tAfx+ y
tAfy
= xtAfy + y
tAfx
= xtAfy + (y
tAfx)
t
= xtAfy + x
tAtfy
= xt(Af + A
t
f)y
e obtemos Bf bilinear sime´trica em ambos os casos. Logo a func¸a˜o Qf possui as seguintes
propriedades:
1. Dado x ∈ Fqn, Qf(αx) = α2Qf(x) para todo α ∈ Fq e
2. a func¸a˜o
Bf : Fqn × Fqn −→ Fq
(x, y) −→ Qf (x+ y)−Qf (x)−Qf (y)
e´ Fq-bilinear sime´trica.
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Devido a importaˆncia das propriedades (1) e (2) satisfeitas por Qf dizemos que uma
func¸a˜o que satifaz estas propriedades e´ uma func¸a˜o quadra´tica. Tambe´m devido a im-
portaˆncia da func¸a˜o Bf definimos:
Definic¸a˜o 1.6 (Forma Bilinear Associada)
Seja f ∈ Fq[x1, . . . , xn] uma forma quadra´tica. Enta˜o a func¸a˜o definida por
Bf(v, w)
def
= Qf(v + w)−Qf (v)−Qf (w)
e´ dita forma bilinear sime´trica associada a f , onde Qf e´ a func¸a˜o quadra´tica induzida por
f . Como vimos Bf e´ sempre sime´trica, dessa forma iremos nos referir a Bf simplesmente
como forma bilinear associada a f . 
E´ importante observar que quando q e´ ı´mpar a forma matricial de Bf e´ dada por 2Mf .
E quando q e´ par a forma matricial de Bf e´ Af + A
t
f .
Ate´ aqui vimos que dado uma forma quadra´tica f e´ poss´ıvel associar uma func¸a˜o
quadra´tica. Agora vamos ver que este processo e´ revers´ıvel, ou seja, dado uma func¸a˜o
quadra´tica e´ poss´ıvel associar uma forma quadra´tica. De fato, considere h : Fqn −→ Fq uma
func¸a˜o quadra´tica sobre Fq. Novamente vamos separar em dois casos um quando q for ı´mpar
e o outro quando q for par. Seja {e1, . . . , en} a base canoˆnica de Fqn sobre Fq.
• No caso ı´mpar defina
bij =
Bh(ei, ej)
2
e temos a seguinte forma quadra´tica
f(x1, . . . , xn) =
n∑
i,j=1
bijxixj .
Claramente Qf e´ igual a func¸a˜o quadra´tica h.
• No caso par defina
aij =
⎧⎪⎪⎨
⎪⎪⎩
h(ei), se i = j
Bh(ei, ej), se i < j
0, se i > j
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temos enta˜o a seguinte forma quadra´tica
f(x1, . . . , xn) =
n∑
i,j=1
aijxixj .
Por definic¸a˜o temos Qf (ei) = h(ei). Vamos verificar, por induc¸a˜o no nu´mero de varia´veis
n, que Qf (α1e1 + · · ·+αnen) = h(α1e1 + · · ·+αnen) onde αi ∈ Fq com i ∈ {1, . . . , n}. Disto
teremos Qf igual a func¸a˜o quadra´tica h. De fato:
Quando n = 1 o resultado e´ imediato. Suponha que para n = k > 1 tenhamos
Qf (α1e1 + · · ·+ αkek) = h(α1e1 + · · ·+ αkek). Vamos verificar que esta igualdade tambe´m
e´ va´lida para n = k + 1 e o resultado seguira´ por induc¸a˜o finita. Observe que Bf(x, y) =
Qf (x+ y) +Qf (x) +Qf (y) logo
Qf (
k+1∑
i=1
αiei) = Bf (
k∑
i=1
αiei, αk+1ek+1) +Qf (
k∑
i=1
αiei) +Qf (αk+1ek+1). (1.5)
Por hipo´tese de induc¸a˜o Qf(
∑k
i=1 αiei) = h(
∑k
i=1 αiei) e Qf(αk+1ek+1) = h(αk+1ek+1)
como
Bf(α1e1 + · · ·+ αkek, αk+1ek+1) = Bf(α1e1, αk+1ek+1) + · · ·+Bf(αkek, αk+1ek+1)
= α1αk+1Bf (e1, ek+1) + · · ·+ αkαk+1Bf (ek, ek+1)
= α1αk+1a1(k+1) + · · ·+ αkαk+1ak(k+1)
= α1αk+1Bh(e1, ek+1) + · · ·+ αkαk+1Bh(ek, ek+1)
= Bh(α1e1 + · · ·+ αkek, αk+1ek+1),
substituindo estas igualdades em (1.5), obtemos
Qf (
k+1∑
i=1
αiei) = Bh(
k∑
i=1
αiei) + h(
k∑
i=1
αiei) + h(αk+1ek+1) = h(
k+1∑
i=1
αiei)
e obtemos, por induc¸a˜o matema´tica a igualdade desejada.
Portanto dado uma func¸a˜o quadra´tica existe uma forma quadra´tica associada a esta e
reciprocamente dado uma forma quadra´tica temos uma func¸a˜o quadra´tica. Desse modo na˜o
iremos fazer distinc¸a˜o entre formas e func¸o˜es quadra´ticas.
Na verdade o que acabamos de relatar e provar se resume no seguinte teorema:
SEC¸A˜O 1.2 FORMAS QUADRA´TICAS 12
Teorema 1.3 Uma func¸a˜o h : Fqn −→ Fq e´ uma forma quadra´tica se, e somente se, h e´
uma func¸a˜o quadra´tica.
Um exemplo da utilizac¸a˜o do Teorema 1.3 e´ o pro´ımo resultado.
Corola´rio 1.4 Sejam k e r inteiros positivos tais que k = 2r e λ ∈ F∗
qk
. Enta˜o a func¸a˜o:
φ : Fqk −→ Fq
x −→ tr(λxqr+1)
e´ uma forma quadra´tica, onde tr : Fqk −→ Fq e´ a aplicac¸a˜o Fq-linear definida por
tr(a) = a + aq + · · ·+ aqk−1, chamada de trac¸o.
Demonstrac¸a˜o:
Pelo Teorema 1.3 basta verificarmos que φ e´ uma func¸a˜o quadra´tica, ou seja, φ(ax) = a2φ(x)
para todo a ∈ Fq e
Bφ : Fqk × Fqk −→ Fq
(x, y) −→ Qφ(x+ y)−Qφ(x)−Qφ(y)
e´ Fq-bilinear sime´trica.
De fato:
Primeiro observe que sendo aq = a, tem-se que aq
r+1 = a2 e portanto
φ(ax) = tr(λ(ax)q
r+1) = tr(λaq
r+1xq
r+1) = tr(λa2xq
r+1) = a2tr(λxq
r+1) = a2φ(x).
Agora veja que
Qφ(x+ y) = tr(λ(x+ y)
qr+1)
= tr(λ(x+ y)q
r
(x + y))
= tr(λ(xq
r
+ yq
r
)(x+ y))
= tr(λxq
r+1) + tr(λyq
r+1) + tr[λ(xyq
r
+ yxq
r
)]
= Qφ(x) +Qφ(y) + tr[λ(xy
qr + yxq
r
)]
Claramente tr[λ(xyq
r
+ yxq
r
)] e´ Fq-bilinear sime´trica e temos o resultado.

Duas formas quadra´ticas sa˜o identificadas a partir da seguinte definic¸a˜o:
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Definic¸a˜o 1.7 (Equivaleˆncia de Formas Quadra´ticas)
Sejam f, g ∈ Fq[x1, . . . , xn] duas formas quadra´ticas. Dizemos que f e´ equivalente a
g se existe P matriz n × n com coeficientes em Fq, invert´ıvel, tal que f(X) = g(PX).
Notac¸a˜o: f ∼ g. 
E´ fa´cil ver que esta definic¸a˜o fornece uma relac¸a˜o de equivaleˆncia no conjunto das formas
quadra´ticas sobre Fq.
A Definic¸a˜o 1.7 diz que existe uma substituic¸a˜o linear de varia´veis que leva a forma g
na forma f .
Dada duas formas quadra´ticas f e g ∈ Fq[x1, . . . , xn] equivalentes temos que para todo
b ∈ Fq as equac¸o˜es f(X) = b e g(X) = b possuem o mesmo nu´mero de soluc¸o˜es em Fnq , visto
que P estabelece uma bijec¸a˜o entre seus vetores soluc¸a˜o. Portanto equivaleˆncia de formas
quadra´ticas preserva o nu´mero de soluc¸o˜es.
Suponha q ı´mpar e que f ∼ g. Enta˜o por (1.3) temos g(PX) = (PX)tMg(PX) =
X tPtMg(PX) e pela condic¸a˜o de equivaleˆncia g(PX) = f(X) = X
tMfX. Portando dado
f ∼ g existe uma matriz P, n× n, invert´ıvel com coeficentes em Fq tal que
Mf = P
tMgP. (1.6)
Agora supondo q par e f ∼ g obtemos de modo ana´logo ao caso ı´mpar, utilizando a
equac¸a˜o (1.4), que
Af = P
tAgP. (1.7)
Desde que ja´ indentificamos formas quadra´ticas e´ poss´ıvel destacar, na nossa pro´xima
definic¸a˜o, as que chamamos de na˜o degeneradas e por consequ¨eˆncia as formas bilineares
associadas que sa˜o na˜o degeneradas.
Definic¸a˜o 1.8 (Forma Quadra´tica na˜o degenerada)
Dada uma forma quadra´tica f em Fq[x1, . . . , xn] tal que f ∈ Fq[x1, . . . , xˆi, . . . , xn] para
todo i ∈ {1, . . . , n}, dizemos que f e´ na˜o degenerada quando na˜o existe nenhuma forma
quadra´tica g equivalente a f com nu´mero de varia´veis menor que n, ou seja, g ∼ f implica
que g possui n varia´veis.

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Exemplo 1.6 Considere a seguinte forma quadra´tica f(x1, x2, x3) = x21 + x
2
2 + x
2
3, sobre F2.
Aplique a seguinte mudanc¸a de varia´veis dada pela matriz
P =
⎛
⎜⎜⎝
1 0 0
1 1 0
0 1 1
⎞
⎟⎟⎠ ,
enta˜o definindo g(x) = f(Px) obtemos
g(x1, x2, x3) = f(x1, x1 + x2, x2 + x3) = x21 + x
2
1 + x
2
2 + x
2
2 + x
2
3 = x
2
3.
Assim f e´ equivalente a g, pela Definic¸a˜o 1.7, que so´ possui uma varia´vel, e portanto f e´
degenerada. ♦
Definic¸a˜o 1.9 (Forma Bilinear na˜o degenerada e Nu´cleo)
Seja f uma forma quadra´tica em n varia´veis sobre Fq e Bf sua forma bilinear associada.
Considere o conjunto Ker(Bf) = {x ∈ Fqn : Bf (x, y) = 0 para todo y ∈ Fqn}, Bf e´ dita
na˜o degenerada quando o conjunto Ker(Bf ) e´ o conjunto {0}. Caso contra´rio Bf e´ dita
degenerada.
O conjunto Ker(Bf) e´ dito nu´cleo de Bf . Claramente Ker(Bf ) e´ um subespac¸o vetorial
de Fqn. O nu´mero dado por dim(Ker(Bf )) e´ dito dimensa˜o do nu´cleo de Bf .

Exemplo 1.7 Defina
B : Fqn × Fqn −→ Fq
(x, y) −→ B(x, y) := tr(xy)
onde tr e´ o trac¸o de Fqn sobre Fq.
Claramente, pela definic¸a˜o do trac¸o, B e´ uma forma bilinear sime´trica. Vamos calcular seu nu´cleo.
Por definic¸a˜o Ker(Bf ) = {x ∈ Fqn : Bf (x, y) = 0 para todo y ∈ Fqn}. No apeˆndice A vimos que
existem {α1, . . . , αn}, {β1, . . . , βn} bases de Fqn sobre Fq tais que
tr(αiβj) =
{1 para i=j.
0 para i=j
Seja x ∈ Fqn enta˜o x =
∑n
i=1 aiαi. Fixe j ∈ {1, . . . , n} e temos que
0 = tr(xβj) = tr((
n∑
i=1
aiαi)βj) = tr(
n∑
i=1
aiαiβj) =
n∑
i=1
aitr(αiβj) = aj.
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Logo aj = 0 como j e´ arbitra´rio temos que x = 0 e portanto Ker(Bf ) = 0 e B(x, y) = tr(xy) e´
na˜o degenerada. ♦
O teorema seguinte caracteriza as formas bilineares associadas que sa˜o na˜o degeneradas.
Teorema 1.5 Seja f uma forma quadra´tica em n varia´veis sobre Fq e Bf sua forma bilinear
associada. Seja B a representac¸a˜o matricial de Bf . Enta˜o sa˜o equivalentes:
1. Bf e´ na˜o degenerada.
2. detB = 0.
Demonstrac¸a˜o:
Lembre que B corresponde a 2Mf ou Af + A
t
f dependendo se q e´ ı´mpar ou par. Veja que
por definic¸a˜o Ker(Bf ) e´ o conjunto dos x ∈ Fq tal que xtBy = 0 para todo y ∈ Fq. Logo
Ker(Bf) e´ o conjunto dos x ∈ Fq tal que xtB = 0. Portanto Ker(Bf ) = 0, se e somente se,
detB = 0. Donde temos o resultado. 
E´ importante observar que quando q e´ par toda forma quadra´tica diagonal, x21+ · · ·+x2n,
tem forma bilinear associada, Bf , degenerada. De fato, se f(x) = x
tAx temos que Af + A
t
f
e´ a matriz nula. Portanto Bf e´ degenerada.
Teorema 1.6 Seja f uma forma quadra´tica em n varia´veis sobre Fq. Seja g forma quadra´tica
na˜o degenerada em r varia´veis sobre Fq tal que f ∼ g. Se Bg e´ na˜o degenerada temos que
dim(Ker(Bf )) = n− r.
Demonstrac¸a˜o:
Suponha q ı´mpar. Neste caso Bf(x, y) = x
t(2Mf )y e trivialmente temos que dim(Ker(Bf )) =
n−Posto(Mf). Pela igualdade (1.6) temos queMf = PtMgP, onde P e´ invert´ıvel. Disto segue
que Posto(Mf) = Posto(Mg). Como Bg e´ na˜o degenerada, pelo Teorema 1.5, Posto(Mg) = r
e temos
dim(Ker(Bf)) = n− Posto(Mf) = n− Posto(Mg) = n− r.
Agora suponha q par. Neste caso Bf (x, y) = x
t(Af + A
t
f )y e enta˜o dim(Ker(Bf )) =
n − Posto(Af + Atf). Pela equac¸a˜o (1.7) temos Af + Atf = Pt(Ag + Atg)P com P invert´ıvel.
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Donde Posto(Af + A
t
f ) = Posto(Ag + A
t
g). Pelo Teorema 1.5 temos Posto(Ag + A
t
g) = r e
enta˜o
dim(Ker(Bf )) = n− Posto(Af + Atf ) = n− Posto(Ag + Atg) = n− r.

Para identificar formas e´ importante o seguinte conceito.
Definic¸a˜o 1.10 (Representac¸a˜o)
Seja f ∈ Fq[x1, . . . , xn] e b ∈ Fq. Dizemos que f representa b quando existe soluc¸a˜o para
f(X) = b. 
No sentido de identificar formas apresentamos dois lemas te´cnicos:
Lema 1.7 Seja cx21 + 2b2x1x2 + · · ·+ 2bnx1xn + h(x2, . . . , xn) ∈ Fq[x1, . . . , xn], onde n ≥ 2,
uma forma quadra´tica com q ı´mpar, c = 0 e h(x2, . . . , xn) ∈ Fq[x2, . . . , xn] forma quadra´tica.
Enta˜o
cx21+2b2x1x2+ · · ·+2bnx1xn+h(x2, . . . , xn) = c(x1+b2c−1x2+ · · ·+bnc−1xn)2+g(x2, . . . , xn)
onde g ∈ Fq[x2, . . . , xn] e´ forma quadra´tica.
Demonstrac¸a˜o:
A demonstrac¸a˜o segue por induc¸a˜o sobre n e completamento de quadrados. 
Lema 1.8 Sejam f ∈ Fq[x1, . . . , xn] uma forma quadra´tica, q ı´mpar, n ≥ 2 e c ∈ F∗q. Se f
representa c, enta˜o f e´ equivalente a
cx21 + g(x2, . . . , xn)
onde g ∈ Fq[x2, . . . , xn] e´ uma forma quadra´tica com n− 1 varia´veis.
Demonstrac¸a˜o:
Por hipo´tese existe v = (v1, . . . , vn) ∈ Fnq tal que f(v) = c. Como c = 0 algum vi e´ diferente
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de zero. Seja P uma matriz na˜o singular n× n, com entradas em Fq, onde a primeira coluna
e´ o vetor v. Temos enta˜o seguinte mudanc¸a de varia´veis⎛
⎜⎜⎝
y1
...
yn
⎞
⎟⎟⎠ = P
⎛
⎜⎜⎝
x1
...
xn
⎞
⎟⎟⎠ .
Fac¸a g(Y ) = f(PX) e temos pela equac¸a˜o (1.6) que Mg = P
tMfP, logo escrevendo g =
n∑
i≤j,i=1
aijyiyj temos
a11 = (1, 0, . . . , 0)Mg
⎛
⎜⎜⎜⎜⎜⎝
1
0
...
0
⎞
⎟⎟⎟⎟⎟⎠ = (1, 0, . . . , 0)PtMfP
⎛
⎜⎜⎜⎜⎜⎝
1
0
...
0
⎞
⎟⎟⎟⎟⎟⎠
= (v1, v2, . . . , vn)Mf
⎛
⎜⎜⎝
v1
...
vn
⎞
⎟⎟⎠
= f(v) = c
e temos uma forma quadra´tica g cujo coeficiente do termo y21 e´ f(v) = c, ou seja f e´
equivalente a uma forma quadra´tica dada por:
cy21 +2b2y1y2+ · · ·+2bny1yn +h(y2, . . . , yn) = c(y1+ b2c−1y2+ · · ·+ bnc−1yn)2+ g(y2, . . . , yn).
A igualdade segue do Lema 1.7 com apropriados bi ∈ Fq e formas quadra´ticas h, g sobre Fq.
Agora fazendo a seguinte mudanc¸a de varia´veis:
x1 = y1 + b2c
−1y2 + · · ·+ bnc−1yn, x2 = y2, . . . , xn = yn
obtemos a forma quadra´tica desejada.

Utilizando o lema anterior e induc¸a˜o finita obtemos o seguinte resultado.
Teorema 1.9 Toda forma quadra´tica f sobre Fq, q ı´mpar, e´ equivalente a uma forma
quadra´tica diagonal, a qual denotaremos por Q.
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Demonstrac¸a˜o:
Faremos a demostrac¸a˜o usando induc¸a˜o finita sobre n. Se n = 1 temos f(x1) = a11x
2
1
que ja´ e´ diagonal. Suponha agora n ≥ 2 e que o resultado e´ va´lido para todo k ≤ n − 1.
Seja f ∈ Fq[x1, . . . , xn] uma forma quadra´tica em n variave´is. Se f ≡ 0 e´ o´bvio. Vamos
supor f na˜o nula. Se para algum i temos aii = 0 enta˜o f representa aii, ou caso contra´rio
existem i, j, i = j tal que aij = 0 e f representa 2aij , visto que f(c1, . . . , cn) = 2aij quando
ci = cj = 1 e ck = 0. Destas considerac¸o˜es temos que f representa algum a1 ∈ F∗q e pelo
lema anterior f(x1, . . . , xn) = a1x
2
1+g(x2, . . . , xn). Portanto aplicando a hipo´tese de induc¸a˜o
sobre a forma quadra´tica g temos o resultado.

Seja f ∈ Fq[x1, . . . , xn], q ı´mpar, uma forma quadra´tica equivalente a a1x21 + · · ·+ anx2n
onde os ai podem ser zero. Sabemos que o posto de uma matriz e´ invariante pela multi-
plicac¸a˜o por uma matriz na˜o singular. Portanto e´ imediato que para formas quadra´ticas
equivalentes as suas matrizes de coeficientes possuam o mesmo posto.
Se Mf tem posto n e´ claro que f e´ na˜o degenerada. E se o posto de Mf e´ igual a n
segue que detMf = 0, logo
detMg = detMf(detP)
2 (1.8)
quando f ∼ g, pela igualdade (1.6).
Sendo f forma quadra´tica na˜o degenerada em n varia´veis sobre Fq, com q par, vamos
procurar uma forma quadra´tica g equivalente a f que tenha uma representac¸a˜o mais simples.
Para isto precisamos do seguinte resultado:
Lema 1.10 Seja f ∈ Fq[x1, . . . , xn] uma forma quadra´tica na˜o degenerada com q par. Se
n ≥ 3 enta˜o f e´ equivalente a
x1x2 + g(x3, . . . , xn),
onde g ∈ Fq[x3, . . . , xn] e´ uma forma quadra´tica na˜o degenerada.
Demonstrac¸a˜o:
Primeiro vamos mostrar que f e´ equivalente a uma forma quadra´tica cujo coeficiente do
termo x211 e´ zero. Sabemos que
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f(x1, . . . , xn) =
∑
1≤i≤j≤n
aijxixj com aij ∈ Fq. (1.9)
Se para algum i, aii = 0, basta uma mudanc¸a de varia´veis e temos a11 = 0. Logo podemos
assumir que para todo i temos aii = 0. Se tivermos aij = 0 para todos 1 ≤ i ≤ j ≤ n,
ter´ıamos
f(x1, . . . , xn) = a11x
2
1 + · · ·+ annx2n = (a
q
2
11x1 + · · ·+ a
q
2
nnxn)
2
e f seria equivalente a uma forma quadra´tica com uma varia´vel, contradizendo o fato de
ser na˜o degenerada. Logo podemos, por uma reordenac¸a˜o das varia´veis, supor que a23 = 0.
Enta˜o
f(x1, . . . , xn) = a22x
2
2 + x2(a12x1 + a23x3 + · · ·+ a2nxn) + g1(x1, x3, . . . , xn).
Fazendo a seguinte substituic¸a˜o linear (lembre que a23 = 0):
x3 = a
−1
23 (a12y1 + y3 + a24y4 + · · ·+ a2nyn), xi = yi para i = 3.
Vamos obter uma forma g, equivalente a f , tal que
g(y1, . . . , yn) = a22y
2
2 + y2y3 + g2(y1, y3, . . . , yn).
Sendo b11 o coeficiente de y
2
1 em g2 e com uma nova mudanc¸a de varia´veis
y2 = (a
−1
22 b11)
q
2 z1 + z2, yi = zi para i = 2
o coeficiente de z21 e´ zero, como deseja´vamos.
Portanto podemos supor, a menos de mudanc¸a de varia´veis, que f dada por (1.9) tem
coeficiente a11 = 0, ou seja
f(x1, . . . , xn) =
∑
1≤i≤j≤n
aijxixj com aij ∈ Fq e a11 = 0.
Visto que f e´ na˜o degenerada, algum a1j = 0, vamos assumir que a12 = 0 e com a seguinte
mudanc¸a de varia´veis
x2 = a
−1
12 (w2 + a13w3 + · · ·+ a1nwn), xi = wi para i = 2
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transformamos f numa forma quadra´tica do tipo
w1w2 +
∑
2≤i≤j≤n
cijwiwj
e com uma u´ltima mudanc¸a de varia´veis
w1 = u1 + c22u3 + · · ·+ c2nun, wi = ui para i = 1
obtemos a forma quadra´tica equivalente
u1u2 + g(u3, . . . , un),
onde g ∈ Fq[u3, . . . , un] e´ uma forma quadra´tica claramente na˜o degenerada pela construc¸a˜o.

O pro´ximo teorema da´ uma caracterizac¸a˜o de forma quadra´tica na˜o degenerada quando
q e´ par.
Teorema 1.11 Seja f ∈ Fq[x1, . . . , xn], com q par, forma quadra´tica na˜o degenerada. Se n
e´ par enta˜o f e´ equivalente a
x1x2 + x3x4 + · · ·+ xn−1xn
ou a
x1x2 + x3x4 + · · ·+ xn−1xn + x2n−1 + ax2n
onde a ∈ Fq e satisfaz tr(a) = 1 sendo tr definida de Fq sobre o seu subcorpo primo F2.
Demonstrac¸a˜o:
Usando induc¸a˜o em n junto com o Lema 1.10 e´ fa´cil mostrar que f e´ equivalente a uma
forma do tipo
x1x2 + x3x4 + · · ·+ xn−3xn−2 + bx2n−1 + cxn−1xn + dx2n
onde b, c, d ∈ Fq.
Visto que f e´ na˜o degenerada devemos ter c = 0. Pois caso contra´rio a identidade
bx2n−1 + dx
2
n = (b
q
2xn−1 + d
q
2xn)
2 vai nos fornecer uma forma quadra´tica com o nu´mero
de varia´veis menor que n.
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Se b = 0 temos cxn−1xn + dx2n = (cxn−1 + dxn)xn e´ equivalente a xn−1xn e temos o
resultado.
Se b = 0 substitua xn−1 por b− q2xn−1 e xn por bq/2cxn. Com esta mudanc¸a de varia´veis
temos
bx2n−1 + cxn−1xn + dx
2
n ∼ x2n−1 + xn−1xn + ax2n
para algum a ∈ Fq. Suponha que o polinoˆmio x2+x+a e´ redut´ıvel em Fq[x]. Logo x2+x+a =
(x + c1)(x + c2), c1, c2 ∈ Fq e portanto x2n−1 + xn−1xn + ax2n = (xn−1 + c1xn)(xn−1 + c2xn) e´
equivalente a xnxn−1. Caso x2 + x + a seja irredut´ıvel em Fq[x] temos pelo Corola´rio A.16
que tr(a) = 1 e o resultado fica estabelecido para todos os casos. 
1.3 Nu´mero de Soluc¸o˜es de Formas Quadra´ticas
Iniciamos nesta sec¸a˜o o estudo sobre o nu´mero de soluc¸o˜es em Fnq de equac¸o˜es do tipo
f(x1, . . . , xn) = b, b ∈ Fq e f uma forma quadra´tica. Vamos denotar por
N(f(x1, . . . , xn) = b) o nu´mero de soluc¸o˜es da equac¸a˜o f(x1, . . . , xn) = b sobre Fq, onde con-
sideramos somente as indeterminadas que realmente ocorrem na equac¸a˜o f(x1, . . . , xn) = b.
Por exemplo N(a1x
2
1 + a2x
2
2 = b) refere-se ao nu´mero de soluc¸o˜es de a1x
2
1 + a2x
2
2 = b em F
2
q.
Vamos concentrar nossos esforc¸os no caso em que n e´ par. Contudo observamos que uti-
lizando a mesma te´cnica e´ poss´ıvel determinar o nu´mero de soluc¸o˜es de uma forma quadra´tica
quando n e´ ı´mpar. Contudo para nossos objetivos restringimos nossa atenc¸a˜o ao caso n par.
Para atingirmos nosso objetivo introduzimos o conceito de valor inteiro e um lema sobre
sua soma.
Definic¸a˜o 1.11 (Valor Inteiro)
A func¸a˜o ν definida em Fq por
b →
{−1 se b∈F∗q
q−1 se b=0
e´ dita valor inteiro de Fq. 
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Lema 1.12 Para todo corpo finito, Fq, tem-se:
∑
c∈Fq
ν(c) = 0, (1.10)
e mais ainda para todo b ∈ Fq
∑
c1+···+cm=b
ν(c1) · · · ν(ck) =
{0 se 1≤k<m
ν(b)qm−1 se k=m
(1.11)
sendo c1, . . . , cm ∈ Fq.
Demonstrac¸a˜o:
A equac¸a˜o dada por (1.10) e´ obviamente verdadeira. Para obtermos a igualdade (1.11)
considere primeiro quando 1 ≤ k < m e temos
∑
c1+···+cm=b
ν(c1) · · ·ν(ck) =
∑
c1,...,ck∈Fq
ν(c1) . . . ν(ck) ·
∑
ck+1+···+cm=b−c1−···−ck
1
= qm−k−1
∑
c1,...,ck∈Fq
ν(c1) · · · ν(ck)
= qm−k−1
⎛
⎝∑
c1∈Fq
ν(c1)
⎞
⎠ · · ·
⎛
⎝∑
ck∈Fq
ν(ck)
⎞
⎠ = 0
onde a u´ltima igualdade segue de (1.10).
Se k = m, vamos proceder por induc¸a˜o em m. O caso m = 1 e´ trivial. Suponha a hipo´tese
va´lida para m ≥ 2. Pela primeira parte temos∑
c1+···+cm+1=b
ν(c1) · · · ν(cm)ν(cm+1) =
∑
c1+···+cm+1=b
ν(c1) · · ·ν(cm)[ν(cm+1) + 1]
=
∑
c1,...,cm∈Fq
ν(c1) · · · ν(cm)[ν(b− c1 − · · · − cm) + 1]
= q
∑
c1+···+cm=b
ν(c1) · · · ν(cm)
E esta u´ltima igualdade segue do fato da expressa˜o entre colchetes ser zero, exceto quando
c1 + · · ·+ cm = b, e neste caso ν(b − c1 − · · · − cm) = q − 1. Aplicando agora a hipo´tese de
induc¸a˜o obtemos o resultado. 
CAP. 1 CONCEITOS FUNDAMENTAIS 23
Lema 1.13 Sejam q ı´mpar, b ∈ Fq, a1, a2 ∈ F∗q e η o caractere quadra´tico de Fq. Enta˜o
N(a1x
2
1 + a2x
2
2 = b) = q + ν(b)η(−a1a2). (1.12)
Demonstrac¸a˜o:
Sejam c1, c2 ∈ Fq, aplicando o Lema 1.1 temos
N(a1x
2
1 + a2x
2
2 = b) =
∑
c1+c2=b
N(a1x
2
1 = c1)N(a2x
2
2 = c2)
=
∑
c1+c2=b
[1 + η(c1a
−1
1 )][1 + η(c2a
−1
2 )]
= q + η(a1)
∑
c1∈Fq
η(c1) + η(a2)
∑
c2∈Fq
η(c2) + η(a1a2)
∑
c1+c2∈Fq
η(c1c2)
= q + η(a1a2)
∑
c∈Fq
η(bc− c2).
O u´ltimo somato´rio e´ igual a ν(b)η(−1) pelo Teorema 1.2. Donde temos o resultado.

Seja q ı´mpar. Desejamos calcular o nu´mero de soluc¸o˜es de f(x1, . . . , xn) = b, onde
b ∈ Fq e f e´ uma forma quadra´tica sobre Fq. Sabemos pelo Teorema 1.9 que f ∼ Q, Q
forma quadra´tica diagonal. Logo podemos supor, sem perda de generalidade, que Q pode
ser reescrita como a1x
2
1 + · · ·+ akx2k, onde 1 ≤ k ≤ n e todo ak = 0. Como para todo b ∈ Fq
o nu´mero de soluc¸o˜es de a1x
2
1 + · · ·+ akx2k = b em Fnq e´ qn−k vezes o nu´mero de soluc¸o˜es da
mesma equac¸a˜o em Fkq , basta considerarmos o caso onde k = n, ou seja, quando f e´ na˜o
degenerada.
Teorema 1.14 Seja f uma forma quadra´tica na˜o degenerada sobre Fq, q ı´mpar, n o nu´mero
de varia´veis. Se n e´ par enta˜o para b ∈ Fq o nu´mero de soluc¸o˜es da equac¸a˜o
f(x1, . . . , xn) = b em F
n
q e´
qn−1 + ν(b)q
(n−2)
2 η((−1)n2∆)
onde η e´ o caractere quadra´tico de Fq e ∆ = det(Mf).
Demonstrac¸a˜o:
Seja a1x
2
1+· · ·+anx2n a forma quadra´tica diagonal equivalente a f . Visto que esta equivaleˆncia
preserva o nu´mero de soluc¸o˜es e η(det (Mf)) = η(det (Ma1x21+···+anx2n)) pela equac¸a˜o (1.8),
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basta mostrarmos o resultado para a1x
2
1 + · · ·+ anx2n, onde ai = 0 para i ∈ {1, . . . , n}. Seja
m = n
2
temos pelos Lemas 1.12 e 1.13
N(a1x
2
1 + · · ·+ anx2n = b) =
∑
c1+···+cm=b
N(a1x
2
1 + a2x
2
2 = c1) · · ·N(an−1x2n−1 + anx2n = c2)
=
∑
c1+···+cm=b
[q + ν(c1)η(−a1a2)] · · · [q + ν(cm)η(−an−1an)]
= qm−1qm + η((−1)ma1 · · ·an)
∑
c1+···+cm=b
ν(c1) · · ·ν(cm)
= qn−1 + ν(b)q
(n−2)
2 η((−1)ma1 · · ·an).

Para obtermos o ana´logo para o caso em que q e´ par e n tambe´m precisamos do seguinte
resultado:
Lema 1.15 Sejam q par, a e b ∈ Fq com tr(a) = 1, onde o trac¸o tr esta´ definido de Fq sobre
F2. Enta˜o
N(x21 + x1x2 + ax
2
2 = b) = q − ν(b). (1.13)
Demonstrac¸a˜o:
Visto que x2+x+a e´ irredut´ıvel em Fq, pelo Corola´rio A.16, temos x
2+x+a = (x+α)(x+αq)
com α ∈ Fq2 e α ∈ Fq e tambe´m
f(x1, x2) = (x
2
1 + x1x2 + ax
2
2) = (x1 + αx2)(x1 + α
qx2).
Para cada (c1, c2) ∈ F2q obtemos que f(c1, c2) = (c21 + c1x2 + ac22) = (c1 + αc2)(c1 + αqc2) =
(c1 + αc2)
q+1. Como {1, α} e´ uma base de Fq2 sobre Fq temos uma bijec¸a˜o entre os pares
ordenados (c1, c2) com os elementos γ = c1 + αc2 ∈ Fq2. Portanto N(f(x1, x2) = b) e´ iqual
ao nu´mero de γ ∈ Fq2 tais que γq+1 = b. Logo
N(f(x1, x2) = 0) = 1 = q − ν(0)
Seja b = 0, como F∗q2 e´ c´ıclico e b
(q2−1)
(q+1) = bq−1 = 1, temos q + 1 elementos γ ∈ Fq2 com
γq+1 = b. Portanto N(f(x1, x2) = b) = q + 1 = q − ν(b).

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Ja´ tinhamos observado que N(f(x1, . . . , xn) = b), f forma quadra´tica sobre Fq, e´ in-
variante por equivaleˆncia. Enta˜o para determinarmos N(f(x1, . . . , xn) = b) quando n e q
sa˜o pares basta restringirmos nossa atenc¸a˜o ao caso do Teorema 1.11 e considerar o caso
f(x1, . . . , xn) = a1x
2
1 + · · ·+ anx2n pois esta forma e´ equivalente a` forma x2n, quando q e´ par,
e este caso na˜o e´ coberto pelo Teorema 1.11.
Primeiro vamos considerar o caso mais simples:
Teorema 1.16 Seja b ∈ Fq. Se q = 2m o nu´mero de soluc¸o˜es da equac¸a˜o
a1x
2
1 + · · ·+ anx2n = b,
em Fqn, chamada de equac¸a˜o diagonal, e´ dado por q
n−1.
Demonstrac¸a˜o:
Primeiro veja que a → a2 e´ um automorfismo em Fq. Logo anx2 = b, b ∈ Fq, possui somente
uma soluc¸a˜o em Fq. Como
a1x
2
1 + · · ·+ anx2n ∼ x2n
temos que
N(a1x
2
1 + · · ·+ anx2n = b) = qn−1N(x2n = b) = qn−1.

Teorema 1.17 Seja b ∈ Fq com q e n pares. Enta˜o o nu´mero de soluc¸o˜es da equac¸a˜o
x1x2 + x3x4 + · · ·+ xn−1xn = b em Fnq e´
qn−1 + ν(b)q
(n−2)
2 (1.14)
e o da equac¸a˜o x1x2 + x3x4 + · · ·+ xn−1xn + x2n−1 + ax2n = b em Fnq e´
qn−1 − ν(b)q (n−2)2 (1.15)
onde a ∈ Fq com tr(a) = 1, sendo tr definido em Fq sobre F2.
Demonstrac¸a˜o:
Consideremos inicialmente n = 2. Observe que N(x1x2 = b) = q − 1 se b = 0 e
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N(x1x2 = b) = 2q − 1 se b = 0, logo N(x1x2 = b) = q + ν(b) para todo b ∈ Fq. Seja
agora n ≥ 2 e seja m = n
2
, tome c1, . . . , cm ∈ Fq tais que
N(x1x2 + · · ·+ xn+1xn = b) =
∑
c1+···+cm=b
N(x1x2 = c1) · · ·N(xn−1xn = cm)
=
∑
c1+···+cm=b
[q + ν(c1)] · · · [q + ν(cm)]
= qm−1qm +
∑
c1+···+cm=b
ν(c1) · · ·ν(cm)
= qn−1 + ν(b)q
(n−2)
2 .
A u´ltima igualdade segue do Lema 1.12.
No caso restante se n = 2 basta usar o Lema 1.15. Seja n ≥ 4 vamos usar o Lema 1.15 e
o resultado ja´ provado. Considere c1, c2 ∈ Fq tais que
N(x1x2 + x3x4 + · · ·+ xn−1xn + x2n−1 + ax2n = b)
=
∑
c1+c2=b
N(x1x2 + x3x4 + · · ·+ xn−3xn−2 = c1) ·N(xn−1xn + x2n−1 + ax2n = c2)
=
∑
c1+c2=b
[qn−3 + ν(c1)q
(n−4)
2 ][q − ν(c2)]
= qn−1 + q
(n−2)
2
∑
c1∈Fq
ν(c1)− qn−3
∑
c2∈Fq
ν(c2)− q
(n−4)
2
∑
c1+c2∈Fq
ν(c1)ν(c2)
= qn−1 − ν(b)q (n−2)2
A u´ltima igualdade e´ verdadeira pelo Lema 1.12. 
Portanto dado f ∈ Fq[x1, . . . , xn] uma forma quadra´tica e b ∈ Fq, a partir dos Teoremas
1.14 e 1.17, podemos determinar N(f(x1, . . . , xn) = b) para f na˜o degenerada e n par.
Tambe´m, a partir do Teorema 1.16 conseguimos determinar N(f(x1, . . . , xn) = b) quando f
e´ diagonal e q e´ par.
No caso geral, quando n e´ par e f e´ degenerada, basta considerarmos g forma quadra´tica
na˜o degenerada equivalente a f e ultilizando os Teoremas 1.14 e 1.17 determinar
N(g(x1, . . . , xk) = b) em Fq, onde k e e´ o nu´mero varia´veis de g. Donde teremos que
N(f(x1, . . . , xn) = b) = q
n−kN(g(x1, . . . , xk) = b)
em Fkq .
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Como estamos interessados no nu´mero de soluc¸o˜es em Fnq , temos que multiplicar
N(g(x1, . . . , xk) = b), nu´mero de soluc¸o˜es em F
k
q , por q
n−k, onde v = n − k e´ justa-
mente a dimensa˜o do nu´cleo da forma bilinear associada a f , pelo Teorema 1.6. Em resumo
obtemos
Teorema 1.18 Seja f ∈ Fq[x1, . . . , xk] uma forma quadra´tica, Bf sua forma bilinear asso-
ciada, v a dimensa˜o do nu´cleo de Bf e Nb o nu´mero de soluc¸o˜es em F
k
q de f(x1, . . . , xk) = b,
com b ∈ Fq. Se k = 2t e v = 2s enta˜o existe D ∈ {−1, 0, 1} tal que
N0 = q
2t−1 +Dqt+s−1(q − 1), e Nb = q2t−1 −Dqt+s−1 quando b = 0.
CAPI´TULO 2
Nu´mero de Soluc¸o˜es de uma Curva Alge´brica
Neste cap´ıtulo iremos apresentar uma fo´rmula para o nu´mero de soluc¸o˜es da curva alge´brica
plana, sobre Fqk , definida pela equac¸a˜o y
q − y = axs + b onde a ∈ F∗qk , b ∈ Fqk , s, k ∈ N e k
e´ nu´mero par.
Como consequ¨eˆncia, deste resultado, obtemos exemplos de curvas maximais, ou seja,
curvas planas cujo o nu´mero de pontos atingem a famosa cota de Weil.
As curvas maximais desempenham importante papel em Teoria dos Co´digos. Tambe´m
sa˜o amplamente estudadas em Teoria dos Nu´meros e Geometria Finita.
Vamos denotar por tr a func¸a˜o trac¸o de Fqk sobre Fq.
2.1 Teorema Principal
Nesta sec¸a˜o vamos determinar o nu´mero de soluc¸o˜es da equac¸a˜o yq − y = axs + b, sobre
Fqk , para determinados inteiros s. A prova do resultado, sobre tal nu´meros de soluc¸o˜es, que
apresentamos aqui e´ devido a J. Wolfmann e pode ser visto em [5].
Iniciamos com dois lemas que ira˜o auxiliar na obtenc¸a˜o do resultado principal, e vamos
concluir com outro resultado sobre nu´mero de soluc¸o˜es de uma equac¸a˜o. Na verdade e´ a
etapa principal na demonstrac¸a˜o do Teorema 2.3, que e´ o principal resultado deste cap´ıtulo,
e devido a sua importaˆcia destacamos como um corola´rio.
28
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Lema 2.1 Se q e´ ı´mpar e k = 2rh com r, h nu´meros naturais, enta˜o m = q
k−1
q2r−1 possui a
mesma paridade de h.
Demonstrac¸a˜o:
Observe que
m =
qk − 1
q2r − 1 =
q2rh − 1
q2r − 1 ≡2
(
yh − 1
y − 1
)2
sendo y = qr. Visto que y
h−1
y−1 = y
h−1 + yh−2 + · · ·+ y + 1 temos
m ≡2 yh−1 + yh−2 + · · ·+ y + 1.
E como yi = qri ≡2 1 para todo i natural, pois q e´ ı´mpar, obtemos
m ≡2 1 + · · ·+ 1︸ ︷︷ ︸
h−1
+1.
Portanto m ≡2 h como quer´ıamos.

Lembramos, segundo as notac¸o˜es do Teorema 1.18, que v = dim(Ker(Bf )
e D ∈ {−1, 0, 1}, onde Bf e´ a forma bilinear associada a uma forma quadra´tica f .
Lema 2.2 Sejam k, r, h nu´meros naturais tais que k = 2rh e a ∈ Fqk na˜o nulo.
(a) A func¸a˜o
φa : Fqk −→ Fq
x −→ tr(axqr+1)
e´ uma forma quadra´tica.
(b) Seja n natural tal que n(qr + 1) = qk − 1. Sejam v e D os inteiros associados a φa pelo
Teorema 1.18, enta˜o:
Se an = (−1)h enta˜o v = 2r e D = (−1)h+1.
Se an = (−1)h enta˜o v = 0 e D = (−1)h.
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Demonstrac¸a˜o:
(a) Pelo Corola´rio 1.4 temos que φa e´ uma forma quadra´tica e
φa(x+ y) = φa(x) + φa(y) + tr(a(xy
qr + xq
r
y)).
sendo ϕ(x, y) := tr(a(xyq
r
+ xq
r
y)) uma forma bilinear sime´trica.
(b) Vamos caracterizar o nu´cleo de ϕ. Como tr(axq
r
y) = tr(aq
k−r
xyq
k−r
)) obtemos
ϕ(x, y) = tr(x(ayq
r
+aq
k−r
yq
k−r
). Pelo Exemplo 1.7 a forma bilinear sime´trica (x, y) → tr(xy)
e´ na˜o degenerada, disto segue que ϕ e´ na˜o degenerada. Portanto ϕ e´ uma forma bilinear
sime´trica e na˜o degenerada, dsonde temos que o nu´cleo de ϕ e´ o conjunto das soluc¸o˜es de:
ayq
r
+aq
k−r
yq
k−r
= 0. Elevando esta equac¸a˜o a qr-e´sima poteˆncia obtemos a seguinte equac¸a˜o
equivalente:
(1) aq
r
yq
2r
+ ay = 0.
Logo o nu´cleo de ϕ e´ igual ao nu´cleo da func¸a˜o linear y → aqryq2r + ay e os elementos na˜o
nulos do kerϕ sa˜o soluc¸o˜es da equac¸a˜o :
(2) (y−1)q
2r−1
= −aqr−1.
Considere os seguintes inteiros m = q
k−1
q2r−1 e n =
qk−1
qr+1
( n foi definido no enunciado). Se elevar-
mos a` poteˆncia m, a equac¸a˜o (2), teremos uma soluc¸a˜o em Fkq se, e somente se (−aqr−1)m = 1.
Como
1 = (−aqr−1)m = (−1)maqr−1)m = (−1)maqr−1) q
k−1
q2r−1 = (−1)maqr−1) q
k−1
(qr−1)(qr+1) = (−1)ma q
k−1
qr+1
teremos soluc¸a˜o se, e somente se an = (−1)m.
Se q e´ ı´mpar, pelo Lema 2.1, a paridade de m e´ a mesma de h. Portanto, para cada q:
(i) Se an = (−1)h enta˜o dim(kerϕ) = 2r
(ii)Se an = (−1)h enta˜o dim(kerϕ) = 0
Falta determinarmos D. Para isto considere o subgrupo M de ordem qr + 1 do grupo
multiplicativo F∗q. O conjunto das soluc¸o˜es de tr(ax
qr+1) = λ em Fqk com λ = 0, e´ a unia˜o
das classes αM distintas tais que α ∈ Fqk e´ soluc¸a˜o de tr(axqr+1) = λ. De fato: se α ∈ Fqk
e´ soluc¸a˜o e w ∈M temos
tr(a(wα)q
r+1) = tr(awq
r+1αq
r+1) = tr(a1αq
r+1) = λ
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e temos que mα tambe´m e´ soluc¸a˜o para todo m ∈M . E visto que |M | = qr + 1 temos que
o nu´mero de soluc¸o˜es de tr(axq
r+1) = λ em Fqk e´ um mu´ltiplo de q
r + 1. Enta˜o de acordo
com o Teorema 1.18
q2t−1 −Dqt+s−1 ≡ 0 mod (qr + 1)
ou, de forma equivalente,
q2rh −Dqrh+s ≡ 0 mod (qr + 1).
No caso (i), s = r, usando que qir ≡ (−1)i mod (qr + 1) (isto se verifica facilmente por
induc¸a˜o em n) no´s temos D(−1)h+1− 1 ≡ 0 mod (qr + 1) e a u´nica soluc¸a˜o e´ D = (−1)h+1.
No caso (ii), s = 0 e usando novamente que qir ≡ (−1)i mod (qr + 1) temos
D(−1)h − 1 ≡ 0 mod (qr + 1) e a u´nica soluc¸a˜o e´ D = (−1)h. 
Agora estamos aptos a determinar o nu´mero de soluc¸o˜es da equac¸a˜o yq − y = axs + b e
com isto determinar o nu´mero de pontos racionais da curva alge´brica plana projetiva definida
por ela, sobre Fqk .
Teorema 2.3 Seja N o nu´mero de pontos racionais da curva alge´brica plana projetiva
definida, sobre Fqk , pela equac¸a˜o y
q − y = axs + b, a ∈ F∗qk , b ∈ Fqk e s um nu´mero
inteiro positivo. Assuma k = 2t e s um divisor de qk − 1. Seja n tal que ns = qk − 1.
Se existir um divisor r de t, r ≥ 1, tal que qr ≡ −1 mod s enta˜o N e´ dado por uma das
seguintes igualdades:
(1) Se an = ε1 e tr(b) = 0 enta˜o : N = q
2t + 1− ε(q − 1)(s− 1)qt
(2) Se an = ε1 e tr(b) = 0 enta˜o : N = q2t + 1 + ε(s− 1)qt
(3) Se an = ε1 e tr(b) = 0 enta˜o : N = q2t + 1 + ε(q − 1)qt
(4) Se an = ε1 e tr(b) = 0 enta˜o : N = q2t + 1− εqt
onde tr : Fqk −→ Fq, ε = (−1) tr , ε1 = εu e u e´ tal que us = qr + 1.
Demonstrac¸a˜o:
Seja C a curva alge´brica plana projetiva, sobre Fqk , definida por
yq − y = axs + b com a, b ∈ F∗qk e s ∈ N (2.1)
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e N o nu´mero de pontos racionais de C sobre Fqk . E´ fa´cil ver que C possui um u´nico ponto no
infinito e este ponto e´ racional. Agora para determinarmos N vamos considerar a seguinte
equac¸a˜o sobre Fqk :
tr(axs + b) = 0, (2.2)
sendo tr : Fqk −→ Fq.
Seja N˜ o nu´mero de soluc¸o˜es de 2.2 em Fkq . Defina a func¸a˜o
θ : Fqk −→ Fqk
y −→ yq − y.
Claramente θ e´ uma transformac¸a˜o Fq-linear, com Ker(θ) = Fq. Donde dim(Imθ) = k − 1
e como tr(θ(y)) = 0 para cada y ∈ Fqk(Teorema A.12) temos que Im(θ) e´ exatamente o
hiperplano dos elementos cujo trac¸o e´ zero em Fqk . Logo (x, y) e´ soluc¸a˜o de 2.1 se, e somente
se, x e´ soluc¸a˜o de 2.2. Agora para cada x, soluc¸a˜o de 2.2 existem exatamente q elementos
y tal que (x, y) e´ soluc¸a˜o de 2.1. Somando o ponto no infinito de C, obtemos:
N = qN˜ + 1
Portanto para determinarmos N , visto que o trac¸o e´ linear e por 2.2, precisamos conhecer,
para cada λ ∈ Fq, o nu´mero de soluc¸o˜es em Fqk da equac¸a˜o :
tr(axs) = λ (2.3)
Lembramos que k = 2t, ns = qk − 1 e que existe r divisor de t tal que t = rh, r ≥ 1, com
qr ≡ −1 mod s. Vamos dividir o ca´lculo de N˜ em treˆs casos em func¸a˜o de s.
O caso s = 1 e´ consequ¨eˆncia imediata de 2.3.
O caso s = qr + 1 e´ consequ¨eˆncia imediata do Lema 2.2 e do Teorema 1.18.
O caso restante, s = 1, s = qr + 1, e´ o mais trabalhoso. Para determinarmos N˜ , nesta
situac¸a˜o, primeiro observe que qr + 1 divide qk − 1. Agora vamos considerar os seguintes
subgrupos c´ıclicos de F∗qk :
G o subgrupo de ordem n de F∗
qk
e G′ o subgrupo de ordem n′ = q
k−1
qr+1
de F∗
qk
. Visto que
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F∗qk =< α >, onde |α| = qk − 1, temos G =< αs > e G′ =< αq
r+1 >. Como s divide qr + 1,
segue que G′ e´ subgrupo de G. E como G e´ abeliano tome {aiG′}i∈I o conjunto das classes
modulo G′ em G, onde I = {1, 2, . . . , m} com m = n
n′ =
qr+1
s
, sendo os ai representantes
distintos de cada classe.
Seja
H(λ) = {x ∈ Fqk : tr(x) = λ}
e
Hi(λ) = {x ∈ Fqk : tr(aaixqr+1) = λ}
com Ni = #Hi(λ).
Observe que se x ∈ H(λ) ∩ (aaiG′) temos que x = aaig′, com g′ ∈ G′ e tr(aaig′) = λ.
Como g′ = αj(q
r+1) segue que x ∈ Hi(λ). Agora para cada elemento em H(λ)∩(aaiG′) temos
qr + 1 elementos em Hi(λ). Donde temos a seguinte relac¸a˜o:
(qr + 1) | H(λ) ∩ (aaiG′) |= Ni.
Donde temos:
(qr + 1) | H(λ) ∩ (aG) |=
m∑
i
Ni,
e de forma ana´loga
N˜ = s | H(λ) ∩ (aG) |
onde N˜ e´ nu´mero de soluc¸o˜es da equac¸a˜o 2.3.
Logo
N˜ =
s
qr + 1
m∑
i=1
Ni.
Portanto para determinarmos N˜ precisamos determinar os Ni. Pelo Lema 2.2 cada Ni pode
assumir dois valores dependendo se (aai)
n′ = (−1)h ou (aai)n′ = (−1)h. Suponha:
(aai)
n′ = (−1)h, a ∈ F∗qk . (2.4)
Primeiro caso: q par ou h par.
A condic¸a˜o 2.4 e´ equivalente a (aai)
n′ = 1, ou seja aai ∈ G′. Mas isto se verifica se, e
somente se, ai ≡ a−1 mod G′. Mas existe exatamente uma soluc¸a˜o se a ∈ G o que significa
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que an = 1 e na˜o tem soluc¸a˜o caso contra´rio.
Segundo caso: q e h ı´mpares.
Seja α a ra´ız primitiva de Fqk e seja u tal que us = q
r + 1. Temos agora que a equac¸a˜o
2.4 e´ equivalente a (aai)
n′ = −1. Visto que q e´ ı´mpar a equac¸a˜o xn′ = −1 admite α q
r+1
2
como soluc¸a˜o e portanto o conjunto completo das soluc¸o˜es e´ (α
qr+1
2 )G′ = (α
us
2 )G′. Por-
tanto 2.4 e´ equivalente a (α
−us
2 )ai ∈ G′ que e´ verdade se, e somente se, (α−us2 )a ∈ G e
ai ≡ (αus2 )a−1 mod G′. Existe exatamente uma soluc¸a˜o se, e somente se, (α−us2 )a ∈ G o
que significa (α
−us
2 )nan = (α
−sn
2 )uan = 1 ou, de forma equivalente an = (−1)u. Na˜o existe
soluc¸a˜o caso contra´rio.
Donde podemos resumir os dois casos do seguinte modo: se a ∈ F∗qk e us = qr + 1 enta˜o
existe i ∈ I tal que aani = (−1)h se, e somente se, an = (−1)uh e desta forma ai e´ u´nico.
Agora estamos em condic¸o˜es de calcular N˜ , ou seja, o nu´mero de soluc¸o˜es de 2.2.
a) Se an = (−1)uh:
Para cada i : (aai)
n′ = (−1)h e Ni = S(λ) com v = 0 e D = (−1)h (notac¸o˜es do Lema 2.2).
Portanto
N˜ =
s
qr + 1
(
qr + 1
s
)S(λ) = S(λ).
b) Se an = (−1)uh:
Existe somente um i ∈ I tal que (aai)n′ = (−1)h. Portanto
N˜ =
s
qr + 1
[(
qr + 1
s
− 1)S1(λ) + S2(λ)]
onde S1(λ) e´ o nu´mero obtido no Lema 2.2 com v = 0, D = (−1)h e S2(λ) e´ obtido com
v = 2r, D = (−1)h+1. Nos encontramos o resultado do teorema considerando dois casos
λ = 0 e λ = 0, isto e´ considerando tr(b) = 0 e tr(b) = 0, e usando N = qN˜ + 1.

Nas mesmas hipo´teses do Teorema 2.3 obtemos o seguinte corola´rio:
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Corola´rio 2.4 O nu´mero N(a, b) de soluc¸o˜es em Fqk da equac¸a˜o
tr(axs + b) = 0
e´ dado por:
(1) Se an = ε1 e tr(b) = 0 enta˜o : N(a, b) = q
2t−1 − ε(q − 1)(s− 1)qt−1
(2) Se an = ε1 e tr(b) = 0 enta˜o : N(a, b) = q2t−1 + ε(s− 1)qt−1
(3) Se an = ε1 e tr(b) = 0 enta˜o : N(a, b) = q2t−1 + ε(q − 1)qt−1
(4) Se an = ε1 e tr(b) = 0 enta˜o : N(a, b) = q2t−1 − εqt−1
onde ε = (−1) tr , ε1 = εu e u e´ tal que us = qr + 1.
Demonstrac¸a˜o: Decorre diretamente da demostrac¸a˜o do Teorema 2.3. 
2.2 Exemplos de Curvas Maximais
Nesta sec¸a˜o utilizamos o nu´mero de soluc¸o˜es da curva alge´brica plana definida pela equac¸a˜o
yq − y = axs + b sobre Fqk , dado pelo Teorema 2.3, para obtermos exemplos de curvas que
atingem a cota de Weil.
Seja C uma curva alge´brica plana (estamos supondo C absolutamente irredut´ıvel) sobre
Fqk , vamos denotar por g o seu geˆnero. O geˆnero e´ um invariante associado a` curva C, sua
definic¸a˜o e propriedades podem ser vistas em [9], nestas notas basta sabermos que g e´ um
nu´mero natural.
Seja N(C) o nu´mero de pontos racionais da curva C. E´ um resultado bem conhecido
devido a A. Weil que
qk + 1− 2gq k2 ≤ N(C) ≤ qk + 1 + 2gq k2
Estas cotas para N(C) sa˜o conhecidas como cotas de Weil. A demonstrac¸a˜o deste resultado
pode ser vista em [9].
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Definic¸a˜o 2.1 (Curva Maximal)
Seja C uma curva alge´brica plana sobre Fqk , g seu geˆnero e N(C) o nu´mero de seus
pontos racionais. Se
N(C) = qk + 1 + 2gq
k
2
enta˜o C e´ dita ser maximal. 
Observe que para termos uma curva maximal sobre Fqk necessariamente devemos ter k
par. Vejamos agora um exemplo cla´ssico de uma curva maximal. A curva em questa˜o e´
conhecida como Curva de Hermite.
Exemplo 2.1 Considere a curva alge´brica plana projetiva C associada ao polinoˆmio
f(x, y) = yq + y − x1+q ∈ Fq2[x, y].
Veja que f∗(x, y, z) = zyq + zqy − x1+q e enta˜o d = gr(f∗) = q + 1. O geˆnero g de C e´ dado por
g = (d−1)(d−2)2 , onde d e´ o grau de f
∗(x, y, z), neste caso temos g = q(q−1)2 . Para determinarmos a
cardinalidade de C(Fq2) primeiro vamos contar o conjunto dos pontos no plano afim
Ca(Fq2) = {(x, y) ∈ Fq2 × Fq2 : f(x, y) = 0}
= {(x, y) ∈ Fq2 × Fq2 : tr(y) = N (x)}
onde tr e N , func¸a˜o trac¸o e func¸a˜o norma respctivamente, esta˜o definidas em Fq2 sobre Fq.
Como o trac¸o e´ sobrejetivo temos #tr−1(y) = q. Logo
#Ca(Fq2) =
∑
x∈Fq2
#{y ∈ Fq2 : tr(y) = x1+q}
=
∑
x∈Fq2
#tr−1(x1+q)
=
∑
x∈Fq2
q = qq2 = q3.
Como C possui um u´nico ponto no infinito temos que #C(Fq2) = q3+1. A cota de Weil neste caso
e´ q2 + 1 + 2( q(q−1)2 )q = q
2 + 1 + q3 − q2 = q3 + 1. Portanto a Curva de Hermite atinge a cota de
Weil. ♦
Observac¸a˜o 2.1 Veja que quando q e´ par o Exemplo acima decorre diretamente do Teorema
2.3. De fato: considere a curva alge´brica projetiva definida, sobre Fq2, pela equac¸a˜o
yq − y = xq+1.
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Onde fizemos a = 1, b = 0, k = 2, t = 1 = r e s = q + 1 na equac¸a˜o 2.1 do Teorema 2.3.
Como q2−1 = (q+1)(q−1) temos que s divide q2−1 e claramente s divide q+1. Portanto
pelo item (1) do Teorema 2.3
N = q2 + 1 + (q − 1)(q)q = q3 + 1 = #Ca(Fq2).
Agora, como nesta observac¸a˜o, vamos aplicar o Teorema 2.3 para obter outros exemplos
de curvas maximais. Para isto vamos utilizar que o geˆnero g da curva alge´brica plana
projetiva dada pela equac¸a˜o yq−y = axs + b sobre Fqk e´ g = (q−1)(s−1)2 . Este resultado pode
ser visto em [9].
Corola´rio 2.5 Sejam t, r, s, g nu´meros naturais, diferentes de zero, tais que: r divide t,
q2t − 1 = ns, qr + 1 = us e g = (q−1)(s−1)
2
, ou seja, como no Teorema 2.3.
(i) Se t
r
e´ par enta˜o existem curvas tais que
N(C) = qk + 1− 2gq k2 ;
(ii) Se os nu´meros q, t
r
, u sa˜o todos ı´mpares enta˜o existem curvas tais que
N(C) = qk + 1 + 2gq
k
2 ;
onde N(C) e´ o nu´mero de pontos racionais da curva sobre Fqk de geˆnero g, sendo k = 2t .
Demonstrac¸a˜o:
(i) Sendo t
r
par e´ imediato que ε = (−1) tr = 1 e logo ε1 = εu = 1. Tome a = 1 e temos
an = ε1.
Agora considere a seguinte curva, sobre Fq2t ,
yq − y = xs + b
onde tr(b) = 0. Temos pela primeira igualdade do Teorema 2.3 que
N(C) = N = q2t + 1− (q − 1)(s− 1)qt = q2t + 1− 2gqt.
(ii) Sendo q, t
r
, u todos ı´mpares temos ε = −1 e ε1 = −1. Como qr + 1 = us temos s
par pois u e´ ı´mpar e qr + 1 e´ par. Seja α um gerador do grupo c´ıclico F∗
qk
, tome a = α
s
2 .
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Veja que an = α
ns
2 = α
qk−1
2 . Como (α
qk−1
2 )2 = αq
r−1 = 1 e α
qk−1
2 = 1 temos α q
k−1
2 = −1.
Logo an = −1 = ε1.
Agora considere a seguinte curva, sobre Fq2t ,
yq − y = axs + b
onde tr(b) = 0. Temos pela primeira igualdade do Teorema 2.3 que
N(C) = N = q2t + 1 + (q − 1)(s− 1)qt = q2t + 1 + 2gqt.

Exemplo 2.2 Seja C a curva alge´brica plana dada por
y3 − y = x4
sobre F320 .
Sendo q = 3, s = 4, 2t = 20 e r = 5 temos q2t−1 = 320−1 = 4(871.696.100), qr−1 = 35+1 = 4(61)
e g = (q−1)(s−1)2 =
(3−1)(4−1)
2 = 3. Como
t
r =
10
5 = 2 segue pelo Corola´rio 2.5 que
N(C) = q2t + 1− 2gqt = 320 + 1− 6(310) = 3.486.430.108
♦
Corola´rio 2.6 Sejam g e r inteiros, g ≥ 0, r ≥ 1, tais que 2r ≡ −1 mod (2g + 1) enta˜o
para todo inteiro par v, v > 1, e cada q = 22rv existem curvas que satisfazem:
N(C) = q + 1 + 2g
√
q e N(C) = q + 1− 2g√q.
Demonstrac¸a˜o:
Seja t = rv, k = 2t e s = 2g + 1. Como 2r ≡ −1 mod s temos 22rv = 1 mod s. Tome n e u
tais que ns = 22rv − 1 e us = 2r + 1. Como v e´ par temos ε = (−1) tr = (−1)v = 1 e logo
ε1 = ε
u = 1. Tome a = 1 e temos an = ε1.
Agora considere a seguinte curva, sobre F22t ,
y2 − y = xs + b
CAP. 2 NU´MERO DE SOLUC¸O˜ES DE UMA CURVA ALGE´BRICA 39
onde tr(b) = 0. Temos pela primeira igualdade do Teorema 2.3 que
N(C) = N = 22t + 1− (2− 1)(2g + 1− 1)2t = 22t + 1− 2g2t = q + 1− 2g√q.
Considere a mesma curva com b ∈ F22t tal que tr(b) = 0 e temos pela segunda igualdade do
Teorema 2.3 que
N(C) = N = 22t + 1 + (2− 1)(s− 1)2t = 22t + 1 + 2g2t = q + 1 + 2g√q.

Exemplo 2.3 Seja C a curva alge´brica plana dada por
y2 − y = x11
sobre F260 .
Sendo q = 2, s = 11, 2t = 60, r = 5, g = 5 e v = 6.
Como 25 + 1 = 3(11) e 11 = 2g + 1 temos que 2r ≡ −1 mod (2g + 1). Portanto pelo Corola´rio 2.6
N(C) = 22t + 1− 2g2k2 = 260 + 1− 10(230) = 231(229 − 5) + 1
♦
Corola´rio 2.7 Se q e´ ı´mpar e g = q−1
2
, k = 2t, t = rv, u e n inteiros satisfazendo as
hipo´teses do Teorema 2.3. Enta˜o para cada inteiro t ≥ 1 existem curvas satisfazendo
N(C) = qk + 1 + 2gq
k
2 e N(C) = qk + 1− 2gq k2 .
Demonstrac¸a˜o:
Vamos considerar dois casos:
(i) t par.
Neste caso fac¸a r = 2 e temos t = 2v. Se v for par temos que ε = (−1) tr = (−1)v = 1 e logo
ε1 = ε
u = 1. Tome a = 1 e temos an = ε1. Agora considere a seguinte curva, sobre Fq2t ,
yq − y = x2 + b
onde tr(b) = 0. Segue pela primeira igualdade do Teorema 2.3 que
N(C) = N = q2t + 1− (q − 1)(2− 1)qt = q2t + 1− 2gqt = qk + 1− 2gq k2 .
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Se v for ı´mpar temos ε = (−1)v = −1 e ε1 = εu = (−1)u. Supondo u ı´mpar temos ε1 = −1.
Tome a = 1 e temos an = ε1. Agora considere a seguinte curva, sobre Fq2t ,
yq − y = x2 + b
onde tr(b) = 0. Pela terceira igualdade do Teorema 2.3
N(C) = N = q2t + 1− (q − 1)(2− 1)qt = q2t + 1− 2gqt = qk + 1− 2gq k2 .
Supondo u par temos que ε = −1 e ε1 = 1. Tome a = 1 e temos an = ε1. Agora considere a
seguinte curva, sobre Fq2t ,
yq − y = x2 + b
onde tr(b) = 0. Pela primeira igualdade do Teorema 2.3
N(C) = N = q2t + 1 + (q − 1)(2− 1)qt = q2t + 1 + 2gqt = qk + 1 + 2gq k2 .
(ii) t e´ ı´mpar.
Fac¸a r = 1 e temos t = v, logo v e´ ı´mpar. Portanto ε = −1 e ε1 = (−1)u. Se u for par
temos ε1 = 1. Tome a = 1 e temos a
n = ε1. Agora considere a seguinte curva, sobre Fq2t ,
yq − y = x2 + b
onde tr(b) = 0. Pela primeira igualdade do Teorema 2.3
N(C) = N = q2t + 1 + (q − 1)(2− 1)qt = q2t + 1 + 2gqt = qk + 1 + 2gq k2 .
Se u for ı´mpar temos ε1 = −1. Tome a = 1 e temos an = ε1. Agora considere a seguinte
curva, sobre Fq2t ,
yq − y = x2 + b
onde tr(b) = 0. Pela terceira igualdade do Teorema 2.3
N(C) = N = q2t + 1− (q − 1)(2− 1)qt = q2t + 1− 2gqt = qk + 1− 2gq k2 .

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Exemplo 2.4 Seja C a curva alge´brica plana dada por
y5 − y = x2
sobre F56 .
Onde q = 5, k = 2t = 6 e s = 2. Logo t = 3, r = 1, e g = (q−1)(s−1)2 =
5−1
2 = 2. Veja que
q2t − 1 = 56 − 1 = 15.624 = 2(7.812) = sn,
qr − 1 = 5 + 1 = 2(3) = su.
Como v e u sa˜o ı´mpares temos pelo Corola´rio 2.7 que
N(C) = q2t + 1− 2gqt = 56 + 1− 4(53) = 15.126
♦
CAPI´TULO 3
Nu´mero de Soluc¸o˜es de Certas Equac¸o˜es
Diagonais
Neste cap´ıtulo vamos considerar, sobre Fq, equac¸o˜es da forma
a1x
d1
1 + a2x
d2
2 + · · ·+ asxdss = b
onde a1, a2, . . . , as esta˜o em F
∗
q , b em Fq, e os d1, d2, . . . , ds sa˜o inteiros positivos. Quando
temos d1 = d2 = · · · = ds podemos determinar o nu´mero de soluc¸o˜es, desta equac¸a˜o, em
certos casos. Como consequ¨eˆncia vamos obter exemplos de variedades projetivas cujo nu´mero
de soluc¸o˜es atinge a cota de Weil-Deligne.
3.1 Equac¸o˜es Diagonais com expoente constante
Estamos interessados no nu´mero de soluc¸o˜es de uma equac¸a˜o especial. Nesta sec¸a˜o vamos
tratar deste caso especial. Para isto vamos precisar de um resultado bastante conhecido para
o caractere aditivo de Fq, e o outro sobre a soma de determinados caracteres.
Mas primeiro vamos definir precisamente uma equac¸a˜o diagonal:
42
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Definic¸a˜o 3.1 (Equac¸o˜es Diagonais)
Uma equac¸a˜o diagonal sobre Fq e´ uma equac¸a˜o da forma
a1x
d1
1 + a2x
d2
2 + · · ·+ asxdss = b
sendo d1, d2, . . . , ds inteiros positivos, a1, a2, . . . , as em F
∗
q, e b em Fq.
Quando d1 = d2 = · · · = ds dizemos equac¸a˜o diagonal com expoente constante sobre Fq.

Lema 3.1 Seja s um inteiro maior ou igual que 1 e q uma poteˆncia do primo p. Considere
ψa o caractere aditivo em Fq definido por ψa(x) = e
( 2iπ
p
)tr(ax). Enta˜o temos
s∏
i=1
∑
x∈Fq
ψa(aix
d) =
∑
(x1,...,xs)∈Fsq
s∏
i=1
ψa(aix
d
i )
Demonstrac¸a˜o:
Por induc¸a˜o em s. Para s = 1 e´ imediato. Suponha verdadeiro para todo n < s verdadeira
a hipo´tese. Enta˜o
s∏
i=1
∑
x∈Fq
ψa(aix
d) =
∑
x∈Fq
ψa(a1x
d) · · ·
∑
x∈Fq
ψa(asx
d)
=
∑
x∈Fq
ψa(asx
d)
s−1∏
i=1
∑
x∈Fq
ψa(aix
d
i )
(1)
=
∑
x∈Fq
ψa(asx
d)
∑
(x1,...,xs−1)∈Fs−1q
s−1∏
i=1
ψa(aix
d
i )
=
∑
x∈Fq
∑
(x1,...,xs−1)∈Fs−1q
ψa(asx
d)
s−1∏
i=1
ψa(aix
d
i )
=
∑
x∈Fq
∑
(x1,...,xs−1)∈Fs−1q
s−1∏
i=1
ψa(aix
d
i )ψa(asx
d)
=
∑
(x1,...,xs)∈Fsq
s−1∏
i=1
ψa(aix
d
i )ψa(asx
d
s)
=
∑
(x1,...,xs)∈Fsq
s∏
i=1
ψa(aix
d
i )
SEC¸A˜O 3.1 EQUAC¸O˜ES DIAGONAIS COM EXPOENTE CONSTANTE 44
onde a igualdade (1) e´ dada pela hipo´tese de induc¸a˜o e as outras igualdades sa˜o triviais.

Proposic¸a˜o 3.2 Seja s um inteiro, s ≥ 2, q uma poteˆncia do primo p, e Fq o corpo finito
de ordem q. Considere ψa o caractere aditivo de Fq definido por ψa(x) = e
( 2iπ
p
)tr(ax), onde
tr denota o trac¸o de Fq sobre Fp. Se N e´ o nu´mero de soluc¸o˜es (x1, x2, . . . , xs) em F
s
q da
equac¸a˜o
a1x
d
1 + a2x
d
2 + · · ·+ asxds = b
enta˜o
N = q−1
∑
a∈Fq
ψa(−b)
s∏
i=1
S(aai)
onde S(a) =
∑
x∈Fq
ψa(x
d).
Demonstrac¸a˜o:
Defina
F : Fsq −→ Fq
(x1, x2, . . . , xs) −→ a1xd1 + a2xd2 + · · ·+ asxds − b.
Observe que F (x1, x2, . . . , xs) = 0 se, e somente se, a1x
d
1 + a2x
d
2 + · · · + asxds = b tem
soluc¸a˜o.
Primeiro vamos verificar que
∑
a∈Fq
ψa(F (x1, x2, . . . , xs)) =
{ q se F (x1,x2,...,xs) =0
0 se F (x1,x2,...,xs) =0.
Quando F (x1, x2, . . . , xs) = 0 o resultado e´ imediato.
Suponha agora F (x1, x2, . . . , xs) = 0. Chame u = F (x1, x2, . . . , xs) = 0 e observe que
ψa+c(u) = ψa(u)ψc(u),
para todo a, c ∈ Fq, pois o trac¸o e´ linear. Tome c ∈ Fq e veja que
∑
a∈Fq
ψa(u) =
∑
a∈Fq
ψa+c(u) = ψc(u)
∑
a∈Fq
ψa(u).
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Agora se
∑
a∈Fq
ψa(u) = 0 vamos ter ψc(u) = 1 para todo c ∈ Fq e enta˜o e(
2iπ
p
)tr(uc) = 1 para
todo c ∈ Fq. Portanto tr(uc) = 0 para todo c ∈ Fq com u = 0, ou seja, o trac¸o e´ zero
para todo elemento de Fq. Com isto temos um absurdo pois pelo Teorema A.10 o trac¸o e´
sobrejetivo. Portanto
∑
a∈Fq
ψa(u) = 0 se F (x1, x2, . . . , xs) = 0 como desejavamos.
Para conclu´ırmos o resultado considere
S =
∑
(x1,x2,...,xs)∈Fsq
∑
a∈Fq
ψa(F (x1, x2, . . . , xs)).
Pela observac¸a˜o anterior temos S = qN . Portanto
∑
(x1,x2,...,xs)∈Fsq
∑
a∈Fq
ψa(F (x1, x2, . . . , xs)) =
∑
a∈Fq
∑
(x1,x2,...,xs)∈Fsq
ψa(F (x1, x2, . . . , xs))
=
∑
a∈Fq
∑
(x1,x2,...,xs)∈Fsq
ψa(a1x
d
1 + · · ·+ asxds − b)
=
∑
a∈Fq
ψa(−b)
∑
(x1,x2,...,xs)∈Fsq
s∏
i=1
ψa(aix
d
i )
=
∑
a∈Fq
ψa(−b)
s∏
i=1
∑
x∈Fq
ψa(aix
d).
A u´ltima igualdade docorre do Lema 3.1, e como ψaai(x
d) = ψa(aix
d) obtemos o resultado
fazendo S(aai) =
∑
x∈Fq
ψa(aix
d). 
O resultado que acabamos de verificar diz que para calcular o nu´mero de soluc¸o˜es de
uma equac¸a˜o diagonal com expoente constante e´ necessa´rio determinarmos
∑
x∈Fq
ψa(aix
d
i ).
Nosso pro´ximo resultado fornece o valor deste somato´rio pra determinados inteiros k e s.
Lema 3.3 Assuma k = 2t e que s divide pk− 1, p primo. Seja n tal que ns = pk − 1 e ψa o
caractere aditivo de Fpk definido por ψa(x) = e
( 2iπ
p
)tr(ax), onde tr denota o trac¸o de Fpk sobre
Fp. Defina
S(a) =
∑
x∈F
pk
ψa(x
s)
onde a ∈ F∗pk .
Caso exista um divisor positivo r de t tal que pr ≡ −1 (mod s) obtemos:
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S(a) = −ε(s− 1)pt para an = ε1, e S(a) = εpt para an = ε1,
onde ε = (−1) tr e ε1 = εu com us = pr + 1.
Demonstrac¸a˜o:
Seja Nλ o nu´mero de soluc¸o˜es de tr(ax
s) = λ, λ ∈ Fp. Como o trac¸o e´ sobrejetivo segue
pelo Corola´rio 2.4 que para cada λ = 0 temos Nλ = N1. Logo
S(a) =
∑
tr(axs)=0
ψa(x
s) +
∑
tr(axs)=0
ψa(x
s).
Como ∑
tr(axs)=0
ψa(x
s) =
∑
tr(axs)=0
1 = N0
e ∑
tr(axs)=0
ψa(x
s) = N1
p−1∑
j=1
e
2iπ
p
j = −N1,
obtemos S(a) = N0 −N1. E de acordo com o Corola´rio 2.4 temos dois casos a considerar:
Se an = ε1 temos
S(a) = N0 −N1 = p2t−1 − ε(p− 1)(s− 1)pt−1 − p2t−1 + ε(s− 1)pt−1 = −ε(s− 1)pt.
Se an = ε1 temos
S(a) = N0 −N1 = p2t−1 + ε(p− 1)pt−1 − p2t−1 + εpt−1 = εpt−1(1 + p− 1) = εpt.

Agora estamos em condic¸o˜es de determinar o nu´mero de soluc¸o˜es de certa equac¸a˜o
diagonal.
Teorema 3.4 Seja p um nu´mero primo, q = pk, k = 2t e Fq o corpo finito de ordem q.
Sejam a1, a2, . . . , as em F
∗
q, com s ≥ 2, b ∈ Fq e d um divisor de q−1 e n tal que nd = q−1.
Denote por N o nu´mero de soluc¸o˜es (x1, x2, . . . , xs) em F
s
q da equac¸a˜o
a1x
d
1 + a2x
d
2 + · · ·+ asxds = b.
Se existe um divisor r de t tal que pr ≡ −1 (mod d) temos:
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(1) para b = 0, N = qs−1 + εsq
s
2
−1(q − 1)d−1
d−1∑
0
(1− d)υ(j),
(2) para b = 0, N = qs−1 − εs+1q s2−1[(1− d)θ(b)q 12 − (q 12 − ε)d−1
d−1∑
0
(1− d)τ(j)],
onde ε = (−1) tr , θ(b) e´ o nu´mero dos i′s, 1 ≤ i ≤ s, que satisfazem a igualdade
(ai)
n = (−b)n, τ(j) o nu´mero dos i′s, 1 ≤ i ≤ s que satisfazem (ai)n = (αj)n (sendo α
um gerador do grupo c´ıclico F∗q) e υ(j) o nu´mero dos i
′s, tal que (αj)n(ai)n = 1.
Demonstrac¸a˜o:
Vamos utilizar a Proposic¸a˜o 3.2 junto com as notac¸o˜es do Lema 3.3. Para a ∈ F∗q defina
δ(a) como o nu´mero dos i′s, tal que (aai)n = ε1. Lembre que S(a) =
∑
x∈Fq
ψa(x
s) e ψa(x) =
e(
2iπ
p
)tr(ax), e o trac¸o definido de Fq sobre Fp. Seja S(1) = −ε(d − 1)pt, S(2) = εpt. Enta˜o
pelo Lema 3.3 o produto
s∏
i=1
S(aai) torna-se S(1)
δ(a)S(2)s−δ(a) quando a = 0. Segue enta˜o
pela Proposic¸a˜o 3.2 que
qN =
∑
a∈Fq
ψa(−b)
s∏
i=1
S(aai)
= ψ0(−b)
s∏
i=1
S(0) +
∑
a∈F∗q
ψa(−b)S(1)δ(a)S(2)s−δ(a)
= qs + (S(2)s)
∑
a∈F∗q
(S(1)S(2)−1)δ(a)ψa(−b).
A segunda igualdade segue de
s∏
i=1
S(aai) = S(1)
δ(a)S(2)s−δ(a) quando a = 0. A terceira
igualdade vem do fato de ψ0(−b) = 1 e S(0) = q. Como S(2)s = εspst e S(1)S(2)−1 = 1− d
temos
qN = qs + εspst
∑
a∈F∗q
(1− d)δ(a)ψa(−b). (3.1)
Seja En o subgrupo multiplicativo de ordem n de F
∗
q e Cj as classes mo´dulo En definidas por
Cj = α
jEn para j ∈ {0, 1, . . . , d− 1} sendo α uma raiz primitiva de Fq. Observe que Cj e´ o
conjunto dos y ∈ Fq tal que yn = αjn. Portanto o somato´rio em 3.1 pode ser reescrito como
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∑
a∈F∗q
(1− d)δ(a)ψa(−b) =
d−1∑
j=0
∑
a∈Cj
(1− d)δ(a)ψa(−b) (3.2)
Seja υ(j) o o nu´mero dos i′s, tal que (αj)n(ai)n = 1. Para todo a ∈ Cj temos
an = (αj)n logo (aai)
n = 1 se, e somente se, (α
j)n(ai)
n = 1. Isto significa que δ(a) = υ(j)
para todo a ∈ Cj. Logo por 3.1 e 3.2 temos:
qN = qs + εspst
d−1∑
j=0
(1− d)υ(j)
∑
a∈Cj
ψa(−b). (3.3)
Basta agora determinarmos
∑
a∈Cj
ψa(−b). Para isto vamos considerar quando b = 0 e quando
b = 0.
(i) b = 0.
Para λ ∈ Fp defina
Rj(b, λ) = #{a ∈ Cj : tr(−ba) = λ}
e
Tj(b, λ) = #{x ∈ Fq : tr(−bαjxd) = λ}.
Se a ∈ Cj enta˜o existe exatamente d elementos de F∗q tal que a = αjxd e assim dRj(b, λ) =
Tj(b, λ). Logo
d
∑
a∈Cj
ψa(−b) = Tj(b, 0) +
p−1∑
λ=1
Tj(b, λ)e
( 2iπ
p
λ).
Pela Corola´rio 2.4 temos que Tj(b, λ) depende somente de (−bαjxd) e assim
d
∑
a∈Cj ψa(−b) = Tj(b, 0) + Tj(b, 1)
p−1∑
λ=1
e(
2iπ
p
λ)
= Tj(b, 0) + Tj(b, 1)
(
−1 +
p−1∑
λ=0
e(
2iπ
p
λ)
)
= Tj(b, 0)− Tj(b, 1),
a u´ltima igualdade segue do fato de
p−1∑
λ=0
e(
2iπ
p
λ) = 0 (aplicac¸a˜o direta do Lema 1.1).
Substituindo d
∑
a∈Cj
ψa(−b) = Tj(b, 0)− Tj(b, 1) em 3.3 vamos obter
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qN = qs + d−1εspst
d−1∑
j=0
Aj(b)(1− d)υ(j), (3.4)
onde Aj(b) = Tj(b, 0)− Tj(b, 1).
Pelo Corola´rio 2.4 e pela definic¸a˜o de Tj(b, λ), o nu´mero Aj(b) depende somente de b e
j, e do nu´mero (bαj)n ser igual a ε1 ou na˜o. O u´nico caso onde ε1 = −1, no Corola´rio 2.4, e´
quando p e u sa˜o ı´mpares. E neste caso a igualdade ud = pr +1 implica d par. Isto significa
que (ε1)
d = (−1)d = 1 e portanto, pois nd = q− 1, existe exatamente n soluc¸o˜es de an = ε1.
Isto e´ obviamente verdade se ε1 = 1. Em todos os outros casos existe exatamente um u´nico
j satisfazendo (bαj)n = ε1, com 0 ≤ j ≤ d−1, dito j0. Tome γ0 = bγj0, γ1 = bγj com j = j0,
e seja v1 ∈ Fq tal que tr(v1) = 1, com as notac¸o˜es do Corola´rio 2.4, vamos obter:
para j = j0
Aj(b) = A1 = N(γ0, 0)− 1−N(γ0, v1) = −1− ε1(d− 1)pt
para j = j0
Aj(b) = A2 = N(γ1, 0)− 1−N(γ1, v1) = −1− ε1pt
Substituindo em 3.4 temos
qN = qs + d−1εspst[A1(1− d)υ(j0) + A2
∑
j =j0
(1− d)υ(j)]
= qs + d−1εspst[(A1 − A2)(1− d)υ(j0) + A2
d−1∑
j=0
(1− d)υ(j)]
= qs + d−1εspst[−εdpt(1− d)υ(j0) − εpt
d−1∑
j=0
(1− d)υ(j)]
Veja que por definic¸a˜o υ(j) = {i : (αj)n(ai)n = ε1}, mas como vimos antes ε1 = εu, ou seja,
ε1 e´ uma poteˆncia de ε. Assim, se 0 ≤ j ≤ d − 1, υ(j) e´ igual ao nu´mero dos ai′s que
pertencem somente a uma classe mo´dulo En. Dessa forma podemos substituir υ(j) por τ(j)
na u´ltima igualdade. Ale´m disso se j = j0 e como ε1 = (bα
j0)n, o inteiro υ(j0) e´ igual ao
nu´mero dos i′s tal que (ai)n = bn. Vamos denotar este u´ltimo nu´mero por θ(b) e o teorema
segue para b = 0.
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(ii) Quando b = 0.
Substituindo em 3.3, obtemos
qs + εspst
d−1∑
j=0
(1− d)υ(j)
∑
a∈Cj
ψa(0).
Como
∑
a∈Cj
ψa(0) = #
∑
a∈Cj
1 = #Cj = n =
q − 1
d
temos
qN = qs + εspst
d−1∑
j=0
(1− d)υ(j) q − 1
d
= qs + εsqs(q − 1)d−1
d−1∑
j=0
(1− d)υ(j).

3.2 Variedades Maximais
Dad uma equac¸a˜o diagonal com expoente constante em s varia´veis, sobre Fq, vimos que em
certos casos e´ poss´ıvel determinar seu nu´mero de soluc¸o˜es em Fsq.
Agora aumentando as restric¸o˜es, vamos supor todos coeficientes iguais a um, e´ poss´ıvel
obtermos variedades projetivas sobre Fq que atigem a cota de Weil-Deligne para o nu´mero
de pontos destas variedades.
Corola´rio 3.5 Seja p um nu´mero primo, q = pk, k = 2t, e Fq o corpo finito de ordem q.
Seja N o nu´mero de soluc¸o˜es (x1, x2, . . . , xs) em F
s
q da equac¸a˜o
xd1 + x
d
2 + · · ·+ xds = b
onde s ≥ 2, b ∈ Fq e d um divisor de q − 1 tal que nd = q − 1.
Se existe um divisor r de t tal que pr = −1(mod d) enta˜o N e´ dado por:
(1) se b = 0, N = qs−1 + ηsq
s
2
−1(q − 1)B(d, s),
(2) se b = 0, temos dois casos:
(i) se bn = 1, N = qs−1 + ηs+1q
s
2
−1[(d− 1)sq 12 − (q 12 − η)B(d, s)],
(ii) se bn = 1, N = qs−1 + ηs+1q s2−1[(−1)sq 12 − (q 12 − η)B(d, s)].
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onde η = (−1) tr+1 e B(d, s) = d−1[(d− 1)s + (−1)s(d− 1)].
Demonstrac¸a˜o:
Pelo Teorema 3.4 obtemos:
(1) para b = 0, N = qs−1 + εsq
s
2
−1(q − 1)d−1
d−1∑
0
(1− d)υ(j),
(2) para b = 0, N = qs−1 + εsq s2−1(q − 1)d−1[(1− d)θ(b)q 12 − (q 12 − ε)d−1
d−1∑
0
(1− d)τ(j)].
Portanto devemos calcular υ(j), θ(b) e τ(j).
Para calcular υ(j) temos que determinar o nu´mero dos i’s que satisfazem (αj)n(ai)
n = ε1.
Como ai = 1 para todo i basta verificarmos se (α
j)n = ε1 tem soluc¸a˜o. Em caso afirmativo
υ(j) = s pois temos s coeficientes e em caso negativo υ(j) = 0.
Mas e´ fa´cil ver que (αj)n = (−1) tr u, 0 ≤ j ≤ d − 1, tem soluc¸a˜o somente quando j = 0.
Portanto υ(0) = s e υ(j) = 0 se j = 0. E quando b = 0, obtemos
N = qs−1 + εsq
s
2
−1(q − 1)d−1
d−1∑
0
(1− d)υ(j)
= qs−1 + εsq
s
2
−1(q − 1)d−1[(1− d)s + (d− 1)]
= qs−1 + εsq
s
2
−1(q − 1)d−1(−1)s[(d− 1)s + (−1)s(d− 1)]
= qs−1 + (−1)sεsq s2−1(q − 1)d−1[(d− 1)s + (−1)s(d− 1)]
= qs−1 + ηsq
s
2
−1(q − 1)B(d, s),
onde ηs = (−1)sεs e B(d, s) = d−1[(d− 1)s + (−1)s(d− 1)].
Agora com uma ana´lise semelhante a de υ(j) vemos que τ(0) = s e τ(j) = 0 se j = 0.
Supondo bn = 1 temos θ(b) = s e neste caso
N = qs−1 + εsq
s
2
−1(q − 1)d−1[(1− d)θ(b)q 12 − (q 12 − ε)d−1
d−1∑
0
(1− d)τ(j)]
= qs−1 + εsq
s
2
−1(q − 1)d−1[(1− d)sq 12 − (q 12 + η)d−1(−1)s[(d− 1)s + (−1)s(d− 1)]
= qs−1 + ηs+1q
s
2
−1[(d− 1)sq 12 − (q 12 − η)B(d, s)],
visto que ηs+1 = (−1)sεs, η = −ε e B(d, s) = d−1[(d− 1)s + (−1)s(d− 1)].
Agora supondo bn = 1 temos θ(b) = 0 e calculando N , como no caso anterior obtemos
N = qs−1 + εsq
s
2
−1(q − 1)d−1[(1− d)θ(b)q 12 − (q 12 − ε)d−1
d−1∑
0
(1− d)τ(j)].
SEC¸A˜O 3.2 VARIEDADES MAXIMAIS 52

Seja f um polinoˆmio homogeˆneo de grau d em Fq[x1, . . . , xs] e V = Z(f), a variedade
projetiva definida por f sobre Fq. Considere N˜ o nu´mero de pontos de V sobre Fq. Temos um
resultado bastante conhecido que estabelece uma cota para N˜ quando V e´ absolutamente
irredut´ıvel e na˜o singular. Esta cota e´ conhecida como cota de Weil-Deligne e estabelece que∣∣∣∣N˜ − qs−1q − 1
∣∣∣∣ ≤ q( s2−1)B(d, s)
onde B(d, s) = d−1[(d− 1)s + (−1)s(d− 1)].
O pro´ximo resultado vai nos fornecer uma famı´lia de variedades projetivas onde o nu´mero
de pontos sobre Fq, destas variedades, atigem a cota de Weil-Deligne.
Corola´rio 3.6 Seja V a variedade projetiva definida por xd1 + x
d
2 + · · · + xds sobre Fq onde
s ≥ 2, q = pk com p primo, k = 2t, e d e´ um divisor de pk − 1. Seja N˜ o nu´mero de pontos
V sobre Fq.
Se existe um divisor r de t tal que pr ≡ −1 (mod d), enta˜o N˜ e´ dado por:
Se t
r
for par e s ı´mpar temos
N˜ =
(qs−1 − 1)
(q − 1) − q
( s
2
−1)B(d, s).
Se t
r
for ı´mpar temos
N˜ =
(qs−1 − 1)
(q − 1) + q
( s
2
−1)B(d, s).
Demonstrac¸a˜o:
Seja V a variedade projetiva definida por f(x1, . . . , xs) = x
d
1 + · · · + xds sobre Fq
(se d e q sa˜o coprimos V e´ absolutamente irredut´ıvel, para s ≥ 3). Temos que V e´ o
conjunto de pontos (x1 : . . . : xs) em P
s−1 tal que f(x1, . . . , xs) = 0. Agora observe que
f(0, . . . , 0) = 0 mas (0 : . . . : 0) = Ps−1 e que para toda soluc¸a˜o (x1, . . . , xs) = 0 em Fsq
temos que a(x1, . . . , xs), a ∈ F∗q tambe´m e´ soluc¸a˜o. Visto que estamos interessados em
soluc¸o˜es em Ps−1 temos
N˜ =
N − 1
q − 1
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onde N e´ o nu´mero de soluc¸o˜es em Fqs de x
d
1 + x
d
2 + · · ·+ xds = 0 dado pelo Corola´rio 3.5.
Portanto
N˜ − (q
s−1 − 1)
(q − 1) = η
sq(
s
2
−1)B(d, s)
com η = (−1) tr+1. Neste caso se t
r
e´ par temos ηs = −1 ou 1 de acordo s for ı´mpar ou par.
Se t
r
e´ ı´mpar ηs = 1 e o resultado segue. 
APEˆNDICE A
Corpos Finitos
Nosso objetivo, neste apeˆndice, e´ destacar alguns resultados sobre a teoria dos corpos com
eˆnfase aos corpos finitos. Estes resultados foram utilizados ao longo do texto. Vamos nos
limitar a fornecer as definic¸o˜es e os resultados sem demonstrac¸o˜es. Para maiores detalhes
veja [3], [15].
Em [3] o leitor tera´ uma ide´ia de como e´ fecundo o universo dos corpos finitos.
A.1 Caracterizac¸a˜o dos Corpos finitos
Nesta sec¸a˜o vamos caracterizar os corpos finitos e ver algumas de suas propriedades.
O primeiro exemplo de corpo finito que um estudante tem contato, na sua vida acadeˆmica,
e´ o corpo dado pelo grupo quociente Z
pZ
onde p e´ um primo. Nos iremos denotar este corpo
finito por Fp.
Definic¸a˜o A.1 (Caracter´ıstica)
Seja K um corpo se existe n, inteiro positivo, tal que na = 0 para todo a ∈ K, enta˜o o
menor inteiro n com esta propriedade e´ dito ser a caracter´ıstica de K, notac¸a˜o n = car(K).
Caso na˜o exista nenhum inteiro positivo com esta propriedade a caracter´ıstica de K e´ dita
ser zero. 
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Teorema A.1 Todo corpo finito possui caracter´ıstica prima.
Teorema A.2 Seja K corpo finito tal que car(K) = p, p primo. Enta˜o
(a+ b)p
n
= ap
n
+ bp
n
e (a− b)pn = apn − bpn
para todo a, b ∈ K e n ∈ N.
Definic¸a˜o A.2 (Extensa˜o ) Seja K um subcorpo do corpo L, K ⊆ L. Dizemos que L e´
uma extensa˜o de K. 
A dimensa˜o do K-espac¸o vetorial L e´ dita ı´ndice da extensa˜o L de K e denotada por
[L : K].
Definic¸a˜o A.3 (Corpo Primo) Um corpo que na˜o possui subcorpos pro´prio e´ chamado
de corpo primo. 
Teorema A.3 O subcorpo primo de um corpo F e´ isomorfo a Fp ou a Q, de acordo
car(F ) = p ou 0.
Teorema A.4 Todo corpo finito F tem pn elementos, onde p e´ a caracter´ıstica de F e
n = [F : Fp].
Lema A.5 Se F e´ um corpo finito com q elementos, q = pn, enta˜o todo a ∈ F satisfaz
aq = a. Seja K um subcorpo de F , enta˜o o polinoˆmio xq−x de K[x] se fatora em F [x] como
xq − x =
∏
a∈F
(x− a)
e F e´ o corpo de fatorac¸a˜o de xq − x sobre K.
Teorema A.6 Para cada primo p e cada nu´mero natural n existe um corpo finito com pn
elementos. Todo corpo finito com q = pn elementos e´ isomorfo ao corpo de fatorac¸a˜o de
xq − x em Fp.
Teorema A.7 Seja Fq o corpo finito com q = p
n elementos. Enta˜o todo subcorpo de Fq
tem pm elementos, onde m e´ divisor de n. Reciprocamente se m e´ um divisor de n existe
exatamente um subcorpo de Fq com p
m elementos.
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Teorema A.8 Para todo corpo finito Fq, o grupo multiplicativo F
∗
q dos elementos na˜o nulos
de Fq e´ c´ıclico.
Definic¸a˜o A.4 ( Elemento Primitivo) Um gerador do grupo c´ıclico F∗q e´ chamado de
elemento primitivo de Fq. 
Teorema A.9 Seja Fq o corpo finito com extensa˜o Fr. Enta˜o Fr e´ uma extensa˜o alge´brica
simples de Fr e para todo ς elemento primitivo de Fr temos Fq(ς) = Fr.
A.2 Func¸o˜es e Bases
Nesta sec¸a˜o vamos definir duas importantes func¸o˜es sobre um corpo finito, base dual e ver
um resultado para um determinado polinoˆmio.
Definic¸a˜o A.5 (Trac¸o)
Para a ∈ F = Fqm e K = Fq, o trac¸o de a sobre K e´ definido por
trF |K(a) = a + a
q + · · ·+ aqm−1 .

Quando F e K estiverem claros iremos denotar trF |K(a) por tr(a) e diremos apenas trac¸o
de a.
Teorema A.10 Seja K = Fq e F = Fqm. Enta˜o a func¸a˜o tr = trF |K possui as sequintes
propriedades:
1. tr(α) ∈ K para todo α ∈ F ;
2. tr e´ K-linear e sobrejetiva;
3. tr(α) = mα para todo α ∈ K;
4. tr(αq) = tr(α) para todo α ∈ F .
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Teorema A.11 Seja F uma extensa˜o finita do corpo finito K. Considerando ambos como
K-espac¸os vetoriais sobre K obtemos que toda transformac¸a˜o linear de F em K e´ da forma
Lβ, com β ∈ F , onde Lβ(α) = tr(βα) para todo α ∈ F . Ale´m disso se β = α temos que Lβ
e Lα sa˜o distintas.
Teorema A.12 Seja F = Fqm uma extensa˜o de Fq e tr : F → Fq o trac¸o de F sobre Fq.
Enta˜o para todo a ∈ F temos que tr(a) = 0 se, e somente se, a = bq − b para algum b ∈ F .
Definic¸a˜o A.6 (Norma)
Para a ∈ F = Fqm e K = Fq, a norma NF |K de a de F sobre K e´ definida por
NF |K(a) = a • aq • · · · • aq
m−1
= a
(qm−1)
(q−1) .

Quando F e K estiverem claros iremos denotar NF |K(a) por N(a) e diremos apenas
norma de a.
Teorema A.13 Seja N : Fqm → Fq a func¸a˜o norma. Enta˜o
1. N(ab) = N(a)N(b) para todo a, b ∈ Fqm;
2. N e´ sobrejetiva e N(a) = 0 se, e somente se, a = 0;
3. N(a) = am para todo a ∈ Fq;
4. N(aq) = N(a) para todo a ∈ Fqm.
Definic¸a˜o A.7 (Base Dual)
Seja K corpo finito e F uma extensa˜o deK. Enta˜o duas bases {α1, . . . , αm} e {β1, . . . , βm}
de F sobre K sa˜o ditas bases dual ou complementares se para 1 ≤ i, j ≤ m nos temos
trF |K(αiβj) =
{0 para i=j
1 para i=j.

SEC¸A˜O A.2 FUNC¸O˜ES E BASES 58
Teorema A.14 Dado α = {α1, . . . , αm} base de F sobre K existe β = {β1, . . . , βm} base de
F sobre K tal que α e β sa˜o complementares.
Teorema A.15 Seja a ∈ Fq e p a caracter´ıstica de Fq. Enta˜o xp − x − a e´ irredut´ıvel em
Fq[x] se, e somente se, na˜o tem raiz em Fq.
Corola´rio A.16 Com a notac¸a˜o do Teorema A.15 o trinoˆmio xp − x− a e´ irredut´ıvel em
Fq[x] se, e somente se, tr(a) = 0, onde tr : Fq → Fp.
Demonstrac¸a˜o:
Veja na pa´gina 127 da refereˆncia [3]. 
APEˆNDICE B
Curvas Alge´bricas
Este apeˆndice conte´m definic¸o˜es e alguns resultados ba´sicos sobre Curvas Alge´bricas Planas
em especial sobre corpos finitos. Para mais detalhes e provas o leitor pode consultar [7], [8].
Neste texto a principal refereˆncia e´ [1].
B.1 Variedades Afim
Ao longo desta sec¸a˜o vamos assumir que K e´ um corpo algebricamente fechado.
O n-dimensional espac¸o afim An = An(K) e´ o conjunto de todas n-uplas de elementos de
K. Um elemento P = (a1, . . . , an) ∈ An e´ dito ponto de An e a1, . . . , an sa˜o as coordenadas
do ponto P .
Seja K[x1, . . . , xn] o anel dos polinoˆmios em n varia´veis sobre K. Se f ∈ K[x1, . . . , xn],
um ponto P = (a1, . . . , an) ∈ An e´ dito zero de f se f(P ) = f(a1, . . . , an) = 0.
Se f na˜o e´ constante, o conjunto dos zeros de f e´ chamado de hipersuperf´ıcie definida
por f .
Definic¸a˜o B.1 (Conjunto Alge´brico Afim)
Seja V um subconjunto de An. Se existe S ⊆ K[x1, . . . , xn], subconjunto de polinoˆmios,
tal que
V = {P ∈ An : f(P ) = 0 para todo f ∈ S},
59
SEC¸A˜O B.2 VARIEDADES PROJETIVAS 60
enta˜o V e´ chamado de conjunto alge´brico afim de An, ou simplesmente conjunto alge´brico.
Notac¸a˜o V = Z(S), ”zeros”de S. 
Um conjunto alge´brico afim V ⊆ An e´ chamado de irredut´ıvel se na˜o pode ser decomposto
como V = V1 ∪ V2, onde V1 e V2 sa˜o subconjuntos alge´bricos pro´prios de V . De forma
equivalente V e´ irredut´ıvel se, e somente se, o ideal
I(V ) = {f ∈ K[x1, . . . , xn] : f(P ) = 0 para todo P ∈ V },
chamado de ideal de V , e´ primo.
B.2 Variedades Projetivas
Ao longo desta sec¸a˜o vamos assumir que K e´ um corpo algebricamente fechado.
Considere An+1 \ {(0, . . . , 0)} com a sequinte relac¸a˜o de equivaleˆncia
(a1, . . . , an, an+1) ∼ (b1, . . . , bn, bn+1)⇔ ∃ 0 = λ ∈ K tal que bi = λai ∀ 1 ≤ i ≤ n + 1.
Denotamos a classe de equivaleˆncia de (a1, . . . , an, an+1) por (a1 : . . . : an : an+1). O n-
dimensional espac¸o projetivo Pn = Pn(K) e´ o conjunto de todas as classes de equivaleˆncia
Pn = {(a1 : . . . : an : an+1) : ai ∈ K e nem todos nulos }
Um elemento P = (a1 : . . . : an : an+1) ∈ Pn e´ chamado de ponto, e a1, . . . , an, an+1 sa˜o suas
coordenadas homogeˆneas de P .
Seja F ∈ K[x1, . . . , xn, xn+1] um polinoˆmio homogeˆnio de grau d, tambe´m dito forma
de grau d. Um ponto P = (a1 : . . . : an : an+1) ∈ Pn e´ dito zero de F se, e somente
se, F (P ) = F (a1, . . . , an, an+1) = 0. Veja que esta´ definic¸a˜o independe das coordenadas
homogeˆneas de P , pois
F (λa1, . . . , λan, λan+1) = λ
dF (a1, . . . , an, an+1),
donde, desde que λ = 0,
F (a1, . . . , an, an+1) = 0⇔ F (λa1, . . . , λan, λan+1) = 0.
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Definic¸a˜o B.2 (Conjunto Alge´brico Projetivo)
Seja V um subconjunto de Pn. Se existe um subconjunto S ⊆ K[x1, . . . , xn+1] de formas
tal que
V = {P ∈ Pn : F (P ) = 0 para todo F ∈ S}
dizemos que V e´ um do conjunto alge´brico projetivo. 
O ideal I(V ) ⊆ K[x1, . . . , xn+1] gerado pelas formas F ∈ K[x1, . . . , xn+1] tal que
F (P ) = 0 para todo P ∈ V , e´ chamado de ideal de V .
Definic¸a˜o B.3 (Variedade Projetiva)
Um conjunto alge´brico projetivo V ⊆ Pn e´ dito irredut´ıvel se na˜o pode ser decomposto
como V = V1 ∪ V2, onde V1 e V2 sa˜o subconjuntos alge´bricos projetivos de V . 
Como no caso afim V ⊆ Pn e´ irredut´ıvel se, e somente se, I(V ) e´ ideal primo de
K[x1, . . . , xn+1].
B.3 Curvas e Pontos Racionais
Seja K um corpo finito. Vamos denotar por K¯ o seu fecho alge´brico.
Se f(x, y) e´ um polinoˆmio em K[x, y], enta˜o a curva alge´brica plana afim associada e´
definida por
Ca = Ca(K¯) = {(a, b) ∈ K¯ × K¯ : f(a, b) = 0}.
Os pontos racionais da curva plana afim associada sa˜o dados por
Ca(K) = {(a, b) ∈ K ×K : f(a, b) = 0}.
Seja agora F (x, y, z) um polinoˆmio homogeˆneo de grau d em K[x, y, z], enta˜o a curva
alge´brica plana projetiva associada e´ definida por
C = C(K¯) = {(a : b : c) ∈ P2(K¯) : f(a, b, c) = 0}.
Os pontos racionais da curva plana projetiva associada sa˜o dados por
C = C(K) = {(a : b : c) ∈ P2(K) : f(a, b, c) = 0}.
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Seja f(x, y) um polinoˆmio em K[x, y] associamos ao polinoˆmio f a seguinte forma em
K[x, y, z]
f ∗(x, y, z) := zdf
(x
z
,
y
z
)
.
O polinoˆmio homogeˆneo f ∗(x, y, z) e´ chamado de polinoˆmio homogeˆneo associado a f ,
este processo e´ chamado de homogenizac¸a˜o de f . Portanto quando nos referimos a curva
alge´brica plana projetiva associada ao polinoˆmio f(x, y) estamos nos referindo a curva asso-
ciada ao polinoˆmio homogeˆneo f ∗(x, y, z).
Dado um polinoˆmio homogeˆneo f(x, y, z) ∈ K[x, y, z] podemos fazer processo inverso da
homgenizac¸a˜o , ou seja, associamos ao polinoˆmio homogeˆneo f(x, y, z) o seguinte polinoˆmio
em K[x, y]
f∗(x, y) := f(x, y, 1).
Este processo e´ chamado de desomogenizac¸a˜o de f(x, y, z).
Seja Ca a curva plana afim associada ao polinoˆmio f ∈ K[x, y]. Tome C a curva plana
projetiva associada a forma f ∗ ∈ K[x, y, z] e´ fa´cil ver que (x, y) → (x : y : 1) e´ uma
imersa˜o de Ca em C. Logo para determinarmos as soluc¸o˜es de uma curva plana projetiva
basta encontramos as soluc¸o˜es da curva plana afim f(x, y) e depois considerar as soluc¸o˜es
da forma (x : y : 0)
Os pontos da forma (x : y : 0) sa˜o ditos pontos no infinito com relac¸a˜o a curva plana
afim Ca.
B.4 Variedades Absolutamente Irredut´ıveis
Nosso principal interesse em variedades sobre corpos finitos e´ determinar seu nu´mero de
pontos racionais. Ha´ uma classe de variedades especiais onde este trabalho e´ ”simplificado”.
E sa˜o estas variedades que vamos especificar nesta sec¸a˜o e fornecer alguns resultados.
Como todo polinoˆmio f(x, y) em K[x, y], na˜o constante, pode ser decomposto como
produto de fatores irredut´ıveis, em K[x, y], podemos considerar somente os polinoˆmios
irredut´ıveis em K[x, y]. Contudo f(x, y) pode ser decomposto em alguma extensa˜o de K
e dessa forma, para evitar este tipo de problema, vamos considerar somente polinoˆmios
absolutamente irredut´ıveis em K[x, y].
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Definic¸a˜o B.4 (Polinoˆmio Absolutamente Irredut´ıvel)
Seja f(x1, . . . , xn) um polinoˆmio em K[x1, . . . , xn]. Se f(x1, . . . , xn) e´ irredut´ıvel em
K¯[x1, . . . , xn], K¯ fecho alge´brico de K, dizemos que f(x1, . . . , xn) e´ absolutamente irredut´ıvel
em K[x1, . . . , xn]. 
Portanto quando falarmos variedade absolutamente irredut´ıvel estamos dizendo que o
seu polinoˆmio associado e´ absolutamente irredut´ıvel em K[x, y].
Temos os seguintes resultados para determinar se um polinoˆmio e´ absolutamente irre-
dut´ıvel em K[x, y].
Teorema B.1 Seja f(x, y) ∈ K[x, y] da seguinte forma
f(x, y) = a0y
n + a1(x)y
n−1 + · · ·+ an−1y + an(x)
com ai ∈ K[x] e a0 ∈ K∗. Suponha que gr(an(x)) = m e´ coprimo com n e que mn > gr(ai(x))i
para i = 1, 2, . . . , n− 1. Enta˜o o polinoˆmio f(x, y) e´ absolutamente irredut´ıvel em K[x, y].
Demonstrac¸a˜o: Veja o primeiro Teorema do livro [1]. 
Teorema B.2 Seja K um corpo arbitra´rio, f ∈ K[x] com grau maior que zero, e m ∈ N.
Suponha que
f(x) = a(x− α1)e1 · · · (x− αd)ed
e´ a fatorizac¸a˜o de f em seu corpo de fatorac¸a˜o sobre K, onde α1, . . . , αd sa˜o as ra´ızes
distintas de f . Enta˜o ym − f(x) e´ absolutamente irredut´ıvel se, e somente se, o ma´ximo
divisor comum dos ei e m e´ um.
Demonstrac¸a˜o: Veja o Lema 6.54 do livro [3]. 
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