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Resumo
Este trabalho apresenta uma abordagem teo´rica e pra´tica da aplicac¸a˜o
de conceitos de uma classe especı´fica de redes neurais, formadas por neuroˆnios com po-
tencial de ac¸a˜o, na a´rea do aprendizado de sistemas robo´ticos. Adaptou-se o modelo
de Redes Neurais Hiera´rquicas Orientadas a Objetos (Hi-NOON) para um dispositivo
robo´tico simples. A fim de validar estas adaptac¸o˜es implementou-se alguns circuitos neu-
rais em um roboˆ LEGOr onde algumas formas de aprendizado em tempo de operac¸a˜o
foram observadas. Os resultados obtidos e a discussa˜o associada descrevem graficamente
os relacionamentos entre neuroˆnios e sinapses, bem como as alterac¸o˜es dos estados inter-
nos dos neuroˆnios como efeito dos estı´mulos do aprendizado.
Palavras-chave: Inteligeˆncia Artificial, Redes Neurais Pulsadas, Neuroˆnios
Pulsados, Robo´tica, Aprendizado Biolo´gico.
Abstract
This work presents theoretical and practical aspects when implementing
a class of biological inspired neural network, compound by spiking neurons, in the robo-
tic learning area. Some adaptations of the Hierarchical Neural Network Object Oriented
(Hi-NOON) model were made for a simple robotic device. In order to validate the propo-
sed model some neural circuitry was implemented in a LEGO c© robot and some learning
cases were observed. The results and associated discussion graphically describe the re-
lationship between the neurons and synapses, as well as the changes in neurons internal
states as a result of the learning stimulus.
Keywords: Artificial Intelligence, Pulsed Neural Network, Spiking Neu-
rons, Robotics, Biological Learning.
Capı´tulo 1
Introduc¸a˜o
Os mecanismos biolo´gicos veˆm sendo ha´ muito tempo fonte de inspirac¸a˜o
para a implementac¸a˜o de sistemas inteligentes, podendo facilmente ser enumerados va´rios
trabalhos na a´rea como [6], [7] e [8]. Observa-se que o grau de fidedignidade ao para-
digma biolo´gico pode variar enormemente, podendo ser teˆnue e utilizar apenas ide´ias ge-
rais, ou ser mais fiel, com a simulac¸a˜o do funcionamento detalhado de sistemas biolo´gicos
([9] e [10]). No caso das redes neurais artificiais, modelos tais como as redes diretas e
as te´cnicas de aprendizado por retropropagac¸a˜o de erros sa˜o amplamente difundidos, a
despeito de serem meta´foras teˆnues do funcionamento do sistema nervoso biolo´gico [11].
O aumento da precisa˜o na simulac¸a˜o de sistemas inteligentes biologica-
mente inspirados pode ser interessante, pois ale´m de permitir uma melhor compreensa˜o
dos sistemas biolo´gicos tambe´m pode fazer emergir aspectos de inteligeˆncia que na˜o se-
riam possı´veis no caso de implementac¸o˜es mais superficiais, tais como aspectos de apren-
dizado e comportamento dinaˆmico dos sistemas.
Em ambientes reais na˜o e´ suficiente para um dispositivo robo´tico deco-
rar a posic¸a˜o de um objeto, pois o ambiente pode sofrer grandes alterac¸o˜es a` medida que o
tempo evolui, bem como o dispositivo pode ser necessa´rio em novos ambientes dos quais
na˜o possui informac¸o˜es necessa´rias para auxiliar deciso˜es.
Redes neurais artificiais que possuem aprendizado de forma supervisio-
nada, ou seja, com o auxı´lio de conjuntos de treinamento com situac¸o˜es pre´-definidas na˜o
2sa˜o suficientes para resolver este tipo de problema. Neste caso o aprendizado deve ocor-
rer de forma na˜o supervisionada, sem conjuntos de treinamento e em tempo real, evitando
que o ambiente esteja totalmente modificado no momento em que concluir o treinamento
da rede, tornando o resultado do aprendizado obsoleto.
Mesmo os mais simples seres vivos, como por exemplo, moluscos in-
vertebrados, possuem um grau de autonomia tanto na sua relac¸a˜o ao ambiente, como na
relac¸a˜o entre as func¸o˜es dos sistemas internos que fazem parte do seu organismo [3].
Buscando a inspirac¸a˜o nestes sistemas existentes na natureza, que sa˜o suficientemente
adapta´veis para permitir que uma espe´cie sobreviva a diversos desafios ambientais, e´ que
a inteligeˆncia artificial encontra na inspirac¸a˜o biolo´gica uma fonte de ide´ias e modelos
para experimentar e, caso tenha sucesso, resolver problemas reais.
1.1 Objetivos
Sob este foco, os objetivos gerais deste trabalho sa˜o: modelar uma Rede
Neural Artificial (RNA) utilizando uma abordagem mais pro´xima do neuroˆnio real e;
aplicar um mecanismo de aprendizado biolo´gicamente inspirado, ou seja, observado em
seres vivos.
Para isto, buscamos implementar uma RNA utilizando neuroˆnios com
potencial de ac¸a˜o, tambe´m conhecidos como neuroˆnios ’spiking’ ou pulsados. A informac¸a˜o
codificada na rede e´ propagada por meio de uma frequ¨eˆncia de pulsos ele´tricos e na˜o pela
sua intensidade, sendo este tipo de rede tambe´m conhecido como Rede Neural Pulsada
(RNP) [12].
Em paralelo com o desenvolvimento da rede, e´ necessa´rio modelar os
mecanismos de aprendizado biolo´gicamente inspirados, conhecidos como habituac¸a˜o,
sensibilizac¸a˜o e condicionamento cla´ssico.
Na validac¸a˜o dos modelos utilizaremos simulac¸o˜es de circuitos neurais,
e para finalizar, aplicaremos a rede neural resultante para fazer o controle de um disposi-
tivo robo´tico.
31.2 Organizac¸a˜o do texto
Este trabalho esta´ organizado da seguinte forma: no segundo capı´tulo
fundamenta-se alguns conceitos biolo´gicos essenciais para a construc¸a˜o do modelo neu-
ral; no terceiro capı´tulo apresentam-se os conceitos relacionados ao aprendizado da rede,
tambe´m do ponto de vista da inspirac¸a˜o biolo´gica; no quarto capı´tulo discutem-se so-
bre alguns modelos existentes de RNPs e fundamenta-se a escolha do modelo; a seguir
discutem-se as alterac¸o˜es feitas na proposta original visando sanar algumas deficieˆncias
encontradas por ocasia˜o da implementac¸a˜o; no sexto capı´tulo a aplicac¸a˜o robo´tica tem
a sua plataforma descrita; a seguir os dados coletados nas simulac¸o˜es realizadas com a
aplicac¸a˜o sa˜o apresentadas e comentadas; por fim, apresentamos a conclusa˜o e ide´ias de
trabalhos futuros utilizando o conhecimento aqui adquirido.
Capı´tulo 2
A Unidade Funcional do Sitema
Nervoso: o neuroˆnio
A modelagem de redes neurais buscando um maior grau de aproximac¸a˜o
com sistemas biolo´gicos existentes em seres vivos pressupo˜e um certo grau de conheci-
mento do sistema real a ser modelado, sendo assim, e´ correto iniciar este trabalho com
um apanhado teo´rico sobre os mecanismos biolo´gicos que fundamentam as redes neurais
antes de discutir sobre os modelos e de justificar as modificac¸o˜es realizadas.
Generalizando o sistema nervoso existente em todos os seres vivos, e´
possı´vel observar que eles apresentam ”(...) uma unidade construtiva elementar em co-
mum: uma ce´lula excita´vel, o neuroˆnio”[13], representado na figura 2.1. As func¸o˜es
do neuroˆnio compreendem a coleta de informac¸o˜es do meio ambiente, o envio destas
informac¸o˜es a outros neuroˆnios e o controle das respostas corporais [1].
Levando em considerac¸a˜o a grande variedade estrutural e funcional dos
neuroˆnios na˜o e´ possı´vel classificar algo como um ’neuroˆnio tı´pico’ [14], nem introduzir
’o’ neuroˆnio biolo´gico. Em contrapartida, os neuroˆnios teˆm, pelo menos, duas partes
distinguı´veis: o corpo celular e os neuritos.
5Figura 2.1: Caracterı´sticas comuns de um neuroˆnio baseadas nos neuroˆnios motores existentes na
medula espinhal de mamı´feros. (Modificada de [1])
2.1 Classificac¸a˜o de neuroˆnios
A classificac¸a˜o dos neuroˆnios pode ocorrer em func¸a˜o do nu´mero de
neuritos, do tipo da arborizac¸a˜o dendrı´tica, do tipo de conexo˜es, ou mesmo do compri-
mento do axoˆnio [1]. Existem outros tipos de classificac¸o˜es, mas para fins deste estudo,
e levando em considerac¸a˜o o modelo de rede neural artificial que buscamos embasar, e´
suficiente a classificac¸a˜o dos neuroˆnios baseada nas suas conexo˜es. Nessa classificac¸a˜o os
neuroˆnios sa˜o divididos em neuroˆnios sensoriais, neuroˆnios motores e interneuroˆnios
6[3]. Os neuroˆnios sensoriais apresentam neuritos nas superfı´cies sensoriais do corpo,
como a pele e a retina dos olhos. Eles coletam as informac¸o˜es (tambe´m chamadas de
afereˆncias) que chegam ao sistema nervoso a partir do seu ambiente. Os neuroˆnios mo-
tores ”(...) apresentam axoˆnios que formam sinapses com os mu´sculos e comandam os
movimentos (...)” [1] ou controlam as secrec¸o˜es das glaˆndulas. Os demais neuroˆnios for-
mam conexo˜es apenas com outros neuroˆnios e sa˜o conhecidos como interneuroˆnios.
Os neuroˆnios sensoriais podem ainda ser subdivididos em duas classes:
os sensores de proximidade e os sensores de distaˆncia. Os sensores de proximidade rea-
gem a estı´mulos provocados pela ativac¸a˜o da superfı´cie sensı´vel do nosso corpo, como os
sensores do paladar ou do tato. Os sensores de distaˆncia recebem estı´mulos que permitem
identificar objetos distantes, temos como exemplo os sensores da visa˜o.
2.2 O corpo celular
O corpo celular, tambe´m conhecido como soma ou perica´rio consiste
na regia˜o dilatada do neuroˆnio. O diaˆmetro do soma pode variar da ordem de 2 µm ate´
valores superiores a 0,5 mm.
O interior da ce´lula nervosa e´ preenchido com um fluı´do aquoso, uma
soluc¸a˜o salgada e rica em pota´ssio chamada citosol. Mergulhadas no citosol esta˜o as
organelas, que sa˜o estruturas membranosas presentes tambe´m nas demais ce´lulas dos
seres vivos. O citosol, bem como todas as organelas e demais componentes presentes no
interior da ce´lula constituem o citoplasma, com excec¸a˜o do nu´cleo que, sozinho, forma
outra importante estrutura no interior do corpo celular.
O soma irradia tubos finos que constituem a segunda parte do neuroˆnio.
Esses tubos sa˜o chamados de neuritos e podem ser subdivididos em dois tipos: os axoˆnios
e os dendritos.
72.3 O axoˆnio
O axoˆnio e´ encontrado apenas nos neuroˆnios e geralmente existe um
u´nico axoˆnio por corpo celular. Dependendo do ser vivo a qual pertence, bem como da
sua func¸a˜o no sistema nervoso, sa˜o encontrados neuroˆnios com axoˆnios de caracterı´sticas
diversas. Dentre elas podemos destacar que o seu ”comprimento pode se estender desde
menos de um milı´metro ate´ mais de um metro e o seu diaˆmetro varia desde menos de 1
µm ate´ aproximadamente 25 µm em humanos, podendo chegar a` espessura de 1 mm na
lula”[1]. Tanto sua membrana como as estruturas que o formam e o revestem tornam o
axoˆnio ”especializado para a transfereˆncia de pulsos ele´tricos entre pontos distantes do
sistema nervoso”[1]. O sinal ele´trico que percorre o axoˆnio, gerado a partir de mudanc¸as
no diferencial ele´trico existente entre os meios interno e externo da membrana neural e´
chamado de potencial de ac¸a˜o. A velocidade do potencial de ac¸a˜o e´ inversamente pro-
porcional ao diaˆmetro do axoˆnio, ou seja, quanto menor for o diaˆmetro do axoˆnio mais
veloz o impulso ele´trico. Outra caracterı´stica que acelera a velocidade do sinal ele´trico
no axoˆnio e´ o seu revestimento em capas de mielina. Os sistemas nervosos dos inverte-
brados na˜o possuem esse revestimento, o que confere aos vertebrados uma vantagem na
velocidade de propagac¸a˜o da informac¸a˜o pelo seu sistema nervoso.
O axoˆnio tambe´m difere das outras regio˜es do neuroˆnio por na˜o apre-
sentar a sı´ntese de proteı´nas. Todas as proteı´nas presentes no axoˆnio sa˜o sintetizadas no
soma. A composic¸a˜o prote´ica da membrana do axoˆnio e´ um dos fatores que permitem o
tra´fego de informac¸o˜es a longas distaˆncias dentro do sistema nervoso.
O segmento inicial do axoˆnio e´ a regia˜o do soma chamada cone de
implantac¸a˜o. Quando o axoˆnio se ramifica estes segmentos gerados possuem um aˆngulo
reto com o segmento gerador e estas ramificac¸o˜es sa˜o chamadas de colaterais [3]. Quando
uma ramificac¸a˜o colateral retorna e comunica-se com a ce´lula que teve origem e´ chamada
de colateral recorrente.
A regia˜o final do axoˆnio e´ chamada de terminal axonal ou bota˜o ter-
minal. A func¸a˜o do terminal e´ passar a informac¸a˜o para outras ce´lulas, sejam neuroˆnios,
mu´sculos ou glaˆndulas. O local onde o axoˆnio entra em contato com estas ce´lulas chama-
8se sinapse. Nas regio˜es terminais dos axoˆnios podem existir va´rias ramificac¸o˜es. Estas
ramificac¸o˜es formam sinapses com outros dendritos ou corpos celulares na mesma regia˜o
e sa˜o chamadas coletivamente de arborizac¸a˜o terminal [1].
Ao longo do eixo do axoˆnio podem existir sinapses em regio˜es dila-
tadas, chamadas boto˜es de passagem ou varicosidades. Em todo caso, quando um
neuroˆnio estabelece contato sina´ptico com outra ce´lula, diz-se que ele inerva aquela
ce´lula, ou seja, promove sua inervac¸a˜o [1]. O terminal axonal conte´m numerosos glo´bulos
membranosos, chamados vesı´culas sina´pticas, que possuem mediadores quı´micos cha-
mados neurotransmissores [3].
2.4 O dendrito
A` medida que se afastam do soma, os dendritos apresentam ramificac¸o˜es
semelhantes a a´rvores, justificando seu nome que e´ derivado de uma palavra grega que sig-
nifica ’a´rvore’. Coletivamente, os dendritos de um mesmo neuroˆnio sa˜o denominados de
a´rvore dendrı´tica [13]. Cada ramo desta a´rvore e´ denominado ramo dendrı´tico. Exis-
tem classificac¸o˜es de neuroˆnios que levam em considerac¸a˜o forma e tamanho das a´rvores
dendrı´ticas dada a sua grande variedade.
A caracterı´stica mais importante dos dendritos e´ ampliar a a´rea de con-
tato do neuroˆnio para a recepc¸a˜o de informac¸a˜o, sendo que va´rios deles sa˜o recobertos por
milhares de sinapses. Muitos dendritos estendem-se do corpo celular, raramente por mais
de 2 mm, terminando, geralmente, em uma ponta fina. Nos pontos onde sa˜o formadas
sinapses a membrana dendrı´tica apresenta mole´culas de proteı´nas chamadas de recepto-
res [11]. Os receptores sa˜o mole´culas especializadas na detecc¸a˜o dos neurotransmissores
responsa´veis pelo fluxo da informac¸a˜o no sistema nervoso. Os neurotransmissores atuam
por meio da excitac¸a˜o ou inibic¸a˜o do potencial de membrana no neuroˆnio.
92.5 A membrana neuronal
O citoplasma, bem como o nu´cleo do neuroˆnio, e´ separado do meio ex-
terno por uma membrana limitante, a membrana neuronal. Ela e´ sustentada por uma
intrincada rede interna, dando a cada parte da ce´lula sua apareˆncia tridimensional carac-
terı´stica.
As func¸o˜es do neuroˆnio dependem fortemente das estruturas e da consti-
tuic¸a˜o de sua membrana. Com aproximadamente 5 nm de espessura, a membrana neuro-
nal e´ repleta de proteı´nas. Muitas destas proteı´nas controlam a entrada e saı´da de va´rias
substaˆncias, por meio de diversos mecanismos, como podemos visualizar na figura 2.2.
Estas proteı´nas sa˜o conhecidas como canais ioˆnicos e se abrem para a entrada e saı´da
de ı´ons especı´ficos. Esta permeabilidade seletiva da membrana permite que ocorra um
desequilı´brio ioˆnico, modificando o diferencial ele´trico entre o exterior do neuroˆnio e a
regia˜o interior pro´xima a` membrana.
A constituic¸a˜o prote´ica da membrana varia de acordo com a regia˜o do
neuroˆnio, ou seja, a constituic¸a˜o da membrana axonal e´ diferente da constituic¸a˜o da mem-
brana neural que reveste o soma, e estes possuem constituic¸a˜o diferente da membrana
dendrı´tica [1].
2.6 O funcionamento do neuroˆnio: o potencial de ac¸a˜o
O princı´pio geral de funcionamento dos neuroˆnios esta´ ligado a`s pro-
priedades do citosol e da membrana neural. A membrana neural possui diversos canais
ioˆnicos permea´veis a ı´ons distintos, fazendo com que o interior da membrana celular seja
rico em ı´ons de pota´ssio (K+), contrastando com o seu exterior, rico em ı´ons de so´dio
(Na+), gerando um diferencial ele´trico entre os meios interno e externo pro´ximos da
membrana, sendo o interior da membrana mais negativo.
O equilı´brio entre a concentrac¸a˜o interna e externa da membrana celular
e´ mantido por um processo de transporte ativo, ou seja, que consome energia metabo´lica,
denominado bomba de so´dio e pota´ssio. O processo descrito a seguir e ilustrado na
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Figura 2.2: Tipos de canais ioˆnicos. (Modificada de [2])
figura 2.3 e´ comum para os va´rios tipos de neuroˆnios, mas os valores a seguir utilizados,
expressos em milivolts, sa˜o especı´ficos dos neuroˆnios motores da medula espinhal de
alguns mamı´feros e foram extraı´dos de [1] e [4].
Sendo a membrana neural, no estado de repouso, muito mais permea´vel
aos ı´ons de pota´ssio do que aos ı´ons de so´dio, ela garante ”(...) uma corrente ele´trica maior
de ı´ons de pota´ssio de dentro para fora da ce´lula do que a corrente de so´dio no sentido
contra´rio”[13]. Esta corrente ioˆnica, causada pela permeabilidade seletiva da membrana,
culmina em uma diferenc¸a de concentrac¸a˜o entre os ı´ons contidos no interior e no exterior
da membrana, que va˜o sustentar um potencial de repouso. Este estado e´ caracterizado
por ser algumas dezenas de milivolts mais eletronegativo no interior da membrana neuro-
nal do que no seu exterior.
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A partir do valor de potencial de membrana em repouso podemos clas-
sificar a membrana enquanto depolarizada, quando ela esta´ menos eletronegativa, ou
como hiperpolarizada, quando ela esta´ mais eletronegativa.
Figura 2.3: Curva caracterı´stica do potencial de ac¸a˜o em um neuroˆnio po´s-sina´ptico e seus res-
pectivos estados. (Modificada de [3])
Um neuroˆnio no estado de repouso pode receber estı´mulos que interfe-
rem no seu equilı´brio ele´trico. Esses estı´mulos podem ser inibito´rios, levando a mem-
brana a ficar hiperpolarizada, ou excitato´rios, deixando a membrana depolarizada. Existe
um valor de potencial conhecido como limiar de disparo, que e´ atingido quando a mem-
brana esta´ suficientemente depolarizada. O valor de limiar e´ de aproximadamente -45
mV. Quando o limiar e´ atingido forma-se em um ponto arbitra´rio da membrana axonal
um potencial de ac¸a˜o.
Quando o potencial de membrana atinge o limiar de disparo o com-
portamento da membrana com relac¸a˜o aos seus canais ioˆnicos se altera provocando um
influxo su´bito de ı´ons de so´dio elevando o potencial de membrana a um valor positivo
pro´ximo dos 45 mV. Apo´s atingir esse pico de depolarizac¸a˜o os canais ioˆnicos da mem-
brana sofrem uma nova mudanc¸a de comportamento e diminuem o fluxo de so´dio ao
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mesmo tempo em que restabelecem o fluxo de pota´ssio, hiperpolarizando ate´ chegar aos
-69 mV.
Durante o potencial de ac¸a˜o ate´ o fim da hiperpolarizac¸a˜o a membrana
passa por um perı´odo refrata´rio, onde a membrana na˜o pode ser novamente despolarizada,
ficando resistente, ou seja, refrata´ria, aos novos estı´mulos. Todo este evento, do alcance
do limiar de disparo ate´ o retorno ao estado de repouso dura, dependendo do axoˆnio ou
mesmo da temperatura, menos de 1 ms e determina a durac¸a˜o do potencial de ac¸a˜o.
O perı´odo refrata´rio e´ dividido em absoluto e relativo. O perı´odo no
qual o neuroˆnio fica incapacitado de gerar um outro potencial de ac¸a˜o, mesmo que ocorra
uma nova depolarizac¸a˜o da membrana neural, chamado de perı´odo refrata´rio absoluto
(PRA), e estipula um valor ma´ximo para a frequ¨eˆncia dos pulsos. O perı´odo refrata´rio
relativo (PRR) segue depois do PRA e e´ na verdade uma elevac¸a˜o do valor de limiar de
disparo permitindo um novo potencial de ac¸a˜o caso ocorra uma depolarizac¸a˜o maior que
a normal.
Os perı´odos refrata´rios terminam quando o valor do limiar de disparo
retorna ao normal, ou seja, ao fim da hiperpolarizac¸a˜o.
2.7 A sinapse e a transmissa˜o sina´ptica quı´mica
O potencial de ac¸a˜o que ocorre nos axoˆnios tem como func¸a˜o levar o
sinal ele´trico ate´ os terminais dos mesmos, ou seja, ate´ os terminais sina´pticos. Esses
terminais sa˜o os pontos de contato formados por neuroˆnios com outros neuroˆnios, ce´lulas
musculares ou glaˆndulas.
Podemos caracterizar na sinapse dois lados, sendo um pre´-sina´ptico que
consiste geralmente de um terminal axonal, e um po´s-sina´ptico que pode ser o dendrito ou
o soma de outro neuroˆnio. Entre as membranas pre´-sina´ptica e po´s-sina´ptica na˜o existe
contato, por isso, o espac¸o entre elas e´ chamado de fenda sina´ptica.
A transfereˆncia de informac¸a˜o pela fenda sina´ptica e´ chamada de trans-
missa˜o sina´ptica e percorre o sistema nervoso em um sentido habitual do terminal pre´-
sina´ptica para a membrana po´s-sina´ptica.
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A transmissa˜o sina´ptica ocorre atrave´s de um desequilı´brio ele´trico na
membrana neuronal pre´-sina´ptica que gera um potencial de ac¸a˜o no seu axoˆnio. Este
processo e´ descrito em mais detalhe na sec¸a˜o 2.6 e na figura 2.4. O potencial de ac¸a˜o
gerado no axoˆnio faz com que a membrana axonal libere na fenda sina´ptica vesı´culas
com neurotransmissores. Estes neurotransmissores alcanc¸am a membrana dendrital do
neuroˆnio po´s-sina´ptico, provocando uma alterac¸a˜o na permeabilidade ioˆnica desta mem-
brana neuronal e, com isto, alterando a sua polarizac¸a˜o e dando continuidade ao ciclo de
transmissa˜o da informac¸a˜o neste neuroˆnio [13].
Figura 2.4: Mecanismo de gerac¸a˜o do potencial de ac¸a˜o em um neuroˆnio po´s-sina´ptico. (Modifi-
cada de [4])
O tipo do neurotransmissor liberado na sinapse determina se a alterac¸a˜o
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causada no neuroˆnio po´s-sina´ptico facilita ou inibe a formac¸a˜o de um potencial de ac¸a˜o
no seu axoˆnio. Assim sendo, dependendo do tipo do neurotransmissor essa sinapse e´
caracterizada como excitato´ria ou inibito´ria [3].
Capı´tulo 3
Memo´ria e Aprendizado na Rede
Biolo´gica
A modelagem de uma rede neural artificial (RNA), com seus neuroˆnios
e sinapses, na˜o e´ suficiente para resolver problemas complexos. Para que a RNA possa
resolver problemas e´ necessa´rio o treinamento, ou aprendizado, da rede, adequando os
pesos sina´pticos da rede aos seus dados de entrada e saı´da, fazendo a correlac¸a˜o correta
entre eles [9]. Partindo da inspirac¸a˜o biolo´gica para definir um processo de aprendizado
para a rede, sa˜o apresentados a seguir alguns conceitos que envolvem alterac¸o˜es de com-
portamento em seres vivos e seus mecanismos responsa´veis.
Pode-se descrever o aprendizado como uma alterac¸a˜o relativamente per-
manente do comportamento, em virtude de estı´mulos externos [11]. A partir de experi-
mentos em ca˜es, realizados pelo famoso psico´logo russo Ivan Pavlov no inı´cio do se´culo
XX, alguns dos mecanismos de aprendizado em nı´vel neural comec¸aram a ser desvenda-
dos. Dependendo do conjunto de estı´mulos sendo propagados pelo sistema nervoso, ha´
uma mudanc¸a no seu comportamento buscando a melhor resposta a estes estı´mulos inici-
ais. Este processo de codificac¸a˜o, armazenamento e recuperac¸a˜o da informac¸a˜o e´ o que
chamamos de memo´ria [4].
Atualmente sa˜o apontadas como bases da memo´ria as alterac¸o˜es na efe-
tividade de sinapses. Atrave´s da estimulac¸a˜o ele´trica de ce´lulas nervosas sa˜o produzidas
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alterac¸o˜es sina´pticas mensura´veis cujos mecanismos podem ser estudados. Uma das con-
cluso˜es desses estudos e´ que os mecanismos utilizados para alterar a efetividade sina´ptica
de mamı´feros e´ bastante similar aos mecanismos de invertebrados [1].
Um dos primeiros estudos sobre os mecanismos da memo´ria em nı´vel
celular foi feito nos anos 60 por Eric Kandel, Nobel de Medicina de 2000, e seus co-
laboradores da Universidade Columbia [2]. Kandel utilizou o molusco marinho Aplysia
californica, que possui apenas alguns milhares de neuroˆnios com o diaˆmetro de, em sua
maioria, aproximadamente 1 mm, ou seja, comparado com animais mais complexos como
os seres humanos esse molusco possui poucos neuroˆnios, que sa˜o grandes o suficiente para
facilitar as medic¸o˜es dos diferenciais ele´tricos em suas diversas partes. A simplicidade
do sistema nervoso da Aplysia tambe´m facilita a identificac¸a˜o de neuroˆnios e de circuitos
especı´ficos catalogando suas func¸o˜es e propriedades individuais.
O aprendizado em seres vivos possui pelo menos duas formas. A pri-
meira e´ o aprendizado implı´cito, tambe´m conhecido como aprendizado na˜o-declarativo
[2] [1]. Esta forma mais simples compreende o aprendizado de respostas motoras em
reac¸a˜o a estı´mulos sensoriais. A outra forma de aprendizado e´ conhecida como aprendi-
zado explı´cito ou declarativo, sendo esta responsa´vel pela memorizac¸a˜o de fatos, lugares
e objetos [2].
O aprendizado implı´cito pode ser dividido em dois tipos: aprendizado
na˜o-associativo e aprendizado associativo que sera˜o descritos nas sec¸o˜es seguintes.
3.1 Aprendizado na˜o-associativo
O aprendizado na˜o-associativo, uma das formas mais ba´sicas de apren-
dizado, corresponde a` alterac¸a˜o da resposta motora a um u´nico estı´mulo. O aprendizado
na˜o-associativo possui duas formas: a habituac¸a˜o e a sensibilizac¸a˜o.
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3.1.1 Habituac¸a˜o
Na habituac¸a˜o, um estı´mulo que na˜o tenha significado e´ ignorado apo´s
a exposic¸a˜o repetida do mesmo a neuroˆnios sensores [15]. Por exemplo, uma pessoa que
passa a utilizar o´culos para corrigir alguma deficieˆncia visual se sentira´, em um primeiro
momento, incomodado com a sensac¸a˜o ta´til consequente do seu uso, que logo sera´ su-
perada, e onde podem ocorrer situac¸o˜es como a de querer coc¸ar os olhos e, sem querer,
tocar nas lentes por esquecimento.
O comportamento da Aplysia utilizado no estudo da habituac¸a˜o foi o
reflexo de retirada da braˆnquia que, como mostra a figura 3.1, ocorre quando um jato
d’a´gua e´ dirigido a uma regia˜o muscular chamada de sifa˜o, causando a retrac¸a˜o conjunta
do sifa˜o com a braˆnquia.
Figura 3.1: Habituac¸a˜o do reflexo de retirada da braˆnquia na Aplysia californica (Modificada de
[2]).
No estudo realizado por Kandel, apo´s analisada a reac¸a˜o da Aplysia fo-
ram levantadas treˆs hipo´teses sobre o local onde ocorria o processo de diminuic¸a˜o da
resposta ao estı´mulo: nos terminais do neuroˆnio sensorial, nos mu´sculos e demais efeto-
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res ou ainda, na sinapse entre neuroˆnios. Apo´s medic¸o˜es da propagac¸a˜o do estı´mulo na
rede neural da Aplysia foi observado que a habituac¸a˜o resulta da diminuic¸a˜o do peso das
conexo˜es sina´pticas entre interneuroˆnios excitato´rios e neuroˆnios motores [2].
3.1.2 Sensibilizac¸a˜o
Na sensibilizac¸a˜o, fortes estı´mulos sensoriais intensificam as respos-
tas a todos os estı´mulos, mesmo aqueles que previamente evocavam pouca ou nenhuma
reac¸a˜o [1]. Um exemplo e´ o caso de uma pessoa que caminha a` noite, calmamente, por
uma via bem iluminada, quando repentinamente ocorre um blecaute. Os fortes estı´mulos
sensoriais causados pelo blecaute sensibilizam os demais estı´mulos, fazendo com que, o
barulho de passos que antes na˜o perturbava, cause reac¸o˜es como medo.
O reflexo de retirada da braˆnquia da Aplysia tambe´m foi utilizado para
estudar este caso, como representado na figura 3.2. A aplicac¸a˜o de um breve choque
ele´trico em sua cauda resultava na retirada exagerada da braˆnquia em resposta ao estı´mulo
do sifa˜o.
Figura 3.2: Sensibilizac¸a˜o do reflexo de retirada da braˆnquia na Aplysia californica (Modificada
de [2]).
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Utilizando a mesma estrate´gia descrita para a ana´lise e estudo da habituac¸a˜o,
mais uma vez foram descobertas modificac¸o˜es na liberac¸a˜o de neurotransmissores, afe-
tando a efetividade sina´ptica entre interneuroˆnios excitato´rios e neuroˆnios motores [2].
3.2 Aprendizado associativo
Durante o aprendizado associativo, formamos associac¸o˜es entre even-
tos. E´ uma categoria que engloba uma grande parcela do que aprendemos como: apren-
der a ter medo, aprender a conversar, aprender uma lingua estrangeira ou aprender a tocar
piano [16]. Normalmente distinguimos dois tipos: condicionamento cla´ssico e condici-
onamento instrumental.
3.2.1 Condicionamento cla´ssico
Envolve a associac¸a˜o entre um estı´mulo que evoque uma resposta men-
sura´vel e um segundo estı´mulo que, normalmente, na˜o evoca esta resposta. O primeiro
estı´mulo, aquele que normalmente evoca a resposta, e´ chamado de estı´mulo incondi-
cionado (EI), porque nenhum treino (ou condicionamento) e´ necessa´rio para provocar
uma resposta. O segundo tipo de estı´mulo, aquele que normalmente na˜o evoca a mesma
resposta, e´ chamado estı´mulo condicionado (EC), porque este requer treino (condicio-
namento) antes que produza essa resposta. O treino consiste em apresentar concomitan-
temente estes estı´mulos. Apo´s muitas dessas apresentac¸o˜es o estı´mulo incondicionado e´
retirado e a resposta e´ evocada apo´s ser apresentado apenas o estı´mulo condicionado. A
resposta associada ao EC e´ chamada de resposta condicionada (RC).
O reflexo de retirada da braˆnquia foi novamente utilizado para desco-
brir o mecanismo biolo´gico responsa´vel pelo condicionamento cla´ssico, como podemos
visualizar na figura 3.3. Enquanto o EI era um forte choque na cauda, o EC era o estı´mulo
do manto, de forma delicada, de modo que na˜o causasse nenhuma resposta. Quando EI
e EC eram realizados concomitantemente o RC, que no caso e´ o reflexo de retirada da
braˆnquia, era muito maior do que se explicaria atrave´s da sensitizac¸a˜o. Como nas formas
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Figura 3.3: Condicionamento do reflexo de retirada da braˆnquia na Aplysia californica (Modifi-
cada de [2]).
de aprendizado apresentadas anteriormente, mudanc¸as na efetividade sina´ptica causadas
pelo aumento na liberac¸a˜o de neurotransmissores, e´ o que ocasiona o condicionamento
cla´ssico.
Ha´ certos requisitos temporais para o condicionamento cla´ssico ser bem-
sucedido. O condicionamento ocorre se o EI e o EC sa˜o apresentados simultaneamente,
ou se o EC precede o EI por um curto intervalo de tempo. Entretanto se o EC precede o EI
por um tempo longo, o condicionamento e´ muito fraco, ou ausente. O condicionamento
tipicamente na˜o ocorre se o EC ocorre depois do EI [1].
Capı´tulo 4
Redes Neurais Pulsadas
As Redes Neurais Pulsadas (RNPs), formadas por neuroˆnios pulsados,
possuem caracterı´sticas diversas das formadas por neuroˆnios comumente utilizados em
Redes Neurais Artificiais (RNAs) [17]. Buscando a maior proximidade das caracterı´sticas
reais de um neuroˆnio, as RNP’s apresentam um modelo que leva em considerac¸a˜o o com-
portamento ioˆnico da membrana neural, chamados de modelos de condutaˆncia. Este
modelo contrasta com o mais utilizado, conhecido como modelo de limiar de disparo,
pelo crite´rio utilizado para decidir quando um estı´mulo e´ propagado pela rede [12].
Os modelos de limiar de disparo calculam o valor do potencial pre´-
sina´ptico e verificam se ele atingiu um limiar, caso em que o sinal e´ propagado pelo seu
axoˆnio. Por sua vez, os modelos de condutaˆncia na˜o necessariamente propagam o sinal
caso o limiar tenha sido atingido. Como apresentado no capı´tulo /refcha:sistemanervoso,
existem estados internos do neuroˆnio onde este fica incapacitado de propagar o sinal,
como no caso do perı´odo refrata´rio absoluto.
A capacidade para resoluc¸a˜o de problemas dessas redes pode ser com-
provada em [18], onde e´ utilizado uma RNP para simular uma ma´quina de Turing. Atual-
mente estas redes sa˜o utilizadas em conjunto com outros conceitos de Inteligeˆncia Artifi-
cial como Algoritmos Gene´ticos ([19], [8], [20] e [21]).
Nas sec¸o˜es seguintes sera˜o apresentados alguns modelos de RNPs, bem
como os crite´rios utilizados na escolha do modelo base para este trabalho.
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4.1 Modelo de Resposta a Pulsos
O conceito envolvido neste modelo e´ a simulac¸a˜o do valor do potencial
de membrana a determinados estı´mulos. Como os estı´mulos pre´-sina´pticos sa˜o pulsos
(spikes, em ingleˆs) provenientes do axoˆnio este modelo e´ conhecido como Modelo de
Resposta a Pulsos (em ingleˆs: Spike Response Model). Este modelo e´ amplamente co-
nhecido, sendo citado em diversas fontes como, por exemplo, em [22], [12] e [14].
A diferenc¸a de potencial entre o interior da ce´lula e o seu exterior e´
denotada como u(t) e e´ chamada de potencial de membrana. Se na˜o houver pulsos como
entradas, o neuroˆnio estara´ em estado de descanso, que e´ correspondente a uma constante
de potencial de membrana (urest), dependente do tipo de ce´lula nervosa, que geralmente
tem um valor em torno de -65 mV.
ui(t) = urest (4.1)
Em um momento t = 0 o neuroˆnio se encontra em equilı´brio, por isso o
potencial de membrana e´ igual ao potencial de repouso, como demonstrado na figura 2.3
e modelado na equac¸a˜o (4.1).
²ij(t) = ui(t)− urest (4.2)
O disparo de um pulso, a partir de um neuroˆnio pre´-sina´ptico j, desen-
cadeia um potencial po´s-sina´ptico (PPS) em um neuroˆnio i. Este potencial e´ denotado
pela equac¸a˜o (4.2), que representa a diferenc¸a entre o estado de repouso e o estado atual
do neuroˆnio po´s-sinaptico. Se ²ij(t) e´ positivo temos um PPS excitato´rio (PPSE) e, se e´
negativo, temos um PPS inibito´rio (PPSI).
Segundo [12], o tempo de disparo de um neuroˆnio j e´ denotado por t(f)j .
Uma sequ¨eˆncia de pulsos de um neuroˆnio j e´ inteiramente caracterizada pelo conjunto de






²ij(t− t(f)j ) + urest (4.3)
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Se considerarmos um conjunto J de neuroˆnios pre´-sina´pticos, com um
ou mais elementos j, podemos representar o potencial po´s-sina´ptico como o resultado do
somato´rio da equac¸a˜o (4.3).
Logo que o potencial de membrana atinge um valor crı´tico υ, sua tra-
jeto´ria demonstra um comportamento completamente diferente de uma soma simples de
PPSs: o potencial de membrana libera um pulso com amplitude em torno de 100 mV,
a saber, um potencial de ac¸a˜o. O potencial de ac¸a˜o ira´ se propagar atrave´s do axoˆnio do
neuroˆnio i para a sinapse de outros neuroˆnios. Apo´s o pulso, o potencial de membrana na˜o
retorna diretamente para o estado de repouso, mas atravessa uma fase de hiperpolarizac¸a˜o
de valor inferior ao valor de repouso. Essa hiperpolarizac¸a˜o e´ chamada perı´odo re-
frata´rio.
PPSEs isolados tem amplitudes em torno de um milivolt. O valor crı´tico
para atingir o pulso e´ em torno de 20 a` 30 mV acima do potencial de repouso. Na maioria
dos neuroˆnios, quatro pulsos na˜o sa˜o suficientes para disparar um potencial de ac¸a˜o. Em
vez disso, em torno de 20 a 50 pulsos pre´-sina´pticos tem que ser disparados num curto
intervalo de tempo antes de disparar um potencial de ac¸a˜o.
η(t− ti) =







), para ∆t < t− t(f)i .
(4.4)
No momento que ui(t) alcanc¸a o limiar υg podemos dizer que o neuroˆnio
i disparou um pulso. O momento que o limiar foi cruzado define o tempo de disparo t(f)i .
O modelo se baseia no fato que potenciais de ac¸a˜o, a` grosso modo, possuem uma mesma
forma. A trajeto´ria do potencial de membrana durante um pulso pode enta˜o ser denotado
por um perı´odo de tempo padra˜o η(t− ti) cujo valor e´ obtido atrave´s da equac¸a˜o (4.4).





²ij(t− t(f)j ) + urest (4.5)
Juntando todos os elementos temos a seguinte descric¸a˜o da dinaˆmica
neural. A varia´vel ui descreve o valor momentaˆneo do potencial de membrana do neuroˆnio
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i. Esse valor e´ dado pela equac¸a˜o (4.5), onde ti representa o momento do u´ltimo disparo
do neuroˆnio i, e e´ dado pela equac¸a˜o (4.6).
ti = max{t(f)i |t(f)i < t} (4.6)
Segundo ([23]), este modelo e´ fortemente simplificado e negligencia
muitos aspectos da dinaˆmica neural. Em particular, assume-se que todos os potenciais
po´s-sina´pticos possuem a mesma forma, independente do estado do neuroˆnio. Ale´m disso,
a dinaˆmica do neuroˆnio i depende somente dos tempos de disparo mais recentes ti.
No modelo introduzido, chamado em [22] de SRMo, a forma de um
potencial gerado por um pulso pre´-sina´ptico em um tempo t(f)i na˜o depende do estado do
neuroˆnio po´s-sina´ptico i. Isso e´ obviamente uma simplificac¸a˜o e a realidade e´ algo mais
complexo.
4.2 O Modelo Hi-NOON
Abordagem baseada em neuroˆnios pulsados, procura modelar os pro-
cessos ele´tricos que desencadeiam o potencial de ac¸a˜o apo´s atingir o limiar de disparo.
O modelo de redes neurais com neuroˆnios pulsados, proposto em [24], [5], [25], [26],
[27], consiste de uma rede neural hiera´rquica orientada a objetos. Esta arquitetura de rede
neural parte da definic¸a˜o de alguns atributos necessa´rios a` modelagem dos seus neuroˆnios
constituintes seguindo da implementac¸a˜o de classes que representam os neuroˆnios e si-
napses.
4.2.1 Modelagem dos neuroˆnios
O potencial sina´ptico consiste no somato´rio das entradas sina´pticas que
influenciara˜o na atualizac¸a˜o do potencial de membrana. O ca´lculo deste potencial segue a
equac¸a˜o (4.7), onde i e´ o contador das ce´lulas pre´-sina´pticas ativas, wi e´ o peso sina´ptico
de um neuroˆnio pre´-sina´ptico, k e´ a constante de aprendizado heuristicamente selecionada
e seu valor e´ 1/450 e PMBase e´ a constante que corresponde ao potencial de repouso do
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neuroˆnio. A sigla PM sera´ utilizada aqui representando o potencial de membrana atual a`





Internamente, os neuroˆnios possuem estados que representam a dinaˆmica
do potencial po´s-sina´ptico. Os estados foram mapeados conforme o potencial de mem-
brana caracterizando os potenciais: (A) acima do potencial e abaixo do limiar, (B) acima
do limiar e abaixo do pico, (C) no pico, (D) hiperpolarizando, (E) no mı´nimo e (F) durante
o perı´odo refrata´rio, conforme a Figura 4.1.
Figura 4.1: Evoluc¸a˜o do potencial de membrana com a gerac¸a˜o de um potencial de ac¸a˜o (Modi-
ficada de [5]).
Para cada estado o potencial de membrana vai variar segundo uma equac¸a˜o




PM(t)− τ + S(t), para o estado A,
PM(t)− α+ S(t), para o estado B,
h+ S(t), para o estado C,
PM(t)− µ+ S(t), para o estado D,
l + S(t), para o estado E,
PM(t) + (PMBase− PM(t))/η + S(t), para o estado F.
(4.8)
Para compreender (4.8) e´ necessa´rio esclarecer os seus paraˆmetros. No
estado A, τ e´ a constante de tempo de um neuroˆnio e representa o comportamento da
membrana neural de restaurar o equilı´brio quando cessam os estı´mulos pre´-sina´pticos.
No estado B, α e´ o contra-incremento de po´s-limiar cujo valor e´ igual a 20. No estado
C, h e´ o ma´ximo PM po´s-limiar e seu valor e´ igual a 45. Ja´ no estado D, a constante
µ representa o decremento de po´s-potencial de pico de valor igual a 25. No estado E, l
e´ o potencial de membrana mı´nimo e seu valor e´ -69. A u´ltima etapa antes do retorno
ao potencial de repouso e´ o perı´odo refrata´rio, representado neste modelo pelo estado F,
onde η e´ a taxa de incremento apo´s a hiperpolarizac¸a˜o e o seu valor e´ 1.5. Alguns desses
paraˆmetros, como τ e η, sa˜o dependentes de tempo e devem ser atribuı´dos empiricamente
para ser ajustar a` velocidade do processador que sera´ utilizado, bem como a`s necessidades
inerentes a implementac¸a˜o [5].
4.2.2 Modelagem das sinapses
Entre as funcionalidades ba´sicas das sinapses, destacamos tambe´m a
evoluc¸a˜o do peso sina´ptico de acordo com o conjunto de equac¸o˜es descrito em (4.9), onde
β e´ o paraˆmetro de recuperac¸a˜o e wbase e´ o valor inicial atribuı´do ao peso (tipicamente
0). Estes valores sa˜o atribuı´dos de forma individual para cada neuroˆnio (da mesma forma
que wmin e wmax, geralmente -16 e +16, respectivamente). O paraˆmetro de recuperac¸a˜o e´
uma constante (caracterı´stica de cada sinapse) que determina qua˜o ra´pido o valor do peso
atual w(t) retorna para o valor wbase apo´s ser alterado. Para prevenir que os valores de
peso sina´ptico cresc¸am indefinidamente, w(t) e´ delimitado durante a simulac¸a˜o, segundo
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os valores expressos pela equac¸a˜o (4.9).
W (t) =

w(t)− β, se w(t) > wbase,
w(t) + β, se w(t) < wbase,
wmax, se w(t) > wmax,
wmin, se w(t) < wmin,
wmin, em outros casos.
(4.9)
4.2.3 Neuroˆnios sensores e motores
Quanto aos neuroˆnios motores, ale´m dos comportamentos ba´sicos vis-
tos anteriormente, existe a necessidade da inclusa˜o de um ca´lculo para a atividade motora,
que e´ dado pela equac¸a˜o (4.10), onde γ e´ uma constante escalar dependente do hardware
do roboˆ, e seu sinal e´ determinado pela condic¸a˜o de direc¸a˜o adotada, se para frente ou
para tra´s.
A(t) = | ± (γPM(t))/h| (4.10)
Ja´ os neuroˆnios sensores possuem func¸o˜es de atualizac¸a˜o do PM que se
ajustam ao tipo de sensor que coleta as informac¸o˜es do ambiente. Podemos utilizar va´rios
tipos de sensores, como por exemplo, sensores de colisa˜o, sensores de luz ou sensores de
proximidade.
4.2.4 Aprendizado na˜o-associativo
Como o aprendizado na˜o-associativo ocorre atrave´s da mudanc¸a na efe-
tividade das conexo˜es sina´pticas em resposta a um estı´mulo, tanto na habituac¸a˜o como
na sensibilizac¸a˜o o aprendizado e´ uma func¸a˜o de w(t). A habituac¸a˜o ocorre atrave´s da




wk(t)− d, se estado C ∧(wk(t) > 0),
wk(t) + d, se estado C ∧(wk(t) < 0),
wk(t), em outros casos.
(4.11)
Na sensibilizac¸a˜o, o aumento do peso sina´ptico depende da ocorreˆncia
de um estı´mulo simultaˆneo conforme a equac¸a˜o (4.12), onde wtarg e´ o peso da sinapse que
sofre a sensibilizac¸a˜o, wsos e´ o peso da sinapse cujo estı´mulo funciona como facilitador do
aumento do peso wtarg, e fired e´ um predicado de aridade zero que e´ verdadeiro quando
o estado interno do neuroˆnio e´ igual a B, C ou D.
wtarg(t+ 1) =
 wtarg(t) + wsos(t), se firedtarg ∧ firedsos,wtarg(t), em outros casos. (4.12)
4.2.5 Aprendizado associativo
No condicionamento cla´ssico, como na sensibilizac¸a˜o, o aumento do
peso sina´ptico depende da ocorreˆncia de dois estı´mulos simultaˆneos conforme a equac¸a˜o
(4.13), onde wtarg e´ o peso da sinapse relacionada ao estı´mulo na˜o-condicionado, wsos
e´ o peso da sinapse relacionada ao estı´mulo condicionado e fired representa o mesmo
predicado da sensibilizac¸a˜o.
wtarg(t+ 1) =
 wtarg(t) + kwsos(t), se firedtarg ∧ firedsos,wtarg(t), em outros casos. (4.13)
Como os estı´mulos devem obedecer a uma regra temporal, ou seja, de-
vem ser concomitantes ou o EC deve ser apresentado antes do EI, o valor de wsos e´ mul-
tiplicado por um valor k calculado na equac¸a˜o (4.14), onde nT representa o tempo desde
a u´ltima passagem pelo estado C, ψ representa um fator escalar empı´rico de valor igual
a 250 e ς e´ uma constante de valor igual a 500, escolhida para maximizar os efeitos do









4.3 Crite´rios para escolha do modelo adotado
Alguns crite´rios foram adotados para a escolha do modelo a implemen-
tar. O primeiro crite´rio adotado foi a simplicidade, principalmente quanto a compreensa˜o,
modelagem e facilidade para fazer alterac¸o˜es no mesmo. O segundo e mais importante
crite´rio foi a possibilidade de implementar as formas de aprendizado apresentadas no
capı´tulo 3.
Assim sendo, o modelo Hi-NOON foi adotado porque e´ mais fa´cil de
implementar em software com a sua abordagem orientada a objetos, e porque possui em
si a modelagem dos conceitos de aprendizado. Este modelo torna possı´vel o aprendizado
do dispositivo robo´tico a partir da sua experieˆncia sensorial no mundo. Ale´m disso, estas
formas de aprendizado possuem caracterı´sticas que garantem plasticidade do aprendizado




Como forma de validac¸a˜o do modelo proposto, decidimos gerar duas
aplicac¸o˜es. Uma das aplicac¸o˜es foi um simulador de redes neurais, denominado ’SPINS’
que culminou na dissertac¸a˜o de mestrado de Giseli de Sousa [28]. A outra, foi sua
aplicac¸a˜o em robo´tica, descrita neste trabalho. A concepc¸a˜o desses sistemas foi gerada a
partir dos conceitos do Hi-NOON, apresentados na sec¸a˜o 4.2, aplicando as modificac¸o˜es
apresentadas no capı´tulo 6.
5.1 A aplicac¸a˜o robo´tica
Como o foco deste trabalho e´ o programa de controle do dispositivo
robo´tico e na˜o sua plataforma fı´sica, utilizamos o conjunto para construc¸a˜o de dispositi-
vos robo´ticos LEGOr MINDSTORMS. Este conjunto consiste em uma CPU, motores,
sensores, e um conjunto de pec¸as acopla´veis que permitem uma grande gama de possı´veis
combinac¸o˜es para a construc¸a˜o da plataforma fı´sica do roboˆ, garantindo que o esforc¸o re-
alizado na execuc¸a˜o do projeto seja voltado ao desenvolvimento e estudo do seu sistema
lo´gico.
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Figura 5.1: Detalhes da aplicac¸a˜o robo´tica: a, b) Detalhes laterais; c) detalhe dos sensores de
colisa˜o e de proximidade frontais; d) detalhe do sensor de colisa˜o traseiro.
5.1.1 Arquitetura robo´tica
Para que o artefato robo´tico construı´do possuı´sse todas as funcionali-
dades descritas na Figura 5.2 dotamos o nosso proto´tipo de dois motores, dois sensores
de colisa˜o, sendo um traseiro e um dianteiro, e um sensor frontal de luz (Figura 5.1). O
sensor frontal de luz age no modo ativo. Isso faz com que a luz emitida pelo sensor pro-
porcione o aumento do estı´mulo recebido quando o roboˆ se aproxima de algum objeto,
funcionando assim como um sensor de proximidade. O sensor de luz opera em conjunto
com o sensor de colisa˜o dianteiro. Sobre cada um dos motores agem dois neuroˆnios





























Figura 5.2: Esquema topolo´gico da rede neural artificial utilizada no dispositivo robo´tico.
5.1.2 Descric¸a˜o da aplicac¸a˜o
Quando o programa e´ carregado no roboˆ todos os neuroˆnios da rede
esta˜o no estado de repouso, ou seja, nenhum estı´mulo esta´ percorrendo a rede e o roboˆ
na˜o tem nenhuma ac¸a˜o motora. Para que inicie a propagac¸a˜o de sinal na rede, o sen-
sor de colisa˜o traseiro deve ser acionado, inervando o interneuroˆnio C1 e, atrave´s deste,
iniciando o ciclo de propagac¸a˜o no Gerador Central de Padro˜es (GCP) e, atrave´s deste,
ativando os neuroˆnios motores de avanc¸o.
Para ilustrar o caso de aprendizado por habituac¸a˜o, foi utilizada uma
sinapse com essa caracterı´stica entre o neuroˆnio sensor de colisa˜o dianteiro e o inter-
neuroˆnio de reflexo, como pode ser visto na figura 5.3. No princı´pio da aplicac¸a˜o, quando
o dispositivo robo´tico colidir com algum obsta´culo um estı´mulo sera´ recebido. A par-
tir desse estı´mulo, propagado na rede neural, sera´ gerada uma resposta nos motores fa-
zendo que que o roboˆ volte, desviando do obsta´culo. Caso a colisa˜o se repita, ocorrera´ a
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habituac¸a˜o, fazendo que que o dispositivo robo´tico pare de dar a re´ ao bater.
Figura 5.3: Esquema das sinapses que implementam como formas de aprendizados a habituac¸a˜o
e a sensibilizac¸a˜o dentro da topologia da rede neural.
A sinapse que sofre a sensibilizac¸a˜o, bem como os demais elemen-
tos com ela relacionados tambe´m podem ser visualizados na figura 5.3. Como o peso
sina´ptico entre o sensor de proximidade e o interneuroˆnio de reflexo e´ iniciado com um
valor nulo, caso ocorra a aproximac¸a˜o de algum objeto os estı´mulos recebidos por este
sensor sera˜o desprezados. Um esquema do processo de aprendizado pode ser visto na
Figura 5.4.
Figura 5.4: Processo de aprendizado do dispositivo robo´tico: (Esquerda) 1. Em direc¸a˜o a` parede,
ele colide; 2. O sensor de colisa˜o ativa o comportamento de desviar do obsta´culo.
(Direita) 1. Depois do aprendizado, logo que se aproximar do obsta´culo o sensor de
proximidade e´ suficiente para mudar sua direc¸a˜o.
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Ao bater num obsta´culo, o sensor de colisa˜o dianteiro e´ acionado, ao
mesmo tempo em que a aproximac¸a˜o do obsta´culo e´ detectada pelo sensor de proximi-
dade. Com a junc¸a˜o destes dois estı´mulos entra em ac¸a˜o o aprendizado na˜o-associativo
caracterizado como sensibilizac¸a˜o, reforc¸ando o peso sina´ptico entre o sensor de proximi-
dade e o interneuroˆnio de reflexo de modo que, apo´s algumas repetic¸o˜es, ao se aproximar
de um objeto o estı´mulo propagado na rede atrave´s do sensor de proximidade e´ forte o
suficiente para causar a inversa˜o da rotac¸a˜o do motor e evitar o choque.
Colocando isto em outras palavras, podemos dizer que em princı´pio
o roboˆ consegue sentir a intensidade de luz do ambiente sem que isso cause nenhuma
reac¸a˜o no seu sistema de controle. A partir do recebimento de um estı´mulo muito forte,
no caso, da colisa˜o com um obsta´culo, comec¸a a ocorrer a sensibilizac¸a˜o, aumentando a
importaˆncia da percepc¸a˜o da luz, que sera´ mais alta perto do obsta´culo, por utilizar um
sensor de luz no modo ativo. Apo´s o aprendizado, a aproximac¸a˜o do obsta´culo vai causar
uma resposta equivalente a` do sensor de colisa˜o, de forma que o dispositivo robo´tico ande
para tra´s e desvie do obsta´culo.
Figura 5.5: Esquema das sinapses que implementam como formas de aprendizados a habituac¸a˜o
e o condicionamento cla´ssico dentro da topologia da rede neural.
Para o estudo do condicionamento cla´ssico foi utilizado o mesmo com-
portamento da sensibilizac¸a˜o, como pode ser visto na figura 5.5, sendo que o estı´mulo
condicionado (EC) e´ gerado pelo sensor de colisa˜o frontal e o estı´mulo incondicinado
(EI) e´ gerado pelo sensor de proximidade. Em princı´pio, a proximidade com um obsta´culo
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na˜o faz com que o roboˆ desvie. O comportamento de desviar de obsta´culos e´ resposta ao
estı´mulo do sensor de colisa˜o, sendo este, um EI. A medida que o dispositivo robo´tico
receber um estı´mulo do sensor de colisa˜o e, em seguida, um estı´mulo indicando proximi-
dade do obsta´culo, ocorre o condicionamento cla´ssico. A apresentac¸a˜o dos dois estı´mulos
ao mesmo tempo, ou da colisa˜o seguida rapidamente pela percepc¸a˜o da distaˆncia, o dis-
positivo comec¸a a aprender a desviar quando estiver muito pro´ximo do obsta´culo.
Capı´tulo 6
Ana´lise e alterac¸o˜es do modelo de
neuroˆnio pulsado
Uma vez definido o modelo conceitual de RNP, baseado na proposta
HI-NOON de [26] e [27], procurou-se desenvolver uma aplicac¸a˜o pra´tica atrave´s da
implementac¸a˜o do modelo em um dispositivo real. Durante este processo de implementac¸a˜o,
algumas limitac¸o˜es foram encontradas e alterac¸o˜es conceituais no modelo Hi-NOON fo-
ram sugeridas. Nesta sec¸a˜o, estas alterac¸o˜es sa˜o apresentadas e discutidas.
No ca´lculo do potencial sina´ptico descrito pela equac¸a˜o (4.7), o valor
de PM(t) pode variar de -69 mV ate´ 45 mV. Diminuindo deste o valor de PMBase, o
valor do potencial de repouso da membrana que e´ de -60 mV, o resultado pode variar de
-9 ate´ 105 mV, ou seja, quando o valor de PM(t) e´ um valor abaixo de PMBase, observa-
se que o potencial de membrana causa a inversa˜o do sinal no resultado do ca´lculo do
peso sina´ptico. Isto acontece, por exemplo, no estado D (Figura 4.1). Nessa situac¸a˜o um
estı´mulo excitato´rio age como inibito´rio e vice-versa.
S(t) =
 0, caso qualquer neuroˆnio pre´-sina´ptico esteja inibindo,∑
iwi, em outro caso.
(6.1)
Durante a evoluc¸a˜o do modelo do ca´lculo do ponteˆncial sina´ptico ado-
tamos duas abordagens. Na primeira abordagem, enquanto discutı´amos as modificac¸o˜es
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necessa´rias no modelo e busca´vamos sua simplificac¸a˜o decidimos que um u´nico estı´mulo





Esta primeira versa˜o e´ validada na dissertac¸a˜o de mestrado de Giseli
de Sousa [28]. Apo´s comprovar sua funcionalidade pra´tica o modelo evoluiu em uma
forma mais pro´xima do modelo biolo´gico, onde o soma´torio dos estı´mulos excitato´rios
e inibito´rios decide a forma que e´ inervado o neuroˆnio po´s-sina´ptico, como pode ser
conferido na equac¸a˜o (6.2).
6.1 Modelagem dos neuroˆnios
A ana´lise do ca´lculo do potencial de membrana nos seus diversos es-
tados, representado pela equac¸a˜o (4.8), leva a` conclusa˜o que o resultado do potencial
sina´ptico pode alterar o perı´odo do potencial de ac¸a˜o. Para exemplificar essa situac¸a˜o
tomaremos de exemplo o roboˆ ARBIB (em portugueˆs: Roboˆ Autoˆnomo Baseado em
Inspirac¸a˜o Biolo´gica), proposto em [5] e [25]. Em sua arquitetura e´ utilizado um meca-
nismo conhecido biologicamente por GCP (Gerador Central de Padro˜es), que correspon-
dem aos neuroˆnios C1 a` C4 na Figura 6.1 (Um exemplo mais complexo de aplicac¸a˜o de
um GCP para controle de func¸o˜es diversas pode ser encontrado em [29]). As representac¸a˜o
das sinapses inibito´rias e excitato´rias sa˜o feitas atrave´s de arestas que diferem em sua ex-
tremidade de acordo com o tipo da sinapse conforme a tabela apresentada na Figura 6.1.
Nesta figura tambe´m podemos diferenciar cada tipo de neuroˆnio utilizado nesta rede se-
gundo a classificac¸a˜o apresentada no capı´tulo 2.
Quando o sensor traseiro de colisa˜o (STC) e´ ativado ele excita o neuroˆnio
C1 iniciando o ciclo de propagac¸a˜o de sinal dentro do GCP. Em nossa experieˆncia pra´tica,
quando o neuroˆnio C1 e´ excitado, ele gera um sinal excitato´rio para C2, enquanto inibe
C3. O perı´odo do potencial de ac¸a˜o em C1 e C2 sa˜o pro´ximos pois o potencial sina´ptico
do neuroˆnio STC interfere no perı´odo de C1 como o de C1 interfere no de C2. Quando o
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Figura 6.1: Topologia do Gerador Central de Padro˜es existente na rede neural implementada.
sinal e´ propagado para C3, apo´s o estı´mulo inibito´rio de C1 cessar, o potencial de ac¸a˜o de
C2 ja´ chegou ao fim. A ausencia de estı´mulos excitato´rio sobre C3 faz com que o perı´odo
do seu potencial de ac¸a˜o seja maior. A influencia de C3 sobre C4 faz com que o perı´odo
do potencial de ac¸a˜o gerado em C4 seja mais curto do que o de C3, cessando antes da in-
flueˆncia inibito´ria de C3 sobre C1, na˜o permitindo que o sinal se propague como podemos
acompanhar atrave´s da figura 6.2.
Para resolver este problema eliminamos a influeˆncia do potencial sina´ptico
S(t) sobre todos os estados com excec¸a˜o do estado A. Isso garante que o perı´odo de poten-
cial de ac¸a˜o seja o mesmo para neuroˆnios instanciados com paraˆmetros iguais, mantendo
a sincronizac¸a˜o do sistema e a propagac¸a˜o do sinal adiante. De acordo com o estado in-
terno do neuroˆnio, as equac¸o˜es abaixo, descrevem o estado do neuroˆnio para os estados
B, C, D, E e F.
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Figura 6.2: Dinaˆmica do potencial de membrana dos neuroˆnios do gerador central de padro˜es e
do sensor traseiro de colisa˜o do roboˆ ARBIB.
PM(t+ 1) =

PM(t)− α, com α = 5, para o estado B,
h, para o estado C,
PM(t)− µ, com µ = 5, para o estado D,
l, com l = −69, para o estado E,
PM(t) + (PMBase− PM(t))/η, com η = 0.1, para o estado F.
(6.3)
O fator de tempo τ , utilizado no estado A (4.8), e´ responsa´vel por fazer
com que o potencial de membrana retorne ao estado de repouso caso fique sem receber
estı´mulos por um longo tempo. Em sua abordagem original, referenciada nos artigos re-
lativos ao Hi-NOON e ao ARBIB como, por exemplo, no artigo [5], τ e´ uma constante.
Nesta abordagem τ e´ uma equac¸a˜o representada em (6.4). Esta alterac¸a˜o foi feita porque
quando um neuroˆnio estava em estado de repouso e na˜o recebia mais estı´mulos ele ini-
ciava um processo de hiperpolarizac¸a˜o, como se estivesse recebendo pequenos estı´mulos
inibito´rios. Os elementos desta equac¸a˜o em si, na˜o teˆm justificativa biolo´gica, sua func¸a˜o
e´ a de fazer com que o neuroˆnio na˜o excitado retorne ao seu equilı´brio, que e´ caracterizado
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pelo estado de repouso, este comportamento sim, justificado nos neuroˆnios biolo´gicos. O
valor da constante TimeConst em nossa aplicac¸a˜o e´ igual a 0,05.
τ = (PM(t)− PMBase) ∗ TimeConst (6.4)
6.2 Modelagem das sinapses
Na ana´lise das sinapses, consideramos que o valor de wbase deve ser
atribuı´do de acordo com a influeˆncia de sinapse sobre o neuroˆnio po´s-sina´ptico. Com
relac¸a˜o ao ajuste dos pesos sina´pticos, representados pelo conjunto de equac¸o˜es descrito
em (4.9), mudamos apenas a u´ltima equac¸a˜o, resultando no conjunto de equac¸o˜es des-
critas em (6.5). Se nenhuma das quatro primeiras condic¸o˜es fosse verdadeira o valor
atribuı´do ao peso seria o valor mı´nimo. Assim sendo, no caso de uma sinapse inibito´ria,
ela teria seu peso aumentado, enquanto uma sinapse excitato´ria teria seu peso anulado.




w(t)− β, se w(t) > wbase,
w(t) + β, se w(t) < wbase,
wmax, se w(t) > wmax,
wmin, se w(t) < wmin,
w(t), em outros casos.
(6.5)
Na equac¸a˜o (6.5) o valor correspondente de β depende da aplicac¸a˜o.
Em nossas experieˆncias utilizamos o valor 0.00001.
6.2.1 Aprendizado associativo
Quanto ao aprendizado na˜o-associativo, na˜o houveram modificac¸o˜es
em sua modelagem, mas ao implementarmos o aprendizado associativo em nossa pla-
taforma robo´tica encontramos uma limitac¸a˜o que afeta a equac¸a˜o (4.14): a auseˆncia da
func¸a˜o exponencial logarı´tmica. O problema poderia ser resolvido pela construc¸a˜o de
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uma tabela e interpolac¸a˜o de valores mas, como a forma da func¸a˜o na˜o era ta˜o impor-
tante, decidimos utilizar uma func¸a˜o linear que interpolasse apenas os pontos extremos,
ou seja, na qual o valor do aprendizado sera´ ma´ximo com estı´mulos concomitantes e que





, se nT < Tcond,
0, em outros casos.
(6.6)
Nesta abordagem, descrita pela equac¸a˜o (6.6), Tcond e´ uma constante
cujo valor limita o tempo de aprendizado. Quanto mais distante o tempo de disparo entre
o EC e o EI, menor o valor no numerador e menor o efeito do aprendizado.
wtarg(t+ 1) = wtarg(t) + kwsos(t) (6.7)
Outra modificac¸a˜o feita em nosso modelo foi a troca da equac¸a˜o (4.13)
pela equac¸a˜o (6.7). Esta mudanc¸a se justifica no conceito do condicionamento cla´ssico. O
aprendizado pode existir mesmo quando o EC precede o EI em 0,5 s. Como o perı´odo do
potencial de ac¸a˜o e´ de aproximadamente 2 µs a exigeˆncia de que os dois neuroˆnios pre´-
sina´pticos possuam o predicado fired verdadeiro vai contra o conceito anterior. Nesse
caso, a equac¸a˜o (6.6) sera´ responsa´vel pelo crite´rio de aprendizado.
Capı´tulo 7
Resultados
Na simulac¸a˜o realizada, apo´s a ativac¸a˜o do sensor traseiro, os ciclos
de propagac¸a˜o do sinal no GCP podem ser conferidos na Figura 7.1. Podemos tambe´m
observar o processo de hiperpolarizac¸a˜o de C3 apo´s o primeiro potencial de ac¸a˜o do in-
terneuroˆnio C1, causado pela sinapse inibito´ria existente de C1 em C3.
Figura 7.1: Propagac¸a˜o dos estı´mulos no Gerador Central de Padro˜es.
Os processos de aprendizado da rede podem ser acompanhados atrave´s
dos gra´ficos contidos nas Figuras 7.2, 7.3 e 7.4. Nelas podemos observar os potenciais de
ac¸a˜o gerados pelo neuroˆnio sensor frontal de colisa˜o (SFC) atrave´s do contato com algum
obsta´culo, onde cada potencial corresponde a um contato. Tambe´m podemos observar os
potenciais de ac¸a˜o gerados pelo neuroˆnio sensor frontal de proximidade (SFP), onde o
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processo de depolarizac¸a˜o na membrana deste neuroˆnio aumenta a` medida que o roboˆ se
aproxima de algum objeto.
Figura 7.2: Habituac¸a˜o sina´ptica causada por estı´mulos no neuroˆnio sensor frontal de colisa˜o.
Atrave´s da Figura 7.2 podemos acompanhar a habituac¸a˜o da sinapse
existente entre o neuroˆnio SFC e o interneuroˆnio do reflexo onde, a cada potencial dispa-
rado pelo sensor, o peso sina´ptico sofre uma queda, diminuindo a efetividade sina´ptica.
O aprendizado atrave´s da sensibilizac¸a˜o pode ser acompanhado atrave´s
da Figura 7.3. O processo ocorre na sinapse entre o neuroˆnio SFP e o interneuroˆnio de
reflexo, facilitado pela sinapse que parte do neuroˆnio SFC. Cada vez que os neuroˆnios
sensores envolvidos geram um potencial de ac¸a˜o, ao mesmo tempo a sinapse tem o seu
peso reforc¸ado. Podemos notar neste gra´fico que no segundo potencial gerado pelo SFP
na˜o existe um correspondente no tempo vindo do SFC, assim sendo, na˜o ha´ o reforc¸o do
peso sina´ptico.
Finalmente, para comprovar o condicionamento cla´ssico na rede, utili-
zamos os dados mostrados na figura 7.4. Neste gra´fico podemos comprovar que a efeti-
vidade sina´ptica aumenta quando os crite´rios para o aprendizado sa˜o satisfeitos, ou seja,
quando EC (gerado pelo SFP) e´ concomintante ou precede EI (gerado pelo SFC), por um
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Figura 7.3: Sensibilizac¸a˜o sina´ptica causada por estı´mulos nos neuroˆnios sensores frontal de co-
lisa˜o e de proximidade.
curto perı´odo de tempo.
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Figura 7.4: Condicionamento cla´ssico causado por estı´mulos nos neuroˆnios sensores frontal de
colisa˜o e de proximidade.
Capı´tulo 8
Conclusa˜o
O apanhado teo´rico apresentado e´ fundamental para a reflexa˜o sobre re-
des neurais que utilizam neuroˆnios pulsados. Observando os modelos existentes podemos,
a grosso modo, separa´-los em modelos com enfoque em implementac¸o˜es em ‘hardware’,
como VLSI ou similares, e sistemas que implementam em ‘software’ os conceitos anteri-
ormente descritos, ambos buscando uma aproximac¸a˜o funcional do modelo real. Este tra-
balho e´ focado nos conceitos necessa´rios para a implementac¸a˜o em ‘software’, tomando
o devido cuidado para classificar e generalizar corretamente as classes de conceitos aqui
abordadas.
Entre os modelos existentes, baseamos nosso trabalho no modelo Hi-
NOON (em portugueˆs: Rede de Neuroˆnios Hiera´rquicos Orientada a Objetos), apresen-
tado em [26]. Partindo deste trabalho, cujo enfoque era voltado pro campo da robo´tica,
sentimos a necessidade de esclarecer todos os elementos biolo´gicos relacionados a` mode-
lagem dessas redes.
A partir dos dados obtidos no capı´tulo 7, podemos observar a capaci-
dade da aplicac¸a˜o robo´tica de adaptar-se ao ambiente de acordo com os estı´mulos rece-
bidos, concluindo assim, que a emergeˆncia de um comportamento inteligente atrave´s dos




Como o escopo deste trabalho se restringe ao nı´vel mais ba´sico de fun-
cionamento de Redes Neurais Pulsadas utilizando o modelo neural aqui proposto, va´rios
modos de utilizac¸a˜o e modificac¸o˜es foram pensadas no decorrer deste que na˜o puderam
ser realizadas por falta de tempo ha´bil. A seguir sa˜o levantadas algumas destes possibili-
dades.
Um aspecto que pode ser incorporado futuramente e´ a modelagem do
perı´odo refrata´rio relativo do potencial de membrana do neuroˆnio pois, neste modelo, se
limitou a` modelagem do perı´odo refrata´rio absoluto.
A topologia utlizada no ARBIB foi criada sem refereˆncias biolo´gicas,
com o intuito de formalizar o modelo Hi-NOOM. Como a topologia utilizada nos seres
vivos mais evoluı´dos e´ complexa, bem como possui um gigantesco nu´mero de neuroˆnios
interligados de va´rias maneiras, poderı´amos tentar adotar algorı´timos gene´ticos para criar
e avaliar topologias para problemas especı´ficos.
Tambe´m podemos inserir uma RNP como o nı´vel inferior em uma ar-
quitetura de assunc¸a˜o e, dentro deste escopo, realizar testes utilizando uma arquitetura
mista para diversas func¸o˜es de controle do dispositivo robo´tico.
A aplicac¸a˜o desta arquitetura no campo de agentes em software tambe´m
e´ uma possibilidade de extensa˜o deste trabalho. Imaginamos uma casa inteligente adapta-
tiva, onde os dispositivos possuem neuroˆnios e formam uma rede que aprende o padra˜o de
comportamento do usua´rio. Esta opc¸a˜o surgiu principalmente por ser o ponto de partida
dos estudos de nossa equipe que culminaram neste trabalho.
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