




The Dissertation Committee for Daniel Blazevski
Certifies that this is the approved version of the following dissertation:
ON THE ROLE OF INVARIANT OBJECTS IN
APPLICATIONS OF DYNAMICAL SYSTEMS
Committee:
Thomas Chen, Supervisor






ON THE ROLE OF INVARIANT OBJECTS IN
APPLICATIONS OF DYNAMICAL SYSTEMS
by
Daniel Blazevski, B.S.; M.A.
DISSERTATION
Presented to the Faculty of the Graduate School of
The University of Texas at Austin
in Partial Fulfillment
of the Requirements
for the Degree of
DOCTOR OF PHILOSOPHY
THE UNIVERSITY OF TEXAS AT AUSTIN
May 2012
Dedicated to my parents, Danca and Krume.
Acknowledgments
The amount of gratitude I have for Rafael de la Llave is related to the number
of degrees of freedom considered in a recent paper of ours: They are both
infinite. I consider myself honored to have been his student and I greatly
admire and appreciate his patience, encouragement, wisdom, work ethic, vast
knowledge, and dedication. In many aspects, he has and will continue to serve
as a inspiration for me to follow. I am grateful that he encouraged me to take
courses in other departments and to spend time in a national laboratory. As
he is well aware, these experiences were a significant part of this dissertation,
and I am very grateful that he led me to pursue such interdisciplinary research.
None of the work that I have accomplished as a graduate student would have
been possible with his efforts. Thanks, Rafael.
I would also like to thank Thomas Chen for serving as my co-supervisor.
I am grateful for the interesting conversations we have had and his interest
in my research and for his interest in my academic well-being. I would also
like to thank Hans Koch, Phil Morrison, Cesar Ocampo, Natasa Pavlovic and
Alexis Vasseur for serving on my committee.
I am grateful that I had the opportunity to enroll in courses with Cesar
Ocampo. Through these courses my computational abilities were strongly en-
v
hanced. I was also pleasantly surprised to learn that sophisticated techniques
from dynamical systems can be used for very practical problems. His demon-
strated a great interest and patience in teaching me techniques from computing
and engineering that were standard for many students in the courses I took
from him, and for this I am very grateful. Lastly, I would like to thank him
for his enthusiasm and interest in the project we worked on together.
I was fortunate to have met Phil Morrison as a graduate student. I
appreciate him teaching me plasma physics, I was able to learn a lot from him
and I am grateful his was willing to teach me various topics in plasma physics
even though I knew very little about the subject when I met him. I am also
very grateful that he played an important role in me starting a collaboration
with Diego del-Castillo-Negrete.
My work with Diego del-Castillo-Negrete has been a great experience
thus far. I admire his willingness to embark on a project with me to study
magnetically confined plasma even though I only knew little about the subject.
I am amazed at how much I have learned from working with him. I am grateful
that he taught me so many interesting topics in dynamical systems, plasma
physics, non-locality and for expanding my computational tools. I would also
like to thank Luis Chacon of Oak Ridge National Laboratory for sharing his
code to compute parallel heat transport, and for teaching me how to use the
code and other computational tools.
Dan Knopf has been an excellent graduate advisor, and I am very
vi
grateful for his efforts, especially in dealing the bureaucracy involved in me
spending a semester at the Georgia Institute of Technology. I would like to
thank Sandra Catlett, Mark North, and Nancy Lamm for being very helpful
over the years. I would also like to thank Maorong Zou for kindness in helping
me with the math department’s computer system at UT, and also for spending
several hours repairing my laptop. I am also very grateful to have had the
experience of advising Jennifer Franklin on a project related to my research
interests. She has worked very hard on the project, and I hope she continues
to succeed in her pursuits.
I would also like to thank Rafael de la Llave’s former and current stu-
dents Renato Calleja, Jason Mireles James, Timothy Blass and Mikel de Viana
for having taught me concepts from dynamical systems for their ongoing sup-
port and encouragement. I am glad we are able to continue being good friends
and continue having interesting discussions. I would also like to thank Hector
Lomelli and Xifeng Su for their discussions and support. I would also like to
thank the many long-term visitors Rafael had over the years, namely Maciej
Capinski, Alejandro Luque, Jordi Luis-Figueras and Fabricio Macia. They
made for a more enjoyable and broad experience, and I am glad to have had
the pleasure to meet and collaborate with them. Also, I have met some great
people in the Working Dynamical Systems seminar, and I would like to thank
them for their enthusiasm in participating the seminar. I am also grateful for
the happy hour that often followed the seminar, this set up a very positive
vii
environment for working with Rafael and his students and I got to know many
interesting visiting researchers during the post-seminar happy hour. I would
also like to thank my friends Jacob Glenn-Levin, Nick Rauh, Mio Alter, Sean
Bowman, Hector Chang, Davi Maximo, Rory Rother and Mark Norfleet for
their support and the good times we had.
I would like to thank my family. My sister Kiki was always willing to
help in a time of need and always believed in me and wanted and inspired me
to do great things. Thanks, sis. My cousins Robert, Borce, Michael and Nikki,
my aunts Ilinka and Sonja, my uncles Dusko and Zive, grandmas Mitana and
Bogina, a big thanks to all of you for you support, your love, and for believing
in me.
Lastly, I would like to thank my parents, Danca and Krume. I am
still amazed by the fact that neither of you, my aunts, my uncles, nor my
grandparents have a college degree, yet you were able to raise me to get a PhD
in mathematics and to write a dissertation that I am very proud of. Words
cannot express how grateful and proud of you I am that you endured struggles
having moved from Macedonia to the United States in your youth. Without
your support, your perseverance, your love, this dissertation would not have
been possible, any success I have or will have is yours. Thanks.
viii
ON THE ROLE OF INVARIANT OBJECTS IN
APPLICATIONS OF DYNAMICAL SYSTEMS
Publication No.
Daniel Blazevski, Ph.D.
The University of Texas at Austin, 2012
Supervisors: Thomas Chen
Rafael de la Llave
In this dissertation, we demonstrate the importance of invariant objects
in many areas of applied research. The areas of application we consider are
chemistry, celestial mechanics and aerospace engineering, plasma physics, and
coupled map lattices.
In the context of chemical reactions, stable and unstable manifolds of
fixed points separate regions of phase space that lead to a certain outcome
of the reaction. We study how these regions change under the influence of
exposing the molecules to a laser.
In celestial mechanics and aerospace engineering, we compute periodic
orbits and their stable and unstable manifolds for a object of negligible mass
(e.g. a satellite or spacecraft) under the presence of Jupiter and two of its
moons, Europa and Ganymede. The periodic orbits serve as convenient spot
ix
to place a satellite for observation purposes, and computing their stable and
unstable manifolds have been used in constructing low-energy transfers be-
tween the two moons.
In plasma physics, an important and practical problem is to study
barriers for heat transport in magnetically confined plasma undergoing fusion.
We compute barriers for which heat cannot pass through. However, such
barriers break down and lead to robust partial barriers. In this latter case,
heat can flow across the barrier, but at a very slow rate.
Finally, infinite dimensional coupled map lattice systems are considered
in a wide variety of areas, most notably in statistical mechanics, neuroscience,
and in the discretization of PDEs. We assume that the interaction amont the
lattice sites decays with the distance of the sites, and assume the existence of
an invariant whiskered torus that is localized near a collection of lattice sites.
We prove that the torus has invariant stable and unstable manifolds that are
also localized near the torus. This is an important step in understanding the
global dynamics of such systems and opens the door to new possible results,
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4.10 Poincarè plots for (a) − (b) a “very leaky” barrier. Here we
chose ε = 4.1 × 10−4 and considered a single initial condition
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In this dissertation we present new results on the use of invariant objects to
understand applied dynamical systems. We focus on four distinct areas of
applications: chemistry, celestial mechanics and aerospace engineering, heat
transport in fusion plasmas, and coupled map lattices. I cannot think of a more
concise and accurate description of the role of invariant objects in dynamical
systems than the one given by Carles Simò [68]:
Objects which play a key role for the organization of the dynamics
(or the so called skeleton of the system) are the invariant objects
under the action of the dynamics: periodic orbits, invariant tori,
invariant stable and unstable manifolds, etc. They give a key to
predict or to interpret the behavior of most of the points in the
phase space, following Poincarè’s idea that it is better to study the
full set of orbits rather than individual ones
Chapter 2 contains a paper [11] that has appeared in Journal of Physics
A: Mathematical and Theoretical co-authored by Dr. Rafael de la Llave. The
last section of Chapter 2 contains more recent work with Jennifer Franklin [14],
1
a undergraduate student at the University of Texas at Austin. This project was
started as a summer research project that I was advising her on and we now
plan on submitting this work to a peer-reviewed journal for publication. Chap-
ter 3 consists of a project [9] done in collaboration with aerospace engineering
professor Dr. Cesar Ocampo. Our work has been accepted for publication
in Physica D: Nonlinear phenomena. In Chapter 4 we discuss a project done
in collaboration with Dr. Diego del-Castilo-Negrete, a scientist at Oak Ridge
National Laboratory. This project is expected to result in the publication or
two papers [13, 12] submitted to peer-reviewed journals. Chapter 5 contains
a draft of a paper [10] done in collaboration with Rafael de la Llave, and we
plan on submitting our work to a peer-reviewed journal for publication.
In Chapter 2 we develop a classical time-dependent scattering theory
for general systems subject to a non-autonomous perturbation that is local-
ized in time, and then apply the theory thus developed to the problem of
laser-driven molecular reactions. The results of this chapter are based off of
published work with Rafael de la Llave. In this case, the role of invariant
objects is that stable and unstable manifolds normally hyperbolic invariant
manifolds separate regions of phase space that lead to a certain outcome of a
reaction, and we want to understand how these regions are modified by expos-
ing the molecules to a laser for a short time. The final section of Chapter 2
uses the theoretical framework thus developed in to use scattering theory to
carry out numerical computations of invariant manifolds for the laser-driven
Henon-Heilies system, a system considered by chemists in [56]. This work is
the continuation of a summer project in which I was advising undergraduate
2
student Jennifer Franklin.
In Chapter 3 we consider the motion of an object with negligible mass,
e.g. a spacecraft, in the presence of three massive bodies. The specific model
we consider is the Jupiter-Europa-Ganymede-spacecraft system, though the
techniques can be generalized to other restricted four-body systems. We give
numerical calculations of Lyapunov-like periodic orbits and their stable and
unstable manifolds for the system. Due to the non-autonomous nature of the
equations of motion, this task is more subtle than in the restricted three-body
problem. The key ingredient to our algorithm to construct periodic orbits is
the Laplace resonance, which states that ωE ≈ 2ωG, where ωE, ωG are the
frequencies of motion of Europa and Ganymede about Jupiter, respectively.
The computations of the stable and unstable manifolds shows that the unstable
manifold
In Chapter 4, we consider the problem of heat transport in magnetically
confined plasma. We give numerical computations of transport barriers, i.e.
invariant objects associated to the magnetic field lines. We observe that heat
cannot be transported across the barrier in the case that the barrier is a smooth
curve. Once the curve breaks down, there are still robust partial cantor-like
transport barriers. In these partial barriers, heat can move across the barriers,
but the rate at which this occurs is much slower than the diffusivity rates away
from the barriers.
Finally, in Chapter 5 we prove the existence of localized stable mani-
folds for lattice systems with decaying interaction. This is joint work with Dr.
3
Rafael de la Llave. In finite dimensional systems using stable and unstable
manifolds of whiskered KAM tori has proved to be a robust mechanism for
demonstrating the energy transfer between weakly coupled systems. Recently
Dr. de la Llave and collaborators proved a KAM-type theorem for whiskered
tori in infinite dimensional coupled map lattices. They assume that the in-
teraction amont lattice sites decays with the distance of the lattice sites and
they are then able to prove that the tori they construct are localized near a
certain collection of lattice sites. In our work we assume the existence of a in-
finite dimensional whiskered torus and prove that it has a stable and unstable
manifold that is localized near the torus.
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Chapter 2
Time-dependent scattering theory for ODEs
and applications to reaction dynamics
2.1 Introduction
Many physical situations are described by an ODE subject to a time dependent
perturbation which is localized in space and time. That is, a system whose
evolution is given by finding trajectories of a time-dependent vector field
V(x, t) = U(x, t) + F(x, t) (2.1)
where F(x, t) is localized in space and time ( e.g. |F(x, t)| ≤ C exp(−λ|t|) ).
All the vector fields in this chapter are assumed to be defined on Rn.
Notice that we do not assume that F is uniformly small. Indeed, in the
motivating examples we have in mind F will not, for instance, depend on a
parameter ε whose value is taken to be sufficiently small. Indeed, the examples
we have in mind include: exposing molecules to a laser, an ion passing near a
molecule, and similarly the passage of a comet of a a planet-satellite system.
These phenomenon have been studied in chemistry and astronomy using a
variety of methods (e.g. transition state theory [56] and adiabatic perturbation
theory [75, 39, 52]. The goal of this chapter is to present a treatment based
5
on scattering theory. Since the perturbation is localized in time, it is easy to
guess that a trajectory of the full system will behave, both in the past and in
the future, like a trajectory of the unperturbed system. It is then natural to
write the future ( or past) asymptotic states as functions of the present states.




−) is a function on the
phase space that takes the present states of a system as an input and output
the future (resp. past) states. The composition st0 = Ωt0+ ◦ (Ωt0−)−1, called the
scattering map, computes the future states knowing the past states is also of
physical interest.
In section 2, working in the context of general time-dependent vector
fields in Rn, we give conditions on U and V that ensure the existence, smooth-
ness, and invertibility of the wave maps Ωt0± and scattering map s
t0 . The wave
maps Ωt0+ (resp. Ω
t0
−) compute a systems asymptotic future (resp. past) know-
ing the present state of the system. The scattering map st0 = Ωt0+ ◦ (Ωt0−)−1
computes the asymptotic future knowing the asymptotic past. The method
to prove existence uses deformation theory [19] and is analogous to Cook’s
method in quantum mechanics [64]. We also give conditions on the vector
fields, Vσ, Uσ and the flow U
t
t0
that implies that the wave maps are invertible,
a property called asymptotic completeness in quantum mechanical scattering
theory. Note that our conditions do not involve the flow V tt0 , which is very
convenient since this implies we can use scattering theory to understand V tt0
knowing only the vector fields and U tt0 .
Using scattering theory, we then show that the existence, smoothness
and invertibility yields intertwining relations for the wave maps Ωt0± and we
6
show that the dynamics of U and V are conjugate when viewed as autonomous
vector fields on the extended space Rn × R.
Based on of the intertwining relations results and the applications we
have in mind, we develop a notion of a time-dependent normally hyperbolic
invariant manifold and discuss how we can use Ωt0± to compute such manifolds
and their corresponding stable/unstable manifolds.
In Section 3 we give perturbative calculations of the scattering map.
Thus, we will consider vector fields of the form
V(x, t) = U(x, t) + εF(x, t) (2.2)
In this setting we show that the scattering map is the time-ε map of a vector
field Sε and give explicit formulas for Sε. The result is analogous to Fermi’s
Golden Rule in quantum mechanics as considered in [61, 64, 72, 73].
We also show that, in the case of Hamiltonian systems, Sε has a corre-
sponding Hamiltonian Sε. The results and methods of proof are similar to the
perturbative calculations of scattering map for a normally hyperbolic manifold
[?].
In Section 4, we apply the theory developed to a problem in transition
state theory. In [56] they consider the problem of understanding how the
dynamics of reaction between molecules behaves under the influence of a laser
pulse. In their work, they compute time-dependent invariant manifolds using
normal form theory. We give an alternate method to compute the manifolds
that were computed in [56] using scattering theory.
7
We also give perturbative calculations of the quantity called the branch-
ing ratio in [56] which measures the fraction of initial conditions which go into
different scattering channels. In quantum mechanics this is called the branch-
ing fraction (see [1]) but we will stick with the name “branching ratio” used
in [56].
2.2 Definitions and existence/smoothness results
In this section will work with general time-dependent ODE’s, and consider
more specific cases later. Let Ut and Vt be two time-dependent vector fields
on Rn, and let U tt0 and V
t
t0








U t0t0 (x) = x
(2.3)




s. Of course, V
t
t0
satisfies a similar equation.
We define the wave maps by
Ωt0± = Ω
t0
±(U, V ) = lim
t→±∞
U t0t ◦ V tt0
The intuition is that Ωt0+ (resp. Ω
t0
−) gives the orbital elements in the
future (resp. past) given the present orbital elements. Assuming that Ωt0− is
invertible, the scattering map which is defined by























Figure 2.1: Pictorial description of the wave and scattering maps. For a given




± . Then V
t
t0
(x0) converges in the future (resp. past) to
U tt0(x
+




0 )) and the scattering map takes x
−
0 as an input and
outputs x+0 .
wave maps a bit more concrete notice that for large T > 0 we have
U±Tt0 (Ω
t0
±(x)) ≈ V ±Tt0 (x)
Thus, the wave maps give us a precise way of describing how, for large times,
the flow V tt0 behaves like the flow for U
t
t0
, though the flows may be quite distinct
for short times (See Figure 2.1).
Notice that the wave maps depend on the starting time t0 of the non-
autonomous flow U tt0 . This is what makes the theory different from scattering
theory for time independent vector fields. This will become especially relevant
in the next section when discussing the intertwining relations and conjugacy.
Before we give conditions that ensure the existence, smoothness, invert-
ibility of the wave maps, we recall the definition the function space Ck(BR),
9
where BR refers to the ball of radius R in Rn





Here ‖Djf(x)‖ refers to the norm of the Djf(x) as a j−multilinear
map, that is the smallest of all real number M such that
|Djf(x)(v1, . . . , vj)| ≤M |v1| · · · |vj|
and |vi| simply refers to the Euclidean norm of vi. For a function in Ck(BR)






We now impose conditions on U tt0 and V
t
t0
that ensure that the wave
maps and scattering map exist, are smooth, depend smoothly on parameters,
and are invertible. The proof of existence is similar to Cook’s method [64] in
quantum mechanical scattering theory and also relies heavily on deformation
theory. Let us recall briefly a basic definition from deformation theory that
we will use here. The details and propositions that we use are in Appendix A.
Let fa be a family diffeomorphisms, and define the vector field Fa by
d
da
fa = Fa ◦ fa
Fa is called the vector field generating fa.
Theorem 2.2.1. Suppose that the following condition on the flows U tt0 and








DU t0σ (Vσ − Uσ)
)
◦ V σt0‖Ck(BR)dσ <∞
Then:
(1) the wave maps
Ωt0± = lim
t→±∞
U t0t ◦ V tt0
exist and are in Ck(BR) for every R.






hold. Then Ωt0± are invertible, and their inverses are in C
k(BR) for every
R > 0





V Tt0 . Since the maps V
t
t0
and U tt0 are diffeomophisms we can use deformation
theory (c.f. appendix A) to construct the vector field generating Ω
(t0,T )
+ . Using
Proposition A.0.8 from the appendix and the fact that Ut and Vt generate U
t
t0
and V tt0 respectively we have that the generator, O
+
T , of Ω
(t0,T )
+ is given by
O+T = −(U
t0
T )∗UT + (U
t0
T )∗VT = (U
t0
T )∗(VT − UT ) (2.4)











































and it follows that Ω
(t0,N)
+ converges to a function Ω
(t0,∞)








DU t0σ (Vσ − Uσ)
)
◦ V σt0‖Ck(BR)ds
we conclude that ‖Ω(t0,∞)+ − Ω
(t0,T )
+ ‖Ck(BR) → 0 as T → ∞ and T ∈ R, which
proves the existence of Ωt0+ .









−T . Using an argument
analogous for Ωt0+ , the existence and smoothness off Ω
t0
− follows provided that∫ ∞
−t0
‖(DU t0−σ(V−σ − U−σ)) ◦ V −σt0 ‖Ck(BR)dσ =
∫ t0
−∞
‖(DU t0σ (Vσ − Uσ)) ◦ V σt0‖Ck(BR)dσ
(2.7)
is finite.
Proof of (2) Now we show that Ωt0± are invertible and their inverses are




is similar. We first note that it suffices to prove that Ωt0+ is invertible for one




◦ Ωt0+ ◦ V t0s (2.8)
The proof (2.8) follows straight from the definition of the wave maps. We will
discuss (2.8) in more detail in section 2.2. For now we notice that it implies
that Ωs+ is invertible as long as Ω
t0
+ is invertible for some t0, as claimed.












+ dσ Since Ω
(t0,t0)




t0 (x) = x







+ dσ and hence taking the limit as t→∞
we have that







‖Ωt0+ − Id ‖Ck(BR) ≤
∫ ∞
0
‖(U t0σ )∗(Vσ − Uσ) ◦ Ω
(t0,σ)
+ ‖Ck(BR)dσ (2.9)
However, assumption (2) is that the integral tends to zero as t0 → ∞
for every R > 0. Thus given any y ∈ R2n with |y| < R and ε > 0 we can find a
t0 large enough so that ‖Ωt0+ − Id ‖Ck(B2R) < ε Thus Ω
t0
+ can be made as close
to the identity on any given ball. The next lemma tells us that this implies
that Ωt0+ is invertible provided k ≥ 2.
Lemma 2.2.2. Suppose that F : Rn → Rn is in C1(BR). There is a ε0 > 0
such that if ε < ε0 and
‖F − Id ‖Ck(BR) < ε
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Then for any y ∈ BR
2
the equation
F (x) = y
has a solution x ∈ BR.
Proof: The idea is that |F (y) − y| < ε, that is y is an approximate
solution to F (x) = y, and hence we can use Newton’s method to solve the
equation F (x) = y. Thus we consider
G(x) = x−DF (y)−1(F (x)− y)
since G(x) = x implies F (x) = y. One can show that, for ε sufficiently small, G
satisfies the hypothesis of the Contraction Mapping Theorem in a ball B(r; y)
for some r > 0.

We now apply Lemma 2.2.2 to F = Ωt0+ , which satisfies the hypotheses




−1 is in Ck(BR) for every R > 0.

Now let us state a corollary that explains when the conditions of the
theorem are satisfied.
Corollary 2.2.3. Suppose that Ut and Vt are C
k(BR) for every R > 0 and
some integer k > 0. Moreover suppose that Ut − Vt is compactly supported in
time, that is, Ut − Vt ≡ 0 for t /∈ [T1, T2]. The wave maps Ωt0± exist, are in
Ck(BR) for every R > 0 and are invertible.
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Proof: The conditions of Theorem 1 were that I±(t0) =
∫ ±∞
t0
‖ (DU t0σ (Vσ − Uσ))◦
V σt0‖Ck(BR)dσ <∞ and limt0→∞ I+(t0) = limt0→−∞ I−(t0) = 0. In the case that
Vσ−Uσ is compactly supported in time I±(t0) are integrals over finite intervals
and are also compactly supported with respect to t0. 






DU t0σ (Vσ − Uσ)
)
◦ V σt0‖Ck(BR)dσ














DU t0σ (Vσ − Uσ)
)
◦ V σt0‖Ck+1(BR) ≤M
where M is independent of σ. It follows that the wave maps exist and are in
Ck(BR) for every R > 0.
Proof: The proof of this is simply an application of Hadamard’s in-





for any function f in Ct(BR) where 0 ≤ r < s < t and µ = t−st−r . We simply
take s = k, r = 0 and t = k + 1 This inequality was originally proven by
Hadamard [45] and later generalized by Kolmogoroff [58]. A more modern
version of the inequality appears in [20] 
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Corollary 2.2.5. For n ≥ 2 consider the annuli An = {x ∈ Rn : n − 1 ≤
|x| ≤ n}. Suppose the estimates hold:
sup
An




|Vσ − Uσ| ≤ C̃ne−µ(n)|σ|
Where 0 < λ(n), µ(n), α := supn(λ(n) − µ(n)) < 0 and 0 < CnC̃n < M for






DU t0σ (Vσ − Uσ)
)
◦ V σt0‖C0(BR)dσ
are finite and hence the wave maps exist and in C0(BR) for every R > 0.
Moreover, we also have that limt0→∞ I+(t0) = limt0→−∞ I−(t0) = 0
Proof: We prove the results for Ωt0+ . We simply break up the integrals
I+ into parts when V
σ
t0
lies in An for each n ≥ 2. For example, if we let A1





























It follows that I+(t0) <∞ and limt0→∞ I+(t0) = 0.

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The importance of this corollary is that it give conditions that guar-
antee the existence of the wave maps that depend only on the vector fields
Uσ,Vσ and the flow U
t
t0
, but not the flow V tt0 . Conditions like this are very
desirable from the viewpoint of applications since the goal of scattering theory
is to understand better the flow V tt0 . We now extend Corollary 2.2.5 to obtain
conditions that guarantee higher smoothness of the wave maps, which is espe-
cially important since our proof of the invertibility of the wave maps required
C1 smoothness.
The idea behind the next proposition is straightforward to understand,
though we need some terminology from differential topology (see [2] for more
details). For any smooth function f : Rn → Rn define Tf : R2n → R2n by
Tf(x, v) = (x,Df(x)v)
The letter T refers the tangent functor from differential topology. We would









exists. Consider the variational equations
d
dt











A convenient way of organizing the study of the variational equations (2.11)
is to use the tangent functor. Indeed, consider the vector field U1t defined on
Rn × Rn defined by
U1t (x, v) = (Ut(x), DUt(x)v)
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The corresponding flow U1t (t0, x, η) is given by




and we notice that U1t (t0, x, v) = TU
t
t0




to flows for a vector field, and hence we can also consider the wave maps for
these flows. In fact we have












(x))DV tt0(x)v) = Ω
t0
±(TU, TV )(x, v)
(2.12)
Thus we conclude that
TΩt0±(U, V ) = Ω
t0
±(TU, TV ) (2.13)
which is the fundamental identity. The crux of the idea for higher regularity
is now simple: Corollary 2.2.5 gives conditions for the wave maps to exist
and be continuous. Applying this corollary to the flows TU and TV gives us
conditions on the vector fields Ut,Vt that guarantee Ω
t0
±(TU, TV ) are C
0. By
(2.13), these conditions this is equivalent to saying that Ωt0± are C
1.
Proposition 2.2.6. For n ≥ 2 consider the annuli An = {x ∈ Rn : n − 1 ≤











|Di(Vσ − Uσ)| ≤ C̃ne−µ(n)|σ| (2.15)
Where 0 < λ(n), µ(n), α := supn(λ(n) − µ(n)) < 0 and 0 < CnC̃n < M for
some M > 0. The wave maps and their inverses exist and are in Ck(BR) for
every R > 0.
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Proof: For k = 1, we can say that Corollary 2.2.5 implies that Ω±(TU, TV )
exists and is in C0(BR) for every R > 0. By (2.13) this implies that Ω
t0
±(U, V )
are C1(BR) for every R > 0.
For k > 1, we inductively define T kΩt0±(U, V ) = T (T
k−1Ωt0±(U, V ). By
using repeatedly (2.13) we have that
T kΩt0±(U, V ) = Ω
t0
±(T
kU, T kV )
Corollary 2.2.5 implies that if conditions (2.14) and (2.15) hold, then Ωt0±(T
kU, T kV )
exists and is C0(BR) for every R > 0, which, by an inductive argument, implies
that Ωt0±(U, V ) are C
k(BR) for every R > 0. 
We would like to make a remark about the assumptions of the Proposi-
tion 2.2.6. A particular case of these assumptions occurs when one has uniform











|Di(Vσ − Uσ)| ≤ C̃e−µ|σ|
with no mention of annuli whatsoever. However, this is not typical, and one
commonly has that the growth rates of U increase as one moves further away
from the origin. In this case the appropriate assumptions to consider are those
given in Proposition 2.2.6.
Now, we consider the case when the vector fields depend on parameters
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Corollary 2.2.7. Suppose that Ut and Vt depend on a parameter λ ∈ U ,
an open subset of Rm, and let U t,λt0 and V
t,λ
t0 denote the corresponding flows.






DU t0σ ◦ (Vσ − Uσ)
)
◦ V σt0‖Ck(U×BR)dσ <∞
are finite and the following limits hold
lim
t0→∞
I+(t0) = 0 lim
t0→−∞
I−(t0) = 0
(note: in this case the norms include both the spatial and the parameter vari-
ables) Then, the wave maps Ωt0±(λ) are C
k with respect to the parameter λ.
The proof, or course, is the same as in Theorem 2.2.1. We simply chose
to treat this case separately to make the exposition of Theorem 2.2.1 clearer.
2.2.1 Scattering Theory for Classical Hamiltonian Systems
In this section we will consider the case when the vector fields Ut and Vt
are Hamiltonian. Suppose that we are given Hamiltonian H0(Q,P, t) and
H = H0(Q,P, t) +H1(Q,P, t) on R2n and let Ut = J∇H0t and Vt = J∇Ht be
the corresponding vector fields.
The integrability condition that we use for the existence/smoothness
















Thus, if we view H1 as a perturbation of H0 then the integrability condition
requires that the perturbation decays with time. Moreover, we proved that Ωt0±




t0 , which is symplectic in the case of Hamiltonian




R > 0, then the wave maps are symplectic.
We also Note that Corollary 2.2.5 gives a sufficient condition only in
terms of the flow U and H1 to guarantee that the wave maps exist and are
continuous. More precisely, Corollary 3 asserts the existence of the wave maps
provided that the decay rate for H1 is stronger than the growth rate for U on
every annulus. One would like to establish similar conditions on U and H1 to
guarantee that the wave maps are smooth. This is especially important since
our proof of the invertibility of the wave maps required that the wave maps
are at least C1.
2.2.2 Intertwining Relations and Conjugacy
One important fact about the existence of the wave maps is that it implies
that the flows of U and V are conjugate when we view them as autonomous
flows in the extended phase space Rn×R, where we add an extra variable for
time. The notion that scattering theory for classical systems yields a conjugacy
between two dynamics was used to study the local behavior near a hyperbolic
fixed point in [61] and was used to prove that certain systems, for example
the Calogero-Moser system, is integrable [44, 43, 50]. For us, we will exploit
the fact that the flows are conjugate to compute invariant manifolds, which
we discuss in the next section.
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Let us consider two flows U tt0 and V
t
t0
. If we view the flows as defining
autonomous flows on the extended space Rn×R, that is we have autonomous
flows Ũ and Ṽ on Rn × R that solve the ODE’s
ẋ = Ut(x) ẋ = Vt(x)
ṫ0 = 1 ṫ0 = 1
(2.16)
It turns out that the dynamics of Ũ and Ṽ are conjugate, as we show
in the following proposition.
Proposition 2.2.8. Suppose that U and V are flows for Ut and Vt, respec-
tively. Moreover, suppose that the wave maps Ωs± = limt→±∞ U
t0
t ◦ V tt0 exist in
the sense that the limits defining them exist point-wise. Moreover assume that
Ωt0± are invertible.
(1) We have the following intertwining relations




st0 = U t0t ◦ st ◦ U tt0
(2.17)
(2) The extended flows Ũ and Ṽ are conjugate. More precisely, define
the wave maps on the extended space
Ω̃±(x, t) := lim
t→±∞
Ũ−t ◦ Ṽt
These wave maps exist, are as smooth as the wave maps Ωt0± , are invertible,
are moreover we have the following relation
Ω̃± ◦ Ṽt,= Ũt ◦ Ω̃± (2.18)
22
Proof: The proof of (1) is a consequence of the following calculation






















and hence Ωt±◦V tt0 = U
t
t0
◦Ωt0± as claimed. This identity also immediately
implies that
st0 = U t0t ◦ st ◦ U tt0




Ω̃±(x, t0) = lim
t→±∞




t0 (x), t+ t0)
= lim
t→±∞
(U t0t+t0 ◦ V
t+t0




which proves our claim.
This shows that the wave maps Ω̃± on the extended space exist, are
smooth as smooth as Ωt0± , and are invertible. With this relation we can also
deduce (2.18) as follows




t0 (x), t+ t0) (2.21)








± , t+ t0) = Ũt(Ω
t0
±(x), t0) = Ũt ◦ Ω̃±(x, t0)
(2.22)
and hence we conclude that Ω̃± ◦ Ṽt,= Ũt ◦ Ω̃± holds as claimed. 
2.2.3 Time-Dependent Invariant Manifolds
Now that we have established that the existence of the wave maps implies that
the flows U and V are conjugate in the extended space, we can apply this to
the theory of invariant manifolds. The basic idea is that the wave maps give
a way to associate invariant manifolds of U to invariant manifolds of V and
vice versa.
Since the flows non-autonomous flows U and V are conjugate only in the
extended space, we will need to consider an appropriate notion of an invariant
manifold, which for the applications we have in mind will be a time-dependent
normally hyperbolic manifold. Such manifolds appeared in [56] when studying
the behavior of reacting molecules under the influence of a laser-pulse. The
definitions we state are very similar to those stated in [7, 29, 47, 63], but are
slightly different since we are consider time-dependent invariant manifolds.
The following example motivates the definition we give. This example also
appears in the applications to transition state theory that we discuss later.
Example
Let x0 be a hyperbolic fixed point for the autonomous flow Ut corresponding to
the vector field U. Since the flow is autonomous, this means that all eigenvalues
24
of DU(x0) have non-zero real part. Note that in the case of non-autonomous
flows, conditions for a point to by a hyperbolic fixed point cannot be given
in terms of the vector field (see chapter 3, section 7 of [46] for an example).
The fact that the condition on DU(x0) imply that x0 is normally hyperbolic
follows immediately from the variational equations.
Now consider the vector field Vt = U+Wt, and let us suppose that the




conjugate in the extended phase space Rn × R. The natural question arises:
what invariant objects do we have for V tt0 that corresponds to the fixed point,
x0, and it’s corresponding stable/unstable manifolds?
Since we are working in the extended phase space, we consider the line
M̃ = {(x0, t) : t ∈ R}. Using the fact that the wave maps on the extended
phase space, Ω̃±, act trivially on the time variable, they will take M̃ to
Ñ± := Ω̃±(M̃) = {(Ωt0±(x0), t0) : t0 ∈ R}
When we project Ñ± onto Rn we obtain the sets
N± = ΠxÑ
± = {Ωt0±(x0) : t0 ∈ R}
This example clarifies why we consider objects in the extended space: we
started off with the zero-dimensional invariant object {x0} for Ut and con-
structed a corresponding 1-dimensional invariant objects N± for V tt0 via the
wave maps on the extended space. Moreover, if we define N±t0 = {(x0, t0) :






which is a property called time-dependent invariance. 
With this example in mind we can now define the invariant manifolds
we consider.
Definition 2.2.1. Let Ut be a time-dependent vector field on Rn, U tt0 denote
the corresponding flow map. Suppose we have a one-parameter family of
manifolds, Mt0 , parameterized by time with the following property:
U tt0(Mt0) = Mt
The family Mt is called a time-dependent invariant manifold for U .
Moreover, we say that Mt is a time dependent normally hyperbolic
invariant manifold (TDNHIM) for the flow U tt0 provided that Mt is a time
dependent invariant manifold and, for each x0 ∈Mt0 , we have a splitting
Tx0Rn = Es(x0,t0) ⊕ Tx0Mt0 ⊕ E
u
(x0,t0)
such that the splittings are characterized by
v ∈ Es(x0,t0) ⇐⇒ |DU
t
t0
(x0)v| ≤ Ce−λ(t−t0)|v| for t− t0 ≥ 0
v ∈ Tx0Mt0 ⇐⇒ |DU tt0(x0)v| ≤ Ce
µ(t−t0)|v| for all t, t0
v ∈ Eu(x0,t0) ⇐⇒ |DU
t
t0
(x0)v| ≤ Ceβ(t−t0)|v| for t− t0 ≤ 0
(2.23)





is called the stable/unstable bundles of Mt.
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For us, the main importance of these manifolds is that they possess
stable and unstable manifolds, which is the content of the next proposition.
Proposition 2.2.9. Suppose that the flow U tt0 is C
k(BR) for every R > 0







|Ut(x)| < C (2.24)
for some C > 0. Then for any point x0 ∈ M and t0 ∈ R there exist
manifolds W sx0,t0 and W
u
x0,t0
that have the property that
W sx0,t0 = {(x, t0) : d(U
t
t0
(x), U tt0(x0)) ≤ Cxe
−λ(t−t0), t− t0 ≥ 0}
W ux0,t0 = {(x, t0) : d(U
t
t0
(x), U tt0(x0)) ≤ Cxe
β(t−t0), t− t0 ≤ 0}
(2.25)









are called the stable (resp. unstable) fibers of the foliation of W s (resp. W u).










then M is a C l manifold, W s,ux0,t0 are C
k manifolds and the maps (x0, t0) 7→
W s,ux0,t0 are C
l−1−j when W s,ux0,t0 are given the C
j topologies.
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Proof: The idea is to show that the manifold M̃ = {(x, t0) : x ∈ Mt0}
is a NHIM for the extended flow Ũ . The existence of stable and unstable
manifolds will then follow from the theory developed in [29, 47, 63] or see [7]
for a more modern, even infinite dimensional, version. We note that some
versions assume that the NHIM is compact. However, in chapter 6 of [47] and
in [7] compactness is not needed.










We can compute Dt0U
t+t0
t0 (x0) using the chain rule
Dt0U
t+t0










t0 (x)) = Ut+t0(U
t+t0







t0 (x)) + Ut0(x)
(2.27)
Since U tt0Mt0 = Mt our assumption (2.24) implies that Dt0U
t+t0
t0 (x0) remains
bounded for all time, and hence this block in DŨt(x0, t0) does not contribute
to any sort of exponential decay/growth. It follows that, for (x0, t0) ∈ M̃ ,
T(x0,t0)Rn × R splits as




where Ẽs,ux0 = E
s,u
(x0,t0)








Tx0Mt0 , respectively. It follows that M̃ is NHIM for the extended flow Ũt.
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By the theory developed in [7, 47, 29, 63] we conclude the existence and reg-





Using the intertwining relations, i.e. Ωt± ◦ V tt0 = U
t
t0
◦ Ωt0± , we can now




Proposition 2.2.10. Let U tt0 and V
t
t0
be flows such that the wave maps Ωt0±
exist , are smooth and are invertible. Furthermore, suppose that M is a time-
dependent normally hyperbolic invariant manifold for U tt0. Suppose that
















Then N± := Nt0 are time-dependent invariant normally hyperbolic manifolds
for V . Moreover, (Ω̃+)
−1 (resp. (Ω̃−)
−1) takes the stable/unstable manifolds
of Mt to the stable/unstable of N
+ (resp. N−). More precisely we have
(Ωt0±)








Proof: We only consider N+ since the proof for N− is similar. We










) = N+t (2.30)
Now we compute the growth/decay rates for DV tt0 on N
+. The intertwining
















We want to control the limit as t → ∞. The third term on the right side
of the equation only depends on t0 and is thus easy to control. We are as-
suming that we have estimates on the second term, however the first term
D(Ωt+)
−1(U tt0(x0)) is a bit subtle to estimate. However, as we saw in the proof
that Ωt0+ is invertible, we know that limt0→∞ ‖Ωt0+ − Id ‖C1(BR) = 0. Using this
we also have that
lim
t0→∞
‖(Ωt0+)−1 − Id ‖C1(BR) = 0
Thus, ‖D(Ωt0+)−1(x0)‖ is bounded as a function t0 > 0. However, we






V t0t ◦ U tt0
exists, though it generally will not be the identity, and hence ‖D(Ωt0+)−1(x0)‖
is bounded for all t0. Thus, if v
s
t0
∈ Esx0 is a vector in the stable bundle for M








































−1(Est0) is the stable bundle for N
+.
Similarly, we define the unstable and center bundle for N+ and show that
the growth rates are the same as for M , which proves that N+ is in fact a
time-dependent normally hyperbolic invariant manifold.
The proof that the stable/unstable manifolds of M get mapped to sta-
ble/unstable manifolds of N is a similar argument using the intertwining re-


















Using this and the fact that st0 = Ωt0+ ◦ (Ωt0−)−1 we have limt0→±∞(Ωt0∓)−1 =
limt0→±∞ s
t0 , which may not exist in general, and hence we make it an as-
sumption. Without this assumption, we still have the manifolds N±, which
are time-dependent invariant. However, to check that they are normally hy-
perbolic and to check that Ωt0± takes the stable/unstable manifolds of M to
those of N± we needed these limits to exist.
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−1 = Id (2.33)
hold, we can only show that Ωt0+ (resp. Ω
t0
−) takes the stable (resp. unstable)
manifolds of M to the stable (resp. unstable) manifold of N+ (resp. N−).
We can show that we have growth/decay rates for DV tt0 on N
+ (resp. N−)
for t − t0 > 0 (resp. t − t0 < 0) are the same as those of DU tt0 on M .
Thus, without assuming (2.33), one can obtain interesting objects, though it
is not clear that they are normally hyperbolic, nor that they have both stable
and unstable manifolds. These issues are related to the notion of Lyapunov
regularity appearing in hyperbolic dynamics (see [6]).
2.3 Perturbative Calculations
In this section we will study perturbations of the flows, so that our flows will
depend on tow parameters t and ε. Let Uεt be a time-dependent vector field
that also depends on a parameter ε and let U t,εt0 denotes the corresponding




U t0,0t ◦ U
t,ε
t0
and scattering map st0ε = Ω
ε,t0
+ ◦ (Ωt0−)−1. The main content of this section are
Theorems 2 and 3 where perturbative calculations of st0ε are given.
Following the ideas of deformation theory (see [74] and [19]) we will
write these families in terms of their generators with respect to t and ε. The
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flow U t,εt0 and vector field Ut are related by
d
dt
U t,εt0 = Ut ◦ U
t,ε
t0
In this section we will also consider the vector field Fε defined by
d
dε
U t,εt0 = Fε ◦ U
t,ε
t0
In the literature, both Ut and Fε are referred to as the generator of U
t,ε
t0 and to
distinguish between the two usages, we will refer to Ut and Fε as the t-generator
and ε generator, respectively.
Theorem 2.3.1. Suppose that the following conditions hold: There exists an











for every R > 0. Here I is an interval in which the parameter ε lies in. Also






By Theorem 2.2.1 the wave and scattering maps exist, are Ck, are diffeomor-












converges in C1(BR) for every R > 0, then S
t0
ε is the vector field generating
st0ε .
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We anticipate that in the case the vector fields are Hamiltonian, the
symplectic geometry will allow us to simplify Theorem 2. This is carried out
in Section 3.1.
Note that an immediate corollary of Theorem 2 is that, if the conditions
of Theorem 2 hold, then we have the following perturbative expansion of the
scattering map





















The method proof of Theorem 1 and Corollary 4 imply that Ωt0,ε,T± converges
to Ωt0,ε± uniformly in BR × I for any R > 0. This time, however, we will
compute the vector field generating Ωt0,ε,T± with respect to ε not T . That is,








To do this, we use Proposition A.0.8 (c.f. Appendix A), which tells us how
to compute generators of compositions of diffeomorphisms. If Ft,εt0 is the ε-











The next proposition explains how to compute Ft,εt0
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Proposition 2.3.2. If U t,εt0 denotes the time-t flow for U
ε
t, then the ε generator
F
t,ε













Proof: First note that we have the following variational equations (in

























We consider (2.34) as equations for U̇ t,εt0 and DU
t,ε
t0 . These are supple-
mented with the initial conditions U̇ t0,εt0 = 0 and DU
t0,ε
t0 = Id, which come
from taking derivatives of the equation U t0,εt0 = x with respect to ε and x.
We see that the first equation of (2.34) is linear nonhomogeneous, while
the second is the corresponding homogeneous equation. Thus, using the fact
that (DU t,εt0 )
−1 = DU t0,εt U
t,ε






























◦ U t,εt0 =
(∫ t
t0










































(Ωt0,ε,T± ◦ U t0,εσ )∗U̇εσdσ
(2.36)
Thus, the ε-generator St0,Tε of s
t0,T




































(Ωt0,ε,T+ ◦ U t0,εσ )∗U̇εσdσ +
∫ t0
−T
(Ωt0,ε,T+ ◦ U t0,εσ )∗U̇εσdσ =
∫ T
−T
(Ωt0,ε,T+ ◦ U t0,εσ )∗U̇εσdσ
(2.37)
Our assumptions in Theorem 2 are that St0,Tε converges, as T → ∞, to a
function that is in Ck(BR) for every R > 0. Let us call the limiting function
St0,∞ε .
Now we will show show that St0,∞ε is in fact the vector field generating




























(Ωt0,ε,T1+ ◦ U t0,εσ )∗U̇εσdσ (2.39)

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2.3.1 The Hamiltonian case
In the case that the flow U t,εt0 corresponds to the time-t evolution of a Hamilto-
nian system with Hamiltonian Hε(Q,P, t) we show that the scattering map s
t0
ε
also has a Hamiltonian structure. To be more precise, we refine the results of
the previous section to show that st0ε is the time-ε map of a Hamiltonian S
t0
ε ,
which we now compute. Before we state the next theorem, let us introduce
some terminology. If f tε is a 2 parameter of exact symplectic diffeomorphisms,
then as is shown in Appendix A, the ε-generator of f tε satisfies
Ftε = J∇F tε
for some function F tε , which we call the Hamiltonian ε-generating f
t
ε .
Theorem 2.3.3. Suppose that the following condition holds: There exists an







for every R > 0. Here I is an interval in which the parameter ε lies in. Also






By Theorem 2.2.1 the wave and scattering maps exist, are Ck, are diffeomor-







Hε ◦ Uσ,εT ◦ U
T,0
t0 dσ (2.40)
converges in C1(BR) for every R > 0, then S
t0
ε is the Hamiltonian ε-generating
st0ε
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The significance of Theorem 3 is that it allows us to compute st0ε . More
precisely, Theorem 3 implies that st0ε is the time-ε map of the Hamiltonian Sε
given in (2.40). Hence, if F is any observable, it follows that












In particular, one can take F to be a coordinate function qi or pi, and hence
we see that the above formula allows us to compute stε up to first order in ε
knowing only the unperturbed flow and the Hamiltonian.
These first order calculations are often called Melnikov theory. We note
that many expositions require extra assumptions such as the limiting behavior
of the orbits [48]
The fact that Theorem 2.3.3 allows us to compute any observable is
quite significant. Indeed, one can use averaging [5] to understand how the
action, a slow variable, of a nearly integrable system changes in time. However,
averaging does not yield estimates on how the fast variables, i.e. the angle
variables, change. Theorem 2.3.3 gives a way to compute the effect of an
external force that decays rapidly with time has on any quantity.







U−T,0t0 and take the limit as T → ∞. Since st0,Tε is exact symplectic, we can
use deformation theory to construct the Hamiltonian St0,Tε ε-generating s
t0,T
ε
(c.f. Appendix A), i.e. St0,Tε satisfies
d
dε
st0,Tε = J∇St0,Tε ◦ st0,Tε
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where F T,ε−T is the Hamiltonian generating U
T,ε
−T , which we can compute via the
following Proposition.
Proposition 2.3.4. If U t,εt0 denotes the time-t flow for U
ε
t, then the Hamilto-
nian F t,εt0 ε-generating U
t,ε






Hε ◦ Uσ,εt dσ
Proof: We computed the vector field FT,εt0 generating U
T,ε
t0 , and hence we
only need to compute the contraction of this vector field with the symplectic

































Our assumptions guarantee that St0,Tε converges, as T →∞ to a func-
tion St0,∞ε in C
k(BR) for every R > 0. The proof that S
t0,∞
ε is the Hamiltonian
generating st0ε is similar the proof that S
t0,∞






Comparison to Fermi’s Golden Rule in quantum mechanics
In this section we relate the perturbative calculations given in Theorems 2.3.1
and 2.3.3 to Fermi’s Golden Rule in quantum mechanics [62, 72] . For a given
Hamiltonian H, i.e. a self-adjoint operator in this context, we can consider




Suppose that we have a Hamiltonians H0 and H = H0 +H1 and let U
and V denote their respective solution operators. We can also define the wave






And the scattering operator is defined as







In the classical setting, the physical interpretation of st0 is that its input is
the asymptotic past of an orbit, and the output is the asymptotic future. The







Is the probability that the system is asymptotically in state x+ in the future
if it was asymptotically in state x− in the past.
In similar spirit as in [62], we can now formulate Fermi’s Golden Rule
and see that it is very similar to the perturbative calculations. Let us suppose
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that H = H0 + εH1 + O(ε








The variation of parameters formula says that
























U t0T2 + O(ε
2)
This formula is Fermi’s Golden Rule. This formula gives us a perturbative
way to compute the probability of a system having a certain asymptotic past
and future. As in Theorems 2.3.1 and 2.3.3, the result is that we integrate the
perturbation along the unperturbed trajectory.
2.4 Application to transition state theory
In this section we show how to use scattering theory to understand better
a problem arising in transition state theory [76]. This theory was developed
to determine the rate of chemical reactions. The theory has also been use-
ful in understanding qualitatively and quantitatively how chemical reactions
take place. For example, invariant manifold theory has been used to separate
regions consisting of initial conditions resulting in a reaction.
In [56], they consider two reactant molecules, R1 and R2 that collide
with each other to form a meta-stable complex. After some time, the meta-
stable complex can dissolve either back to original state R1 + R2 or to one of
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2. The goal is to understand how exposing the
molecules to a laser shortly before and after the collision affects the outcome
of the reaction.










(x2 + y2) + x2y − 1
3
y3 + E1(t) exp(−αx2 − βy2) (2.46)








, if |t| < Nπ
ω
0, otherwise











y3 is that the Henon-Heiles potential U(x, y) = 1
2
(x2 + y2) + x2y− 1
3
y3
has three saddle points which give rise to three asymptotic channels in phase
space. These channels correspond to each of the three possible outcomes of
the reaction. The driving term, H1 = E1(t) exp(−αx2 − βy2) corresponds to
adding a laser to the system, which in practice can be used to manipulate the
result of the interaction of the two molecules.
In [56], they use time-dependent normal-form theory to carry out nu-
merical computations of invariant manifolds for the system. These invariant
manifolds separate the reactive and non-reactive regions of phase space.
We now explain how to use the scattering theory developed in Section
2 to construct the invariant manifolds computed in their paper. Moreover, we
suggest an alternative method to compute numerically the invariant manifolds.
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First let us have a closer look at the system without the presence of a











This system has three saddle points, x1 = (
√
3/2,−1/2), x2 = (−
√
3/2,−1/2),
and x3 = (0, 1). These points define three asymptotic channels, one of which
is interpreted as defining a reactant region, while the other two are interpreted
as defining two distinct product regions.
These saddle points have stable (resp. unstable) invariant manifolds
W sxi (resp. W
u
xi
). These manifolds are characterized by having the following
asymptotic properties
W sxi = {x|d(U
0
t (x), xi) ≤ Cxe−λt, t ≥ 0} (2.47)
W uxi = {x|d(U
0
t (x), xi) ≤ Cxeµt, t ≤ 0} (2.48)
Here λ and µ is the expansion/contraction rate of the saddle points. In
the presence of a laser field, these manifolds become time-dependent normally
hyperbolic invariant manifolds. Indeed, even though the system without the
laser term is autonomous, we can still view the fixed points as being time
dependent normally hyperbolic manifolds.
The next proposition allows us to compute an associated TDNHIM and
the associated stable/unstable manifolds for the full system.
Proposition 2.4.1. Let x0 be a fixed point of the system without the laser-
driving term and consider M̃ = {(x0, t0) : t0 ∈ R} then N± := Πx(Ω̃t0±(M̃) are
time-dependent normally hyperbolic invariant manifolds for the system with
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the presence of a laser-pulse. Moreover, we have that
(Ωt0±)







Note that this follows immediately from Proposition 2.2.10. The con-





exist follows from the fact that the laser-pulse term is compactly supported in




−1 = V t0±T ◦ U
±T
t0
where the support of H1 lies in [−T, T ].
Proposition 2.4.1 could be used as a basis as an alternate approach
to computing the stable/unstable manifolds computed in [56]. All that is
necessary is to compute the stable/unstable manifolds of the system in the
absence of a laser field, numerically compute Ω±, and finally compute the
images of the original stable/unstable manifolds under (Ω±)
−1.
2.4.1 The branching ratio
An important quantity in transition state theory is the branching ratio, also
commonly called the branching fraction (see [1]). Recall that for the Henon-





the meta-stable complex can dissolve into. Informally speaking, the branching
ratio is the ratio of the probabilities that the outcome of the reaction is one
product versus another.
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For the Henon-Heiles system without the laser term, the measure of
the asymptotic channels for each of the two products is infinite. However, it is
common to consider only a subset of the phase space. Indeed, in [56] restrict
themselves to a energy surface and then take a surface of section and obtain a
two-dimensional planar subset of phase space. Since the region is planar, the
probability that a given reaction takes place can be computed by taking the
Lebesgue measure of the corresponding asymptotic channel intersected with
the planar region, which is finite. In [56] it is noticed that there is a change in
the branching ratio when the laser-term is included.
We now give perturbative calculations of the change in the branching
ratio that sheds light on the calculations given in [56]. The calculations we give
can be thought of as a version of Fermi’s Golden Rule for the branching ratio.
Indeed, the results and techniques are similar to the perturbative calculations
for the scattering map.
We will consider general Hamiltonian systems. Thus we let Hε(Q,P, t)
be a Hamiltonian and let c01 and c
0
2 be two asymptotic channels for H0, that
is c10 and c
2
0 are regions of phase space that are invariant for the unperturbed
system. Since the asymptotic channels will generally have infinite measure,
we take a sample space U of initial data, which we take to be an open subset





are asymptotic channels for the full system. As expected, the asymptotic
channel depends on the starting time t0. For example, for the laser-driven
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Figure 2.2: The unperturbed asymptotic channel c0 is the right-half plane, the
blue (color may not appear on the printed version) dashed line is the boundary
of the perturbed asymptotic channel cε, the sample space U is the unit ball, the
net volume of the green (or the shaded region in the printed version) region is
|cε∩U |−|c0∩U | and is given by integrating the flux of J∇X+ over ∂(U∩c0)∩U
Henon-Heiles system the asymptotic channels are different for starting times






|cε1,± ∩ U |
|cε2,± ∩ U |
We now give perturbative calculations for |ct0,εi,± ∩ U |.
Figure 2.2 helps to understand the computation. In this case the chan-
nel c0i is the right-half plane and the sample space U is the unit ball and the
blue (color may not show up on the printed version) dashed line is the bound-
ary of the perturbed asymptotic channel cε. The following formula computes
the change in the in the volume due to the presence of a laser-field
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|ct0,εi,± ∩ U | = |c0i ∩ U |+ ε
∫
∂(U∩c0i )∩U
J∇X0,±t0 (x) · n(x)dA+ O(ε
2)
Here Xε,±t0 is the Hamiltonian ε-generating (Ω
t0,ε
± )
−1 with respect to ε
and n is the outward pointing normal. Thus the change in volume is computed
by integrating the flux of J∇Xε,±t0 over ∂(U ∩ c0i ) ∩ U . In a similar fashion as
the perturbative calculations given in Theorem 2.3.3 we can compute Xε,±t0 by
first computing Xε,+t0,T , the Hamiltonian ε-generating
(Ωt0,T± )
−1 = U t0,ε±T U
±T,0
t0






Where F εTt0 is the Hamiltonian ε-generating U
T
t0
, and by Proposition 2.3.4 is
given by F ε,Tt0 =
∫ t
t0














(Hε) |ε=0 ◦ Uσ,0t0
We summarize this in the following Proposition.
Proposition 2.4.2. Let Hε(Q,P, t) be a Hamiltonian with corresponding flow
U tt0 and suppose that the wave maps Ω
ε,t0
± exist, are smooth and invertible. Let
c01, c
0
2 be two asymptotic channels for H0 and U an open subset of phase space.
Then ct0,εi,± := (Ω
t0
±)
−1(c0i ) are asymptotic channels for Hε and
|ct0,εi,± ∩ U | = |c0i ∩ U |+ ε
∫
∂(U∩c0i )∩U









(Hε) |ε=0 ◦ Uσ,0t0
2.5 Computational Results
In this section we will give computational results for the laser-driven Henon-
Heiles system.
The dynamic objects of the Henon-Heiles system considered in this
paper include fixed points and invariant manifolds, both stable and unstable.
The fixed points for e = 1
12
are hyperbolic and considered with respect to the
Poincare map. As for e = 1
6
, there is one fixed point that is calculated and
it is with respect to the flow of the entire system. The invariant manifolds
are considered with respect to the Poincare map for both energies and are
computed for both the unperturbed and perturbed systems.
Each fixed point (y?i , py
?




Newton’s method on the function
F (y, py) = P (y, py)− Id(y, py), (2.49)
where P (y, py) is the Poincare map at x = 0 and Id is the identity map. Initial
guesses were gathered from approximations using the Poincare map.
Calculation of the stable and unstable manifolds of the unperturbed
system required a combination of linearization and the use of the Poincare map.
First, the Jacobian matrix DP (y?, py
?) was computed for each fixed point.
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The eigenvector (xsy, x
s
py) of this matrix corresponding to the eigenvalue with a
value less than one is used in the computation of the stable manifold. Without
loss of generality, the other eigenvector (xuy , x
u
py), which has a corresponding
eigenvalue with a value greater than one, is used to compute the unstable
manifold. A small perturbation











is then added to each fixed point in the respective stable or unstable direction,
where h = ±10−9. The eigenvectors are scaled in both the positive and neg-
ative directions to account for the fact that hyperbolic fixed points have two
incoming stable manifolds and two outgoing unstable manifolds. The mani-
folds are then calculated by iterating P (y? + uy, py
? + upy) for the unstable
manifold and P−1(y? + sy, py
? + spy) for the stable manifold.
Objects of the perturbed system corresponding to the Poincare map
were computed by applying the inverse wave map
(Ωt0+)
−1 = V t0tf ◦ U
tf
t0 , (2.52)
where t0 = −4.2 and tf = 4.2, to every point of the Poincare map. Similarly,
the invariant manifolds of this system were computed by applying the same
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Figure 2.3: For the e = 1
12
case, the manifolds of the Poincare map for the
unperturbed system shown in (a) were computed via Newton’s method, lin-
earization, and iterations of the Poincare map
inverse wave map to every point of the respective manifolds from the unper-
turbed system. Comparison between the unperturbed and perturbed systems
can be seen in Figures 2.3 and 2.4 for e = 1
12
and e = 1
6
, respectively.
In addition to computing the dynamic objects of the perturbed system,
scattering theory provides a way to compute the change in energy
4e = |Hu ◦ (Ωt0+)−1(y, py)−Hu(y, py)| (2.53)
between the unperturbed and perturbed systems, where Hu(y, py) represents
H(0, y, px(y, py), py) under the unperturbed system,. Figure 2.8 shows that
the energy differences were increased within the same order of magnitude for
both cases.
The differences in position between corresponding objects of the unper-
turbed and perturbed systems were also computed via wave maps. This was
done by discretizing y and py within the domain of the Poincare maps and
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Figure 2.4: For the e = 1
6
case, the manifolds of the Poincare map for the
unperturbed system shown in (a) were computed explicitly by making use of
the invariant plane (0, y, 0, py) to solve py(y) with a discretized y. Objects of
the perturbed system shown in (b) were calculated by applying (Ωt0+)
−1 to the
corresponding objects the unperturbed system.
applying the difference function
D = ||(Ωt0+)−1(y, py)− Id(y, py)|| (2.54)
to each node. Plots of this data can be seen in Figures 2.5 and 2.6. Note
that for e = 1
12
the maximum difference is around 0.2. Whereas the maximum
difference for e = 1
6
is around 3, an entire order of magnitude higher. This
is due to the fact that 1
6
is a critical value of the Henon-Heiles system and
orbits with e > 1
6
escape to infinity due to bifurcation (see Figure 2.7). Since
the laser causes an increase in energy, the e = 1
6
case of the perturbed system
has an energy that is greater than the critical value. As a result, the orbits
travel farther under the perturbed system for e = 1
6
than for e = 1
12
, causing





Figure 2.5: y and py are discretized within the domain of the Poincare map
and the difference function D is applied to each node in order to compute
the difference in position between the unperturbed and perturbed systems for
both cases. Note that D is an entire order of magnitude greater for e = 1
6
in
(a) than for e = 1
12































Figure 2.6: Contour plots of the differences calculated in Figure 2.5 were also
rendered for e = 1
12



































Figure 2.7: Bifurcation of the regions where the Poincare map is defined for
energies (a) e = 1/12, (b) e = 1/6, (c) e = 1/6 + 0.001. The energy value
e = 1/6 is a critical value of energy since orbits for e = 1/6 + 0.001 escape
to infinity, which is why there are orbits some orbits in Figure 2.5 that have





However, Figure 2.8 shows that the change in energy is on the same order of
magnitude for both e = 1/12 and e = 1/6.
 
 

























Figure 2.8: A change in energy between the unperturbed and perturbed sys-
tems was computed for e = 1
12
in (a) and for e = 1
6
in (b). This was done by
discretizing y and py within the domain of the Poincare map and calculating
4e for each node.
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For e = 1
12
the Poincare map of the unperturbed system is symmetric
about the y-axis. This brings about the question as to whether or not the
corresponding objects of the perturbed system are also symmetric about the
y-axis. In order to test this, a single orbit
B = {P n(y, py)} (2.55)
of the unperturbed system was considered. Points in this set were first reflected
across the y-axis and then the inverse wave map was applied, resulting in the
set
W1 = {((Ωt0+)−1 ◦R)(y, py) | (y, py) ∈ B}, (2.56)
where R(y, py) = (y,−py). W1 represents the orbit of the perturbed system
that corresponds to B̂, where B̂ is the reflection of B across the y-axis. A
second set
W2 = {(R ◦ (Ωt0+)−1)(y, py) | (y, py) ∈ B} (2.57)
was also computed by reversing the order of function composition used to
compute W1. In other words, W2 is a reflection of the orbit of the perturbed
system that corresponds to B. Thus, symmetry about the y-axis for the per-
turbed case would imply that W1 = W2. Comparing the two sets shows that
dynamic objects of the perturbed system are not necessarily symmetric about
the y-axis for e = 1
12
, which is shown in Figure 2.9.
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Figure 2.9: A symmetry test about the y-axis for the perturbed case is per-
formed by comparing (Ωt0+)
−1 ◦ R (blue) and R ◦ (Ωt0+)−1 (red) of each point
in a periodic orbit B of the unperturbed system. The significant difference
between the two results implies a lack of symmetry about the y-axis for the
perturbed system.
Finally, using the language of scattering theory, one can understand
what happens to fixed points and periodic orbits for the perturbed system.
Suppose that we have a periodic orbit of the unperturbed system with initial
conditions x = (x0, y0, px0 , py0) and with period Tp. Then the corresponding




(x) is an eventually periodic or-
bit for the laser-driven system. That is, V Tt0 (x+) will have irregular behavior,
but after time T the orbit becomes periodic since the perturbation vanishes af-
ter time T , and V Tt0 (x+) lies on the unperturbed periodic orbit by the definition



















Figure 2.10: Periodic unperturbed orbit in (a) and eventually periodic orbit
in (b). If x is an initial condition for the unperturbed orbit, then x+ :=(
Ωt0+
)−1
(x) is an initial condition for an eventually periodic orbit. In (b), in
green shows the evolution of x+ while the perturbation is on, and in blue show
the evolution after the perturbation is turned off
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Chapter 3
Periodic orbits in the concentric circular
restricted four-body problem and their
invariant manifolds
3.1 Introduction
That there are periodic orbits in the circular restricted three-body problem
(CRTBP) has been known for a long time. Such orbits are of great practi-
cal importance, for instance the Lyapunov orbits near the collinear libration
points have been used in the Earth-Sun-spacecraft system to place satellites to
observe the Sun. Moreover, computing the stable manifolds of the Lyapunov
orbits has proved to be a useful method in constructing low-energy transfers
between orbits [17, 8, 41, 59].
In this paper, we give calculations of periodic orbits and stable/unstable
manifolds under the presence of another massive celestial body. We consider
the motion of a massless object, which we refer to as a spacecraft, in the
presence of three massive celestial bodies m1,m2,m3 with m1 >> m2,m3 and
in an m1-centered inertial reference frame m1 is fixed while m2 and m3 orbit
around m1 in different circles. It should be noted that the assumed motion of
bodies m1,m2 and m3 does not satisfy the Newton’s equations of motion, but
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is merely an approximation.
The two main goals of the paper are to find periodic orbits in the
four-body systems we consider and develop a better understating of the sta-
ble/unstable manifolds that appear. What makes the periodic orbits that
we construct new and interesting is that they are periodic in the full-four
body system, not a patched system as has been considered before [59]. In
the patched system, one uses well-known methods to compute Lyapunov or-
bits and their stable/unstable manifolds under the assumption that one of the
relatively smaller masses m2 or m3 is turned off. However, in our work, the
periodic orbits we compute are periodic for the full four-body system, i.e. one
always takes the masses m1,m2, and m3 into account.
Periodic orbits and their stable/unstable manifolds in the restricted
four-body problem have been considered before in [49, 54, 57, 69]. However,
in [49] the parameters values for m1,m2 and m3 are dramatically different than
the parameters for the Jupiter-Europa-Ganymede system and it not clear that
their method works for the parameters we consider. Also, in [54, 57, 69] they
assume that m2 and m3 have equal masses and lie on the same circle, which
simplifies the situation since in such a scenario the equations of motion are
autonomous in a rotating frame.
Finding periodic orbits in the full four-body system is a delicate task
for several reasons, the most difficult obstacle unique to the system we consider
is that one needs to find periodic orbits with a prescribed period. We were
able to find many stable retrograde orbits by experimentation using Newton’s
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method with different initial guesses. What is more subtle is to find unstable
orbits, i.e. the analogy of Lyapunov orbits in the four-body system. We give
an algorithm in Section 3.3 to construct unstable orbits in the full four-body
system that is based off of the Laplace resonance. This algorithm is then
successfully implemented in Section 3.5 using the parameters for the Jupiter-
Europa-Ganymede system.
Another significant new result of this paper is that we observe that the
stable manifold of a periodic orbit near m2 does not intersect the unstable
manifold of a periodic orbit near m3, but the manifolds get stuck in the region
between m2 and m3. This is in stark contrast to the results in [59] where they
find intersections that lead to low-energy transfers, though the intersections
found in [59] are for the patched system. The method we use to compute the
stable/unstable manifolds is the same as in the CRTBP or the patched system.
What is new is the observed lack of intersection for the particular orbits we
construct.
3.2 Equations of motion
The system we consider is the motion of a massless object, e.g. a spacecraft,
in the presence of three massive celestial objects with masses m1,m2 and m3.
We will assume that m1 >> m2,m3, as in the case of the Jupiter-Europa-
Ganymede-spacecraft system.
In our model we impose that, in an m1-centered inertial reference frame,
m2 and m3 rotate about m1 in circles of radii r12 and r13, respectively. In such
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a model, the motion of m1,m2 and m3 do not satisfy Newton’s equations of
motion, but is merely an approximation. The frequencies ω2 and ω3 of motion











Let (x, y) denote the planar coordinates of the spacecraft, (xi, yi) denote
the coordinates of mi, i = 1, 2, 3. The equations of motion for the spacecraft
































where ri is the distance from mi to the spacecraft. We will assume that (x2, y2)
and (x3, y3) coordinates of the point masses m2 and m3 , which we assume to
take the form
(x2(t), y2(t)) = r12(cos(ω2t), sin(ω2t))
(x3(t), y3(t)) = r13(cos(ω3t), sin(ω3t))
(3.4)




(3.3) are quasi-periodic in time. Thus, in general, we do not expect periodic
solutions to (3.3).
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The periodic orbits we consider are periodic in either an m1-m2 or
an m1-m3 rotating frame centered at m1. If we let (ξ, η) denote the planar
coordinates of the spacecraft in an m1-m2 rotating frame, then using a similar
technique in deriving the equations for the CRTBP as done in [60, 71], one
can derive the equations of motion in an m1-m2 rotating frame centered at m1






























Where (ξ3, η3) are coordinates for m3, which are given by
(ξ3(t), η3(t)) = r13(cos[(ω3 − ω2)t], sin[(ω3 − ω2)t]) (3.6)
Thus we see that Equations (3.5) are periodic in time with period Tp =
2π
|ω3−ω2| .
For completeness, the equations in an m1-m3 frame are






























Where (ξ2, η2) are coordinates for m2, which are given by
(ξ2(t), η2(t)) = r12(cos[(ω2 − ω3)t], sin[(ω2 − ω3)t]) (3.8)
Thus, the Equation (3.7) are also periodic with period Tp =
2π
|ω3−ω2| .
Remark 1: The librations points in our model
Due to the non-autonomous nature of the equations of motion, there
are no fixed points to either (3.5) nor (3.7). Thus, one should be careful when
one mentions libration points in our model. Consider, for example, the case
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of L1 of m2: If one turns off m3, then one has the usual libration point L1
of m2. Although this point is not fixed in the full four-body system, we will
still refer to L1 of m2 as the point on the x- axis that is in between m1
and m2 and is fixed in an m1-m2 rotating frame when one turns off m3.
Similar remarks hold for the other libration points in the system.
3.3 Method of finding Lyapunov-like periodic orbits in
the full four-body system
In this section we will describe how one can find periodic orbits about the
collinear libration points near m2 and m3 assuming that the frequencies of ω2
and ω3 are resonant frequencies. We adopt the conventions in Remark 1 in
Section 3.2 when referring to the libration points for our system, even though
such points are not fixed. The algorithm yields orbits which are periodic in the
full four-body system, that is, we assume that the spacecraft is governed by the
gravitational forces of all the bodies m1, m2 and m3. As mentioned in Section
3.2, the equations of motion are not periodic in an inertial frame centered at m1
provided that ω3
ω2
is irrational. However, the equations of motion are periodic
in either an m1-m2 or an m1-m3 rotating frame with period Tp =
2π
|ω3−ω2| , and
hence it is possible to have periodic orbits in these frames.
Periodic orbits that rotate around one or more of the primaries in a
rotating frame are stable and are therefore easier to find than Lyapunov-like
orbits that stay near L1 or L2. Some of these stable orbits are computed in
Section 3.5, though in this section we focus on describing an algorithm for
finding unstable Lyapunov-like orbits.
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The m1-m2-spacecraft and the m1-m3-spacecraft systems are instances
of the circular restricted three-body problem (CRTBP) and are much better
understood than the full four-body system. Indeed, let us consider the m1-m2-
spacecraft system. In an m1-m2 rotating frame we have the unstable collinear
fixed points L1 and L2 near m2. Near each of these fixed points are the
Lyapunov orbits, that is a family of unstable periodic orbits about the fixed
points.
One may hope that in the full-four body system, there are correspond-
ing periodic orbits since the mass of m3 << m1. However, there are two
difficulties one needs to consider when trying to find analogous orbits in the
full system: First, since the equations of the four-body system in the m1-m2
rotating frame are periodic with period Tp, any periodic orbit must have pe-
riod nTp where n is positive integer [42]. Thus we need to find periodic orbits
with a prescribed period, which is not the case in the CRTBP.
Secondly, in the CRTBP the Lyapunov orbits are unstable, and hence
a small change in initial conditions of a Lyapunov orbit will result in a non-
periodic trajectory. Thus, initial conditions for a Lyapunov orbit in an em-
bedded CRTBP does not serve as a good initial guess for using Newton’s
method to find a periodic orbit in the full four-body system. Indeed, in the
Jupiter-Europa-Ganymede-spacecraft system, this phenomena was observed.
Nevertheless, we propose a new technique based off of linearizing the
full four-body system near the libration points that exist in the embedded
CRTBPs we can find periodic orbits in the full four-body system. We now ex-
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plain a crucial property about the linearized dynamics of the Jupiter-Europa-
Ganymede-spacecraft system that motivates the method. Consider L2 of the
m1-m2 CRTBP and the linearization of the dynamics at L2. As is well known,
in the linearized system, there is a linear subspace of periodic orbits, all with
a fixed period that we call TL2,m2,lin(m3 = 0). Moreover, for CRTBPs such as
the ones embedded in our problem, we have the approximate relations [71, 60]
Tm2 ≈ 2TL2,m2,lin(m3 = 0)





is the orbital period of m2 about m1. Equation (3.10) is a
known fact about the CRTBP. What we observed for the parameters of the
Jupiter-Europa-Ganymede-spacecraft system is that
TL2,m2,lin(m3 = 0) ≈ TL2,m2,lin(m3 6= 0)
TL2,m2,lin(m3 = 0) ≈ TL1,m2,lin(m3 6= 0)
(3.10)
where, on the right we linearize the full system at the same point L2 or L1,
which are not fixed for the full system. Since all the computations done in
this paper are for the full system from now on TL2,m2,lin will refer to the
linearization in the full system, that is TL2,m2,lin(m3 6= 0), and similarly for
the other libration points.
In the Jupiter-Europa-Ganymede system, there is the well-known Europa-
Ganymede resonance, namely ω2 ≈ 2ω3 [60]. Thus applying Equations (3.10)


































Because of (3.10), we see that (3.11) holds if we replace L1 with L2 as well.










where qi, pi are integers and
qi
pi
< 1. Finding a good initial guess for using
Newton’s method to find a periodic orbit of the full system is more difficult
than in the CRTBP since (1) we need to find a periodic orbit with a prescribed
period that can be much larger than TL2,m2,lin and (2) symmetry about the
x-axis does not hold in the full system (c.f. Remark 2 in Section 3.5 for details
about symmetry in the full system). However, we give an algorithm for finding
a good initial guess if we assume that Equation (3.12) holds.
The algorithm is as follows: Since the linearized dynamics at L2 mimics
the full dynamics in a neighborhood of L2, we expect there to exist a solution
of the full system that starts on the x-axis and ẋ = 0 initially and has a
perpendicular crossing of the x-axis at time q2
2p2
Tp ≈ 12TL2,m2,lin. By assumption
q2
p2
< 1, and hence finding a good initial guess for a perpendicular crossing at
time q2
2p2
Tp is much easier than finding a good initial guess for a periodic orbit
with period Tp.
One can then use the initial condition of that has a perpendicular cross-
ing at q2
2p2
Tp ≈ 12TL2,m2,lin as an initial guess for a solution of finding a perpen-
dicular crossing at q2
p2
Tp ≈ TL2,m2,lin. Of course, once can repeat this procedure
of finding more and more crossings until one has 2p2 perpendicular crossings
which may then serve as a good initial guess of using Newton’s method of
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finding a periodic orbit with period q2Tp. This method was successful in find-
ing periodic orbits of the Jupiter-Europa-Ganymede-spacecraft system, and is
expected to be a robust algorithm provided that one has that p3 is small. Note
that since Equation (3.12) is an approximation one may be able to choose p3
small provided that it is still a reasonable approximation. What a reason-
able approximation is for this method is still not clear. The problem that one
has for large p3 is that the more crossings one has to find, the more unstable
the orbit becomes, i.e. the eigenvalues of the state transition matrix Φ(tf , t0)
(STM) the more crossing one has to find, which may make things difficult in
carrying out the algorithm.
3.4 Computing the stable/unstable manifolds of the un-
stable periodic orbits
As in the CRTBP, an integration of the monodromy matrix Φ(Tp, 0) tells us
that the periodic orbits are linearly unstable. More specifically, Φ(Tp, 0) has
eigenvalues λs, and λu, with |λs| < 1, |λu| > 1. It follows that these periodic
orbits have stable/unstable manifolds.
The interesting phenomena we notice is that although the unstable/stable
manifolds wander off a bit from the periodic orbits, orbits on the stable/unstable
manifold either result in retrograde orbits about either m2 or m3, or get stuck
in the region between m2 and m3 where the forces of m2 and m3 balance
each other out and motion is essentially governed solely by m1. We find that
the stable/unstable manifolds of the periodic orbits near L2 of m2 does not
intersect the unstable/stable manifolds of the periodic orbit near L1 of m3.
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The method we use to compute the stable/unstable manifolds of the
periodic orbits is described in [67]. For the stable (resp. unstable) manifold,
this method starts by fixing a point P0 = (x(0), y(0), vx(0), vy(0)) on the peri-
odic orbit, computing Φ(Tp, 0) and the stable (resp. unstable) eigenvector vs
(resp. vu) for the stable (resp. unstable) eigenvalue λs (resp. λu). With this
one can compute the corresponding stable and unstable vectors vs,u(τ) at the
point P (τ) = (x(τ), y(τ), vx(τ), vy(τ)) for 0 ≤ τ ≤ Tp using the relation
vs,u(τ) = Φ(τ, 0)vs,u (3.13)
The stable/unstable fibers over the point P (τ) are tangent to the periodic
orbit at P (τ), and hence the points




are, for ε > 0 small, close to points on the actual stable/unstable fibers at
P (τ). Since the fibers are one-dimensional invariant curves, it follows that
integrating the points x±s (τ) (resp. x
±
u (τ)) backward (resp. forward) yields
stable (resp. unstable) fibers at P (τ). For numerical purposes it is important
to add vs,u(τ)|vs,u(τ)| not simply vs,u(τ) since, by definition, vs(τ) (resp vu(τ)) decays
(resp. increases) exponentially fast and it may be difficult to choose an ε that
is uniform in τ if one uses merely uses vs,u(τ). For our purposes, choosing
ε = 10−6 is sufficient.
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3.5 Results for the Jupiter-Europa-Ganymede-spacecraft
system
In this section we present the results of finding the periodic orbits and com-
puting their stable manifolds described in Sections 3.3 and 3.4. Using our
normalization conventions in Equation (3.2) the relevant parameters are:
m1 = 1 ω1 = 1.000038
m2 = 7.79850e− 05 ω2 = 2.01416
m3 = 2.52805e− 05 Tp = 6.19568
r12 = .627009 TL2,m2,lin = 1.52734531
r13 = 1 TL1,m3,lin = 3.0298153
(3.15)
The integration of the system was carried out using the explicit embedded
Runge-Kutta-Fehlberg (4, 5) method available in the GNU Scientific Library
(GSL). The absolute and relative error tolerances were set to 1e − 11 for
all integrations. The root-finding algorithms and computations of eigenval-
ues/eigenvectors were also carried out using the GSL.
Figure 3.1 shows trajectories that, in a rotating frame, orbit about a
primary. Such orbits are stable, and hence are not too difficult to find numer-
ically. We were able to find a few such orbits using Newton’s method, though
giving a classification of these stable orbits seems difficult since, contrary to
the case of the CRTBP, we need to find orbits with a prescribed period. We
do not attempt to classify all such orbits in this chapter, but the orbits we
found are interesting and worth mentioning.
Figure 3.2 shows the progression of the algorithm in finding a periodic
orbit near L2 of m2. Since TL2,m2,lin ≈ 14Tp we expect the periodic orbit near L2
of m2 to loop around L2 four times, which is indeed what we observe. Figure
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3.3 shows periodic orbits about the other collinear libration points near m2
and m3. The orbits in Figure 3.3 either loop around four times in the case of
m2 and two times for m3, which is expected from the algorithm.
Notice that, in Figure 3.2, the size of the orbit decreases dramatically
as the algorithm progresses. This seems to be due to the fact that the orbits
closer to the libration points mimic their linearized counterparts much better
for much longer times. It would very interesting if there are different periodic
orbits near the orbits constructed in the beginning of the algorithm. For
example, the orbit in Figure 3.2 (b) is about twice as large as the true periodic
orbit constructed in Figure 3.2 (d), and perhaps there is another periodic orbit
near the orbit of Figure 3.2 (b), though finding such an orbit seems difficult.
The initial conditions for all the orbits are in Table (1).
The results for the computation of the stable/unstable manifolds of the
periodic orbits computed in Figures 3.2 (d) and 3.3 (d) are shown in Figures
3.5 and 3.6. Figure 3.5 shows the invariant manifolds in the respective rotat-
ing frame and only in a small vicinity of the periodic orbit. Figure 3.6 shows
both the stable and unstable manifolds plotted in an inertial frame centered
at m1. It is observed that the manifolds do not intersect, but get trapped in
the region in between m2 and m3 where the gravitational forces of m2 and m3
balance each other out.
Remark about the symmetry of the periodic orbits
Some of the periodic orbits we construct are symmetric about the y-axis,
though not all of them. It is important to note that symmetry with respect
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to the y-axis does not, in general, hold for solutions for the four-body sys-
tem we consider. In the CRTBP, if an orbit satisfies y(t0), vx(t0) = 0 and
y(t0+T ), vx(t0+T ) = 0 then the orbit is periodic with period 2T . However, this
need not be the case in four- body system we consider. Indeed, in Figure 3.4













1e − 13. Yet if we run this orbit for an additional Tp
2
units of time, we see
that the orbit is not periodic, as seen in 3.4 (b). This phenomena is due to the
fact that m2 is rotating in a circle in the m1-m3 rotating frame and hence the
only way an orbit that returns to itself at a later time t to be periodic is for
m2 to be in the same position at the start time and at time t. For the sake
of comparison we run the orbit in 3.3 (c) for an extra Tp
2
and Tp units of time
and we notice the orbit stays put. 
Table 3.1: Initial conditions for the periodic orbits
Figure x y vx vy t0
1 (a) 0.6323257626 -0.0046941290 0.0400377803 -0.0005372854 0.0
1 (c) 0.5413991355 0.0 0.0 0.3593389644
1 (d) 0.6178086512 -0.0030339801 0.0130224917 0.0181830389 0.0
1 (e) 0.9948176294 0.0 0.0 -0.1182192534 0.0
1 (g) 0.9883935350 0.0 0.0 0.0977950038 0.0
1 (h) 0.9785090753 0.0 0.0 0.0166235833 0.0
2 (d) 0.6399118669 0.0 0.0 -0.0008513990 0.0
3 (a) 0.6143474403 0.0000000088 0.0000000045 -0.0002327567 0.0
3 (b) 1.0312064038 0.0 0.0 -0.0084591055 0.0
3 (d) 0.9706653133 0.0 0.0 0.0001805997 0.0






Figure 3.1: Periodic orbits that, in a rotating frame, orbit around one or more
of the primaries. We found orbits that (a), (c), (d) rotate around m2 in an
m1-m2 rotating frame and (d), (g), (h) rotate around m3 in an m1-m3 rotating
frame. (b) and (e) are zoomed in versions of (a) and (d), respectively, and it is




Figure 3.2: Progression of finding a periodic orbit near L2 of m2. We first find




TL2,m2,lin, which is depicted in (a). This is
used as an initial guess for finding a perpendicular crossing at Tp
4
≈ TL2,m2,lin,
as in (b). This procedure is repeated until eight perpendicular crossings are





Figure 3.3: Periodic orbits near other collinear libration points. A periodic
orbit near (a) L1 of Europa (b) L1 of Ganymede and (d) L2 of Ganymede. (c)
is a zoomed in view of part of the periodic orbit in (b). As expected, the orbit





Figure 3.4: Illustration of the lack of symmetry. (a) shows an orbit for which






) = 0 yet is not periodic as shown in (b) which
is the same orbit run for and additional Tp
2
units of time. To compare, we ran
the orbit computed in Figure 3.3 (c) for extra Tp
2
units of time which is shown
in (c). For good measure, we also (d) run the orbit of 3.3 (c) an extra Tp units





Figure 3.5: Computation of the stable/unstable manifolds of the periodic or-
bits in rotating frames. The stable (a) and unstable (b) manifolds of the
periodic orbit near L1 of m3 shown in Figure 3.3 (d) and the stable (c) and





Figure 3.6: The stable/unstable manifolds of the periodic orbits from Figures
3.2 (d) and 3.3 (d) in an m1-centered inertial frame. The unstable manifolds
appear in red, the stable manifolds appear in green. The unstable manifolds
of the orbit near L2 of m2 and the stable manifold of the orbit near L1 of m3
were ran for (a) 2Tp units of time and (b) 4Tp units of time. Similarly, the
stable manifolds of the orbit near L2 of m2 and the unstable manifold of the




We presented a method to compute periodic orbits in the restricted four-body
problem under the assumption (3.12) that the linearized periods of motion is
approximately commensurate with the period Tp of the equations of motion
in a rotating frame. Physically Tp is the period of m2 (resp. m3) in an m1-m3
(resp. m1-m−2) rotating frame. This assumption was merely a generalization
of the Europa-Ganymede resonance.
We also computed the stable/unstable manifolds of these orbits and
showed that they do not in fact intersect. It is interesting to compare this with
the work of [59], where they use invariant manifold theory to come up with a
low-energy transfer from Ganymede to Europa. In [59] the invariant objects
(i.e. periodic orbits and stable/unstable manifolds) are computed in a patched
system where either Ganymede or Europa is turned off in the computation of
Lyapunov orbits and their stable/unstable manifolds and it is observed that
the unstable manifold of a Lyapunov orbit near L1 of Ganymede intersects the
stable manifold of a Lyapunov orbit near L2 of Europa. The corresponding
intersection point has a corresponding ∆v which is much smaller than the ∆v’s
needed for a Hohman transfer. This orbit is then chosen as an initial guess for
the implementation of a differential correction procedure to obtain a transfer
in the full system with a similarly small ∆v.
In the present work, all the invariant objects are computed in the full-
four body system. Figure 3.6 suggests that the final transfer computed in [59]
may not arise from finding intersections of stable/unstable manifolds of peri-
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odic orbits, where both the periodic orbits and their stable/unstable manifolds
are computed in the full four-body system.
A related issues is that, in the CRTBP, there is a one-parameter family
of Lyapunov orbits near L1 and L2. The mathematical theory tells us that for
sufficiently small values of a perturbing mass, some of these orbits will persist
in the presence of another massive body. However, for realistic parameters as
the ones used in this chapter, it is not clear whether or not there are any other
periodic orbits near L1 and L2. Any insight in this issue would be interesting.
Also, if there are in fact other unstable periodic orbits, it would be interesting
to see if their stable/unstable manifolds intersect.
Moreover, all the results in the paper are for the planar restricted four-
body problem. Halo orbits for the spatial problem and an analysis of their
invariant manifolds would also be an interesting problem to investigate in the
future.
Finally, we exploited the Europa-Ganymede resonance to obtain the
periodic orbits in this chapter. As is well-known, this resonance is part of
an even more interesting resonance, namely the Laplace resonance involving
Io-Europa-Ganymede [60]. In this case ωI ≈ 2ωE ≈ 4ωG. If one assumes,
for instance, that ωI = 2ωE then the five body Jupiter-Io-Europa-Ganymede-
Spacecraft system will still be periodic in rotating frames and their may be
periodic orbits, though if we use the exact value of ωI then the equations will
be quasi-periodic in any rotating frame and hence there are be no periodic or-
bits. It would be interesting to see if their are periodic orbits in the five-body
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system under the assumption that ωI = 2ωE.
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Chapter 4
Anisotropic heat transport in reversed shear
magnetic field configurations
4.1 Introduction
In this chapter, we consider the problem of understanding how heat is trans-
ported in confined plasma. In fusion plasmas, the transport of heat is strongly
anisotropic. Indeed, the conductivity along a magnetic field line, χ‖ is roughly
10 orders of magnitude larger than the conductivity perpendicular to a field
line, χ⊥. In this chapter, we adopt the Lagrangian Green’s function (LG)
method used in [22] to compute purely parallel heat transport, that is we
assume that χ⊥ = 0.
As is well-known, reversed shear magnetic field configurations are known
to have robust transport barriers [25, 23, 24, 15] where the safety factor q has
a critical point. In this paper, we study how the features unique to reversed
shear magnetic fields (e.g separatrix reconnection, banded chaos, the shearless
curve) relate to heat transport in the presence of the underlying field.
Of particular interest is the case of leaky barriers. In the field line
structure, we observe strong partial barriers arising from shearless Cantori in
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what otherwise seem like stochastic magnetic fields. In this regime where the
magnetic field is fully chaotic with the exception for Cantor-like remnants of
the shearless curve, we observe that the Cantori slow down the transport of
heat. We find phenomena that is indicative of non-locality of the effective
radial heat transport, i.e. the evolution of the temperature averaged over the
toroidal and poloidal directions. We find regions of zero gradient but non-zero
flux, in violation of the Fourier-Fick law, and we also find that the flux decays
algebraically in contrast to Fourier-Fick diffusion on a 1 − D interval that
predicts an exponential decay.
4.2 Lagrangian method of solving parallel heat trans-
port
In this section we review the method to compute heat transport along magnetic
field lines developed in [22]. We adopt the assumption in [22] that diffusion
occurs only in the direction of the magnetic field lines, that is the diffusivity
rate χ⊥ in the direction perpendicular to the magnetic field is zero. We consider
local and nonlocal heat transport, and the basic structure of either local and
nonlocal heat flow is
∂tT = −∇ · q (4.1)
where q is the heat flux. There are several ways to close (4.1) by expressing
the heat flux q in terms of T . In the local setting we have
q = −χ‖(∂sT )b̂ (4.2)
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where ∂sT = b̂ · (∇T ) is the derivative along the magnetic field and b̂ = BB is
the corresponding unitary magnetic field. Thus in the local heat transport we
obtain the equation






sT + χ‖(∂sT )∇ · b̂
(4.3)
We assume that ∇·B = 0, but that does not imply that ∇·b̂ = 0. However, in
this chapter we will assume the tokamak ordering ∂s(lnB) ≈ 0, and therefore




In the magnetic fields considered in this chapter, the size of ∂s(lnB) was on
the order of 10−3.







T (s+ z)− T (s− z)
zα
dz (4.5)
and the corresponding heat transport equation becomes
∂tT = −∂sq‖ (4.6)
In the limit as α → 2 we obtain the local heat flux (4.2), and we will also
consider non-local transport by choosing α ∈ [1, 2). Another way of writing
(4.6) is
∂tT = −χ‖(−∂2s )α/2T (4.7)
Where the operator (−∂s)α/2 is defined on Fourier space by
̂(−∂2s )α/2T = |k|αT̂ (4.8)
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where k is an integer since we are implicitly restricting T to a 1-D field line. In
[22], they take a Lagrangian approach to solving (4.7) that is based off of using







The solution of (4.7) is then given by




where Gα is the Green’s function and T0 is the initial temperature. Explicit



































where Kα,0 is the symmetric α-stable Levy distribution. Notice that G2 has
exponential decay in s whereas G1 has algebraic decay. This agrees with our in-
tuition that non-local equations allow for longer range interactions on a shorter
time interval. We give computations highlighting the difference between local
and non-local diffusion in chaotic magnetic fields in Section 4.6. We observed
83
that the asymptotic temperature is the same for both local and nonlocal, but
how the asymptotic temperature is reached is dramatically different. The main
difference is that the relaxation time for in the nonlocal setting is much smaller
in the nonlocal setting.
4.3 B-field model
Now we discuss the magnetic field configurations used in this chapter. We
consider a cylindrical magnetic field that is periodic in the z direction. The
perturbed reverse shear magnetic fields we consider are of the form
B(r, θ, z) = B0(r) + B1(r, θ, z) (4.14)
Where B(r) is an integrable magnetic field with a non-monotonic q-profile,










where 2πR is the height of the cylinder in the z-direction and we take R = 5,
B0 =1, q0 =0.64 is the minimum value of the q-profile and λ is a constant
chosen to make the maximum value of the q-profile to be 3.5 . The q-profile



















We assume that the perturbation B1has no z-component and hence
looks like
B1 = ∇× Azêz (4.17)










Before describing the intricate structure of Amn let us recall some facts
from the Hamiltonian description of magnetic field lines. Since ∇ ·B = 0 and
the z component of B is a constant, the magnetic field lines have a Hamiltonian




and the toroidal angle φ = z
R


















which are Hamiltonian’s equations of motion where we view φ as the time




































= εmna(r) (Amn,1 + Amn,2)
(4.21)
where εmn is a small parameter that we will vary, σ =0.05, and for brevity we










We take a(r)= {1− tanh [(r − 1)/0.05]} /2, which quickly dies of near
r = 1, which guarantees that the magnetic field lines have a well-defined
boundary. We want the perturbations to be localized near the resonance sites,
i.e. the values of r for which the q-profile takes the value m/n (see Figure 4.1,
which shows the q as a function of the radial flux coordinate R2ψ). The factor
of rm is introduced to ensure that the Amn(r) is differentiable at r = 0.
Since the q-profile is non-monotonic, there can be two resonance sites
for each value of m/n. In the case that q is monotonic, there can be at most
one resonance site. We refer to the two possible resonance sites as r1∗ and r2∗,
and they are characterized by q(ri∗) = m/n. Note that there are no resonance
sites if m/n is not in the range of q. In our case, as Figure 4.1 indicates because
it is possible to have two, one, or no resonance sites depending on the value of
m/n.
The other constants Cmn,1, Cmn,2, r01, r02 are chosen to satisfy the fol-
lowing two conditions: We want to have that (1)
dAmn,i
dψ
(ψi∗) = 0 for i = 1, 2
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to guarantee that Amn,i has maximum at ψi∗ and (2) Amn,i(ψi∗) = 1 to control
of amplitude perturbation. These two conditions yield













We choose the width σ of the Guassians to be small enough to guarantee
that the two Guassians have little overlap. The overlap naturally increases near
the minimum of the q-profile, but for the modes we chose, it was observed that
choosing σ = 0.05 was sufficient.
4.4 Single mode perturbations
We restrict our attention to a single mode perturbation with (m,n) = (2, 3).
Based on the resonance condition, we expect to see m = 2 islands whenever
the unperturbed magnetic field has q-factor of m/n = 2/3. Since the minimum
of the q-profile was chosen to be q0 = 0.64 and q(0) = 3.5, q(ψ = 0.5) = 1.13,
we expect there to be two sets of islands, one on each side of the “shearless”
curve.
For different values of the amplitude of the perturbation, we obtain
qualitatively different magnetic fields, though there are no chaotic regions.
Three dynamically distinct behaviors of the field lines are given in Figure 4.2.
If the perturbation amplitude is small, as in Figure 4.2 (a) we observe the
so-called hetereoclinic topology of the field lines. In this case there are two
sets of islands, each set having m = 2 islands. These islands are separated by
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Figure 4.1: The q-profile as a function of the radial flux coordinate R2ψ. If
we fix a value of m/n in the range of q, then the resonance site occur at the
values of R2ψ for which q(R2ψ) = m/n. In (a), (b), and (c) there are two, one
and zero resonance sites for the corresponding value of m/n.
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KAM curves and the unstable fixed points in each set of islands are connected
with separatrices, and hence the name hetereoclinic topology.
In (b) the two islands connect if we increase the amplitude of the per-
turbation. At this threshold the hetereoclinic arcs connecting the unstable
fixed points of each set of islands coincide. In this case there are no KAM
curves separating the two islands
If we further increase the perturbation amplitude, we obtain the homo-
clinic topology of the field lines in Figure 4.2 (c). In this case the unstable fixed
points have both homoclinic and heteroclinic arcs, that is the separatrices of
the unstable fixed points will not always connect to a different unstable fixed
point. We see that there are KAM curves separate the islands, but in contrast
to Figure 4.2 (a) the curves wrap around the islands.
4.4.1 Heat transport in single mode perturbations
Now we consider heat transport for the different field configurations discussed
in Section 4.4. In this section, we will assume that heat is initially concentrated
in the center of the cylinder and decreases linearly in the radial flux coordinates
, that is we take
T0 = 1− 2R2ψ (4.24)
Using the Green’s function method outlined Section 4.2 we integrated the
evolution of the temperature until the steady state is reached. Figure 4.3
shows the asymptotic state of the temperature for two fixed angles θ1 = 2, 14
and θ2 = 2.96, that is we compute the steady state temperature for points of
the form (ψ, θi, z = 0).
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Figure 4.2: Poincarè plots for a single-mode perturbation. The mode was
chosen to be (m,n) = (2, 3), which places the resonance near the minimum of
the q-profile. The values of ε in the plots are (a) ε = 10−4, (b) ε = 3.95× 10−4
and (c) ε = 9× 10−4, respectively.
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Figure 4.3: Radial temperature profiles with a single-mode perturbation. The
initial temperature was chosen to be T0 = 1 − 2R2ψ. (a) - (c) correspond to
taking a cut at θ = 2.14 in the Poincarè plot in Figures 4.2 (a) - (c) , which is
the value of θ that cuts through the fixed points. Similarly (d) - (f) correspond
to θ = 2.96 , which goes in between the two islands.
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In Figures 4.3 (a) - (c) correspond to taking a angular cut for θ = 2.14,
which cuts through the stable fixed point for the left resonance site of Figure
4.2 (a) and the unstable fixed point on the right resonance site. Figure 4.3 (d) -
(f) correspond the magnetic fields depicted in Figures 4.2 (a)-(c), respectively
with an angular cut of θ = 2.96. It was noticed that the temperature in the
islands homogenizes, which leads to gradients in the asymptotic temperature.
Also, we notice a gradient at the unstable fixed points as well.
Similarly in Figures 4.3 (d)-(f) we notice the same phenomena. In
this case, we chose θ = 2.96 since that angle cuts through in the middle of
both islands. Again we notice gradients in the asymptotic temperature profiles
which lead to a certain level of homogenization in the temperature within the
islands.
In all the cases in Figure 4.3, it was noticed that the temperature
does not completely flatten out in the islands., but has extrema in the center
of the islands. There are two factors that explain this: One is that we are
considering parallel heat transport and hence there is not any sort of local
averaging of the temperature among neighboring field lines. Also, because
the orbits in an island are somewhat elliptical, the magnetic field lines have a
biased temperature corresponding to the shape of the orbits and explains why
the extrema lie in the center of the islands.
An especially intriguing feature of Figure 4.3 (f) is that there is the
middle region where 0.2 ≤ R2ψ ≤ 0.3 and the temperature profile looks linear,
but has a positive gradient while the initial temperature was linear and had a
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negative gradient. The reason for this is that based on Figure 4.2 (c) field lines
passing near (R2ψ, θ, z) = (0.2, 2.14, 0) have a larger average radius than field
lines passing near (R2ψ, θ, z) = (0.3, 2.14, 0). Thus, the average of the initial
temperature for the field lines near (R2ψ, θ, z) = (0.2, 2.14, 0) is greater than
the than the average of the initial temperature for field lines near (R2ψ, θ, z) =
(0.3, 2.14, 0).
4.5 Two-mode perturbations
In Section 4.4 we saw that, although intricate, there were no chaotic magnetic
field lines. However, if we add another mode, we start to see chaotic regions in
the Poincarè plots of the magnetic fields which give rise to different phenomena
both at the level of the field lines and the asymptotic temperature states.
In this section we will consider how the effect to adding a (m,n) =
(7, 10) mode to the system in each of the three qualitatively distinct magnetic
field configurations in Figure 4.2. We also analyze heat flow in each for each
configuration.
4.5.1 Chaos in the hetereoclinic topology
In Figure 4.2 (a) we added a (m,n) = (2, 3) mode to an integrable magnetic
field with amplitude ε = 10−4. Now we add another (m,n) = (7, 10) mode
to the magnetic field. We suppose that each of the two modes has the same
amplitude, which we vary and obtain qualitatively distinct fields. Figure 4.4
shows the results. For perturbations with small amplitudes we notice the so-
called banded chaos phenomena in Figure 4.4 (a). In this case the dominant
93
mode is the (7, 10) mode and the islands from the (2, 3) have almost disap-
peared. In between the two chaotic regions are KAM flux surfaces. As the
perturbation amplitude is increased the chaotic regions grow and eventually
we reach a threshold where there are still two chaotic regions separated by
a transport barrier as in Figure 4.4 (b), but for slightly larger values of the
perturbation amplitude the transport barrier breaks down as in Figure 4.4.
We do not attempt to give a very precise account of when the central trans-
port barrier breaks down as such computations have been done in [23, 66, 15]
before.
The results for heat flow corresponding to the Poincarè plot of Fig-
ure 4.4 are shown in Figure 4.4 (d) - (f). The overall picture is that the
temperature, to some extent, homogenizes in the chaotic regions and within
the islands. Moreover, we notice a sharp gradient in the temperature at the
threshold as in Figure 4.4 (e). Indeed in Figure 4.4 (d) we notice that the
temperature is almost unchanged on the flux surfaces, but the temperature in
the two chaotic regions is almost constant, though with small fluctuations. In
Figure 4.4 (e) we slightly more intricate phenomena: Since there is no longer a
range of flux surfaces in between the chaotic regions, there is a sharp gradient
between the two chaotic regions instead of a smooth curve. Also, the influence
the islands have on the temperature is more apparent since there are visible
flat spots within the chaotic fluctuations, that give rise to other gradients in
the temperature profile. The flat spots are larger in this case since the a larger
perturbation amplitude corresponds to larger islands. In Figure 4.4 (f) we see
that since the transport central transport barrier is broken, there is no longer
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a gradient in the temperature profile other than the gradients from the islands
and the outer flux surfaces.
Remark: It was interesting to explore the chaotic fluctuations in the
temperature profiles in Figure 4.4 that correspond to the chaotic regions in
the Poincarè plots. This seems to be a general phenomena and was noticed
in all the temperature plots that correspond to magnetic fields with some
chaotic regions. One natural question to ask is whether the actual asymptotic
temperature profile has these chaotic fluctuations or whether the temperature
eventually completely flattens out. A definitive answer to this question is
difficult, especially because of the lack of ergodicity of the field lines in the
chaotic regions.
We did notice that solving the temperature for longer times for non-
chaotic regions did not lead to any difference in the temperature. However,
in the chaotic regions the magnetic fields explore a much larger portion of the
cylinder, and hence we expect the temperature to take longer to reach its true
asymptotic state. In the chaotic regions we noticed that the temperature did
not fully settle into a single state for fairly long integration times ( χ‖t = 10
7).
However, we did notice that if we compute the temperature for different field
lines in a given chaotic region, the fluctuations in time for a given field line
are similar to the ensemble fluctuations for a fixed time.
4.5.2 Chaos in the homoclinic topology
The last class of two mode perturbations for the magnetic field we consider
is to add a mode after the separatrix reconnection has taken place. More
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Figure 4.4: Poincarè plots for a two-mode perturbation. The modes was chosen
to be (m,n) = (2, 3), (7, 10). The amplitudes, εmn, of the two modes were
chosen to be equal. The amplitude is chosen to be (a)ε = 10−4, (b) ε =
3.38 × 10−4 , and (c) ε = 5 × 10−4, respectively. (d) - (f) are the asymptotic
temperature profiles corresponding to (a) - (c)
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precisely, we start with the magnetic field in Figure 4.2 (c) and add a (7, 10)
mode of varying amplitude.
With small amplitude of the (7, 10) mode small chaotic regions begin
to develop near the separatrices of the islands as seen in Figure 4.5 (a). As the
amplitude increase the chaotic regions get larger, and eventually a these chaotic
regions get close and there is a threshold for when exactly when the chaotic
regions meet, yet do not start to mix. The barriers preventing the mixing of
the chaotic regions is again due to the existence of the central transport barrier
unique to reverse-shear magnetic fields and is shown in Figure 4.5 (b).
4.6 Chaotic magnetic fields and non-local heat trans-
port
We now consider the case of fully chaotic magnetic fields. In this case, we
consider 18 different modes (m,n) of equal amplitude, which eliminates as
many flux surfaces as possible. Even in this scenario, because we have a
non-monotonic q-profile we can still observe a central transport barrier, even
though essentially all other flux surfaces have been destroyed. Because of
this strong transport barrier that exists amidst an otherwise chaotic magnetic
field, this turns out to be a convenient regime to study the existence of leaky
barriers. Moreover, as we will see in this section heat flow for chaotic field
configurations is also a good way to illustrate the difference between the local
and non-local heat flow.
Figure 4.6 shows a magnetic field configuration consisted of adding 18
modes of equal amplitude ε = 3.75×10−4. The modes and the amplitudes were
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Figure 4.5: Poincarè plots obtained by adding a (7, 10) mode to the plot in
Figure 4.2. The amplitude of the first mode was fixed to be ε1 = 9 × 10−4,
which is after the separatrix reconnection, while we let the amplitude of the
second mode vary from (a) ε2 = 5× 10−6 and (b) ε = 4.3× 10−5. (c) and (d)
are the corresponding asymptotic radial temperature profiles.
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carefully chosen so that one can have the “two-sided chaos” picture in Figure
4.6, which was obtained by iterating only two initial conditions for a large
number of crossings ( 100, 000 ). Although the Poincarè plot looks chaotic,
there is still a clear transport barrier located in the middle of the plot.
This transport barrier again leads to gradients in the asymptotic tem-
perature profiles for heat flow along the field lines, as indicated in Figures
4.7 and 4.8. In both cases the initial temperature was the difference of two

















Where ψ1 = 0.15 and ψ2 = 0.37. In Figure 4.7 we considered local heat flow
(i.e. α = 2) and in Figure 4.8 we considered the non-local heat flow for α = 1.
We notice that the final asymptotic temperature profiles are identical in the
α = 2 and α = 1 case, but transient behavior is dramatically different and the
time it takes to reach the asymptotic steady state is much longer in the local
versus the non-local case. This is due to the fact that the Greens function
in the local case G2 exhibits exponential decay, whereas in the non-local case
G1 has algebraic decay. This difference in algebraic/exponential decay means
that G1 sees more of the magnetic field lines for a given fixed time χ‖t than
G2.
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Figure 4.6: Poincarè plot for a chaotic magnetic field. Eighteen different
modes were chosen, all of which had amplitude ε = 3.75 × 10−4. Only two
initial conditions were chosen for this plot, and it is observed that there is a
transport barrier. Adding more initial conditions did not change the structure
of the plot.
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Figure 4.7: We chose an initial temperature profile to be the sum of two







, where σ = 0.02 and ψ01, ψ02 are
chosen on the left and right side of the barrier in Figure 4.6, respectively. (a)-
(d) correspond to temperature profiles using the local model with α = 2 with
χ‖t = 10
−2, 10, 102, 106, respectively. We choose an angular cut of θ = 0.
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Figure 4.8: The same initial temperature profile as in Figure 4.7 was consid-
ered, but the non-local model with α = 1 was considered. (a) - (d) correspond
to evolution of the profiles at χ‖t = 0.01, 1, 10, 150. θ = 0
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4.6.1 Leaky barriers
In this section we will investigate the issue of leaky barriers. It turns out
slightly adjusting the perturbation amplitude for the B-field configuration in
Figure 4.6 and looking the corresponding heat flow is a convenient way to give
computational evidence of leaky barriers. If the amplitude of the perturbation
is increased by a small amount (∆ε = 1 × 10−5) for the configuration in
Figure 4.6 then the transport barrier is broken, though as Figure 4.9 indicates
there is still some sort of partial barrier, given by the so-called Cantori. In
Figure 4.9 we took a single initial condition for the field line and computed
the orbit for the Poincarè map for a different number of crossings. As seen
in Figure 4.9 (a) for 2, 500 crossings the field line stays in the left region of
the Poincarè plot, though in Figure 4.9 (b) we see that after 3, 000 crossing
we notice the filed line starts to move over to the other side of the Poincarè
plot. Eventually the Poincarè plot homogenizes a bit as in Figure 4.9 (c). The
breaking of the leaky barrier does not appear to be an issue of numerical error
since we noticed a strong barrier in Figure 4.6 for 100, 000 crossings and the
perturbation amplitude was changed from ε = 3.75× 10−4 to ε = 3.85× 10−4.
It was also interesting to see the leakage from the viewpoint of heat
flow. A natural way to study this was to consider a Gaussian peaked on the
right side of the Poincarè plot. This way, the temperature on the right should
remain zero until a field line on the left of the leaky barrier crosses over to the
right. Figure 4.9 shows that diffusion of heat across the Cantori does occur,
but diffusivity rate is much longer than diffusion away from the Cantori.
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To estimate the time of leakage we used Equations (4.10) and (4.11).
The Green’s function for local heat flow is a Gaussian whose width is given by√
4χ‖t = 2
√
χ‖t. This gives an estimate on how much arc-length the Green’s
function computes when computing the temperature at time χ‖t. Also, if N
is the number of crossings of a Poincarè plot, then the arc length of the field
integrated during those N crossings is given by 2πRN , where 2πR = 10π is
the height of the cylinder. Thus, a heuristic relation to relate the number of
crossings N to the time χ‖t of the heat flow is given by 2
√
χ‖t = 2πRN , which
is to say that
χ‖t ≈ (πR)2N2 (4.26)
Recall that in Figure 4.9 the field line crossed the partial barrier at around
N = 3, 000 crossings. Using Equation (4.26) we estimated that the time needed
to see the leakage in the temperature profile is roughly χ‖t ≈ 25π29 × 106 ≈
2.2× 109.
The leaky barriers noticed in Figure 4.9 were noticed to be fairly ro-
bust, that is, the Cantori were observed to persist for relatively large values of
the perturbation amplitude. For instance, if we increase the perturbation am-
plitude to ε = 4.1× 10−4 then we still observe a leaky barrier, but the barrier
seems to become “more leaky” since it only takes less than 500 crossings for
a field line on the left to pierce to the right. This is shown in Figure 4.10 (a)
and (b). Plotted in 4.10 (c) and (d) is the evolution of 〈T 〉, the average of T
over the z and θ variables. We chose T0 to be a Gaussian peaked at ψ = .25,
the center of the barrier. In Figure 4.11 we show the evolution of a linear
profile averaged in only the θ variable. In both Figure 4.10 and 4.11 we see
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Figure 4.9: Poincarè plots for (a) − (d) a leaky barrier. Here we chose ε =
3.85 × 10−4 and considered a single initial condition for the Poincarè plot.
The number of crossings were (a) 2, 500, (b) 3, 000, (c) 7, 500. (d)-(f) are the
t-profiles: χ‖t = 10
−2, 106, 1010.
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Figure 4.10: Poincarè plots for (a)− (b) a “very leaky” barrier. Here we chose
ε = 4.1× 10−4 and considered a single initial condition for the Poincarè plot.
The number of crossings were (a) 400, (b) 500. (c),(d) show the 〈T 〉, the tem-
perature averaged over the z and θ variables for times (c) χ‖t = 10
−2, . . . 108
and (d) χ ‖ t = 105, . . . , 108.
that diffusion across the partial barriers given the Cantori is much slower than
diffusion away from the leaky barrier.
Moreover, we also saw a bifurcation in the concentration of the flux,
which is what is shown in Figure 4.12. It is also interesting to see flat spots
in the temperature profile in Figure 4.11, yet Figure 4.12 shows regions where
the heat flux is nonzero, in violation of the Fourier-Fick law.
This violation of the Fourier-Fick law for the evolution of the averaged
temperature < T > is even more pronounced if we take T0 to be a Gaussian.
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Figure 4.11: The evolution of a linear profile averaged over the θ variable. (a)
shows the initial temperature profile, (b), (c) and (d) show the temperature
profile at χ‖t = 10
4, 106, 108, respectively.
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Figure 4.12: This show the flux averaged over time intervals (a) [102, 102+101],
(b), [103, 103 + 102] , (c), [103, 103 + 102] and (d) [106, 107]. We see that there
is a bifurcation in the regions where the flux is concentrated
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Figure 4.13: This shows (a) the evolution of a Gaussian, (b) the evolution
in self-similar coordinates, (c), the computation of the flux and gradient for
χ‖t = 200 and (d) the flux-gradient parametric curve
In Figure 4.13 we see the evolution of a Gaussian. The evolution behave
self-similarly for some time as indicated in Figure 4.13 (b), which plots the
evolution in the self similar sub-diffusive scaling γ = 0.5. (c) shows the flux
and the gradient normalized to their max values at time χ‖t = 200, and shows
the flux-gradient parametric curve. In (c) and (d) we clearly see regions of
zero gradient and non-zero flux.
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Chapter 5
Localized stable manifolds for whiskered tori
in coupled map lattices with decaying
interaction
5.1 Introduction
In this chapter we study stable manifold theorems in coupled map lattices. We
recall that coupled map lattices are copies of a dynamical system at each point
in the lattice coupled by some local interaction. They have been extensively
studied as models in neuroscience, chemistry and other disciplines.
The goal of this paper is to prove invariant manifold theorems for local-
ized whiskered tori. We recall that whiskered tori are quasi-periodic solutions
such that the linearized dynamics around them have exponentially expand-
ing (or contracting) directions. In this paper we refer to quasi-periodic as
solutions whose frequency vector is infinite dimensional (Sometimes in the lit-
erature they are called almost periodic solutions). See Definition 5.3.1 for a
precise definition of a whiskered torus.
We say that the whiskered tori are “localized” when the oscillations
are concentrated near a specific collection of sites (which we allow to be finite
or infinite) The existence of localized whiskered tori has been proved (under
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some hypotheses) for symplectic maps and flows in [33] (e.g. for coupled pen-
dula or Fermi-Pasta-Ulam systems [30], see Example 1 ). We note, however,
that in this paper we do not need the assumption that the dynamics is sym-
plectic. Localized quasi-periodic solutions happen also in coupled dissipative
systems with limit cycles. Such localized excitations have been considered in
neuroscience ([51, 28]), and our results also apply in this dissipative context.
We prove an invariant manifold theorem for such localized whiskered
tori. We show that corresponding to some spectral subspaces in the lineariza-
tion, once can find smooth manifolds of initial conditions which converge to the
quasi-periodic solutions. The invariant manifold theorem we prove includes as
particular cases the classical stable and unstable manifold theorems or the
strong (un) stable manifolds theorems. We just need some non-resonance con-
ditions in the spectrum. This allows us to make sense of the slow manifold in
some cases.
It is also important to remark that the invariant manifolds we construct
are essentially localized. That is, the manifold is parameterized by a function
W such that ∣∣∣∣∂Wi∂xj
∣∣∣∣ (5.1)
decays as the lattice site i ∈ ZN gets further away from the excited sites, or if
i is very different from j. See Section 5.2.2 for precise definitions of localized
embeddings.
One motivation for this study is that whiskered tori separate asymp-
totic dynamics. Transverse intersections of stable and unstable manifolds of
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whiskered tori were constructed for specific examples in [4] and conjectured
to be a generic mechanism proven to be a robust mechanism of transport in
phase space and global instability (see, for example, [26] for a review with
references to the original literature in recent developments). One can hope
that similar effects happen in lattice systems and this paper is a step towards
the implementation of the [4] program in coupled map lattices.
In the applied literature there are quite a number of phenomena (e.g.
bursting [18], spiking [40], transfer of energy [70, 27]) which indeed are rem-
iniscent of homoclinic chaos in infinite dimensions. We think it would be
interesting to clarify mathematically these issues.
5.2 Preliminaries: the phase space and functions with
decay
In this section we introduce several technical definitions that follow the setup
in [33, 31, 32]. This section can be used a reference. The central idea is to make
precise the notion that objects are localized by imposing that the derivatives
of a component with respect to a variable are small if the distance between
index of the component and the variable is large.
We need two sets of definitions of localized objects: diffeomorphisms
and the embeddings giving the parameterization of the invariant manifolds. An
important technical notion introduced in [53] is that of a “decay function”.
With these technical definitions, we will see that some (but not all)
of the techniques from finite dimensional systems generalize to the infinite
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dimensional setting of coupled map lattices. Of course, some features have
to be significantly different (e.g. coupled map lattices may have uncountably
many periodic points which are uniformly hyperbolic, as well as other features
that are impossible in finite dimensional systems in a compact manifold).
5.2.1 The phase space
In this section we will define the phase space of the system we will be consid-
ering.
The phase space for each lattice site will be M = Tl × R2d−l, where
T = R/Z. This choice of M is done for convenience since T has straight-
forward complex extensions and, since we are considering neighborhoods of
quasi-periodic solutions, it entails no loss of generality. The full phase space







consisting of bounded sequences of points in M . That is,
M = `∞(ZN) = {x ∈MZN : sup
i∈ZN
|xi| <∞} (5.3)
unless l = 0 (i.e. unless M = R2d) M will not be a Banach space, but will be
a Banach manifold. Moreover, M has a natural notion of distance, which is
given by
d(x, y) = sup
i∈ZN
d(xi, yi) (5.4)
Although M is a manifold, since Tl is a Euclidean space (i.e. we can identify the
tangent space at each point with Rl) the tangent space of M can be identified
with `∞.
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Since we want to consider analytic functions defined on M it is natural
to consider the complexification of M, which is given by






Unless otherwise specified, we will be working with MC and omit the super-
script C. We use the `∞ norm to allow for components of the tori to be uniform
in size irrespective of the lattice site. Using, for example, the `2 norm would
require that the components of the tori vanish at infinity. The `∞ norm is
also a convenient for the notion of decaying interaction we use in the following
sections.
5.2.2 Decay functions and the corresponding functions spaces
We will now discuss suitable notions of decaying interactions, and the ap-
propriate function spaces that are used throughout the paper. As mentioned
before, we will assume that the coupling of the lattice sites is localized. To
make this notion more precise, we will use the notion of a decay function as
done in [53, 31, 32, 33].





Γ(i− j)Γ(j − k) ≤ Γ(i− k) , i, k ∈ ZN
(5.6)
Given a decay function Γ we consider several spaces of functions that
decay like Γ.
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Function spaces for the dynamics
In this section we will discuss the function spaces relevant for the map F
that governs the dynamics of the lattice. This is similar to the setup in [33],
though we will need to consider analytic functions of infinitely many variables
and some notions that we consider were either only mentioned briefly or not
considered at all in [33].
In the following section we will consider function spaces for embeddings
of tori and their stable and unstable manifolds.
First, we consider the Banach space of decay linear operators that are








supi,j∈ZN Γ(i− j)−1|Aij| <∞

(5.7)
where L(`∞(ZN)) denotes the usual space of continuous linear maps from




Remark 5.2.1. As emphasized in [31], not all bounded linear operators from
`∞(ZN) can be represented by their matrix elements. For example consider
the linear closed subspace E0 = {v ∈ `∞(Z)| lim|j|→∞ vj exists } of `∞(R) and





The linear operator f is bounded, having operator norm equal to 1. By the
Hahn-Banach theorem we can extend f to a bounded linear functional L on
all of `∞(Z) which also has norm 1. The matrix elements of L are zero, yet
certainly L is a non-zero functional.

The space of C1 functions on a open set B ⊂M that decay like Γ is
C1Γ(B) =
{
F : B→M : F ∈ C1(B), DF (x) ∈ C0(B,LΓ(`∞(ZN)))
supx∈B ‖F (x)‖ <∞, supx∈B ‖DF (x)‖Γ <∞
}
(5.9)









Definition 5.2.2. Let B be an open set of M. We say that F : B → M is
analytic if it is in C1Γ(Ur), where Ur is a complex neighborhood of B.
We will also need to consider the space Lk(`∞(ZN)) of k-multilinear
maps that are represented by their matrix elements, that is B ∈ Lk(`∞(ZN))
if and only if we can write






· · ·xkik (5.10)
where i, i1, . . . , ik ∈ ZN , (x1, . . . , xk) ∈ (`∞(ZN))k and Bi,i1,...,ik ∈ Lk(M,M).
Given a decay function Γ, we will consider the space LkΓ(`
∞(ZN)) of k-multilinear
maps that decay like Γ, that is all maps B ∈ Lk(`∞(ZN)) such that
|Bi,i1,...,ik | ≤ C min(Γ(i− i1), . . . ,Γ(i− ik)) (5.11)
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for some C > 0. A norm on LkΓ(`
∞(ZN)) is given by
‖B‖Γ = sup
i,i1,...,ik∈ZN
|Bi,i1,...,ik |max(Γ−1(i− i1), . . . ,Γ−1(i− ik)). (5.12)
We will now consider the space Skρ,Γ of k-multilinear maps that depend
analytically on θ. To this end, we let ρ = {ρn : n ∈ N, ρn > 0} be a sequence
of radii and let Dρ = {θ ∈ (Cl)N/(Zl)N : | Im(θn)| < ρn}.




M (n)(θ1, . . . , θn) (5.13)
where each M (n) is complex differentiable in the strip Dρn and we can define






‖M (n)‖ρn,Γ = sup
θ∈Dρn
‖M (n)(θ)‖Γ (5.15)
We now define the space Skρ,Γ by
Skρ,Γ = {M : Dρ → LkΓ : M ∈ C1Γ, ‖M(θ)‖ρ,Γ <∞} (5.16)
Skρ,Γ := {M : Dρ → LkΓ(`∞(ZN)) | M ∈ C1Γ, sup
θ∈Dρ
‖M(θ)‖Γ <∞} (5.17)




The following basic lemma will be useful for us later.
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Lemma 5.2.1. (1) If A,B ∈ LΓ(`∞(ZN)) then AB ∈ LΓ(`∞(ZN)) and
‖AB‖Γ ≤ ‖A‖Γ‖B‖Γ
(2) More generally, if A ∈ LkΓ(`∞(ZN)) and Bj ∈ L
nj
Γ (`
∞(ZN)) for 1 ≤ j ≤ k.
Then the composition AB1 · · ·Bk ∈ Ln1+···+nkΓ (`∞(ZN)) and
‖AB1 · · ·Bk‖Γ ≤ ‖A‖Γ‖B1‖Γ · · · ‖Bk‖Γ
(3)if A ∈ Skρ,Γ(`∞(ZN)) and Bj ∈ S
nj
ρ,Γ(`
∞(ZN)) for 1 ≤ j ≤ k. Then the
composition AB1 · · ·Bk ∈ Sn1+···+nkρ,Γ (`∞(ZN)) and
‖AB1 · · ·Bk‖ρ,Γ ≤ ‖A‖ρ,Γ‖B1‖ρ,Γ · · · ‖Bk‖ρ,Γ
Proof: Parts (1) and (2) have already been proven in [31]. As for part
(3), the fact that AB1 · · ·Bk(θ) is in LkΓ for each θ is a consequence of (2), and
analyticity in θ follows from the chain and product rule. Finally the estimate
‖AB1 · · ·Bk‖ρ,Γ ≤ ‖A‖ρ,Γ‖B1‖ρ,Γ · · · ‖Bk‖ρ,Γ is also a consequence of (2). 
Function spaces for embeddings of manifolds
In this section we will consider spaces of localized vectors and embeddings
of invariant manifolds that are used in the paper. We start by discussing
the notion of localized vectors and associated multilinear maps. In [33], they
primary work with finite dimensional tori and eventually take limits to obtain
infinite dimensional tori. We however, work with infinite dimensional tori from
the start and therefore start carefully notions of analytic embedding for infinite
dimensional tori and their stable manifolds.
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`∞c,Γ = {v ∈ `∞(ZN)|‖v‖c,Γ ≤ ∞} (5.19)
That, is, `∞c,Γ is the space of vectors localized at the lattice sites ck, k ∈ K.
Note that K can be infinite of finite.











We denote by ‖A‖c,Γ the best constant C above, i.e.











|Bi,i1,...,ik | ≤ C min(sup
k∈K
Γ(i− ck),Γ(i− i1), . . . ,Γ(i− ik)) (5.22)
for some C > 0. A norm on Lkc,Γ(`









In similar spirit to the space Skρ,Γ will consider the space S
k
ρ,c,Γ of “lo-
calized” multilinear maps parameterized by θ in Dρ. Recall that from Section
5.2.2 Dρ = {θ ∈ (Cl)N/(Zl)N : | Im(θn)| < ρn} where ρ = {ρn : n ∈ N, ρn > 0}
is a sequence of radii. The elements M(θ) in the space Skρ,c,Γ are multilinear
maps on the space of localized vectors `∞c,Γ that depend analytically by θ ∈ Dρ,




M (n)(θ1, . . . , θn) (5.24)
We will assume that each M (n) is complex differentiable in the strip Dρn and






‖M (n)‖ρn,c,Γ = sup
θ∈Dρn
‖M (n)(θ)‖c,Γ (5.26)
We now define the space Skρ,c,Γ by
Skρ,c,Γ = {M : Dρ → Lkc,Γ : M ∈ C1Γ, ‖M(θ)‖ρ,c,Γ <∞} (5.27)
In similar spirit to Lemma 5.2.1, we have the following result for com-
positions of multilinear functions acting on the space of localized vectors.
Lemma 5.2.2. (1) If A,B ∈ Lc,Γ(`∞(ZN)) then AB ∈ Lc,Γ(`∞(ZN)) and
‖AB‖c,Γ ≤ ‖A‖c,Γ‖B‖c,Γ
(2) More generally, if A ∈ Lkc,Γ(`∞(ZN)) and Bj ∈ L
nj
c,Γ(`
∞(ZN)) for 1 ≤ j ≤
k. Then the composition AB1 · · ·Bk ∈ Ln1+···+nkc,Γ (`∞(ZN)) and
‖AB1 · · ·Bk‖c,Γ ≤ ‖A‖c,Γ‖B1‖c,Γ · · · ‖Bk‖c,Γ
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(3)if A ∈ Skρ,c,Γ(`∞(ZN)) and Bj ∈ S
nj
ρ,c,Γ(`
∞(ZN)) for 1 ≤ j ≤ k. Then the
composition AB1 · · ·Bk ∈ Sn1+···+nkρ,c,Γ (`∞(ZN)) and
‖AB1 · · ·Bk‖ρ,c,Γ ≤ ‖A‖ρ,c,Γ‖B1‖ρ,c,Γ · · · ‖Bk‖ρ,cΓ

Now we consider the space of analytic embeddings K : Dρ → M and
W : Dρ
1
× Uρ2 → M that are localized near infinitely many lattice sites. The
reader should think of the function K as giving the parameterization of the
torus, and W as giving the parameterization of its stable manifold. We will




(K(n))i(θ1, . . . , θn) (5.28)











We now come to the definition of the space of analytic localized embeddings
of a torus, namely the space
Aρ,c,Γ((Tl)N) = {K : Dρ →M | K is analytic in Dρ, K ∈ C0(Dρ), ‖K‖ρ,c,Γ <∞}
(5.31)
Similarly for embedding W of the stable manifold, we will assume we
have expressions
(W )i(θ, s) =
∑
n,m≥0
(W (n,m))i(θ1, . . . , θn, s1, . . . , sm) (5.32)
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‖(W (n,m))i‖ρ1n ,ρ2 (5.33)










The space of analytic localized embeddings of the product of a torus and a








×Bρ2 →M | W is analytic in Dρ1 ×Bρ2 ,
W ∈ C0(Dρ
1
×Bρ2) and ‖W‖ρ1,ρ2,c,Γ <∞
}
(5.35)
Remark 5.2.2. For the embeddings of the tori K we can assume nonuniform
radius ρ for the domain of analyticity of K
(n)
i . The methods of this paper allow
us to prove that we can choose an embedding of the stable manifold which has
an expansion as in (5.32) for which the domain of analyticity in the s variable
is uniform among W (n), which is why are definitions of the embeddings W
have a uniform domain in s.

Finally we give the definition of a whiskered embedding of a torus
that is localized near infinitely many lattice sites cn, n ∈ N and decays like
Γ. Definition 5.3.1 is based on the growth and decay rates of F ◦ DK(θ),
where K is the embedding of the torus. This is a generalization of the notion
of a whiskered embedding in [33]. In Section 5.2.2, we provide an equivalent
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notion of hyperbolicity based on the spectral properties of operators associated
to DK.
Definition 5.2.4. (Growth and decay rate formulation of hyperbol-
icity) Let ρ = {ρn | n, ρn ≥ 0} be a sequence of radii, ω ∈ R∞ a frequency
vector, c = {cn ∈ Zn | n ≥ 0} a collection of lattice sites, Γ a decay function
and a map F : M → M ∈ C2Γ. We say that K : Dρ → M ∈ Aρ,c,Γ is a
whiskered embedding for F when we have:
1) The tangent space has an invariant splitting
TK(θ)M = E
s
K(θ) ⊕ EcK(θ) ⊕ EuK(θ) (5.36)





2) The projections Πs,c,uK(θ) associated to this splitting are in S
1
ρ,c,Γ.
3) The splitting (5.75) is characterized by asymptotic growth conditions: there
are 0 < µ1, µ2 < 1, µ3 > 1 such that µ1µ3 < 1, µ2µ3 < 1 and Ch > 0 such that
for all n ≥ 1 θ ∈ Dρ
‖DF ◦K ◦T n−1ω ×· · ·×DF ◦Kv‖ρ,c,Γ ≤ Chµn1‖v‖ρ,c,Γ ⇐⇒ v ∈ EsK(θ). (5.37)
and
‖DF−1 ◦K ◦ T n−1ω × · · · ×DF−1 ◦Kv‖ρ,c,Γ ≤ Chµn2‖v‖ρ,c,Γ ⇐⇒ v ∈ EuK(θ).
(5.38)
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The center subspace is characterized by:
‖DF ◦K ◦ T n−1ω × · · · ×DF ◦Kv‖ρ,c,Γ ≤ Chµn3‖v‖ρ,c,Γ
‖DF−1 ◦K ◦ T n−1ω × · · · ×DF−1 ◦Kv‖ρ,c,Γ ≤ Chµn3‖v‖ρ,c,Γ
⇐⇒ v ∈ EcK(θ)
(5.39)
Remark 5.2.3. The notion of a whiskered torus that is considered in the paper
is slightly more general that the one considered in [33]. Even if the torus is
finite, we can allow for EcK(θ) to be infinite, which is not done in [33]. Also, we
work directly with infinite dimensional tori, whereas in [33] infinite dimensional
tori are obtained by taking limits of tori of increasing dimension. However, the
proofs of the results in this paper do not require that the map F is symplectic
and hence it is natural to consider a more general notion of a whiskered torus.
However, Definition 5.3.1 does have the same flavor as the whiskered
tori as constructed in [33] in the sense that the conditions for a torus to be
whiskered are on growth and decay rates. The proof we give suggests to
consider a more general notion for a torus to be whiskered based on spectral
assumptions, which is done in Section 5.2.2

Spectral formulation of hyperbolicity
In this section we describe a more general notion of hyperbolicity than de-
scribed in Definition 5.3.1 based on spectral properties of operators associated
to DK. One can weaken the hypothesis that K is a whiskered embedding
by considering the more general notion of non-resonant subspaces, similar to
what is done in [16].
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To this end, let A,B : (Tl)N× → `∞c,Γ be in S1ρ,c,Γ and consider the
operators LωB, R
k
A acting on the space S
k
ρ,c,Γ that are defined by
(LωBM)(θ)(x1, . . . , xk) = B(θ − ω)M(θ − ω)(x1, . . . , xk)
(Rk,ωA M)(θ)(x, . . . , xk) = M(θ)(x1, . . . , A(θ − ω)xk, . . . , xk)
(5.40)
Instead of assuming that K is a whiskered embedding in the sense of Definition
5.3.1, one can replace condition 3) in Definition 5.3.1 by assuming
3∗) Spec(LAc) ⊂ {µ−1 ≤ |z| ≤ µ3}
Spec(LAs) ⊂ {0 ≤ |z| ≤ µ1}
Spec(LAu) ⊂ {0 ≤ |z| ≤ µ−12 }
That the spectral formulation 3∗) is equivalent to the asymptotic rate




‖An‖1/n = ρ(A) (5.41)
where A is a bounded linear operator on a Banach space and ρ(A) is the
spectral radius of A. Indeed, from Equation (5.41) it follows that, for every
ε > 0
‖Anv‖ ≤ Cε(ρ(A) + ε)n‖v‖ (5.42)
Applying Equation (5.42) to the operators LAs,c,u shows that the 3
∗) is equiv-
alent to condition 3 of Definition 5.3.1.
5.2.3 Other spaces of functions used in the paper
In this section we define spaces of Cr embeddings that have decay, and those
which are also localized. These spaces are used in the fixed point arguments
in Sections 5.4.1 and 5.4.2.
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We define the space CrΓ(Dρ1 ×Bρ2) as





= {f : Dρ
1
×Bρ2 → `∞(ZN) | Dif ∈ C0(Dρ1 ×Bρ2 ,L
i
Γ(`
∞(ZN)), i = 1, . . . , r}
(5.43)













where we view Dkf to be a map from Dρ
1
×Bρ2 to LkΓ(`∞(ZN))









= {f : Dρ
1
×Bρ2 → `∞c,Γ(ZN) | Dif ∈ C0(Dρ1 ×Bρ2 ,L
i
c,Γ(`
∞(ZN)), i = 1, . . . , r}
(5.44)













where we view Dkf a map from Dρ
1
×Bρ2 to Lkc,Γ(`∞(ZN)).




will be used later. The statement and proof is similar to Proposition
2.17 in [31], though with slightly different function spaces.





× Uρ2) ⊂ Dρ1 × Uρ2, then














The proof follows from the Faa-di-Bruno formula and Lemma 5.2.2. 
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5.3 Statement of results
We state two versions of the stable manifold theorem for localized whiskered
tori, one with assumptions on growth and decay rates, and another version
based on the spectral formulation of hyperbolicity and non-resonance condi-
tions.
In [33] it was shown that given an approximate whiskered embedding,
a true one exists nearby. In [33], their notion of a whiskered torus is similar
to Definition 5.3.1, and hence it is desirable to state a theorem that applies
directly to the tori constructed in [33]. This is the content of Theorem 5.3.1.
We then state a more general version of the theorem using the spectral
formulation of hyperbolicity as done in Section 5.2.2. This is the version of
the stable manifold theorem we will prove.
The proof we give follows the ideas in [16], where a proof of the stable
manifold is given for fixed points and normally hyperbolic invariant manifolds
in the context of general Banach spaces. Note that, by definition, a whiskered
torus is not normally hyperbolic. Indeed, there are neutral directions not
tangent to the torus (c.f. Definition 5.3.1).
First, we will consider a map F : M → M that has a whiskered em-
bedding of a torus K and prove that it has a stable and unstable manifold,
written W s(K((Tl)K)) and W u(K((Tl)K)), respectively. The stable manifold
of K((Tl)K) is characterized by the following: for each θ ∈ (Tl)K there is a
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manifold
W sK(θ) = {x ∈M | d(F n(x), F n(K(θ + nω))) ≤ Cx,θµn1 , n ≥ 0}
W uK(θ) = {x ∈M | d(F n(x), F n(K(θ + nω))) ≤ Cx,θµn1 , n ≤ 0}
(5.46)










W sK(θ) and W
u
K(θ) are called the stable and unstable fibers of the stable and
unstable manifold.
We will prove that there is a parameterization
W (θ, s) : Dρ × (Bρ2 ⊂ `∞c,Γ)→ `∞c,Γ
of the local stable manifold, where by local we mean in a neighborhood of
the origin in the s variable. We will construct W by solving the functional
equation
F (W (θ, s)) = W (θ + ω, P (θ + ω, s)) (5.48)
where P is a polynomial in s that describes what the dynamics are in the
stable direction. The following result is a theorem for discrete maps of the
lattice to itself. In Section 5.3.2 we show how to extend Theorem 5.3.1 in the
case of whiskered tori for flows on lattices.
Theorem 5.3.1. Let F : M → M be a map belonging to CrΓ(B) for any ball





analytic whiskered embedding for F . Suppose that F has a complex analytic
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extension in a neighborhood of the torus K((Tl)N), i.e. there exists ρ2 such
that F is analytic on
{z ∈M | |z −K(θ)| ≤ ρ2 for some θ with | Im (θn)| < ρ1,n for all n} (5.49)
Define A(θ) := DF (K(θ)) and the operators Ac,s,u(θ), all of which act on the
space of localized vectors `∞c,Γ, by
Ac,s,u(θ) := Πc,s,uK(θ+ω)DF (K(θ))|Ec,s,uK(θ) (5.50)






,c,Γ < 1 (5.51)
We will assume that:
A(θ) is invertible for any θ ∈ Dρ
1
Under these assumptions, we can find analytic maps P,W : Dρ
1
× (Bρ2 ⊂
`∞c,Γ(Zd))→ `∞c,Γ(Zd) where Bρ2 is a neighborhood of the origin, P is a polyno-
mial in s, W,P ∈ Aρ
1
,ρ2,c,Γ(Dρ1 ×Bρ2)




W (θ, 0) = K(θ) (5.53)
P (θ, 0) = 0 DP (θ, 0) = As(θ − ω) (5.54)
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Finally, the stable fiber W sK(θ) := W ({θ}×Bρ2) is the unique analytic invariant
manifold that is tangent to the linear subspace EsK(θ) and as a consequence of
Equation 5.48 the stable fibers satisfy the invariance property that
F (W sK(θ)) = W
s
K(θ+ω) (5.55)
Example 1. The main example we have in mind are Hamiltonian systems
with infinite degrees of freedom where the interaction amont the sites decays.














Vj(qn − qn+j) (5.56)
where we have assumed that the system
q̈ +W ′(q) = 0 (5.57)
has a hyperbolic fixed point. This assumption yields whiskered tori for the
uncoupled system, that is the system without the interacting terms Vj(qn −
qn+j). Moreover, suppose that the coupling potential Vk satisfy
‖Vk‖C2ρ ≤ CV Γ(k) (5.58)
i.e. the interaction decays according to the decay function Γ. Note that finite
range interactions, which is equivalent to saying Γ is compactly supported, of
any arbitrary length are included in this example.
In [33] it was shown that a whiskered torus exists for the coupled system
under the assumption that an approximate whiskered torus exists. In partic-
ular, when the coupling is small, the tori of the uncoupled system persist. In
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this paper, we assume that a whiskered torus exists and show that they have
stable and unstable manifolds that are localized near the torus.
We can generalize the assumptions of Theorem 5.3.1 to include non-
resonant manifolds. More specifically, instead of assuming thatK is a whiskered
embedding as in Definition 5.3.1, one can assume spectral properties related
DK.
Theorem 5.3.2. Let F : M → M be a map belonging to CrΓ(B) for any ball
B ⊂ M and some decay function Γ and let K : Dρ
1
→ M ∈ Aρ
1
,c,Γ((Tl)N) be
an analytic embedding for of a torus for F .
Furthermore, suppose that F has a complex analytic extension in a
neighborhood of the torus K((Tl)N), i.e. there exists ρ2 such that F is analytic
on
{z ∈M | |z −K(θ)| ≤ ρ2 for some θ with | Im (θn)| < ρ1,n for all n} (5.59)
Define A(θ) := DF (K(θ)) and the operators Ac,s,u(θ), all of which act on the
space of localized vectors `∞c,Γ, by
Ac,s,u(θ) := Πc,s,uK(θ+ω)DF (K(θ))|Ec,s,uK(θ) (5.60)






,c,Γ < 1 (5.61)
We will assume that:
1) A(θ) is invertible for any θ ∈ Dρ
1
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2) The tangent space splits as
TK(θ)M = E
s
K(θ) ⊕ EcK(θ) ⊕ EuK(θ) (5.62)
where Es,c,uK(θ) satisfy:
4) The projections Πs,c,uK(θ) associated to this splitting are in S
1
ρ,c,Γ.
5) We have the following non-resonance condition on the transfer operators L








i = ∅ (5.63)
for i = 1, . . . , L. In particular, if K is a whiskered embedding for F , then K
satisfies assumptions 3− 5.
Under these assumptions, we can find analytic maps P,W : Dρ
1
×
(Bρ2 ⊂ `∞c,Γ(Zd)) → `∞c,Γ(Zd) where Bρ2 is a neighborhood of the origin, P is a
polynomial in s, W,P ∈ Aρ
1
,ρ2,c,Γ(Dρ1 ×Bρ2)




W (θ, 0) = K(θ) (5.65)
P (θ, 0) = 0 DP (θ, 0) = As(θ − ω) (5.66)
Moreover, if we suppose that
(Spec(RωAs))
i ∩ Spec(LωAs) = ∅ (5.67)
for 1 ≤ i ≤ L, then we can chose P to be linear.
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Finally, the stable fiber W sK(θ) := W ({θ} × Bρ2) is the unique analytic
invariant manifold that is tangent to the linear subspace EsK(θ) and as a con-
sequence of Equation 5.48 the stable fibers satisfy the invariance property that
F (W sK(θ)) = W
s
K(θ+ω) (5.68)
Remark 5.3.1. We will prove Theorem 5.3.2, which generalizes Theorem 5.3.1,
in Section 5.4. We state Theorem 5.3.1 since it is the most natural theorem to
state to show the existence of localized stable manifolds for the whiskered tori
constructed in [33]. This generalization also yields non-resonant manifolds,
slow manifolds, and gives conditions that allow to choose P linear, namely
condition 5.67.
Moreover, the fact that P satisfies DP (θ, 0) = As(θ − ω) implies that
W ((Tl)N ×Bρ2) satisfies Equation 5.46.
Although Theorem 5.3.2 only gives the construction of the stable man-
ifold for a whiskered embedding, we can use Theorem 5.3.2 to construct the
unstable manifold W u((Tl)N) by noting that the unstable manifold for the
torus K(Td) under the map F is simply the stable manifold for K((Tl)N)
under the map F−1.
The stable fibers W sK(θ) also satisfy the usual graph property, namely
that W sK(θ) is, in a neighborhood of K(θ), a graph over E
s
K(θ). Indeed, since







and hence if we write W = (W s,W c⊕u), where W s = ΠsK(θ)W and W
c⊕u
K(θ) =
Πc⊕uK(θ)W , then (5.69) implies that DsW
s(θ, 0) is invertible and hence by the
implicit function theorem W s(θ, s) is invertible in s in a neighborhood of s = 0.
Thus, if Hθ(s) := W
c⊕u ◦ (W s)−1 then the point (s,H(s)) is in the image of
W , which means that W sK(θ) is the graph of Hθ.
5.3.1 Uniqueness Result
The parameterization W and the function P of Theorems 5.3.1 and 5.3.2 are
not unique as the theorems are stated, though the image of W is unique.
However, if we impose stronger conditions on W and P , we can show that
they are in fact unique. The goal of this section is to state a theorem that
states that the image of W is unique, and to state conditions that lead to
unique functions W and P .
Theorem 5.3.3. Under the setup of Theorem 5.3.1 or Theorem 5.3.2 the fibers
W ({θ} × Bρ2) are unique in the sense that any localized analytic invariant
manifold tangent to EsK(θ) coincides with W ({θ} × Bρ2) in a neighborhood of
K(θ).
If, in addition, we suppose the following:
1) W (θ, 0) = K(θ)
2) The image of DW (K(θ, 0)) is EsK(θ) and is specified
3) P (θ, 0) = 0 and DP (θ, 0) = As(θ − ω)












We will prove Theorem 5.3.3 in Section 5.4.3. For now, we note that
Theorem 5.3.3 is important to prove the result for flows, which we do in Section
5.3.2.
Moreover, a corollary of Theorem 5.3.3 is that the stable manifold the
whiskered torus K is the same for the map F n and F , that is
W sK(θ)(F
n) = W sK(θ+nω)(F ) (5.70)
More precisely we can prove the following: If W and P are the unique functions
that satisfy Theorem 5.3.3 and Equation (5.48) for the map F n, then W and
P solve the Equation (5.48) for the map F .
5.3.2 Stable manifolds for flows
In this section we will explain how one can extend Theorem 5.3.1 to the case
of flows for lattice systems.
In [33] it was proven that a decay vector field X ∈ CrΓ(B) generates a
flow {St}t∈R such that St is a decay diffeomorphism for all t. More precisely
they proved the following result.
Proposition 5.3.4. Let X be a Cr vector field, r ≥ 1, on an open subset
B ⊂M and consider the differential equation
ẋ = X(x) (5.71)
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Let B1 ⊂ B be an open set such that d(B1,Bc) = η > 0.
Then there exist T > 0 such that for all initial conditions x0 ∈ B1 there
is a unique solution St of the Cauchy problem corresponding to Equation (5.71)
defined for |t| < T . We denote by St(x0) = xt. Note that, by uniqueness, we
have that St+s = St ◦ Ss when all the maps are defined and the composition
makes sense. Moreover
(1)For all t ∈ (−T, T ), St : B1 → B is a diffeomorphism onto its image.
(2) If X ∈ CrΓ(B1) then St ∈ CrΓ(B1) for all t ∈ (−T, T ). Moreover, there exist
C, µ > 0 such that
‖DSt(x)‖Γ ≤ Ceµt (5.72)
for x ∈ B1 and t ∈ (−T, T ). When B = M we have T =∞.
Note that CrΓ functions are uniformly bounded, which is important to
point out especially in the case B is unbounded, e.g. when B = M. Without
the assumption that the vector field is uniformly bounded, we would not be
able to chose T = ∞ in the case B = M. We omit the proof of this result as
it is given in [33]. Now that we have Proposition 5.3.4, we now explain how
to extend Theorem 5.3.1 in the case for flows.
Let X be a analytic vector field with decay in CrΓ(B1). The notion of
a whiskered torus for a flow is that we have an analytic embedding K : Dρ →
`∞(ZN) in Aρ,c,Γ such that
St ◦K(θ) = K(θ + tω) (5.73)
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Or equivalently, if one takes the derivative of Equation (5.73) with respect to
t at t = 0 one obtains an equivalent equation in terms of the vector field X
X ◦K(θ) = ∂ωK(θ) := DK(θ)ω (5.74)
which is the equation that is solved in [33]. We now state the definition of a
localized whiskered torus for the flow St.
Definition 5.3.1. (Whiskered tori for flows) Let ρ = {ρn | n, ρn ≥ 0} be
a sequence of radii, ω ∈ R∞ a frequency vector, c = {cn ∈ Zn | n ≥ 0} a
collection of lattice sites, Γ a decay function and a vector field X that is in
C2Γ(B) for every ball B of M. Suppose that the flow St exists for all time t.
We say that K : Dρ → M ∈ Aρ,c,Γ is a whiskered embedding for the flow St
when we have:
1) The tangent has an invariant splitting
TK(θ)M = E
s
K(θ) ⊕ EcK(θ) ⊕ EuK(θ) (5.75)




θ+tω. Moreover, we also assume
2) The projections Πs,c,uK(θ) associated to this splitting are in S
1
ρ,c,Γ.
3) The splitting (5.75) is characterized by asymptotic growth conditions: De-
fine A(θ, t) := DSt(K(θ)) and
As,c,u(θ, t) := A(θ, t)|Es,c,uθ (5.76)
We assume that there are 0 < µ1, µ2 < 1, µ3 > 1 such that µ1µ3 < 1, µ2µ3 < 1




,ρ2,c,Γ ≤ Che−µ1(t−t0) for t > t0 ≥ 0
‖Au(θ, t)Au(θ, t0)−1‖ρ
1
,ρ2,c,Γ ≤ Cheµ2(t−t0) for t < t0 ≤ 0
‖Ac(θ, t)Ac(θ, t0)−1‖ρ
1
,ρ2,c,Γ ≤ Cheµ3|t−t0| for all t0, t
(5.77)
We now state the analogy of Theorem 5.3.1 in the case of flows, which
is a straight-forward consequence of Theorem 5.3.1.
Theorem 5.3.5. Let X : M→M be a vector field belonging to CrΓ(B) for any
ball B ⊂M and and some decay function Γ. By Proposition 5.3.4 the flow St
exists and is a decay diffeomorphism for an interval (−T.T ), we will assume
that T =∞.
Suppose that K : Dρ
1
→ M ∈ Aρ
1
,c,Γ((Tl)N) is an analytic whiskered
embedding for St. Suppose that X has a complex analytic extension in a neigh-
borhood of the torus K((Tl)N), i.e. there exists ρ2 such that X is analytic on
{z ∈M | |z −K(θ)| ≤ ρ2 for some θ with | Im (θn)| < ρ1,n for all n} (5.78)
Define A(θ) := DF (K(θ)) and the operators Ac,s,u(θ), all of which act on the
space of localized vectors `∞c,Γ, by
Ac,s,u(θ) := Πc,s,uK(θ+ω)DSt(K(θ))|Ec,s,uK(θ) (5.79)






,c,Γ < 1 (5.80)
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We will assume that:
1) A(θ) is invertible for any θ ∈ Dρ
1
2) L+ 1 ≤ r
Under these assumptions, we can find analytic maps P,W : Dρ
1
× (Bρ2 ⊂
`∞c,Γ(Zd))→ `∞c,Γ(Zd) where Bρ2 is a neighborhood of the origin, P is a polyno-
mial in s, W,P ∈ Aρ
1
,ρ2,c,Γ(Dρ1 ×Bρ2)
W (θ, 0) = K(θ) (5.81)
P (θ, 0) = 0 DP (θ, 0) = As(θ − ω) (5.82)
Finally, the stable fiber W sK(θ) := W ({θ}×Bρ2) is the unique analytic invariant
manifold that is tangent to the linear subspace EsK(θ) and as a consequence of






Remark 5.3.2. The proof of Theorem 5.3.5 only requires that St0 satisfies the
conditions of Theorem 5.3.2 for a time t0. We chose to state 5.3.5 the way we
did since it uses the same notion of a whiskered torus in the case of flows for
lattice systems with localized interactions considered in [33].
Proof: Our assumptions imply that K is a whiskered embedding for St0
for any t0. Fix t0 ∈ R and denote by W s the stable manifold for the torus con-
structed in Theorem 5.3.1, and let {W sK(θ) | θ ∈ (Tl)N} be the corresponding
stable fibers, that is W sK(θ) = W ({θ}, Bρ2) where W is the parameterization
constructed in Theorem 5.3.1.
139
We wish to show that W s is in fact the stable manifold of K((Tl)N) for









We exploit the uniqueness assertions in Theorem 5.3.1 to prove that M(θ) =






Moreover, we also have
St0M(θ) = St ◦ St0W sK(θ) = St(W sK(θ+t0ω)) = M(θ + t0ω) (5.86)




St0M(θ) = M(θ + t0ω)
(5.87)
and hence the uniqueness assertions of Theorem 5.3.1 imply that StW
s
K(θ) =
W sK(θ+tω) as needed.

5.4 Proof of Theorem 2
We will prove Theorem 5.3.1 for F n for fixed n > 0 instead of F itself. The




where µ1 < 1, and hence if n is large enough, A
s(θ) is a contraction for each
θ. Moreover, the stable manifold the whiskered torus K is the same for the
map F n and F , that is
W sK(θ)(F
n) = W sK(θ+nω)(F ) (5.88)
Thus, we will need the following lemma
Lemma 5.4.1. W sF = W
s
Fn
Proof: Let am = d(F
m(x), Fm(K(θ))), where x is a point on W sFn . It
suffices to show that am → 0 as m→∞.
We are assuming that amn → 0 as m→ 0, so for any ε > 0 there is an










where Lf = supd(z,TN)<1 ‖DF (z)‖ is the Lipschitz norm for all points of distance




for j = 1, · · · , n− 1.
We know that aMn+n = a(M+1)n < ε and hence we can repeat the same
argument to obtain a(M+1)n+j < L
j
fε for j = 1, · · · , n−1. We can assume that






for all j ∈ N since Lf > 1. Thus for every ε > 0 there is an M such that
ak < L
n
f ε for k > Mn, which proves the claim.

We assume that a solution W (θ, s) of (5.48) exists and that we can
write
W (θ, s) = W≤ +W> =
L∑
i=0
Wθ,i(s, . . . , s) +W
>
P (θ, s) =
L∑
i=0
Pθ,i(s, . . . , s)
(5.92)
Where Wθ,i, Pθ,i are polynomials in s, which is to say that they are
i−multi-linear functions in s and W> vanishes up to order L in s.
The following Proposition is fundamental for our purposes. It states
that we can solve (5.48) up to order L.
Proposition 5.4.2. Assuming the hypotheses of Theorem 5.3.1, then








Pi,θ(s, . . . , s)
(5.93)






P are of degree not larger than L, are in Aρ
1
,ρ2,c,Γ for any ρ2 > 0 and ρ1
satisfying K ∈ Aρ
1
,c,Γ and
F (W≤(θ, s)) = W≤(θ + ω, P≤(θ + ω, s)) + o(|(θ, s)|L) (5.94)
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Finally, we also have that
W (θ, 0) = K(θ) (5.95)
P (θ, 0) = 0 DP (θ, 0) = As(θ − ω) (5.96)
To prove Proposition 5.4.2 we will need the following





k,A,B acting on the space S
k
ρ,c,Γ that are defined by
(LωBM)(θ)(x1, . . . , xk) = B(θ − ω)M(θ − ω)(x1, . . . , xk)
(Rk,ωA M)(θ)(x, . . . , xk) = M(θ)(x1, . . . , A(θ − ω)xk, . . . , xk)
(Lωk,A,BM)(θ)(x1, . . . , xk) = B(θ − ω)M(θ − ω)(A(θ − 2ω)x1, . . . , A(θ − 2ω)xk)
(5.97)
We have the following spectral inclusion
Spec(Lωk,A,B, S
k






Moreover, we also have that 1 /∈ Spec(Lωi,As,(Ac⊕u)−1).
Remark 5.4.1. Lemma 5.4.3 is an important way in which our proof differs
from [16]. In the present work, Lemma 5.4.3 states that we are able to deduce






In contrast, since the main theorems in [16] are stated for fixed points
and normally hyperbolic invariant manifolds and not whiskered tori, the anal-
ogy of Lemma 5.4.3 is easier to state. Indeed, Proposition 3.2 in [16] relates the
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spectrum of certain operators LB, Lk,A,B and R
k
A in terms of the spectrum of
A and B directly. More specifically, the operators considered in [16] do not de-
pend on θ, and this allows them to prove Spec(Lk,A,B) ⊂ Spec(B)( Spec(A))k.
In our case one cannot directly relate the spectrum of Lωk,A,B to the spectrum
of A and B. Nevertheless, Lemma 5.4.3 in the present paper is sufficient for
our purposes since the crucial property that is needed to prove an inductive
result such as Proposition 5.4.2 both in this paper and in [16] is that 1 /∈
Spec(Lωi,As,(Ac⊕u)−1).














A · · ·R
k,ω
A , and
moreover the operators LωB,R
k,ω
A commute. Moreover, Spec(R
k,ω
A ) = Spec(R
1,ω
A ).
Hence using the general fact that Spec(AB) ⊂ Spec(A)Spec(B) [65] for any
commuting elements of a Banach algebra, we obtain
Spec(Lωk,A,B, S
k






It remains to show that Spec(LωB, S
k











ρ,c,Γ) ⊂ Spec(LωB, S1ρ,c,Γ) suppose
that λ /∈ Spec(LωB, Skρ,c,Γ), that is we can solve
Mn(θ)(B(θ − ω)x1, . . . , xk)− λMk(θ)(x1, . . . , xk) = Nk(θ)(x1, . . . , xk) (5.99)
where Mk is the unknown. We now show that this implies that we can solve
M1(θ)(B(θ − ω)x1)− λM1(θ)(x1) = N1(θ)(x1) (5.100)
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for M1. To this end, we extend N1 to a multi-linear operator Ñ1 as follows:
choose a linear functional fθ such that f(x
∗) = 1 for some x∗. Then
Ñ1(x1, . . . , xk) := N1(x1)f(x2) · · · f(xk) (5.101)
Note that ‖Ñ‖ = ‖N‖, and hence this extension is bounded. We can solve
(5.99) where Nk is taken to be Ñ1, and let the solution be called M̃1. Then
plugging in x∗ into the last k − 1 arguments into M̃1, Ñ1 we have
M̃1(θ − ω)(x1, x∗, . . . , x∗)− M̃(θ)(x1, . . . , xk) = N1(θ)(x1)f(x2) · · · f(xk)
(5.102)
Then M1(θ)(x) := M̃1(θ)(x, x
∗, . . . , x∗) solves (5.100). The same proof works
for Rk,ωA .
Finally, to show that 1 /∈ Spec(Lωi,As,(Ac⊕u)−1), it suffices to show, by
(5.98) that
λc⊕u 6= λs1 · · ·λsn (5.103)




ρ,c,Γ), i = 1, . . . , k.
Since we are working with F n and not F , we have λsi ≤ Ch(µ1)n and 12Ch(µ3)n ≤










n → 0 as n→∞ since µ1µ3 < 1, which is a contradiction. 
Proof of Proposition 5.4.2: That we can solve for the i = 0, 1 terms is,
as we now explain, a consequence of our assumption that K is a whiskered
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embedding. More precisely, to solve for Wθ,0, Pθ,0 we substitute (5.92) into
(5.48) and evaluate at s = 0, and we obtain
F ◦Wθ,0 = Wθ+ω,0 ◦ Pθ+ω,0 (5.105)
Which is solved by taking Wθ,0 = K(θ) and Pθ,0 = 0.
To solve for Wθ,1, Pθ,1 we differentiate (5.48) at a point (θ, 0) to obtain
DF ◦Wθ,1 = Wθ+ω,1Pθ+ω,1 (5.106)
Recall that the projections ΠsK(θ) satisfy
DF (K(θ))ΠsK(θ) = Π
s
K(θ+ω)DF (K(θ)) (5.107)
Thus to solve (5.106) it suffices to take Wθ,1 = Π
s
K(θ) and Pθ,1 = A
s(θ − ω),
both of which are in S1ρ
1
,c,Γ. Note that this choice for Wθ,1 is not unique since,
for instance, we could have also chosen Wθ,1 = σΠ
s
K(θ), for σ ∈ R.
For i > 1, we will solve for Wi,θ, Piθ inductively. Taking the i
th deriva-
tive of (5.48) we obtain






where ri is a polynomial expression in Wθ,j, Pθ,j,j ≤ i − 1, and F and its
derivatives up to order i. The fact that each term in (5.108) belongs to Skρ
1
,c,Γ
is a consequence of Lemma 5.2.2. We will consider the projections of the
equations onto EsK(θ) and E
c
K(θ) ⊕ EuK(θ). If we let W si,θ = ΠsK(θ)Wi,θ,W
c⊕u
i,θ =
ΠcK(θ) ⊕ ΠuK(θ)Wi,θ and similarly for Pi and ri, then the projected equations
become
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The first of these equations can be solved by taking W si,θ = 0 and
P si,θ = −ri, while the second equation requires a bit more work. We first start










Thus if we show that LAc⊕u−Lωi,As,Id is invertible then we can conclude
that choosing W si,θ = 0 allows us to uniquely determine W
c⊕u
i,θ . Using the
general fact that ((LB)
−1W )(θ) = (B(θ))−1W (θ) we have





Thus, by Lemma 5.4.3 and the assumptions of Theorem 5.3.1 imply that 1 /∈
Spec(Lωi,(As),(Ac⊕u)−1), it follows that LAc⊕u − Lωi,As,Id is invertible. 
5.4.1 Formulation as a fixed point problem
In this section we will use the fact that we can write W = W≤ + W>, where
W> vanishes up to order L in the variable s. We will solve an equivalent form
of (5.48), namely if we let G(s, θ) = F (K(θ) + s), then we will solve
G(θ,W1(θ, s)) = G(θ, 0) +W1(θ + ω, P (θ + ω, s)) (5.112)
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Where W1(θ, 0) = 0 for all θ. Note that W1 solves (5.112) if and only if
W := K(θ) +W1 solve (5.48). The advantage of working with (5.112) is that
there is a nice scaling of this equation that is not present in (5.48). Namely
if we consider Gδ(θ, x) := 1
δ
G(θ, δx) and similarly for W1 and P we have that
(5.112) holds in Dρ
1
×Bδ if and only if
Gδ(θ,W δ1 (θ, s)) = G
δ(θ, 0) +W δ1 (θ + ω, P
δ(θ + ω, s)) (5.113)
holds in Dρ
1
×B1. The idea is to scale only in the directions non-tangential to
the torus, which does have a natural interpretation for G, W1 and P , though
does not have a natural interpretation for F , which is one important subtlety
in why we chose to slightly modify the problem.
This choice of scaling also has the following crucial property: letN(θ, s) :=
G(θ, s) − G(θ, 0) − DsG(θ, 0)s. Then ‖N‖Crs ((Tl)Nρ×B(1)) → 0 as δ → 0. This
will allow us to obtain better estimates when solving the fixed point equation
we consider. Note also that the domain of analyticity ofG isDρ1×Bρ2 while the
domain of analyticity was {z ∈M | |z−K(θ)| ≤ ρ2 for some θ with | Im (θn)| <
ρ1,n for all n}
Note that solving (5.48) up to order L is equivalent to solving (5.112)
up to order L. Thus we can assume that we have W≤1 and P , polynomials in
s that solve (5.112) up to order L. Now we will write a fixed point equation




1 solves (5.112). To this end we
note that we have the following Taylor expansion for G










Assuming that W1 solves (5.112) then
G(θ, 0) +W1(θ + ω, P (θ + ω, s))










Rearranging terms and defining Qω := (Id, P ) ◦ (Tω, Id) we have










If we define the operator S by
SH := DF (K(θ))H −H ◦Qω
then the idea to formulate the problem of finding W>1 via a fixed point argu-
ment becomes clear: If we can show that S is invertible then (5.116) becomes
W>1 =S





The invertibility of S
We start by defining an appropriate space functions in which W> lies to guar-
antee that S is invertible. Given a decay function Γ and an positive integer `
we will consider the norm on functions that vanish up to order l in the variable
s
‖H‖Ωρc,Γ,` := max0≤i≤`+1 ‖D
i
sH‖C0c,Γ(Dρ×B1) (5.118)
and consider the space
Ωρc,Γ,` =
{
H : Dρ ×B1 →M | H is analytic on Dρ ×B1,
DksH(, θ, 0) = 0 for k ≤ 0 ≤ ` and ‖H‖Ωρc,Γ,` <∞
}
(5.119)
where by Ds we mean the derivative with respect to the s component. As the




Lemma 5.4.4. Under the assumptions of Theorem 5.3.1, the operator S pre-
serves the space Ω
ρ
1
c,Γ,L (i.e. x ∈ Ω
ρ
1










c,Γ,L is a bounded invertible operator, with a bounded
inverse and ‖S−1‖ can be bounded by a constant independent of the scaling
parameter δ.




clear that Dis(SH)(θ, 0) = 0 for i = 1, . . . , L since H has this property and
Q(θ, 0) = 0. Moreover, we claim that the Ω
ρ
1
c,Γ,L norm of each term defining S,
namely DF (K(θ))H and H ◦Qω, are finite. Indeed, ‖DF (K(θ))H‖Ωρ1c,Γ,L <∞




For the H ◦Qω term note that Qω(θ, 0) = 0 and DQω(θ, 0) = As(θ−ω),
which is a contraction. Hence, for a small enough scaling parameter, the
image of Qω lies in the domain of H, and hence Proposition 5.2.3 implies that




We solve the equation
SH = η (5.120)
where H is the unknown and η is known. This is equivalent to
H = A(θ)−1H ◦Qω + A(θ)−1η (5.121)






is a solution. We justify this formal solution by showing that
∞∑
j=0





By the Faa-di-Bruno formula we have







sη] ◦Qjω)Dk1s Qjω · · ·Dkis Qjω (5.124)
where σi,kk1,...,ki are explicit combinatorial coefficients. Using (5.124) with k =
L+1 we will obtain the desired estimates. First, we need to estimate each term
and factor appearing in (5.124). Since Qω(θ, 0) = 0 and DQω(θ, 0) = A
s(θ−ω)
we can, by our scaling assumptions, choose a scaling parameter and ε > 0 small




















,c,Γ < 1 by our assumption on L. Since we
want estimates on DkQjω we use the fact that Q is a polynomial in s to say
that, for (θ, s) ∈ Dρ
1
×B1





for k = 0, 1, . . . , L and j = 0, 1, 2, . . . Now we need to estimate the factor










From (5.127) we deduce that the image of Dρ
1
× B1 under the map Qjω is
contained in Dρ
1
× Bρ2 where ρ2 = (‖A‖ρ1,c,Γ + ε)








‖(‖A‖ρ1,c,Γ + ε)(L+1−i)j (5.129)





























,c,Γ < 1 we conclude that (5.123) holds.

5.4.2 Solving the fixed point equation





where T is defined by
T(W>1 ) =S





We now show that T is a contraction is a suitably chosen space of functions.
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Lemma 5.4.5. Under the assumptions of Theorem 5.3.1 and under the scaling




, of Ωρ1c,Γ,L into itself
and is a contraction. Therefore T has a fixed point W> in the closed unit ball
of Ωρ1c,Γ,L.
Proof: First we show that T maps points in B ρ2
3
to Ωρ1c,Γ,L. The more
refined estimate that T maps B ρ2
3
to itself will be proven later. By choosing a
small enough scaling parameter, we can assume that W≤1 is arbitrarily close to
the identity and Qω to be arbitrarily close to A
s. Thus if W>1 is in B ρ23 , then
the image of W≤1 + W
>
1 lies in the ball of radius Bρ2 , and recall that N(θ, s)
is assumed to be analytic on Dρ1 × Bρ2 . Thus, by Proposition 5.2.3 we can
conclude that N ◦ (θ,W≤1 +W>1 ) is in Ω
ρ1
c,Γ,L.
The other terms DF (K(θ))W≤1 is in Ω
ρ1
c,Γ,L because the multiplying fac-
tor ofDF (K(θ)) does not depend on s, and sinceQω(θ, 0) = 0 andDQω(θ, 0) =
As(θ − ω) it follows that W≤ ◦Qω is also in Ωρ1c,Γ,L.
We show that T is a contraction. For W>1 and W
>
1 + ∆ in the closed
until ball of Ωρc,Γ,L We have the incremental formula















Taking the (L+ 1)-derivative of (5.133) in the s variable we obtain
‖T(W>1 + ∆)− T(W>1 )‖Ωρc,Γ,L ≤ C‖N‖CL+2x ‖∆‖Ωρc,Γ,L (5.134)
Since ‖N‖CL+2x → 0 as the scaling parameter goes to zero, we conclude that T
is a contraction for sufficiently small values of the scaling parameter.
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Now we show that T maps B ρ2
3
⊂ Ωρc,Γ,L into itself. For ‖W>1 ‖Ωρc,Γ,L ≤ 1
we have
T(W>1 ) = T(0) + (T(W
>
1 )− T(0))
= (S−1[−G(θ,W≤1 ) +G(θ, 0) +W
≤
1 ◦Qω]) + (T(W>1 )− T(0))
(5.135)
Since ‖S−1‖ is independent of the scaling parameter, we can say that the first
term can be made as small as we wish with a small enough scaling parameter,
and the second term has norm smaller than ρ2
3
since W>1 does and T is a
contraction.

5.4.3 Proof of the uniqueness of the manifold and the functions P
and W
In this section we prove the uniqueness result stated in Section 5.4.3. In
the proof of Proposition 5.4.2, we saw that there was a lack of uniqueness in
solving for Wi,θ. However once we chose Wi,θ and Pi,θ for 1 = 1, . . . , L we






and P that satisfy the conclusions of Theorem 5.3.2. That conditions 1-4
of Theorem 5.3.3 guarantee that W and P thus follows from the proof of
Proposition 5.4.2 and the fact that W> is unique.
Now we want show that uniqueness of the manifold itself. Indeed, let












Moreover, consider the Taylor series up to order L and write Wθ =
∑L
i Wi,θ +




i,θ = 0 for i = 2, . . . , L, then
the proof of Proposition 5.4.2 implies that this choice of W si,θ, i = 1, . . . , L
determines uniquely W c⊕ui,θ for i = 1, . . . , L, and the proof of Lemma 5.131
then implies that W> is also determined uniquely by W si,θ, i = 1, . . . , L.
We now want to use this observation to prove that the manifoldW ({θ}×
B1) constructed in the proof of Theorem 5.3.1 is unique amont all manifolds
that are invariant under F and, tangent to EsK(θ) and admit an analytic pa-
rameterization that decay like Γ. Indeed, suppose that Vθ ∈ Aρ1,ρ2,c,Γ is an
embedding of an invariant manifold, the image of DVθ(0) is E
s
K(θ) and the




θ )then by the implicit
function theorem we know that V sθ is invertible in a neighborhood of the ori-
gin. Thus if we let H = V c⊕uθ ◦ (V sθ )−1, then the image of Vθ is the same as
the graph of H. Since the graph of H is invariant we can conclude that
F c⊕u ◦ (Id, H) = H ◦ F s ◦ (Id, H) (5.138)
Thus, it follows that Equation (5.48) holds if we take W = (Id, H) and R =
F s ◦ W . Moreover, W = (Id, H) satisfies W s1,θ = Πsθ and W si,θ = 0 for i =






Appendix on Deformation Theory
In this section we recall some facts from deformation theory that we used.
The treatment here follows [19] and we refer the reader to [74] for more details
on the subject. Let M be a manifold. Suppose we have a family of diffeo-
morphisms fa : M → M , where a lies in some (possibly infinite) interval. In
the context of proving Theorem 2.2.1 the variable a corresponded to the time
variable t, whereas in the context of Theorem 2.3.3 we used the perturbation
parameter ε. Hence, we use a as a neutral symbol for the parameter of the fam-
ily in this section to avoid confusion in our two different uses of deformation
theory.




fa = Fa ◦ fa (A.1)
Conversely, given a C1 vector field Fa and some initial conditions f0, we can
determine uniquely fa by the theory of ODE’s.
Note that we can think of Fa as an ”infinitesimal diffeomorphism”.
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Many functional equations that are non-linear and non-local when formulated
in terms of fa become linear and local when formulated in terms of Fa. Hence,
it is equivalent to speak of the family fa or of (Fa, f0).
Proposition A.0.6. If fa, ga : M → M are diffeomorphisms and Fa, Ga are
their generators, then we have
(1) If we define ha = ga ◦ fa, then its generator Ha is given by
Ha = Ga + (ga)∗Fa
where (ga)∗ is the push-forward:
(ga)Fa = Dga ◦ g−1a Fa ◦ g−1a = (DgaFa) ◦ g−1a
(2) If ga ◦ fa = Id then
Ga + (ga)∗Fa = 0
The proof of this proposition simply involves recalling the definition of
Ha. With this, we can now state the following proposition, that asserts that
the existence of a Hamiltonian Fa that generates fa. We used this proposition
several times to prove Theorems 2.2.1 and 2.3.1.
We will now consider the case when fa are exact symplectic and show
that they have an associated Hamiltonian.
Proposition A.0.7. Let fa be a smooth family of exact symplectic diffeomor-
phisms. We have
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If f0 is exact symplectic, then fa is exact symplectic if and only if there
exists a family of functions Fa : M → R such that:
iFaω = dFa
Proof:
By the definition of fa being exact symplectic, we know that there
exists a family of primitive functions P fa which satisfy
f ∗a (α) = α + P
fa











The right side of the equation is the Lie derivative of α with respect to the







= f ∗a (iFadα + diFaα)
And hence, by rearranging terms we have that



































Now we derive a formula for the Hamiltonian generating ha = ga ◦ fa
in terms of Fa and Ga.
With this we can now state the following proposition that tells us how
to compute the Hamiltonian of the composition and inverses of families of exact
symplectic diffeomorphisms was needed in both Theorems 2.2.1 and 2.3.3
Proposition A.0.8. If fa : M → M and ga : M → M are exact symplectic
diffeomorphisms generated by their Hamiltonians Fa : M → R and Ga :→ R
respectively, then we have:
(1) If we define ha = ga ◦ fa, its Hamiltonian Ha is given by
Ha = Ga + Fa ◦ g−1a
(2) If ga ◦ fa = Id then
Ga + Fa ◦ g−1a = 0
Proof: By Prop. A.0.7 we have that
iHaω = iGa+(ga)∗Faω = Ga + i(ga)∗Faω
Now we compute that
(i(ga)∗Faω)(v) = ω(Dga ◦ g−1a Fa ◦ g−1a , v)
Since g−1a is symplectic we can furthermore say that
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ω(Dga ◦ g−1a Fa ◦ g−1a , v) = ω(Dg−1a Dga ◦ g−1a Fa ◦ g−1a , Dg−1a v)
= ω(Fa ◦ g−1a , Dg−1a v)
(A.2)
However, by the definition of Fa we have that
ω(Fa ◦ g−1a , Dg−1a v) = dFa ◦ g−1a ·Dg−1a v = d(Fag−1a ) · v




which thus completes the proof of the proposition. 
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