Wave functions for the homogeneous electron gas, a germanium pseudosolid, and a germanium pseudoatom are optimized using the method of variance minimization. Forms for the Jastrow factor which are convenient to optimize and may be evaluated rapidly are devised and tested and we stress the advantages of using expressions which are linear in the variable parameters. For each system studied we have performed variational and diffusion quantum Monte Carlo calculations to test the accuracy of the optimized wave functions. The results of our study are very promising for future applications of quantum Monte Carlo methods to real materials.
I. INTRODUCTION
The optimization of approximate many-body wave functions is central to the development of quantum Monte Carlo ͑QMC͒ techniques. In the variational quantum Monte Carlo ͑VMC͒ method 1,2 the energy is calculated as the expectation value of the Hamiltonian with an approximate wave function, the multidimensional integrals being evaluated via a Monte Carlo method. The variational principle guarantees that the energy obtained in the limit of an infinite VMC run ͑i.e., perfect integration͒ is an upper bound to the true ground state energy. In the diffusion quantum Monte Carlo ͑DMC͒ method, [3] [4] [5] propagation of the imaginary-time Schrödinger equation is used to generate a probability distribution from which highly accurate energies can be calculated. Importance sampling is used, in which a guiding wave function is introduced to bias the sampling towards regions where the wave function is large, thereby reducing the variance of the estimate of the energy. In applications to large systems the fixed-node 4, 6 and short-time 3 approximations are also used. The approximate wave function used in a VMC calculation ͑which also serves as the guiding wave function in a DMC calculation͒ normally contains variable parameters which may be optimized to improve its quality.
In both the VMC and DMC methods the role of the approximate/guiding wave function is crucial. The quality of the guiding wave function affects the accuracy of the DMC energy via the fixed-node approximation ͑i.e., how closely it approximates the nodal structure of the exact wave function͒.
In practice a more important issue for large systems is that the quality of the guiding wave function determines the variance of the estimate of the energy. The issue of statistical noise is particularly important in DMC calculations because the computational demands are roughly an order of magnitude more than for a VMC calculation using the same approximate/guiding wave function. Moreover, expectation values of operators which do not commute with the Hamiltonian are normally evaluated using the method of mixed estimation, 3 which requires both the VMC and DMC expectation values and gives results which depend on the quality of the approximate/guiding wave function.
In this paper we report an investigation of wave function optimization using the method of minimization of the variance of the energy. 7 We have studied three systems: the homogeneous electron gas ͑HEG͒, diamond-structure germanium with local pseudopotentials representing the ion cores, and the ground state of the corresponding germanium pseudoatom. Homogeneous systems are important in condensed matter theory because they are the simplest extended systems and they serve as a good testing ground for more realistic systems. We have developed a correlated wave function for the HEG which is accurate and allows for efficient optimization and rapid evaluation within a QMC calculation. We have used the electron correlation function developed for the HEG in calculations on diamond-structure germanium, adding a one-body term to introduce additional variational freedom in the charge density. Finally, we have studied the germanium pseudoatom. The issue of most interest here is whether employing wave functions of similar flexibility in the pseudoatom and pseudosolid results in a large enough cancellation of errors to give a good value of the cohesive energy. For each of the three systems studied, the accuracy of the optimized wave functions is gauged by comparing with DMC results obtained using the optimized wave functions as guiding functions.
II. OPTIMIZATION BY MINIMIZATION OF THE VARIANCE OF THE ENERGY
One method of wave function optimization is to vary a set of parameters within the wave function so as to minimize the energy. Proper application of this method for a parametrized wave function gives the best ͑lowest͒ value for the energy of the system, but it may give poor values for other expectation values. If the energy is minimized then the local energy may be too high in some regions of configuration space and too low in others, so that the overall quality of the wave function is poor. This type of behavior contributes to the variance of the energy and therefore, minimization of the variance tends to give a better fit for the wave function as a whole, so that satisfactory results are obtained for a range of quantities, including the energy. 7 Furthermore, the variance of the energy is zero for an eigenfunction and positive for an approximate wave function, and therefore the quantity to be minimized has a well-defined minimum value. The method of variance minimization was first applied to quantum mechanical problems in the 1930s. It was first used in QMC calculations by Coldwell, 8 and some of the most impressive QMC applications have been by Umrigar et al. 7, 9 We write the variance of the energy as
where Ĥ is the Hamiltonian and ⌿ T is the approximate/ guiding wave function, which is to be varied. The sum is over the 3N-dimensional electron configurations, R ␣ , and ͗E L ͘ is the average energy,
where the reweighting factors, w(␣), are given by
͑3͒
The electron configurations are sampled from the starting distribution ͉⌿ T 0 ͉ 2 . This ''correlated sampling'' approach gives a good estimate of the difference in variance between wave functions corresponding to different sets of parameters. The process can be used iteratively by using the optimized set of parameters to regenerate configurations which are then used to perform a new optimization. This is useful when the reweighting factors differ significantly from unity. The nonlinear optimizations over the multidimensional parameter spaces were performed using the NAG routine E04FCF. This works by finding the unconstrained minimum of a sum of squares, as in Eq. ͑1͒, using a modified Newton algorithm that requires the function values only.
III. APPROXIMATE/GUIDING WAVE FUNCTIONS FOR VMC AND DMC CALCULATIONS
The approximate wave functions used in VMC calculations and the guiding wave functions used in DMC calculations are usually chosen to be of the Slater-Jastrow form:
where D ↑ and D ↓ are Slater determinants of spin-up and spin-down single-particle orbitals, respectively. This form is not antisymmetric on exchange of electrons of opposite spin, but is convenient to use. Explicit antisymmetrization does not alter the expectation values of symmetric spinindependent operators such as the Hamiltonian, but would result in the replacement of two small determinants by a single large determinant, which would be computationally inefficient. The function u(r i ,r j ) in the Jastrow factor correlates the motion of pairs of electrons, and (r i ) is a one-body function. For each of the systems considered we have used somewhat different choices for u, , and D, which will be described below.
In previous QMC calculations a variety of different functional forms for u and have been used. For QMC calculations on solids the form for u has usually been restricted to functions depending only on the distance between electrons, a common form being a Yukawa function,
where r i j is the distance between electrons i and j, i denotes the spin of electron i, and A and F i , j are constants. In calculations using periodic boundary conditions the sum over electron pairs includes the infinite set of images of each electron. Normally the cusp conditions 11 are imposed which constrain the form of the wave function as r i j →0, and lead to F i , j ϭͱ2A for parallel spins and F i , j ϭͱA for antiparallel spins. The only free parameter in u is then A which can be used as a variational parameter or set equal to ͱ⍀/4N, where N/⍀ is the number of electrons per unit volume. This choice for A is motivated by work on the homogeneous electron gas, which showed that at large electron separations u should have a 1/r i j dependence with a coefficient of 1/ p , where p is the plasma frequency. 12, 13 An alternative form for u in the HEG has been obtained within the random phase approximation. 14 QMC calculations for light atoms and molecules are simpler than for solids, and therefore more extensive investigations of different correlation factors have been undertaken. The Boys-Handy correlation factor, 15 which correlates the motion of two electrons with the position of a nearby nucleus, and variants thereof, have been used by several authors, and a similar correlation function has been applied to a solid by Mitas and Martin. 16 In many QMC calculations, local density approximation ͑LDA͒ or Hartree-Fock ͑HF͒ orbitals have been used to construct the determinants in Eq. ͑4͒. A determinant of LDA or HF orbitals generally gives quite a good description of the charge density, but the addition of the correlation function, u, in Eq. ͑4͒ strongly modifies the charge density. The effect of u is to keep the electrons further from one another, thereby smoothing the charge density. The single-body function allows the electronic charge density to be altered in the presence of the u function. 17, 18 Fahy et al. 17, 18 used a form for which returned the charge density towards the LDA charge density. Fahy has recently developed a method for obtaining from u based on the random phase approximation which does not require an optimization and gives good results.
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IV. WAVE FUNCTION OPTIMIZATION FOR THE HOMOGENEOUS ELECTRON GAS
Recently we introduced a method for evaluating the expectation value of the Coulomb interaction in homogeneous systems which relies on the short range of the exchangecorrelation hole. 20 This method allows accurate results to be obtained without summing the interactions over periodic images of the simulation cell, thereby reducing the computational cost significantly and leaving the evaluation of the Jastrow factor as the most time consuming part of the calculation. Therefore, we have sought a form for u which is accurate yet convenient for optimization purposes and can be evaluated rapidly within a QMC calculation.
The u function that we have developed is similar to one used earlier for the HEG by Ortiz and Ballone. 21 In common with Ortiz and Ballone we use a spherically symmetric u function which is short ranged so that it need not be summed over simulation cells. This u function folds in the long-range behavior of the Jastrow factor in an approximate manner, and therefore depends on the size of the simulation cell, as well as on the electron density of the system. For each electron pair the separation vector r i j is reduced to its minimum length ͑by subtraction of supercell lattice vectors͒ giving the vector between electron i and the nearest periodic image of electron j. The precise form for u that we have used is different from that used by Ortiz and Ballone, and our form has certain advantages which will be described below. We demand that u obeys the following conditions: ͑i͒ u(r) satisfies the cusp conditions as r→0; ͑ii͒ u(r) is continuous and has a continuous first derivative for all rϾ0; ͑iii͒ u(r) is linear in the variable parameters.
The only condition that u(r) must satisfy for our QMC procedures to work is condition ͑ii͒ given above. If this condition is not obeyed then the kinetic energy estimator, T i ϭ 1 4 ٌ i 2 ln⌿, will have ␦ functions at the discontinuities, which will be missed by the sampling procedure. To ensure continuity of the first derivative of u(r) for rϾ0 we require that uЈ goes ͑almost exactly͒ to zero at the surface of the sphere of radius L WS inscribed within the Wigner-Seitz cell of the simulation cell. For rϾL WS we set u(r) and uЈ(r) equal to zero. We normally impose the cusp conditions on the first derivative of u at r→0 because this is a property of the exact wave function. In contrast to Ortiz and Ballone we do not impose continuity of the second derivative of u. We write u(r) as
where u 0 is a fixed function and f contains the variable parameters. We expand f as a linear sum of some basis functions, f k :
For the fixed part of u we choose
where F is chosen so that the cusp condition is obeyed and L 0 is chosen so that u 0 (L WS ) is effectively zero (Ͻ10 Ϫ6 ). Typically we choose L 0 ϭ0.25L WS and A is fixed by the plasma frequency. The function u 0 is chosen to give a good description of the correlation so that the variable part of u is small. For the variable part we choose
͑9͒
where B and the ␣ l are variational coefficients, T l is the lth Chebyshev polynomial, and
so that the range (0,L WS ) is mapped into the orthogonality interval of the Chebyshev polynomials, (Ϫ1,1). The use of Chebyshev polynomials rather than a simple polynomial expression improves the numerical stability of the fitting procedure. The function f is the most general polynomial expression containing powers up to r M ϩ4 which satisfies the following conditions: ͑i͒ f Ј(0)ϭ0; ͑ii͒ f (rуL WS ͒ϭ0; ͑iii͒ f Ј(rуL WS ͒ϭ0.
Condition ͑i͒ ensures that u(r) obeys the cusp conditions, which are incorporated in u 0 (r). Addition of a constant to u(r) changes the normalization of the wave function but not its functional form, and condition ͑ii͒ eliminates this unimportant degree of freedom. Condition ͑iii͒ ensures continuity of the first derivative of u at rϭL WS .
To start the optimization process we perform a VMC run to produce the electron configuration data for the initial distribution ͉⌿ T 0 ͉ 2 . For each electron configuration, u(r) is summed over all distinct pairs of electron coordinates i and j in the simulation cell ͑with the separation vector reduced into the Wigner-Seitz simulation cell͒. For each configuration we write
Instead of storing the individual electron coordinates in each configuration we store the g k , which is sufficient because our functional form for u is linear in the variable parameters. This reduces the storage and CPU time needed for the minimization procedure, which requires no further summations over the electron coordinates when the values of the parameters, b k , are altered. The first and second derivatives of u, which enter the expression for the energy, are dealt with in a similar manner. These savings are very significant when dealing with a large number of electrons in the simulation cell, and for the HEG we have performed full minimizations with up to 338 electrons. We have optimized wave functions for the HEG at a range of densities from r s ϭ0.1 to r s ϭ10. Excellent results were obtained at all densities, but for brevity we present results only for r s ϭ1. We used a wave function of Slater-Jastrow type ͓cf. Eq. ͑4͔͒ where the determinants, D ↑(↓) , were constructed from the lowest energy plane waves at zero wave vector within the simulation cell Brillouin zone. The onebody function was set to zero and the u function of Eqs. ͑6͒-͑10͒ was used. Separate u functions for parallel and antiparallel spins were used, and we considered fcc simulation cells containing Nϭ30, 54, 178, and 338 electrons. In each case the numbers of up-and down-spin electrons were equal. Typically we used 10 000 electron configurations sampled from a VMC run of sufficient length to ensure that the chosen configurations are statistically independent.
The variance minimization procedure is stable for small N, but gradually becomes unstable as N increases. The problem arises because the reweighting factors, w(␣), in Eq. ͑1͒ deviate greatly from unity. Note that for a small change, ␦u, in the correlation factor, the local energy (⌿ T Ϫ1 Ĥ ⌿ T ) changes by an amount proportional to N 2 ␦u, but the reweighting factor is multiplied by a factor which is exponential in N 2 ␦u. For large N the behavior of the reweighting factor dominates the optimization process. One way to counteract this is to increase the number of configurations used, but this rapidly becomes impractical and we have found that it is better to reduce the importance of the reweighting factor. For Nу54 we set the reweighting factors equal to unity and generate several sets of configurations with successively better u functions until the procedure converges. This works because as the procedure converges the reweighting factors approach unity. At each iteration we allow only limited variations of the parameters which promotes the smooth convergence of the process. We have found this optimization procedure to be perfectly stable even up to the largest number of electrons studied (Nϭ338). Typically we use nine Chebyshev polynomials to represent f (r), which tests show to give essentially complete convergence for the systems studied. The minimization problem then has 20 parameters.
In Table I we show the energy and standard deviation, , of the energy as a function of system size, comparing our u function ͓Eqs. ͑6͒-͑10͔͒ with that of Eq. ͑5͒, which includes a sum over simulation cells, and with DMC results. Note that these values cannot be compared directly with those of other authors who use a different definition of the Coulomb energy of the finite simulation cell. In the limit of infinite system size these methods converge to the same energy, but for any finite size they are different, and the finitesize effects are smaller for our approach. 20 For the DMC calculations we used a time step of 0.01 a.u. and an average population of 640 configurations. After equilibration the averages were collected over 5000 moves of all the electrons. The results obtained using our new u function are of similar quality to those obtained with the u function of Eq. ͑5͒, but the new u function is much faster to evaluate. In Fig. 1͑a͒ we show the optimized spin-parallel u function for Nϭ338, together with the u function of Eq. ͑5͒ which is plotted in the ͓100͔ and ͓110͔ directions ͑for all other directions the u function lies between the values in these directions͒. In Fig. 1͑b͒ the derivatives of the functions are shown. These figures show that the two functions are similar, but the optimized u function exhibits a slightly smaller derivative at intermediate distances. The optimized spin-antiparallel u function shows similar behavior.
The reduction in computing cost from using our new u function is very significant. It is particularly effective when combined with our recently developed technique for evaluating the expectation value of Coulomb interactions in homogeneous systems. 20 This combination of techniques entirely eliminates the need for time-consuming sums over simulation cells, and the resulting algorithm is extremely fast, with the most costly remaining operation being the calculation of determinants which are evaluated for each electron move using the standard Sherman-Morrison formula to update the matrix of cofactors.
V. A CRYSTALLINE SOLID: GERMANIUM
Having studied the HEG we now apply our newly developed u function to a crystalline solid. We have chosen to study germanium in the diamond structure, with a local pseudopotential of Starkloff-Joannopoulos form 22 representing the Ge 4ϩ ions. In previous works 23, 24 we performed VMC and DMC calculations on diamond-structure germanium using similar techniques to here, but variance minimization was not used in those calculations. In the present calculations we have achieved a considerably greater degree of optimization of the approximate/guiding wave functions than in our previous work. We have studied a fcc simulation cell of diamond structure germanium containing 16 atoms. The single particle orbitals were obtained from a LDA calculation using a plane-wave basis set containing all waves up to a kinetic energy cutoff of 40 Ry. The calculations were performed at a non-zero wave vector of the simulation cell Brillouin zone using the techniques described in Refs. 23 and 24. These techniques incorporate the ideas of ''special k points'' which are used routinely in bandstructure calculations to improve the quality of the calculations.
The function was chosen to have the full symmetry of the diamond structure. We expand in a Fourier series:
where ͕G͖ are the reciprocal lattice vectors of the primitive lattice. When performing the minimization we use the symmetry of the crystal and write the Fourier series as a sum over stars of reciprocal lattice vectors:
͑13͒
where s labels a star of G vectors and P G is a phase factor associated with the non-symmorphic symmetry operations. In this expression each variable parameter, c s , appears only once, so the minimization is unconstrained. We discard the Gϭ0 term and also eliminate any terms whose coefficients are forced to be zero by the crystal symmetry. The Fourier series is linear in the variable parameters, so that we can perform the minimizations very efficiently as described in Sec. IV. For the u function we used the functional form of Eqs. ͑6͒-͑10͒ which was developed for the HEG. The u and functions are optimized simultaneously because they are strongly coupled. Typically we use six nonzero coefficients in Eq. ͑13͒ for the function and eight parameters for both the parallel-and antiparallel-spin u functions in Eq. ͑9͒ giving a total of 22 parameters in the minimization problem. Variance minimizations were carried out using 10 000-100 000 independent N-electron configurations, which were regenerated several times. The final energy of Ϫ107.69Ϯ 0.01 eV per atom is 0.08 eV lower than the result obtained using the ͑Ewald summed͒ Yukawa potential of Eq. ͑5͒ and the variance minimization procedure for , and 0.20 eV lower than the result obtained in our previous work using the Yukawa potential and Fahy's original prescription for . 17, 18 The energy of Ϫ107.69 eV per atom is only 0.34 eV per atom higher than the DMC result for this system of Ϫ108.03Ϯ 0.07 eV per atom quoted in Table I of Ref. 23 . ͑As discussed in Refs. 23 and 24, we estimate that about 0.12 eV of this energy difference is due to the basis set incompleteness error in the single-particle orbitals, which affects the VMC much more than the DMC result, and which could be eliminated by the use of a larger basis set or a smoother pseudopotential.͒
The optimized spin-parallel and spin-antiparallel u functions for germanium are similar to the Yukawa form in all directions. However, they have a smaller derivative at intermediate distances, exactly as observed in the HEG. The optimized function differs significantly from the original Fahy form, with some parameters changing by an order of magnitude. Altering the number of parameters in the optimization scheme revealed that six nonzero coefficients were sufficient to converge the function.
Recently we have performed similar optimization calculations using nonlocal pseudopotentials, which have yielded excellent results. We remark that the use of forms which are linear in the parameters is also advantageous in this case, as the extra integrations involved in using a nonlocal pseudopotential can be thought of as an increase in the number of electron configurations for this term in the energy.
In reality the electron correlation depends on the positions of all the electrons and all the atomic nuclei, rather than just on the distance between electrons, as we have so far assumed. As an attempt to include more complicated correlations we have investigated the effect of adding to the wave function a correlation function, u s , which correlates the motion of two electrons with the position of a nearby atomic nucleus. The variables of our correlation function are the distances, r 1 and r 2 , of the electrons from the nucleus and the distance, r 12 , between the electrons. This function will not help us describe the very short-ranged electron-electron correlations which lead to the cusp conditions and which depend only on the distance between the electrons, r 12 , but instead we hope it will help us to describe the intermediate range intra-atomic correlation effects. For the full correlation function we add to this the correlation function of Eqs. ͑6͒-͑10͒, which takes care of the cusp conditions and allows for long-range correlations. For the solid we sum u s over the different atomic nuclei or ions, I, so that for each pair of electrons the correlation part of the wave function becomes u͑r 12 
where
and we enforce ␣ i jk ϭ␣ jik to preserve the symmetry under interchange of electron coordinates. Note that an expansion of Eq. ͑18͒ about r 1 ϭr 2 ϭr 12 ϭ0 gives the same first term as the Boys-Handy expression.
We have performed a variance minimization for diamond structure Ge using the u and u s functions of Eqs. ͑6͒-͑10͒ and ͑18͒, and the function of Eq. ͑13͒. We used eight parameters for the spin-parallel and spin-antiparallel u functions, eight parameters for each of the u s functions, and six parameters for the function, giving a total of 38 parameters in the wave function. The variance minimization was carried out over 100 000 independent configurations, which were regenerated several times. The final u s function was very small and lowered the energy by only 0.01 eV per atom, and reduced the variance by only 1%. The type of correlations represented by u s are therefore unimportant in this system.
VI. THE GERMANIUM PSEUDOATOM
The energy calculated within a VMC framework is an upper bound to the true energy of the system. When calculating energy differences it is important to use wave functions of similar quality for the different systems so that there is a strong cancellation of errors. This feature is common to many electronic structure methods. For instance, in band structure methods the errors due to incomplete basis sets are often large, but if sufficient care is taken it is often possible to calculate energy differences with high precision. A severe test of such cancellation is provided by the cohesive energy of a solid, which is the difference in energy between the solid and its constituent atoms. We have calculated the groundstate energy of the germanium pseudoatom using the same pseudopotential as for our solid calculations, and using a wave function of, as near as possible, the same quality as in the solid calculations.
The ground state of the germanium atom is a 3 P configuration. The orbitals for the determinant were obtained from a LSDA calculation for the atomic ground state. We have used spherically symmetric functions for both up-and downspin electrons of the form of the function f of Eq. ͑9͒ with L WS ϭ10a 0 . It is appropriate to choose this form for a pseudoatom because the electron-ion cusp condition implies that should be smooth at the origin. For the u functions we used the same form as for the HEG and germanium solid calculations ͓Eqs. ͑6͒-͑10͔͒, with L WS ϭ10a 0 . We found that convergent results were obtained using eight parameters for both the and u functions. The energy obtained with the optimized wavefunction was Ϫ103.22Ϯ0.01 eV and the standard deviation was 0.52 eV.
The functions for up-and down-spin electrons were found to be very similar. This result is perhaps surprising because there is a single down-spin electron in an s orbital, while there are three up-spin electrons, one in an s orbital and two in p orbitals. We investigated this point further by performing calculations using a single function, which gave an energy of Ϫ103.20Ϯ0.01 eV, and a standard deviation of 0.54 eV, which are almost identical to the values obtained using separate functions for up-and down-spin electrons. The resulting and u functions were almost unchanged. Figure 2 shows LDA and QMC charge densities for the pseudoatom. In Fig. 2͑a͒ the VMC charge density from a wave function consisting of a determinant of LDA orbitals and a u function, but no function, is compared with the LDA density. This shows that the inclusion of the correlation factor, u, smears out the charge density considerably. In Fig.  2͑b͒ we plot the charge density from an optimized wave function, containing both u and . This plot shows that the variance minimization procedure results in a wave function whose charge density is very close to the LDA form. In Fig.  2͑c͒ we plot the DMC charge density calculated with the optimized wave function as guiding function. The DMC charge density is very close to both the VMC and LDA charge densities, which shows that the true charge density is close to the LDA form. It seems that the physical idea behind the original Fahy prescription for , i.e., returning the charge density to the LDA form, is extremely good. However, the number of configurations required to fit the variational pa-rameters in a well-parametrized wave function via variance minimization is much less than the number required to obtain an accurate charge density. Therefore, it appears that for a given computational effort it is more efficient to generate via variance minimization than to construct the charge density and generate from it. Moreover, the method of variance minimization is more general in the sense that it does not rely on the separate determination of an accurate charge density from, for example, the LDA.
In order to compare the calculated cohesive energy with experiment, various correction terms must be added to the solid calculations to account for ͑i͒ Coulomb finite-size effects; ͑ii͒ single-particle finite-size effects; ͑iii͒ the use of a local pseudopotential; and ͑iv͒ zero-point motion. These corrections were discussed in detail in our previous work, 24 but we shall not be concerned with them here. They are essentially independent of the optimization of the wave function and it therefore suffices to compare directly the VMC and DMC results for the same system. A DMC calculation for the germanium pseudoatom gave an energy of Ϫ103.42Ϯ 0.03 eV, which is only 0.20 eV below our best VMC result, while for the solid the VMC calculation ͑without u s ) gave an energy 0.34 eV above the DMC result. Therefore, the VMC cohesive energy is only 0.14 eV less than the DMC result, which amounts to an error of only 4%. As mentioned earlier, we believe that 0.12 eV of the difference in energy between the VMC and DMC results for the solid is due to the incomplete basis set used for the single particle orbitals. If this is corrected for the VMC cohesive energy differs from the DMC value by only 1%.
VII. VARIANCE MINIMIZATION ON PARALLEL COMPUTERS
Most of the QMC calculations reported in this paper have been performed on parallel computers, and here we give a brief discussion of our implementation on such machines, concentrating on the variance minimization calculations. QMC calculations are ''intrinsically parallel,'' i.e., the QMC algorithm allows for a natural decomposition onto a set of parallel processors. For example, in VMC calculations we assign a fixed number of electron configurations to each processor, each of which undergoes an independent random walk, and interprocessor communication is needed only for the final collation of results. DMC calculations involve the creation and annihilation of electron configurations depending on global properties of the ensemble of configurations, so that more interprocessor communication is required. The number of electron configurations dealt with by each processor must be kept roughly equal during the simulation so as to maintain adequate load balancing. We will present more details of our implementation of VMC and DMC calculations on parallel computers in a future publication. 25 An important factor which determines the accuracy of the wave function obtained by variance minimization is the size of the ensemble of independent configurations over which one optimizes. We use large ensembles of up to 100 000 configurations containing several hundred electrons, and our wave functions contain roughly 20-40 variational parameters. The CPU and memory requirements are such that the advantages of using a parallel computer are considerable.
FIG. 2.
Comparison of QMC densities ͑thin lines͒ and the LDA density ͑thick lines͒ of the germanium pseudoatom. ͑a͒ shows the VMC density calculated using a wavefunction consisting of a determinant of LDA orbitals and a u function, but with no function. ͑b͒ shows the VMC density calculated using a wave function containing optimized u and functions. ͑c͒ shows the DMC density calculated using the same optimized wave function as the guiding wave function.
With the current generation of parallel supercomputers, computational speeds at the multi-gigaflop level, together with gigabytes of distributed random access memory are standard. We have implemented the variance minimization algorithm described earlier on a 384-processor CRAY-T3D supercomputer at the Edinburgh Parallel Computing Centre. This machine is a multiple-instruction multiple-data ͑MIMD͒ computer. Each processor contains an identical copy of the program, but may execute different instructions on locally stored data. Communication between processors is carried out by message passing using the Parallel Virtual Machine ͑PVM͒ communication library. 26 Our implementation of the variance minimization procedure is based on the ''masterslave'' programming model where one processor, the master, delegates work to the other processors, the slaves. The master processor sends work to the slaves who complete the required work and return the results back to the master. The numerical optimization routine runs on the master processor and the ensemble of configurations is divided out among the slaves. The master processor broadcasts the values of the variational parameters to the slaves. Each of the slaves evaluates the reweighting factors, w(␣), and the contributions to the variance ͓see Eq. ͑1͔͒ for its subset of configurations. These are returned to the master which, via the NAG minimization routine, determines new values for the variational parameters. The procedure is repeated until the imposed limit on the change in the values of the parameters is reached, or until a minimum in the variance is found.
VIII. CONCLUSIONS
We have optimized wave functions for the homogeneous electron gas ͑HEG͒, a germanium pseudosolid, and the corresponding germanium pseudoatom, using the method of variance minimization. We have proposed forms for the Jastrow factor which are convenient to optimize and may be evaluated rapidly. Our strategy for the pair correlation term in the Jastrow factor is to use power expansions which are complete up to some given degree, and satisfy the various constraints imposed, while for the one-body function we use a Fourier expansion which satisfies the space group symmetry of the crystal. Both types of expression are amenable to systematic improvements by increasing the size of the basis set. We have stressed that using expressions which are linear in the variable parameters dramatically reduces the memory and CPU requirements of the optimization procedure. However, for the largest optimizations we have performed it is still advantageous to utilize the larger aggregate memory and CPU power of a parallel computer. We have therefore implemented our optimization procedure on a distributed memory, MIMD, massively parallel supercomputer.
For the HEG we have performed optimizations with up to 338 electrons in the simulation cell. We find that for large numbers of electrons in the simulation cell the minimization procedure may become unstable if the reweighting factors deviate greatly from unity. A practical solution to this problem is to set the reweighting factors to unity and allow only small changes in the values of the parameters before regenerating another set of configurations and performing another minimization. For the HEG the energies obtained using our spherically symmetric u function are as good as those obtained with the common Yukawa form. However, our form does not require costly sums over simulation cells, and therefore it is computationally more efficient. This type of u function is particularly advantageous when used in conjunction with our formulation of the Coulomb interaction in homogeneous systems, 20 which obviates the need for sums over simulation cells in the interaction as well.
For the Ge solid, variance minimization applied to the one-body function is much more effective than the original Fahy prescription of choosing so as to return the charge density towards some desired form ͑normally the localdensity approximation form͒. In this case we also found that our optimized polynomial expression for the u function gave superior results to the common Yukawa form. The best variational Monte Carlo ͑VMC͒ energy was only 0.34 eV per atom above the diffusion Monte Carlo ͑DMC͒ energy. We also tested a form of correlation factor similar to the BoysHandy expression 15 which correlates the motion of two electrons with the position of a nearby nucleus. Inclusion of this function resulted in a negligible reduction in the energy and its variance.
Wave function optimizations for the Ge pseudoatom in the 3 P ground state configuration were performed using the same forms of correlation factor as in the solid and spherically symmetric functions for up-and down-spin electrons. Our best VMC energy was only 0.20 eV higher than the DMC result. The cohesive energy of Ge calculated using the VMC approach is only 0.14 eV smaller than the DMC result, which illustrates that it is possible to obtain comparable accuracy for the atom and solid using these optimization methods.
Overall, the results of our study are very promising for applications of the VMC technique to real materials, showing that for sp-bonded materials it should be possible to ob-TABLE I. Energies, E, and standard deviations of the energies, , for the HEG at a density of r s ϭ1 as a function of the number of electrons in the simulation cell, N. All entries are in Hartree atomic units per electron. The VMC energies are calculated with the Yukawa form of the Jastrow factor ͓Eq. ͑5͔͒ and our optimized spherically symmetric form ͓Eqs. ͑6͒-͑10͔͒. The DMC energies do not depend on which of the two Jastrow factors is used. 
