Dams are built to supply water to users and often to protect people and properties against floods in downstream areas. Efficiency of dams for flood control is improved substantially if a flood forecasting system is implemented. Rainfall threshold (RT) depths correspond to the occurrence of critical discharge at given cross-sections for given rainfall durations and initial soil moisture conditions of the upstream watershed. Here, we present an RT-based approach for offline flood forecasting downstream of dams. The proposed methodology incorporates rainfall-runoff and reservoir routing models while the spatial distribution of rainfall is probabilistically modeled based on a Monte Carlo approach. The RT curves are derived as a function of initial water elevation in the reservoir. The algorithm is implemented for a flood-prone area downstream of a dam in southwestern Iran. The results showed a clear rise in the RT values compared to the no-dam case, which is mainly due to the reservoir routing effect. The rate of rise in the RT values decreased with higher initial water elevation in the reservoir. The proposed method also provides the operator with the flexibility of adopting one of the various RT curves subject to different probabilities based on risk tolerance.
INTRODUCTION
Among all natural disasters worldwide, floods cause over one-third of the total estimated damages and about twothirds of all people affected (UNEP ). Globally, the average number of flood victims for a 5-year period from 1973 to 1977 was 19 million while it increased substantially to 111 million over the 1988 to 1992 period and still further to 131 million over the 1993 to 1997
period. Approximately, 7,000 people have died annually worldwide over the last 25 years (Luino et al. ) . In 1998 alone, the flood death toll came close to 30,000. In Iran, flood losses have risen by about 250% in the past 50 years (Vatanfada ) . Karkheh basin is one of the most flood-prone regions in Iran. Table 1 PDFs, a set of 1,000 random dimensionless rainfalls were generated for each sub-basin. These values were reweighted to avoid bias as follows:
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where w 0 j is the reweighted dimensionless rainfall, w i is the initial dimensionless rainfall of the i-th sub-basin, A i is the area of the i-th sub-basin and N is the number of subbasins. After reweighting, the ively. From all the data, 70% was used for training the ANN, 15% for validation, and the remainder (15%) for testing. Through trial-and-error, rainfall depths of two previous time steps (P(t-1) and P(t-2)) were considered as inputs of the ANN. In addition, the effect of considering previous stage discharge (Q(t-1)) in simulating current discharge (Q(t)) was also examined (Figure 3 
where S is the mean river slope (%), A is the basin area (km 2 ), and L is the main river length (km). Thus, antecedent rainfalls of say 16 hours (approximately three 6-hr time steps) could not influence the current runoff.
Reservoir routing
For hydrologic routing of floods through the reservoir, the 'storage-indication' or 'pulse' method was used (USBR ;
Linsley et al. ). In this method, physical properties of the dam reservoir are embedded in a function which relates the storage (S) and outflow (O) variables. Parameter N is defined as a function of storage and discharge as follows:
S-O relationship was provided by the Iran Water and
Power Resources Development (IWPRD) Company for the study reservoir (Table 1 in Appendix A, available online at http://www.iwaponline.com/nh/045/048.pdf). For each time step (6-hr), N is calculated as follows:
where I represents the inflow discharge. Applying the S-O relationship, the outflow discharge in the present step (O t ) may be derived. It is worth mentioning that a simple rule curve was considered for the study dam and no other management measures were involved in this regard.
Monte Carlo algorithm
MC algorithm involves the use of randomly generated samples for estimation of intractable procedures (e.g., R-R).
MC is based on the law of large numbers such that the average of the results obtained from a large number of trials should be close to the historical records and will tend to become closer as more trials are conducted.
To derive RT values that correspond to a critical discharge at the target point (namely Chamghale village downstream of Koranbouzan reservoir in this study), an inverse modeling approach was adopted. The set of generated and subsequently reweighted dimensionless rainfall weights (w 0 ) were multiplied by the assumed (initial)
basin's mean rainfall value ( P). Then, mean rainfall of each sub-basin was determined by (P i ¼ P × w 0 i ) where i stands for sub-basin. The P i values were transformed to hyetographs using a regionally dominant temporal pattern, i.e., Huff method in this case study, for a given rainfall duration (D). Using the trained ANN model, the inflow hydrograph to the reservoir was simulated and subsequently routed through the reservoir subject to a given initial water elevation. If the peak discharge at the target point (Q peak ) was within the critical discharge interval (critical discharge, Q T , plus or minus 5%), the value of basin average rainfall ( P) would be labeled as the RT value corresponding to the rainfall duration of D. Otherwise, depending on whether the critical discharge was non-exceeded or exceeded, a rainfall fraction depth (ΔP) was added or subtracted from the previous basin average rainfall depth ( P new ¼ P old ± ΔP) and the above steps were repeated until a threshold value was obtained for the given set of dimensionless rainfall values. The number of iterations was set to 1,000 for each combination of examined rainfall durations (12, 18, 24, 30, 36, and 40 hours) and initial reservoir water elevations (1,020, 1,040, 1,080 masl, as well as the case without reservoir). The initial soil moisture condition was considered as dry (AMC I) as this is the dominant moisture condition in the region. Nevertheless, derivation of RT curves is possible via similar methodology. The flowchart of the proposed algorithm for RT extraction is shown in Figure 4 .
Model evaluation
A number of criteria based on a contingency table were used to assess the accuracy of the proposed approach. Contingency tables are highly flexible and may be used to estimate the quality of a deterministic forecasting system (Mason & Graham ) . In their simplest form, a 2 by 2 table indicates the capability of the model to anticipate the occurrence of flood events (Table 2 ).
In the context of flood forecast, the following outcomes are possible: a hit, if a flood event occurs and a warning is issued; false alarm, if a flood event does not occur but a warning is issued; miss, if an event occurs but no warning is issued; correct rejection, if a flood event does not occur and a warning is not issued. The following three statistics may be used as a benchmark for model evaluation:
All of the above statistics vary between 0 and 1. However, the upper range is desirable in CSI and HR while in the case of FR, the lower limit is preferred.
RESULTS AND DISCUSSION
In the developed ANN model, data were divided into training, validation, and testing sets. The ANN predictions were compared with the observed streamflows using a number of statistical indexes such as mean-square error (MSE) and the coefficient of determination (R 2 ) as follows:
where x i is the observed streamflow value (m 3 /s) and μ is the mean of streamflow (m 3 /s).
where SS err is sum of the squares of residuals and SS tot is the total sum of squares.
Five different ANN architectures with different inputs
were examined in this study (Table 3 and Figure 3 ). In the hydrological modeling context, the input pattern consists of rainfall depths and discharges at previous time steps while the output is the discharges at the current time step.
As far as the number of hidden layers is concerned, there is no universal theory to determine the number of hidden layers and neurons a priori. This is usually conducted via a trial-and-error procedure. The comparison of the performance of a number of networks allowing different inputs led to the choice of the fourth model (Table 3) where t ¼ present time, P ¼ basin average rainfall depth, and Q ¼ discharge.
ordinates (on discharge of current time step) is broadly related to the lag time of the drainage area. Here, the concentration time is about 16 hours which is slightly less than three 6-hr time steps; hence, inputs for up to three previous time steps were examined (i.e., P(t), P(t-1), P(t-2), and P(t-3)). Results also showed that adding Q(t-1) as an input decreases the mean square error of the network by almost 31% and increases the R 2 by 47% in the test phase. For each rainfall duration and reservoir initial water level, the RT values were first sorted. On the basis of Weibull probability, rainfall depths corresponding to 10, 50, and 90% probabilities of occurrence were extracted. Figure 6 shows the RT curves with different probabilities corresponding to initial water elevation of 1,040 m in the dam reservoir.
Based on the CSI criterion, which represents a comprehensive indicator of the success of the forecasting system in comparison with FR and HR criteria (Norbiato et al. ) , the 90% RT curve was found to perform better compared to other curves (Figure 7) . Hence, for all initial water elevation scenarios, the 90% probability curve was selected for further analyses. Figure 8 quantitatively demonstrates, as expected, Through an iterative procedure, the basin average RTs that produce flooding conditions at the target location were determined as a function of reservoir initial water elevation.
The applicability of the RT curves extracted with different probability of occurrence was demonstrated using a number of historical flood events.
An important issue in real-time application of the proposed approach is that the dam operator must select an appropriate threshold curve out of the set of extracted curves based on a given probability. A risk adverse operator, for instance, might choose the 10% probability curve corresponding to the initial reservoir water elevation prior to the flood event, particularly if an extreme flood is expected.
Under normal operations, however, the 50% curve may be recommended. Based on the initial water elevation, the dam operator follows the storm progress on the cumulative rainfall curve until it crosses the selected curve. They can then start releasing the reservoir water until it reaches the next lower initial elevation and further keep track of storm development. In the case that a near real-time rainfall forecasting system is available, the lead time could increase and reservoir operation would have a better chance of succeeding in time. Also, the following conclusions are thus inferred:
• Based on the CSI criterion, the 90% RT curve was more accurate to forecast the critical discharge at the target location compared with other probabilities. Analyzing the contingency table indicated that some 10 and 50%
RT curves under-estimated flood occurrence and led to increased rate of false alarms. When the cumulative rainfall curve meets a single RT curve at two points, the latter intersection is a false alarm while the former is a hit.
• Derived RT curves for different initial reservoir water 
