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x 1. Introduction and statement of main results
We consider solutions of a parabolic-elliptic system
(1:1)
8<:ut = r ¢ (ru¡ urv) in ­£ (0; T )0 = ¢v + u in ­£ (0; T );
where either ­ = fx 2 RN : jxj < Lg or ­ = RN with N ¸ 3. In the former case,
we assume @u=@º ¡ u@v=@º = 0 and v = 0 on @­, where º denotes the outer unit
normal vector. This system arises in the study of the motion of bacteria by chemotaxis
as a simpli¯cation of the Keller-Segel model (see [16], [22]). Here, u and v represent
the density of the bacteria and the concentration of the chemo-attractant, respectively.
This system also has been used as a model for the evolution of self-attracting clusters
(see [27], [28], [2]).
In this note we consider the blow-up rate of solutions to the system
(1:2)
8>>>>>>>><>>>>>>>>:
ut = r ¢ (ru¡ urv) in ­£ (0; T )





= 0 and v = 0 on @­£ (0; T )
u(x; 0) = u0(jxj) in ­;
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where ­ = fx 2 RN : jxj < Lg with N ¸ 3 and 0 < L <1, and u0(r) is a nonnegative
continuous function on [0; L]. We restrict ourselves to the study of radially symmetric
solutions. It is known by [2] that the system (1.2) has a unique local classical solution
(u; v). It is easy to see that u and v are positive for 0 < t < T , and that the conservation
of the initial mass of u holds, that is,
(1:3) ku(¢; t)k1 = ku0(¢)k1 for 0 < t < T;
where k ¢ kp denotes the standard Lp(­) norm for 1 · p · 1. A solution (u; v)
is said to blow-up at t = T < 1 if (u; v) is classical in ­ £ (0; T ) and satis¯es
lim supt!T ku(¢; t)k1 = 1. A simple argument shows that if u blows up at a ¯nite
time t = T then
lim inf
t!T
(T ¡ t)ku(¢; t)k1 > 0:
We say that the blow-up is of type I if u satis¯es
lim sup
t!T
(T ¡ t)ku(¢; t)k1 <1:
The blow-up is called type II if it is not type I. We note that self-similar solutions, given
by (2.1) below, blow up in type I rate.
We brie°y review some known results concerning blow-up behavior for (1.1) and
related systems. In the case N = 2, Herrero and Vel¶azquez [15] considered the system
(1:4)
8>>>>><>>>>>:
ut = r ¢ (ru¡ urv) in ­£ (0; T )






= 0 in @­£ (0; T );
together with initial conditions
u(x; 0) = u0(jxj) and v(x; 0) = v0(jxj) for x 2 ­;
where ­ = fx 2 R2 : jxj < Lg and ¿ > 0. It was shown in [15] that (1.4) has radially
symmetric solutions such that u develops a Dirac delta-type singularity at the origin in
a ¯nite time, and that u blows up in type II rate. See also [13], [14]. Senba and Suzuki
[25] considered the system (1.4) in the case where ­ is a bounded smooth domain in
R2 and ¿ = 0 together with the initial condition u(x; 0) = u0(x) for x 2 ­. Denote
by T the maximal existence time of the solution to (1.4). It was shown in [25] that, if
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in the sense of measures as t! T , where B is the set of blow-up points, ±q is the delta
function whose support is the point q 2 ­, m(q) is the constant satisfying m(q) ¸ 8¼ if
q 2 ­, and m(q) ¸ 4¼ if q 2 @­, and f is a nonnegative function in L1(­) \ C(­ n B).
Furthermore, Senba [24] showed that, if ­ = fx 2 R2 : jxj < Lg, and if a radial solution
(u; v) blows up at t = T < 1, then (1.5) holds with B = f0g and m(0) = 8¼, and u
blows up in type II rate. For nonradial case, see [26].
In the case N = 3, Herrero et al [11], [12] have investigated the blow-up behavior
of solutions by using matched asymptotic expansions. In [12] they showed that (1.2)
has a sequence of self-similar blow-up solutions, and they in [11] showed the existence
of Burgers like blow-up solutions which are not self-similar. These solutions consist
of an imploding smoothed out shock wave that collapses into a Dirac mass when the
singularity is formed, and blow up in type II rate. Later, Brenner et al [4] investigated
the problem in the case 3 · N · 9 by a numerical approach, and showed the existence
and stability of both self-similar blow-up solutions and Burgers like blow-up solutions.
For a solution (u; v) to (1.2), putting
n(x; t) = £u(x;£t) and Á(x; t) = ¡£v(x;£t)
with £ = 1=ku0k1, we ¯nd that (n; Á) solves the problem
(1:6)
8>>>>>>>><>>>>>>>>:
nt = r ¢ (£rn+ nrÁ) in ­£ (0; T )







= 0 and v = 0 on @­£ (0; T )
n(x; 0) = n0(x) in ­;
where n0(x) = £u0(jxj) for x 2 ­. Note that n0 satis¯es kn0k1 = 1. Guerra and Peletier
[10] considered the problem (1.6) in the case 3 · N · 9. They in [10] characterize the
blow-up behavior of solutions in terms of initial data, and showed that the solution
behaves like a self-similar solution near the blow-up point.
In this note, we consider the system (1.2) in the case 3 · N · 9, and derive criteria
of the blow-up rate of solutions. In particular, we will identify an explicit class of initial
data for which the blow-up is of type I rate.
















sN¡1u0(s)ds for 0 · r · L:
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For the initial condition, we assume that
(1:9) V 00(r) · 0 for 0 · r · L;
where 0 = d=dr. It is easy to see that (1.9) holds if u0 satis¯es
(1:10) u0 2 C1[0; L] and u00(r) · 0 for 0 · r · L:
Our ¯rst result is the following.
Theorem 1.1. Let 3 · N · 9, and assume that (1:9) holds.
(i) Suppose U0 satis¯es U0(r) · 2 for 0 · r · L. Then a solution (u; v) of (1:2) does
not blow up in ¯nite time.
(ii) Suppose that U0(r) ¡ 2 has exactly one zero for 0 · r < L and U0(L) > 2. If a
solution (u; v) of (1:2) blows up in ¯nite time, then the blow-up is of type I.
It should be mentioned that more general criteria will be given in Theorem 3.1
below.
As a consequence of Theorem 1.1, we obtain the following corollary.
Corollary 1.2. Let 3 · N · 9, and assume that (1:9) holds. Suppose that U0(r)
is increasing for 0 < r < L. If a solution (u; v) of (1:2) blows up in ¯nite time, then the
blow-up is of type I.
Note that U0 satis¯es
(rN¡1U 00(r))
0 = rN¡1(2u0(r) + ru00(r)) for 0 < r < L:
Assume that u0 satis¯es (1.10) and
(1:11) ru00(r) + 2u0(r) has at most one zero for 0 · r · L.
Then one easily see that U 00(r) has at most one zero for (0; L], and that U
0
0(r) > 0 for






Then U0(L) > 2 and U0(r)¡ 2 has exactly one zero for 0 · r < L. By Theorem 1.1 (ii)
we obtain the following:
Corollary 1.3. Let 3 · N · 9, and assume that u0 satis¯es (1:10), (1:11) and
(1:12). If a solution of (1:2) blows up in ¯nite time, then the blow-up is of type I.
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We recall here some su±cient conditions for blow-up in ¯nite time by [2], [21].
Proposition 1.4. Let N ¸ 3. Assume that one of the following (i)-(iii) holds:
(i) U0(L) > 2N ;
(ii) U0(L) ¸ 4 and U0 satis¯es, with some T0 > 0,
(1:13) U0(r) ¸ 4r
2











where !N is the surface area of the unit sphere in RN .
Then a solution (u; v) of (1:2) blows up in ¯nite time t = T <1. Furthermore, in the
case (ii), the solution blows up at time T with T · T0.
The blow-up of solutions was shown in the case (i) by Biler [3, Theorem 3]. We
can show the blow-up of solutions in the case (ii) by the comparison argument, and in
the case (iii) by following the argument due to Nagai [21, Theorem 3.1]. For the proof
of Proposition 1.4, see [20].
As a consequence of Corollaries 1.2 and 1.3 and Proposition 1.4, we can show the
existence of solutions which blow up with type I rate. As a simple example, let u0(r) ´ `
with ` > 2N=L. Then a solution (u; v) of (1.2) blows up in ¯nite time with type I rate
by Corollary 1.2 and Proposition 1.4 (i). (See [10, Corollary 1.2].) For another example,
let u0(r) = `G(r; ¿) with ¿ > 0 and ` > 0, where G(r; t) = (4¼t)¡N=2e¡r
2=4t is the heat








as ¿ ! 0. Combining Corollary 1.3 and Proposition 1.4 (iii), we obtain the following:
Corollary 1.5. Let 3 · N · 9, and let u0(r) = `G(r; ¿) with ¿ > 0 and
` > 2LN¡2!N . Then there exists ¿0 > 0 such that, if ¿ 2 (0; ¿0], then a solution (u; v)
of (1:2) blows up in ¯nite time with type I rate.
We note that, in Corollary 1.5, the initial function u0 converges to a Dirac delta
function in the sense of measure as ¿ ! 0. Thus this corollary suggests that self-similar
blow-up may be seen even if initial function is close to a Dirac delta function.
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Next, we consider the local blow-up pro¯le of solutions to (1.2). Assume that V0,




(V0)r +N(V0)2 + rV0(V0)r ¸ 0 for 0 · r · L:
Guerra and Peletier [10] showed that, when N ¸ 3 and (1.9) and (1.15) hold, any type I
blow-up solution behaves like a self-similar solution near the singularity x = 0.
Our result is the following.
Theorem 1.6. Let 3 · N · 9, and assume that (1:9) and (1:15) hold. If a
solution (u; v) of (1:2) blows up in ¯nite time, then the blow-up is of type I.
Remark. De¯ne the average density function V by





sN¡1u(s; t)ds for 0 · r · L; 0 · t < T:
It was shown by Guerra and Peletier [10, Theorem 2.3] that when N ¸ 3 and (1.9) and




(T ¡ t)V (½pT ¡ t; t) = ©(½)=½2
uniformly on compact set j½j · C for every C > 0, where © is a certain positive function.
Combining with Theorem 1.6, we ¯nd that when 3 · N · 9 and (1.9) and(1.15) hold, if
a solution (u; v) blows up in ¯nite time, then (1.17) holds. Note here that the condition
(1.15) ensures that Vt ¸ 0 for all 0 < t < T . (See (3.6) below.) It is still an open
problem whether (1.17) holds for type I blow-up solutions without the condition (1.15).




ut ¡¢u = up in ­£ (0; T );
u = 0 on @­£ (0; T );
u(x; 0) = u0(jxj) in ­;
where p > 1, ­ = fx 2 RN : jxj < Lg, and u0(r) is nonnegative and nonincreasing for
0 · r · L. A simple comparison argument shows that any blow-up solution satis¯es
lim inf
t!T
(T ¡ t)1=(p¡1)ku(¢; t)k1 > 0:
Assume that u0 = u0(jxj) satis¯es
(1:19) ¢u0 + u
p
0 ¸ 0 in ­:
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By the maximum principle, the condition (1.19) implies that ut ¸ 0 for all 0 < t <




(T ¡ t)1=(p¡1)ku(¢; t)k1 <1:
Bebernes and Eberly showed in [1] that, under the condition (1.19), ¯nite time blow-up
solutions are asymptotically self-similar. Precisely, any solution u of (1.18) which blows
up in ¯nite time t = T satis¯es
lim
t!T
(T ¡ t)1=(p¡1)u((T ¡ t)1=2y; t) = ·
uniformly on compact set jyj · C for every C > 0 with · = (p¡1)¡1=(p¡1). It should be
mentioned that Matos [19] later showed that any blow-up solution which satis¯es (1.20)
is asymptotically self-similar in the supercritical case without the condition (1.19). For
the precise characterization of the behavior of blow-up solutions to (1.18), we refer to
Giga and Kohn [7, 8, 9] in the subcritical case and Matano and Merle [17, 18] in the
supercritical case.
This note is organized as follows: In Section 2, we will show the existence of a
sequence of self-similar solutions to (1.1) with ­ = RN . In Section 3, we derive criteria
of the blow-up rate of solutions, and give the proof of Theorems 1.1 and 1.6.
x 2. Backward self-similar solutions
The proof of Theorems 1.1 and 1.6 are based on the study of the properties of
backward self-similar solutions to the system (1.1) with ­ = RN . The system (1.1)
with ­ = RN is invariant under the scaling
(u; v) 7! (u¸; v¸) = (¸2u(¸x; ¸2t); v(¸x; ¸2t))
for ¸ > 0. A solution (u; v) is called self-similar if (u; v) = (u¸; v¸) for each ¸ > 0, and
is called backward if (u; v) is de¯ned for all t < 0. By the transformation in the time, a
backward self-similar solution has the form




T ¡ t) and v(x; t) = Ã(x=pT ¡ t)












Á = 0; x 2 RN
0 = ¢Ã + Á; x 2 RN :
We will obtain the existence of a sequence of self-similar solutions to (2.2) together with
the properties of solutions. For the proof, see [20].
94 Y¹uki Naito and Takasi Senba
Theorem 2.1. Let 3 · N · 9. Then the system (2:2) has radially symmetric
solutions f(Áj ; Ãj)g1j=1 such that Áj(r) > 0 for r ¸ 0 and Áj(0) ! 1 as j ! 1. For






sN¡1Áj(s)ds; r > 0:
Then ©j(r) ¡ 2 has exactly 2j zeros on (0;1) and no zeros on (R0;1) with R0 =
2
p
N ¡ 1. Furthermore, there exists a sequence f®jg1j=1 satisfying 0 < ¢ ¢ ¢ < ®j+1 <
®j < ¢ ¢ ¢ < ®1 and ®j ! 0 as j !1 such that the following (i) and (ii) hold.





!1 as j !1:
(ii) For any " > 0, there exist a constant c0 = c0(") > 0 and an integer j0 = j0(") 2 N
such that if j ¸ j0 then
sup
r¸c0®j
j©j(r)¡ 2j < " and sup
r¸c0®j
jr©0j(r)j < ":
Remark. For each ¯xed r > 0, we have
(2:4) r2Áj(r)! 2(N ¡ 2) as j !1:
In fact, it follows from (2.3) that
r2Áj(r) = (N ¡ 2)©j(r) + r©0j(r) for r > 0:
Since (ii) holds and ®j ! 0 as j !1, we obtain (2.4).
The existence of self-similar solutions was already shown by [11, 4, 23]. It seems,
however, that the properties on the location of zeros and properties (i) and (ii) are new,
and these properties play an important role in the proof of the theorems.
x 3. Proof of Theorems 1.1 and 1.6 (sketch)
We restrict our attention to radially symmetric solutions to (1.2) of the form u =
u(r; t) and v = v(r; t), r = jxj, and consider the system
(3:1)
8>>>>>>>>>>><>>>>>>>>>>>:
rN¡1ut = (rN¡1ur)r ¡ (rN¡1uvr)r; 0 < r < L; 0 < t < T;
0 = (rN¡1vr)r + rN¡1u; 0 < r < L; 0 < t < T;
ur(0; t) = ur(L; t)¡ u(L; t)vr(L; t) = 0; 0 < t < T;
vr(0; t) = v(L; t) = 0; 0 < t < T;
u(r; 0) = u0(r); 0 · r · L:















sN¡1u(s; t)ds = ¡rN¡1vr(r; t):
Here we have used the second formula in (3.1). Then the system (3.1) can be reduced
to a single equation
u^t = rN¡1(r1¡N u^r)r + r1¡N u^u^r:
De¯ne







(3:4) Ut = Urr +
N ¡ 3
r
Ur ¡ 2(N ¡ 2)
r2
U +
(N ¡ 2)U2 + rUUr
r2
for 0 < r < L; 0 < t < T and
U(0; t) = lim
r!0
U(r; t) = 0 and U(L; t) =ML2¡N for 0 · t < T:














for 0 < t < T:
Put V (r; t) = U(r; t)=r2. Then V satis¯es
(3:6) Vt = Vrr +
N + 1
r
Vr +NV 2 + rV Vr for 0 < r < L; 0 < t < T
and V (L; t) =ML¡N for 0 < t < T . We will show here that
(3:7) Vr(0; t) = lim
r!0

















sN¡1(u(s; t)¡ u(0; t))ds
rN+1
:
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Since ur(0; t) = 0 for 0 · t < T , we obtain (3.7).
Let (Áj ; Ãj) be a radially symmetric solutions of (2.2) obtained in Theorem 2.1,
and put ©j by (2.3). Take T > 0, and put
(3:8) Uj(r; t) = ©j(r=
p







for 0 · r · L, 0 · t < T . Then U = Uj solves (3.4) and
Uj(0; t) = 0 and Uj(L; t) = ©j(L=
p
T ¡ t) for 0 < t < T:







N(T ¡ t) for 0 < t < T:
Put Vj(r; t) = Uj(r; t)=r2. Then V = Vj solves (3.6) and
(Vj)r(0; t) = 0 and Vj(L; t) = ©j(L=
p
T ¡ t)L¡2 for 0 < t < T:
By using the zero number properties of solutions for linear parabolic equations [5],
we will derive criteria of the blow-up rate of solutions to (1.2) in terms of the function
U de¯ned by (3.3). We obtain Theorems 1.1 and 1.6 as a consequence of the following
result.
Theorem 3.1. Let 3 · N · 9, and assume that (1:9) holds. Let (u; v) be a
radially symmetric solution of (1:2) for 0 · t < T , and de¯ne U by (3:3).
(i) Assume that there exist t0 2 [0; T ) and r0 2 (0; L] such that
U(r; t0) · 2 for 0 · r · r0 and U(r0; t) · 2 for t0 · t < T:
Then the solution (u; v) does not blow up at t = T .
(ii) Assume that there exist t0 2 [0; T ) and r0 2 (0; L] such that U(r; t0)¡ 2 has exactly
one zero for 0 · r · r0 and U(r0; t) > 2 for t0 · t < T . If the solution (u; v) blows
up at t = T <1 then the blow-up is of type I.
It is clear that U0, de¯ned by (1.7), satis¯es U0(r) = U(r; 0) for 0 · r · L. By the
property (3.2) we see that U(L; t) = U0(L) for 0 · t < T . Then, by applying Theorem
3.1 with r0 = L and t0 = 0, we obtain Theorem 1.1 immediately.
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Proof of Theorem 1.6. Assume that (u; v) blows up at t = T < 1. By Theorem
3.1 (i) we have fr 2 (0; L) : U(r; t) > 2g 6= ; for any 0 · t < T . It is easy to see
that there exist t0 2 (0; T ) and r0 2 (0; L) such that U(r0; t0) > 2 and U(r; t0)¡ 2 has
exactly one zero for 0 < r < r0. Note that the condition (1.15) ensures that Vt ¸ 0 for
all t 2 (0; T ). Then U(r0; t) is nondecreasing in t 2 (t0; T ), and hence U(r0; t) > 2 for
t0 · t < T . By Theorem 3.1 (ii), the blow-up is of type I.
We will give a sketch of the proof of Theorem 3.1. For the detail, see [20].
Proof of Theorem 3.1. (Sketch). (i) By using the comparison argument, we may
assume that U(r; t) < 2 for 0 · r < r0 and t0 < t · T . Take T^ > T , and de¯ne U^j by





for 0 · r · L; t0 · t < T^ ;
where f©jg1j=1 is a sequence of function obtained in Theorem 2.1. By using the prop-
erties in Theorem 2.1, we will ¯nd that there exists j0 2 N such that, if j = j0, then
(3:10) U^j(r; t0) > U(r; t0) for 0 < r · r0;
and
(3:11) U^j(r0; t) > U(r0; t) for t0 · t · T:
Put V and V^j by
V (r; t) =
U(r; t)
r2




respectively. Then V and V^ solve (3.6) and satisfy Vr(0; t) = V^r(0; t) = 0 for t0 · t < T .
It follows from (3.10) and (3.11) that
V^j(r; t0) > V (r; t0) for 0 · r · r0 and V^j(r0; t) > V (r0; t) for t0 · t < T:
Then, by the maximum principle, we obtain V (r; t) < V^j(r; t) for 0 · r · r0; t0 · t < T .
From (3.5) and (3.9) we see that
lim
r!0















N(T^ ¡ t) :
This implies that u(0; t) < Áj(0)=(T^ ¡ t) for t0 · t < T < T^ . Note that (1.9) implies
u(0; t) = ku(¢; t)k1. Then sup0·t<T ku(¢; t)k1 <1, and hence (u; v) does not blow up
at t = T .
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(ii) For a continuous function Ã de¯ned on an interval J , we de¯ne the zero number
of the function Ã on J by ZJ [Ã] = #fr 2 J : Ã(r) = 0g. We will ¯nd that Z[0;r0][U(¢; t)¡





where R0 is the constant which appears in Theorem 2.1.
De¯ne Uj by (3.8) for j = 1; 2; : : :. First we show that, for each j = 1; 2; : : :,
(3:13) Uj(r0; t) < U(r0; t) for t0 · t < T:
Since ©j(r) ¡ 2 has exactly 2j zeros on (0; R0] and no zeros on (R0;1) by Theorem
2.1, we see that that ©j(r) < 2 for r > R0. From (3.12) we obtain Uj(r0; t) < 2 for
t0 · t < T . Since U(r0; t) > 2 for t0 · t < T , we obtain (3.13).
By using the properties in Theorem 2.1, we will ¯nd that there exists j0 2 N such
that, if j ¸ j0, then Uj(r; t0)¡ U(r; t0) has exactly one zero for 0 · r < r0. Put V and
Vj by V (r; t) = U(r; t)=r2 and Vj(r; t) = U(r; t)=r2, respectively. Then Z[0;r0][Vj(¢; t0)¡
V (¢; t0)] = 1. By the zero number property, we obtain Z[0;r0][Vj(¢; t) ¡ V (¢; t)] = 1 for
t0 < t < T . We denote by ~r(t) a unique zero of Vj(r; t)¡ V (r; t). Then ~r(t) 2 (0; r0) for
t0 · t < T , and V (r; t) < Vj(r; t) for 0 · r < ~r(t). From (3.5) and (3.9) we obtain, for
each t 2 [t0; T ),
lim
r!0















N(T ¡ t) :
Then it follows that (T ¡ t)u(0; t) · Áj(0) for t0 · t < T . This implies that the blow-up
is of type I.
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