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Abstract
Micro-macro modeling and computation of ferrofluids
Jon T. Lo Kim Lin
We present an innovative, effective micro-macro numerical approach for modeling
ferrofluids under the presence of a magnetic field and a driven-cavity flow. Our multi-
model approach combines the localized use of a microscopic Smoluchowski equation
solver and a continuous constitutive law coupled with the macroscopic flow and an
externally applied magnetic field. The model is confirmed with a direct simulation
and results are compared with the closure approximation proposed by Shen and Doi
[41]. We systematically study the change in viscosity by incrementally changing the
numerical parameter settings. Indeed, “negative change” in viscosity is observed.
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Contents
List of Figures ix
List of Tables xiii
1 Introduction 1
2 The model 6
2.1 Micro-macro model . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Dimensional analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Computational challenges . . . . . . . . . . . . . . . . . . . 16
2.2.2 Closure approximation . . . . . . . . . . . . . . . . . . . . . 17
3 Numerical methods 20
3.1 Projection method . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.1 Pressure-increment projection algorithm . . . . . . . . . . . . 21
3.1.2 Lid-driven cavity flow . . . . . . . . . . . . . . . . . . . . . 23
3.2 Hybrid method: Maxwell’s equations . . . . . . . . . . . . . . . . . 26
3.3 Spectral method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.1 Spherical harmonics . . . . . . . . . . . . . . . . . . . . . . 30
3.3.2 Series expansion method . . . . . . . . . . . . . . . . . . . . 33
4 Results 40
4.1 Vorticity and stream lines . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 The stray field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 The magnetization . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4 Incremental viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5 Conclusion 60
vii
A Recurrence relations 62
A.1 Real spherical harmonics . . . . . . . . . . . . . . . . . . . . . . . . 63
A.2 Complex analysis and synthesis . . . . . . . . . . . . . . . . . . . . 65
A.3 Complex index convention . . . . . . . . . . . . . . . . . . . . . . . 66
A.4 Validating data structure implementation . . . . . . . . . . . . . . . 67
A.5 The angular momentum operator . . . . . . . . . . . . . . . . . . . 68
A.5.1 Condon-Shortley phase . . . . . . . . . . . . . . . . . . . . . 68
B Derivation of spectral coefficients 70
B.1 The coefficients A[ψmn ] . . . . . . . . . . . . . . . . . . . . . . . . . 70
B.2 Recurrences for the spherical harmonics . . . . . . . . . . . . . . . . 72
B.3 The coefficients P [ψmn ] . . . . . . . . . . . . . . . . . . . . . . . . 74
Bibliography 83
viii
List of Figures
3.1 A grid with uniform spacing in latitude and longitude as viewed from
Polaris, the Pole Star. The meridians (lines of constant longitude) all con-
verge at the pole. consequently, ∆x → 0 as the pole is approached, even
though ∆φ is constant. The very small grid spacing near the pole is the
“pole problem": One must use a prohibitively small time step, or the nu-
merical flow will violate the Courant-Friedrichs-Levy criterion and become
unstable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1 Flooded vorticity and superimposed stream lines for the lid-driven cav-
ity flow of a Newtonian fluid for Reynolds number Re = 1 at steady state.
Our contour fill color map extends outside the range of contour levels; data
below the lowest contour level is violet, and above the highest level is red
[16]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Flooded vorticity and superimposed stream lines for the lid-driven cav-
ity flow of the (non-Newtonian) ferrofluid with significant magnetic stress
and torque contributions. The important numerical parameters are the
Reynolds number Re = 1, the Deborah number De = 2, and the strength
of the magnetic field relative to thermal energy due to Brownian motion
λ = 5. Our contour fill color map extends outside the range of contour lev-
els; data below the lowest contour level is violet, and above the highest level
is red [16]. Moreover, the labels A, B, C, D, and E, respectively, indicate
the physical space locations where the vorticity exhibits sharp transitions
from positive to negative values. That is, A = (0.50390625, 0.50390625),
B = (0.12109375, 0.97265625), C = (0.50390625, 0.90234375), D =
(0.01953125, 0.86328125). and E = (0.03515625, 0.03515625). . . . . . . 44
ix
4.3 Flooded vorticity and superimposed stream lines for the lid-driven cav-
ity flow of the (non-Newtonian) ferrofluid with moderate magnetic stress and
torque contributions. The important numerical parameters are the Reynolds
number Re = 1, the Deborah number De = 0.125, and the strength
of the magnetic field relative to thermal energy due to Brownian motion
λ = 5. Our contour fill color map extends outside the range of contour lev-
els; data below the lowest contour level is violet, and above the highest level
is red [16]. Moreover, the labels A, B, C, D, and E, respectively, indicate
the physical space locations where the vorticity exhibits sharp transitions
from positive to negative values. That is, A = (0.50390625, 0.50390625),
B = (0.12109375, 0.97265625), C = (0.50390625, 0.90234375), D =
(0.01953125, 0.86328125). and E = (0.03515625, 0.03515625). . . . . . . 45
4.4 Plot of the (horizontal) x-component and (vertical) y-component of
the stray field, say Hs · ei, versus the dimensionless magnetic parame-
ter (the strength of the magnetic field relative to thermal energy due to
Brownian motion), say λ, for the closure approximation. Here ei denotes
the standard Euclidean basis element in R3. The important (fixed) nu-
merical parameters are the Reynolds number Re = 1 and the Deborah
number De = 0.125. Moreover, the labels A, B, C, D, and E, respec-
tively, indicate the physical space locations where the vorticity exhibits sharp
transitions from positive to negative values in Figure 4.2. More specif-
ically, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625),
C = (0.50390625, 0.90234375), D = (0.01953125, 0.86328125). and E =
(0.03515625, 0.03515625). . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5 Plot of the (horizontal) x-component and (vertical) y-component of
the stray field, say Hs · ei, versus the dimensionless magnetic parameter
(the strength of the magnetic field relative to thermal energy due to Brow-
nian motion), say λ, for the fully coupled system. Here ei denotes the
standard Euclidean basis element in R3. The important (fixed) numerical
parameters are the Reynolds number Re = 1 and the Deborah number
De = 0.125. Moreover, the labels A, B, C, and D, respectively, indicate
the physical space locations where the vorticity exhibits sharp transitions
from positive to negative values in Figure 4.2. More specifically, A =
(0.50390625, 0.50390625), B = (0.12109375, 0.97265625), C = (0.50390625, 0.90234375),
and D = (0.01953125, 0.86328125). . . . . . . . . . . . . . . . . . . . . 48
x
4.6 Plot of the (horizontal) x-component and (vertical) y-component of
the stray field, say Hs · ei, versus the dimensionless magnetic parame-
ter (the strength of the magnetic field relative to thermal energy due to
Brownian motion), say λ, for the closure approximation. Here ei denotes
the standard Euclidean basis element in R3. Here e1 denotes the standard
Euclidean basis element (1, 0, 0) ∈ R3. The important (fixed) numerical
parameters are the Reynolds number Re = 1 and the Deborah number
De = 2. Moreover, the labels A, B, C, and D, respectively, indicate the
physical space locations for each vortices’ center in Figure 4.2. More specif-
ically, A = (0.50390625, 0.50390625), B = (0.27734375, 0.27734375),
C = (0.94140625, 0.27734375), and D = (0.27734375, 0.94140625). . . . 50
4.7 Plot of the (horizontal) x-component and (vertical) y-component of
the stray field, say Hs ·ei, versus the dimensionless magnetic parameter (the
strength of the magnetic field relative to thermal energy due to Brownian
motion), say λ, for the fully coupled system. Here ei denotes the standard
Euclidean basis element in R3. The important (fixed) numerical parameters
are the Reynolds number Re = 1 and the Deborah number De = 2. More-
over, the labels A, B, C, and D, respectively, indicate the physical space
locations where the vorticity exhibits sharp transitions from positive to nega-
tive values in Figure 4.2. More specifically, A = (0.50390625, 0.50390625),
B = (0.12109375, 0.97265625), C = (0.50390625, 0.90234375), and D =
(0.01953125, 0.86328125). . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.8 A streamplot, or streamline plot, of the (macroscopic) magnetization
M as a two-dimensional vector field. The important numerical parameters
are: the Deborah number De = 0.125, the Reynolds number Re = 1,
and (the strength of the magnetic field relative to thermal energy due to
Brownian motion) λ = 5. The vector field components are normalized so
that (floating-point) data values from the interval [0, 1] map to the RGBA
color of corresponding colormap’s luminance. The smallest intensity is violet
and the largest is red, respectively[16]. . . . . . . . . . . . . . . . . . . . 52
4.9 A streamplot, or streamline plot, of the (macroscopic) magnetization
M as a two-dimensional vector field. The important numerical parameters
are: the Deborah number De = 0.125, the Reynolds number Re = 1,
and (the strength of the magnetic field relative to thermal energy due to
Brownian motion) λ = 5. The vector field components are normalized so
that (floating-point) data values from the interval [0, 1] map to the RGBA
color of corresponding colormap’s luminance. The smallest intensity is violet
and the largest is red, respectively[16]. . . . . . . . . . . . . . . . . . . . 53
xi
4.10 A plot of the incremental viscosity, ∆η, as a function of the dimen-
sionless magnetic parameter (the strength of the magnetic field relative to
thermal energy due to Brownian motion), 0.5 ≤ λ ≤ 7.5. The important
(fixed) numerical parameters are the Reynolds number, Re = 1 and the
Deborah number, De = 0.125. Moreover, the labels A, B, C, D, and E,
respectively, indicate the physical space locations where the vorticity exhibits
sharp transitions from positive to negative values in Figure 4.2. More specif-
ically, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625),
C = (0.50390625, 0.90234375), D = (0.01953125, 0.86328125). and E =
(0.03515625, 0.03515625). . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.11 A plot of the incremental viscosity, ∆η, as a function of the dimen-
sionless magnetic parameter (the strength of the magnetic field relative to
thermal energy due to Brownian motion), 0.5 ≤ λ ≤ 7.5. The important
(fixed) numerical parameters are the Reynolds number, Re = 1 and the
Deborah number, De = 2. Moreover, the labels A, B, C, D, and E, re-
spectively, indicate the physical space locations where the vorticity exhibits
sharp transitions from positive to negative values in Figure 4.2. More specif-
ically, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625),
C = (0.50390625, 0.90234375), D = (0.01953125, 0.86328125). and E =
(0.03515625, 0.03515625). . . . . . . . . . . . . . . . . . . . . . . . . . 58
xii
List of Tables
3.1 The trio of grids employed to compute the observed order of conver-
gence. The suffix (first, middle, or last) refers to the trio of grids used to
compute the observed order. . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 The observed order of convergence for the lid-driven cavity flow with
Re = 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
xiii
Chapter 1
Introduction
Complex fluids, also known as non-Newtonian fluids, are binary mixtures that have
a coexistence between two phases: solid-liquid (suspensions or solutions of macro-
molecules such as polymers), solid-gas (granular), liquid-gas (foams), or liquid-liquid
(emulsions). These fluids are truly ubiquitous: food industry (mayonnaise, egg whites,
jellies); materials industry (plastics or polymeric fluids); biology or medicine (blood,
synovial liquid); civil engineering (fresh concrete, paints); environment (snow, muds,
lava); cosmetics (shaving cream, toothpaste, nail polish); etc. Most of all, these flu-
ids may manifest counter-intuitive behaviors, such as, for polymeric fluids, the open
syphon effect, or the rod climbing effect (also called the Weissenberg effect).
This dissertation is centered around ferrofluids, a special solid-liquid class of com-
plex fluids. Ferrofluids, a portmanteau of ferromagnetic and fluids, is an artificial
1
colloidal suspension consisting of ferromagnetic nanoparticles in a liquid, such as wa-
ter or some other type of oily liquid. Here, nanoparticles are objects measured in
nanometers, where a nanometer denotes one billionth of a meter in the metric system.
Anything measured in nanometers is considered microscopic. The magnetic nanopar-
ticles in a ferrofluid are generally less than 10 nanometers in diameter; compare this
to the size of a water molecule at 0.278 nanometers.
Above all, ferrofluids possess a property called paramagnetism; a form of mag-
netism that occurs only in the presence of an externally applied magnetic field. In
other words, the (microstructure) nano-sized magnetic particles in a ferrofluid only
become magnetic when a naturally magnetic object comes into contact with them. In
brief, the fluid’s non-Newtonian behavior is ascribable to the presence of the aforemen-
tioned magnetic particles; the evolutions of which are strongly coupled to the solvent
dynamics.
We are interested in cases where the microstructures are very numerous (per unit
volume, say), the microstructures are small and light (prevents sedimenting), and
the solvent (carrier-fluid) is Newtonian. From this point, we exploit local thermo-
dynamic equilibrium assumptions to assert that the microscopic configurations reach
a stationary state (given the macroscopic quantities) within a timescale of several
orders of magnitudes smaller than the macroscopic timescale. Also, due to length
scale separations, we also employ mean field approximations, in other words, replace
2
the many-particle system at the microscopic level by a one-particle problem within an
averaged environment. Hence; macroscopic quantities are obtained as averages over
microscopic quantities (locally at the macroscopic time and length scale).
Our micro-macro formulation couples the (macroscopic) Navier-Stokes equations
with a (microscopic) Smoluchowski equations system. To that effect, we regard the
ferrofluid as a dilute suspension of spherical Brownian particles with a constant mag-
netic moment in a Newtonian solvent. We further assume that the magnetic moment
is fixed to the particle and neglect interparticle dipole interaction.
In the language of kinetic theory, the configuration of an individual rod can be
described by the vector u, where the set of all possible values for u is called the
configuration space. Within each macroscopic fluid element, at position x in the flow
domain,
ψ(u,x, t)du, (1.1)
indicates the probability of finding a magnetic moment in the configuration between
u and u +du at time t and position u .
When our fluid is at rest, namely under equilibrium conditions when the flow veloc-
ity v vanishes identically, configurations obey the Gibbs distribution ψeq that results
from a balance between Brownian and elastic forces. Consequently, the additional
(non-Newtonian) magnetic stress is trivial.
3
On the contrary, under nonequilibrium conditions when the configuration is in-
fluenced by the flow velocity gradient, our distribution function no longer coincides
with the equilibrium value ψeq(u), and varies in both physical space and time, say
ψ = ψ(u,x, t). In this case, contributions to each macroscopic fluid element from
microscopically induced magnetic stresses and magnetic torque are now of the utmost
rheological importance.
The flow velocities and stresses are coupled through conservation principles which
leads to a challenging nonlinear problem. Expressly, there is the diffusion or Smolu-
chowski equation 1 that governs the evolution of our probability distribution function
ψ, and a phenomenological expression relating the additional magnetic stress to ψ,
see: Doi and Edwards [29]. To date, three competing strategies proliferate multi-
scale modeling of non-Newtonian fluids. Namely, the continuum, Fokker-Planck, and
stochastic approach, respectively. For a concise treatise, see Keunings [38].
This dissertation follows the Fokker-Planck approach, wherein we solve every gov-
erning equation directly, that is, in both configuration and physical spaces. The
distribution function ψ is calculated explicitly as a solution of the Smoluchowski equa-
tion and the additional (non-Newtonian) magnetic stress involves a particular average
computed with ψ over all possible configurations. The dimensionality of the problem
1 In the literature, Fokker-Planck and Smoluchowski are often used interchangeably. However,
Fokker-Planck is an equation in which both momentum and configurational coordinates are used,
whereas in the Smoluchowski equation, momentum (velocity) fluctuations have decayed. Upshot,
while both equations take the same general form, they describe dynamics at different time scales.
4
is formidable, and models with many configuration degrees of freedom are computa-
tionally intractable. This explains why relatively few studies in the literature solve the
Smoluchowski equation directly.
5
Chapter 2
The model
2.1 Micro-macro model
In a bounded domain, say D, modeling incompressible fluids involves the mass and
momentum conservation equations:
ρ
(
D v
Dt
)
= −∇p+ div T, (2.1)
div v = 0, (2.2)
furnished with suitable boundary and initial conditions. Here
D
Dt
= ∂
∂t
+ (v ·∇) , (2.3)
6
stands for the material derivative 1, v is the flow velocity, p is the pressure, ρ is
the density, and T represents the (Cauchy) stress tensor.
For Newtonian fluids, we have a linear relationship betweens stress and the (de-
formation) strain rate, D:
T = η0
(
∇v +∇vT
)
= 2η0D, (2.4)
with η0 being the viscosity of our Newtonian solvent (carrier-fluid).
Meanwhile, in the case of (non-Newtonian) ferrofluids, an additional stress tensor
stemming from the ferrofluid’s microstructure is introduced in the constitutive relation
T = η0
(
∇v +∇vT
)
+ Tm . (2.5)
Our tensor Tm encapsulates the coupling of the microstructure (the magnetic
nano-particles) with the macroscopic flow.
An imposed external magnetic field, say Hext, interacts with the magnetic parti-
cles to affect their magnetization which in turn influences our fluid’s viscosity. The
magnetic induction B and the stray field Hs of the system satisfies the magnetostatic
Maxwell’s equations [19].
1Here, ∇ denotes the covariant derivative of a vector.
7
div B = 0 in D, (2.6)
∇×Hs = 0 in D. (2.7)
The magnetic field, magnetic induction, and magnetization are related by
B = µ0 (Hs + M) , (2.8)
where µ0 denotes the magnetic permeability of vacuum. To date, computations
in the literature focus almost exclusively on the superparamagentic case in which M
is collinear with Hs and the magnetic stress contribution reduces to
Tm = µ0 H⊗H−12H2I. (2.9)
In contrast, we model the behavior of rigid rod-like microstructures in the con-
figuration space S2, and obtain the stress Tm as a function of the configurations of
these microstructures [29]. In short, we derive Tm = Tm(h, ψ) from a microscopic
perspective as outlined in [41], [28] and arrive at the Smoluchowski equation2
∂ψ
∂t
+ (v ·∇x)ψ = 12τBR ·
[
Rψ + µ0m
κBT
(Heff × u)ψ
]
−R · (Ωψ) . (2.10)
2We are in a situation of dilute suspensions, hence; one ignores both the hydrodynamic and
magnetic interparticle (dipole) interactions.
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Here, ψ = ψ(x,u, t) denotes the probability of finding a magnetic moment, say
m = mu, in the configuration u ∈ S2 at the spatial location x ∈ R3 at time t.
Furthermore, κB is the Boltzmann constant, T is the temperature,
τB =
3V η0
kBT
, (2.11)
denotes the Brownian rotational relaxation time (V being the volume of the par-
ticle),
R = u× ∂
∂ u , (2.12)
is the rotational gradient operator,
Heff = Hs + Hext, (2.13)
is the effective field, and
Ω = 12∇× v, (2.14)
is the (local) angular velocity of the fluid. Finally, the (macroscopic) magnetization,
M = nmMs〈u〉ψ, (2.15)
9
is an ensemble average of the microscopic magnetization mu times (the num-
ber of particles per unit volume) n, where Ms denotes the saturation magnetization
(M ·M = M2s ). Also, 〈u〉ψ is the first moment of ψ :
〈u〉ψ =
∫
S2
uψ(x,u, t) du . (2.16)
2.2 Dimensional analysis
Our governing equations consist of the incompressible Navier-Stokes equations
coupled with Maxwell’s equations, and the microscopic Smoluchowski equation via
the (Cauchy) stress tensor T. More specifically,
ρ
(
D v
Dt
)
= −∇p+ div T, (2.17)
div v = 0, (2.18)
where,
T = 2η0D+Tm, (2.19)
with the deformation strain
D = 12
(
∇v +∇vT
)
, (2.20)
10
and the additional (non-Newtonian) magnetic stress is obtained from the principle
of virtual work [41], [29]:
Tm = 5Φ0η0D−12µ0 [Heff ⊗M−M⊗Heff ] , (2.21)
where Φ0 = V n is the volume fraction of the nano-sized magnetic particles in the
ferrofluid, and ⊗ denotes the standard tensor product, respectively.
For the lid-driven cavity problem, the Navier-Stokes equations have two impor-
tant parameters, namely, density, say ρ, and Newtonian viscosity, η0. In addition, the
boundary conditions have a size characterized by a length Lc and velocities character-
ized by a velocity Vc. The characteristic velocity Vc is a representative fluid velocity
in the flow domain. The characteristic length Lc characterizes the lengths over which
the velocities change by an amount proportional to Vc. At the same time, we impose
no-slip boundary conditions which are independent in time, thus; four parameters de-
fine the steady Navier-Stokes problem. This leads to the following two dimensionless
parameters. In non-dimensionalizing the equations, the structure of the Navier-Stokes
equations leads to the definition of the Reynolds number and the (magnetic) Mason
number.
We put dimensionless variables by starred properties, say x = Lcx∗, so
x∗ = x
Lc
, y∗ = y
Lc
, z∗ = z
Lc
, (2.22)
11
and the corresponding spatial derivates as:
∇ = 1
Lc
∇∗, (2.23)
and
∆ = 1
L2c
∆∗. (2.24)
We normalize the velocity by the characteristic velocity Vc :
v = Vc v∗ . (2.25)
For the time, we choose a characteristic time3 that describes the fastest process
in the system. Since our flow is steady we use the characteristic flow time
Tc := Lc/Vc, (2.26)
hence;
t = Tct∗ =
Lc
Vc
t∗, (2.27)
3In this situation the Strouhal number St = TcVc/Lc = 1.
12
thus,
∂
∂t
= 1
Tc
∂
∂t∗
= Vc
Lc
∂
∂t∗
. (2.28)
For the pressure, we non-dimensionalize as:
p = Pcp∗, (2.29)
where Pc is still to be determined. From the equations
ρ
D v
Dt
= −∇p+∇ · (2η0D) +∇ · Tm, (2.30)
= −∇p+∇ · (2η0D) +∇ ·
(
5Φ0η0D−12µ0 (Heff ⊗M−M⊗Heff)
)
,
(2.31)
= −∇p+∇ · (2η0D) +∇ ·
(
5Φ0η0D−12nλkBT (h⊗〈〈u〉ψ − 〈u〉ψ ⊗ h)
)
,
(2.32)
= −∇p+ (2 + 5Φ0)η0∇ ·D−12nλkBT∇ · (h⊗〈u〉ψ − 〈u〉ψ ⊗ h) , (2.33)
we obtain:
ρ
V 2c
Lc
D v∗
Dt∗
= −Pc
Lc
∇∗p∗ + (2 + 5Φ0)η0 Vc
L2c
∇∗ ·D∗−nλkBT2Lc ∇
∗ · (h⊗〈u〉ψ − 〈u〉ψ ⊗ h) .
(2.34)
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By multiplying both sides of equation (2.34) by Lc/ρV 2c we see that
D v∗
Dt∗
= − Pc
ρV 2c
∇∗p∗+ (2 + 5Φ0)η02ρVcLc ∇
∗ · (2D∗)− nλkBT2ρV 2c
∇∗ · (h⊗〈u〉ψ − 〈u〉ψ ⊗ h) .
(2.35)
In the same fashion, we recast the Smoluchowski equation 2.10 as
∂ψ
∂t
+ (v ·∇x)ψ = 1
De
R · [Rψ + λ (h×u)ψ]−R · (Ωψ) , (2.36)
where De and λ are two very important dimensionless parameters. More specifi-
cally, De is called the Deborah number:
De =
2τB
kBT
Lc
Vc
= 2τBVc
kBTLc
, (2.37)
it is the ratio of the orientational Brownian relaxation time scale of the (micro-
scopic) rigid rods and the (macroscopic) time scale of the fluid, and λ, the strength
of the magnetic field relative to thermal energy due to Brownian motion:
λ = µ0m‖Hext ‖Ms
kBT
. (2.38)
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Here, the effective field, h, is non-dimensionalized with under the assumption
that the stray field and the external applied magnetic field have comparable magnetic
strength, in other words,
Mr =
‖Hs‖
‖Hext‖ = 1. (2.39)
Now, choosing Pc = ρV 2c , and omitting the starred decorations, we write the
Navier-Stokes equations 2.17 in dimensionless form as:
D v
Dt
= −∇p+ 1
Re
∇ · (2D)− 1
MC
∇ · (h⊗〈u〉ψ − 〈u〉ψ ⊗ h) , (2.40)
∇ · v = 0 (2.41)
where Re denotes the Reynolds number,
Re = 2ρVcLc(2 + 5Φ0)η0
, (2.42)
and
MC =
2ρV 2c
nλkBT
, (2.43)
where the product Re ·MC is the (magnetic) Mason number.
15
The additional (non-Newtonian) magnetic stress, Tm, takes the form:
Tm = 5Φ0η0D−12nλkBT (h⊗〈u〉ψ − 〈u〉ψ ⊗ h) . (2.44)
Lastly, a routine calculation using the incompressibly condition (2.41) makes it
plain that
∇ · (2D) = ∆ v, (2.45)
hence;
∂ v
∂t
+ (v ·∇) v = −∇p+ 1
Re
∆ v− 1
MC
∇ · (h⊗〈u〉ψ − 〈u〉ψ ⊗ h) , (2.46)
∇ · v = 0. (2.47)
2.2.1 Computational challenges
The fully coupled micro-macro model involves a six-dimensional system whose
mere size represents a daunting computational challenge. Indeed, we have macroscopic
position x ∈ R3, microscopic configuration u(θ, φ) ∈ S2, and time t ∈ R+. In a direct
simulation, we are bound to solve the Smoluchowski equation at every single grid point
of the physical space domain to advance the governing equations. This is a formidable
task, and we cannot stress the computational complexity of this problem enough.
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For instance, let Np and Nc denote the number of grid (or collocation) points in
physical space and configuration space, respectively. According to Swarztrauber [35],
the spherical harmonic evaluations require at minimum 64-bit double precision floating-
point representations to combat round-off error. Therefore, just to store gridded data
(or spectral coefficients) of the Smoluchowski’s probability density function (PDF) at
a single time step, we require N3p × N2c floating-point reals and the minimal cost of
updating the PDF everywhere is O(N2p × N2c ). For this reason, a modest resolution
of Np = 128 and Nc = 64 leads to N2p × N3c = 233, and given that a single double
requires 8 bytes of storage, a single time-step update requires roughly 68.72 gigabytes
of storage.
2.2.2 Closure approximation
We reduce the dimensionality of our problem by eliminating the troublesome con-
figuration space altogether. Following Shen and Doi [41], we multiply both sides of
the Smoluchowski equation (2.36) by u, and after integrating by parts over the unit
sphere S2, we obtain the following system of ODE’s in physical space
D
Dt
〈u〉ψ = − 1
τB
〈u〉ψ + λ2τB
(
h−h ·〈u⊗u〉ψ
)
+ 12
(
∇v−∇v>
)
· h . (2.48)
Although it is true that (2.48) is now completely free from any configuration space
dependence, it now contains the second moments 〈u⊗u〉ψ, which are unknown. As a
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matter of fact, if we continue with this integration approach and attempt to derive an
expression for the second moment, it spawns an equation involving the third moments,
and so forth. In other words, the set of equations 2.48 are not closed.
To lift the dependence on the second moment 〈u⊗u〉ψ, and obtain a closed
equation, we use the following closure (decoupling) approximation:
〈u⊗u〉ψ ≈ A〈u〉ψ ⊗ 〈u〉ψ +BI, (2.49)
where A and B are chosen at ad hoc so that the approximation is exact at equi-
librium. More specifically, if we let L(λ) denote the Langevin function, say
L(λ) = coth(λ)− 1
λ
, (2.50)
then (2.49) is rigorously exact at equilibrium if we take
A = A(λ) =

1− 3L(λ)
λ
L(λ)2
 (2.51)
and
B = B(λ) = L(λ)
λ
. (2.52)
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In conclusion, if we define a (macroscopic) equilibrium magnetization, say
M0 = nmMsL(λ) h, (2.53)
and the friction coefficient ζ = 2τBnkBT, equation 2.48 is recast, in terms of the
(macroscopic) magnetization M, as
DM
Dt
= − 1
τB
(M−M0)+A(λ)
ζ
(
(M×H)×M +
(
‖M0 ‖2 − ‖M ‖2
)
H
)
+Ω×M .
(2.54)
Finally, the resulting ODE (2.54) is solved numerically using a 4th order Runge
Kutta method [22]. For a complete derivation of the equations, see: [41]
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Chapter 3
Numerical methods
3.1 Projection method
We implement the pressure-increment projection algorithm for the discretization
of the Navier-Stokes equation. Our execution corresponds to PmII as presented in
[10]. This leads to theoretical second order accuracy for both velocity and pressure
under the proviso that all the spatial derivatives are second order accurate. Our spatial
discretization is carried using the marker-and-cell (MAC) method akin to that found
in Harlow and Welch [15]. The third-order Essentially Non-Oscillatory (ENO) upwind
scheme is employed for the advective terms [7].
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3.1.1 Pressure-increment projection algorithm
Given the flow velocity vn, and the pressure pn−
1
2 , we advance the equations in
three steps:
Step 1: Compute an intermediate field, say v∗, by solving
v∗−vn
dt
= − (v ·∇v)n+
1
2 −∇pn+ 12 + 1
Re
∆ vn+
1
2 − 1
Ma
div Tn, (3.1)
v∗
∣∣∣
∂D
= vn+1BC , (3.2)
Here, the advective term is extrapolated by way of the Adams-Bashforth formula,
(v ·∇v)n+
1
2 = 32 (v ·∇u)
n − 12 (v ·∇v)
n−1 . (3.3)
Utilizing the standard five point central difference operator, say ∆h, the diffusion
term is treated implicitly as
∆ vn+
1
2 = 12 (∆h v
∗+∆h vn) , (3.4)
and the pressure gradient as
∇pn+ 12 = Gpn−12 , (3.5)
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where
Gp
i+ 12 ,j
= pi+1,j − pi,j
dx
, (3.6)
Gp
i,j+ 12
= pi,j+1 − pi,j
dy
. (3.7)
Step 2: Compute a pressure update φn+1 by solving the Poisson equation with homoge-
neous Von Neumann boundary conditions, that is,
∆φn+1 = ∇ · v
∗
∆t , (3.8)
n · ∇φn+1
∣∣∣∣
∂D
= 0. (3.9)
This is accomplished by solving
∆hφn+1 =
D v∗
∆t , (3.10)
where
(D v)i,j =
ui+1/2,j − ui−1/2,j
∆x +
vi,j+1/2 − vi,j−1/2
∆y . (3.11)
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Step 3: We update pressure and velocity according to
vn+1 = v∗−∆tGφn+1, (3.12)
pn+1/2 = pn−1/2 + φn+1 − 12Re (D v
∗) . (3.13)
In brief, the pressure-increment projection method involves solving two Helmholtz
equations for v∗ = (u∗, v∗) in (3.1) and one Poisson equation for φn+1 in (3.10). To
that end, we employ the object-oriented features in modern Fortran; see: Metcalf [31].
The derived data type NavierStokesSolver in [25] utilizes PoissonSolver and
HelmholtzSolver from modern_fishpack [24], which in turn are thread safe mod-
ernizations of the cyclic reduction routines genbun and poistg in NCAR’s FISHPACK90
[17, 34].
3.1.2 Lid-driven cavity flow
To validate NavierStokesSolver we solve the two-dimensional lid-driven cavity
flow. This benchmark problem has long history in testing new codes or new solution
methods; its geometry is elementary and the boundary conditions are simple. Due
to the problem’s immense popularity, there is a wealth of well-established data to
compare with. A good set of data for comparison is that of Ghia, Ghia, and Shin [44],
since it includes tabular results for a wide range of Reynolds numbers.
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Our Newtonian fluid is contained in a square domain D = [0, 1] × [0, 1] with
Dirichlet boundary conditions on all sides, with three stationary sides and one moving
side (with velocity tangent to the side). In our case, the top side of the unit-square
cavity moves with speed 1.0 in the horizontal x-direction. The Reynolds number,
based on the lid-speed, the cavity side-length, and the kinematic viscosity, is set to
100.
To investigate the spatial order of convergence, we compute the solution on five
grids consecutively refined with a ratio of 2: 64×64, 128×128, 256×256, 512×512,
and 1024× 1024.
For each simulation, we have a uniform time step ∆t = ∆x4 with total time t = 30.
The tolerance for convergence is set at 10−12.
We compute the observed order of convergence in space using the solution on
three consecutive grids in the L2-norm:
With flow velocity v = (u, v) and pressure p we obtain:
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Table 3.1: The trio of grids employed to compute the observed order of convergence.
The suffix (first, middle, or last) refers to the trio of grids used to compute the observed
order.
first: 64× 64, 128× 128, and 256× 256;
middle: 128× 128, 256× 256, and 512× 512;
last: 256× 256, 512× 512, and 1024× 1024.
Table 3.2: The observed order of convergence for the lid-driven cavity flow with
Re = 1.0
u-first u-middle u-last
1.7695 2.116 1.9837
v-first v-middle v-last
1.5663 2.037 1.9341
p-first p-middle p-last
1.5703 1.9638 1.8206
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3.2 Hybrid method: Maxwell’s equations
We solve Maxwell’s equations by modifying Fredkin and Koehler’s hybrid method
[11]. Equally important, our software is a modernization of earlier work by García-
Cervera and Roma [5]. To summarize, the stray field can be written as
Hs = ∇ϕ, (3.14)
where ϕ, the magnetostatic potential, solves the magnetostatic equation
∆ϕ = div M for x ∈ D, (3.15)
∆ϕ = 0 for x ∈ Dc, (3.16)
[ϕ] = 0 for x ∈ ∂D, (3.17)[
∂ϕ
∂ n
]
= −M ·n for x ∈ ∂D. (3.18)
We decompose the magnetic static potential (3.14) as
ϕ = ϕ1 + ϕ2, (3.19)
where ϕ1 is chosen to satisfy the equation
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∆ϕ1 = div M for x ∈ D, (3.20)
ϕ1 = 0 for x ∈ ∂D, (3.21)
and ϕ1 is extended to be equal to zero outside D. The boundary contributions are
included in ϕ2, which satisfies the equation
∆ϕ2 = 0 for x ∈ D ∪Dc, (3.22)
[ϕ2] = 0 for x ∈ ∂D, (3.23)[
∂ϕ2
∂ n
]
= −M ·n +∂ϕ1
∂ n for x ∈ ∂D. (3.24)
The solution to (3.22) is given by the double layer potential
ϕ2(x) =
∫
y∈ ∂D
Γ(x−y)g(y)dσ(y), (3.25)
where Γ is the Newtonian potential in free space and
g(y) = −M ·n +∂ϕ1
∂ n . (3.26)
The Neumann boundary values for ϕ2 in (3.24) can be evaluated using the in-
tegral representation (3.25), and therefore ϕ2 can be determined inside the domain
solving a Poisson equation with Dirichlet boundary conditions. The integral (3.25)
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is approximated on the boundary of the domain by approximating g using piecewise
polynomial interpolation. The corresponding moments of the Newtonian potential can
be evaluated analytically.
In the two-dimensional case, the resulting sum can be evaluated in O(N) operation
by direct summation, where N is the total number of grid points in the domain, if
a uniform grid is used. In the 3-dimensional case, however, the evaluation of the
boundary values by direct summation is an O(N4/3) operation. Solving Poisson’s
equation with multigrid is an O(N) operation. Therefore, in two dimensions this
procedure has optimal complexity.
Our derived data type MaxwellSolver in [23] again employs PoissonSolver in
modern_fishpack [24] to solve (3.20) and (3.22).
3.3 Spectral method
At each time step we wish to update ψ for every physical space point x ∈ D using
2.10. We need to proceed with caution to avoid the pole problem for finite difference
schemes. More specifically, recall the Courant-Friedrichs-Lewy (CFL) condition [9] for
the stability of explicit time-stepping algorithms:
∆t < ∆x
c
, (3.27)
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where c is the speed of the fastest waves allowed by the differential equation of
interest and ∆x is the smallest spatial grid interval. Using (co)latitude (0 ≤ θ ≤ pi)
and longitude (0 ≤ φ ≤ 2pi) as coordinates, if we naively apply an uniform spacing in
φ and θ, it follows from the circular arc formula that the distance, say ∆x, between
two grid points on a circle of colatitude θ is
∆x = sin θ∆φ, (3.28)
which tends to zero at the poles as shown graphically in the figure below.
θPole
∆x2
∆x1
φ
Figure 3.1: A grid with uniform spacing in latitude and longitude as viewed from
Polaris, the Pole Star. The meridians (lines of constant longitude) all converge at the
pole. consequently, ∆x→ 0 as the pole is approached, even though ∆φ is constant.
The very small grid spacing near the pole is the “pole problem": One must use a
prohibitively small time step, or the numerical flow will violate the Courant-Friedrichs-
Levy criterion and become unstable.
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We attack the root of the problem and solve for ψ using a series expansion method;
employing the spherical harmonics (the angular portion of an orthogonal family of so-
lutions to the surface Laplacian) as a basis set. Because of the natural connection
between the spherical harmonics and the geometry of the sphere, the spherical har-
monics provide equiareal resolution 1 (as a result of triangular truncation and the
Addition Theorem, see [32]), exponential convergence, and a trivial inversion of the
surface Laplacian, which is the eigen-operator for these functions.
3.3.1 Spherical harmonics
In R3, the Laplacian is given by
∆ = ∂
2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2
. (3.29)
In spherical coordinates {(r, θ, φ) : r ∈ R≥0, θ ∈ [0, pi], φ ∈ [0, 2pi)}, that is,
x = r sin θ cosφ, (3.30)
y = r sin θ sinφ, (3.31)
z = r cos θ, (3.32)
1A numerical algorithm which has the property that its numerical characteristics are invariant to
a rotation of the north pole of the coordinate system so that features of a given size are resolved
equally well or badly regardless of whether they are located at the poles, equator, or anywhere in
between.
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the Laplacian takes the form
∆ = csc2 θ ∂
2
∂φ2
+ ∂
2
∂θ2
+ cot θ ∂
∂θ
+ 2r ∂
∂r
+ r2 ∂
2
∂r2
. (3.33)
Suppose that we have a homogeneous harmonic polynomial of degrees n, say
pn(x, y, z) = rnqn(θ, φ). (3.34)
Then
0 = ∆pn (3.35)
=
[
csc2 θ ∂
∂φ2
+ ∂
2
∂θ2
+ cot θ ∂
∂θ
]
rnqn(θ, φ) + 2rnrn−1qn(θ, φ) + r2n(n− 1)rn−2qn(θ, φ).
(3.36)
On S2, we define the Laplace-Beltrami operatorR2 := ∆S (surface Laplacian) by
∆S = csc θ
∂2
∂φ2
+ ∂
2
∂θ2
+ cot θ ∂
∂θ
, (3.37)
and see that
∆Sqn(θ, φ) = −n(n+ 1)qn(θ, φ). (3.38)
This qn is therefore an eigenfunction of the spherical Laplacian. Any such eigen-
function is called a spherical harmonic.
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Indeed, the operator ∆S is self-adjoint, which implies that the eigenspaces Λn
are orthogonal. Λn consists of the homogeneous harmonic polynomials of degree n
restricted to the sphere, and has dimension 2n+ 1. On the sphere, the homogeneous
harmonic polynomials span the set of all polynomials, which in turn are dense in L2.
Our spherical harmonics therefore span L2. If we take a basis within each eigenspace
then this collection will give a basis for L2 of the sphere.
Upshot, any square-integrable function on S2 can be approximated up to machine
precision as a truncated sum of spherical harmonics. For a rigorous proof see Folland
[14].
Spherical harmonics arise in R3 in the same fashion Fourier series arise in R2. That
is, for fixed n, we can organize the Λn as
{
Y mn (θ, φ) = P˜mn (cos θ)eimφ/
√
2pi
}
−n≤m≤n . (3.39)
It is not immediately obvious that we can separate variables and assume exponential
functions in the longitudinal (φ) directions. This follows from the fact that the lines
of fixed θ are circles. For a rigorous construction see Boyd [3], or for a more gentle
introduction see Strauss [43]. A disadvantage of this organization is that it makes the
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poles into special points. We would like to find conditions on P˜mn to make 3.39 into
a set of smooth spherical harmonics. More specifically, we need to have
∆S
eimφ√
2pi
P˜mn (cos θ) =
[
∂2
∂θ2
+ cot θ ∂
∂θ
− m
2
sin2 θ
]
eimφ√
2pi
= −n(n+ 1) e
imφ
√
2pi
P˜mn (cos θ),
(3.40)
or equivalently,
R2Y mn (θ, φ) = −n(n+ 1)Y mn (θ, φ). (3.41)
The relation 3.41 and the condition that P˜mn (1) 6= ±∞, identifies the P˜mn ’s up
to a constant as the Associated Legendre functions (of the 1st kind) of order m and
degree n. We use the tilde to indicate the L2 normalized version of the classically
defined Associated Legendre functions, denoted Pmn . Also, note that for each fixed
m, the set {P˜mn (cos θ)}n≥|m| will need to be orthogonal with respect to the measure
sin θ dθ, so that the harmonics from different Λn will be orthogonal.
3.3.2 Series expansion method
Generally speaking, the series expansion method involves a partial differential equa-
tion (PDE) with an operator H involving only derivatives in physical space, say
∂f
∂t
+H(f) = 0, (3.42)
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to be solve on the spatial domain D subject to specified initial and boundary
conditions. We write the spatial dependence of f as a linear combination of known
expansion functions φi(x)
f(x, t) =
∑
i∈N
ai(t)φi(x), (3.43)
where {φi}i∈N span the Hilbert space L2 with the standard inner product
〈φ, ϕ〉 =
∫
D
φ∗ϕdx (3.44)
We truncate
f˜(x, t) =
N∑
i=1
ai(t)φi(x), (3.45)
where f˜ approximates f. Our original PDE is now reduced to finding the unknown
coefficients
a1(t), a2(t), . . . , aN(t) (3.46)
in a way that minimized the error in the approximate solution. Now,
∂f
∂t
+H(f) = 0 ⇐⇒ ∂f˜
∂t
+H(f˜) = R(f˜), (3.47)
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where R quantifies how much f˜ fails to satisfy the governing equation. Strategies
for minimizing the residual R are:
1. Minimize the `2-norm of R: compute the ai(t) such as to minimize
‖R(f˜)‖2 := 〈R(f˜), R(f˜)〉1/2 =
(∫
D
R(f˜)R(f˜) dx
)1/2
(3.48)
2. Collocation method: constrain the residual by requiring it to be zero at a discrete
set of grid points
R(f˜) = 0 for all i = 1, 2, . . . , N (3.49)
3. Galerkin approximation: require R to be orthogonal to each of the expansion
functions used in the expansion of f , i.e. the residual depends only on the
omitted basis functions.
〈φi, R(f˜)〉 =
∫
D
φ∗iR(f˜) dx = 0 for all i = 1, 2, . . . , N (3.50)
Each of these strategies ensues a N -system of coupled ordinary differential equa-
tions (ODE) for the time-dependent coefficients ai(t), i = 1, 2, . . . , N. In our case,
Galerkin method and `2-norm minimization are equivalent [12]. Different series ex-
pansion methods use one or more of these strategies to minimize the error
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• Collocation strategy is used in the pseudo-spectral method.
• Galerkin and `2-norm minimization are the basis of the spectral method.
• Galerkin approximation is used in the Finite-Element Method (FEM).
Given
∂f˜
∂t
+H(f˜) = R(f˜) and f˜ =
N∑
i=1
aiφi, (3.51)
taking the inner product with all the expansion function and applying the Galerkin
approximation:
〈φj, ∂f˜
∂t
〉+ 〈φj, H(f˜)〉 −〈φj, R(f˜)〉 = 0 for all j = 1, 2, . . . N, (3.52)
⇒
N∑
i=1
(∫
D
φ∗jφi dx
)
dai
dt
+
∫
D
φ∗jH
(
N∑
i=1
aiφi
)
dx = 0 (3.53)
for all j = 1, 2, . . . N with initial condition
N∑
i=1
(∫
D
φ∗jφi dx
)
ai(0) =
∫
D
φj(x)f0(x) dx. (3.54)
Since our expansion functions have to satisfy the required boundary conditions,
our approximated solution also satisfies these boundary conditions.
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At first sight, these equations look more complicated than in Finite-Difference
discretization. However, if we know the eigenfunctions ei of H, i.e.,
H(ei) = λiei, (3.55)
then we reduce the problem to solving
N∑
i=1
[(∫
D
e∗jei dx
)(
dai
dt
+ λiai
)]
= 0 for all j = 1, 2, . . . , N. (3.56)
If the expansion functions ei are orthogonal and normalized, then
N∑
i=1
[(∫
D
e∗jei dx
)(
dai
dt
+ λiai
)]
= 0 ⇒ dai
dt
+ λiai = 0 (3.57)
for all j = 1, 2, . . . , N. We now have a decoupled system of ODE’s which can be
solved analytically. This is the spectral method.
To obtain a system of partial differential equations (PDE) for the spherical har-
monics coefficients we multiply the Smoluchowski equations by Y mn ∗ and integrate
over the configuration space S2. Since the harmonics are an orthonormal basis for S2
and the eigenfunctions of R2 it follows that 2.36 takes the form
∂ψmn
∂t
+ (v ·∇x)ψmn =
1
De
(−n(n+ 1)ψmn + λP [ψmn ])− A [ψmn ] , (3.58)
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where
A [ψmn ] =
∫
S2
(Y mn )
∗R · (Ωψ) dS, (3.59)
P [ψmn ] =
∫
S2
(Y mn )
∗R · (ψ (h×u)) dS, (3.60)
and [ψmn ] denotes the complete set of spectral coefficients of degree n and order
m. To evaluate 3.59 and 3.60 we need to determine the effect of R on each Y mn . Via
the closely related angular momentum operator, −iR, where i = √−1, we find that
A [ψmn ] =
1
2i
(
amn Ω−(−1)m+1Y m+1n + bm−1n Ω+(−1)m−1Y m−1n
)
+ iΩzmY mn , (3.61)
where Ω± = Ωx ± iΩy for Ω = (Ωx,Ωy,Ωz), and
amn =
√
n(n+ 1)−m(m+ 1), (3.62)
bmn =
√
n(n+ 1)−m(m− 1). (3.63)
Furthermore, using the relation
RY mn · (h×u) = u · (RY mn × h) , (3.64)
along with the familiar recurrence relations for the associated Legendre Functions,
we obtain:
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P [ψmn ] =
1
2Hz
(
amn+1(−1)m+1c−(m+1)n+1 + bmn+1(−1)m−1cm−1n+1 + 2hmn+1
)
ψmn+1
− 12Hz
(
amn−1(−1)m+1d−(m+1)n−1 + bmn−1(−1)m−1dm−1n−1 + 2hmn
)
ψmn−1
+
(
H−
[
(m+ 1)c−(m+1)n+1 + dm−1n−1
]
− 12H
+bm+1n+1 (−1)mhmn+1
)
ψm+1n+1
−
(
H−
(
(m+ 1)d−(m+1)n−1 − cm−1n+1
)
+ 12H
+bm+1n−1 (−1)mhmn
)
ψm+1n−1
+
(
H+
[
(m− 1)cm−1n+1 − d−(m+1)n−1
]
− 12H
−am−1n+1 (−1)mhmn+1
)
ψm−1n+1
−
(
H+
[
(m− 1)dm−1n−1 + c−(m+1)n+1
]
+ 12H
−am−1n−1 (−1)mhmn
)
ψm−1n−1 , (3.65)
where
hmn =
√√√√ (n−m)(n+m)
(2n+ 1)(2n− 1) , (3.66)
cmn =
√√√√(n−m− 1)(n−m)
(2n− 1)(2n+ 1) (3.67)
dmn =
√√√√(n+m+ 1)(n+m+ 2)
(2n+ 1)(2n+ 3) , (3.68)
and H± = Hx ± iHy for h = (Hx, Hy, Hz).
To discretize 3.58 we use a semi-implicit first-order Euler’s method. Notice that the
Laplace-Beltrami term is treated implicitly. Lastly, because there are sharp gradients
in the solution of the Smoluchowski equation, a third-order Essentially Non-Oscillatory
(ENO) upwind scheme is implemented to calculate the physical space gradient term
(v ·∇x)ψmn .
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Chapter 4
Results
We now discuss the numerical results obtained from implementing the fully coupled
two-dimensional system and compare the rheological properties with that of the closure
approximation.
To review, we solve the two-dimensional Navier-Stokes equations for the lid-driven
cavity problem in a square domain1, say D = [0, 1] × [0, 1], with Dirichlet boundary
conditions on all sides, with three stationary sides and one moving side (with velocity
tangent to the side).
1Please note that are no dimension incompatibility issues between the two-dimensional macro-
structure (physical space) and the three-dimensional micro-structure (configuration space). Our
model is in fact fully three-dimensional in that our microscopic particles are fully mobile, that is, we
allow them to rotate out of the plane. Furthermore, all three components of the flow velocity v are
nonzero and all components of stress tensor Tm and the (local) angular velocity Ω are kept, yet we
do not allow for gradients in the z-direction.
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Exercising the International System of Units (SI), the scale parameters are Lc =
10−3m, Vc = 10−1m/s, ρ = 103kg/m3, η0 = 10−3kg/(ms) and Φ0 = 3%. The Reynolds
number, based on the lid-speed, the cavity side-length, and the kinematic viscosity,
is set to 1. For the sake of investigation, we assume that Ma = 1. Considering
ferrimagnetic (not to be confused with ferromagnetic) material containing Iron(II,III)
oxide (Fe3O4), subject to a magnetic field at room temperature T = 293K, with
particle diameter 8nm, we have λ ∼ O(1).
At each time step, we solve the Smoluchowski equation in spectral space and
extract the first moment from the coefficients via the relations
M · e1 = 2pi√3
(
ψ11 − ψ−11
)
, (4.1)
M · e2 = 2pi√3
(
ψ−11 + ψ11
)
, (4.2)
M · e3 = 2
√
2pi√
3
(
ψ01
)
, (4.3)
where {e1, e2, e3} denotes the standard Euclidean basis for R3. The first moment
is then used to solve Maxwell’s equations from which we update the effective field.
The Deborah number is kept in the range 0.125 ≤ De ≤ 2. The external magnetic
field is kept constant at Hext = (0, 1, 0).
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Let ∆x denote the (uniform) discretization mesh size in physical space. For each
simulation, we have a uniform time step ∆t = ∆x8 with total time t = 30. The
tolerance for convergence of the governing equations’ residual is set at 10−12.
4.1 Vorticity and stream lines
At steady state, the flow velocity’s flooded vorticity and stream lines are presented
in Figure 4.1. As expected, we see the formation of a large primary vortex in the
center of our domain [13, 44].
42
Figure 4.1: Flooded vorticity and superimposed stream lines for the lid-driven cavity
flow of a Newtonian fluid for Reynolds number Re = 1 at steady state. Our contour fill
color map extends outside the range of contour levels; data below the lowest contour
level is violet, and above the highest level is red [16].
On the other hand, in the case our fully coupled system with magnetic stress and
torque contributions, secondary vortices appear in the bottom corners of our domain.
The secondary vortices are an interesting development as they are generally associated
with Reynolds numbers of several orders of magnitude larger that our Re = 1, see:
Ghia, Ghia, and Shin [44].
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Figure 4.2: Flooded vorticity and superimposed stream lines for the lid-driven
cavity flow of the (non-Newtonian) ferrofluid with significant magnetic stress and
torque contributions. The important numerical parameters are the Reynolds num-
ber Re = 1, the Deborah number De = 2, and the strength of the magnetic
field relative to thermal energy due to Brownian motion λ = 5. Our contour
fill color map extends outside the range of contour levels; data below the low-
est contour level is violet, and above the highest level is red [16]. Moreover,
the labels A, B, C, D, and E, respectively, indicate the physical space loca-
tions where the vorticity exhibits sharp transitions from positive to negative val-
ues. That is, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625),
C = (0.50390625, 0.90234375), D = (0.01953125, 0.86328125). and E =
(0.03515625, 0.03515625).
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Figure 4.3: Flooded vorticity and superimposed stream lines for the lid-driven
cavity flow of the (non-Newtonian) ferrofluid with moderate magnetic stress and
torque contributions. The important numerical parameters are the Reynolds num-
ber Re = 1, the Deborah number De = 0.125, and the strength of the mag-
netic field relative to thermal energy due to Brownian motion λ = 5. Our con-
tour fill color map extends outside the range of contour levels; data below the
lowest contour level is violet, and above the highest level is red [16]. More-
over, the labels A, B, C, D, and E, respectively, indicate the physical space lo-
cations where the vorticity exhibits sharp transitions from positive to negative val-
ues. That is, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625),
C = (0.50390625, 0.90234375), D = (0.01953125, 0.86328125). and E =
(0.03515625, 0.03515625).
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4.2 The stray field
Since the stray field varies in our domain, the magnetic stress also depends on the
positions in our (physical space) domain, hence; the viscosity in our domain varies.
Below we visualize the horizontal (x-direction) and vertical (y-direction) components
of the stray field as we incrementally increase our dimensionless magnetic parameter
0.5 ≤ λ ≤ 7.5.
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Figure 4.4: Plot of the (horizontal) x-component and (vertical) y-component of the
stray field, say Hs · ei, versus the dimensionless magnetic parameter (the strength
of the magnetic field relative to thermal energy due to Brownian motion), say λ,
for the closure approximation. Here ei denotes the standard Euclidean basis el-
ement in R3. The important (fixed) numerical parameters are the Reynolds num-
ber Re = 1 and the Deborah number De = 0.125. Moreover, the labels A,
B, C, D, and E, respectively, indicate the physical space locations where the
vorticity exhibits sharp transitions from positive to negative values in Figure 4.2.
More specifically, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625),
C = (0.50390625, 0.90234375), D = (0.01953125, 0.86328125). and E =
(0.03515625, 0.03515625).
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Figure 4.5: Plot of the (horizontal) x-component and (vertical) y-component of the
stray field, say Hs · ei, versus the dimensionless magnetic parameter (the strength
of the magnetic field relative to thermal energy due to Brownian motion), say λ,
for the fully coupled system. Here ei denotes the standard Euclidean basis ele-
ment in R3. The important (fixed) numerical parameters are the Reynolds num-
ber Re = 1 and the Deborah number De = 0.125. Moreover, the labels A,
B, C, and D, respectively, indicate the physical space locations where the vortic-
ity exhibits sharp transitions from positive to negative values in Figure 4.2. More
specifically, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625), C =
(0.50390625, 0.90234375), and D = (0.01953125, 0.86328125).
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Since De < 1, the additional (non-Newtonian) magnetic stress and torque contri-
butions are relatively moderate, and the general trend in the closure approximation’s
plot agrees with our fully coupled system in the case of weak flow.
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Figure 4.6: Plot of the (horizontal) x-component and (vertical) y-component of the
stray field, say Hs · ei, versus the dimensionless magnetic parameter (the strength
of the magnetic field relative to thermal energy due to Brownian motion), say λ,
for the closure approximation. Here ei denotes the standard Euclidean basis ele-
ment in R3. Here e1 denotes the standard Euclidean basis element (1, 0, 0) ∈ R3.
The important (fixed) numerical parameters are the Reynolds number Re = 1 and
the Deborah number De = 2. Moreover, the labels A, B, C, and D, respec-
tively, indicate the physical space locations for each vortices’ center in Figure 4.2.
More specifically, A = (0.50390625, 0.50390625), B = (0.27734375, 0.27734375),
C = (0.94140625, 0.27734375), and D = (0.27734375, 0.94140625).
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Figure 4.7: Plot of the (horizontal) x-component and (vertical) y-component of
the stray field, say Hs · ei, versus the dimensionless magnetic parameter (the
strength of the magnetic field relative to thermal energy due to Brownian mo-
tion), say λ, for the fully coupled system. Here ei denotes the standard Eu-
clidean basis element in R3. The important (fixed) numerical parameters are the
Reynolds number Re = 1 and the Deborah number De = 2. Moreover, the la-
bels A, B, C, and D, respectively, indicate the physical space locations where the
vorticity exhibits sharp transitions from positive to negative values in Figure 4.2.
More specifically, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625),
C = (0.50390625, 0.90234375), and D = (0.01953125, 0.86328125).
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4.3 The magnetization
Figure 4.8: A streamplot, or streamline plot, of the (macroscopic) magnetization
M as a two-dimensional vector field. The important numerical parameters are: the
Deborah number De = 0.125, the Reynolds number Re = 1, and (the strength of the
magnetic field relative to thermal energy due to Brownian motion) λ = 5. The vector
field components are normalized so that (floating-point) data values from the interval
[0, 1] map to the RGBA color of corresponding colormap’s luminance. The smallest
intensity is violet and the largest is red, respectively[16].
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Figure 4.9: A streamplot, or streamline plot, of the (macroscopic) magnetization
M as a two-dimensional vector field. The important numerical parameters are: the
Deborah number De = 0.125, the Reynolds number Re = 1, and (the strength of the
magnetic field relative to thermal energy due to Brownian motion) λ = 5. The vector
field components are normalized so that (floating-point) data values from the interval
[0, 1] map to the RGBA color of corresponding colormap’s luminance. The smallest
intensity is violet and the largest is red, respectively[16].
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In the case whereDe < 1, our magnetization instantly aligns itself with the external
magnetic field Hext = (0, 1, 0). Conversely, as we increase the Deborah number De >
1, the magnetization begins to align itself with the lid.
To investigate the spatial order of convergence, we compute the solution on three
grids consecutively refined with a ratio of 2: 128 × 128, 256 × 256, and 512 × 512.
For each simulation, we have a uniform time step ∆t = ∆x8 with total time t = 30.
The tolerance for convergence is set at 10−12. The observed order of convergence in
space using the solution on three consecutive grids in the L2-norm is 1.8173636058.
4.4 Incremental viscosity
In a situation of shear flow, when a static external magnetic field is applied to
a ferrofluid, thus impeding the (microscopic) magnetic particles’ free rotation, we
observe viscosity of the ferrofluid as a monotonic function of the magnetic field [41].
In fact, the viscosity reaches a saturation limit where the magnetic moments orient
themselves along the applied magnetic field [40]. For the lid-driven cavity problem,
the relationship is considerably different as the effective field is no longer uniform in
physical space. In contrast, the micro-structure changes the (local) dynamics of the
flow to such an extent that their magnetic stress and torque contributions to the
effective viscosity of the ferrofluid may become negative. This phenomenon (for the
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case of shear flow and an alternating magnetic field) was demonstrated experimentally
in [26] and first coined as “negative change” in viscosity by Shliomis and Morozov [30].
In our quasi-three-dimensional model where we do not allow gradients in the z-
direction, the magnetic stress, say σxy, is given by
σxy =
(
1 + 52Φ0
)
η0 (κxy + κyx)− 12 (HxMy −HyMx) , (4.4)
where κ = ∇v denotes the gradient of the macroscopic velocity of the fluid, and
Hx,Mx(Hy,My) denote the horizontal x-direction (vertical y-direction) vector field
components, respectively. The incremental viscosity, say ∆η, is [41]:
∆η = σxy
κxy + κyx
−
(
1 + 52Φ0
)
η0. (4.5)
We calculate the incremental change of viscosity near the stream function’s vor-
tices and compare the results with our closure approximation. Indeed, we observe a
“negative change” in viscosity.
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Figure 4.10: A plot of the incremental viscosity, ∆η, as a function of the dimensionless
magnetic parameter (the strength of the magnetic field relative to thermal energy due
to Brownian motion), 0.5 ≤ λ ≤ 7.5. The important (fixed) numerical parameters are
the Reynolds number, Re = 1 and the Deborah number, De = 0.125. Moreover, the
labels A, B, C, D, and E, respectively, indicate the physical space locations where
the vorticity exhibits sharp transitions from positive to negative values in Figure 4.2.
More specifically, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625),
C = (0.50390625, 0.90234375), D = (0.01953125, 0.86328125). and E =
(0.03515625, 0.03515625).
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When De is small we have a monotonic relationship. That is, as we increase λ,
thus hindering particle rotation, we get an (decrease) increase in viscosity near (away
from) the externally applied magnetic field.
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Figure 4.11: A plot of the incremental viscosity, ∆η, as a function of the dimensionless
magnetic parameter (the strength of the magnetic field relative to thermal energy due
to Brownian motion), 0.5 ≤ λ ≤ 7.5. The important (fixed) numerical parameters
are the Reynolds number, Re = 1 and the Deborah number, De = 2. Moreover, the
labels A, B, C, D, and E, respectively, indicate the physical space locations where
the vorticity exhibits sharp transitions from positive to negative values in Figure 4.2.
More specifically, A = (0.50390625, 0.50390625), B = (0.12109375, 0.97265625),
C = (0.50390625, 0.90234375), D = (0.01953125, 0.86328125). and E =
(0.03515625, 0.03515625).
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Our figures illustrate the dependence of the relative rotational viscosity on the
Deborah number, De ∈ {0.125, 2.0}, over the dimensionless magnetic parameter (the
strength of the magnetic field relative to thermal energy due to Brownian motion),
0.5 ≤ λ ≤ 7.5. The plots demonstrate that the stronger the applied field, the steeper
the decrease of ∆η. As a matter of fact, the dependency ∆η(λ) is demonstrably
non-monotonic.
When De > 1, increasing λ does not significantly deter free rotation; particle
rotation is (locally) changing the flow dynamics and lowering the viscosity of the fluid
by aligning themselves such that their rotation contributes to the flow.
By and large, this numerical experiment sheds light on the potential pitfalls of
combining large De and moderate λ in closure approximation simulations. Our results
demonstrate a poor quantitative agreement between the predictions of the closure
approximation and a direct simulation in the case when the flow is no longer fixed and
(local) angular velocity contributions are significant.
Results
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Chapter 5
Conclusion
In this thesis, we developed a micro-macro approach for the modeling and com-
putation of ferrofluids, wherein we solve every governing equation directly, that is, in
both physical space (with two-dimensional spatial resolution) and configuration space
(with complete three-dimensional resolution).
An incremental viscosity study for the lid-driven cavity problem with different di-
mensionless magnetic parameters (the strength of the magnetic field relative to thermal
energy due to Brownian motion) observed “negative changes” in viscosity. As evident
in figures 4.2 and 4.3, we have regions where the vorticity transitions from positive
to negative values. While the (positive) vorticity in the main vortext acts to oppose
the magnetic torque, and thus, positively increments the viscosity, the exact opposite
occurs in the (negative) secondary vorticity regions. Moreover, our investigation re-
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vealed that the (ad hoc) closure approximation by Shen and Doi is in relatively good
agreement with the viscosity measurement of ferrofluids in the regime De << 1.
Admittedly, the most significant limitation of our quasi three-dimensional model
was the simplifying assumption that there were no spatial gradients in the z-direction.
Nonetheless, our investigation extends seamlessly to a three-dimensional flow at the
cost of computation time. The dimensionality of the problem is formidable, and models
with many configuration degrees of freedom are computationally intractable. This
explains the relatively few studies in the literature where the Smoluchowski equation
is solved directly. Our present study demonstrates that numerical simulation is indeed
feasible. The numerical implementation is fully object-oriented in modern Fortran and
the libraries are available on the software repository website bitbucket.
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Appendix A
Recurrence relations
We aim to solve the dimensionless Smoluchowski equation
∂ψ
∂t
+ (v ·∇x)ψ = 1
De
R · [Rψ + λ (h×u)ψ]−R · (Ωψ) (A.1)
The probability density function ψ(θ, φ) can be approximated up to machine pre-
cision by a truncated series of spherical harmonics, say Y mn (θ, φ), which are the eigen-
functions of the Laplace-Beltrami operator R2 = ∆S.
ψ(x,u(θ, φ), t) =
∞∑
n=0
n∑
m=−n
ψmn Y
m
n (θ, φ). (A.2)
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In fact, the harmonics are a product of trigonometric functions, here represented
as a complex exponential in φ, and (normalized) associate Legendre function in cos θ:
Y mn (θ, φ) = P¯mn (cos θ) exp(imφ), (A.3)
where
P¯mn (cos θ) =
√√√√(2n+ 1)
2
(n−m)!
(n+m)!P
m
n (cos θ), (A.4)
where Pmn are the associate Legendre functions satisfying Rodrigue’s formula.
Pmn (cos θ) =
1
2nn! sin
m(θ) d
n+m
dxn+m
(
cos2(θ)− 1
)n
. (A.5)
Indeed, the (complex) harmonics possess unit power
1
2pi
∫ pi
θ=0
∫ 2pi
φ=0
Y mn
(
Y m
′
n′
)∗
sin θdφdθ =
∫
S2
Y mn
(
Y m
′
n′
)∗
dS = δnn′δmm′ , (A.6)
where ∗ denotes the complex conjugate, and δaa = 1, δab = 0 if a 6= b.
A.1 Real spherical harmonics
To this point the harmonics have been developed for complex functions. However,
the solution to our Smoluchowski equation is real-valued and hence, we now develop
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the real form of the spherical harmonics. These forms are about twice as efficient as
the complex transforms and hence represent the preferred transforms of real functions.
We begin with the development of the synthesis of a real-valued function. Equation
(A.2) can be written as
ψ =
∞∑
n=0
(
a0nP
0
n +
n∑
m=1
ψ−mn Y
−m
n +
n∑
m=1
ψmn Y
m
n
)
. (A.7)
Using the identity
P−mn =

(−1)m (n−m)!(n+m)!P
m
n , if |m| ≤ n
0, if |m| > n,
(A.8)
it follows that the above normalized (complex) spherical harmonic functions satisfy
Y mn
∗ = (−1)mY −mn , (A.9)
which in turn reveals that
ψ−mn = (−1)mψmn . (A.10)
Substituting these results into (A.7), we obtain
ψ =
∞∑
n=0
[
ψ0nP
0
n +
n∑
m=1
2Re (ψmn Y mn )
]
. (A.11)
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If we define
ψmn = 12 (a
m
n − ibmn ) , (A.12)
where i =
√−1, denotes the imaginary unit, then the real form of the harmonic
synthesis is
ψ(θ, φ) =
∞∑
m=0
′ ∞∑
n=m
P
m
n (amn cos(mφ) + bmn sin(mφ)) . (A.13)
The prime notation on the first sum indicates that the first term corresponding to
m = 0 is multiplied by 1/2. The real form of the harmonic analysis can be obtained
as
amn =
1
2pi
∫ pi
θ=0
∫ 2pi
φ=0
ψ(θ, φ)Pmn cos(mφ)dS (A.14)
and
bmn =
1
2pi
∫ pi
θ=0
∫ 2pi
φ=0
ψ(θ, φ)Pmn sin(mφ)dS (A.15)
A.2 Complex analysis and synthesis
We utilize modern_spherepack [21], an object-oriented thread-safe moderniza-
tion of NCAR’s SPHEREPACK3.2 [35], to validate our fully spectral implementation.
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Since the library implements real harmonic analysis and synthesis, we supplied routines
to transform gridded real-valued scalar arrays to the corresponding complex spectral
coefficients. Furthermore, all of our routines use triangular truncation. The grid and
spectral arrays must be rank 2 and rank 1, respectively; passing array sections is safe.
A.3 Complex index convention
The spectral data is assumed to be in a complex array of dimension
(M + 1)(M + 2)/2. (A.16)
Here M ≤ NLAT − 1 is the triangular truncation limit, where NLAT denotes
the number of gaussian grid points 0 ≤ θ ≤ pi.
The coefficients are ordered so that first (nm = 1) is m = 0, n = 0, second is
m = 0, n = 1, nm = M is m = 0, n = M, nm = M + 1 is m = 1, n = 1, etc.
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ψ00 ψ
0
1 ψ
0
2 ψ
0
3 · · · ψ0M
ψ11 ψ
1
2 ψ
1
3 · · · ψ1M
ψ22 ψ
2
3 · · · ψ2M
ψ33 · · · ψ3M
. . . ...
A.4 Validating data structure implementation
We test our implementation with the functions
ψ(θ, φ) = sin2 θ cos θ sinφ cosφ (A.17)
ψ˜(θ, φ) = exp(ψ), (A.18)
and compare our results with the unit tests furnished by SPHEREPACK 3.2. The
errors are all ∼ 10−16 for the moderate resolution of 15-many Gaussian (co)latitudinal
points in θ and 18-many (uniform) Fourier longitudinal points in φ.
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A.5 The angular momentum operator
In quantum mechanics, the (complex) spherical harmonics are understood in terms
of the angular momentum operator
L = −iR, (A.19)
where
Lx = i sinφ
∂
∂θ
+ i cosφ cot θ ∂
∂φ
, (A.20)
Ly = −i cosφ ∂
∂θ
+ i sinφ cot θ ∂
∂φ
, (A.21)
Lz = −i ∂
∂φ
(A.22)
for L = Lx i +Ly j +Lz k .
A.5.1 Condon-Shortley phase
In the physics community it is common practive to include a phase factor of (−1)m,
commonly referred to as the Condon-Shortley phase, in the definition of the spherical
harmonic functions. There is no mathematical requirement to use the Condon-Shortley
phase, but including it simplifies the quantum mechanical operations, more specifically
the application of raising and lowering operators.
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Since SPHEREPACK 3.2 is geared toward the geodesy community who omit the
Condon-Shortley phase factor, we must append our subroutines to include this factor.
That is,
Y˜ mn (θ, φ) = (−1)mPmn (cos θ) exp(imφ), (A.23)
we obtain that L2 = L2x + L2y + L2z = −R and
RxY mn =
1
2i
(
amn (−1)m+1Y m+1n + bmn (−1)m−1Y m−1n
)
(A.24)
RyY mn =
1
2
(
amn (−1)m+1Y m+1n − bmn (−1)m−1Y m−1n
)
(A.25)
RzY mn = imY mn . (A.26)
Validating R relations
Again, using the functions (A.17) and (A.18) we obtain errors ∼ 10−14 for (A.24),
(A.25), and (A.26).
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Appendix B
Derivation of spectral coefficients
B.1 The coefficients A[ψmn ]
Furthermore, from the identities of R acting on Y mn we now obtain that for
Ω = Ωx i +Ωy j +Ωz k = 12∇x × v, (B.1)
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R · (ΩY mn ) =
1
2i
(
amn (−1)m+1ΩxY m+1n + bmn (−1)m−1ΩxY m−1n
)
+ 12
(
amn (−1)m+1ΩyY m+1n − bmn (−1)m−1ΩyY m−1n
)
+ imΩzY mn , (B.2)
= 12i
(
amn (−1)m+1ΩxY m+1n + bmn (−1)m−1ΩxY m−1n
)
−i2 12
(
amn (−1)m+1ΩyY m+1n − bmn (−1)m−1ΩyY m−1n
)
+ imΩzY mn , (B.3)
= 12i
(
amn (−1)m+1ΩxY m+1n + bmn (−1)m−1ΩxY m−1n
)
+ 12i
(
amn (−1)m+1−iΩyY m+1n + bmn (−1)m−1iΩyY m−1n
)
+ imΩzY mn , (B.4)
= 12i
(
amn Ω−(−1)m+1Y m+1n + bm−1n Ω+(−1)m−1Y m−1n
)
+ iΩzmY mn ,
(B.5)
where Ω± = Ωx ± iΩy. After integrating we find that
A[ψmn ] =
1
2i
(
am−1n Ω−(−1)m−1ψm−1n + bm+1n Ω+(−1)m+1ψm+1n
)
+ iΩzmψmn . (B.6)
Using the functions (A.17), (A.18), and Ω = (1, 2, 3) we obtain errors ∼ 10−13
for (B.6).
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B.2 Recurrences for the spherical harmonics
Using the recurrence relations for the associate Legendre functions and including
the eimφ dependencies we arrive at
xY mn =
√√√√(n−m+ 1)(n+m+ 1)
(2n+ 1)(2n+ 3) Y
m
n+1 +
√√√√ (n−m)(n+m)
(2n− 1)(2n+ 1)Y
m
n−1, (B.7)
=
√√√√ ((n+ 1)−m)((n+ 1) +m)
(2(n+ 1)− 1)(2(n+ 1) + 1)Y
m
n+1 +
√√√√ (n−m)(n+m)
(2n− 1)(2n+ 1)Y
m
n−1, (B.8)
= hmn+1Y mn+1 + hmn Y mn−1, (B.9)
√
1− x2eiφY m−1n =
√√√√(n+m)(n+m+ 1)
(2n+ 1)(2n+ 3) Y
m
n+1 −
√√√√(n−m)(n−m+ 1)
(2n− 1)(2n+ 1) Y
m
n−1,
(B.10)
and
√
1− x2e−iφY m+1n = −
√√√√(n−m)(n−m+ 1)
(2n+ 1)(2n+ 3) Y
m
n+1 +
√√√√(n+m)(n+m+ 1)
(2n− 1)(2n+ 1) Y
m
n−1.
(B.11)
More specifically,
√
4pi
3 Y
0
1 Y
m
n = xY mn , (B.12)
= hmn Y mn−1 + hmn+1Y mn+1, (B.13)
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√
8pi
3 Y
1
1 Y
m
n = −
√
1− x2eiφY mn , (B.14)
= −
√√√√(n+ (m+ 1))(n+ (m+ 1) + 1)
(2n+ 1)(2n+ 3) Y
m+1
n+1
+
√√√√(n− (m+ 1))(n− (m+ 1) + 1)
(2n− 1)(2n+ 1) Y
m+1
n−1 , (B.15)
=
√√√√(n−m− 1)(n−m)
(2n− 1)(2n+ 1) Y
m+1
n−1 −
√√√√(n+m+ 1)(n+m+ 2)
(2n+ 1)(2n+ 3) Y
m+1
n+1 ,
(B.16)
= cmn Y m+1n−1 − dmn Y m+1n+1 , (B.17)
for
cmn =
√√√√(n−m− 1)(n−m)
(2n− 1)(2n+ 1) , (B.18)
dmn =
√√√√(n+m+ 1)(n+m+ 2)
(2n+ 1)(2n+ 3) . (B.19)
Lastly,
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√
8pi
3 Y
−1
1 Y
m
n =
√
1− x2e−iφY mn , (B.20)
= −
√√√√(n− (m− 1))(n− (m− 1) + 1)
(2n+ 1)(2n+ 3) Y
m−1
n+1
+
√√√√(n+ (m− 1))(n+ (m− 1) + 1)
(2n− 1)(2n+ 1) Y
m−1
n−1 , (B.21)
=
√√√√(n+m− 1)(n+m)
(2n− 1)(2n+ 1) Y
m−1
n−1 −
√√√√(n−m+ 1)(n−m+ 2)
(2n+ 1)(2n+ 3) Y
m−1
n+1 ,
(B.22)
= c−mn Y m−1n−1 − d−mn Y m−1n+1 . (B.23)
B.3 The coefficients P [ψmn ]
By the chain rule, we see that
P [ψmn ] =
∫
S2
R · [ψ(H× u)] (Y mn )∗ dS, (B.24)
=
∫
S2
R · (H× u)ψ (Y mn )∗ dS +
∫
S2
Rψ · (H× u) (Y mn )∗ dS. (B.25)
After integrating by parts, we obtain:
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R · (H× u)Y mn = 2 (H · u)Y mn , (B.26)
=
√8pi
3
(
H+Y −11 −H−Y 11
)
+ 2
√
4pi
3 HzY
0
1
Y mn , (B.27)
= H+
√8pi
3 Y
−1
1 Y
m
n
−H−1
√8pi
3 Y
1
1 Y
m
n

+ 2Hz
√4pi
3 Y
0
1 Y
m
n
 , (B.28)
= H+
(
c−mn Y
m−1
n−1 − d−mn Y m−1n+1
)
−H−1
(
cmn Y
m+1
n−1 − dmn Y m+1n+1
)
+ 2Hz
(
hmn Y
m
n−1 + hmn+1Y mn+1
)
. (B.29)
That is,
∫
S2
R · (H× u)ψ (Y mn )∗ dS = H+
(
c
−(m+1)
n+1 ψ
m+1
n+1 − d−(m+1)n−1 ψm+1n−1
)
−H−
(
cm−1n+1 ψ
m−1
n+1 − dm−1n−1 ψm−1n−1
)
+ 2Hz
(
hmn+1ψ
m
n+1 + hmn ψmn−1
)
. (B.30)
Putting H = (1, 2, 3) and using the functions (A.17), and (A.18), we obtain errors
∼ 10−16.
To evaluate
∫
S2
Rψ · (H× u) (Y mn )∗ dS, (B.31)
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we use the scalar triple product
RY mn · (H× u) = u · (RY mn ×H)
= u · (HzRyY mn −HyRzY mn ,−HzRxY mn +HxRzY mn , HyRxY mn −HxRyY mn )
= 12
√
8pi
3 (Y
−1
1 − Y 11 ) (HzRyY mn −HyRzY mn )
+ i12
√
8pi
3 (Y
−1
1 + Y 11 ) (−HzRxY mn +HxRzY mn )
+
√
4pi
3 Y
0
1 (HyRxY mn −HxRyY mn )
= 12
√
8pi
3 Y
−1
1 (HzRyY mn −HyimY mn − iHzRxY mn + iHximY mn )
+ 12
√
8pi
3 Y
1
1 (−HzRyY mn +HyimY mn − iHzRxY mn + iHximY mn )
+
√
4pi
3 Y
0
1 (HyRxY mn −HxRyY mn )
= 12
√
8pi
3 Y
−1
1 (Hz (RyY mn − iRxY mn )−m (Hx + iHy)Y mn )
+ 12
√
8pi
3 Y
1
1 (−Hz (RyY mn + iRxY mn )−m(Hx − iHy)Y mn )
+
√
4pi
3 Y
0
1 (HyRxY mn −HxRyY mn )
= 12
√
8pi
3 Y
−1
1
(
Hz (RyY mn − iRxY mn )−mH+Y mn
)
+ 12
√
8pi
3 Y
1
1
(
−Hz (RyY mn + iRxY mn )−mH−Y mn
)
+
√
4pi
3 Y
0
1 (HyRxY mn −HxRyY mn ) .
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For the first term we use the identity
RyY mn − iRxY mn = amn (−1)m+1Y m+1n , (B.32)
along with (A.26) to obtain
1
2
√
8pi
3 Y
−1
1
(
Hz(RyY mn − iRxY mn )−mH+Y mn
)
= 12
√
8pi
3 Y
−1
1
(
Hza
m
n (−1)m+1Y m+1n −mH+Y mn
)
, (B.33)
= 12
Hzamn (−1)m+1
√
8pi
3 Y
−1
1 Y
m+1
n
−mH+
√
8pi
3 Y
−1
1 Y
m
n
 , (B.34)
= 12Hza
m
n (−1)m+1
(
c−(m+1)n Y
m
n−1 − d−(m+1)n Y mn+1
)
− 12mH
+
(
c−mn Y
m−1
n−1 − d−mn Y m−1n+1
)
. (B.35)
For the second term we employ the identity
RyY mn + iRxY mn = −bmn (−1)m−1Y m−1n , (B.36)
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1
2
√
8pi
3 Y
1
1
(
−Hz(RyY mn + iRxY mn )−mH−Y mn
)
= 12
√
8pi
3 Y
1
1
(
−Hz−bmn (−1)m−1Y m−1n −mH−Y mn
)
, (B.37)
= 12
Hzbmn (−1)m−1
√
8pi
3 Y
1
1 Y
m−1
n
−mH−
√
8pi
3 Y
1
1 Y
m
n
 , (B.38)
= 12Hzb
m
n (−1)m−1
(
cm−1n Y
m
n−1 − dm−1n Y mn+1
)
− 12mH
−(cmn Y m+1n−1 − dmn Y m+1n+1 ). (B.39)
For the last term we use (A.24) and (A.25) to obtain
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√
4pi
3 Y
0
1 (HyRxY mn −HxRyY mn )
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4pi
3 Y
0
1
(
Hy
1
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(
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−Hx12
(
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, (B.40)
= 12
√
4pi
3 Y
0
1
(
iHy
(
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(
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, (B.41)
= 12
√
4pi
3 Y
0
1
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+ (−Hx + iHy)amn (−1)m+1Y m+1n
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, (B.42)
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3 Y
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1
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, (B.43)
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= 12
(
H+bmn (−1)m−1
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)
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. (B.45)
Putting all of this together we obtain
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RY mn · (H× u) =
1
2Hza
m
n (−1)m+1
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c−mn Y
m−1
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)
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. (B.46)
After integrating we find
∫
(Y mn )∗Rψ · (H× u) dS
= 12Hz
(
amn+1(−1)m+1c−(m+1)n+1 + bmn+1(−1)m−1cm−1n+1
)
ψmn+1
− 12Hz
(
amn−1(−1)m+1d−(m+1)n−1 + bmn−1(−1)m−1dm−1n−1
)
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+
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1
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Putting all of this together we obtain
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∫
S2
(Y mn )∗R · (ψ (H× u)) dS
= H+
(
c
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To conclude,
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P [ψmn ] =
1
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