Location awareness is a core capability in many context-aware computing platforms. Multiple existing systems either provide inadequate accuracy or require extensive calibration or preexisting measurements in order to be functional. This work presents an extensive study of indoor tracking based on the chirp spread spectrum (CSS) specification and an associated analytical framework that allows comparisons to be made between different deployments. CSS provides resilience to fading, while being rapidly deployable. Wireless CSS modules are used to provide time of arrival measurements, necessary to infer the coordinates of a mobile user through trilateration. CSS resilience is tested in four deployments: an indoor space where line of sight (LoS) conditions are always satisfied, an indoor site that includes concrete, nonreflective obstructions, an industrial space with metallic, reflective obstacles, and a Tunnel. Empirical data are discussed in conjunction with the geometric dilution of precision (GDoP) metric, which depends on the system's deployment topology. The probabilistic modeling of the normalized localization error provides insight into the underlying distribution and is utilized in the context of a novel topology-based smoothing technique. Results indicate that CSS can provide accurate tracking. The application of the smoothing algorithm, however, further reduces the normalized error by a considerable amount.
Introduction
Forming situational awareness is typically the main functionality of many context-aware computing platforms and wireless sensor networks [1] . It is often necessary, however, to fuse sensory data with location estimates in order to provide a clear picture of the state of the surrounding environment. Location data are usually provided by a location estimation service (LES), which requires the existence of wireless infrastructure setup in the area, thus forming an integrated localization and tracking platform. The location information can then be utilized in the scope of an overlain location-based service [2] (LBS) that provides additional functionality to the user. The scope of the LBS can influence the design of the indoor localization system based on the variety of requirements for positioning accuracy, scalability, portability, or privacy that are set by the end-users.
A typical indoor localization system may utilize a number of different metrics to infer a location estimate, most commonly time of arrival (ToA) or time difference of arrival (TDoA), angle or direction of arrival (AoA/DoA), and received signal strength (RSS) [3] . The Cricket system [4] is based on time difference of arrival (TDoA) measurements of an RF and an ultrasonic pulse, utilizing a proprietary algorithm to estimate the position of the mobile node. Cricket allows fast deployment of nodes without significant calibration. Studies, however, have shown that when the misalignment angle between transmitter and receiver is increased, the accuracy of this system deteriorates rapidly [5] . Other systems, such as the ToA-based Ubisense real-time location 2 International Journal of Distributed Sensor Networks system (RTLS), offer greater accuracy than Cricket but require extensive calibration [6] . Systems based on AoA [3, 7] measurements typically exhibit errors in position estimation due to the possible absence of line of sight (LoS) conditions. Received signal strength (RSS) systems [3, [8] [9] [10] similarly suffer from the increased effect of multipath fading [11] . The simplest form of RSS localization is the inference of range based on signal propagation models and RSS measurements. The final position is then estimated through trilateration [12] . This method, however, suffers from decreased accuracy in comparison with ToA trilateration or other RSS-based techniques, such as Location Fingerprinting [13] . According to this method, RSS measurements between the device carried by the mobile user and all present fixed beacons are collected during an "offline" phase. These measurements correspond to a number of points that form a grid that covers the localization area, thus constructing a propagation map. Each time the location of a mobile user is estimated, new RSS measurements are collected and compared to the existing propagation map data. Although Fingerprinting is considered a robust method, the construction of the propagation map during the offline measurement phase is extremely time consuming, making Location Fingerprinting a nonviable solution in case rapid deployment is necessary.
Within this work, the case for chirp spread spectrum (CSS) ToA-based localization and tracking is considered, in order to address the shortcomings of existing systems. The CSS specification was ratified within IEEE 802. 15 .4a, offering precision ranging and resilience to fading [14] . Furthermore, the ToA-based trilateration algorithm does not require offline measurements, which makes the location estimation service rapidly deployable in any location. The purpose of this work is to assess the CSS specification in terms of its localization and tracking performance capabilities while putting its resilience to the test. It presents a comprehensive study for CSS tracking based on empirical measurements in four different deployments, featuring different propagation conditions. A clear methodology for the data analysis and error modeling process is presented and the underlying distribution is discussed. The geometric dilution of precision (GDoP) effect and its associated metric are also explored, as it is known to affect all trilateration-based systems [15] . This study also serves as the motivation for the creation of a topology-based smoothing algorithm that aims to alleviate the effect of GDoP and thus reduce the measured error. The method's viability is assessed by applying it to the existing tracking data and compared to other common smoothing techniques. Specifically, the ratio of the dilution in each separate axis ( -or -axis) is taken into account, in order to provide an indication of which location measurement component requires more compensation (i.e., the -or -coordinate). The individual dilution of precision values for each axis are used for the calculation of weights used by the smoothing algorithm to compensate for the noisy measurements. Since geometric dilution of precision affects all trilateration-based systems, it can be surmised that the proposed smoothing methodology can easily be applied in the context of other indoor localization systems that utilize range measurements to infer the user's position.
Materials and Methods
This section provides the necessary definition of the data collection process, including the ranging methodology and deployment topology of the experimental setup. Furthermore, it delineates the exploratory data analysis and error modeling process that was adopted to provide insight into the collected data. The process is described in detail as it takes into account appropriate considerations to provide a meaningful comparison of data collected from different deployments. It also introduces the topology-based smoothing algorithm that aims to further increase system accuracy.
Network
Architecture and Ranging Methodology. The CSS tracking system is based on three main hardware components, namely, the beacons, the wearable tags, and the base station ( Figure 1 ). The beacons are deployed in fixed locations across the area where localization and tracking services are required. The mobile users carry the lightweight tags, which automatically collect ranging measurements with respect to the deployed beacons. The base station receives the individual range measurements and performs position estimation calculations, thus providing a centralized or network-based [3] tracking service, in the sense that it is performed and monitored by a central node rather than by each individual tag.
The main wireless component of the CSS tracking system is the nanoLOC TRX transceiver. This module is present in tags, beacons, and the base station and operates in the 2.4 GHz ISM band utilizing chirp spread spectrum (CSS) modulation, with a frequency bandwidth of 80 MHz. In CSS, information encoding is based on a frequency-modulated sinusoidal signal with linearly changing frequency, known as a chirp pulse. When the frequency increases the signal is known as an upchirp, whereas when the signal's frequency decreases, it is considered a downchirp pulse [16] .
When the base station becomes operational, it starts polling for active tags. The discovered tags immediately start the symmetric double-sided two-way ranging procedure (SDS-TWR). In SDS-TWR [16] , the final range measurement is calculated as the mean value of two round trip time of flight (RTToF) measurements. Specifically, the initiating tag sends a localization request to an active beacon. The beacon immediately sends an acknowledgment back to the tag, thus providing the RTToF measurement. Each measurement is then processed to compensate for the processing delay that occurs within the beacons and utilized to obtain the final range measurement. The tags consecutively respond to the base station with the RTToF measurements collected for every available pairing with deployed beacons. After the ranging cycle is over, the base station calculates the positions of the tags by trilateration. When using trilateration for position estimation, the fixed beacons are assumed to represent the center of circles with radii corresponding to their respective range measurements. The intersection of these circles denotes the area wherein the active tag lies. Twoway ranging eliminates the need for extensive calibration, as the participating wireless modules do not require strict synchronization [14, 16] . For a more thorough and detailed description of the hardware and software architecture of the entire localization system, including the User Interface design and the format of data packets, readers are encouraged to refer to [17] . The work in [17] focuses on describing the system architecture of an integrated tracking, ambient sensing, and telemetry platform, namely, the enhanced location estimation and centralized tracking (ELECTRA) system. Present work builds on this content and rather focuses on the CSS specification, by providing a detailed analysis of the CSS localization error in multiple additional propagation environments, including the probabilistic modeling of the normalized error and the introduction of a topology-based smoothing algorithm.
Deployment
Topology. CSS-based localization is assessed in terms of the accuracy it provides by real-time collection of data in four different facilities (Figure 1 ), provided by the Center for Security Studies (KEMEA) in Athens, Greece, and the National Civil Protection Service (MES) in Montana, Bulgaria. The Athens site is a large indoor space, which was cleared from all possible obstructions prior to the experimental procedure so as to study the system's performance in the near best-case scenario for indoor propagation. In Montana, the system was deployed in three sites used by MES as First Responder training grounds. Namely, the International Hotel site is essentially the basement of a derelict building, riddled with debris and concrete, nonreflective obstacles (such as walls, columns, etc.). This site was selected as it offers a chance to study the system's accuracy in partial NLoS conditions, representing a more realistic operational environment. The Neochim Chemical Plant is an indoor industrial space with metallic obstructions (such as tanks) and was selected for the reflective nature of the existing obstructions. Finally, the Erden Tunnel was chosen, as the Tunnel environment illustrates the behavior of a waveguide and can thus offer the chance to study the performance of the system in another unique propagation scenario.
The CSS modules were fully deployed in all four locations, with four beacons positioned to encompass the indoor area (which will henceforth be referred to as the "localization area" or "localization cell"). In the Athens experimental deployment, two sets of measurements were collected: the first one corresponds to points within the localization area (herein referred to as the "Athens cell data" set), whereas the second set of measurements corresponds to points in the periphery of the localization cell (herein referred to as the "Athens periphery data" set). In the Montana International Hotel test bed, measurements were collected only within the localization cell, thus comprising the "Hotel data" set. In the "Neochim Chemical Plant" site, measurements were collected within the localization cell, surrounding the chemical tanks and in the space between them creating the "ChemPlant data" set. In the Erden Tunnel deployment, two beacons were positioned in each end of the Tunnel. The four deployments are collectively illustrated in Figure 1 , in a shared scale.
The concept of GDoP is based on the assumption that the measured localization error depends on the error in individual range measurements, which is greatly affected by the positions of the beacons relative to the tag, and thus on the deployment topology. Multiple definitions are available, although in this work the definition in [2] is utilized to generate appropriate values for a variety of points within the four deployed localization cells.
This concept, though simplified, is better illustrated in Figures 2(a) and 2(b). In Figure 2 (a) it is shown that the pseudorange measurements from the deployed beacons denote an area wherein the mobile tag is thought to reside. Due to the relative geometry of the network, the precision in the -axis is not adequate. Therefore, in the case of Figure 2 (a) it would be expected to observe larger error in the -axis, as compared to Figure 2 (b) where the geometry of the network allows for less uncertainty.
Exploratory Data Analysis and Error Modeling.
Typically, the performance of localization and tracking systems is assessed in terms of the localization error, which is perceived as the Euclidean distance between the real position of the tag and the one reported by the tracking system. The localization error, however, is an extremely volatile metric due to the fact that it can be affected by many factors including deployment topology, deployment size, propagation environment, and frequency of localization system. This is the main reason why comparisons among different systems and deployments are often difficult or irrelevant. Within this work, a data analysis process is introduced that takes this problem into account and aims to provide a way to circumvent some of the known issues allowing, in some measure, performance comparisons of CSS tracking in different propagation environments.
In order to provide a better understanding of CSS performance, especially when comparing different deployments, the normalized localization error of the system is taken into account. Specifically, if the localization error for a known point is (measured in m), and the total area of the localization cell is represented by (measured in m 2 ), then the normalized localization error is calculated as 2 / and is expressed as a dimensionless measure. This metric is especially meaningful because it takes into account the total area of the localization cell and can be used as a first means of comparison between different deployments.
The statistical modeling of the normalized localization error is considered as a required step in order to conclude the analysis of the presented results. By studying the underlying distribution of the normalized localization error, appropriate filtering and compensation techniques can be created, thus improving the overall performance of the system.
As a first step of this process, information on the basic characteristics of the Probability Distribution Function and the Cumulative Distribution Function is gathered. It is also necessary to define what the support interval for each distribution is. As illustrated in Figure 1 , the tracking beacons were deployed to localization cells that are either rectangular (Athens and Tunnel sites) or convex quadrilateral (Hotel and Chemical Plant sites). Furthermore, they were placed in points that belong to the same plane. In the case of a localization cell of area , the largest diagonal of length max is the largest possible value of the localization error , corresponding to the worst-case scenario where the tag is located on the one end of the diagonal but is falsely reported to be directly opposite ( Figure 3 ).
Since the beacons are deployed in known positions, the area and the value of max can be easily computed based on the beacon coordinates. A more generalized approach, however, is herein included. Intuitively, it can be assumed that since the localization error is normalized with respect to the area of the cell, then the normalized localization error norm will not depend on the area of the cell but rather on the topology. For the sake of completion, however, a simple proof is included in this subsection. The following equation holds for the normalized localization error:
In case of a rectangular cell, the Pythagorean theorem will hold. If = / , ( > 0) is the ratio of lengths of sides and (Figure 3 (a)), the following equation holds:
It is therefore shown that the support interval for rectangular cells does not depend on the size of the cell but on the ratio of the sides. Equation (3) defines the support interval:
This equation illustrates that cells that share the same ratio will share the same support regardless of the scale of the cell. For example, if = 1 and the localization cell is a square, the support interval will always be [0, 2 ]. The same conclusion can be drawn similarly, in the case of convex quadrilateral cells.
If max denotes the largest diagonal, = max , (0 < ≤ 1) represents the second diagonal and is the angle between them (Figure 3(b) ). Harries' trigonometric formula [18] for the area of a quadrilateral can be utilized to compute the upper bound of the support interval. Consider
Therefore, the support interval is defined as
International Journal of Distributed Sensor Networks Equation (5) also illustrates that the upper bound of the support interval depends on the angle between the diagonals and the ratio of their lengths. Thus, it supports the previous assumption that the normalized localization error for cells of the same shape or topology will share the same support interval regardless of the scale or size of the cell. If = 1 and = /2, then the cell is a square and the support interval equals the one previously calculated by (3) . It follows that (5) will also hold for special-case quadrilaterals, such as trapezoid cells (when = 1) and rhomboids (when = /2). The case for a concave quadrilateral cell deployment is out of the scope of this work, as such topologies would not efficiently cover the localization area. Equations (3) and (5) show that the normalized error can be used as a means to compare deployments of different sizes, while GDoP can provide insight into which topology shape can be more effective.
Given the support intervals and the empirical CDFs, the next step is to plot the acquired data in a histogram and boxplot. The boxplot [19] (also referred to as a boxand-whiskers plot) was introduced as a one-dimensional plot of the quartiles of an empirical CDF. Assuming 1 is the first quartile (25th percentile), 2 is the median, and 3 is the third quartile (75th percentile), the Interquartile Range is computed as IQR = 3 − 1 . The Interquartile Range is utilized to compute the upper and lower whiskers of the boxplot. If and denote the minimum and maximum value of the empirical measurements, respectively, the whiskers upper and lower are computed based on the following equations:
The parameter is known as the maximum whisker length and it is typically chosen to be = 1.5 [20] .
The whiskers are viewed as the boundaries that define the range of Normal operation of the system. Measurements that might exist outside of the interval defined by the whiskers are considered by definition as outliers [20] . The boxplot and histogram are essential tools as they provide an initial impression of the shape of the underlying distribution, which directly affects the choice of modeling process. If the histogram suggests a unimodal distribution (a distribution with a single central point, i.e., the mean value), the boxplot can be used to provide information on its skewness (i.e., if it is symmetrical, left-or right-skewed). Appropriate models can then be chosen, approximating the underlying distribution shape, and then be transformed or truncated to share the same support interval. Typically, the data are first studied with respect to the Normal distribution, which is symmetrical, although that may not be the case after truncation. Analytical descriptions of the PDF and CDF of the truncated Normal distribution including the first and second moment already exist [21] . Let ( ) and Φ( ) denote the PDF and CDF of the standard Normal distribution which is supported in (−∞, +∞), and the new support interval is [ , ]; the PDF and CDF of the truncated distribution with mean value and standard deviation are given by the following equations:
where = ( − )/ , = ( − )/ , = ( − )/ , and = Φ( ) − Φ( ). The lower bound is set to = 0 while the upper bound can be derived from (1) of mean 0 and variance 1/2 falling in the range [− , ] and is given by the following equation [21] :
Since the normalized localization error is a positive number, it is appropriate to choose distributions supported in [0, +∞). The lower bound of the truncation stays the same; therefore, it is easy to remove part of their right tails and define the truncated PDF and CDF by renormalization. Specifically, if the initial distribution's PDF is denoted as ( ), the initial distribution CDF is ( ) and the truncated distribution is defined within the interval [0, ]; it is possible to define the truncated distribution PDF ( ) as follows:
The CDF of the truncated distribution is given by
The renormalization in (9) and (10) is necessary so that the truncated CDF ( ) is bounded at the value lim → ( ) = 1 and ∫ ( ) = 1.
If the histogram reveals the data to be multimodal, the boxplot should not be used as it does not accurately represent the multiple central points of the distribution. In this case, or if truncated distributions fail to model the data accurately, alternative methods can be employed. The data can be modeled either as a convex weighted distribution sum (11) or by using a methodology known as kernel density estimation (12) [22] . Consider
A weighted sum of n distributions ( ) with weights needs to be convex so that ( ) is a distribution function which integrates to one. Kernel density estimation is an alternative method which approximates the PDF of samples { 1 , . . . , } as the sum of a kernel function with bandwidth ℎ. The bandwidth controls the scale of the kernel function, which can be any symmetrical function that integrates to one. Common kernel functions [22] include the Normal kernel, uniform kernel, and Epanechnikov kernel. The accuracy of the KDE method depends on the appropriate selection of the kernel function and bandwidth, which is usually a matter of experimentation. Therefore, it could be avoided unless other models fail to represent the experimental data.
Goodness-of-Fit Testing.
In order to fit a specific model to the data, a methodology known as maximum likelihood estimation is employed [23] . MLE is a flexible method that has been shown to be effective when working with specific models or KDE estimation [23, 24] .
In the case of truncated distributions, a set of model parameters is given as input to MLE, which provides appropriate modifications after a number of iterations, taking into account the missing tails [23] . The precise methodology for parameter estimation depends on the selected model. If the selected distributions are defined by two parameters at most, the mean value and standard deviation of the empirical measurements can be used to infer the relevant parameters. If a third parameter needs to be estimated, the sample skewness can also be taken into account. In the case of KDE, appropriate adaptations of MLE such as the application International Journal of Distributed Sensor Networks 7 of convolution sieves can be utilized and have been shown to provide optimal few-component kernel mixtures [24] .
A number of metrics and tests can be used to assess if a specified model fits the data with accuracy or if it should be discarded. Some common metrics and statistics [20, 25] that are used for the evaluation of the goodness-of-fit between the empirical and sample CDFs are the root-mean-squared error (RMS error) between the sample and model distributions, the maximum positive deviation + , the maximum negative deviation − , the Kuiper K-statistic, the Kolmogorov-Smirnov KS-statistic, and the modified Anderson-Darling 2 statistic. These metrics were selected, as they are nonparametric, meaning that they do not assume an underlying distribution, with the exception of the Anderson-Darling metric. The 2 metric is designed to test for normality and thus cannot be classified as a nonparametric test, although appropriate modifications can be made to circumvent this issue. If the sorted empirical measurements are defined as = { 1 , . . . , } and is the number of samples, the empirical CDF is ( ), and the fitted truncated CDF is ( ), the mentioned metrics are defined as follows (13):
The RMS error was chosen as it serves as an estimate of the mean "distance" between the empirical and theoretical CDFs, taking into account the negative and positive deviations that might arise. The Kuiper and Kolmogorov-Smirnov statistics are also categorized as supremum tests, in the sense that they offer information on the maximum deviation between the empirical and theoretical CDFs. The Anderson-Darling statistic was taken into account because it places more emphasis on the distribution tails. Furthermore, tables of critical values can be found in many works [26] [27] [28] [29] [30] , associating the KS and Anderson-Darling statistics with null hypothesis tests such as the Kolmogorov-Smirnov, Lilliefors, and Anderson-Darling tests. By comparing the critical values with the KS and 2 statistic results, it is possible to formally reject or accept the null hypothesis defined as 0 : "the empirical data follow the distribution ( ) for every value in the interval [0, ]":
Critical values for the KS and Lilliefors tests are usually generated through the Kolmogorov and Lilliefors distributions while approximations also exist for a large number of samples ( > 35) [30] . Caution is advised; however, as when the parameters of the fitted model have been estimated directly from the data, the KS test critical values are invalid leading to possible false positive results. In this case, modifications can be applied and the KS test can still be used with a different set of critical values [27, 30] .
Smoothing and Compensation.
Selected compensation and data smoothing techniques are also applied to the tracking data to determine if considerable improvement of the measured localization error might be achieved. Moving window techniques [31] are usually first explored, such as moving average or moving median. In moving window techniques, an average or median value is calculated for small subsets of the data. The size of the subset is known as the window size and is usually an odd number to facilitate the calculation of the median value. The Kolmogorov-Zurbenko filter is another known technique, which can be easily implemented as a multipass moving average filter [32] .
Furthermore, a proof-of-concept topology-based alternative algorithm is herein introduced. The purpose of the smoothing algorithm is to introduce a technique that reduces the localization and tracking errors, especially in terms of the standard deviation. As illustrated in the flowchart in Figure 4 , the proposed algorithm receives as input the defined normalized error models extracted by the previous methodologies, the location data, the deployment topology associated dilution of precision values, and the propagation characteristics of the localization area. For example, if a reported position is denoted as ( , ) and the characteristics of the localization area are known, it is possible to identify the phenomena that contribute most to the underlying localization error and estimate their intensity. This process is considered as the classification phase of the algorithm. During the classification phase, it is possible to choose which distributions to sample from and then apply weights to the samples according to the intensity of each phenomenon. The output of the classification phase is a vector of convex weights applied to each model with each weight taking values in [0, 1]. A weight is set to zero for an unused model, whereas in the case of a zero-sum classification where one specific model is selected, vector becomes a vector of "0" values with a weight of "1" applied only to the selected model.
As the next step, it is possible to generate random samples from the defined error distributions by utilizing a method known as inverse transform sampling (ITS) [33] . This method operates on the concept that if a random variable is uniformly distributed in the interval [0, 1] and the target distribution CDF is defined as , then the variable = −1 ( ) will follow the targeted distribution. The function −1 (⋅) denotes the inverse of the CDF and is also known as the quantile function.
The quantile function always exists, as the CDF is by definition unique and monotonic and thus is always invertible. Based on this method, it is possible to construct a nonuniform random number generator following a specified model.
During the classification phase, it is possible to choose which distributions to sample from and then apply weights to the samples according to the intensity of each phenomenon. It is also possible to reject samples that are outside of the boundaries defined by the whiskers of each model. For example, if there exist LoS conditions, a sample ( , ) is approximately near the periphery of the localization cell, and the GDoP value is over a specific threshold, this model will be considered more significant. The randomly drawn samples relate to the normalized error, norm . By reversing the equation for the normalized error, a distance sample, , is inferred (in meters). The dilution of precision observed for each axis ( dop and dop ) can be used to estimate the amount of compensation that is appropriate for the -and -measurement ( and ) according to the weights and as follows:
The scope of the proposed algorithm is to provide a proofof-concept for topology-based compensation and to form the basis for a practical filter implementation that will also take into account the user's motion model. It relies on two important components: (a) the simulated DoP values for the specified deployment and (b) the error models used within ITS, which generates random values for error compensation. Since DoP is a phenomenon that affects all trilateration-based systems regardless of specification and implementation, this algorithm can be easily applied in the context of other rangebased tracking systems, requiring only that a different error model is used as input.
International Journal of Distributed Sensor Networks 9 . Tables 1 and 2 summarize the basic statistics of the measured localization error . In the case of measurements collected within the localization area (i.e., in the Athens and Montana cell data sets), the average localization error was observed to range from 0.70 m to 1.14 m. The higher 95th percentile is thought to represent the near-worst-case measurements and was measured at 1.51 m-1.67 m. The following figure (Figure 5(a) ) represents the cumulative distribution function (CDF) of the empirical localization error data for the Hotel and Athens data sets, while Figure 5 (b) illustrates the CDF of the normalized localization results. Table 1 also includes statistics for the -and -axes separately for the Montana deployment. As indicated by these data, errors in the -and -axes contribute almost equally to the measured error, an observation that holds true for the Athens cell data set as well. That, however, was not the case in the Athens periphery data set, where it was frequently observed that errors in either the -or -axis were significantly increased, thus contributing to a great degradation of accuracy. In this case, the normalized localization error suffers almost a threefold increase in the higher percentiles, as compared to the Athens cell data (Figures 5(a) and 5(b)).
Results and Discussion

Exploratory Data Analysis
Given that the two data sets were collected in the same environment, there is indication that this can be attributed to the geometric dilution of precision phenomenon. Figure 2(a) can provide a simple explanation; as the mobile tag is situated between two beacons, which is parallel to the -axis in this example, there is more uncertainty on the -coordinate measurement. Similarly, uncertainty in either the -oraxis would be created as the mobile tag moves along the periphery of the cell, greatly impacting the tracking accuracy. Figure 6 illustrates a simulation of GDoP values for the Athens deployment, which corroborates the claim.
By comparing the Montana cell data with the Athens periphery data, it is safe to conclude that, in the case of CSS time of arrival localization, the effects of GDoP on the periphery of the localization cell can impact the localization accuracy more severely as compared to the effect of NLoS propagation conditions. It also serves as an indication that a good deployment topology that minimizes GDoP is an issue of significant importance. Table 2 contains the localization error statistics for the Chemical Plant and Tunnel deployments. In the case of the "ChemPlant" test bed, the localization area is of smaller size compared to the "Athens" and "Hotel" deployments. The propagation environment, however, is very different, featuring large reflective obstacles (Figure 1) , with size exceeding the signal's wavelength multiple times. The canonical and normalized errors in the Chemical Plant deployment (Figures 7(a) and 7(b)) show that the performance of the system is comparable to the Hotel and Tunnel deployments up to the 75th percentile, where the error is lower than 0.10 (10%). In higher percentiles, the normalized localization error is significantly greater, even reaching 0.50 (50%). The data points that contribute this error correspond to measurements that were taken in close proximity to the metallic tanks in the pathway among them (as illustrated in the schematics in Figure 1 ). While points in the center of the pathway did not illustrate this behavior, the points within the pathway that were closer to either of the tanks displayed significant errors. Upon closer inspection, it was found that these outliers were sampled in points where the distance between the tag and the tank was very close to the antenna's far field boundary, while the worst-case measurement was sampled in a point where the tank's surface was within the antenna's Fresnel region (also known as the radiative near field). The boundaries for these regions were estimated with respect to the Fraunhofer distance [34] , which was calculated to be = 2 2 / = 60.84 cm, for an antenna length of = 19.5 cm and a wavelength = 12.45 cm. Samples taken in points close to the metallic tanks but well after the far field boundary of the antenna did not illustrate such a behavior. Thus, it is surmised that, for the worst-case measurements, it is the combined effects of the reflections due to the metallic surfaces present near and below the Fraunhofer distance boundary, the Fresnel region phenomena (i.e., Fresnel diffraction), and the LoS-restricted placement of the ELECTRA tags that greatly degraded the localization accuracy of the system.
In the Tunnel deployment, the normalized average localization error was measured at 0.008 (0.8%) while the higher percentiles were well below 0.1 (10%). Furthermore, it was observed that the errors were more significant in the -axis measurements that correspond to the narrowest dimension of the cell, which can again be attributed to the geometric dilution of precision phenomenon. Figure 8 (a) shows how a narrow deployment can affect the precision in the narrowest axis, while Figure 8(b) shows the results of a simulation of the ratio of dilution of precision between the -and -axes for the Tunnel deployment (according to the definition in [2] ). The simulation in Figure 8 (b) clearly shows that the expected error for the -coordinate should be greater than the error in thecoordinate and that this effect intensifies near the middle area of the cell, which is corroborated by the collected measurements. According to the empirical measurements and simulation data, it is safe to conclude that narrow width deployments should be avoided as they may result in significant error in the narrowest dimension. Figure 9 (a) provides an example where two outliers are detected at the right tail of the empirical distribution of the Athens cell data, corresponding to the two worst-case measurements. In the case of the "ChemPlant" data set, the three worst-case measurements are considered outliers as well. In Figure 9(b) , the boxplot for the periphery data set is also illustrated, where no outliers are detected. This observation also holds for the "Hotel" and "Tunnel" data sets. The values for the support interval bounds, the upper and lower whiskers for all data sets are included in Tables 3-5 , which consolidate the results of the statistical modeling process.
The whiskers analysis provides a better way to compare the different deployments than relying solely on the basic statistics such as the mean value and standard deviation. The results illustrate that the lower boundary of the system's performance stays consistently below 1% of error. The upper boundary varies from approximately 3.5% in benchmark LoS conditions to a maximum of almost 16% in LoS conditions in the periphery of the Athens cell, which is larger than the upper boundary in the NLoS deployments (Hotel, Tunnel, and ChemPlant) signifying the importance of the DoP phenomenon. Furthemore, it is shown in Figure 7 (b) that the normalized localization error is fairly consistent among NLoS deployments up to the 75th percentile and that it is the upper 25% of error that mostly contributes to the deviations of the upper bound. The greatest sources of localization error in the upper 25% of measurements in all data sets were identified to be the effect of GDoP or the existence of reflective obstacles near the antenna's far field boundary. In the first case, the points that contribute larger error, thus making up the upper percentiles of the empirical CDFs, were identified as points that showed large DoP values on either axis or both axes. This observation leads to the assumption that while CSS appears to be resilient to bad propagation conditions up to a certain point, it is not immune to the effects of GDoP due to the use of the trilateration algorithm, which can cause larger deviations in the upper percentiles. This is especially visible in the case of the Tunnel deployment, as the effect of waveguide propagation appears to be in contention with GDoP. Even though CSS offers a larger frequency bandwidth of 80 MHz (when compared to other Spread Spectrum techniques) and waveguide propagation is expected to further improve ranging precision, the results in the Tunnel deployment showed that GDoP significantly affected the measurements in the narrowest dimension.
Error
Modeling. The asymmetric boxplots that were generated (as exemplified in Figures 9(a) and 9(b) ) indicate that the empirical measurements are significantly left-skewed, an observation that holds for all data sets. Based on this initial analysis, the Normal, Exponential, and Weibull distributions were selected for the modeling of the normalized localization error, truncated to match the support interval of the empirical data. The expressions for the truncated Normal distribution have already been given in (7) . The truncated PDFs and CDFs for the Exponential and Weibull distributions and ∈ [0, ] are as follows: the (nontruncated) Weibull and Exponential distributions, respectively. For the Normal distribution, the empirical mean and standard deviation ( , ) were considered as the starting point for MLE. In the case of the Exponential distribution, the parameter is computed as = 1/ . The mean and the variance of the Weibull distribution are given by the following:
By equating the mean and variance with the empirical measurements, we can solve the equations to find the starting values for the shape and scale parameters. Consider 
Given (19) it is possible to create a lookup table for values of the shape parameter and the ratio of gamma functions. Based on the empirical mean and variance, the numerical value for can be easily found within the lookup table. The table was created with decimal precision up to 4 digits and includes values of in the interval [0, 5], since for < 5 the Weibull distribution's shape is asymmetrical and left-skewed, resembling the acquired data sets. After a close value for has been selected from the lookup table, (17) is then utilized to compute the value for the scale parameter .
The goodness-of-fit of these distributions was assessed based on the metrics and tests defined in Section 2. Furthermore, the following modifications of the Anderson-Darling metric were taken into account [35] :
Modified for nonstandard Normal:
Modified for Exponential:
Modified for Weibull: The following tables (Tables 3-5) include the results of the fitting process including the mentioned statistics, the support interval used to truncate the distributions, and the upper and lower whiskers of each data set. For both data sets collected in the Athens deployment (Table 3) , the Weibull distribution consistently offers the minimum RMS error, KS, Kuiper, and Anderson-Darling statistic. The deviation of the truncated Normal distribution is the highest, with the Anderson-Darling statistic being multiple times higher than that of the Exponential and Weibull fits, indicating strong nonnormality of the empirical measurements. Figures 10(a) and 10(b) illustrate the fit for the Weibull and Exponential distributions, respectively, for the "Athens cell" data set. The Weibull distribution appears to fit the data in the lower percentiles of the empirical CDF more accurately than the Exponential distribution. This observation accounts for the superior results of the Weibull fit, especially in the case of the RMS error and Anderson-Darling statistics.
The same observations hold for the "Athens periphery" data set as well, with the Weibull fit achieving better results, especially in the lower percentiles. The following figures (Figures 11(a) and 11(b) ) illustrate the fit for the truncated Normal distribution for the Athens data sets. While the deviation in the upper percentiles is not very large, the truncated Normal CDF retains the sigmoid shape of the Normal CDF and deviates significantly in the lower percentiles, which explains why the fit is not as appropriate as Weibull or Exponential. The sigmoid shape still occurs since the lower bound for the truncation was set to zero, which is a lower value than the empirical mean. It also accounts for the large value of the Anderson-Darling statistic. This observation also holds for all data sets. Tables 4 and 5 include the results for the "Hotel, " "ChemPlant, " and "Tunnel" data sets. For all sets, the same observations seem to hold, with the Weibull fit achieving better results in terms of RMS error, K, K-S, and AD statistics. The Exponential fit is slightly less accurate, especially in the upper percentiles, while the Normal fit suffers from large deviations in the lower percentiles. Among the tested distributions, the Weibull fit appears to consistently perform more adequately than the Exponential or Normal fit, although the Exponential fit follows closely. The similarity between the two models is explained by their respective PDFs. Both distributions are exponent-based and quite similar. For values of > 1 near = 1, the Weibull distribution becomes more and more skewed resembling the Exponential distribution and when = 1 the Weibull distribution transforms into the Exponential distribution. Although the Weibull model seems to outperform the Exponential model, null hypothesis tests are also applied to formally compare them and assess if the accuracy of the Weibull model is sufficient. Taking into account the number of samples and selecting a significance level at 99%, the critical values for the KS test are consistently larger than the Weibull KS metric [36] [37] [38] [39] [40] , therefore accepting the model as sufficient. For example, critical values of 0.162 and 0.188 were used for = 30 and = 20, respectively [39] . The Lilliefors test rejects the Exponential model for the Tunnel and ChemPlant data with critical values at 0.229 and 0.279, respectively, assuming the same significance level of 99%. The Lilliefors test is generally considered as a more "strict" test, often discarding cases accepted by KS. This is attributed to the smaller stochastic order of the Lillieforsgenerated critical values when compared to the KS critical values. Furthermore, the modified Anderson-Darling test for the Weibull distribution also accepts the Weibull model as the critical values for the specific sample sizes and for 99% confidence were V crit > 1 [36] , while it rejects the Exponential model. The consistently smaller RMS error further supports the claim that the truncated Weibull distribution 
Smoothing and Compensation.
Given the apparent impact of GDoP to the tracking data, it was considered necessary to explore ways to reduce the localization error in such a way that the effects of the topology are taken into account. Following the selection of the truncated Weibull model (21) , the quantile function can be expressed analytically as follows (with 0 ≤ ≤ 1): Based on ITS, five different random number generators were constructed for all the modeled data sets. The validity of the random number generators was also verified by extensive sanity tests.
Upon closer inspection of the collected tracking data, it was apparent that the location measurements seemed to exhibit biased behavior, in the sense that very similar values for the -and -coordinates were always sampled and the variance among the measurements was very small, fact which probably accounts for the inadequacy of rolling window techniques. Furthermore, nearly all measurements seemed to be directionally biased towards the center of the localization cell. Table 6 includes the results for rolling average smoothing with a window size of = 5 measurements. Other moving window methods such as Kolmogorov-Zurbenko (KZ) smoothing are equally ineffective for the same reason, strengthening the case for topology-based smoothing.
The proposed smoothing methodology has been applied to two sets of tracking data, in order to assess its viability. First, the data from the two Athens sets (central and peripheral) were pooled together, totaling 1260 location samples. This pooled data set was selected in order to test the classification stage of the algorithm. Furthermore, the data set from the Tunnel deployment was also selected, as it was shown to suffer greatly from the effects of dilution of precision in the narrowest dimension.
Dilution of precision of each axis was simulated according to the definition in [2] . In the case of the pooled data set and since LoS conditions are always satisfied, only the two models derived from the "Athens periphery" and "Athens cell" data sets were selected during the classification process. Within this simulation, a simplified zero-sum model for the classification process was used, meaning that the algorithm selected one of the two models.
Extensive simulations were used to assess the viability of this method. For each measurement in the pooled and Tunnel data sets, 100 random samples were generated and the DoP threshold was set to equal the mean value of simulated DoP values. Table 6 presents the results for the localization error for the pooled Athens data set in comparison with the results of the proposed algorithm and a simple moving average (MA) filter. Furthermore, it compares the smoothed data to the KZfiltered data from the Tunnel deployment. The localization error for the pooled and Tunnel data sets is compared to the topology-based smoothing algorithm results in The localization error for the pooled and Tunnel data sets is compared to the smoothing algorithm results in Figures 11(a) and 11(b) . According to Figure 12 (a), a slight increase in error was observed in the lower 30% of the measurements, which was attributed to overcompensating for the most accurate measurements. In these measurements, the error was increased by a few centimeters. From the 30th percentile upwards, significant improvement was observed, sometimes reaching over 1 m. The 95th percentile of error was improved by 28.05%. This is a significant reduction in error, especially when compared to the results of the rolling average smoothing algorithm. The standard deviation of the localization error was also significantly reduced from 0.74 to 0.44.
In the Tunnel deployment (Figure 12(b) ), the results showed that the DoP-based algorithm compensated for errors in the -axis more aggressively and significantly reduced the tracking error, especially in the upper percentiles. For example, the 95th percentile dropped from 1.77 m to 0.46 m. The algorithm reduced the overall error of the system, including the standard deviation (Table 6 ). This reduction in error is attributed to the increased effect of GDoP to the -coordinate measurement, especially near the centre of the Tunnel cell where the -coordinate corrections were more significant (compared to the corrections introduced to the -coordinate). As expected, the KZ filter did slightly decrease the error but did not significantly impact the bias of the measurements, while the proposed algorithm aimed specifically to reduce it.
Results show that GDoP-based smoothing can successfully compensate for the localization error especially in the higher percentiles, where the effect of GDoP is more significant. The algorithm was applied to the two data sets where the effects of DoP were most "visible" and in some cases showed significant improvement. It is surmised that as the effects of GDoP increase, the DoP-based corrections perform even better. There is, however, still a risk of overcompensating for accurate measurements, which can be alleviated by calibrating the algorithm to be less aggressive in low-DoP areas.
Concerning real implementation of this algorithm, it is considered feasible as the values for DoP can be precomputed with minimum effort while the system is being deployed. The sampling process, however, is slightly more demanding in terms of computational resources. In order to further optimize the process and reduce the computational complexity, it is possible to sample directly from the distribution of the weighted sum of random variables. For example, in the case of CSS tracking, supposing two random variables 1 and 2 (distributed as truncated Weibull) and choosing 1 and 2 as the respective weights, the random variables 1 = 1 1 and 2 = 2 2 are also distributed as truncated Weibull variables, renormalized with 1/ 1 and 1/ 2 so that the PDF distribution integral equals one. Equation (22) shows the PDF of the distribution of 1 (similar to 2 ). Consider 
The distribution of the random variable that represents the sum = 1 + 2 is given by the convolution of their respective PDFs. It is also possible to directly sample the mean value of a large number of samples from 1 and 2 , as for a large number of samples it is expected that the Central Limit Theorem [41] will hold and the mean values will be normally distributed. Therefore, a more generalized smoothing algorithm and its adaptation into a real-time filter can be considered feasible and significant.
Conclusions
Within this work, the performance capabilities and resilience of indoor tracking based on the chirp spread spectrum specification are assessed. The results of an extensive measurements campaign are presented and analyzed based on a proposed framework that incorporates exploratory data analysis and probabilistic modeling processes. The geometric dilution of precision phenomenon was also considered in order to analyze the loss in precision in relation to the deployment topology. Tracking data were collected in four environments, each one corresponding to a unique case of signal propagation. Localization accuracy in line of sight conditions was found to be adequate, although a slight decrease in accuracy was observed in the case of NLoS propagation conditions, such as the measurements taken in the Hotel deployment. Simulations of GDoP showed that there were cases where loss of precision was expected, fact that was corroborated by the empirical measurements. The tracking data showed that GDoP affects localization and tracking accuracy, especially in the periphery of a localization cell and in narrow deployments that emerge in Tunnel environments. The tracking accuracy of the system was also evaluated in an industrial environment. CSS localization continuously showed adequate performance, with the exception of a few outliers when reflective surfaces were present in close proximity to the tag's antenna with respect to its far field boundary.
The probabilistic modeling of the normalized localization error followed the basic statistical analysis. The support intervals and whiskers for all data sets were estimated, indicating the boundaries that define the range of Normal operation of CSS time of arrival tracking. While the lower boundary showed more stability, the upper boundary varied, depending on the source of error. The measurements indicated that the underlying distribution was left-skewed and asymmetric.
The Normal, Exponential, and Weibull distributions were selected in an attempt to model the normalized localization error and were truncated to match the support interval of the data. Multiple metrics and statistics were considered to evaluate the goodness-of-fit of the selected distributions, including the RMS error, the Kuiper, Kolmogorov-Smirnov, and Anderson-Darling statistics, and various associated null hypothesis tests. Results indicated that the truncated Weibull distribution achieves a better fit in all the data sets, irrespective of the propagation environment, and can be thought to adequately approximate the underlying distribution of the normalized localization error in the case of user tracking with CSS-based trilateration. The collective results showed that while CSS can be resilient to bad propagation conditions, the trilateration algorithm is still affected by GDoP, which can be a source of error. This observation was the motivation for the introduction of a novel topology-based smoothing algorithm that takes into account the dilution of precision in each axis and the extracted error models. The algorithm was applied to the existing tracking data and compared to usual data smoothing techniques. Results showed apparent bias in the range of measurements, which made traditional smoothing techniques such as moving window algorithms be ineffective. The proposed topology-based smoothing algorithm, however, managed to alleviate the effects of DoP and greatly improved tracking performance, especially in the highest percentiles of error. This method can also be used to improve the accuracy of any trilateration-based system, with the introduction of appropriate error models. Future work includes further validation of the proposed analytical framework with experimental data and the adaptation of the suggested smoothing method towards the practical implementation of a particle filter that will provide the appropriate real-time corrections also taking into account the user's motion model.
