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Abstract
We extend some Cheney-Sharma type operators to a triangle with one
curved side. We construct their product and Boolean sum, we study their
interpolation properties, the orders of accuracy and we give different ex-
pressions of the corresponding remainders. We also give some illustrative
examples.
Keywords: Cheney-Sharma operator, product and Boolean sum operators,
modulus of continuity, degree of exactness, the Peano’s theorem, error evalua-
tion.
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1 Introduction
In order to match all the boundary information on a curved domain (as Dirichlet,
Neumann or Robin boundary conditions for differential equation problems),
there were considered interpolation operators on domains with curved sides
(see, e.g., [5], [7], [8]-[14], [17], [18], [23], [24], [26]).
The aim of this paper is to construct some Cheney-Sharma type operators
on a triangle with one curved side and to study the interpolation properties,
the orders of accuracy and the remainders of the corresponding approximation
formulas.
Using the interpolation properties of such operators, blending function in-
terpolants can be constructed, that exactly match the function on some sides
of the given region. Important applications of these blending functions are in
computer aided geometric design (see, e.g., [2]-[4], [6], [29]), in finite element
method for differential equations problems (see, e.g., [2], [21], [22], [24], [25],
[31]) or for construction of surfaces which satisfy some given conditions (see,
e.g., [15], [19], [20]).
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2 Univariate operators
Let m ∈ N and β be a nonnegative parameter. The Cheney-Sharma operators
of second kind Qm : C[0, 1]→ C[0, 1], introduced in [16], are given by
(Qmf)(x) =
m∑
i=0
qm,i(x)f(
k
m ), (1)
qm,i(x) =
(
m
i
)x(x+ iβ)i−1(1− x)[1− x+ (m− i)β]m−i−1
(1 +mβ)m−1
.
We recall some results regarding these Cheney-Sharma type operators.
Remark 1 1) Notice that for β = 0, the operator Qm becomes the Bernstein
operator.
2) In [30], there have been proved that the Cheney-Sharma operator Qm
interpolates a given function at the endpoints of the interval.
3) In [16] and [30], there have been proved that the Cheney-Sharma operator
Qm reproduces the constant and the linear functions, so its degree of exactness
is 1 (denoted dex(Qm) = 1).
4) In [16] it is given the following result
(Qme2)(x) =x(1 +mβ)
1−m[S(2,m− 2, x+ 2β, 1− x) (2)
− (m− 2)βS(2,m− 3, x+ 2β, 1− x+ β)],
where ei(x) = x
i, i ∈ N, and
S(j,m, x, y) =
m∑
k=0
(
m
k
)
(x+ kβ)k+j−1[y + (m− k)β]m−k, (3)
j = 0,m, m ∈ N, x, y ∈ [0, 1], β > 0.
We consider the standard triangle T˜h (see Figure 1), with vertices V1 = (0, h),
V2 = (h, 0) and V3 = (0, 0), with two straight sides Γ1, Γ2, along the coordinate
axes, and with the third side Γ3 (opposite to the vertex V3) defined by the one-
to-one functions f and g, where g is the inverse of the function f, i.e., y = f(x)
and x = g(y), with f(0) = g(0) = h, for h > 0. Also, we have f(x) ≤ h and
g(y) ≤ h, for x, y ∈ [0, h] .
For m,n ∈ N, β, b ∈ R+, we consider the following extensions of the Cheney-
Sharma operator given in (1):
(QxmF )(x, y) =
m∑
i=0
qm,i(x, y)F
(
i g(y)m , y
)
, (4)
(QynF )(x, y) =
n∑
j=0
qn,j(x, y)F
(
x, j f(x)n
)
,
2
Figure 1: Triangle T˜h.
with
qm,i (x, y) =
(
m
i
) xg(y) ( xg(y)+iβ)i−1(1− xg(y) )[1− xg(y)+(m−i)β]m−i−1
(1+mβ)m−1 ,
qn,j (x, y) =
(
n
j
) yf(x) ( yf(x)+jb)j−1(1− yf(x) )[1− yf(x)+(n−j)b]n−j−1
(1+nb)n−1 ,
where
∆xm =
{
i g(y)m
∣∣∣ i = 0,m} and ∆yn = {j f(x)n ∣∣∣ j = 0, n}
are uniform partitions of the intervals [0, g(y)] and [0, f(x)].
Remark 2 As the Cheney-Sharma operator of second kind interpolates a given
function at the endpoints of the interval, we may use the operators Qxm and Q
y
n
as interpolation operators.
Theorem 3 If F is a real-valued function defined on T˜h then
(i) QxmF = F on Γ1 ∪ Γ3,
(ii) QynF = F on Γ2 ∪ Γ3.
Proof. (i) We may write
(QxmF )(x, y) =
1
(1+mβ)m−1
{
(1− xg(y) )[1− xg(y) +mβ]m−1F (0, y) (5)
+ xg(y) (1− xg(y) )
m−1∑
i=1
(
m
i
)
( xg(y) + iβ)
i−1
· [1− xg(y) + (m− i)β]m−i−1F
(
i g(y)m , y
)
+ xg(y) (
x
g(y) +mβ)
m−1F (g(y), y)
}
.
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Considering (5), we may easily prove that
(QxmF )(0, y) = F (0, y),
(QxmF )(g(y), y) = F (g(y), y).
(ii) Similarly, writing
(QynF )(x, y) =
1
(1+nb)n−1
{
(1− yf(x) )[1− yf(x) + nb]n−1F (x, 0)
+ yf(x) (1− yf(x) )
n−1∑
j=1
(
n
j
)
( yf(x) + jb)
j−1
· [1− yf(x) + (n− j)b]n−j−1F
(
x, j f(x)n
)
+ yf(x) (
y
f(x) + nb)
n−1F (x, f(x))
}
,
we get that
(QynF )(x, 0) = F (x, 0),
(QynF )(x, f(x)) = F (x, f(x)).
Theorem 4 The operators Qxm and Q
y
n have the following orders of accuracy:
(i) (Qxmeij) (x, y) = x
iyj , i = 0, 1; j ∈ N;
(ii) (Qyneij) (x, y) = x
iyj , i ∈ N; j = 0, 1, where eij (x, y) = xiyj , i, j ∈ N.
Proof. (i) We have
(Qxmeij)(x, y) = y
j
m∑
i=0
qm,i(x, y)[i
g(y)
m ]
i,
and having the degree of exactness of the univariate Cheney-Sharma operator
equal to 1 (see Remark 1), the result follows.
Property (ii) is proved in the same way.
We consider the approximation formula
F = QxmF +R
x
mF,
where RxmF denotes the approximation error.
Theorem 5 If F (·, y) ∈ C[0, g(y)] then we have∣∣ (RxmF ) (x, y)∣∣ ≤ (1 + 1δ√Am − x2)ω(F (·, y); δ), ∀δ > 0, (6)
where ω(F (·, y); δ) is the modulus of continuity and Am = x(1+mβ)1−m[S(2,m−
2, x+ 2β, 1− x)− (m− 2)βS(2,m− 3, x+ 2β, 1− x+ β)], with S given in (3).
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Proof. By Theorem 4 we have that dex(Qxm) = 1, thus we may apply the
following property of linear operators (see, for example, [1]):∣∣(QxmF )(x, y)− F (x, y)∣∣ ≤ [1 + δ−1√(Qxme20)(x, y)− x2]ω(F (·, y); δ), ∀δ > 0,
and taking into account (2), we get (6).
Theorem 6 If F (·, y) ∈ C2[0, g(y)] then
(RxmF )(x, y) =
1
2F
(2,0)(ξ, y){x2 − x(1 +mβ)1−m[S(2,m− 2, x+ 2β, 1− x)
(7)
− (m− 2)βS(2,m− 3, x+ 2β, 1− x+ β)]},
for ξ ∈ [0, g(y)] and β > 0.
Proof. Taking into account that dex(Qxm) = 1, by Theorem 4, and applying
the Peano’s theorem (see, e.g., [28]), it follows
(RxmF )(x, y) =
∫ g(y)
0
K20(x, y; s)F
(2,0)(s, y)ds,
where
K20(x, y; s) = (x− s)+ −
m∑
i=0
qm,i(x, y)
(
i g(y)m − s
)
+
.
For a given ν ∈ {1, ...,m} one denotes by Kν20(x, y; ·) the restriction of the kernel
K20(x, y; ·) to the interval
[
(ν − 1) g(y)m , ν g(y)m
]
, i.e.,
Kν20(x, y; ν) = (x− s)+ −
m∑
i=ν
qm,i(x, y)
(
i g(y)m − s
)
,
whence,
Kν20(x, y; s) =

x− s−
m∑
i=ν
qm,i(x, y)
(
i g(y)m − s
)
, s < x
−
m∑
i=ν
qm,i(x, y)
(
i g(y)m − s
)
, s ≥ x.
It follows that Kν20(x, y; s) ≤ 0, for s ≥ x.
For s < x we have
Kν20(x, y; s) =x− s−
m∑
i=0
qm,i(x, y)
[
i g(y)m − s
]
+
ν−1∑
i=0
qm,i(x, y)
[
i g(y)m − s
]
.
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Applying Theorem 4, we get
m∑
i=0
qm,i(x, y)
[
i g(y)m − s
]
= (Qxme10)(x, y)− s(Qxme00)(x, y)
= x− s,
whence it follows that
Kν20(x, y; s) =
ν−1∑
i=0
qm,i(x, y)
[
i g(y)m − s
]
≤ 0.
So, Kν20(x, y; ·) ≤ 0, for any ν ∈ {1, ...,m}, i.e., K20(x, y; s) ≤ 0, for s ∈ [0, g(y)].
By the Mean Value Theorem, one obtains
(RxmF )(x, y) = F
(2,0)(ξ, y)
∫ g(y)
0
K20(x, y; s)ds, for 0 ≤ ξ ≤ g(y),
with ∫ g(y)
0
K20(x, y; s)ds =
1
2 [x
2 − (Qxme20)(x, y)],
and using (2) we get (7).
Remark 7 Analogous results with the ones in Theorems 5 and 6 could be ob-
tained for the remainder RynF of the formula F = Q
y
nF +R
y
nF.
3 Product operators
Let P 1mn = Q
x
mQ
y
n, respectively, P
2
nm = Q
y
nQ
x
m be the products of the operators
Qxm and Q
y
n.
We have(
P 1mnF
)
(x, y)=
m∑
i=0
n∑
j=0
qm,i (x, y) qn,j
(
i g(y)m , y
)
F
(
i g(y)m , j
f(i
g(y)
m )
n
)
,
respectively,
(
P 2nmF
)
(x, y)=
m∑
i=0
n∑
j=0
qm,i
(
x, j f(x)n
)
qn,j (x, y)F
(
i
g(j
f(x)
n )
m , j
f(x)
n
)
.
Theorem 8 If F is a real-valued function defined on T˜h then
(i) (P 1mnF )(Vi) = F (Vi), i = 1, ..., 3;
(P 1mnF )(Γ3) = F (Γ3),
(ii) (P 2nmF )(Vi) = F (Vi), i = 1, ..., 3;
(P 2nmF )(Γ3) = F (Γ3),
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Proof. By a straightforward computation, we get the following properties
(P 1mnF )(x, 0) = (Q
x
mF )(x, 0),
(P 1mnF )(0, y) = (Q
y
nF )(0, y),
(P 1mnF )(x, f(x)) = F (x, f(x)), x, y ∈ [0, h]
and
(P 2nmF )(x, 0) = (Q
x
mF )(x, 0),
(P 2nmF )(0, y) = (Q
y
nF )(0, y),
(P 2nmF )(g(y), y) = F (g(y), y), x, y ∈ [0, h],
and, taking into account Theorem 3, they imply (i) and (ii).
We consider the following approximation formula
F = P 1mnF +R
P1
mnF,
where R
P1
mn is the corresponding remainder operator.
Theorem 9 If F ∈ C(T˜h) then∣∣∣(RP 1mnF )(x, y)∣∣∣ ≤ (Am+Bn−x2−y2+1)ω(F ; 1√Am−x2 , 1√Bn−y2 ), ∀(x, y) ∈ T˜h,
(8)
where
Am =x(1 +mβ)
1−m[S(2,m− 2, x+ 2β, 1− x) (9)
− (m− 2)βS(2,m− 3, x+ 2β, 1− x+ β)]
Bn =y(1 + nb)
1−n[S(2, n− 2, y + 2b, 1− y)− (n− 2)bS(2, n− 3, y + 2b, 1− y + β)]
and ω(F ; δ1, δ2), with δ1 > 0, δ2 > 0, is the bivariate modulus of continuity.
Proof. Using a basic property of the modulus of continuity we have∣∣∣(RP 1mnF )(x, y)∣∣∣ ≤[ 1δ1 m∑
i=0
n∑
j=0
qm,i(x, y)qn,j
(
i
mg(y), y
) ∣∣x− img(y)∣∣
+ 1δ2
m∑
i=0
n∑
j=0
qm,i(x, y)qn,j
(
i
mg(y), y
) ∣∣y − jnf ( img(y))∣∣
+
m∑
i=0
n∑
j=0
qm,i(x, y)qn,j
(
i
mg(y), y
) ]
ω(F ; δ1, δ2), ∀δ1, δ2 > 0.
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Since
m∑
i=0
n∑
j=0
pm,i(x, y)qn,j
(
i
mg(y), y
) ∣∣x− img(y)∣∣ ≤√(Qxme20)(x, y)− x2,
m∑
i=0
n∑
j=0
pm,i(x, y)qn,j
(
i
mg(y), y
) ∣∣y − jnf( img(y))∣∣ ≤√(Qyne02)(x, y)− y2,
m∑
i=0
n∑
j=0
pm,i(x, y)qn,j
(
i
mg(y), y
)
= 1,
applying (2), we get∣∣∣(RP 1mnF )(x, y)∣∣∣ ≤ { 1δ1 [x(1 +mβ)1−m] 12
· {[S(2,m− 2, x+ 2β, 1− x)− (m− 2)βS(2,m− 3, x+ 2β, 1− x+ β)]− x2} 12
+ 1δ2 [y(1 + nb)
1−n]
1
2
· {[S(2, n− 2, y + 2b, 1− y)− (n− 2)bS(2, n− 3, y + 2b, 1− y + β)]− y2} 12
+1}ω(F ; δ1, δ2).
Denoting
Am = x(1 +mβ)
1−m[S(2,m− 2, x+ 2β, 1− x)− (m− 2)βS(2,m− 3, x+ 2β, 1− x+ β)]
Bn = y(1 + nb)
1−n[S(2, n− 2, y + 2b, 1− y)− (n− 2)bS(2, n− 3, y + 2b, 1− y + β)]
and, taking δ1 =
1√
Am−x2 and δ2 =
1√
Bn−y2
, we get (8).
4 Boolean sum operators
We consider the Boolean sums of the operators Qxm and Q
y
n,
S1mn := Q
x
m ⊕Qyn = Qxm +Qyn −QxmQyn,
S2nm := Q
y
n ⊕Qxm = Qyn +Qxm −QynQxm.
Theorem 10 If F is a real-valued function defined on T˜h, then
S1mnF
∣∣∣∂T˜h = F ∣∣∣∂T˜h ,
S2mnF
∣∣∣∂T˜h = F ∣∣∣∂T˜h .
Proof. We have
(QxmQ
y
nF ) (x, 0) = (Q
x
mF ) (x, 0) ,
(QynQ
x
mF ) (0, y) = (Q
y
nF ) (0, y) ,
(QxmF ) (x, h− x) = (QynF ) (x, h− x)
= (P 1mnF )(x, h− x) = (P 2nmF )(x, h− x) = F (x, h− x),
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and, taking into account Theorem 3, the conclusion follows.
We consider the following approximation formula
F = S1mnF +R
S1
mnF,
where R
S1
mn is the corresponding remainder operator.
Theorem 11 If F ∈ C(T˜h) then∣∣(RS1mnF )(x, y)∣∣ ≤ (10)
≤ (1 +Am − x2)ω(F (·, y); 1√Am−x2 ) + (1 +Bn − y
2)ω(F (x, ·); 1√
Bn−y2
)
+ (Am +Bn − x2 − y2 + 1)ω(F ; 1√Am−x2 ,
1√
Bn−y2
),
with Am and Bn given in (9).
Proof. The identity
F − S1mnF = (F −QxmF ) + (F −QynF )− (F − P 1mnF )
implies that∣∣(RS1mnF )(x, y)∣∣ ≤ ∣∣(RxmF )(x, y)∣∣+ ∣∣(RynF )(x, y)∣∣+ ∣∣(RP 1mnF )(x, y)∣∣,
and, applying Theorems 5 and 9, we get (10).
5 Numerical examples
We consider the function:
Gentle: F (x, y) = 13 exp[− 8116
(
(x− 0.5)2 + (y − 0.5)2)],
generally used in the literature, (see, e.g., [27]). In Figure 2 we plot the graphs
of F, QxmF, Q
y
nF, P
1
mnF, S
1
mnF , on T˜h, considering h = 1,m = 5, n = 6, β = 1
and we can see the good approximation properties.
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Figure 2: The Cheney-Sharma approximants for T˜h.
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