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Strojno učenje se vse pogosteje pojavlja kot rešitev problemov, ki jih je težko rešiti
s klasičnimi pristopi. Pri strojnem učenju algoritem naučimo na osnovi podatkov,
namesto da bi ga eksplicitno napisali. V tej nalogi smo z metodami strojnega učenja
razvili krmilnik mobilnega robota za sledenje črti. Razvili smo zaznavalo črte, ki deluje
odlično v različnih pogojih. Ustvarili smo simulacijsko okolje za preizkušanje krmilje-
nja robota in v njem z metodami vzpodbujevalnega učenja razvili krmilnik, ki sledi
črti. Krmilnik smo iz simulacije prenesli v realni svet. V simulaciji krmilnik deluje
primerljivo s klasičnim PID krmilnikom, v realnem svetu pa precej slabše, kar bi lahko
izbolǰsali v nadaljnjem delu. Zaznavalo črte in krmilnik sta sposobna realnočasovnega
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Machine learning is increasingly emerging as a solution to problems that are difficult to
solve with classical approaches. In machine learning, the algorithm is trained on data,
rather than written explicitly. In this thesis, we developed a mobile robot controller
using methods of machine learning. We developed a line detector, that works well
under different conditions. We created a simulation environment, designed for testing
robot control algorithms, and developed a line following controller using reinforcement
learning methods. The controller was transferred from simulation to the real world.
In the simulation, controller performance is comparable to the classic PID controller,
whereas in the real world, it is considerably worse. That could be improved in fu-
ture work. The detector and controller are capable of real-time operation on limited
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2 Teoretične osnove . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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2.4 Vzpodbujevalno učenje . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
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Strojno učenje je področje znanosti, ki v zadnjem času vzbuja veliko zanimanja. Vse
pogosteje se pojavlja kot rešitev problemov, ki jih je težko, ali pa celo nemogoče rešiti
s klasičnimi pristopi. Pri strojnem učenju je algoritem naučen na osnovi velike količine
podatkov, namesto da bi bil eksplicitno napisan. Čeprav so osnovne ideje strojnega
učenja prisotne že dolgo, se je intenziven razvoj začel šele pred nekaj leti. Omogočile
so ga vedno večje zmogljivosti strojne opreme ter metode, ki zahtevano zmogljivost
znižujejo. Prav tako so s pojavom interneta postale lažje dosegljive velike količine
podatkov za učenje.
V tej nalogi smo poskusili razumljivo prikazati osnove delovanja metod strojnega učenja
ter raziskati njihove prednosti in omejitve z aplikacijo na preprostem primeru. S tem
bi radi vzpodbudili zanimanje za uporabo strojnega učenja na področju mehatronike.
1.2 Cilji naloge
Cilj naloge je razviti krmilnik mobilnega robota za sledenje črti z uporabo stroj-
nega učenja.
Za izpolnitev tega cilja je potrebno rešiti več posameznih problemov: sestaviti robotsko
platformo, razviti zaznavalo za zaznavo črte na osnovi slike, ustvariti simulacijsko okolje
za testiranje krmiljenja robota, z metodo vzpodbujevalnega učenja razviti krmilnik za
sledenje črti, prenesti krmilnik iz simulacije na realnega robota.
Ker je cilj za sposobnosti modernih metod strojnega učenja razmeroma preprost, smo
bili prepričani, da bo razvoj krmilnika uspešen. Pojavilo se je le vprašanje, ali bo
omejena zmogljivost robotske platforme zadoščala za realnočasovno krmiljenje.
V teoretičnem delu naloge so najprej predstavljene osnove uporabljenih metod stroj-
nega učenja. Podan je tudi kratek pregled programskih orodij za njihovo uporabo.
Sledi predstavitev mobilne robotske platforme, ki smo jo sestavili za potrebe te na-
loge. Praktični del naloge je razdeljen na dve večji poglavji: razvoj zaznavala črte in
razvoj krmilnega algoritma mobilnega robota. Zadnje poglavje prikazuje eno izmed
najnoveǰsih metod strojnega učenja, ki olaǰsa zbiranje podatkov za učenje.
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Uvod
Programska koda, razvita v okviru naloge, je dostopna v spletnih repozitorijih:
– https://github.com/nplan/line-detector - zaznavalo črte,





Sledenje črti (slika 2.1) je zelo pogost problem v robotiki. Ker zajema razmeroma
enostavne in poceni komponente, se pogosto uporablja v izobraževanju. Obstaja tudi
več tekmovanj, na katerih študenti tekmujejo med sabo v razvoju sledilnih robotov.
Poleg tega je sledenje črti ena izmed glavnih metod navigacije pri avtonomnih vozilih
v skladǐsčih in proizvodnji. Zaznava črte pa je pomemben problem tudi pri razvoju
avtonomnih avtomobilov.
Slika 2.1: Robot, ki sledi črti.
Osnovne operacije sledenja črti so:
1. zaznavanje črte,
2. usmerjanje robota v smeri črte,
3. uravnavanje hitrosti robota glede na zavitost črte.
Robot ima običajno diferencialni pogon z dvema kolesoma, ki se lahko neodvisno vrtita
naprej ali nazaj. Tak pogon omogoča dobro okretnost in enostavno krmiljenje. Robot
vozi po progi, ki je ponavadi sklenjena zanka črte. Proge so različnih težavnosti, od
preprostih, ki vsebujejo samo sklenjeno zanko (slika 2.2a in 2.2b), do kompleksneǰsih,
ki imajo ostre zavoje, križǐsča in prekinitve (slika 2.2c). Projekt Duckietown [1] (slika
2.2d) se je iz preprostega sledenja črti razvil do celovite platforme za raziskovanje av-
tonomne vožnje v pomanǰsanem okolju, ki vsebuje večino elementov pravega prometa,
kot so znaki, semaforji in ovire.
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Teoretične osnove
(a) Preprosta proga (b) Težja proga
(c) Kompleksna proga (d) Duckietown [1]
Slika 2.2: Različne proge.
2.1.1 Zaznava črte
Natančno zaznavanje črte je glavna operacija sledenja. Preprosto zaznavalo črte, ki se
pogosto uporablja, je niz senzorjev odbite infrardeče svetlobe (slika 2.3a). Zaznavalo
postavimo na prednjo stran robota prečno na črto. Lego črte dobimo s preprostim
preračunom intenzitet odboja posameznih senzorjev. Ta metoda zazna črto samo tik
pred robotom, zaradi česar nimamo možnosti predvidevanja zavojev in prilagajanja
hitrosti. Pred vsakim sledenjem je potrebna tudi kalibracija zaradi vpliva osvetlitve
prostora in različnih odbojnosti podlag in črt. Vendar pa zaznavalo deluje hitro in
zanesljivo ter ne potrebuje veliko računske moči. Zaznavalo lahko izbolǰsamo tako, da
namesto v niz, senzorje razporedimo v matriko. Na ta način zaznamo tudi ukrivljenost
črte pred robotom.
Napredneǰsi način zaznave črte je uporaba kamere (slika 2.3b). Kamero namestimo
na robota tako, da gleda v smeri vožnje. Pri tem se vidno polje lahko razteza daleč
naprej, kar je uporabno za načrtovanje hitrosti robota. Iz slike, ki jo zajame kamera, je
potrebno prepoznati lego črte. Algoritmi za ta namen so ponavadi osnovani na iskanju
robov in potrebujejo večjo računsko moč, kot preprosto zaznavalo odboja. V kontro-
liranem okolju z dobro osvetlitvijo in kontrastom črte se dobro obnesejo že preprosti
algoritmi, težava pa se pojavi, ko črta ni dobro vidna. Če želimo črto z visoko zane-
sljivostjo zaznavati v veliko različnih pogojih, je smiselna uporaba strojnega učenja.
Vendar pa je pri tem zahteva po računski moči še bistveno vǐsja.
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Teoretične osnove
(a) Niz IR senzorjev odboja (b) Kamera
Slika 2.3: Izbira zaznavala črte
2.1.2 Krmiljenje robota
Podatek o legi črte je osnova za krmiljenje robota, da ji ta čim natančneje sledi. Naj-
pogosteje se uporablja preprost PID krmilnik, ki ima na vhodu odmik črte od srednjice
robota (napaka), izhod pa je zasuk robota. Hitrost krmilimo glede na povprečno na-
pako črte, ki je manǰsa, kadar je črta bolj ravna. Če želimo dosegati velike hitrosti
sledenja, kar je pogosto cilj tekmovanj, lahko dodamo senzor pospeška, ki pomaga, da
robot ne zdrsne s proge v ostrih zavojih. Če vidno polje zaznave črte sega dlje naprej,





Strojno učenje (ang. machine learning) je znanost ustvarjanja računalnǐskih algoritmov
z učenjem iz podatkov, namesto da bi jih eksplicitno programirali. Algoritmom, ki
so se sposobni delovanja naučiti, pravimo učni algoritmi.
Ena izmed definicij strojnega učenja:
Računalnǐski program se nauči iz izkušenj E, glede na neko nalogo T in
merilo uspešnosti P, če se njegova uspešnost na nalogi T, izmerjena s P,
izbolǰsa z izkušnjami E.
Tom Mitchell, 1997
Učni algoritem si med procesom učenja izgradi matematični model, ki popisuje odvi-
snosti (zakonitosti) v podatkih. Na osnovi tega modela lahko algoritem izvede napovedi
za nove primere podatkov. Uspešnost strojnega učenja je močno odvisna od kakovosti
podatkov, uporabljenih za učenje, izbranega učnega algoritma in veliko drugih para-
metrov.
Strojno učenje je dobra alternativa tradicionalnemu pristopu kadar: [2]
– je za rešitev problema potreben zapleten algoritem, ki ga je težavno razviti in zago-
toviti njegovo stabilno delovanje,
– dobra rešitev problema s tradicionalnim pristopom ne obstaja,
– imamo veliko količino podatkov, v katerih želimo poiskati zakonitosti,
– je okolje delovanja spremenljivo - algoritmi strojnega učenje se dobro prilagodijo
novim podatkom.
2.2.1 Osnovni pojmi
Osnove strojnega učenja najlažje prikažemo na primeru linearno odvisnih značilnosti
[3].
Na sliki 2.4 je prikazan diagram linearne odvisnosti spremenljivke y od spremenljivke
x. Podatki (rdeča) sicer vsebujejo nekaj šuma, vendar jim lahko enostavno prilegamo
premico (modra). Preprosta naloga za učni algoritem je napovedati vrednost y na
podlagi vrednosti x. Odvisnost popisuje enačba premice:
y = mx+ b (2.1)
Kjer je:
– y odvisna spremenljivka - vrednost, ki jo želimo napovedati,
– m naklon premice,
– x neodvisna spremenljivka - vhodni podatek,
– b odsek na y osi.
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Slika 2.4: Linearna odvisnost y od x. Rdeča: podatki, modra: model.
Na področju strojnega učenja uporabimo malo drugačen zapis odvisnosti, ki mu pra-
vimo model:
y′ = b+ w1x1 (2.2)
Kjer je:
– y′ napoved (ang. prediction),
– b pristranskost (ang. bias) - odsek na y osi,
– x1 vrednost značilnost (ang. feature),
– w1 utež (ang. weight) značilnosti x1.
Utež in pristranskost sta parametra modela. Cilj je parametre prilagoditi tako, da
model čim bolj ustreza podatkom.
Model povezuje napoved z značilnostjo. Značilnost predstavlja podatek, od katerega
je odvisna napoved. V realnih primerih je značilnosti ponavadi več. Model je v tem
primeru zelo preprost, vendar odlično prikazuje osnovno idejo strojnega učenja. Če bi
želeli model razširiti, preprosto dodamo nove značilnosti in njihove uteži:
y′ = b+ w1x1 + w2x2 + w3x3 + ...+ wnxn (2.3)
Temu algoritmu pravimo linearna regresija in je eden izmed osnovnih učnih algorit-
mov. V realnosti so zveze med podatki redko tako enostavne, zato uporabimo algoritme
in modele, ki so sposobni popisati kompleksneǰse odvisnosti.
2.2.1.1 Učenje
Učenje (ang. training) pomeni iskanje ustreznih parametrov (uteži, pristranskosti)
modela. Mehanizmi učenja se razlikujejo glede na izbran učni algoritem, najpogosteje
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pa se uporablja optimizacijske algoritme, ki iterativno spreminjajo parametre modela
in postopoma izbolǰsujejo njegovo delovanje.
Za učenje je ključna podatkovna množica, sestavljena iz vzorcev. Vsak vzorec
vsebuje naslednji par podatkov:
– vrednosti izbranih značilnosti,
– oznako (ang. label) - poznano pravilno vrednost napovedi, ki ustreza vrednosti
značilnosti.
Podatkovna množica mora biti uravnotežena. To pomeni, da so vzorci enakomerno
porazdeljeni po celotnem prostoru značilnosti (ang. feature space). V nasprotnem
primeru lahko učni algoritem zanemari določene vzorce, ki so v podatkovni množici
zastopani redkeje od ostalih.
Pomemben podatek o kakovosti modela je, kako dobro je ta sposoben posploševati
naučene sposobnosti na primere, ki jih še nikoli ni videl. Del podatkovne množice
zato prihranimo in na njem ne učimo modela, temveč ga uporabimo zgolj za prever-
janje uspešnosti naučenega modela na novih primerih. Podatkovno množico navadno




Na učni množici model učimo, na validacijski sproti preverjamo posploševalno sposob-
nost modela, testno množico pa uporabimo samo enkrat, povsem na koncu procesa
določanja in učenja modela, da ugotovimo, kakšno uspešnost lahko pričakujemo, ko
bo model v uporabi. Podatkovno množico ponavadi razdelimo na učno, validacijsko in
testno v razmerju 60 : 20 : 20 ali 80 : 10 : 10 pri velikih podatkovnih množicah.
Merilo za uspešnost modela je izguba (ang. loss). V idealnem primeru popolnoma
pravilne napovedi je izguba nič, drugače pa je večja od nič. Cilj učenja je torej poiskati
takšne vrednosti parametrov modela, da je povprečna izguba preko vseh vzorcev v
podatkovni množici čim manǰsa.
Za izračun izgube lahko uporabimo različne funkcije. Pogosto se uporablja srednja






(y − y′(x))2 (2.4)
Kjer je:
– (x, y) vzorec,
– x vrednost značilnosti vzorca,
– y oznaka vzorca,
– y′ napoved (funkcija modela in njegovih parametrov),
– D podatkovna množica, ki vsebuje vzorce (x, y),




Globoko učenje (ang. deep learning) je podpodročje strojnega učenja, ki zajema pred-
vsem umetne nevronske mreže (ang. artificial neural networks) [4]. To področje se
v zadnjem času razvija najhitreje in smatra kot najbolj perspektivno.
Slika 2.5: Umestitev stojnega učenja in globokega učenja v področje umetne
inteligence
Na sliki 2.5 je prikazana umestitev globokega učenja v področje strojnega učenja in
v širše področje umetne inteligence. Globoko učenje se od splošnega strojnega učenja
razlikuje predvsem v reprezentaciji podatkov. [5]
Pri enostavnih metodah strojnega učenja značilnosti iz podatkov izloči človek. Uspešnost
učnega algoritma je močno odvisna od izločenih značilnosti. Ali je neka značilnost po-
membna za uspešnost algoritma, je v veliko primerih težko vedeti. Iskanje nabora
ustreznih značilnosti za rešitev neke naloge je lahko dolgotrajen in težaven postopek.
Ena izmed rešitev tega problema je, da izbolǰsamo učni algoritem tako, da je sposo-
ben sam poiskati (se naučiti) ustrezne značilnosti. Algoritem se torej poleg odvisnosti
med vhodnimi in izhodnimi podatki nauči tudi najbolj učinkovito obliko reprezentacije
podatkov. Temu principu pravimo reprezentacijsko učenje (ang. representation
learning).
Vzemimo za primer učni algoritem, ki iz simptomov bolnika napove njegovo bolezen.
Pri uporabi klasičnih metod strojnega učenja bi množico simptomov (značilnosti) vna-
prej definirali (npr. povǐsana telesna temperatura, glavobol, utrujenost itd.). Zdravnik
bi bolnika pregledal in ugotovil prisotnost vsakega od simptomov. Algoritem bi se nato
na podlagi teh podatkov naučil napovedati najbolj verjetno bolezen. Vendar pa vna-
prej ne vemo natančno, ali je nek simptom dober indikator neke bolezni. Pristop lahko
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izbolǰsamo z uporabo reprezentacijskega učenja. Tukaj bi na primer namesto množice
simptomov učnemu algoritmu posredovali samo magnetno resonančno sliko bolnika, ta
pa bi se sam naučil v sliki poiskati značilnosti (simptome), ki so indikator neke bolezni.
Globoko učenje je reprezentacijsko učenje, pri katerem je reprezentacija značilnosti
sestavljena večnivojsko. Najprej se izločijo enostavni vzorci, ki se nato postopoma
združujejo v bolj kompleksne. Tako dobimo končno reprezentacijo, ki lahko popǐse zelo
kompleksne značilnosti. To je osnovni princip delovanja nevronskih mrež. Na sliki
2.6 je prikazano postopno vǐsanje kompleksnosti reprezentacije na primeru prepoznave
objektov. Vrednosti slikovnih točk se združujejo v robove in v obrise, ter nato v
posamezne dele objekta in končno v objekt. Reprezentacija objekta je zelo kompleksna,
saj mora upoštevati različne orientacije, osvetlitev, sence itd.
Slika 2.6: Postopna gradnja kompleksne reprezentacije na primeru prepoznave
objektov.
2.3 Umetne nevronske mreže
Umetne nevronske mreže (ang. artificial neural networks) so glavna metoda globokega
učenja. Njihov glavni sestavni element so vozlǐsča, ki jim pravimo nevroni. Nevroni
so razporejeni v plasti (ang. layers) in so povezani med seboj na različne načine.
Ime ≫umetne nevronske mreže≪ je nekoliko zavajajoče. Čeprav se osnovni koncepti
zgledujejo po možganih, je treba poudariti, da umetne nevronske mreže niso model
možganov. Z razvojem njihova podobnost z biološkimi možgani postaja vse manǰsa.
Čeprav delovanja možganov še ne razumemo popolnoma, lahko rečemo, da se umetne




Nevron je osnovna enota nevronske mreže, ki se obnaša kot vozlǐsče. Zgradba nevrona
je prikazana na sliki 2.7.
Slika 2.7: Zgradba umetnega nevrona.
Vsak nevron ima poljubno število vhodov xi in en izhod y. Vsak vhod ima svojo
utež wi. Vrednost izhoda y nevrona je odvisna od vrednosti vhodov in njihovih uteži.







Funkcija a vrednost vsote vhodov omeji ali preslika v nek interval (pogosto [0, 1] ali
[-1, 1]). Pravimo ji aktivacijska funkcija. V praksi se uporablja več aktivacijskih
funkcij, njena izbira pa ima vpliv predvsem na hitrost in učinkovitost učenja.
2.3.2 Nevronska mreža
Nevroni se med seboj povezujejo v strukture imenovane nevronske mreže. Dva ne-
vrona sta med sabo povezana, ko za vhod enega vzamemo izhod drugega nevrona.
Nevroni so razporejeni v plasti, kot je prikazano na sliki 2.8. Vsaka nevronska mreža
ima vhodno plast, izhodno plast in poljubno število vmesnih plasti, ki jim pravimo
skrite plasti. Nevronska mreža z večjim številom skritih plasti je globoka nevron-
ska mreža. Takšna struktura izraža princip postopne gradnje kompleksne reprezen-
tacije. V prvih plasteh je reprezentacija enostavna, nato pa z globino nevronske mreže
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postaja vse bolj kompleksna. Kompleksnost reprezentacije in s tem zakonitosti, ki se
jih nevronska mreža lahko nauči, je neposredno odvisna od njene globine. Moderne
nevronske mreže lahko dosegajo globino več kot 100 plasti.
Slika 2.8: Struktura preproste nevronske mreže z eno skrito plastjo.
Na sliki 2.8 prikazana nevronska mreža je polno povezana (ang. fully connected). To
pomeni, da je vsak nevron v neki plasti povezan z vsemi nevroni predhodne plasti.
Takšen način povezanosti je najbolj splošen, vendar pa je njegova slabost, da število
povezav (in z njim težavnost procesiranja) raste eksponentno s številom nevronov v
mreži.
2.3.3 Konvolucijska nevronska mreža
Konvolucijska nevronska mreža (ang. convolutional neural network, CNN ) je nevron-
ska mreža s posebno zgradbo (povezanostjo nevronov), ki se zgleduje po živalskem
(človeškem) vidnem centru. Odlično se izkaže predvsem pri analizi slik.
Če želimo za analizo slik uporabiti običajno polno povezano nevronsko mrežo, naletimo
na problem eksponentnega naraščanja števila povezav med nevroni. Že za razmeroma
12
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majhno sliko velikosti 100 x 100 točk potrebujemo vhodno plast z 10.000 nevroni. Tudi
če je v naslednji plasti samo 1000 nevronov, dobimo 10 milijonov povezav in to samo
v prvi plasti. Trenutno najbolǰse konvolucijske mreže (ResNet50, InceptionV3) imajo
samo okoli 20 milijonov povezav v celotni mreži in v nekaterih nalogah detekcije objek-
tov že presegajo človeške sposobnosti. Pri konvolucijskih mrežah je število povezav
med nevroni manǰse, ker so plasti samo delno povezane med seboj, vendar na način,
ki omogoča visoko občutljivost zaznave vzorcev.
Slika 2.9: Prikaz delovanja konvolucijske nevronske mreže na primeru prepoznave
mačke. [4]
Konvolucijska nevronska mreža postopno prepoznava vedno bolj kompleksne vzorce,
kot je na primeru mačke prikazano na sliki 2.9. Prve plasti prepoznajo samo pre-
proste robove in obrise, v globljih plasteh pa se ti vzorci združujejo v kompleksneǰse
značilnosti, kot so oko, smrček in uho. Na podlagi teh značilnosti lahko v izhodni plasti
nevronska mreža odloči, ali je na sliki mačka ali kaj drugega.
Sprejemno polje in filter
Pri polno povezani nevronski mreži je nevron v neki plasti povezan z vsemi nevroni
preǰsnje plasti. Pri konvolucijski nevronski mreži pa je nevron v neki plasti povezan
samo z omejenim številom sosednjih nevronov preǰsnje plasti, ki jim pravimo spre-
jemno polje (ang. receptive field). Izhodna vrednost nevrona je odvisna od tega,
kako dobro se vzorec vrednosti (svetlosti slikovnih točk) sprejemnega polja nevrona
ujema s filtrom. To izračunamo z matematično operacijo konvolucijo, po kateri so
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konvolucijske nevronske mreže dobile svoje ime:





I(i+m, j + n)K(m,n) (2.6)
Kjer je:
– S izhod (preslikava značilnosti),
– I vhod (slika),
– K konvolucijsko jedro (filter).
Slika 2.10: Operacija konvolucije.
Operacija konvolucije je grafično prikazana na sliki 2.10. S pomočjo filtrov zaznavamo
vzorce. Izhod vsake izmed plasti nevronske mreže je preslikava značilnosti (ang.
feature map), ki odraža, kako dobro se neko področje vhodne slike ujema z nekim
filtrom. V vsaki plasti mreže je več filtrov, vsak namenjen prepoznavi svojega vzorca.
Glavna prednost pri tem je, da so filtri naučeni. V postopku učenja se torej nevronska
mreža sama nauči, kateri vzorci (in s tem filtri) so pomembni za opravljanje njene
naloge. Na sliki 2.11 je prikazanih nekaj naučenih filtrov mreže AlexNet [6]. Vidimo,
da gre večinoma za enostavne filtre robov ene izmed zgornjih plasti mreže. Preslikavo
značilnosti neke plasti nato uporabimo kot vhod v naslednjo plast mreže, ki deluje na
enak način. V tej plasti tako prepoznavamo vzorce vǐsjega reda, ki so sestavljeni iz
enostavneǰsih vzorcev, zaznanih v preǰsnji plasti.
2.3.4 Mehanizmi učenja
Z učenjem poǐsčemo ustrezne vrednosti parametrov (uteži) nevronske mreže. Pov-
prečna mreža, ki je sposobna opravljati neko koristno nalogo, lahko ima več (deset)
milijonov parametrov, katerih vrednosti je treba poiskati, kar ni preprosta naloga.
Če bi poskušali določiti vrednosti parametrov s poskušanjem (ang. brute force), bi pri
takšni količini neznanih vrednosti tudi na superračunalnikih preprosto trajalo predolgo.
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Slika 2.11: Primeri naučenih filtrov konvolucijske nevronske mreže AlexNet. [6]
Rešitev je v uporabi optimizacijskih algoritmov. Ti iterativno spreminjajo vredno-
sti uteži tako, da se napaka (izguba) mreže postopoma manǰsa. V zanki se izvajajo
naslednji koraki:
1. iz učne podatkovne množice vzamemo serijo (ang. batch) vzorcev (x, y),
2. poženemo mrežo, da dobimo napoved y′,
3. izračunamo izgubo mreže - odstopanje y′ od y (povprečje preko vseh vzorcev v
seriji),
4. spremenimo parametre mreže tako, da je izguba serije manǰsa.
Na ta način postopoma dosežemo optimalne vrednosti parametrov modela in s tem
nizko izgubo. Pojavi pa se vprašanje, kako na podlagi izgube določiti, kateri parameter
naj spremenimo, in za koliko. To naredimo z izračunom gradienta izgube glede na
vektor vseh parametrov modela. Gradient nam pove, v katero smer moramo spreme-
niti vrednost posameznega parametra, da se izguba zmanǰsa. Temu optimizacijskemu
algoritmu pravimo gradientni spust (ang. gradient descent).
Učinkovit (hiter) izračun gradienta izgube je zaradi velikega števila parametrov bi-
stven za to, da je učenje nevronskih mrež sploh izvedljivo v praksi. Za ta namen
uporabljamo algoritem vzvratnega razširjanja (ang. backpropagation), ki se zanaša
na verižno pravilo (ang. chain rule) odvajanja. Nevronska mreža je sestavljena iz
več zaporednih operacij, ki imajo poznane preproste odvode. Odvod zaporedja ope-
racij lahko izračunamo na podlagi odvodov posameznih funkcij z uporabo verižnega
pravila in tako dobimo gradient celotne mreže. Algoritem vzvratnega razširjanja začne
s celotno vrednostjo izgube in se širi od izhodne plasti nazaj proti vhodni plasti, ter z
uporabo verižnega pravila izračunava prispevek posameznega parametra mreže
k celotni vrednosti izgube [4]. Na podlagi tega prispevka nato odločimo, za koliko
je treba parameter spremeniti, da bo izguba manǰsa.
2.4 Vzpodbujevalno učenje
Vzpodbujevalno učenje (ang. reinforcement learning) je področje strojnega učenja,
ki se ukvarja z odločanjem v različnih situacijah [7]. Uporablja se v primerih, ko je
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pravilna odločitev v neki situaciji odvisna od veliko dejavnikov in jo je težko vnaprej
predvideti. Za učenje tako ne uporabljamo podatkovne množice, ampak učni sistem,
ki algoritem nagradi za vedenje, ki vodi k želenemu rezultatu.
Učni sistem je sestavljen iz agenta, ki je postavljen v okolje. Agent glede na zaznano
stanje okolja (ang. observation) sproža dejanja (ang. action) in prejme nagrado
(ang. reward), če njegovo vedenje vodi k rešitvi naloge. Povratna zanka sistema je
prikazana na sliki 2.12.
Slika 2.12: Učni sistem pri vzpodbujevalnem učenju.
Agent se postopoma nauči vedenja, ki pomeni čim večjo kumulativno vrednost prejetih
nagrad. Pri tem ne potrebuje predhodnega znanja o okolju, le možnost, da nanj vpliva
in zbira izkušnje. Algoritmu, ki ga agent uporablja za sprejemanje odločitev, pravimo
strategija (ang. policy). Strategija je lahko poljuben algoritem, tudi nevronska mreža.
Takrat govorimo o globokem vzpodbujevalnem učenju (ang. deep reinforcement
learning).
Učenje po navadi poteka v epizodah (ang. episode). Ena epizoda pomeni časovno
obdobje, v katerem se od agenta pričakuje, da opravi svojo nalogo. Epizoda se konča,
ko je naloga opravljena ali preteče časovna omejitev za dokončanje. Če agent naredi
nepopravljivo napako, se epizoda predčasno prekine. Pri kontinuiranih problemih, kjer
ni jasnega končnega cilja naloge, za epizodo preprosto določimo nek časovni interval.
Vzpodbujevalno učenje ima zelo velik potencial v robotiki. Z njegovo pomočjo lahko
naučimo robote učinkovitega gibanja, manipuliranja objektov in drugih operacij. Po-
polnoma mogoče je, da robota (agenta) učimo v realnem svetu. Vendar pa za to
potrebujemo dober sistem tipal za zaznavo stanja okolja, težava pa je tudi v tem, da
moramo zbrati veliko izkušenj, kar lahko pri kompleksneǰsih nalogah pomeni tudi ne-
kaj let učenja. To sicer lahko rešimo s sočasnim učenjem na več robotih, kar pa je
po navadi predrago. Rešitev je v uporabi simuliranega okolja, ki agenta (robota)
postavi v virtualni svet. Na ta način zberemo veliko izkušenj v kratkem času, saj lahko
simulacija teče hitreje od realnega časa. Tudi zajemanje stanja okolja je v simuliranem
okolju bistveno preprosteǰse, saj so vsi podatki že na voljo v digitalni obliki.
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2.4.1 Mehanizmi vzpodbujevalnega učenja
Osnovni problem vzpodbujevalnega učenja je določiti, koliko je neko agentovo dejanje
prispevalo k prejeti nagradi (t. i. ang. credit assignment problem). Če bi poznali naj-
ustrezneǰse dejanje v vsakem koraku, bi strategijo naučili z minimizacijo napake preko
podatkovne množice, podobno kot je bilo prikazano v poglavju 2.2.1.1. Pri vzpodbu-
jevalnem učenju pa stvar ni tako preprosta, saj je edini povratni signal nagrada, ki je
redka in pogosto tudi zakasnjena. Če agent sproži zaporedje dejanj, ki vodi do nagrade,
je težko določiti, katero izmed dejanj je za to (najbolj) zaslužno.
Najpogosteje se neko dejanje vrednoti tako, da se izračuna vsota vseh nagrad, ki mu
sledijo, pri čemer damo kasneǰsim nagradam manǰso težo:
v = n1 + rn2 + r
2n3 + ...+ r
i−1ni (2.7)
Kjer je:
– v vrednotenje dejanja,
– ni prejeta nagrada v koraku i,
– r diskontna stopnja (ang. discount rate).
Med učenjem beležimo povprečno vrednotenje vsakega dejanja. Če želimo, da to pov-
prečje zanesljivo odraža, ali je neko dejanje dobro ali slabo, moramo zbrati zadostno
količino izkušenj.
V nadaljevanju sta predstavljeni dve najpogosteǰsi metodi vzpodbujevalnega učenja.
2.4.2 Gradient strategije
Gradient strategije (ang. policy gradient) je metoda vzpodbujevalnega učenja, s katero
naučimo strategijo, da izbere ustrezno dejanje neposredno iz zaznanega stanja okolja.
Postopek učenja poenostavljeno poteka v naslednjih korakih [4]:
1. zberemo nekaj izkušenj in izračunamo gradient parametrov strategije, ki bi še
povečal verjetnost izbranih dejanj, da so izbrana,
2. izračunamo vrednotenje vsakega izmed dejanj,
3. če je vrednotenje dejanja pozitivno (dobro dejanje), želimo, da je bolj pogosto,
če je negativno (slabo dejanje), želimo, da je manj pogosto. To dosežemo tako,
da pomnožimo vsak gradient strategije glede na dejanje z vrednotenjem tega
dejanja,
4. izračunamo povprečje vseh gradientov in ga uporabimo za posodobitev parame-
trov strategije (gradientni spust).
Strategija torej predstavlja direktno transformacijo iz stanja okolja v dejanje. Čeprav
je ta princip učenja razmeroma preprost, je uspešen tudi pri kompleksnih nalogah.
Vendar pa je njegova slabost, da izkušnje zbiramo s strategijo, ki jo učimo. Agent torej
tekom učenja za odločanje vseskozi uporablja eno strategijo, ki postopoma postaja
vedno bolǰsa. To pomeni, da učenja ne moremo pohitriti z vzporednim zbiranjem
izkušenj, kjer izkušnje najprej zberemo z eno (naključno) strategijo, nato pa na njihovi




Q-učenje (ang. Q-learning) je kompleksneǰsa metoda vzpodbujevalnega učenja, pri
kateri strategijo naučimo oceniti pričakovano prihodnjo nagrado za vse kombinacije
stanj in dejanj. Metoda deluje dobro predvsem pri nalogah, kjer iz zaznanega stanja
okolja ne moremo popolnoma razumeti celotne situacije [8]. Osnova za metodo je
markovski proces odločanja (ang. markov decision process, MDP).
Slika 2.13: Preprost markovski proces odločanja.
Markovski proces odločanja je sestavljen iz stanj S, med katerimi lahko agent prehaja
preko dejanj a. Proces prikazan na sliki 2.13 ima tri možna stanja. V vsakem stanju
agent izbere eno izmed dejanj, ki so na voljo. Proces preide v naslednje stanje v
skladu z verjetnostjo posameznega prehoda (vrednost zapisana ob povezavah). Pri
določenih prehodih agent prejme nagrado. Cilj agenta je poiskati strategijo, ki bo
sčasoma prinesla največjo nagrado.
Ustreznost nekega dejanja a pri stanju S odraža Q-vrednost. Ta vrednost je vsota
vseh prihodnjih nagrad, ki jih agent lahko pričakuje, če izbere dejanje a ob pred-
postavki, da deluje optimalno. Za končne markovske procese odločanja z manǰsim









– T (s, a, s′) verjetnost prehoda stanja s v s′, v primeru da agent izbere dejanje a,
– R(s, a, s′) nagrada, ki jo agent prejme pri prehodu stanja s v s′, v primeru da izbere
dejanje a,
– γ diskontna stopnja.
Agent sprva pozna samo možna stanja in dejanja, ne pa tudi verjetnosti prehodov
stanja T (s, a, s′) in njihove nagrade R(s, a, s′). Agent mora torej vse mogoče prehode
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stanj večkrat izkusiti, da se teh vrednosti nauči. Končna oblika iterativnega algoritma
Q-učenja je tako:





– α hitrost učenja (ang. learning rate),
– r nagrada, ki jo agent prejme pri prehodu stanja s v s′, v primeru ko izbere dejanje
a,
– γ diskontna stopnja.
Začetne vrednosti Q(s, a) so določene poljubno in sčasoma konvergirajo k optimumu.
Ko so optimalne Q-vrednosti, poznane je agentova strategija preprosto izbrati dejanje z
največjo Q-vrednostjo. Pomembno je, da zbrane izkušnje zajemajo vsa mogoča stanja
in prehode markovskega procesa odločanja. Strategiji, ki raziskuje celoten prostor
stanj, pravimo raziskovalna strategija (ang. exploration policy). Ta strategija je
lahko popolnoma naključna. To nam odpre možnost, da izkušnje zbiramo vzporedno,
vendar pa vseeno lahko traja dolgo, da razǐsčemo celoten prostor stanj. V praksi zato
pogosto uporabimo kombinirano strategijo, ki z verjetnostjo ϵ izbere naključno dejanje
in z verjetnostjo 1−ϵ tistega z največjo Q-vrednostjo. S parametrom ϵ tako uravnavamo
ravnotežje med hitrostjo učenja in raziskanostjo prostora stanj. Ustrezna vrednost ϵ je
odvisna od narave problema.
Pri realnih problemih je možnih stanj in dejan pogosto zelo veliko. To za Q-učenje
predstavlja težavo, saj postane število Q-vrednosti preprosto preveliko, da bi bil itera-
tivni izračun v praksi izvedljiv. Rešitev je v uporabi aproksimacijske funkcije, ki
Q-vrednosti aproksimira. Pogosto se kot aproksimacijsko funkcijo uporabljajo nevron-
ske mreže, ki so se sposobne naučiti kompleksnih nelinearnih odvisnosti. Takšnemu
Q-učenju pravimo globoko Q-učenje (ang. deep Q-learning, DQN ). Pri učenju stra-
tegije torej ǐsčemo ustrezne vrednosti uteži aproksimacijske nevronske mreže.
2.5 Programska orodja za strojno učenje
Algoritmi strojnega učenja zahtevajo hitro in učinkovito izvajanje različnih računskih
operacij. Nesmiselno je, da bi te operacije implementirali sami, saj obstaja več pro-
gramskih knjižnic, ki jih lahko uporabimo. Knjižnice v ozadju izvajajo dobro opti-
mizirane in strojni opremi prilagojene operacije, uporabniku pa je na voljo preprost
aplikacijski programski vmesnik (ang. application programming interface, API),




Preglednica 2.1: Programske knjižnice za strojno učenje.
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3 Robotska platforma
Za namen tega dela smo sestavili robotsko platformo za sledenje črti. Njena zgradba
je shematsko prikazana na sliki 3.1.
Slika 3.1: Shematska zgradba robotske platforme.
Jedro platforme je računalnik Raspberry Pi (Model 3B+). Izbrali smo ga zaradi
majhnosti (86 x 57 mm) ter izredno razširjene uporabe in posledično velikega števila
virov informacij o njegovi uporabi. Na računalniku teče operacijski sistem Raspbian
(posebna distribucija Linux), ki podpira večino programskih knjižnic za strojno učenje.
Na voljo so vsi pomembneǰsi komunikacijski vmesniki (USB, WiFi, Ethernet, HDMI,
CSI in UART), hkrati pa tudi nabor splošnih izhodno-vhodnih enot (ang. general-
purpose input/output, GPIO), ki jih lahko uporabimo za direktno krmiljenje dodatnih
naprav.
Sliko črte zajema kamera (Raspberry Pi Camera Module v2), ki je z računalnikom
Raspberry Pi povezana prek vmesnika CSI (serijski vmesnik za kamere, ang. camera
serial interface, CSI ). Kamera ima ločljivost 8 milijonov slikovnih točk in je sposobna
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zajemati video najvǐsje ločljivosti 1920 x 1080 točk pri 30 sličicah na sekundo, ali pri
najvǐsji frekvenci 90 sličic na sekundo, video ločljivosti 640 x 480 točk.
Mehanska osnova platforme je robot, predhodno razvit v laboratoriju LAKOS na
Fakulteti za strojnǐstvo. Robot je namenjen sledenju črti z IR senzorji odboja in
je sestavljen iz enega tiskanega vezja, na katerem so vse potrebne komponente, tudi
motorji in kolesa. Motorje krmili mikrokrmilnik ATmega32U4, kompatibilen z Arduino
platformo. Predhodno obstoječega robota smo kot osnovo vzeli zato, da ni bilo treba
razvijati elektronike za krmiljenje motorjev. Raspberry Pi se na robota namesti s
3D tiskanim nosilcem, dodano pa je tudi napajalno vezje z Li-Ion baterijo tipa 18650.
Mikrokrmilnik robota in Raspberry Pi komunicirata prek serijskega vodila UART (ang.
universal asynchronous receiver-transmitter). Raspberry Pi po vodilu pošilja želeno
moč motorjev in sprejema lego črte iz IR zaznavala.
Na računalnik Raspberry Pi je prek USB vmesnika priključen pospeševalnik stroj-
nega učenja Intel Neural Compute Stick. Pospeševalnik vsebuje procesor, ki je na-
menjen izključno učinkovitemu preračunavanju globokih nevronskih mrež in ga lahko
pohitri za faktor 10 v primerjavi z glavnim procesorjem računalnika Raspberry Pi.
Slika 3.2: Robot v delovnem okolju.
Programiranje in upravljanje razvite platforme je mogoče z osebnim računalnikom, po-
vezanim preko WiFi omrežja, kar močno poenostavi razvoj programske opreme. Sliko
iz kamere lahko z nizko zakasnitvijo pretakamo na osebni računalnik, kar nam omogoči
izvajanje modelov strojnega učenja na bistveno zmogljiveǰsi strojni opremi. V tem
primeru torej večino računsko zahtevnih operacij prenesemo na osebni računalnik, Ra-
spberry Pi pa samo zajema sliko kamere in krmili gibanje robota. To je smiselno
predvsem v začetnih fazah učenja modelov. Ko so ti naučeni in optimizirani, jih pre-




Robotska platforma se pri preizkušanju ni povsem dobro izkazala. Težaven je predvsem
napajalni del, ki ni sposoben zagotoviti dovolj toka za delovanje vseh komponent, če
baterija ni popolnoma napolnjena. Za odpravo težav bi bile potrebne večje spremembe
obstoječega robota, ki niso smiselne. Prav tako je uporaba obstoječega robota na
Arduino platformi zahtevala razvoj komunikacijskega protokola med mikrokrmilnikom
in računalnikom Raspberry Pi. Naš prvotni namen je bil uporabiti podatek o legi črte iz
IR zaznavala robota za generiranje podatkovne množice, kar platforma tudi omogoča.
Vendar pa se je v praksi izkazalo, da je to neprimerno in nesmiselno. Enostavneǰsi
pristop k razvoju platforme bi bil torej preprosto uporabiti razširitveni modul (t. i.





Problem sledenja črti smo razčlenili na dva podproblema: zaznavanje črte in krmi-
ljenje robota, ki smo ju vsakega posebej rešili z metodami strojnega učenja (slika
4.1).
Slika 4.1: Razčlenitev problema sledenja črti.
Ključen člen problema je reprezentacija črte - način popisa lege črte pred robotom.
Ta podatek je hkrati izhod zaznavala črte in vhod krmilnika gibanja robota. Repre-
zentacija črte ne sme biti preveč kompleksna, da omejimo število parametrov modelov
strojnega učenja, vendar pa mora dobro popisovati različne oblike črte. Množica para-
metrov reprezentacije mora biti enaka za vse primere oblike črte, saj to zahtevajo učni
algoritmi.
4.1 Reprezentacija črte
Območje zaznave črte (vidno polje kamere) je območje tal tik pred robotom v obliki
trapeza (slika 4.2), v katerem zaznavamo lego črte. Izbrali smo reprezentacijo črte z
diskretnimi točkami v koordinatnem sistemu v ravnini tal, z izhodǐsčem v vrtǐsču
robota. Vsaka točka ima dva parametra (x in y koordinato). Prva točka je vedno tista,
ki je najbližje robotu, zadnja točka pa leži na robu območja zaznave črte. Vmesne točke
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Slika 4.2: Vidno polje kamere in reprezentacija črte.
so razporejene z enakomerno vmesno razdaljo. Točke so vedno postavljene na sredino
črte. Osem točk se je izkazalo kot optimalno število, ki dovolj dobro popisuje različno
zavitost črte. Za celoten popis črte tako potrebujemo 16 parametrov (vsaka točka ima
dve koordinati). Preizkusili smo reprezentacijo črte s polinomi tretje in četrte stopnje,
ki bi zahtevala manj parametrov (štiri ali pet), vendar pa se polinomi črti ne prilegajo
zadovoljivo v vseh zavojih, ki jih tipična proga vsebuje.
4.1.1 Transformacija perspektive
Kamera zaradi svoje postavitve zajema sliko tal pod kotom približno 50 stopinj, mi pa
želimo lego črte v koordinatnem sistemu v ravnini tal. Zaznavalo zaznava črto nepo-
sredno iz slike kamere (slika 4.3a), zato je potrebno zaznane koordinate točk transfor-
mirati. Po transformaciji razdalje med točkami niso več enakomerne (slika 4.3b, rdeče
točke), zato iz slike zaznamo deset točk, jih transformiramo v ravnino tal in nato preko
njih interpoliramo osem točk z enakomerno medsebojno razdaljo (slika 4.3b, modro-
zelene točke). Koordinate teh osmih točk predstavljajo izhod zaznavala in se skladajo
z izbrano reprezentacijo črte. Možno bi bilo pred vhodom v zaznavalo transformirati
perspektivo celotne slike, da interpolacija točk ne bi bila potrebna. Vendar pa se za to
nismo odločili, saj je transformacija celotne slike računsko zahtevneǰsa od transforma-
cije in interpolacije točk. Prav tako bi prazno področje transformirane slike negativno
vplivalo na delovanje zaznavala. To težavo bi lahko odpravili tako, da bi sliko obrezali,
vendar pa bi s tem izgubili širino območja zaznave črte, ki je ključna za zaznavo ostrih
zavojev. Parametri transformacije so odvisni od orientacije kamere in njenega vidnega
polja, zato je pomembno, da je reprezentacija črte čim bolj splošna (enakomerna raz-
dalja točk, koordinatni sistem v ravnini tal). To omogoča preprosto zamenjavo kamere
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(a) Slika iz kamere s točkami reprezentacije
črte.
(b) Transformacija perspektive slike v ravnino
tal.
Slika 4.3: Transformacija perspektive.
ali spremembo njene orientacije, ne da bi vplivali na vhodne podatke modela.
4.2 Podatkovna množica
Dobra podatkovna množica je bistvena za učenje natančnega zaznavala črte. V našem
primeru je množica sestavljena iz parov slika - oznaka, pri čemer je oznaka znana
lega črte v sliki, popisana z diskretnimi točkami.
Slika 4.4: Uporabnǐski vmesnik za označevanje črte.
Podatkovno množico smo ustvarili z ročnim označevanjem črte. Za ta namen smo s
pomočjo orodja OpenCV ustvarili preprost uporabnǐski vmesnik za označevanje slik
(slika 4.4). Črto označimo s točkami, ki jih postavimo s klikom na sliko. Postavimo
lahko poljubno število točk, končne točke pa se interpolirajo, tako da dobimo želeno
število točk (deset) z enakomerno medsebojno razdaljo. Slike so shranjene v formatu
JPEG z ločljivostjo 320 x 240 točk, koordinate točk črte pa v datotekah JSON (ang. Ja-
vaScript Object Notation) poleg slikovne datoteke. Za vsak vzorec podatkovne množice
imamo torej dve datoteki: datoteko slike JPEG in datoteko JSON s koordinatami lege
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črte. Koordinate črte so zapisane v točkovnem koordinatnem sistemu slike. Poleg
končnih desetih interpoliranih točk se v datoteko JSON zapisujejo tudi koordinate pr-
votnih točk pred interpolacijo, ki jih lahko uporabimo, če bi kasneje želeli spremeniti
























Skupno smo ročno označili 4190 slik, za kar smo potrebovali približno deset ur. Slike
so bile zajete z vožnjo robota po progi, pri čemer je bil ta ročno daljinsko voden. V
podatkovno množico smo vključili slike pri različnih svetlobnih pogojih: luč, naravna
svetloba in popolna tema, z dodano lučjo na robotu. Črta je črne barve, širine 15 mm,
podlaga pa je parket. Črte in podlage nismo spreminjali, saj bi to zahtevalo preveč
truda in časa. Pri vključitvi slik v podatkovno množico smo pazili, da so enakovredno
zastopani vsi svetlobni pogoji ter ravni in zaviti odseki proge. S tem smo poskrbeli, da
model deluje dobro v različnih pogojih. Podatkovno množico smo razdelili na množice
za učenje, validacijo in testiranje v razmerju 0.6 : 0.2 : 0.2.
4.2.1 Obogatitev
Število slik v podatkovni množici je razmeroma majhno, kar se lahko odrazi v manǰsi
točnosti zaznavala in slabšem delovanju v različnih pogojih. Število slik lahko navide-
zno povečamo z uporabo t. i. obogatitve (ang. augmentation). Posamezni sliki spre-
menimo svetlost in kontrast, jo zrcalimo, zameglimo in dodamo šum. S tem simuliramo
različne pogoje in motnje, pri čemer se izognemo dodatnemu ročnemu označevanju črte,
saj gre za transformacije, pri katerih se oznake (koordinate točk) ohranijo, ali pa jih
je mogoče enostavno preračunati. Obogatitev slik poteka vzporedno z učenjem in z
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naključno izbiro parametrov. Model tako med učenjem popolnoma istih slik nikoli ne
vidi več kot enkrat, kar pozitivno vpliva na njegovo sposobnost posploševanja. Na
sliki 4.5 je prikazanih 12 različic iste slike, pridobljenih z obogatitvijo. Za obogatitev
smo uporabili knjižnico imgaug [9], ki poleg uporabljenih omogoča še veliko drugih
uporabnih načinov obogatitve.
Slika 4.5: Primer obogatitve slike.
4.3 Model in orodja
Model zaznavala črte, ki smo ga izbrali, je konvolucijska nevronska mreža (poglavje
2.3.3). Izbira je bila enostavna, saj je ta tip nevronske mreže v literaturi uporabljen
najpogosteje, kadar je vhodni podatek slika. Razlog za to je predvsem doseganje bolǰsih
rezultatov od polno povezanih nevronskih mrež, pri bistveno manǰsem številu parame-
trov.
Za izgradnjo in učenje nevronske mreže zaznavala črte smo uporabili programsko
knjižnico Keras [10]. Ta ima zelo preprost programski vmesnik (API) s katerim lahko
zgradbo nevronske mreže definiramo v zgolj nekaj vrsticah kode jezika Python, hkrati
pa s tem ne zakriva napredneǰsih možnosti, ki jih včasih potrebujemo.
Keras je visokonivojski vmesnik za uporabo orodij Tensorflow, Theano ali Microsoft
Cognitive Toolkit (preglednica 2.1). V našem primeru smo izbrali Tensorflow, ki je
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# Vkljucitev knjiznjice Keras v Python program
from keras.models import Sequential
from keras.layers import Flatten, Dense






# Izbira funkcije izgube in optmizacijskega algoritma
model.compile(loss="mse", optimizer="Adam", metrics=["mae"])
Program 1: Primer definicije nevronske mreže v knjižnici Keras.
najbolj razširjen in tudi uradno podprt na računalniku Raspberry Pi. Tensorflow [11]
je orodje, ki procesira matematične operacije, potrebne za strojno učenje. Njegovo
delovanje je optimizirano predvsem za hitrost, za kar lahko izkorǐsča več procesorskih
jeder in grafične procesorje.
4.3.1 Zgradba nevronske mreže
Uspešnost nevronske mreže za opravljanje neke naloge je poleg podatkovne množice
v veliki meri odvisna tudi od njene zgradbe. Žal pa ni univerzalnega pravila, ki bi
nam optimalno zgradbo za nek problem pomagalo določiti. Zgradbo nevronske mreže
določajo hiperparametri. To so parametri mreže, ki se med učenjem ne spreminjajo:
– število plasti,
– število nevronov v posamezni plasti,
– število konvolucijskih filtrov v plasti,
– aktivacijske funkcije nevronov,
– funkcija izgube,
– optimizacijski algoritem.
Ustrezne hiperparametre lahko približno ocenimo na podlagi kompleksnosti problema,
nato pa jih postopno spreminjamo tako, da se uspešnost nevronske mreže povečuje.
Dobre začetne hiperparametre lahko pridobimo tudi iz literature o podobnih problemih.
Izbrana zgradba nevronske mreže je poenostavljeno prikazana na sliki 4.6. Na začetku
mreže je postavljenih nekaj konvolucijskih plasti, ki iz slike najprej izluščijo osnovne
značilnosti črte. Sledi nekaj polno povezanih plasti, ki na njihovi podlagi določijo
koordinate točk črte. Število plasti obeh vrst in število filtrov oz. nevronov v posamezni
plasti smo med iskanjem ustrezne zgradbe spreminjali.
Na začetku smo definirali kompleksneǰso nevronsko mrežo z večjim številom plasti in
konvolucijskih filtrov, nato pa smo njeno zgradbo postopno poenostavljali, dokler se
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Slika 4.6: Poenostavljena zgradba nevronske mreže zaznavala črte.
uspešnost ni začela nižati. Ta princip se zanaša na predpostavko, da je kompleksneǰsa
nevronska mreža sposobna opravljati neko enostavneǰso nalogo, pri čemer je del njenih
nevronov neaktiven. Z manǰsanjem števila nevronov počasi dosežemo optimalno veli-
kost mreže za dano nalogo. Princip se v literaturi ne pojavlja pogosto in ga ne moremo
priporočiti kot univerzalno pravilo za gradnjo učinkovitih nevronskih mrež. Mi smo
ga uporabili predvsem zaradi težnje po čim enostavneǰsi mreži, zaradi omejenosti s
procesorsko močjo na robotu.
4.4 Priprava podatkov
Pred vhodom v model slike in koordinate točk črte dodatno obdelamo. Zaznava črte je
razmeroma enostavna naloga, ki ne potrebuje visoke ločljivost slike. Prav tako ni smi-
selno ohraniti barv, saj zadostuje zaznava kontrasta. Sliko zato pretvorimo iz barvne
v črno-belo in jo pomanǰsamo na ločljivost 80 x 46 točk. S tem zmanǰsamo velikost
nevronske mreže, ne da bi bistveno vplivali na njeno uspešnost. Vrednosti slikovnih
točk standardiziramo - preslikamo tako, da imajo vrednosti točk slike normalno po-
razdelitev s srednjo vrednostjo 0 in standardnim odklonom 1. Ta korak se pogosto
uporablja, saj pozitivno vpliva na učenje modela. Na sliki 4.7 je prikazanih nekaj slik,
pripravljenih za vhod v model.
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Slika 4.7: Slike pripravljene na vhod v model.
Vrednosti koordinat točk črte iz koordinatnega sistema slike preslikamo v interval [-1,
1], kjer ima sredǐsče slike koordinato (0, 0), zgornji levi kot pa (-1, -1). Ta preslikava
prav tako pozitivno vpliva na sposobnost učenja modela.
4.5 Učenje
V procesu učenja nastavljamo parametre modela tako, da ta postaja vedno uspešneǰsi
pri zahtevani nalogi - zaznavanju črte. Model smo učili v serijah (ang. batch), pri
čemer za posamezno iteracijo optimizacijskega algoritma uporabimo le manǰsi del po-
datkovne množice, kar močno pohitri učenje pri velikih podatkovnih množicah. Učenje
modela poteka v obdobjih (ang. epoch). V enem obdobju preko modela v serijah pre-
ide celotna učna podatkovna množica. Na koncu vsakega obdobja poleg izgube na učni
množici izračunamo še izgubo na validacijski množici - vzorcih, na katerih se model
ne uči. Med učenjem se izguba modela MSE niža, kar smo spremljali preko grafičnega
vmesnika Tensorboard.
Pomembno je spremljati razliko med izgubo učne in validacijske množice. Ko se iz-
guba validacijske množice ustali, učenje prekinemo. Če bi nadaljevali, lahko izguba
učne množice še naprej pada, izguba validacijske pa začne naraščati. To pomeni,
da se model prilagaja specifičnim značilnostim učne množice, ki niso splošne za ce-
lotno podatkovno množico. Temu pravimo prenasičenje (ang. overfitting) in pomeni
zmanǰsanje sposobnosti modela za posploševanje. Med učenjem zaznavala črte pre-
nasičenja nismo zaznali, saj smo uporabili razmeroma preprost model. Na sliki 4.8 sta
prikazani izgubi učne in validacijske podatkovne množice med učenjem modela za 50




Slika 4.8: Potek izgub modela med učenjem.
4.6 Rezultati
Skupno smo preizkusili 15 modelov zaznavala črte z različnimi zgradbami nevronske
mreže. Na sliki 4.9 je prikazana natančna zgradba štirih najbolj reprezentativnih mo-
delov, v preglednici 4.1 pa rezultati njihovega učenja. Pri učenju vseh modelov smo
uporabljali optimizacijski algoritem Adam [12], funkcijo izgube srednjo kvadratno
napako (ang. mean squared error, MSE ), za medsebojno primerjavo različnih mo-
delov pa merilo uspešnosti (ang. metric) srednjo absolutno napako (ang. mean
absolute error, MAE ).



















Model 4 307.732 50 0,00114 0,00142 0,0251 0,0254
Model 8 682.196 50 0,00055 0,00110 0,0170 0,0191
Model 14 331.380 50 0,00061 0,00112 0,0177 0,0197
Model 15 81.236 50 0,00154 0,00191 0,0270 0,0283
Modele smo med seboj primerjali z merilom uspešnosti MAE na validacijski podatkovni
množici. Najbolje se je odrezal model 8, ki ima tudi največje število parametrov in
potrebuje največ časa za učenje. Model 15 je najenostavneǰsi z najmanǰsim številom
parametrov, vendar pa je njegova uspešnost za 50% slabša od modela 8. Model 4 ima
eno konvolucijsko plast več kot ostali, vendar pa je manj uspešen. Za zaznavalo črte
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Slika 4.9: Zgradba različnih preizkušenih modelov zaznavala črte.
smo izbrali model 14, ki je dober kompromis med številom parametrov in uspešnostjo.
S polovičnim številom parametrov najuspešneǰsega modela 8 dosega samo 4% slabšo
uspešnost.
Na sliki 4.10 je prikazana primerjava med napovedjo modela in oznako (dejansko lego
črte) za nekaj slik iz validacijske množice. Vidimo lahko, da model zelo dobro napove
pravilno lego točk črte.
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Slika 4.10: Primerjava med napovedjo modela (rdeča) in oznako (zelena) za nekaj slik
iz validacijske množice.
4.7 Uporaba modela
Naučen model, ki dosega želeno uspešnost, lahko uporabimo za napovedovanje na pod-
lagi novih podatkov (ang. inference). Pri tem je pomembno, da vhodne podatke (sliko)
obdelamo popolnoma enako kot pri učenju modela. Celoten postopek napovedovanja
modela zaznavala črte je prikazan na sliki 4.11. Sliko najprej pomanǰsamo, pretvorimo
v črno-belo ter standardiziramo. Nato jo posredujemo modelu, ki napove deset točk
črte v koordinatnem sistemu slike. Koordinate točk nato še dodatno transformiramo,
da dobimo osem enakomerno razmaknjenih točk v ravnini tal, kot smo določili z iz-
brano reprezentacijo črte. Te točke so končni izhod zaznavala črte in jih uporabimo za
krmiljenje gibanja robota.
Slika 4.11: Proces napovedovanja zaznavala črte.
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Zaznavalo črte smo preizkusili z realno-časovno sliko kamere na robotu. Pri tem smo na-
povedovanje poganjali na osebnem računalniku s pretakanjem slike preko WiFi omrežja
in direktno na robotovem računalniku Raspberry Pi. V obeh primerih je zaznavalo
črte dovolj hitro za krmiljenje robota. Pri napovedovanju na osebnem računalniku smo
dosegli frekvenco zaznave črte 50 Hz, na Raspberry Pi pa 20 Hz. Napoved modela
pri tem zavzame le manǰsi del računskega časa (okoli 10 milisekund), večino porabi
priprava slike in transformacija izhodnih koordinat. Zaradi tega razloga z uporabo po-
speševalnika Intel Neural Compute Stick, priključenega na Raspberry Pi, nismo dosegli
bistvene pohitritve - v tem primeru je zaznavalo delovalo s frekvenco 25 Hz.
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Krmilnik robota sprejme kot vhod lego črte (v oblike izbrane reprezentacije - poglavje
4.1), njegov izhod pa jemoč levega in desnega motorja v intervalu [−1, 1], kjer predznak
pomeni smer rotacije, vrednost pa razmerje polne moči motorja. Za pretvorbo izhoda
krmilnika v napetost elektromotorjev poskrbi robotska platforma.
Krmilnik gibanja robota smo razvili s pomočjo vzpodbujevalnega učenja (poglavje
2.4.1). Odločili smo se za učenje v simuliranem okolju in se s tem izognili težavnemu
razvoju učnega sistema v realnem svetu. Nastavljanje in testiranje realnega sistema bi
najverjetneje trajalo predolgo, prav tako tudi zbiranje izkušenj.
5.1 Učni sistem
Uporabili smo učni sistem, shematsko prikazan na sliki 5.1. Robot je postavljen v
simulirano okolje in ima na voljo podatek o legi črte, ki je enake oblike kot izhod
zaznavala črte (poglavje 4). Robot krmili vrtenje svojih motorjev in prejema nagrado,
glede na to, kako dobro sledi črti.
Slika 5.1: Učni sistem uporabljen za vzpodbujevalno učenje krmilnika robota.
Pri razvoju učnega sistema smo uporabili orodje Gym [13] neprofitne organizacije za
raziskovanje umetne inteligence OpenAI. Gym je orodje za preizkušanje agentov v
različnih okoljih. Njegov glavni namen je poenotiti učne sisteme za vzpodbujevalno
učenje in s tem omogočiti lažje raziskovanje agentov in strategij v širokem spektru
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okolij. V okviru te naloge smo razvili okolje za sledenje črti z mobilnim robotom, ki je
popolnoma kompatibilno z Gym in tako omogoča vsakomur, da v njem uči in preizkuša
svoje agente.
5.2 Okolje za sledenje črti
Vsa okolja, kompatibilna z Gym, delujejo enako. V vsakem časovnem koraku agent
izbere in sproži dejanje, okolje pa mu vrne podatek o svojem stanju in prisluženo
nagrado. Za vse to je odgovorna funkcija step():
observation, reward, done, info = step(action)
Funkcija kot argument sprejme dejanje (action), na njegovi podlagi posodobi okolje,
in vrne stanje okolja (observation), nagrado (reward), indikacijo končanja epizode
(done) ter dodatne informacije (info), uporabne za odpravljanje napak. Glavni del
ustvarjanja novega okolja je torej razvoj notranjega delovanja te funkcije.
Razvoj okolja za sledenje črti smo razčlenili na tri glavne probleme:
1. fizikalna simulacija gibanja robota,
2. določanje položaja in usmerjenosti robota glede na črto,
3. funkcija nagrade.
5.2.1 Fizikalna simulacija
Za potrebe sledenja črti z mobilnim robotom moramo čim bolj točno simulirati tri
glavne fizikalne lastnosti:
1. maso in vztrajnost robota,
2. obnašanje elektromotorjev,
3. trenje med kolesi in tlemi.
Odločili smo se za uporabo enega izmed obstoječih 3D fizikalnih simulatorjev. Glavni
dejavnik pri izbiri je bil, da ima simulator kvaliteten in hiter programski vmesnik
(API), s katerim ga lahko enostavno integriramo v učno okolje. Odločali smo se med
simulatorji, predstavljenimi v preglednici 5.1. Za vse predstavljene simulatorje smo
našli primere uspešne integracije z Gym okolji.
Gazebo smo izločili zaradi omejenosti na Linux in zapletenosti integracije z Gym, Mu-
JoCo pa zaradi plačljive licence. V-REP se od Pybullet razlikuje predvsem v širokem
naboru dodatnih funkcionalnosti (senzorji, načrtovanje gibanja, orodja za analizo, itd.),
ki jih v našem primeru ne potrebujemo. Končna izbira je bila tako Pybullet, ki sicer
podpira zgolj osnovne geometrijske objekte in interakcije med njimi, vendar pa za
simulacijo robota to povsem zadošča. Namestitev je preprosta in podprta na vseh
operacijskih sistemih. Pybullet se vedno pogosteje uporablja v okoljih Gym, predvsem
zaradi preprostosti integracije in odprtokodnosti.
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Model robota je v simulatorju Pybullet definiran z URDF (Unified Robot Description
Format) datoteko. V datoteki definiramo člene (ang. link), ki predstavljajo posa-
mezne dele robota in sklepe (ang. joint), ki popisujejo zvezo med njimi. Vsakemu
členu predpǐsemo obliko z geometrijskim primitivom (kvader, valj, sfera) ali pa s 3D
mrežo, izvoženo iz CAD orodij. Prav tako predpǐsemo maso, vztrajnostne momente ter
kontaktne lastnosti. Člene med seboj povežemo s sklepi, ki jim lahko omejimo število
prostostnih stopenj.
Slika 5.2: Model robota v simulatorju.
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Model robota smo precej poenostavili, pri tem pa smo pazili, da so pomembne dimenzije
enake realnemu robotu. Maso posameznih delov smo izmerili, vztrajnostne lastnosti
pa izračunali na podlagi mase in poenostavljene geometrije. Na sliki 5.2 je prikazana
končna oblika modela robota. Robot ima pet členov: podvozje, levo kolo, desno kolo,
sprednje kolo in člen brez geometrije v vrtǐsču robota, ki je referenca za položaj robota.
Pomembna lastnost robota je trenje med kolesi in podlago. Pybullet omogoča vnos ko-
eficientov drsnega in kotalnega trenja. Koeficient drsnega trenja smo eksperimentalno
določili na vrednost 0,6, vendar pa je vrednost močno odvisna od čistosti koles in tal.
Kotalno trenje smo zanemarili.
5.2.1.2 Simulacija elektromotorjev
Robot za gibanje uporablja preproste krtačne DC elektromotorje. Pybullet ne omogoča
njihove simulacije, zato smo jo morali implementirati sami. Pomik in rotacijo sklepov
robota je mogoče krmiliti z navorom, torej potrebujemo matematični model motorja, ki







– T izhodni navor,
– Us napajalna napetost,
– ω vrtilna hitrost,
– km konstanta motorja,
– Rm upornost motorja.
Proizvajalec elektromotorjev ne podaja vrednosti konstante in upornosti motorja, po-
daja pa maksimalno vrtilno hitrost brez obremenitve in maksimalni navor pri vrtilni











– Un nominalna napetost,
– TS maksimalni navor (and. stall torque),
– ω0 maksimalna vrtilna hitrost brez obremenitve.
Robot uporablja krtačne DC motorje Micro Metal Gearmotor HP z reduktorjem 30:1
proizvajalca Pololu s podatki Ts = 0,057Nm in ω0 = 105rad/s pri U0 = 6V .
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5.2.2 Proga in lega robota
Robot sledi črti, povezani v sklenjeno zanko, ki ji pravimo proga. Pybullet skrbi za
fizikalno simulacijo gibanja robota, lega robota glede na progo pa se izračunava posebej.
Za to smo razvili več funkcij, pri čemer smo si pomagali s knjižnico za ravninsko
geometrijo Shapely.
5.2.2.1 Naključni generator proge
Proga je v okolju popisana z diskretnimi točkami. Za popis proge s skupno dolžino 5
m, ki se prilega v pravokotnik velikost 2 x 1,5 m, potrebujemo okoli 2.000 točk. Pred
vsako epizodo naključno generiramo novo progo, s čimer poskrbimo, da se agent nauči
slediti veliko različnim oblikam zavojev, ne le eni progi. Na sliki 5.3 je prikazanih
nekaj primerov naključno generiranih prog. Algoritem za generiranje proge deluje v
naslednjih korakih:
1. manǰse število začetnih točk razporedimo v krog,
2. vsako točko zamaknemo za naključno razdaljo v radialni smeri,
3. vsako točko zamaknemo za naključni kot v krožni smeri,
4. preko točk interpoliramo sklenjeno Bézierovo krivuljo in jo pretvorimo v približno
2.000 diskretnih točk.
Zavitost proge in s tem težavnost sledenja uravnavamo s številom začetnih točk in
širino intervalov zamikanja točk v radialni in krožni smeri.
5.2.2.2 Položaj robota in stanje okolja
Iz simulatorja Pybullet dobimo podatek o legi in orientaciji robota v ravnini tal. Od-
daljenost robota od proge izračunamo tako, da poǐsčemo točko proge, ki je najbližja
robotu in izračunamo razdaljo med to točko in položajem robota. Podobno v vsa-
kem koraku okolja izračunamo tudi razdaljo v smeri proge, ki jo je robot prevozil od
preǰsnjega koraka. S seštevkom dobimo vrednosti skupne prevožene razdalje in delež
prevožene proge.
Podatek s pomočjo katerega agent zaznava okolje je stanje okolja (ang. observation),
ki predstavlja lego črte pred robotom, popisano z osmimi točkami. Območje zaznave
črte je trapezne oblike in natančno ustreza vidnemu polju kamere realnega robota.
Lego črte v območju zaznave izračunamo v naslednjih korakih:
1. lego območja zaznave v koordinatnem sistemu proge določimo na podlagi položaja
in orientacije robota,
2. določimo točke proge, ki ležijo znotraj območja zaznave,
3. pretvorimo koordinate točk iz k. s. proge v k. s. robota (vrtǐsče (0, 0), slika 4.2),
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Slika 5.3: Primeri naključno generiranih prog.
4. točke v območju zaznave sortiramo tako, da je robotu najbližja točka prva, nato
pa si sledijo v verigi,
5. preko sortiranih točk (nekaj deset) interpoliramo novih 8 točk - dobimo končen
popis črte.
5.2.3 Funkcija nagrade
Nagrado, ki jo v posameznem koraku učenja dodelimo agentu, izračunamo s funkcijo
nagrade (ang. reward function). Izračun nagrade je bistven del učnega okolja, saj
predstavlja edino povratno informacijo, ki jo agent lahko uporabi za ovrednotenje svo-
jega vedenja. Vrednost nagrade mora torej dobro odražati kakovost sledenja črti, kar
pa ni preprosto opredeljiv problem. Razvoj ustrezne funkcije nagrade se je izkazal kot
precej težavna naloga. Pri razvoju in preizkušanju povsem novega okolja hkrati pre-
izkušamo dve stvari: okolje in agenta. Zato je težko ugotoviti, ali je za slabo uspešnost
kriva agentova strategija ali pa neustrezna funkcija nagrade. Do ustrezne formulacije
funkcije nagrade smo prǐsli po temeljitem pregledu podobnih problemov ter številnih
poskusih.
Progo razdelimo na določeno število enakomerno razporejenih kontrolnih točk. Ko
robot doseže kontrolno točko, prejme nagrado, izračunano po enačbi 5.4. Ali je robot
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Slika 5.4: Prikaz določanja lege robota glede na črto.
Levo: Lokacija robota na progi in prevožen del proge (zelena).
Desno: Prikaz točk črte v območju zaznave pred robotom.
neko kontrolno točko dosegel, določimo na podlagi podatka o skupni prevoženi razdalji

















– Rkt nagrada ob dosegu kontrolne točke,
– Nkt število vseh kontrolnih točk proge,
– ecrta trenutna prečna oddaljenost od črte oz. napaka sledenja,
– ecrta,max maksimalna dovoljena oddaljenost od črte.
Prvi faktor predstavlja fiksno nagrado za doseg posamezne kontrolne točke, drugi pa
utež te nagrade s prečno razdaljo glede na črto. Napaka sledenja je normirana na
maksimalno dovoljeno napako in kvadrirana, s čimer velike vrednosti napake nagradimo
manj. Funkcija nagrade torej predstavlja napredek vožnje po progi, utežen z napako
sledenja črti.
Ob vsakem koraku agent prejme nagrado:
R =
{




−100 če se epizoda prekine
0, drugače
− 0,2 (5.5)
Epizoda se prekine, če oddaljenost črte preseže maksimalno dovoljeno vrednost 0,3
m, ali če robot vozi več kot 0,4 m v napačni smeri proge. V obeh primerih se od
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nagrade odšteje -100. Epizoda se konča običajno, če robot prevozi celotno progo, ali
če preteče časovna omejitev 60 s. V vsakem koraku se od nagrade odšteje -0,2, s čimer
vzpodbujamo čim hitreǰse dokončanje proge.
5.3 Vzpodbujevalno učenje
Razvito okolje smo uporabili za učenje agenta, za kar smo uporabili orodje Keras-
RL [14]. Orodje vsebuje implementacije različnih algoritmov vzpodbujevalnega učenja
in je kompatibilno z orodjema Keras in OpenAI Gym. Uporabili smo algoritemDDPG
(Deep Deterministic Policy Gradient) [15].
5.3.1 Algoritem DDPG
Algoritem DDPG (ang. Deep Deterministic Policy Gradient - globoki deterministični
gradient strategije) je kombinacija algoritmov gradienta strategije (PG) in globokega
Q-učenja (DQN) (poglavje 2.4.1). Uporablja se za naloge z zveznim prostorom dejanj,
kakršen je tudi naš problem, saj je želeni izhod krmilnika (agenta) moč motorjev v
zveznem intervalu [−1, 1]. DDPG deluje po načelu izvajalec-kritik (ang. actor-
critic), pri čemer sta izvajalec in kritik nevronski mreži (slika 5.5).
Slika 5.5: Zgradba algoritma po načelu izvajalec-kritik.
Izvajalec predstavlja funkcijo, ki slika neposredno iz stanja okolja v dejanje. Kritik
pa deluje po principu Q-učenja in za kombinacijo stanje-dejanje napove Q-vrednost
(vsoto pričakovanih prihodnjih nagrad). Pri učenju agenta DDPG torej hkrati učimo
dve nevronski mreži: izvajalca in kritika. Kritik se uči preko signala nagrade iz okolja,




Izbira raziskovalne strategije je pomemben dejavnik, ki vpliva na hitrost učenja. Agent
jo uporablja za raziskovanje prostora možnih dejanj. V praksi jo implementiramo tako,
da dejanju (moči motorja) dodamo šum, ki ga generiramo z naključnim procesom. Iz-
brali smo Ornstein–Uhlenbeckov proces, ki je uporabljen tudi v izvirnem članku DDPG
algoritma [15]. Proces generira začasno časovno koreliran šum, ki se predvsem dobro
izkaže pri raziskovanju okolij, ki vključujejo vztrajnost. Če bi šum vzorčili povsem na-
ključno iz enakomerne porazdelitve, bi preveč časa namenili raziskovanju nesmiselnih
dejanj, ki na primer povzročijo vrtenje robota na mestu.
Ornstein–Uhlenbeckov proces je naključen proces, ki sčasoma drsi k neki povprečni
vrednosti. Definiran je z enačbo:
dxt = −Θ(µ− xt)dt+ σdWt (5.6)
kjer so parametri:
– Θ hitrost vrnitve procesa k povprečni vrednosti,
– µ ravnotežna povprečna vrednost,
– σ stopnja nestanovitnosti.
Vrednosti parametrov smo nastavili tako, da je vzpodbujeno gibanje robota v smeri
naprej: Θ = 0,5, µ = 0,4, σ = 0,3. Ugotovili smo, da s tem močno pohitrimo učenje, saj
agent ne izgublja časa s sunkovitimi zasuki ali vrtenjem na mestu. Največji vpliv ima
povprečna vrednost procesa µ = 0,4, ki povzroči povprečno vrtenje motorjev robota v
smeri naprej s približno polovično močjo.
5.3.3 Modela izvajalca in kritika
Nevronski mreži izvajalca in kritika smo zgradili s polno povezanimi plastmi nevronov
(slika 5.6).
Nevronska mreža izvajalca sprejme na vhod stanje okolja - lego črte. Namesto samo
trenutnega stanja okolja, kot vhod vzamemo pet zadnjih stanj. Na njihovi podlagi
lahko agent sklepa o hitrosti gibanja in zavijanja črte. Izhod mreže izvajalca sta dve
vrednosti v intervalu [−1, 1], ki predstavljata izbrano dejanje - moč motorjev. Aktiva-
cijska funkcija izhodne plasti je hiperbolični tangens (tanh), ki ima ustrezen izhodni
interval. Mreža ima 35 tisoč učljivih parametrov.
Mreža kritika je sestavljena iz enakega števila polno povezanih plasti nevronov, vendar
pa je število nevronov večje, saj kritik opravlja kompleksneǰso nalogo. Vhoda mreže
sta dva: stanje okolja (lega črte) in izbrano dejanje (moč motorjev). Izhod pa je
ovrednotenje izbranega dejanja, pri trenutnem stanju okolja. Mreža kritika ima 120
tisoč učljivih parametrov.
Preizkusili smo kompleksneǰse nevronske mreže z večjim številom parametrov, ki pa
niso dosegale bolǰsih rezultatov. Sledenje črti na podlagi podatka o njeni legi je raz-
meroma preprost problem, ki ne zahteva kompleksnih nevronskih mrež.
45
Krmilnik robota
Slika 5.6: Modela izvajalca (levo) in kritika (desno).
5.3.4 Rezultati
Na sliki 5.7 je prikazan potek učenja dveh agentov v obdobju 240 epizod ali 100.000
korakov okolja. Uspešnost agenta je ovrednotena z vsoto nagrade, prejete ob zaključku
posamezne epizode. Točke prikazujejo dejanske vrednosti, črte enake barve pa drseče
povprečje. Agent 1 (modra) uporablja raziskovalno strategijo, ki vzpodbuja gibanje
naprej, agent 2 (oranžna) pa ne. Vidimo lahko, da je učenje prvega agenta bistveno
hitreǰse in stabilneǰse.
Slika 5.8 prikazuje končno uspešnost testiranja obeh agentov v 25 epizodah. Agent
1 dosega stabilno nagrado epizode okrog 800, agent 2 pa črti sledi bistveno slabše.
Uspešnost v fazi testiranja agentov (slika 5.8) je navidezno večja, kot v fazi učenja
(slika 5.7), saj pri testiranju ne uporabljamo raziskovalne strategije, ki naključno ǐsče
nova dejanja in s tem niža uspešnost sledenja črti.
Ko je agent naučen, modela kritika ne potrebujemo več. Za krmiljenje robota upora-
bimo samo model izvajalca. Naučenega agenta smo temeljito testirali v simuliranem
okolju na različnih progah. Ugotovili smo, da odlično sledi črti, pri čemer hitrost prila-
gaja zavitosti proge. V ostreǰsih zavojih smo opazili sekanje zavojev oziroma ubiranje
bližnjic. To je verjetno posledica vzpodbujanja gibanja naprej z raziskovalno strategijo
in čim hitreǰsega dokončanja proge s funkcijo nagrade.
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Slika 5.7: Uspešnost učenja dveh agentov.
Slika 5.8: Končna uspešnost naučenih agentov.
5.3.4.1 Primerjava s PID krmilnikom
Naučen krmilnik smo primerjali s preprostim PID krmilnikom. Za vhod PID krmilnika
smo vzeli y koordinato točke črte, najbližje robotu. PID krmilnik poskuša direktno
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zniževati napako rotacije robota, glede na lego črte, pri čemer je hitrost pomikanja
naprej konstantna. Primerjavo smo izvedli na petih različnih progah in pri treh omeji-
tvah moči motorjev. Omejitev moči motorja pomeni največji delež imenske napetosti
motorja, s katero ga krmilimo. Kot merilo uspešnosti smo vzeli vsoto nagrade v za-
ključeni epizodi (prevoženi celotni progi). Rezultati so prikazani v preglednici 5.2. Pri
moči motorjev nad 60% dosežemo omejitev trenja koles s podlago. Robot začne drseti
skozi ovinke in zato redko prevozi celotno progo. Parametre PID smo na optimalne
vrednosti nastavili s poskušanjem.
Preglednica 5.2: Primerjava naučenega krmilnika (RL) s PID krmilnikom. Št. proge
predstavlja izhodǐsčno vrednost (ang. seed) naključnega generatorja proge.
20% moč 60% moč 100% moč
Št.
proge
RL PID RL PID RL PID
8258 790 837 843 919 362 413
6524 782 831 824 910 768 -1
1378 743 805 831 888 232 30
2083 802 835 845 908 790 183
2833 734 795 818 516 -29 -14
Povp. 770 820 832 828 425 122
Vidimo lahko, da pri nižji moči ustrezno nastavljen krmilnik PID pridobi večjo nagrado,
kot krmilnik, naučen z vzpodbujevalnim učenjem. Opazili smo, da krmilnik PID črti
sledi bližje, naučen krmilnik pa ostreǰse zavoje večkrat seka in dlje vnaprej predvidi
potek črte. Pri večjih hitrostih pa je naučeni krmilnik bolj zanesljiv in manjkrat zaide
s proge. Prav tako je sposoben prilagajati hitrost glede na zavitost proge, česar PID
krmilnik ne počne.
5.3.5 Prenos krmilnika na realnega robota
Krmilnik, naučen s pomočjo vzpodbujevalnega učenja, smo iz simulacije prenesli na
realnega robota. Pri tem nas je zanimalo predvsem, kako se bo krmiljenje v realnem
svetu razlikovalo od simulacije. Zaradi omejitev robotske platforme smo moč motorjev
omejili na 20% nazivne. Za zaznavo črte smo uporabili zaznavalo, opisano v poglavju
4.
Ugotovili smo, da krmilnik v realnem svetu deluje slabše kot v simulaciji. Robot na
splošno dobro sledi črti, vendar pa je njegovo gibanje sunkovito. Namesto da bi v
zavojih zvezno vzdrževal čim manǰso napako sledenja črti, vozi dlje časa naravnost,
in nato sunkovito spremeni smer, ko se napaka črte dovolj poveča. Krmilnik zato ni
uporaben za sledenje črti pri večjih hitrostih. Takšen rezultat je popolnoma pričakovan
in je posledica razlik med simulacijo in realnostjo. Delovanja krmilnika v realnem svetu
nismo številsko ovrednotili, saj bi to zahtevalo razvoj zunanjega sistem za spremljanje
lege robota. Menimo, da so glavne pomanjkljivosti simulacije naslednje:
– poenostavljeno trenje med kolesi in podlago,
– poenostavljen model DC motorjev robota,
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– neupoštevanje zakasnitev krmilnega sistema.
Te parametre simulacije bi bilo težko uskladiti z realnostjo, zato temu niti nismo posve-
tili veliko truda. Za izbolǰsanje delovanja krmilnika v realnem svetu vidimo dve glavni
možnosti: dodatno učenje krmilnika v realnem okolju, ali pa uporaba t. i. metode
naključne domene (ang. domain randomization).
Za dodatno učenje krmilnika v realnem okolju bi morali razviti realni učni sistem,
čemur smo se že na začetku želeli izogniti zaradi težavnosti razvoja in dolgotrajnega
zbiranja izkušenj. Prav tako bi na ta način dobili krmilnik, ki bi dobro deloval le za
en tip robota. Učenje bi bilo treba torej ponoviti pri vsaki manǰsi spremembi njegovih
lastnosti.
Veliko bolj perspektivna je metoda naključne domene, ki je v zadnjem času predmet in-
tenzivnih raziskav [16] [17]. Pri tej metodi agenta učimo v širokem spektru simuliranih
okolij z različnimi naključno določenimi parametri. Intervale, iz katerih so parametri
vzorčeni, izberemo tako, da realen svet predstavlja le eno izmed možnih naključnih
kombinacij parametrov. Glavna prednost te metode je, da v simulaciji ni potrebno
točno zadeti pravih parametrov realnega sveta, ampak potrebujemo le približno oceno
intervala, v katerem pričakujemo, da ležijo. Slabost metode naključne domene pa je,
da zahteva uporabo kompleksnih struktur nevronskih mrež, ki vključujejo spominske
bloke, kot so recimo mreže LSTM (ang. Long short-term memory). Učenje takšnih
mrež je težavno in zahteva veliko časa. Agent, naučen s to metodo, se je sposoben
naučiti pravilnega delovanja za širok spekter različnih parametrov okolja. Ko agenta
postavimo v neko okolje, ta najprej s poskušanjem določi njegove parametre in nato





6 Učenje zaznavala črte z metodo
naključne domene
Izdelava ustrezne podatkovne množice za učenje modelov strojnega učenja je pogosto
težavna in dolgotrajna naloga. Za zaznavalo črte (poglavje 4) smo zajeli in ročno
označili lego črte na okoli 4.000 slikah. Čeprav smo uporabili metodo obogatitve slike,
je takšno število vzorcev še vedno premajhno, da bi lahko pričakovali dobro delovanje
zaznavala v različnih pogojih. Zaznavalo smo poskusili izbolǰsati z uporabo metode
naključne domene (ang. domain randomization) [16]. Pri tej metodi namesto na
realnih slikah, model učimo na slikah, izrisanih s simulatorjem. Pri tem poskrbimo, da
so slike čim bolj raznolike. S tem dosežemo, da se model nauči delovanja v širokem
spektru različnih pogojev, realni svet pa vidi le kot eno izmed variacij.
6.0.1 Generiranje slik
Za generiranje simulirane podatkovne množice smo uporabili simulacijsko okolje, ki
smo ga razvili za vzpodbujevalno učenje (poglavje 5.2). Simulator Pybullet omogoča
izris slike, kot bi jo videla simulirana kamera, postavljena v okolje. V simulator smo
postavili takšno kamero za zajem slike črte pred robotom. Za samodejno označevanje
lege črte v sliki kamere smo uporabili lego črte pred robotom v koordinatnem sistemu
tal, ki smo jo obratno perspektivno transformirali v koordinatni sistem kamere. Nekaj
primerov tako izrisanih slik z označeno črto je prikazanih na sliki 6.1.
Raznolikost slik smo zagotovili z naslednjimi variacijami:
– različne teksture tal (les, parket, beton, opeka, šahovnica, siva, bela),
– naključna širina črte v razponu med 10 in 20 mm,
– naključna prosojnost črte v razponu 0% - 40%.
Pybullet ne omogoča spreminjanja pogojev osvetlitve, zato smo za ta namen ponovno
uporabili obogatitev slik z orodjem Imgaug. Preizkusili smo tudi variacijo barve črte,
vendar smo odkrili, da na ta način znižamo končno natančnost zaznavala. Za zaznavo
črt različnih barv bi bilo bolj smiselno uporabiti več modelov, vsak naučen za drugo
barvo. Skupno smo generirali okoli 50.000 slik, pri čemer je robot vozil po progi z
naučenim krmilnikom. Če bi robot črti sledil zelo točno, bi dobili slike, na katerih je
črta vedno v sredini. To bi povzročilo slabšo zaznavo črte na obrobju slike. Zato smo
krmilniku namerno vključili raziskovalno strategijo, ki poslabša sledenje črti, a omogoči
izris slik z raznoliko lego črte.
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Slika 6.1: Primeri naključno generiranih slik črte.
6.0.2 Rezultati
Uporabili smo zgradbo modela 14 (poglavje 4.6), ki je dosegel najbolǰse rezultate pri
učenju na realni podatkovni množici. Uspešnost modelov, naučenih na realni in si-
mulirani podatkovni množici, smo primerjali na testni podmnožici obeh podatkovnih
množic, pri tem pa smo za merilo uporabili srednjo absolutno napako (MAE). Rezultati
so prikazani v preglednici 6.1.
Preglednica 6.1: Primerjava uspešnosti modelov, naučenih na realni in simulirani po-
datkovni množici. Merilo: srednja absolutna napaka (MAE) lege točk črte [m].
Testna množica
Učna množica Realna Simulirana
Realna 0,022 0,133
Simulirana 0,061 0,016
Vidimo lahko, da sta oba modela najbolj uspešna na testni podmnožici podatkovne
množice, na kateri sta bila naučena. To je pričakovano, saj so testni vzorci v tem
primeru najbolj podobni učnim. Vseeno pa model, naučen na simulirani množici,
dosega okoli 30% manǰso napako.
Model, naučen na realni množici, ima pri testiranju na simulirani kar šestkrat večjo
napako, kot na realni. To je pričakovana posledica učenja na majhnem številu vzor-
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cev, ki se izkaže v nizki posploševalni sposobnosti modela. Model, naučen na simulirani
množici, ima pri testiranju na realni množici trikrat večjo napako kot model, naučen na
realni množici. To izkazuje, da simulirana množica ne zajema dovolj dobro specifične
variacije pogojev realne množice. Kljub temu pa se je izkazalo, da model, naučen na
simulirani množici, v praksi deluje bistveno bolje, kot model naučen na realni. Skle-
pamo, da realna podatkovna množica predstavlja preozko območje pogojev delovanja
zaznavala, v katerem smo ga preizkušali. Če bi želeli točnost zaznavala še povečati, bi
lahko izris simuliranih slik razširili z dodatnimi svetlobnimi pogoji, kar pa bi verjetno
že zahtevalo uporabo simulatorja s širšim naborom možnosti izrisa slik.
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7 Zaključki
V magistrski nalogi smo z uporabo metod strojnega učenja uspešno razvili krmiljenje
mobilnega robota.
1. Sestavili smo preprosto mobilno robotsko platformo, ki omogoča razvoj krmiljenja
z računalnikom Raspberry Pi. Računalnik se je izkazal kot dobra izbira, saj
podpira vsa glavna orodja za strojno učenje in je dovolj zmogljiv za realnočasovno
krmiljenje z njihovo uporabo.
2. Z metodami globokega učenja smo razvili zaznavalo črte, ki deluje točno in zane-
sljivo v različnih pogojih. Uporabili smo konvolucijsko nevronsko mrežo s petimi
plastmi in 300.000 parametri. Zaznavalo smo dodatno izbolǰsali z metodo na-
ključne domene - učenjem na simulirani podatkovni množici.
3. Razvili smo simulacijsko okolje za sledenje črti z mobilnim robotom, ki teme-
lji na simulatorju Pybullet, in je kompatibilno z OpenAI Gym. Simulacijsko
okolje je zmožno teči dvakrat hitreje od realnega časa na običajnem prenosnem
računalniku.
4. Z metodo vzpodbujevalnega učenja DDPG smo razvili krmilni algoritem za sle-
denje črti. Krmilnik v simulaciji pri nizkih hitrostih deluje približno 10% slabše
kot klasičen PID krmilnik, pri večjih hitrostih pa bistveno bolje, saj je sposoben
prilagajati hitrost zavitosti proge.
5. Krmilni algoritem smo iz simulacije prenesli na realnega robota. Ugotovili smo,
da v realnem svetu deluje slabše, kar je posledica razlik med simulacijo in real-
nostjo. Kljub temu menimo, da ima metoda velik potencial.
V nalogi smo na primeru krmiljenja mobilnega robota prikazali osnove delovanja različnih
metod strojnega učenja in principe njihove uporabe. Ugotovili smo, da je strojno učenje
postalo dostopno in zmogljivo in je primerno tudi za krmiljenje na omejenih platfor-
mah, kakršna je mobilni robot. Menimo, da je strojno učenje postalo odlično orodje
za razvoj naprednih mehatronskih sistemov, v prihodnosti pa se bo le še izbolǰsevalo.
Predlogi za nadaljnje delo
Delo bi lahko nadaljevali predvsem v smeri izbolǰsav delovanja krmilnika robota v
realnem svetu. Najbolj smiseln pristop bi bila uporaba metode naključne domene, ki
je trenutno predmet aktivnih raziskav. Za nadaljnje delo bi bil smiseln tudi razvoj
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