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The positive even subalgebra of Uq(sl2) and its
finite-dimensional irreducible modules
Alison Gordon Lynch
Abstract
The equitable presentation of Uq(sl2) was introduced in 2006 by Ito, Terwilliger,
and Weng. This presentation involves some generators x, y, y−1, z. It is known that
{xryszt : r, t ∈ N, s ∈ Z} is a basis for the K-vector space Uq(sl2). In 2013, Bockting-
Conrad and Terwilliger introduced a subalgebra A of Uq(sl2) spanned by the elements
{xryszt : r, s, t ∈ N, r + s + t even}. We give a presentation of A by generators
and relations. We also classify up to isomorphism the finite-dimensional irreducible
A-modules, under the assumption that q is not a root of unity.
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1 Introduction
Throughout this paper, let K denote a field and let q denote a nonzero scalar in K such
that q2 6= 1. We recall the quantum algebra Uq(sl2). We will use the equitable presentation
for Uq(sl2), which was introduced in [9]. By [9, Theorem 2.1], the equitable presentation of
Uq(sl2) has generators x, y
±1, z and relations yy−1 = 1, y−1y = 1,
qxy − q−1yx
q − q−1
= 1,
qyz − q−1zy
q − q−1
= 1,
qzx− q−1xz
q − q−1
= 1.
The equitable presentation for Uq(sl2) has connections with Leonard pairs [1], Leonard triples
[5], [6], tridiagonal pairs [2], bidiagonal pairs [4], the q-tetrahedron algebra [7], [8], the
universal Askey-Wilson algebra [12], Poisson algebras [11], billiard arrays [13], and distance-
regular graphs [14].
By [12, Lemma 10.7], the K-vector space Uq(sl2) has a basis
xryszt r, t ∈ N, s ∈ Z.
We consider the subalgebra of Uq(sl2) spanned by the elements
xryszt r, s, t ∈ N, r + s+ t even.
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This subalgebra was first discussed in [3]. We call this subalgebra the positive even subalgebra
of Uq(sl2), and denote it by A.
In this paper, we obtain two main results. In the first result, we give a presentation for
A by generators and relations. In the second result, we classify up to isomorphism the
finite-dimensional irreducible A-modules, under the assumption that q is not a root of unity.
We now describe our first result in detail. We consider the elements νx, νy, νz of Uq(sl2),
defined by
νx = q(1− yz), νy = q(1− zx), νz = q(1− xy).
By [3, Proposition 5.4], the elements νx, νy, νz generate A. We also consider the elements
x2, y2, z2 of Uq(sl2). We show that x
2, y2, z2 generate A provided that q4 6= 1. We obtain
some relations between νx, νy, νz and x
2, y2, z2. We also obtain some relations (3.30)–(3.42)
satisfied by νx, νy, νz. We show that the unital associative K-algebra with generators νx, νy, νz
and relations (3.30)–(3.42) is isomorphic to A.
We now describe our second result in detail. Assume that q is not a root of unity. By [10,
Theorem 2.6], there exists a family of finite-dimensional irreducible Uq(sl2)-modules
L(d, ε), ε ∈ {1,−1}, d ∈ N.
For char K = 2 we interpret the set {1,−1} as {1}. By [10, Theorem 2.6], every finite-
dimensional irreducible Uq(sl2)-module is isomorphic to exactly one of the modules L(d, ε).
Let d ∈ N. By restricting from Uq(sl2) to A, each of L(d, 1) and L(d,−1) becomes an A-
module. We show that the A-modules L(d, 1) and L(d,−1) are isomorphic and we denote
the resulting A-module by L(d). We show that the A-module L(d) is irreducible. We also
show that each irreducible A-module with dimension d+ 1 is isomorphic to L(d). Thus, we
show that, up to isomorphism, L(d) is the unique irreducible A-module of dimension d+ 1.
2 The quantum algebra Uq(sl2)
In this section, we recall the quantum algebra Uq(sl2) and its equitable presentation.
Definition 2.1. [9, Definition 2.2] Let Uq(sl2) denote the unital associative K-algebra with
generators x, y±1, z and the following relations:
yy−1 = y−1y = 1, (2.1)
qxy − q−1yx
q − q−1
= 1, (2.2)
qyz − q−1zy
q − q−1
= 1, (2.3)
qzx− q−1xz
q − q−1
= 1. (2.4)
We call x, y±1, z the equitable generators for Uq(sl2).
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Lemma 2.2. The following relations hold in Uq(sl2):
xy = q−2yx− q−2 + 1, yx = q2xy − q2 + 1, (2.5)
yz = q−2zy − q−2 + 1, zy = q2yz − q2 + 1, (2.6)
zx = q−2xz − q−2 + 1, xz = q2zx− q2 + 1. (2.7)
Proof. The equations (2.5)–(2.7) are reformulations of (2.2)–(2.4).
Recall the natural numbers N = {0, 1, 2, . . .} and the integers Z = {0,±1,±2, . . .}.
Lemma 2.3. [12, Lemma 10.7] The following is a basis for the K-vector space Uq(sl2):
xryszt r, t ∈ N, s ∈ Z. (2.8)
3 The elements νx, νy, νz
In this section, we recall the elements νx, νy, νz of Uq(sl2) and we give relations involving
νx, νy, νz and x
2, y2, z2.
The relations (2.2)–(2.4) can be reformulated as follows:
q(1− yz) = q−1(1− zy), q(1− zx) = q−1(1− xz), q(1− xy) = q−1(1− yx).
Definition 3.1. [12, Definition 3.1] Let νx, νy, νz denote the following elements of Uq(sl2):
νx = q(1− yz) = q
−1(1− zy), (3.1)
νy = q(1− zx) = q
−1(1− xz), (3.2)
νz = q(1− xy) = q
−1(1− yx). (3.3)
Lemma 3.2. [12, Lemma 3.3] The following relations hold in Uq(sl2):
xy = 1− q−1νz, yx = 1− qνz, (3.4)
yz = 1− q−1νx, zy = 1− qνx, (3.5)
zx = 1− q−1νy, xz = 1− qνy. (3.6)
Proof. These equations are reformulations of (3.1)–(3.3).
Lemma 3.3. [12, Lemma 3.5] The following relations hold in Uq(sl2):
xνy = q
2νyx, x
2νz = q
−2νzx,
yνz = q
2νzy, y
2νx = q
−2νxy,
zνx = q
2νxz, z
2νy = q
−2νyz.
In the next few lemmas, we give some relations between νx, νy, νz and x
2, y2, z2.
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Lemma 3.4. The following relations hold in Uq(sl2):
x2νy = q
4νyx
2, x2νz = q
−4νzx
2, (3.7)
y2νz = q
4νzy
2, y2νx = q
−4νxy
2, (3.8)
z2νx = q
4νxz
2, z2νy = q
−4νyz
2. (3.9)
Proof. Immediate from Lemma 3.3.
Lemma 3.5. The following relations hold in Uq(sl2):
x2y2 = 1− q−2(q + q−1)νz + q
−4ν2z , (3.10)
y2z2 = 1− q−2(q + q−1)νx + q
−4ν2x, (3.11)
z2x2 = 1− q−2(q + q−1)νy + q
−4ν2y , (3.12)
and
y2x2 = 1− q2(q + q−1)νz + q
4ν2z , (3.13)
z2y2 = 1− q2(q + q−1)νx + q
4ν2x, (3.14)
x2z2 = 1− q2(q + q−1)νy + q
4ν2y . (3.15)
Proof. To verify (3.10), we compute (xy)2 in two ways. Using Lemma 3.2,
(xy)2 = (1− q−1νz)
2 = 1− 2q−1νz + q
−2ν2z . (3.16)
Using Lemma 2.2 and Lemma 3.2,
(xy)2 = x(yx)y
= x(q2xy − q2 + 1)y
= q2x2y2 + (1− q2)xy
= q2x2y2 + (1− q2)(1− q−1νz). (3.17)
By equating the right-hand sides of (3.16) and (3.17), we obtain (3.10). The remaining
relations are similarly obtained.
Lemma 3.6. The following relations hold in Uq(sl2):
x2νx = q
−1x2 − q−1 + q2νy + q
−2νz − qνyνz, (3.18)
y2νy = q
−1y2 − q−1 + q2νz + q
−2νx − qνzνx, (3.19)
z2νz = q
−1z2 − q−1 + q2νx + q
−2νy − qνxνy, (3.20)
and
νxx
2 = q−1x2 − q−1 + q−2νy + q
2νz − qνyνz, (3.21)
νyy
2 = q−1y2 − q−1 + q−2νz + q
2νx − qνzνx, (3.22)
νzz
2 = q−1z2 − q−1 + q−2νx + q
2νy − qνxνy. (3.23)
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Proof. We verify (3.18). Using νx = q
−1(1− zy), we find
x2νx = q
−2x2 − q−1x2zy.
By Lemma 2.2 and Lemma 3.2,
x2zy = x(q2zx− q2 + 1)y = q2(xz)(xy) + (1− q2)xy
= q2(1− qνy)(1− q
−1νz) + (1− q
2)(1− q−1νz)
= 1− q3νy − q
−1νz + q
2νyνz.
The equation (3.18) follows from these comments. The remaining relations are similarly
obtained.
Lemma 3.7. [12, Lemma 3.10] The following relations hold in Uq(sl2):
x2 = 1−
qνyνz − q
−1νzνy
q − q−1
, (3.24)
y2 = 1−
qνzνx − q
−1νxνz
q − q−1
, (3.25)
z2 = 1−
qνxνy − q
−1νyνx
q − q−1
. (3.26)
Lemma 3.8. Assume that q4 6= 1. Then the following relations hold in Uq(sl2):
(q + q−1)νx = q
2 + q−2 −
q4y2z2 − q−4z2y2
q2 − q−2
, (3.27)
(q + q−1)νy = q
2 + q−2 −
q4z2x2 − q−4x2z2
q2 − q−2
, (3.28)
(q + q−1)νz = q
2 + q−2 −
q4x2y2 − q−4y2x2
q2 − q−2
. (3.29)
Proof. For each equation, evaluate the right-hand side using Lemma 3.5.
We now display some relations satisfied by νx, νy, νz in Uq(sl2).
Lemma 3.9. The following relations hold in Uq(sl2):
q3ν2xνy − (q + q
−1)νxνyνx + q
−3νyν
2
x = (q
2 − q−2)(q − q−1)νx, (3.30)
q3ν2yνz − (q + q
−1)νyνzνy + q
−3νzν
2
y = (q
2 − q−2)(q − q−1)νy, (3.31)
q3ν2zνx − (q + q
−1)νzνxνz + q
−3νxν
2
z = (q
2 − q−2)(q − q−1)νz, (3.32)
and
q−3ν2yνx − (q + q
−1)νyνxνy + q
3νxν
2
y = (q
2 − q−2)(q − q−1)νy, (3.33)
q−3ν2zνy − (q + q
−1)νzνyνz + q
3νyν
2
z = (q
2 − q−2)(q − q−1)νz, (3.34)
q−3ν2xνz − (q + q
−1)νxνzνx + q
3νzν
2
x = (q
2 − q−2)(q − q−1)νx. (3.35)
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Proof. Observe that (3.30) is equivalent to
q2νx
(
qνxνy − q
−1νyνx
q − q−1
)
− q−2
(
qνxνy − q
−1νyνx
q − q−1
)
νx = (q
2 − q−2)νx. (3.36)
To verify (3.36), simplify the left-hand side using Lemma 3.7 and Lemma 3.4. The remaining
relations are similarly obtained.
Lemma 3.10. The following relations hold in Uq(sl2):
νx
qνyνz − q
−1νzνy
q − q−1
= νx − q
−2νy − q
2νz +
q2νyνz − q
−2νzνy
q − q−1
, (3.37)
νy
qνzνx − q
−1νxνz
q − q−1
= νy − q
−2νz − q
2νx +
q2νzνx − q
−2νxνz
q − q−1
, (3.38)
νz
qνxνy − q
−1νyνx
q − q−1
= νz − q
−2νx − q
2νy +
q2νxνy − q
−2νyνx
q − q−1
, (3.39)
and
qνyνz − q
−1νzνy
q − q−1
νx = νx − q
2νy − q
−2νz +
q2νyνz − q
−2νzνy
q − q−1
, (3.40)
qνzνx − q
−1νxνz
q − q−1
νy = νy − q
2νz − q
−2νx +
q2νzνx − q
−2νxνz
q − q−1
, (3.41)
qνxνy − q
−1νyνx
q − q−1
νz = νz − q
2νx − q
−2νy +
q2νxνy − q
−2νyνx
q − q−1
. (3.42)
Proof. We verify (3.37). By Lemma 3.7 and Lemma 3.6,
νx
qνyνz − q
−1νzνy
q − q−1
= νx − νxx
2
= νx − q
−2νy − q
2νz + q
−1(1− x2) + qνyνz
= νx − q
−2νy − q
2νz + q
−1 qνyνz − q
−1νzνy
q − q−1
+ qνyνz
= νx − q
−2νy − q
2νz +
q2νyνz − q
−2νzνy
q − q−1
.
The remaining relations are similarly obtained.
4 A subalgebra of Uq(sl2)
In the previous section, we considered the elements νx, νy, νz of Uq(sl2). As we will see,
νx, νy, νz do not generate all of Uq(sl2). We will be concerned with the subalgebra that they
do generate. In this section, we define a K-subspace A of Uq(sl2). We show that A is the
subalgebra of Uq(sl2) generated by νx, νy, νz. We also give two bases for the K-vector space
A.
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Definition 4.1. [3, Definition 4.5] Let A denote the K-subspace of Uq(sl2) spanned by the
elements
xryszt r, s, t ∈ N, r + s+ t even. (4.1)
Lemma 4.2. [3, Lemma 4.6] A is a K-subalgebra of Uq(sl2).
There are two generating sets of interest to us for the K-algebra A. The first generating set
was given in [3]. We include a proof for completeness.
Lemma 4.3. [3, Proposition 5.4] The K-algebra A is generated by νx, νy, νz.
Proof. LetW denote the subalgebra of Uq(sl2) generated by νx, νy, νz. We show thatW = A.
Certainly W ⊆ A since each of νx, νy, νz is contained in A by Definition 4.1 and Definition
3.1. We now show that W ⊇ A. By Definition 4.1, A is spanned by the elements (4.1). Let
xryszt denote an element of (4.1). Then r + s + t = 2n is even. Write xryszt = g1g2 · · · gn
such that gi is among
x2, xy, y2, yz, z2, xz (4.2)
for 1 ≤ i ≤ n. By Lemma 3.2 and Lemma 3.7, each term in (4.2) is contained in W .
Therefore W contains gi for 1 ≤ i ≤ n, so W contains x
ryszt. Consequently, W ⊇ A, so
W = A.
In the case where q4 6= 1, we have a second generating set of interest.
Corollary 4.4. The K-algebra A is generated by x2, y2, z2 provided that q4 6= 1.
Proof. By Lemma 3.7, each of x2, y2, z2 is contained in the subalgebra of Uq(sl2) generated
by νx, νy, νz. By Lemma 3.8, each of νx, νy, νz is contained in the subalgebra of Uq(sl2)
generated by x2, y2, z2. Thus, νx, νy, νz and x
2, y2, z2 generate the same subalgebra of Uq(sl2).
By Lemma 4.3, this implies that x2, y2, z2 generate A.
Lemma 4.5. The elements (4.1) are a basis for the K-vector space A.
Proof. Follows from Definition 4.1 and Lemma 2.3.
It will be useful to have a basis for the K-vector space A expressed in terms of the elements
νx, νy, νz and x
2, y2, z2 of A.
Lemma 4.6. The following is a basis for the K-vector space A:
x2rνδ1z y
2sνδ2x z
2t r, s, t ∈ N, δ1, δ2 ∈ {0, 1},
x2rνyz
2t r, t ∈ N.
(4.3)
Proof. For n ∈ N, let Wn denote the K-subspace of A spanned by the elements x
ryszt of
(4.1) that satisfy r + s+ t = n. By Lemma 4.5, the sum A =
∑
∞
n=0Wn is direct.
Let w be an element of (4.3). First, assume w = x2rνδ1z y
2sνδ2x y
2t and let N = 2(r + s + t +
δ1 + δ2). Using Definition 3.1, we find that w ∈
∑N
n=0Wn and
w − qδ1+δ2x2r+δ1y2s+δ1+δ2z2t+δ2 ∈
N−1∑
n=0
Wn.
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Next, assume w = x2rνyz
2t and let N = 2(r + t + 1). Using Definition 3.1, we find that
w ∈
∑N
n=0Wn and
w − q−1x2r+1z2t+1 ∈
N−1∑
n=0
Wn.
The set
x2r+δ1y2s+δ1+δ2z2t+δ2 r, s, t ∈ N, δ1, δ2 ∈ {0, 1}
x2r+1z2t+1 r, t ∈ N
is exactly the basis (4.1). The result follows.
5 A presentation for A
We saw in Lemma 4.3 that νx, νy, νz generate the K-algebra A. In Lemma 3.9 and Lemma
3.10, we gave twelve relations (3.30)–(3.42) satisfied by νx, νy, νz. In this section, we show
that the generators νx, νy, νz and relations (3.30)–(3.42) give a presentation for the K-algebra
A.
Definition 5.1. Let A′ denote the unital associative K-algebra with generators νx, νy, νz
and relations (3.30)–(3.42).
We will show that the K-algebras A and A′ are isomorphic. We define elements x2, y2, z2 of
A′ in the following way.
Definition 5.2. Define elements x2, y2, z2 of A′ by
x2 = 1−
qνyνz − q
−1νzνy
q − q−1
,
y2 = 1−
qνzνx − q
−1νxνz
q − q−1
,
z2 = 1−
qνxνy − q
−1νyνx
q − q−1
.
Note 5.3. Referring to Definition 5.2, we emphasize that we are viewing x2, y2, z2 as symbols
representing elements of A′. We do not attach any meaning to the symbols x, y, z in the
context of A′.
In Lemmas 3.4 – 3.7, we gave relations satisfied by the elements νx, νy, νz, x
2, y2, z2 of Uq(sl2).
We now show that these relations are satisfied by the corresponding elements of A′.
Lemma 5.4. The relations (3.24)–(3.26) hold in A′.
Proof. Immediate from Definition 5.2.
Lemma 5.5. The relations (3.7)–(3.9) hold in A′.
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Proof. To show that the equation on the left in (3.7) holds inA′, we show that x2νy−q
4νyx
2 =
0. By Definition 5.2 and (3.31),
x2νy − q
4νyx
2 =
(
1−
qνyνz − q
−1νzνy
q − q−1
)
νy − q
4νy
(
1−
qνyνz − q
−1νzνy
q − q−1
)
= (1− q4)νy + q
2
q3ν2yνz − (q + q
−1)νyνzνy + q
−3νzν
2
y
q − q−1
= (1− q4)νy + q
2 (q
2 − q−2)(q − q−1)νy
q − q−1
= 0.
The remaining relations are similarly obtained.
Lemma 5.6. The relations (3.18)–(3.23) hold in A′.
Proof. We show that (3.18) holds in A′. By Definition 5.2 and (3.40),
x2νx =
(
1−
qνyνz − q
−1νzνy
q − q−1
)
νx
= νx −
(
νx − q
2νy − q
−2νz +
q2νyνz − q
−2νzνy
q − q−1
)
= q2νy + q
−2νz − q
−1 qνyνz − q
−1νzνy
q − q−1
− qνyνz
= q2νy + q
−2νz − q
−1(1− x2)− qνyνz
= q−1x2 − q−1 + q2νy + q
−2νz − qνyνz.
The remaining relations are similarly obtained.
Lemma 5.7. The relations (3.10)–(3.15) hold in A′.
Proof. We show that (3.10) holds in A′. By Definition 5.2,
x2y2 = x2
(
1−
qνzνx − q
−1νxνz
q − q−1
)
= x2 −
qx2νzνx − q
−1x2νxνz
q − q−1
. (5.1)
By Lemma 5.5 and Lemma 5.6, the relations (3.7) and (3.18) hold in A′. By (3.7) and (3.18),
qx2νzνx = q
−4νzx
2 − q−4νz + q
−1νzνy + q
−5ν2z − q
−2νzνyνz, (5.2)
q−1x2νxνz = q
−6νzx
2 − q−2νz + qνyνz + q
−3ν2z − νyν
2
z . (5.3)
By (5.2) and (5.3), it follows that
qx2νzνx − q
−1x2νxνz
q − q−1
= q−5νzx
2+q−3νz−q
−4ν2z−
qνyνz − q
−1νzνy
q − q−1
+
νyν
2
z − q
−2νzνyνz
q − q−1
. (5.4)
By (3.34),
νyν
2
z − q
−2νzνyνz
q − q−1
= q−5νz
qνyνz − q
−1νzνy
q − q−1
+ q−3(q2 − q−2)νz. (5.5)
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By Definition 5.2,
qνyνz − q
−1νzνy
q − q−1
= 1− x2. (5.6)
Simplifying (5.4) using (5.5) and (5.6), we get
qx2νzνx − q
−1x2νxνz
q − q−1
= q−5νzx
2 + (q−1 + q3 − q−5)νz + q
−4ν2z + (q
−5νz)(1− x
2)
= x2 − (1− q−2(q + q−1)νz + q
−4ν2z ). (5.7)
Combining (5.1) and (5.7), we get
x2y2 = 1− q−2(q + q−1)νz + q
−4ν2z .
The remaining relations are similarly obtained.
Consider the following elements of A′:
νx, νy, νz, x
2, y2, z2. (5.8)
Definition 5.8. For n ≥ 0, define an A′-word of length n to be a product g1g2 · · · gn in A
′
such that gi is among (5.8) for 1 ≤ i ≤ n. We interpret the A
′-word of length zero to be the
multiplicative identity in A′.
We now define two conditions on an A′-word, called the forbidden and allowed conditions.
We begin by defining these conditions on an A′-word of length 2.
Definition 5.9. For any A′-word g1g2 of length 2, consider the entry in the following table
with row g1 and column g2. We say that g1g2 is forbidden whenever the entry has a ✗ and
allowed whenever the entry has a ✓. Observe that an A′-word of length 2 is allowed whenever
it is not forbidden.
νx νy νz x
2 y2 z2
νx ✗ ✗ ✗ ✗ ✗ ✓
νy ✗ ✗ ✗ ✗ ✗ ✓
νz ✓ ✗ ✗ ✗ ✓ ✓
x2 ✓ ✓ ✓ ✓ ✓ ✓
y2 ✓ ✗ ✗ ✗ ✓ ✓
z2 ✗ ✗ ✗ ✗ ✗ ✓
Definition 5.10. For n ≥ 0, we say that an A′-word w = g1g2 · · · gn is forbidden whenever
there exists 1 ≤ i ≤ n−1 such that the A′-word gigi+1 is forbidden. We say that w is allowed
whenever w is not forbidden.
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Referring to Definition 5.10, the notion of allowed has the following interpretation. Define a
map from the set of A′-words to A that sends w 7→ w, where
x2 = x2, y2 = y2, z2 = z2,
νx = yz, νy = xz, νz = xy,
and for an A′-word w = g1g2 · · · gn,
w = g1 g2 · · · gn.
An A′-word w is allowed whenever w = xryszt for some r, s, t ∈ N. For example, x2νy is
allowed because x2νy = x
3z, but νxνy is forbidden because νxνy = yzxz.
Lemma 5.11. An A′-word is allowed if and only if it appears in (4.3).
Proof. Immediate from the above comments.
Lemma 5.12. The K-vector space A′ is spanned by its allowed words.
Proof. The K-algebra A′ is generated by νx, νy, νz, so every element of A
′ can be written as
a linear combination of A′-words. It suffices to show that every A′-word can be expressed
as a linear combination of allowed A′-words.
We first show that every A′-word of length 2 can be expressed as a linear combination of
allowed A′-words. By Lemmas 5.4–5.7, the relations (3.7)–(3.15) and (3.18)–(3.26) hold in
A′. Each forbidden A′-word of length 2 can be expressed as a linear combination of allowed
A′-words by using the relations listed in the following table:
νx νy νz x
2 y2 z2
νx (3.11) (3.23) (3.25) (3.21), (3.18) (3.8) ✓
νy (3.26), (3.23) (3.15) (3.18) (3.7) (3.22) ✓
νz ✓ (3.24), (3.18) (3.10) (3.7) ✓ ✓
x2 ✓ ✓ ✓ ✓ ✓ ✓
y2 ✓ (3.19) (3.8) (3.13), (3.10) ✓ ✓
z2 (3.9) (3.9) (3.20), (3.23) (3.12), (3.15) (3.14), (3.11) ✓
For example, solving for ν2x in (3.11) gives an expression for ν
2
x as a linear combination of
allowed A′-words. In cases where there are two relations listed, the expression resulting from
the first relation contains a forbidden A′-word of length 2 that can be eliminated using the
second relation.
For each entry in the table above, we obtain an equation with a forbidden A′-word of length
2 on one side and an equivalent linear combination of allowed A′-words on the other side.
We call these equations the reduction rules for A′. Specifically, for a forbidden A′-word g1g2,
the reduction rule for g1g2 is a linear combination involving one allowed A
′-word of length 2,
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which we denote g˜1g˜2, and A
′-words of length 0 and 1. The 21 reduction rules can be found
in Section 9.
Now let w = g1g2 · · · gn be an A
′-word of length n > 2. By a forbidden pair for w, we mean
an ordered pair of integers (i, j) such that 1 ≤ i < j ≤ n and the word gigj is forbidden. For
n ≥ 0, let Wn denote the set of A
′-words of length n and let W =
⋃
∞
n=0Wn denote the set of
all A′-words. We now define a partial order < on W . The definition has two aspects. First,
for n > m ≥ 0, every word in Wm is less than every word in Wn with respect to <. Second,
for n > 0 and for w,w′ ∈ Wn, w < w
′ whenever w has fewer forbidden pairs than w′.
Let w = g1g2 · · · gn denote a forbidden A
′-word. Then there exists an integer 1 ≤ i ≤ n− 1
such that gigi+1 is forbidden. Using the reduction rule for gigi+1, we can replace gigi+1 in w
with a linear combination of allowed A′-words. Let w′ be a word appearing in the resulting
linear combination. Then w′ has length n, n− 1, or n− 2. First assume that w′ has length
n− 1 or n− 2. By definition of the partial order, w′ < w.
Next, assume w′ has length n. Then w′ = g1 · · · gi−1g˜ig˜i+1gi+2 · · · gn. We show that w
′ has
fewer forbidden pairs than w. For 12 of the 21 reduction rules, g˜1g˜2 = g2g1. In these cases,
the forbidden pairs of w′ are exactly the forbidden pairs of w other than (i, i+ 1). Thus w′
has one fewer forbidden pair than w, so w′ < w.
In the remaining 9 cases, let 1 ≤ j ≤ n with j 6∈ {i, i + 1}. It is routinely verified that if
neither of (j, i), (j, i + 1) (resp. (i, j), (i + 1, j)) is a forbidden pair in w, then neither is a
forbidden pair in w′. Similarly, it is routinely verified that if exactly one of (j, i), (j, i + 1)
(resp. (i, j), (i+1, j)) is a forbidden pair in w, then (j, i) (resp. (i+1, j)) is a forbidden pair
in w′ and (j, i+1) (resp. (i, j)) is not a forbidden pair in w′. Thus, the number of forbidden
pairs of the form (j, i), (j, i + 1), (i, j), (i+ 1, j) in w′ is less than or equal to the number of
such forbidden pairs in w. Observe that the forbidden pairs of w′ not involving i, i + 1 are
exactly the forbidden pairs of w not involving i, i+1. Also, note that (i, i+1) is a forbidden
pair in w and not a forbidden pair in w′. Thus w′ has strictly fewer forbidden pairs than w,
so w′ < w.
Therefore, each word in the linear combination obtained by applying the reduction rule is
strictly less than w with respect to the partial order <. As a result, we can iteratively replace
forbidden A′-subwords of length 2 using the reduction rules and the process will terminate
after a finite number of steps. The result of this process is an expression for w as a linear
combination of allowed A′-words.
Theorem 5.13. The K-algebra A′ from Definition 5.1 and the K-algebra A from Definition
4.1 are isomorphic. An isomorphism is given by νη 7→ νη for η ∈ {x, y, z}.
Proof. By Lemma 3.9 and Lemma 3.10, the elements νx, νy, νz of A satisfy the defining
relations (3.30)–(3.42) for A′. Therefore there exists a K-algebra homomorphism φ : A′ → A
that sends νη 7→ νη for η ∈ {x, y, z}. To show that φ is an isomorphism, we show that φ
maps a basis for A′ to a basis for A.
Let W denote the set of allowed A′-words. By Lemma 5.11, φ sends the elements of W to
the elements of the basis (4.3) for A. Since the elements of (4.3) are linearly independent in
A, the elements of W are linearly independent in A′. Together with Lemma 5.12, this shows
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that W is a basis for A′. Consequently, φ sends a basis for A′ to a basis for A, so φ is an
isomorphism.
6 Finite-dimensional irreducible Uq(sl2)-modules
Our next main goal is to classify up to isomorphism the finite-dimensional irreducible A-
modules. We begin by recalling the finite-dimensional irreducible Uq(sl2)-modules. For the
rest of the paper, we assume that q is not a root of unity.
Lemma 6.1. [9, Lemma 4.1, 4.2] There exists a family of finite-dimensional irreducible
Uq(sl2)-modules
L(d, ε), ε ∈ {1,−1}, d ∈ N, (6.1)
with the following property: L(d, ε) has a basis {ui}
d
i=0 such that for 0 ≤ i ≤ d,
(εx− qd−2i)ui = (q
−d − qd−2i+2)ui−1,
(εy − qd−2i)ui = (q
d − qd−2i−2)ui+1,
εzui = q
2i−dui,
where u−1 = 0, ud+1 = 0. For char K = 2, we interpret the set {1,−1} as {1}. Every finite-
dimensional irreducible Uq(sl2)-module is isomorphic to exactly one of the modules (6.1).
We now consider the action of A on the Uq(sl2)-module L(d, ε). Since q is not a root of unity,
we have two generating sets of interest for A: the generating set νx, νy, νz from Lemma 4.3
and the generating set x2, y2, z2 from Corollary 4.4. We focus on the actions of these A-
generators.
Lemma 6.2. For d ∈ N and ε ∈ {1,−1}, the A-generators νx, νy, νz act on L(d, ε) in the
following way. For 0 ≤ i ≤ d,
(i) νxui = q
−1(1− q2(i+1))ui+1,
(ii) νyui = q(1− q
2(i−d−1))ui−1,
(iii) νzui is a linear combination of ui−1, ui, ui+1 with the following coefficients:
term coefficient
ui−1 q
2d−4i+3(1− q2(i−d−1))
ui (q
2d−2i+1 + q−2i−1 − q2d−4i+1 − q2d−4i−1)
ui+1 q
2d−4i−3(1− q2(i+1))
Proof. Follows from Definition 3.1 and Lemma 6.1.
Lemma 6.3. For d ∈ N and ε ∈ {1,−1}, the A-generators x2, y2, z2 act on L(d, ε) in the
following way. For 0 ≤ i ≤ d,
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(i) x2ui is a linear combination of ui−2, ui−1, ui with the following coefficients:
term coefficient
ui−2 (q
−d − qd−2i+2)(q−d − qd−2i+4)
ui−1 q
d−2i+1(q + q−1)(q−d − dd−2i+2)
ui q
2d−4i
(ii) y2ui is a linear combination of ui, ui+1, ui+2 with the following coefficients:
term coefficient
ui q
2d−4i
ui+1 q
d−2i−1(q + q−1)(qd − qd−2i−2)
ui+2 (q
d − qd−2i−2)(qd − qd−2i−4)
(iii) z2ui = q
4i−2dui.
Proof. Follows from Lemma 6.1.
7 From Uq(sl2)-modules to A-modules
Let V denote a Uq(sl2)-module. By restricting from Uq(sl2) to A, the Uq(sl2)-module V
becomes an A-module. We say that the Uq(sl2)-module V extends the A-module V . Recall
the Uq(sl2)-module L(d, ε) from Lemma 6.1. In this section, we discuss the A-module L(d, ε).
Lemma 7.1. For d ∈ N, there exists an A-module isomorphism L(d, 1) → L(d,−1) that
sends ui 7→ ui for 0 ≤ i ≤ d.
Proof. By Lemma 6.2, the actions of νx, νy, νz on L(d, ε) are independent of ε. By Lemma
4.3, νx, νy, νz generate A, so the action of A on L(d, ε) is independent of ε. The result
follows.
Definition 7.2. For d ∈ N, we identify A-modules L(d, 1), L(d,−1) via the isomorphism in
Lemma 7.1. We call the resulting A-module L(d).
Observe that L(d) has a basis {ui}
d
i=0 on which νx, νy, νz act as in Lemma 6.2 and x
2, y2, z2
act as in Lemma 6.3.
Lemma 7.3. For d ∈ N, the A-module L(d) is irreducible.
Proof. Let W denote an nonzero A-submodule of L(d). We show that W = L(d). For
0 ≤ i ≤ d, let Vi denote the eigenspace of the z
2-action on L(d) with eigenvalue q4i−2d. By
Lemma 6.3, V =
∑d
i=0 Vi (direct sum) and Vi = span{ui} for 0 ≤ i ≤ d. Let Wi denote the
projection of W onto Vi. Since W 6= 0, there exists k such that Wk 6= 0. Then uk ∈ Wk, so
uk ∈ W . Since W is an A-submodule, ν
n
xuk ∈ W and ν
n
y uk ∈ W for all n ∈ N. By Lemma
6.2, it follows that ui ∈ W for all 0 ≤ i ≤ d. Therefore W = L(d).
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8 Finite-dimensional irreducible A-modules
In this section, we classify up to isomorphism the finite-dimensional irreducible A-modules.
Lemma 8.1. Let V be a finite-dimensional A-module. Then the actions of νx, νy, νz on V
are nilpotent.
Proof. We show that the νy-action on V is nilpotent. Suppose that the νy-action on V is
not nilpotent. Then there exists 0 6= λ ∈ K such that λ is an eigenvalue for νy. Since V is
finite-dimensional, there exist M,N ≥ 0 maximal such that q−4Mλ and q4Nλ are eigenvalues
for νy.
Let v ∈ V be a nonzero eigenvector for νy corresponding to eigenvalue q
4Nλ. By Lemma 3.2,
νyz
2v = q4z2νyv = q
4(N+1)λz2v.
By the maximality of N , q4(N+1)λ is not an eigenvalue for νy, so z
2v = 0. By Lemma 3.4,
0 = x2z2v = (1− q2(q + q−1)νy + q
4ν2y)v
= (1− q4N+2(q + q−1)λ+ q8N+4λ2)v
= (1− q4N+3λ)(1− q4N+1λ)v.
Therefore λ ∈ {q−(4N+3), q−(4N+1)}.
Now let w ∈ V be a nonzero eigenvector for νy corresponding to eigenvalue q
−4Mλ. By
Lemma 3.2,
νyx
2w = q−4x2νyw = q
−4(M+1)λx2w.
By the maximality of M , q−4(M+1)λ is not an eigenvalue for νy, so x
2w = 0. By Lemma 3.4,
0 = z2x2w = (1− q−2(q + q−1)νy + q
−4ν2y)w
= (1− q−4M−2(q + q−1)λ+ q−8M−4λ2)w
= (1− q−4M−3λ)(1− q−4M−1λ)w.
Therefore λ ∈ {q4M+3, q4M+1}. However, since −(4N + 3),−(4N + 1) are negative, 4M +
3, 4M + 1 are positive, and q is not a root of unity, it cannot be the case that λ ∈
{q−(4N+3), q−(4N+1)} and λ ∈ {q4M+3, q4M+1}. This is a contradiction. Therefore the ac-
tion of νy on V is nilpotent.
A similar argument shows that the actions of νx and νz on V are nilpotent.
Lemma 8.2. Let V denote a finite-dimensional A-module. Then the kernel of the νy-action
on V contains a common eigenvector for z2 and νyνx.
Proof. Let W denote the kernel of the νy-action on V . By Lemma 8.1, νy acts nilpotently
on V , so W 6= 0. It suffices to show that W is fixed by both z2 and νyνx and that z
2 and
νyνx commute on W .
Let w ∈ W . By Lemma 3.4,
0 = z2νyw = q
−4νyz
2w.
Therefore νyz
2w = 0, so z2w ∈ W .
By Lemma 3.9,
q−3ν2yνxw − (q + q
−1)νyνxνyw + q
3νxν
2
yw = (q
2 − q−2)(q − q−1)νyw. (8.1)
Since νyw = 0, the equation (8.1) simplifies to q
−3ν2yνxw = 0. Then νy(νyνxw) = 0, so
νyνxw ∈ W . Therefore W is fixed by both z
2 and νyνx.
By Lemma 3.4,
z2νyνx = q
−4νyz
2νx = νyνxz
2.
Therefore z2 and νyνx commute in A, so they commute on W . The result follows.
For the rest of this section, the following notation will be in effect.
Notation 8.3. Let V denote a finite-dimensional irreducible A-module. By Lemma 8.2,
there exists 0 6= v0 ∈ V such that νyv0 = 0 and v0 is a common eigenvector for z
2 and νyνx.
Define vi = ν
i
xv0 for i ∈ N. Define v−1 = 0. Since νx is nilpotent, only finitely many vi are
nonzero. Let d ∈ N be maximal such that vd 6= 0.
We will show that {vi}
d
i=0 is a basis for V . To do this, we consider the actions of certain
elements of A on {vi}
d
i=0.
Lemma 8.4. With reference to Notation 8.3, there exists 0 6= λ ∈ K such that z2vi = q
4iλvi
for 0 ≤ i ≤ d.
Proof. Since v0 is an eigenvector for z
2, there exists λ ∈ K such that z2v0 = λv0. By Lemma
3.4, for all 0 ≤ i ≤ d,
z2vi = z
2νixv0 = q
4iνixz
2v0 = q
4iλνixv0 = q
4iλvi.
Suppose that λ = 0. Then by Lemma 3.5,
0 = x2z2v0 =
(
1− q2(q + q−1)νy + q
4ν2y
)
v0 = v0.
Since v0 6= 0, this is a contradiction. Therefore λ 6= 0.
Lemma 8.5. With reference to Notation 8.3, νyvi ∈ span{vi−1} for 0 ≤ i ≤ d.
Proof. We proceed by induction on i. Since νyv0 = 0, νyv0 ∈ span{v−1}. Since v0 is an
eigenvector of νyνx, νyv1 = νyνxv0 ∈ span{v0}.
Now let 2 ≤ m ≤ d and assume that νyvi ∈ span{vi−1} for 0 ≤ i < m. We show that
νyvm ∈ span{vm−1}. Multiplying by ν
m−2
x on the right on both sides of (3.30), we have
νyν
m
x = q
3(q2 − q−2)(q − q−1)νm−1x − q
6ν2xνyν
m−2
x + q
3(q + q−1)νxνyν
m−1
x . (8.2)
Applying both sides of (8.2) to v0, we have
νyvm = q
3(q2 − q−2)(q − q−1)vm−1 − q
6ν2xνyvm−2 + q
3(q + q−1)νxνyvm−1. (8.3)
By the induction hypothesis, νyvm−2 is a scalar multiple of vm−3, so ν
2
xνyvm−2 is a scalar
multiple of vm−1. Similarly, νyvm−1 is a scalar multiple of vm−2, so νxνyvm−1 is a scalar
multiple of vm−1. Therefore, the right-hand side of (8.3) is a scalar multiple of vm−1, so
νyvm ∈ span{vm−1}.
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Lemma 8.6. With reference to Notation 8.3, {vi}
d
i=0 is a basis for V .
Proof. By Lemma 8.4, the elements of {vi}
d
i=0 are eigenvectors for z
2 corresponding to dis-
tinct eigenvalues, so they are linearly independent. Thus, it remains to show that {vi}
d
i=0
span V .
Let V ′ = span{vi}
d
i=0. We show that V
′ = V . By Lemma 4.3, νx, νy, νz generate A. Thus, it
suffices to show that V ′ is fixed by νx, νy, νz.
By Notation 8.3, V ′ is fixed by νx. By Lemma 8.5, V
′ is fixed by νy. To show that V
′ is
fixed by νz, we consider the z
2-action on V ′. By Lemma 8.4, there exists λ 6= 0 such that
z2vi = q
4iλvi for 0 ≤ i ≤ d. Then by Lemma 3.6,
νzvi = q
−4iλ−1νzz
2vi = q
−4iλ−1
(
q−1z2 − q−1 + q−2νx + q
2νy − qνxνy
)
vi. (8.4)
The right-hand side of (8.4) is contained in V ′ since V ′ is fixed by νx, νy, and z
2. Therefore
V ′ is fixed by νz. The result follows.
We now compute the actions of the elements νx, νy, νz, x
2, y2, z2 of A on {vi}
d
i=0. It is conve-
nient for us to start with νx, νy, z
2.
Theorem 8.7. With reference to Notation 8.3, the elements νx, νy, z
2 of A act on the basis
{vi}
d
i=0 for V in the following way. For 0 ≤ i ≤ d,
νxvi = vi+1, (8.5)
νyvi = (q
2i − 1)(q2(i−d−1) − 1)vi−1, (8.6)
z2vi = q
4i−2dvi, (8.7)
where v−1 = vd+1 = 0.
Proof. Observe that (8.5) holds by Notation 8.3. By Lemma 8.4, there exists 0 6= λ ∈ K such
that z2vi = q
4iλvi for 0 ≤ i ≤ d. By Lemma 8.5, there exist αi ∈ K such that νyvi = αivi−1
for 0 ≤ i ≤ d. Since v−1 = vd+1 = 0, we set α0 = αd+1 = 0. To verify (8.6) and (8.7), it
suffices to show that λ = q−2d and αi = (q
2i − 1)(q2(i−d−1) − 1) for 0 ≤ i ≤ d.
By Lemma 3.7,
q4iλvi = z
2vi =
(
1−
qνxνy − q
−1νyνx
q − q−1
)
vi =
(
1−
qαi − q
−1αi+1
q − q−1
)
vi.
This yields the following recurrence:
αi+1 = q
2αi + (q
2 − 1)(q4iλ− 1) (0 ≤ i ≤ d). (8.8)
It is easily verified that the solution to the recurrence (8.8) with initial condition α0 = 0 is
αi = 1− q
2i + λ(q4i−2 − q2i−2) (0 ≤ i ≤ d). (8.9)
Setting i = d+ 1 in (8.9) and factoring, we get
αd+1 = (1− q
2(d+1))(1− λq2d).
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Since αd+1 = 0, this gives λ = q
−2d. Plugging λ = q−2d into (8.9), we get
αi = 1− q
2i + q−2d(q4i−2 − q2i−2)
= (q2i − 1)(q2(i−d−1) − 1).
The result follows.
Lemma 8.8. With reference to Notation 8.3, the elements x2, y2, νz of A act on the basis
{vi}
d
i=0 in the following way. For 0 ≤ i ≤ d,
(i) x2vi is a linear combination of vi−2, vi−1, vi with the following coefficients:
term coefficient
vi−2 q
4(q2i − 1)(q2(i−d−1) − 1)(q2(i−1) − 1)(q2(i−d−2) − 1)
vi−1 −q
2(q + q−1)(q2i − 1)(q2(i−d−1) − 1)
vi q
2d−4i
(ii) y2vi is a linear combination of vi, vi+1, vi+2 with the following coefficients:
term coefficient
vi q
2d−4i
vi+1 −q
2d−4i−2(q + q−1)
vi+2 q
2d−4i−4
(iii) νzvi is a linear combination of vi−1, vi, vi+1 with the following coefficients:
term coefficient
vi−1 (q
−2i − 1)(q−2(i−d−1) − 1)
vi q
2d−2i+1 + q−2i−1 − q2d−4i+1 − q2d−4i−1
vi+1 q
2d−4i−2
Proof. By Theorem 8.7, we have z2vi = q
4i−2dvi for 0 ≤ i ≤ d. Thus, φvi = q
2d−4iφz2vi for
each φ ∈ {x2, y2, νz}. Then by Lemma 3.5 and Lemma 3.6,
x2vi = q
2d−4ix2z2vi = q
2d−4i
(
1− q2(q + q−1)νy + q
4ν2y
)
vi,
y2vi = q
2d−4iy2z2vi = q
2d−4i
(
1− q−2(q + q−1)νx + q
−4ν2x
)
vi,
νzvi = q
2d−4iνzz
2vi = q
2d−4i
(
q−1z2 − q−1 + q−2νx + q
2νy − qνxνy
)
vi.
The result follows by simplifying these equations using Theorem 8.7.
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Theorem 8.9. The A-module V from Notation 8.3 is isomorphic to the A-module L(d)
from Definition 7.2. An isomorphism is given by vi 7→ γiui, where γ0 = 1 and γi+1/γi =
q−1(1− q2(i+1)) for 0 ≤ i ≤ d− 1.
Proof. Let φ : V → L(d) be the map defined by vi 7→ γiui. Since q is not a root of unity, φ
is a vector space isomorphism. To show that φ is an A-module isomorphism, it suffices to
show that φνη = νηφ for all η ∈ {x, y, z}.
By Lemma 6.2 and Theorem 8.7,
φνxvi = φvi+1 = γi+1ui+1 = γiq
−1(1− q2(i+1))ui+1,
νxφvi = γiνxui = γiq
−1(1− q2(i+1))ui+1.
Thus φνx = νxφ.
By Lemma 6.2 and Theorem 8.7,
φνyvi = (q
2i − 1)(q2(i−d−1) − 1)φvi−1 = γi−1(q
2i − 1)(q2(i−d−1) − 1)ui−1,
νyφvi = γiνyvi = γiq(1− q
2i−d−1)ui−1 = γi−1(q
2i − 1)(q2(i−d−1) − 1)ui−1.
Thus φνy = νyφ.
By Lemma 6.2 and Lemma 8.8, φνzvi is a linear combination of ui−1, ui, ui+1 with the fol-
lowing coefficients:
term coefficient
ui−1 γi−1(q
−2i − 1)(q−2(i−d−1) − 1)
ui γi(q
2d−2i+1 + q−2i−1 − q2d−4i+1 − q2d−4i−1)
ui+1 γi+1q
2d−4i−2
and νzφvi is a linear combination of ui−1, ui, ui+1 with the following coefficients:
term coefficient
ui−1 γiq
2d−4i+3(1− q2(i−d−1))
ui γi(q
2d−2i+1 + q−2i−1 − q2d−4i+1 − q2d−4i−1)
ui+1 γiq
2d−4i−3(1− q2(i+1))
Using γi+1/γi = q
−1(1 − q2(i+1)), we see that these coefficients are equal. Thus φνz = νzφ.
The result follows.
Corollary 8.10. For d ∈ N, up to isomorphism there exists a unique irreducible A-module
of dimension d+ 1.
Theorem 8.11. Let V denote an irreducible A-module of dimension d+ 1.
(i) If char K = 2, then V extends to a unique irreducible Uq(sl2)-module.
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(ii) If char K 6= 2, then V extends to two non-isomorphic irreducible Uq(sl2)-modules.
Proof. By Corollary 8.10, V is isomorphic to the A-module L(d) from Definition 7.2. Thus
the Uq(sl2)-modules L(d, 1) and L(d,−1) from Lemma 6.1 extend V . LetW be an irreducible
Uq(sl2)-module that extends V . Then W has dimension d + 1, so by Lemma 6.1, W is
isomorphic to L(d, 1) or L(d,−1). Therefore, up to isomorphism, L(d, 1) and L(d,−1) are
the unique irreducible Uq(sl2)-modules that extend V . Observe that L(d, 1) and L(d,−1)
are isomorphic as Uq(sl2)-modules if and only if char K = 2, so the result follows.
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9 Appendix
In this appendix, we give the explicit reduction rules used in the proof of Lemma 5.12. For
each forbidden A′-word w of length 2, the reduction rule for w is an equation that expresses
w as a linear combination of allowed A′-words of length 0, 1, 2. For each forbidden A′-
word g1g2, the linear combination given by the reduction rule contains exactly one allowed
A-prime-word of length 2, which we denote by g˜1g˜2.
Forbidden word g1g2 Reduction rule for g1g2 g˜1g˜2
ν2x ν
2
x = q
4y2z2 + q2(q + q−1)νx − q
4 y2z2
νxνy νxνy = −q
−1νzz
2 + q−2z2 + q−3νx + qνy − q
−2 νzz
2
νxνz νxνz = q
2νzνx + (q
2 − 1)y2 − (q2 − 1) νzνx
νxx
2 νxx
2 = x2νx − (q
2 − q−2)νy + (q
2 − q−2)νz x
2νx
νxy
2 νxy
2 = q4y2νx y
2νx
νyνx νyνx = −qνzz
2 + q2z2 + q−1νx + q
3νy − q
2 νzz
2
ν2y ν
2
y = q
−4x2z2 + q−2(q + q−1)νy − q
−4 x2z2
νyνz νyνz = −q
−1x2νx + q
−2x2 + qνy + q
−3νz − q
−2 x2νx
νyx
2 νyx
2 = q−4x2νy x
2νy
νyy
2 νyy
2 = −qνzνx + q
−1y2 + q−2νz + q
2νx − q
−1 νzνx
νzνy νzνy = −qx
2νx + q
2x2 + q3νy + q
−1νz − q
2 x2νx
ν2z ν
2
z = q
4x2y2 + q2(q + q−1)νz − q
4 x2y2
νzx
2 νzx
2 = q4x2νz x
2νz
y2νy y
2νy = −qνzνx + q
−1y2 + q2νz + q
−2νx − q
−1 νzνx
y2νz y
2νz = q
4νzy
2 νzy
2
y2x2 y2x2 = q8x2y2 + (q6 − q2)(q + q−1)νz + (1− q
8) x2y2
z2νx z
2νx = q
4νxz
2 νxz
2
z2νy z
2νy = q
−4νyz
2 νyz
2
z2νz z
2νz = νzz
2 + (q2 − q−2)νx − (q
2 − q−2)νy νzz
2
z2x2 z2x2 = q−8x2z2 + (q−6 − q−2)(q + q−1)νy + (1− q
−8) x2z2
z2y2 z2y2 = q8y2z2 + (q6 − q2)(q + q−1)νx + (1− q
8) y2z2
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