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Abstract
This paper is concerned with the asymptotic stability of degenerate stationary waves for viscous con-
servation laws in the half space. It is proved that the solution converges to the corresponding degenerate
stationary wave at the rate t−α/4 as t → ∞, provided that the initial perturbation is in the weighted space
L2α = L2(R+; (1 + x)α) for α < αc(q) := 3 + 2/q, where q is the degeneracy exponent. This restriction
on α is best possible in the sense that the corresponding linearized operator cannot be dissipative in L2α
for α > αc(q). Our stability analysis is based on the space-time weighted energy method combined with
a Hardy type inequality with the best possible constant.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
We study the stability problem of degenerate stationary waves for viscous conservation laws
in the half space x > 0:
ut + f (u)x = uxx,
u(0, t) = −1, u(x,0) = u0(x). (1.1)
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2 S. Kawashima, K. Kurata / Journal of Functional Analysis 257 (2009) 1–19Here the initial function is assumed to satisfy u0(x) → 0 as x → ∞, and f (u) is a smooth
function of the form
f (u) = 1
q
(−u)q+1(1 + g(u)), f ′′(u) > 0 for −1 u < 0, (1.2)
where q is a positive integer (degeneracy exponent) and g(u) = O(|u|) for u → 0. Since f (0) =
f ′(0) = 0 and f (u) is strictly convex for −1 u < 0, we see that f (u) > 0 for −1 u < 0. In
particular, we have 1 + g(u) > 0 for −1 u 0. In this situation, the corresponding stationary
problem admits a unique solution φ(x) (called degenerate stationary wave), which verifies
φx = f (φ),
φ(0) = −1, φ(x) → 0 as x → ∞. (1.3)
We see easily that φ(x) behaves like φ(x) ∼ −(1 + x)−1/q . In particular, we have φ(x) =
−(1 + x)−1/q when g(u) ≡ 0.
To discuss the stability of the degenerate stationary wave φ(x), we introduce the perturba-
tion v by u(x, t) = φ(x) + v(x, t) and rewrite the problem (1.1) as
vt +
(
f (φ + v) − f (φ))
x
= vxx,
v(0, t) = 0, v(x,0) = v0(x), (1.4)
where v0(x) = u0(x) − φ(x), and v0(x) → 0 as x → ∞. The stability of degenerate stationary
waves was first studied in [15]. It was proved in [15] that if the initial perturbation v0(x) is in
the weighted space L2α , then the perturbation v(x, t) decays in L2 at the rate t−α/4 as t → ∞,
provided that α < α∗(q), where
α∗(q) :=
(
q + 1 +
√
3q2 + 4q + 1 )/q.
The decay rate t−α/4 obtained in [15] would be optimal but the restriction α < α∗(q) was not
very sharp. The main purpose of this paper is to relax this restriction. Indeed, by employing the
space–time weighted energy method in [15] and by applying a Hardy type inequality with the
best possible constant (see Proposition 2.3), we show the same decay rate t−α/4 under the weaker
restriction α < αc(q) := 3 + 2/q (see Theorem 4.1). Notice that α∗(q) < αc(q). It is interesting
to note that a similar restriction on the weight is imposed also for the stability of degenerate
shock profiles (see [10]). We remark that our stability result for degenerate stationary waves is
completely different from those for non-degenerate case. In fact, for non-degenerate stationary
waves, we have the better decay rate t−α/2 for the perturbation without any restriction on α.
See [4–6,14,16] for the details. See also [2,7,9,11] for the related stability results for stationary
waves.
In this paper we also discuss the dissipativity of the following linearized operator associated
with (1.4):
Lv = vxx −
(
f ′(φ)v
)
. (1.5)x
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uniformly dissipative in L2α for α < αc(q) but cannot be dissipative for α > αc(q) (see Theo-
rem 3.5). This suggests that the exponent αc(q) is the critical exponent of the stability problem
of degenerate stationary waves. This result on the characterization of the dissipativity of L is an
improvement on the previous one in [15] and is established by using a Hardy type inequality with
the best possible constant (see Proposition 2.3).
The contents of this paper are as follows. In Section 2 we introduce several Hardy type
inequalities and discuss the best possibility of their constants. In Section 3 we discuss the dis-
sipativity of the operator L in (1.5) in weighted L2 spaces. Finally in Section 4, we study the
nonlinear stability of degenerate stationary waves.
Notations. For 1  p ∞, Lp = Lp(R+) denotes the usual Lebesgue space on R+ = (0,∞)
with the norm ‖ · ‖Lp . Let s be a nonnegative integer. Then the Sobolev space Ws,p = Ws,p(R+)
is defined by Ws,p = {u ∈ Lp; ∂kxu ∈ Lp for k  s} with the norm ‖ · ‖Ws,p . When p = 2, we
write Hs = Ws,2.
Next we introduce weighted spaces. Let w = w(x) > 0 be a weight function defined on [0,∞)
such that w ∈ C0[0,∞). Then, for 1  p < ∞, we denote by Lp(w) the weighted Lp space
on R+ equipped with the norm
‖u‖Lp(w) :=
( ∞∫
0
∣∣u(x)∣∣pw(x)dx
)1/p
. (1.6)
The corresponding weighted Sobolev space Ws,p(w) is defined by Ws,p(w) = {u ∈ Lp(w);
∂kxu ∈ Lp(w) for k  s} with the norm ‖ · ‖Ws,p(w). Also, we denote by W 1,p0 (w) the completion
of C∞0 (R+) with respect to the norm
‖u‖
W
1,p
0 (w)
:= ‖∂xu‖Lp(w) =
( ∞∫
0
∣∣∂xu(x)∣∣pw(x)dx
)1/p
. (1.7)
When p = 2, we write Hs(w) = Ws,2(w) and H 10 (w) = W 1,20 (w). In the special case where
w = (1 + x)α with α ∈R, these weighted spaces are abbreviated as
Lpα = Lp
(
(1 + x)α),
Ws,pα = Ws,p
(
(1 + x)α), W 1,pα,0 = W 1,p0 ((1 + x)α),
H sα = Hs
(
(1 + x)α), H 1α,0 = H 10 ((1 + x)α).
Let k be a nonnegative integer. Then, for an interval I ⊂ [0,∞) and a Banach space X on R+,
Ck(I ;X) denotes the space of k-times continuously differentiable functions on I with values
in X.
Finally, letters C and c in this paper denote positive generic constants which may vary from
line to line.
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Hardy’s inequality was first introduced by Hardy [1] and its best possible constant was given
by Landau [8]. Here we introduce several Hardy type inequalities which will be used in this
paper. The following first one is found in [13] but its best possible constant is not given explicitly
there.
Proposition 2.1. Let ψ ∈ C1[0,∞) and assume either
(1) ψ > 0, ψx > 0 and ψ(x) → ∞ for x → ∞; or
(2) ψ < 0, ψx > 0 and ψ(x) → 0 for x → ∞.
Then we have
∞∫
0
v2ψx dx  4
∞∫
0
v2x ψ
2/ψx dx (2.1)
for v ∈ C∞0 (R+) and hence for v ∈ H 10 (w) with w = ψ2/ψx . Here 4 is the best possible constant,
and there is no function v ∈ H 10 (w), v = 0, which attains the equality in (2.1).
Proof. Let v ∈ C∞0 (R+). A simple calculation gives
(
v2ψ
)
x
= v2ψx + 2vvxψ = 12v
2ψx + 12 (v + 2vxψ/ψx)
2ψx − 2v2xψ2/ψx. (2.2)
Integrating (2.2) in x, we obtain
∞∫
0
v2ψx dx +
∞∫
0
(v + 2vxψ/ψx)2 dx = 4
∞∫
0
v2xψ
2/ψx dx, (2.3)
which gives the desired inequality (2.1).
It follows from (2.3) that the equality in (2.1) holds if and only if v+2vxψ/ψx ≡ 0. This gives
v = C1|ψ |−1/2 for some constant C1. But, if C1 = 0, this v is not in H 10 (w) with w = ψ2/ψx . In
fact, in the case (1), we have vx = − 12C1ψ−3/2ψx and hence
∞∫
0
v2xw dx =
1
4
C21
∞∫
0
ψ−1ψx dx = 14C
2
1
[
logψ(x)
]∞
x=0 = ∞.
The case (2) can be treated similarly. Thus we conclude that there is no function v ∈ H 10 (w),
v = 0, which attains the equality in (2.1).
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on the computation in [8]. First, we consider the case (1). Let us fix a > 0. Let  > 0 be a small
parameter and put
v(x) =
⎧⎨
⎩
0, 0 x < a,
(x − a)ψ(x)−1/2−, a < x < a + 1,
ψ(x)−1/2−, a + 1 < x.
(2.4)
Then we have
∞∫
0
(
v
)2
ψx dx =
a+1∫
a
(x − a)2ψ−1−2ψx dx +
∞∫
a+1
ψ−1−2ψx dx
=: I1 + I2.
Here we see that I1 = O(1) for  → 0 and
I2 =
[
− 1
2
ψ(x)−2
]∞
x=a+1
= 1
2
ψ(a + 1)−2 .
On the other hand, we have
vx(x) =
⎧⎨
⎩
0, 0 x < a,
ψ(x)−1/2− − (1/2 + )(x − a)ψ(x)−3/2−ψx(x), a < x < a + 1,
−(1/2 + )ψ(x)−3/2−ψx(x), a + 1 < x.
Therefore we get
∞∫
0
(
vx
)2
ψ2/ψx dx =
a+1∫
a
{
ψ−1/2− − (1/2 + )(x − a)ψ−3/2−ψx
}2
ψ2/ψx dx
+ (1/2 + )2
∞∫
a+1
ψ−1−2ψx dx =: J1 + J2.
Here we find that J1 = O(1) for  → 0 and J2 = (1/2 + )2 12 ψ(a + 1)−2 . Consequently, we
obtain
∫∞
0 (v

x)
2ψ2/ψx dx∫∞
0 (v
)2ψx dx
= O(1) + (1/2 + )
2 1
2 ψ(a + 1)−2
O(1) + 12 ψ(a + 1)−2
= O() + (1/2 + )
2ψ(a + 1)−2
O() + ψ(a + 1)−2 −→
1
4
for  → 0. This shows that 4 in (2.1) is the best possible constant.
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tion v(x) as
v(x) =
⎧⎨
⎩
0, 0 x < a,
(x − a)(−ψ(x))−1/2−, a < x < a + 1,
(−ψ(x))−1/2−, a + 1 < x,
but we omit the details. This completes the proof of Proposition 2.1. 
We have the Lp version of Proposition 2.1.
Proposition 2.2. Let ψ be the same as in Proposition 2.1. Let 1 < p < ∞. Then we have
∞∫
0
|v|pψx dx  pp
∞∫
0
|vx |p|ψ |p/ψ p−1x dx (2.5)
for v ∈ C∞0 (R+) and hence for v ∈ W 1,p0 (w) with w = |ψ |p/ψp−1x . Here pp is the best possible
constant, and there is no function v ∈ W 1,p0 (w), v = 0, which attains the equality in (2.5).
Proof. Let 1 < p < ∞ and v ∈ C∞0 (R+). A simple calculation gives
(|v|pψ)
x
= |v|pψx + p|v|p−2vvxψ
= 1
p
(|v|pψx − pp|vx |p|ψ |p/ψp−1x )+ R, (2.6)
where
R =
(
1 − 1
p
)
|v|pψx + 1
p
pp|vx |p|ψ |p/ψp−1x + p|v|p−2vvxψ.
Integrating (2.6) in x, we obtain
∞∫
0
|v|pψx dx + p
∞∫
0
Rdx = pp
∞∫
0
|vx |p|ψ |p/ψ p−1x dx. (2.7)
Here we see that
−p|v|p−2vvxψ  p|v|p−1|vx ||ψ |
= (|v|p−1ψ(p−1)/px )(p|vx ||ψ |/ψ(p−1)/px )

(
1 − 1
)
|v|pψx + 1 pp|vx |p|ψ |p/ψp−1x ,p p
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|v|p−1ψ(p−1)/px and B = p|vx ||ψ |/ψ(p−1)/px . Thus we have R  0. This together with (2.7)
gives the desired inequality (2.5).
It follows from (2.7) that the equality in (2.5) holds if and only if R ≡ 0. This is the case
where vvxψ  0 and |v|pψx ≡ pp|vx |p|ψ |p/ψp−1x . This is equivalent to pvxψ ≡ −vψx and
hence we have v = C1|ψ |−1/p for some constant C1. A simple computation shows that when
C1 = 0, this v is not in W 1,p0 (w) with w = |ψ |p/ψp−1x . Thus we conclude that there is no
function v ∈ W 1,p0 (w), v = 0, which attains the equality in (2.5).
The best possibility of the constant pp is proved in the same way as in the proof of Proposi-
tion 2.1. For example, in the case (1), we take the test function as
v(x) =
⎧⎨
⎩
0, 0 x < a,
(x − a)ψ(x)−1/p−, a < x < a + 1,
ψ(x)−1/p−, a + 1 < x,
(2.8)
where a > 0 is fixed and  > 0 is a small parameter. Then we see that
∫∞
0 |vx |p|ψ |p/ψp−1x dx∫∞
0 |v |pψx dx
= O(1) + (1/p + )
p 1
p
ψ(a + 1)−p
O(1) + 1
p
ψ(a + 1)−p
= O() + (1/p + )
pψ(a + 1)−p
O() + ψ(a + 1)−p −→
1
pp
for  → 0. This shows that pp in (2.5) is the best possible constant. Thus the proof of Proposi-
tion 2.2 is complete. 
The following variant of Proposition 2.1 is useful in our application.
Proposition 2.3. Let φ ∈ C1[0,∞), φ < 0, φx > 0, and φ(x) → 0 for x → ∞. Let σ ∈ R with
σ = 0, and define the weight functions w and w1 by
w = (−φ)−σ+1/φx, w1 = (−φ)−σ−1φx. (2.9)
Then we have
∞∫
0
v2w1 dx 
4
σ 2
∞∫
0
v2xw dx (2.10)
for v ∈ H 10 (w). Here 4/σ 2 is the best possible constant, and there is no function v ∈ H 10 (w),
v = 0, which attains the equality in (2.10).
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and ψ(x) → ∞ as x → ∞. This corresponds to the case (1) of Proposition 2.1. Since ψ2/ψx =
(1/σ)(−φ)−σ+1/φx , by applying Proposition 2.1, we have
σ
∞∫
0
v2(−φ)−σ−1φx dx  4
σ
∞∫
0
v2x(−φ)−σ+1/φx dx.
This gives (2.10) and hence the proof of Proposition 2.3 is complete for σ > 0.
When σ < 0, we put ψ = −(−φ)−σ < 0. Then, applying the case (2) of Proposition 2.1, we
get the desired conclusion also for σ < 0. This completes the proof of Proposition 2.3. 
As a simple corollary of Proposition 2.3, we have:
Corollary 2.4. Let α ∈R with α = 1. Then we have
‖v‖L2α−2 
2
|α − 1| ‖vx‖L2α (2.11)
for v ∈ H 1α,0 = H 10 ((1 + x)α). Here the constant 2/|α − 1| is the best possible, and there is no
function v ∈ H 1α,0, v = 0, which attains the equality in (2.11).
Proof. Let φ = −(1 + x)−1/q with q > 0. Then we see that φ < 0, φx = (1/q)(1 + x)−1/q−1 =
(1/q)(−φ)q+1 > 0, and φ(x) → 0 as x → ∞. Now we apply Proposition 2.3. Since
w = (−φ)−σ+1/φx = q(−φ)−σ−q = q(1 + x)σ/q+1,
w1 = (−φ)−σ−1φx = 1
q
(−φ)−σ+q = 1
q
(1 + x)σ/q−1, (2.12)
we have from (2.10) that
1
q
∞∫
0
v2(1 + x)σ/q−1 dx  4q
σ 2
∞∫
0
v2x (1 + x)σ/q+1 dx
for v ∈ H 1σ/q+1,0. Thus we have
‖v‖2
L2σ/q−1
 4q
2
σ 2
‖vx‖2L2σ/q+1 , (2.13)
for v ∈ H 1σ/q+1,0. This together with σ = (α − 1)q gives the desired inequality (2.11). This
completes the proof. 
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We discuss the dissipativity of the operator L defined by (1.5) in the weighted space L2(w).
For this purpose, we first review the basic properties of the degenerate stationary wave φ(x)
(see [9] for the details).
Lemma 3.1. Suppose that f (u) satisfies (1.2). Then the stationary wave φ(x), which is a solution
of (1.3), verifies the following properties: φ ∈ C∞[0,∞), and
−1 φ(x) < 0, φx(x) > 0, φ(x) → 0 for x → ∞. (3.1)
Moreover, we have
c(1 + x)−1/q −φ(x) C(1 + x)−1/q . (3.2)
Now, let w > 0 be a weight function depending only on x such that w ∈ C2[0,∞) and we
calculate the inner product 〈Lv,v〉L2(w) for v ∈ C∞0 (R+), where
〈u,v〉L2(w) :=
∞∫
0
uvwdx. (3.3)
We multiply (1.5) by v. Then a simple computation gives
(Lv)v =
(
vvx − 12f
′(φ)v2
)
x
− v2x −
1
2
f ′′(φ)φxv2.
Multiplying by w, we obtain
(Lv)vw =
{(
vvx − 12f
′(φ)v2
)
w − 1
2
v2wx
}
x
− v2xw +
1
2
v2
(
wxx + wxf ′(φ) − wf ′′(φ)φx
)
. (3.4)
Now we choose the weight function w and the corresponding w1 in terms of the degenerate
stationary wave φ by (2.9), where σ ∈ R. Then we have w = (−φ)−σ+1/f (φ) by φx = f (φ).
Differentiating this expression with respect to x and using φx = f (φ) several times, we find by
direct computations that
wx = (σ − 1)(−φ)−σ − (−φ)−σ+1f ′(φ)/f (φ),
wxx = σ(σ − 1)(−φ)−σ−1f (φ) − (σ − 1)(−φ)−σ f ′(φ)
− (−φ)−σ+1(f ′′(φ) − f ′(φ)2/f (φ)).
Consequently, we arrive at the expression
10 S. Kawashima, K. Kurata / Journal of Functional Analysis 257 (2009) 1–19wxx + wxf ′(φ) − wf ′′(φ)φx = σ(σ − 1)(−φ)−σ−1f (φ) − 2(−φ)−σ+1f ′′(φ)
= {σ(σ − 1) − 2(−φ)2f ′′(φ)/f (φ)}(−φ)−σ−1f (φ)
= 2(c1(σ ) − r(φ))w1, (3.5)
where w1 is given in (2.9) and
c1(σ ) := σ(σ − 1)/2 − q(q + 1),
r(u) := (−u)2f ′′(u)/f (u) − q(q + 1). (3.6)
Substituting (3.5) into (3.4) and integrating with respect to x, we get the following conclusion.
Claim 3.2. Let φ be the degenerate stationary wave and define the weight functions w and w1
by (2.9) with σ ∈R. Then the operator L defined in (1.5) verifies
〈Lv,v〉L2(w) = −‖vx‖2L2(w) + c1(σ )‖v‖2L2(w1) −
∞∫
0
v2r(φ)w1 dx (3.7)
for v ∈ C∞0 (R+) and hence for v ∈ H 10 (w), where c1(σ ) and r(φ) are given in (3.6).
To discuss the dissipativity of L, we need to estimate the term r(φ) in (3.7). By straightforward
computations, using (3.6) and (1.2), we see that
r(u) = (−u){(−u)g′′(u) − 2(q + 1)g′(u)}/(1 + g(u)). (3.8)
This shows that r(u) = O(|u|) for u → 0. In particular, we have r(u) ≡ 0 if g(u) ≡ 0. With these
preparations, we have the following result on the characterization of the dissipativity of L.
Theorem 3.3. Assume (1.2). Let φ be the degenerate stationary wave and L be the operator
defined in (1.5). Let w and w1 be the weight functions in (2.9) with the parameter σ ∈ R. Then
we have:
(1) Let −2q < σ < 2(q + 1). Then, under the additional assumption that r(u)  0 for −1 
u  0, the operator L is uniformly dissipative in L2(w). Namely, there is a positive con-
stant δ such that
〈Lv,v〉L2(w) −δ
(‖vx‖2L2(w) + ‖v‖2L2(w1)) (3.9)
for v ∈ H 10 (w).
(2) Let σ > 2(q + 1) or σ < −2q . Then the operator L cannot be dissipative in L2(w). Namely,
we have 〈Lv,v〉L2(w) > 0 for some v ∈ H 10 (w) with v = 0.
Remark 3.4. In (1) of this theorem, we have assumed that r(u)  0 for −1  u  0. In view
of (3.8), this additional condition is satisfied if g(u) in (1.2) is of the form g(u) = G(−u), where
G′(η) 0 and G′′(η) 0 for 0 η  1. The simplest example of such a g(u) is g(u) = (−u)m
with a nonnegative integer m.
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in Proposition 2.3.
Let −2q < σ < 2(q + 1). This is equivalent to c1(σ ) < σ 2/4. Therefore we can choose δ > 0
so small that δ(1 + σ 2/4) σ 2/4 − c1(σ ). Since r(φ) 0 by the additional assumption on r(u)
and since (σ 2/4)‖v‖2
L2(w1)
 ‖vx‖2L2(w) by the Hardy type inequality (2.10), we have from (3.7)
that
〈Lv,v〉L2(w) −‖vx‖2L2(w) + c1(σ )‖v‖2L2(w1)
= −δ‖vx‖2L2(w) − (1 − δ)‖vx‖2L2(w) + c1(σ )‖v‖2L2(w1)
−δ‖vx‖2L2(w) −
{
(1 − δ)σ 2/4 − c1(σ )
}‖v‖2
L2(w1)
−δ(‖vx‖2L2(w) + ‖v‖2L2(w1))
for v ∈ C∞0 (R+) and hence for v ∈ H 10 (w), where we used the fact that (1− δ)σ 2/4−c1(σ ) δ.
This completes the proof of the uniform dissipative case (1).
Next we consider the case where σ > 2(q + 1); the case σ < −2q can be treated similarly
and we omit the argument in this latter case. When σ > 2(q + 1), we have c1(σ ) > σ 2/4. Then
we choose δ > 0 so small that c1(σ ) σ 2/4+ 3δ. Since r(u) = O(|u|) for u → 0 and φ(x) → 0
for x → ∞, we take a = a(δ) > 0 so large that |r(φ)| δ for x  a. For this choice of a and for
 > 0, we take a test function v as in (2.4):
v(x) =
⎧⎨
⎩
0, 0 x < a,
(x − a)(−φ(x))σ(1/2+), a < x < a + 1,
(−φ(x))σ(1/2+), a + 1 < x.
(3.10)
Then we have ∣∣∣∣∣
∞∫
0
(
v
)2
r(φ)w1 dx
∣∣∣∣∣ δ
∞∫
a
(
v
)2
w1 dx = δ
∥∥v∥∥2
L2(w1)
,
so that we have from (3.7) that
〈
Lv, v
〉
L2(w) −
∥∥vx∥∥2L2(w) + (c1(σ ) − δ)∥∥v∥∥2L2(w1). (3.11)
Here, a direct computation shows that
∥∥v∥∥2
L2(w1)
=
a+1∫
a
(x − a)2(−φ)2σ−1φx dx +
∞∫
a+1
(−φ)2σ−1φx dx
= O(1) + 1
2σ
(−φ(a + 1))2σ
for  → 0, where the term denoted by O(1) depends on δ. Similarly, we have
∥∥vx∥∥2L2(w) = O(1) + σ 2(1/2 + )2 1 (−φ(a + 1))2σ2σ
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‖vx‖2L2(w)
‖v‖2
L2(w1)
= O(1) + σ
2(1/2 + )2 12σ (−φ(a + 1))2σ
O(1) + 12σ (−φ(a + 1))2σ
= O() + σ
2(1/2 + )2(−φ(a + 1))2σ
O() + (−φ(a + 1))2σ −→
σ 2
4
for  → 0. Thus we have ‖vx‖2L2(w)/‖v‖2L2(w1)  σ
2/4 + δ for a suitably small  = (δ) > 0.
Consequently, we have from (3.11) that
〈Lv, v〉L2(w)
‖v‖2
L2(w1)
−
‖vx‖2L2(w)
‖v‖2
L2(w1)
+ c1(σ ) − δ
−(σ 2/4 + δ)+ c1(σ ) − δ  δ.
This completes the proof of the non-dissipative case (2). Thus the proof of Theorem 3.3 is com-
plete. 
Finally in this section, we consider the special case where g(u) ≡ 0 so that f (u) = 1
q
(−u)q+1.
In this case the degenerate stationary wave is given explicitly by φ(x) = −(1 + x)−1/q and the
operator L in (1.5) is reduced to L0 below:
L0v = vxx + q + 1
q
(
v
1 + x
)
x
. (3.12)
For this simplest case, we have the complete characterization of the dissipativity of the opera-
tor L0.
Theorem 3.5. Let αc(q) := 3 + 2/q . Then we have the complete characterization of the dissipa-
tivity of the operator L0 given in (3.12):
(1) Let −1 < α < αc(q). Then L0 is uniformly dissipative in L2α . Namely, there is a positive
constant δ such that
〈L0v, v〉L2α −δ
(‖vx‖2L2α + ‖v‖2L2α−2
) (3.13)
for v ∈ H 1α,0.
(2) Let α = αc(q) or α = −1. Then L0 is strictly dissipative in L2α . Namely, we have
〈L0v, v〉L2α < 0 for v ∈ H 1α,0 with v = 0.
(3) Let α > αc(q) or α < −1. Then L0 cannot be dissipative in L2α . Namely, we have
〈L0v, v〉L2α > 0 for some v ∈ H 1α,0 with v = 0.
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q
(−u)q+1 with g(u) ≡ 0. In this case we have φ(x) =
−(1 + x)−1/q and L = L0. Moreover, noting that r(u) ≡ 0, we have as a counterpart of (3.7),
〈L0v, v〉L2(w) = −‖vx‖2L2(w) + c1(σ )‖v‖2L2(w1), (3.14)
where w and w1 are the weight functions defined in (2.9) with σ ∈R, and c1(σ ) is given in (3.6).
In our special case, these weight functions are given explicitly by (2.12), so that we have
〈L0v, v〉L2(w) = q〈L0v, v〉L2σ/q+1 ,
‖vx‖L2(w) = q‖vx‖2L2σ/q+1 , ‖v‖L2(w1) =
1
q
‖v‖2
L2σ/q−1
. (3.15)
Now we put σ = (α − 1)q . First, let −1 < α < αc(q). This corresponds to the case where
−2q < σ < 2(q + 1), for which we have c1(σ ) < σ 2/4. Therefore, applying to (3.14) the same
arguments as in (1) of Theorem 3.3, we obtain
〈L0v, v〉L2(w) −δ
(‖vx‖2L2(w) + ‖v‖2L2(w1))
for some δ > 0. This inequality together with the relations in (3.15) (with σ = (α − 1)q) shows
the uniform dissipativity of L0 in L2α .
Second, let α = αc(q) or α = −1. This corresponds to the case where σ = 2(q + 1) or
σ = −2q . In this case we have c1(σ ) = σ 2/4. On the other hand, we have (σ 2/4)‖v‖2L2(w1) 
‖vx‖2L2(w) by the Hardy type inequality (2.10). Consequently, we get from (3.14) that
〈L0v, v〉L2(w)  0.
Here the equality holds if and only if (σ 2/4)‖v‖2
L2(w1)
= ‖vx‖2L2(w). However, we know
from Proposition 2.3 that such a v = 0 does not exist in H 10 (w). Thus we conclude that
〈L0v, v〉L2(w) < 0 for v ∈ H 10 (w) with v = 0, which together with (3.15) (with σ = (α − 1)q)
proves the strict dissipativity of L0 in L2α .
Finally, let α > αc(q) or α < −1. Then we have σ > 2(q +1) or σ < −2q and hence c1(σ ) >
σ 2/4. Therefore, applying to (3.14) the same arguments as in (2) of Theorem 3.3, we find that
〈L0v, v〉L2(w) > 0 for some v ∈ H 10 (w) with v = 0. This together with (3.15) (with σ = (α−1)q)
gives the desired conclusion of (3) of Theorem 3.5. This completes the proof. 
4. Nonlinear stability
The aim of this section is to prove the following stability result for the nonlinear problem (1.4)
that is a refinement of the result in [15].
Theorem 4.1. Assume (1.2). Suppose that v0 ∈ L2α ∩ L∞ for some α with 1  α < αc(q) :=
3 + q/2. Then there is a positive constant δ1 such that if ‖v0‖L21  δ1, then the problem (1.4) has
a unique global solution v ∈ C0([0,∞); L2α ∩ Lp) for each p with 2  p < ∞. Moreover, the
solution verifies the decay estimate∥∥v(t)∥∥
Lp
 C
(‖v0‖L2α + ‖v0‖L∞)(1 + t)−α/4−ν (4.1)
for t  0, where 2 p < ∞, ν = (1/2)(1/2 − 1/p), and C is a positive constant.
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inequality.
Proposition 4.2. Assume the same conditions as in Theorem 4.1. Let v be a solution to the
problem (1.4) with the initial data v0 ∈ L2α ∩ L∞, where 1 α < αc(q) := 3 + 2/q . Then there
is a positive constant δ2 such that if ‖v0‖L21  δ2, then we have∥∥v(t)∥∥
L21
 C‖v0‖L21 . (4.2)
Moreover, we have the following space–time weighted energy inequality:
(1 + t)γ ∥∥v(t)∥∥2
L2β
+
t∫
0
(1 + τ)γ (∥∥vx(τ )∥∥2L2β + ∥∥v(τ)∥∥2L2β−2)dτ
 C‖v0‖2L2β + γC
t∫
0
(1 + τ)γ−1∥∥v(τ)∥∥2
L2β
dτ (4.3)
for any γ  0 and β with 0 β  α, where the constant C is independent of γ and β .
Proof. The main part of the proof of this proposition is to derive the following space–time
weighted energy inequality:
(1 + t)γ ∥∥v(t)∥∥2
L2β
+
t∫
0
(1 + τ)γ (∥∥vx(τ )∥∥2L2β + ∥∥v(τ)∥∥2L2β−2)dτ
 C‖v0‖2L2β + γC
t∫
0
(1 + τ)γ−1∥∥v(τ)∥∥2
L2β
dτ + CSγβ (t) (4.4)
for any γ  0 and β with 0 β  α, where 1 α < αc(q) := 3 + 2/q , C is a constant indepen-
dent of γ and β , and
S
γ
β (t) =
t∫
0
(1 + τ)γ ∥∥v(τ)∥∥3
L3β−1
dτ. (4.5)
Once (4.4) is obtained, we can show the desired estimates (4.2) and (4.3) as follows. We observe
that
S
γ
β (t) C
t∫
(1 + τ)γ ∥∥v(τ)∥∥
L21
(∥∥vx(τ )∥∥2L2β + ∥∥v(τ)∥∥2L2β−2)dτ, (4.6)
0
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‖v‖3
L3β−1
 C‖v‖L21‖v‖L2β−2
(‖vx‖L2β + ‖v‖L2β−2),
where β ∈R. Now we put γ = 0 and β = 1 in (4.4) and define V (t) 0 by
V (t)2 = sup
0τt
∥∥v(τ)∥∥2
L21
+
t∫
0
(∥∥vx(τ )∥∥2L21 +
∥∥v(τ)∥∥2
L2−1
)
dτ.
Since S01(t) CV (t)3 by (4.6), we get the inequality V (t)2  C‖v0‖2L21 + CV (t)
3
. This can be
solved as V (t) C‖v0‖L21 , provided that ‖v0‖L21 is suitably small. Thus we obtain
∥∥v(t)∥∥2
L21
+
t∫
0
(∥∥vx(τ )∥∥2L21 +
∥∥v(τ)∥∥2
L2−1
)
dτ  C‖v0‖2L21, (4.7)
which gives the uniform estimate (4.2). Consequently, we have
Sβγ (t) C‖v0‖L21
t∫
0
(1 + τ)γ (∥∥vx(τ )∥∥2L2β + ∥∥v(τ)∥∥2L2β−2)dτ.
Substituting this estimate into (4.4) and assuming that ‖v0‖L21 is suitably small (say, ‖v0‖L21  δ2),
we arrive at the desired energy inequality (4.3).
It remains to prove the inequality (4.4). To this end, we recall the following uniform estimate:
∥∥v(t)∥∥
L∞ M∞, (4.8)
where M∞ = ‖v0‖L∞ + 2. This is an easy consequence of the maximum principle (see [5] for
the details).
Proof of (4.4) for β = 0. The proof is based on the time weighted L2 energy method. We multiply
Eq. (1.4) by v. This yields
(
1
2
v2
)
t
+ (F − vvx)x + v2x + G = 0, (4.9)
where
F = (f (φ + v) − f (φ))v −
v∫
0
(
f (φ + η) − f (φ))dη,
G =
v∫ (
f ′(φ + η) − f ′(φ))dη · φx. (4.10)
0
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F = 1
2
f ′(φ)v2 + O(|v|3), G = 1
2
f ′′(φ)φxv2 + φxO
(|v|3) (4.11)
for v → 0. Also, we observe that
φx = f (φ) = 1
q
(−φ)q+1(1 + O(|φ|)),
f ′′(φ) = (q + 1)(−φ)q−1(1 + O(|φ|))
for |φ| → 0 and that f ′′(φ) > 0 by (1.2). Therefore, noting (3.2) and (4.8), we have from (4.11)
that
G c(1 + x)−2v2 − C(1 + x)−1−1/q |v|3 (4.12)
for any x ∈R+. We integrate (4.9) over R+ and substitute (4.12) into the resulting equality. This
gives
1
2
d
dt
‖v‖2
L2 + ‖vx‖2L2 + c‖v‖2L2−2  C‖v‖
3
L3−1
.
We multiply this inequality by (1 + t)γ and integrate with respect t . This yields the desired
inequality (4.4) for β = 0.
Proof of (4.4) for β > 0. We apply the space–time weighted energy method employed in [15] (see
also [3]). Let w > 0 be a smooth weight function depending only on x, which will be specified
later. We multiply (4.9) by w, obtaining
(
1
2
v2w
)
t
+
{
(F − μvvx)w + 12v
2wx
}
x
+ v2xw −
(
1
2
v2wxx + Fwx − Gw
)
= 0. (4.13)
Here, using (4.11), we have
1
2
v2wxx + Fwx − Gw = 12v
2(wxx + wxf ′(φ) − wf ′′(φ)φx)+ R, (4.14)
where R = wxO(|v|3) − wφxO(|v|3) for v → 0. Notice that the coefficient wxx + wxf ′(φ) −
wf ′′(φ)φx in (4.14) is just the same as that appeared in (3.4). Now we choose the weight function
w and the corresponding w1 by (2.9) with σ = (β −1)q , where 0 β  α and 1 α < αc(q) :=
3 + 2/q . Then we have (3.5) with σ = (β − 1)q . Substituting these expressions into (4.13) and
integrating over R+, we obtain
1
2
d
dt
‖v‖2
L2(w) + ‖vx‖2L2(w) − c1(σ )‖v‖2L2(w1) +
∞∫
v2r(φ)w1 dx =
∞∫
Rdx, (4.15)0 0
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are
w = q(−φ)−σ−q/(1 + g(φ)), w1 = 1
q
(−φ)−σ+q(1 + g(φ)).
Therefore, noting (3.2), we see that
w ∼ (1 + x)σ/q+1 = (1 + x)β, w1 ∼ (1 + x)σ/q−1 = (1 + x)β−2, (4.16)
where the symbol ∼ means the equivalence. This implies that the norms ‖ · ‖L2(w) and ‖ · ‖L2(w1)
are equivalent to ‖ · ‖L2β and ‖ · ‖L2β−2 , respectively.
We estimate (4.15) similarly as in (1) of Theorem 3.3. To this end, we note that σ1  σ  σ2,
where σ1 = −q and σ2 = (α − 1)q . Since c1(σ ) < σ 2/4 for −2q < σ < 2(q + 1) and since
−2q < σ1 < σ2 < 2(q + 1), we can choose δ > 0 so small that
δ  min
σ1σσ2
σ 2/4 − c1(σ )
2 + σ 2/4 .
Notice that this δ is independent of β . For this choice of δ, we take a = a(δ) > 0 so large that
|r(φ)| δ for x  a. Then we have
∣∣∣∣∣
∞∫
0
v2r(φ)w1 dx
∣∣∣∣∣ δ‖v‖2L2(w1) + C‖v‖2L2−2,
where C is a constant satisfying C  (1+x)2|r(φ)|w1 for 0 x  a. Also, using the Hardy type
inequality (σ 2/4)‖v‖2
L2(w1)
 ‖vx‖2L2(w) in (2.10), we have
‖vx‖2L2(w) − c1(σ )‖v‖2L2(w1) = δ‖vx‖
2
L2(w) + (1 − δ)‖vx‖2L2(w) − c1(σ )‖v‖2L2(w1)
 δ‖vx‖2L2(w) +
{
(1 − δ)σ 2/4 − c1(σ )
}‖v‖2
L2(w1)
 δ‖vx‖2L2(w) + 2δ‖v‖2L2(w1),
where we used the fact that (1−δ)σ 2/4−c1(σ ) 2δ. On the other hand, using (4.8), we see that
|R|  C(|wx | + wφx)|v|3. Moreover, a straightforward computation shows that |wx | + wφx 
C(1 + x)β−1. Substituting all these estimates into (4.15), we obtain
1
2
d
dt
‖v‖2
L2(w) + δ
(‖vx‖2L2(w) + ‖v‖2L2(w1)) C‖v‖2L2−2 + C‖v‖3L3β−1, (4.17)
where δ and C are independent of β . We multiply this inequality by (1 + t)γ and integrate with
respect to t . By virtue of (4.16), we have
18 S. Kawashima, K. Kurata / Journal of Functional Analysis 257 (2009) 1–19(1 + t)γ ∥∥v(t)∥∥2
L2β
+
t∫
0
(1 + τ)γ (∥∥vx(τ )∥∥2L2β + ∥∥v(τ)∥∥2L2β−2)dτ
 C‖v0‖2L2β + γC
t∫
0
(1 + τ)γ−1∥∥v(τ)∥∥2
L2β
dτ
+ C
t∫
0
(1 + τ)γ ∥∥v(τ)∥∥2
L2−2
dτ + CSγβ (t), (4.18)
where the constant C is independent of γ and β . Here the third term on the right-hand side
of (4.18) was already estimated by (4.4) with β = 0. Hence we have proved (4.4) also for
0 < β  α. This completes the proof of Proposition 4.2. 
Proof of Theorem 4.1. The proof is essentially the same as that of Theorem 3.3 of [15] so that
we only give an outline of the proof of the decay estimate (4.1).
First, we show the following L2 decay estimate by applying the induction argument to the
space–time weighted energy inequality (4.3).
(1 + t)j∥∥v(t)∥∥2
L2α−2j
+
t∫
0
(1 + τ)j (∥∥vx(τ )∥∥2L2α−2j +
∥∥v(τ)∥∥2
L2α−2j−2
)
dτ  C‖v0‖2L2α (4.19)
for each integer j with 0  j  [α/2]. To see this, we put γ = j and β = α − 2j in (4.3),
obtaining
(1 + t)j∥∥v(t)∥∥2
L2α−2j
+
t∫
0
(1 + τ)j (∥∥vx(τ )∥∥2L2α−2j +
∥∥v(τ)∥∥2
L2α−2j−2
)
dτ
 C‖v0‖2L2α−2j + jC
t∫
0
(1 + τ)j−1∥∥v(τ)∥∥2
L2α−2j
dτ. (4.20)
Then, applying the induction with respect to the integer j with 0 j  [α/2], we obtain (4.19).
On the other hand, when α/2 is not an integer, we have
(1 + t)γ ∥∥v(t)∥∥2
L2 +
t∫
0
(1 + τ)γ (∥∥vx(τ )∥∥2L2 + ∥∥v(τ)∥∥2L2−2)dτ
 C‖v0‖2L2α (1 + t)
γ−α/2. (4.21)
for any γ with γ > α/2. This can be shown by using (4.3) with γ > α/2, β = 0 and (4.19)
with j = [α/2] together with Nishikawa’s technique in [12]. For the details, see the proof of
Proposition 2.6 of [15].
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L2  C‖v0‖L2α (1 + t)−α/4. (4.22)
The desired Lp decay estimate (4.1) is then obtained by the time weighted Lp energy method.
In fact, under the additional smallness condition on ‖v‖L21 , we have
(1 + t)γ ∥∥v(t)∥∥p
Lp
+
t∫
0
(1 + τ)γ (∥∥(|v|p/2)
x
(τ )
∥∥2
L2 +
∥∥v(τ)∥∥p
L
p
−2
)
dτ
 C‖v0‖pLp + C‖v0‖pL2α (1 + t)
γ−(α/4+ν)p, (4.23)
where 2 p < ∞, ν = (1/2)(1/2 − 1/p) and γ > (α/4 + ν)p. We omit the details and refer the
reader to the proof of Theorem 2.3 of [15]. This completes the proof of Theorem 4.1. 
References
[1] G.H. Hardy, Note on a theorem of Hilbert, Math. Z. 6 (1920) 314–317.
[2] Y. Kagei, S. Kawashima, Stability of planar stationary solutions to the compressible Navier–Stokes equation on the
half space, Comm. Math. Phys. 266 (2006) 401–430.
[3] S. Kawashima, A. Matsumura, Asymptotic stability of traveling waves solutions of systems for one-dimensional
gas motion, Comm. Math. Phys. 101 (1985) 97–127.
[4] S. Kawashima, S. Nishibata, M. Nishikawa, Asymptotic stability of stationary waves for two-dimensional viscous
conservation laws in half plane, Discrete Contin. Dyn. Syst. Suppl. (2003) 469–476.
[5] S. Kawashima, S. Nishibata, M. Nishikawa, Lp energy method for multi-dimensional viscous conservation laws
and application to the stability of planar waves, J. Hyperbolic Differ. Equ. 1 (2004) 581–603.
[6] S. Kawashima, S. Nishibata, M. Nishikawa, Asymptotic stability of stationary waves for multi-dimensional viscous
conservation laws in half space, preprint, 2004.
[7] S. Kawashima, S. Nishibata, P. Zhu, Asymptotic stability of the stationary solution to the compressible Navier-
Stokes equations in the half space, Comm. Math. Phys. 240 (2003) 483–500.
[8] E. Landau, A note on a theorem concerning series of positive terms, J. London Math. Soc. 1 (1926) 38–39.
[9] T.-P. Liu, A. Matsumura, K. Nishihara, Behavior of solutions for the Burgers equations with boundary corresponding
to rarefaction waves, SIAM J. Math. Anal. 29 (1998) 293–308.
[10] A. Matsumura, K. Nishihara, Asymptotic stability of traveling waves for scalar viscous conservation laws with
non-convex nonlinearity, Comm. Math. Phys. 165 (1994) 83–96.
[11] T. Nakamura, S. Nishibata, T. Yuge, Convergence rate of solutions toward stationary solutions to the compressible
Navier–Stokes equation in a half line, J. Differential Equations 241 (1) (2007) 94–111.
[12] M. Nishikawa, Convergence rate to the traveling wave for viscous conservation laws, Funkcial. Ekvac. 41 (1998)
107–132.
[13] B. Opic, A. Kufner, Hardy-Type Inequalities, Pitman Res. Notes in Math. Ser., vol. 219, Longman Scientific &
Technical, 1990.
[14] Y. Ueda, Asymptotic stability of stationary waves for damped wave equations with a nonlinear convection term,
Adv. Math. Sci. Appl. 18 (1) (2008) 329–343.
[15] Y. Ueda, T. Nakamura, S. Kawashima, Stability of degenerate stationary waves for viscous gases, Arch. Ration.
Mech. Anal., in press.
[16] Y. Ueda, T. Nakamura, S. Kawashima, Stability of planar stationary waves for damped wave equations with nonlin-
ear convection in multi-dimensional half space, Kinetic Related Models 1 (2008) 49–64.
