Abstract. We develop a Hopf-invariant viewpoint for studying the sectional category of arbitrary maps. The theory is applied in the study of Farber's topological complexity of 2-cell complexes, oriented surfaces, the real projective plane, and the Klein bottle. We provide an explanation based on Hopf invariants of the equality between TC(X) and the Lusternik-Schnirelmann category of the cofiber of the diagonal map X → X × X when X is either a sphere or the cone of the Blakers-Massey map S 6 → S 3 .
Theorem 1.1 ([3, Theorem 6.19] ). Let X be a CW complex with cat(X) = n > 0 and dim X ≤ r with r ≥ 1. Let α : S r → X be a map. Then cat(X ∪ α e r+1 ) ≤ n if and only if the n-th Ganea fibration F n (X) → G n (X) → X admits a section s : X → G n (X) whose associated Hopf invariant H n α,s ∈ π r (F n (X)) vanishes. The Hopf invariant H n α,s is by definition the π r (F n (X))-component of s • α. Further, as noted in [2, Proposition 2.5], it is possible to identify general instances where H n α,s is independent of the section s-e.g. when X is a sphere (so n = 1).
The use of this technology has been a cornerstone leading to major breakthroughs in the field (such as Iwase's counterexamples in [19] to the Ganea Conjecture), and which continues to be one of the main driving momenta in the development of the theory. In this paper we begin the study of Hopf-like invariants in the general context of sectional category. This section is devoted to motivating the theory and to giving the general flavor of our main results. Formal definitions and properties appear in the following sections, while the machinery is applied in the final part of the paper to the case of Farber's notion of the topological complexity of the motion planning problem in robotics, focusing attention on the case where the state space of the robot has the homotopy type of either the Klein bottle or of a two-cell complex.
It is not difficult to realize that (1) fails for other secat-type invariants. For instance, Farber's topological complexity (TC) of a real projective space RP n+1 can be arbitrarily larger (depending on n) than TC(RP n ). Indeed, it is known from [5, 11] that TC(RP 2 e ) = 2 e+1 − 1 but TC(RP 2 e −1 ) ≤ 2 e+1 − e − 7 for e ≥ 7. Partially framing the above phonemenon, one finds that the general inequality (2) TC(Y ∪ α CA) ≤ TC(Y ) + cat(Y ) + 2 that follows from [9, Example 4.18] for any map α : A → Y , is optimal and, therefore, a tantalizing TC-replacement for (1) . Indeed, (2) becomes an equality in the examples noted in [9, page 102], all of which have a contractible Y . Other instances where (2) is an equality, and where Y is homotopically non-trivial, follow from Theorem 3.1 in this paper.
The original motivation for this work was to set up homotopical grounds for (2) where the effect of cat(Y ) is considered in a more organized and systematic fashionsimilar to what happens in classical obstruction theory. In more general terms, (1) has been generalized in [1, Lemma 5.3 ] to (3) secat(jg) ≤ secat(g) + 1
where A ֒→ Y j → Y ∪CA is a mapping cone sequence, and g : X → Y is any map (note that (1) is recovered by taking a contractible X). However (3) (or (1) , for that matter) fails to detect sharp phenomena in the sense that its left-hand-side term can be much smaller than its right-hand-side term. In other words, a computational approach to secat based on (3) (or on (1) , in the case of cat) is bound to face non-efficiency issues.
Motivated by the work in [23] , we propose to fix the above situation by considering a relativized form of secat: Definition 1.2. The sectional category of p : E → B relative to ϕ : X → B is denoted by secat ϕ (p) and defined as the sectional category of ϕ * p, the pullback of p under ϕ. Thus secat 1 B (p) = secat(p).
It is obvious that secat ϕ (p) depends only on the homotopy classes of the maps ϕ and p. In the applications ϕ will usually be a subspace embedding, in which case we use secat X (p) rather than secat ϕ (p)-this gives the adjective "relative" for secat ϕ (p) its full meaning. The map p will usually be assumed to be a fibration, but the constructions at the beginning of the next section allow us to work directly with a cofibration replacement of the original map p : E → B.
The key property motivating the relativization of the concept of sectional category starts with the fact (proved in Proposition 2.3 below) that, if ϕ : X → B can be extended to a map Φ : X ∪ α CA → B after attaching a cone over X via a map α : A → X, then
This repairs the efficiency drawback noted above in the case of (3). Furthermore, in Section 2 we show that the actual value of secat Φ (p) in (4) is settled in terms of a certain Hopf-type invariant. Therefore, this provides us with an efficient obstructiontype setting to study sectional category. Namely, if B has a cone decomposition
(i.e. each B i+1 can be obtained from the previous B i by attaching a cone via some map α i : S i → B i ), then we could approach the numeric value of secat(p) through an understanding of each Hopf-type invariant associated to deciding the actual value of δ i ∈ {0, 1} in the relation secat B i+1 (p) = secat B i (p) + δ i . The considerations in (and discussion following) Remark 2.6 in the next section compare the above setting with the classical obstruction-theory method to approaching secat(p), describing some explicit advantages of the former over the latter. A study of the Hopf-invariants for Farber's topological complexity is carried out in the final sections of the paper.
General conventions: All genus-type invariants we discuss are reduced, i.e. our notation is set so that a map with a global homotopy section has zero sectional category. We shall work in the category of path-connected well-pointed spaces having the homotopy type of a finite type CW complex. In particular, homotopy properties and constructions (such as the homotopy lifting property of fibrations) are carried out in that category. The inclusion of a subspace will be assumed to be a cofibration. 1 AND MARK GRANT
Hopf invariants for relative secat
We now formalize the Hopf-type obstruction setup to study the sectional category of a map p. As explained in the previous section, the goal is to approach secat(p) through relativized versions of this invariant where Hopf-type obstructions play the "controlling" role. Our starting point is the following Whitehead-type characterization of the sectional category developed in [13] (and which extends Fassò's Ph.D. work [12] ):
Theorem 2.1 ([13, Corollary 9]). A map p : E → B has secat(p) ≤ n if and only if there is a homotopy lifting of the diagonal map ∆ :
, the n-sectional fatwedge of p.
For completeness, we recall the idea (and relevant definitions) around Theorem 2.1, letting the reader look for explicit arguments in [13] and references therein.
The join of a family of maps f i :
is the induced co-whisker map for the homotopy pushout of the homotopy pullback of the maps f i (this generalizes the usual fiberwise join of fibrations). For n ≥ 0 and a map p : E → B, the two special situations of interest for our purposes are described next.
(A) The (n + 1)-fold iterated self-join of p, also denoted by j n (p) : J n (p) → B (note the "reduced" indexing, for instance j 0 (p) = p and j 1 (p) = p ⋆ p), has homotopy fiber F n (p) = F ⋆(n+1) , the (n + 1)-th join-power of the homotopy fiber of p. (B) The n-sectional fatwedge of p, κ n (p) : T n (p) → B n+1 is defined as the join of the maps p i = 1 B ×· · ·×1 B ×p×1 B ×· · ·×1 B : B ×· · ·×B ×E ×B ×· · ·×B → B n+1 , where the map p is taken in the i-th factor (1 ≤ i ≤ n + 1). Note that κ n (p) is a fibration whenever p is.
The Hopf-set constructions in Definition 2.4 below use the following alternative construction (originally due to Fassò) of the n-th fatwedge of p. Replace (if needed) p by a cofibration E 0 ֒→ B 0 and set (6) T
: b i ∈ E 0 for some i ∈ {0, . . . , n} .
In these terms the n-th fat wedge map κ n (p) is replaced up to homotopy by the cofibration T n (p) ֒→ B n+1 0 (cf. the considerations following [13, Corollary 11] ).
Theorem 2.1 follows by recalling two facts: (C) j n (p) is the homotopy pullback of κ n (p) along the diagonal map ∆ : B → B n+1 . (D) j n (p) admits a global homotopy section if and only secat(p) ≤ n. The latter property is actually a special case of the well known fact that secat(j n (p)) is the integral part of secat(p)/(n + 1). For future reference we record two useful properties relating the map j n (p) with Definition 1.2:
(E) secat jn(p) (p) = min{n, secat(p)}.
(F) secat ϕ (p) ≤ n if and only if ϕ lifts through j n (p) up to homotopy.
Note that (F) can be thought of as a relativization of (D).
Closing our discussion on the Whitehead-type characterization for secat, we observe that Theorem 2.1 easily extends to the relative setting in Definition 1.2 in view of items (C) and (F) above (alternative, one can use the Join Theorem in [6] ): Corollary 2.2. secat ϕ (p) is the smallest n for which the composition
In what follows X = Y ∪ α CS is the cone of a given map α : S → Y . Here CS is the cone of the identity on S, where S × {0} is collapsed to a point, and S is identified with S × {1} ⊆ CS. Proposition 2.3. Consider a mapping cone sequence
For maps ϕ and p as above,
Proof. The first inequality is obvious. For the second, consider the diagram
where squares are homotopy pullbacks. Then secat
, where the last inequality comes from (3).
The indetermination by one in the conclusion of Proposition 2.3 is resolved next in terms of the concept of Hopf sets in [23] . The proof of Theorem 2.5 below is slightly simplified by working with some fixed cofibration replacements for both ϕ : X → B and p : E → B. Thus, in Definition 2.4, Theorem 2.5, and the first half of Remark 2.6 below, we use without further notice the model in (6) for the n-th fat wedge of p.
Assume secat ϕ |Y (p) ≤ n in the setting of (7). For each map ℓ : Y → T n (p) (coming from Corollary 2.2) rendering a homotopy commutative diagram (8) T n (p)
there are maps δ : B → B n+1 (coming from the homotopy extension property) which are homotopic to the diagonal ∆ : B → B n+1 and whose restriction to Y agrees with ℓ.
Definition 2.4. In the conditions above, the n-th Hopf set of p relative to the maps α and ϕ, denoted by H n α,ϕ (p), consists of all homotopy classes in [CS, S ; B n+1 , T n (p)] with a representative factoring as
for some map δ : B → B n+1 which is homotopic to the diagonal ∆ : B → B n+1 , and whose restriction δ |Y lands in T n (p). Here c : (CS, S) → (X, Y ) is the characteristic map associated to the mapping cone sequence (7). The class in the Hopf set H n α,ϕ (p) determined by a map δ as above will be denoted by H n α,ϕ,δ (p), and will be referred to as a Hopf invariant.
In practice, the parameters p, n, and ϕ in Definition 2.4 are kept fixed, and the Hopf set and Hopf invariants depend primarily on the "attaching" map α and the "lifting" map δ. Thus, if any combination of the three parameters p, n, and ϕ is implicit from the context, we will simply omit those parameters from the notation. For instance, we will write H n α (p), and even H α , as shorthands for H α,ϕ (p) = ∅. Elements in this set can be thought of as obstructions to actually having secat ϕ (p) ≤ n. Such a fact is based on a general standard property in homotopy theory. We give the easy full details for the sake of completeness, and because the simplicity of the idea is in sharp contrast with the argument for cat in the literature-which occupies the whole of Subsection 6.4 in [3] . For instance, our argument does not make use of any potential cellular structure in the relevant spaces.
Theorem 2.5. In the notation of Definition 2.4, the inequality secat ϕ (p) ≤ n holds if and only if the Hopf set H n α,ϕ (p) "is trivial", meaning that it contains a homotopy class H n α,ϕ,δ (p) whose representative (9) is homotopic rel. S to a map landing in T n (p). Proof. The 'only if' part follows from the definitions. For the converse, assume there is a map δ : B → B n+1 homotopic to the diagonal B → B n+1 , and a homotopy G :
• the 0-branch of G, G(−, 0), agrees with (9);
• the image of the 1-branch of G, G(−, 1), is contained in T n (p). Then, the formula
, T n (p)) whose 0-branch is δ • ϕ, and whose 1-branch maps X into T n (p). The proof is complete in view of Corollary 2.2. Theorem 2.5 becomes stronger if the condition secat ϕ |Y (p) ≤ n in Definition 2.4 is specialized to secat ϕ |Y (p) = n, for then the inequality secat ϕ (p) ≤ n in the conclusion of Theorem 2.5 can be strengthen to an equality in view of Proposition 2.3. On the other hand, it is well known that the condition in Theorem 2.5 amounts to requiring that the homotopy class H n α,ϕ,δ (p) can be represented by the constant map. In particular, if S = S r is an r-sphere, then H n α,ϕ (p) is, by definition, a subset of the relative homotopy group π r+1 (B n+1 , T n (p)), and the condition in Theorem 2.5 reduces to requiring that H n α,ϕ (p) contains the zero element. In slightly more general terms, if S = i∈I S r i is a wedge of spheres, then H n α,ϕ (p) can be thought of as subset of (10) i∈I
and the condition in Theorem 2.5 amounts to requiring that H n α,ϕ (p) contains the zero tuple.
Remark 2.6. Item (C) at the beginning of this section implies that the i-th factor in (10) can be replaced by π r i (F n (p)). The corresponding identification of elements in H . By definition, the homotopy fiber F of the inclusion ι :
is the pullback of p
and ι. Then, the replacement of π r i +1 (B n+1 , T n (p)) by π r i (F ) is given through the composition
where the second arrow is the connecting map, and the first arrow is induced by p
. In these terms, the π r i (F )-element corresponding to the i-th component of the map in (9) is obtained by lifting (in our category of pointed spaces) the corresponding component
and then taking the restriction to S r i -which necessarily lies in F . In the notation of (8), this is a class in π r i (F ) mapping under the fiber inclusion F → T n (p) to ℓ • α ∈ π r 1 (T n (p)). As explained next, the last observation is the key for a simple description of
Throughout the rest of this section we assume p : E → B is a fibration-consequently the maps j n (p) and κ n (p) are fibrations too. Extend (8) to the homotopy commutative diagram below with a pullback square, and where σ is the pullback of ℓ.
Here the top horizontal arrow induces an injective map in homotopy groups by the five lemma, while Lemma 2.7 below implies the corresponding assertion for the fiber inclusion F n (p) → J n (p). Consequently, the π r i (F n (p))-element corresponding to the i-th component of the map in (9) is represented by the composite
Lemma 2.7. For p : E → B a fibration, the fibration F n (p) → J n (p) → B splits after a single looping.
Proof. Choose a lifting of p B 0 through p (for instance, in terms of a lifting function λ :
. This yields a lifting of j n (p 0 ) through j n (p). Since j n (p 0 ) admits a canonical section after looping once (see for instance [3, Exercise 2.1]), so does j n (p).
Putting all the pieces together, we have the following identification of H n α,φ (p) for a fibration p when S = i∈I S r i with r i > 0: Let Σ −1 S = i∈I S r i −1 , and fix a homotopy equivalence (14) ΩJ
consists of all the homotopy classes (Hopf invariants) H n α,σ represented by the adjoint of the composition
Here the arrow on the left is the adjoint of α, the arrow on the right is the second component of (14), and the middle arrow is Ωσ, where σ is some lifting as in (12) . Note we do not need to take a difference as in [3, Remark 6.13 or Definition 6.14] because, evidently, σ • α has trivial i π r i (B) -component.
The considerations in the second part of Remark 2.6 make it clear that the Hopfsets viewpoint is a variant of the classical obstruction-theory approach to computing secat ϕ (p)-via Corollary 2.2 or its j n (p)-analogue 1 . For instance, the cellular structure used in the classical obstruction-theory method is now replaced by a more general cone decomposition. But the new setting offers some interesting advantages which are discussed (and exemplified) in the remainder of this section.
For one, there is the efficiency issue discussed around (4). This is closely related to the (not unusual) possibility that, in dealing with classical homotopy obstructions, one could get to a point where the partially constructed lifting admits no further liftings over larger skeleta. In such a case the obstruction analysis would have to be started over, now with a slightly modified partial lifting, until exhausting all possibilities. In principle, this involves a large number of obstruction-related (cohomological) calculations, yet without a warranty in advance that the desired global lifting exists-it may not, if the proposed upper bound for secat ϕ (p) turned out to be "too low". But such a situation does not happen in the Hopf-set setting where there is a steady approximation to secat ϕ (p) from lower values. The catch, of course, is that Hopf sets tend to be much larger than the boundary indeterminacies of obstruction cocyles. (Within an optimistic perspective, the latter fact can even be thought of as an additional advantage, e.g. if one has some clue in advance as to where or how to find trivial Hopf invariants.)
But the major advantage of Hopf sets over obstruction theory arises when S is a wedge of spheres (of possibly different dimensions). Indeed, in such a situation, the assertion containing (10) shows that, in the notation of (5), the obstructions belonging to the same cone-decomposition layer should be packed together as all of them really account for a possible one-step increase of secat B i+1 (p) over secat B i (p). This is particularly important since an effective handling of classical obstructions is a hard (usually prohibitive) task, especially when several layers of obstructions need to be dealt with-due to indeterminacy issues for the higher order obstructions. The situation could be compared with the advantages that the theory of Modified Postnikov towers-developed in [15, 20] -has over the classical Moore-Postnikov construction. The modified Postnikov theory is usually better suited for calculations since it takes advantage of the Adams filtration in the homotopy groups of the fiber. In our case, cone-length (colen) considerations are meant to give information not easily available from classical obstruction theory.
It is also worth mentioning a couple of additional advantages of Hopf sets over classical obstruction theory. First, as illustrated in Remark 5.2 below, unlike the classical setting, the use of Hopf sets does not need to presuppose simplicity of any of the spaces involved. Although we then lack of the corresponding cohomological aid to deal with Hopf invariants, Hopf sets can still be successfully handled in a number of concrete situations-which is the goal in the next sections. Further, as illustrated in the comments previous to (20) , in the case of topological complexity, Hopf sets can be naturally identified as obstructions to variants of the motion planning problem. Even though this corresponds to a situation where all homotopy obstructions lie in trivial groups, (15) can be improved in concrete examples by the well known inequality secat(p) ≤ colen(B). In turn, Proposition 2.3 and Theorem 2.5 are meant to give a method for strengthening the latter inequality by taking into account the homotopy theoretic properties of p over suitably chosen subspaces of B.
The remainder of the paper focuses on the applications of the Hopf-sets viewpoint to the topological complexity of the motion planning problem in robotics.
Recall that the topological complexity of a space Z, TC(Z), is the sectional category of the end-points evaluation map (16) ev Z :
For a map ϕ : X → Z × Z, the relative version of this invariant, secat ϕ (ev Z ), will be denoted by TC ϕ (Z), or TC X (Z) in the case that ϕ is an embedding. Likewise, a Hopf set H Example 2.9. Let C α = S n ∪ α e m+1 = e 0 ∪ e n ∪ e m+1 where α : S m → S n . The TC version of (15) yields TC(C α ) ≤ (2m + 2)/n. Thus, if m ≫ n, a large number of classical homotopy obstructions would have to be dealt with just to establish the simpler estimate TC(C α ) ≤ 2 cat(C α ) ≤ 4. In contrast, as we will see in Section 3, the Hopf-invariant setting is better suited in a computation of TC(C α ), particularly by using the cone decomposition
TC-Hopf sets for 2-cell complexes
In this section we address the problem of computing the topological complexity of C α , the cone of a given map α : S m → S n (m ≥ n). In view of the homotopy invariance of TC, we only care about the homotopy class of α, which we can safely assume not to be a homotopy equivalence. Further, if α is null-homotopic or, more generally, a suspended map, then cat(C α ) = 1 and TC(C α ) = 2 for, according to [17] , an equality TC(X) = 1 can hold only when X has the homotopy type of an odd dimensional sphere. Thus, throughout this section, α : S m → S n stands for an essential map which is not a homotopy equivalence nor the suspension of some map S m−1 → S n−1 . In particular, by the suspension theorem, we can safely assume m ≥ 2n − 1.
Our starting point is 2 ≤ TC(C α ) ≤ 4 which follows from the considerations above and the obvious inequality cat(C α ) ≤ 2. Our goal is to identify explicit elements in suitable homotopy groups (all of which depend on α) whose (non-)triviality determines the precise value of TC(C α ).
3.1. Degree. Assume m = n = 1. Let H α stand for the degree of α. In view of the considerations above, we are implicitly assuming H α ∈ {0, ±1}.
Theorem 3.1. TC(C α ) = 4, unless H α = ±2 in which case C α is homotopy equivalent to RP 2 , and has TC(C α ) = 3.
Proof. The case H α = ±2 is contained in [11] . All other cases can be dealt with by extending the idea in the final section of [4] (which addresses the case of certain 3-torsion lens spaces of even dimension). We give the easy details for completeness. In view of [10, Proposition 2], it suffices to find a cohomology class (coefficients taken in the cyclic group Z k where k = |H α |) in C α × C α having TC-weight at least 2, and whose square is non-zero.
Recall that H * (C α ; Z k ) is free over Z k on classes x and y (of respective degrees 1 and 2) related through the mod k Bockstein morphism as β k (x) = y. The required cohomology class is
Indeed, in view of [10, Theorem 6] , y has TC-weight at least 2. Moreover, since k ≥ 3, an elementary computation shows y 2 = 0.
In the notation of Theorem 3.1, set (C α × C α ) (1) = S 1 × S 1 . Consider C α × C α as a 3-layer cellular extension of (C α ×C α ) (1) : e 2 ×e 0 and e 0 ×e 2 are attached in the first layer (completing the 2-dimensional skeleton (C α × C α ) (2) ), e 2 × e 1 and e 1 × e 2 are attached in the second layer (forming the 3-dimensional skeleton (C α × C α ) (3) ), and the top cell e 2 × e 2 is attached in the third layer (yielding the whole space (C α × C α ) (4) = C α × C α ). This is of course a slight variation of the cone decomposition in Example 2.9.
Proof. Note TC (Cα×Cα) (1) 
in view of Proposition 2.3. Since TC(C α ) = 4, none of the above inequalities can be strict.
In the proof of Corollary 3.2, none of the three Hopf sets relevant to (17) contains the trivial element. But the situation for RP 2 is slightly different: As we will see in Remark 3.8 below,
Theorem 3.1 then forces the triviality of the "top" Hopf set in (17) for H α = ±2. In turn, the basis for (18) is the following handy result whose easy proof is omitted:
Lemma 3.3. Let z 1 , . . . , z r ∈ H * (X ×X) be positive dimensional zero-divisors (i.e. elements trivial on the diagonal X ֒→ X ×X) whose product z 1 · · · z r restricts non-trivially to a subspace Y ⊆ X × X. Then TC Y (X) ≥ r.
It is worth noticing that the conclusion in Lemma 3.3 can potentially be improved by considering the TC-weight of the classes z i -yet we will not have occasion to use such an extended fact.
Example 3.4. Let M be a closed simply connected 2n-dimensional symplectic manifold. Choose a 2n-dimensional cell decomposition on M and consider the cone decomposition
where C i is the (2i)-skeleton in the product cell structure on M ×M. Then, Lemma 3.3 and the argument in [11, Section 3] give in fact the non-triviality of the 2n Hopf sets arising in the calculation of TC(M) from (19).
Classical Hopf invariant.
Assume m = 2n − 1 with n ≥ 2. The integral cohomology ring of C α is generated by classes u and v, of dimensions n and 2n respectively, subject to the relations v 2 = uv = 0 and u 2 = H α · v, where H α ∈ Z is the classical Hopf invariant of α. Theorem 3.5. Let α : S 2n−1 → S n with n > 1 and Hopf invariant H α . Then
Proof. Recall TC(C α ) ≤ 4. Equality holds for H α = 0 (so n must be even) because
Remark 3.6. For the sake of consistency with the hypotheses set at the beginning of the section, it should be clarified that the option H α = 0 in Theorem 3.5 has been ruled except perhaps for 3 ≤ n ≤ 4. Indeed, in the EHP sequence
which is exact for q < 3n − 5, we have H(α) = ±H α · ι 2n−1 for q = 2n − 1 where ι n is a generator of π 2n−1 (S 2n−1 ), see [3, Definition 6.5 and Proposition 6.6]. So, if n ≥ 5, the condition H α = 0 implies that α is a suspension, condition that we have ruled out. On the other hand, if n = 2 and η : S 3 → S 2 is the Hopf fibration, so that α ≃ ηβ for some β : S 3 → S 3 , then the triviality of H(α) = deg(β) ι 3 yields in fact the triviality of β and, therefore, of α-condition also ruled out.
An analogue of Corollary 3.2 can now be stated in terms of the notation in Example 2.9: TC C i (C α ) = i for 1 ≤ i ≤ 4 provided H α = 0; indeed, all four relevant Hopf sets are forced to be non-trivial.
3.3. Berstein-Hilton-Hopf invariant. Assume m ≥ 2n with n ≥ 2. Let H α denote the generalized Hopf invariant of α introduced in [2] . Set
where C i is defined in Example 2.9. By Proposition 2.3, we know n i ≤ i. Let α i denote the attaching map for the cells in C i+1 −C i (0 ≤ i ≤ 3), and consider the corresponding Hopf set TCH Proof. The case with a trivial H α is handled just as in Theorem 3.5 (see also Remark 3.6), so we assume H α = 0. The proof will be complete once we show the nontriviality of the two Hopf sets TCH n 0 α 0 (C α ) and TCH
follows from Lemma 3.3 since, for any cohomology class x ∈ H n (C α ), x × 1 − 1 × x pulls-back trivially under ev Cα and, yet, is detected in C 1 . To deal with TCH n 1 α 1 (C α ) just note that e 0 × C α ⊂ C 2 , and that the pull back of ev Cα under the inclusion ⋆ × C α ֒→ C α × C α is nothing but (11), the standard evaluation map defining cat(C α ). So n 2 = 2 follows from the fact that cat(C α ) = 2 as H α = 0.
Remark 3.8. Let us go back to (18), so we momentarily (re)assume m = n = 1 with H α standing for the degree of α. The proof of Theorem 3.7 shows TC (Cα×Cα) (i) (C α ) = i for 1 ≤ i ≤ 2. Lemma 3.3 now gives TC (Cα×Cα) (3) (C α ) = 3, i.e. the non-triviality of the Hopf set TCH
, whereas the inequality TC RP 2 ×S 1 (RP 2 ) ≥ 3 follows from the equation
For the remainder of the section we assume the non-triviality of H α , i.e. the equality cat(C α ) = 2, and focus on the two obstructions in Theorem 3.7. Our immediate goal (Proposition 3.9 below) is to show that, at least in the metastable range, TCH in S n ⊂ C α . With this in mind, consider the diagram
is the restriction of α 2 , and the two vertical sequences going up are cofibrations. Let (i, j) stand for the cell e i × e j in C α × C α , so that the layers of cells in the top square are depicted as
Assume cat(C α ) = 2 with m < 3n − 2 (thus α lies in the metastable range). Then
(C α ) agrees with the Hopf set
, so that the argument in the proof of Theorem 3.7 dealing with TCH
On the other hand, the interpretation of Hopf invariants in (13) implies that both Hopf sets in this proposition are singletons. For instance, in the case of (21) , it suffices to note that j 2 ((i 2 • i 1 ) * (ev Cα )) is a (3n − 1)-equivalence (its fiber, the triple self-join of ΩC α , is (3n − 2)-connected), while dim(C (C α ) agrees with (21) . A symmetry argument then yields the corresponding assertion for the other component. Proposition 3.9 suggests an interesting connection between (the triviality of) the Hopf set TCH 2 α 2 (C α ) and the (failure of the) Ganea conjecture for C α . Namely, in Proposition 3.9, TCH 2 α 2 (C α ) is forced to contain the zero class whenever (22) cat(S n × C α ) = 2 so that, in such a case, (22) fall off the metastable range. In fact [24, Theorem 3.2] implies that the cone of any map α in the metastable range does behave as prescribed by the Ganea conjecture. Still, it is possible that the phenomenon suggested above could hold outside the metastable range, and at the level of a possible equivalence between (22) and the triviality of TCH 2 α 2 (C α ). For instance, the special feature in Remark 3.8 is the fact that the equality cat(RP 2 × S 1 ) = 3, detected cohomologically, implies the non-triviality of TCH
Example 3.10. Let α : S 6 → S 3 be the Blakers-Massey element, so that C α is the 7-skeleton of Sp (2) . It is proved in [14, Example 6] that TC(C α ) = 3. Therefore only one of the two obstructions in the second part of Theorem 3.7 is non-zero. This example is similar to the one discussed in Remark 3.8 for RP 2 in that C α is known to satisfy the conclusion of the Ganea Conjecture (use, for instance, [24, Theorem 3.2] ). Since α lies in the metastable range, the comments following Proposition 3.9 could be taken as a (rather weak) indication that TCH 2 α 2 (C α ) could be the non-trivial Hopf set. The issue might be decidable using the weak-TC techniques developed in [13] -potentially solving the challenge posed in Remark 3.12 below.
Our next goal (Proposition 3.11 below) partially extends Example 3.10 by giving the existence of infinite families of maps α having a non-trivial Berstein-Hilton-Hopf invariant H α but with a trivial TCH 3 α 3 (C α ) (so that TC(C α ) ≤ 3). In fact, assuming only the conditions m ≥ 2n ≥ 6, it is standard to see that the i-th iterated self-join of ΩC α has the homotopy type of a cell complex whose (i + 1)n − 3 dimensional skeleton is the sphere S in−1 . Thus
which is bound to be trivial whenever 2m ≤ 5n − 4 and π 2m+1 (S 4n−1 ) = 0. The last group is know to be (stable and) trivial for m = 2n + 1, as well as for m = 2n + 5 if n ≥ 4. We thus have: (C α ) are produced just by dimensional reasons. However, in such situations, H α would already be trivial (so in fact TC(C α ) = 2).
Remark 3.12. In the light of the results in this section, it would be interesting to find a map α for which H α = 0, TCH
TC-Hopf sets and Whitehead products
Using a weak version of the sectional category of a map, García-Calcines and Vandembroucq have developed a promising homotopy basis for the correlation, noted originally by Farber, between the topological complexity of a space X and the category of C ∆ , the cofiber of the diagonal map ∆ : X → X × X. Here we go one step deeper by giving the Hopf-sets explanation of such a property for X = S n with n ≥ 2. Naturally, a corresponding understanding of the situation for other spaces, like the 2-cell complexes in the previous section, should help calculate (and elucidate the homotopy properties of) Farber's TC. In a bit more detail, as indicated by García-Calcines and Vandembroucq in [13, p. 636] , weak-TC and weak-cat techniques can be used to tie Farber's calculation of TC(S n ) with the behavior of the classical Hopf invariant of [ι, ι] ∈ π 2n−1 (S n ), the Whitehead square of the identity ι : S n → S n . This section's goal is to explain such a phenomenon in terms of TC-Hopf sets.
As a way of preparation, we start by considering [ι 1 , ι 2 ], the Whitehead product of the two obvious inclusions ι 1 , ι 2 : S n → S n ∨ S n .
Proposition 4.1. The Hopf set TCH
is trivial if and only if n is odd.
Proof. The result follows from (23) TC(S n ) = 1, n odd; 2, n even, and the inequalities 1 = cat(S n ) = TC ⋆×S n (S n ) ≤ TC S n ∨S n (S n ) ≤ 1, where the last inequality is given by Proposition 2.3.
Other Hopf sets whose triviality depends on the parity of some of its numerical parameters can be identified from the proof of Proposition 3.9-whose notation will be in force in what follows. In fact, as we explain next, the new Hopf sets can be thought of as being complementary to those in Proposition 4.1. Start by noticing that C ′ 2 arises from S n × S n by attaching an (m + 1)-dimensional cell via the map β given by the composition S m = e 0 × S m → e 0 × S n ֒→ S n × S n whose first arrow is 1 × α. Note also that TC S n ×S n (C α ) ≤ TC(S n ). A cohomological calculation-similar to those in Remark 3.8 and in the proof of Theorem 3.7-based on Lemma 3.3 yields in fact TC S n ×S n (C α ) = TC(S n ), as described in (23) . Since TC C ′ 2 (C α ) = 2, we deduce:
is trivial if and only if n is even. (C α ) = 2 can also be used to identify the triviality of some additional Hopf sets related to Whitehead products. Think of C ′ 2 this time as arising from S n ∨ C α by attaching a cell of dimension 2n via the map γ given by the composition
In other words, C ′ 2 is the cone of the Whitehead product of the two inclusions of S n into S n ∨ C α . The argument at the end of the proof of Theorem 3.7 applies to give
* (ev Cα )) is trivial for any n.
In order to simplify the discussion below, for the remainder of the section we use Fassò's description (6) of the fat wedge. We will also assume familiarity with [13] .
Recall TC S n ∨S n (S n ) = 1, so that the (known) value of TC(S n ) is determined by the potential triviality of TCH 
where the homotopy lifting ℓ is unique because κ 1 is a (2n−1)-equivalence (and n ≥ 2). Likewise, the value of cat(C ∆ ) can be obtained from (25) cat(C ∆ ) = 1, n odd; 2, n even, which is of course in accordance to (23) and [14, Subsection 3.2] . The point to stress here is that, since the homotopy class S n → C ∆ corresponding to the inclusion of the bottom cell has category 1, the Hopf set relevant for (25), catH The relevant diagram in the definition of catH
and the homotopy lifting ℓ ′ is unique again by dimensional reasons. The key point now comes from [13, proof of Proposition 15]: (24) can be extended one step to the right with the pushout
where q : S n ×S n → C ∆ is the canonical projection and Q is the induced map on wedge spaces. Further, [13, proof of Proposition 28] shows that (27) can be thought of as part of a "map" from (24) to (26) in the sense that the three previous diagrams fit into the larger diagram
where the cocomponents of∇ are ι and −ι. Note that the commutativity of the square involving ℓ and ℓ ′ is warranted, once again, by dimensional reasons-the connectivity of the lower κ 1 . It follows that the map induced by Q on the homotopy fibers of the two maps κ 1 sends the singleton TCH
. This is of course in accordance with the agreement between (23) and (25), but an actual explanation of the phenomenon-that is, one that does not depend on an actual knowledge of TC(S n ) and cat(C ∆ )-evidently requires:
Lemma 4.4. The map induced by Q on the homotopy fibers of the vertical maps in (27) induces an isomorphism in homotopy groups of dimension 2n − 1.
Proof. The cofiber projection q and, therefore, q × q are n-equivalences. Since (27) is a pushout, the homotopy cofiber of Q-which agrees with that of q × q-has homology groups vanishing below dimension n + 1. Since the domain and codomain of Q are simply connected, Q is also an n-equivalence. On the other hand, in (24) we observed that the map κ 1 on the left of (27) is a (2n − 1)-equivalence. By the Blakers-Massey Theorem, the induced morphism
is an isomorphism in dimensions less than 3n − 1. Consequently, the map induced by Q on the homotopy fibers of the vertical maps in (27) induces isomorphisms in homotopy groups of dimensions less than 3n − 2. This yields the assertion since n ≥ 2.
Remark 4.5. Let α : S 6 → S 3 be as in Example 3.10, so TC(C α ) = 3. Let C ∆ be the cofiber of the diagonal map ∆ : C α → C α × C α , so 3 = wcat(C ∆ ) ≤ cat(C ∆ ) ≤ 4 in view of [8, Lemma 18.3] and the proof of [13, Proposition 30] . We observe next that the Hopf set approach gives in fact cat(C ∆ ) = 3 (thus C α is an instance, additional to those listed in [14, Subsection 3.2] , of spaces X whose topological complexity agrees with the category of the mapping cone of the diagonal map X → X × X) 2 . Indeed, by mimicking the arguments used above in the case of spheres, we get the commutative diagram 1 AND MARK GRANT proved that (28) TC(Σ g ) = 2 g ≤ 1; 4 g ≥ 2.
But the situation for N g , the non-orientable surface of genus g, seems to be more difficult to deal with. We have already mentioned the fact that TC(RP 2 ) = 3 (Theorem 3.1). However, the value of the topological complexity of the "next" non-orientable surface, the Klein bottle K, has eluded the computational efforts of a number of people.
In this section we note the non-triviality of the Hopf sets associated to oriented surfaces, and identify the single Hopf-set obstruction involved in the determination of TC(N g ) for g ≥ 2. (Hopf sets for the special case of the projective plane are discussed in Remark 3.8-see also the observation following (18) .)
For a surface S of positive 3 genus, consider the cone decomposition
where D i is the i-th skeleton in any 4-dimensional cell structure of S × S. In view of (28), if S = Σ g with g ≥ 2, all four Hopf sets in a calculation of TC(S) using (29) are non-trivial. On the other hand, in the case of the torus Σ 1 = S 1 × S 1 , Lemma 3.3 and the non-triviality of
show that the first two Hopf sets arising from (29) are non-trivial, whereas (28) implies that the last two Hopf sets must be trivial. We thus focus on the case of non-orientable surfaces. Standard considerations using dimension and zero-divisors cup-length (say with mod-2 coefficients) easily yield TC(N g ) = 3 + δ(g) with δ(g) ∈ {0, 1}. In fact, as we show in Proposition 5.1 below, the exact value of δ(g) depends solely on the "top" TC-Hopf set in the skeletal stratification (29). In order to fix ideas, here we use the product cell structure on S × S coming from the standard cell decomposition of S = N g into a 0-cell e 0 , g 1-cells e 1 i (i = 1, . . . , g), and a 2-cell e 2 attached by the word e 3 The analysis of the Hopf sets arising in the calculation of the topological complexity of the 2-sphere Σ 0 is omitted as it is contained in the previous section.
Proof. Recall that the mod-2 cohomology ring of N g is generated by 1-dimensional classes a i , 1 ≤ i ≤ g, subject only to the relations a i a j = 0 and a ΩN g )  ⋆4 ) )) provided we knew that the relevant fiber (ΩN g ) ⋆4 is 3-simple-to ensure a suitable local coefficient system. We avoid such technicalities with the Hopf sets approach.
