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Abstract. The construction of finite tight Gabor frames plays an important role in many
applications. These applications include significant ones in signal and image processing.
We explore when constant amplitude zero autocorrelation (CAZAC) sequences can be used
to generate tight Gabor frames. The main theorem uses Janssen’s representation and the
zeros of the discrete periodic ambiguity function to give necessary and sufficient conditions
for determining whether any Gabor frame is tight. The relevance of the theorem depends
significantly on the construction of examples. These examples are necessarily intricate, and
to a large extent, depend on CAZAC sequences. Finally, we present an alternative method
for determining whether a Gabor system yields a tight frame. This alternative method does
not prove tightness using the main theorem, but instead uses the Gram matrix of the Gabor
system.
1. Introduction
1.1. Background. Frames were introduced in 1952 by Duffin and Schaeffer [19] in their
research on nonharmonic Fourier series. They used frames to compute the coefficients of a
linear combination of vectors which were linearly dependent and spanned its Hilbert space.
Since then, frames have been used in applications such as the analysis of wavelets, and in
signal and image processing [17][32][34][38][39]. Frames can be viewed as a generalization of
orthonormal bases for Hilbert spaces. Like bases, frames still span the Hilbert space, but
unlike bases they are allowed to be linearly dependent. In the context of signal processing,
the primary advantage of frames is that they provide stable representations of signals which
are robust in the presense of erasures and noise [26][27]. Frames for finite vector spaces, i.e.,
finite frames, are of particular interest for engineering or computational applications, and as
such there has been significant research conducted on finite frames [1][2][14][15].
Let H be a separable Hilbert space over the complex field C. A sequence F = {vi} ⊆ H
is a frame for H if there exist A,B > 0 such that
∀x ∈ H, A‖x‖22 ≤
∑
vi∈F
|〈x, vi〉|2 ≤ B‖x‖22. (1.1)
Since we want to view frames as a generalization of orthonormal bases, we want to be able
to write any vector x ∈ H in terms of vi ∈ F . If F is a frame, then we can write any x ∈ H
as the linear combination,
x =
∑
vi∈F
〈x, vi〉S−1vi, (1.2)
where S is a well-defined linear operator associated with F known as the frame operator
of F . In general, it is non-trivial to compute the invese of the frame operator. However,
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if is possible to have A = B, then we have the special case of a tight frame. In this case,
S = AId, and (1.2) can be re-written as
x =
1
A
∑
vi∈F
〈x, vi〉vi. (1.3)
This makes tight frames particularly desirable since (1.3) is computationally easier than
(1.2). This has motivated research into the discovery and construction of tight frames
[7][13][18][40][41], as well as the transformation of frames into tight frames [28].
Finite frames are sometimes studied in the context of time-frequency analysis. The be-
ginnings of time-frequency analysis go back to Gabor’s paper on communication theory [21],
where he used time-frequency rectangles to simultaenously analyze the time and frequency
content of Gaussian functions. These methods are restricted by the Heisenberg uncertainty
principle, which essentially states that no function can be simultaneously well concentrated
in both time and frequency [3][20]. It is this limitation that makes the mathematical theory
of time-frequency analysis both difficult and interesting, and there is significant research in
the area of time-frequency analysis [8][16][29][36][37].
In particular, systems which consist of translations and modulations of a generating func-
tion are called Gabor systems. To ensure any signal (function) can be constructed from
a Gabor system, one would like to show that the system forms an orthonormal basis, or
more generally, a frame. Gabor’s original suggestion was to use Gaussian functions as the
generator. His suggestion did not generate a Riesz basis for L2(R) [24], the space of square
integrable functions, but a minor alteration to his suggestion does make the system into a
frame for L2(R) [31]. This example motivates studying when Gabor systems generated by
other functions are tight frames. An excellent reference and exposition on time-frequency
analysis is [22].
Constant amplitude zero autocorrelation (CAZAC) sequences are often used in radar and
communication theory for various applications [30] such as error-correcting codes. The zero
autocorrelation property gives that CAZAC sequences and their translates are orthogonal.
One might hope similar sparsity properties extend off the zero time axis. This is the mo-
tivation which suggests that CAZAC sequences may be suitable for generating tight Gabor
frames.
1.2. Theme. The central idea is to use CAZAC sequences to generate tight Gabor frames.
The motivation is based on the following train of thought. Frames are useful for computa-
tional purposes since they are often stable representations which are robust in the presence
of erasures and noise. Tight frames are even more computationally convenient because re-
construction avoids the need of computing the inverse of the frame operator. Finite tight
frames are then considered since computers can ultimately only do finite computations. Fi-
nite tight Gabor frames are used to see the role of time and frequency in signals we would
like to represent with tight frames. Finally, CAZACs are used in radar and communication
theory, and so it is natural to consider the role of CAZACs in the context of Gabor frames.
One of the main themes is constructing Gabor frames using subgroups of the time-
frequency group. The idea is that tight Gabor frames using subgroups would have fewer
coefficients and require less computation while maintaining group structure. In this con-
text, our optimal theoretical result is Theorem 2.8. Because of the intricacies involved in
quantifying Theorem 2.8, we construct nontrivial examples of Theorem 2.8.
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Of comparable relevance are CAZAC sequences. Theorem 2.8 requires suitable sparsity
in the ambiguity function of the generating sequence. Several CAZAC sequences can be
shown to have the required sparsity in their amibguity function in several cases. As such,
we leverage this sparsity and use these CAZAC sequences to construct nontrivial examples
of Theorem 2.8. This prompts the question of whether CAZACs are always suitable for
constructing tight Gabor frames, and if not, which ones are suitable.
1.3. Outline. In Section 2 we give a necessary and sufficient condition for proving a Gabor
system in CN is a tight frame. This is accomplished through Janssen’s representation and by
showing sufficient sparsity in the discrete periodic ambiguity function. In Section 3, we give
a brief overview on constant amplitude zero autocorrelation (CAZAC) sequences and define
the CAZAC sequences used in the examples: Chu, P4, Wiener, square length Bjo¨rck-Saffari,
and Milewski sequences. We also provide two alternative formulations of the question of
constructing new CAZAC sequences.
In Section 4, we compute the discrete periodic ambiguity functions for the CAZAC se-
quences we use in the examples. These sequences are the Chu, P4, Wiener, square length
Bjo¨rck-Saffari, and Milewski sequences. Some details on the Chu, P4, and Wiener sequences
can be found in [9]. Details on the square length Bjo¨rck-Saffari sequence, as well as some
generalizations of the sequence, can be found in [11]. Details on the Milewski sequence and
a detailed computation of its discrete periodic ambiguity function can be found in [6] or
[33]. Section 5 constructs several examples which utilize the sequences from Section 4 and
Theorem 2.8.
We begin Section 6 by computing the Gram matrix of a Gabor system in terms of the
discrete periodic ambiguity function of the generating sequence. We then use the results of
Section 4 in order to write the Gram matrices of Gabor systems generated by the Chu, P4,
and Wiener sequences. Section 7 is focused on an alternative method for proving Gabor
systems are tight frames. This method proves tightness by showing the Gram matrix has
sufficient rank and that the nonzero eigenvalues of the Gram matrix are the same. Section
7 begins with the P4 and Chu cases and is followed up with how to make the necessary
adjustments for the Wiener sequence case.
1.4. Notation. Let ϕ ∈ CN . We denote translation by k ∈ (Z/NZ) as τk and modulation
by ℓ ∈ (Z/NZ) as eℓ, and define them by
τk(ϕ)[j] = ϕ[j − k] and eℓ(ϕ)[j] = e2πijℓ/Nϕ[j]. (1.4)
The Discrete Fourier Transform (DFT), ϕ̂ ∈ CN , of ϕ ∈ CN is defined by
∀ℓ ∈ (Z/NZ), ϕ̂[ℓ] =
N−1∑
k=0
ϕ[k]e−2πikℓ/N . (1.5)
In particular, (1.5) is the non-normalized version of the DFT, and so the inverse is given by
ϕ[k] =
1
N
N−1∑
ℓ=0
ϕ̂[ℓ]e2πikℓ/N . (1.6)
Λ denotes a subgroup of the time-frequency lattice (Z/NZ)× (Z/NZ)̂, where (Z/NZ)̂=
{e2πiℓ(·)/N : ℓ ∈ (Z/NZ)} is the group of unimodular characters on (Z/NZ). We choose this
notation to emphasize that (Z/NZ)̂ is indeed the character group even though (Z/NZ)̂ can
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be identified with the group (Z/NZ). In practice, we shall use the identification of (Z/NZ)̂
with (Z/NZ) and simply write (k, ℓ) ∈ (Z/NZ)× (Z/NZ)̂.
2. Tight frames from sparse discrete periodic ambiguity functions
In this section we give a necessary and sufficient condition for determining when the
Gabor system generated by ϕ ∈ CN \ {0} and Λ ⊆ (Z/NZ)× (Z/NZ)̂will be a tight frame.
The major theme will be: Gabor systems are tight frames if the discrete periodic ambiguity
functions of their generating functions are sufficently sparse. The discrete periodic ambiguity
function is a tool that is often used in radar and communications theory [30], and we will
show that it is closely linked to the short-time Fourier transform. We will use Janssen’s
representation to utilize the discrete periodic ambiguity function. Janssen’s representation
allows us to write the frame operator as a linear combination of time-frequency operators
whose coefficients can be computed without knowing the input of the frame operator, cf.
Walnut’s representation [35][42]. To begin, we review finite Gabor systems, the short-time
Fourier transform, and the fact that full Gabor systems always generate tight frames. For
more details on frame theory, [15] is a valuable resource.
Gabor systems in CN are families of vectors which are generated by a vector ϕ ∈ CN \{0}
and translations and modulations of ϕ. Specifically, let ϕ ∈ CN \ {0} and let Λ ⊆ Z/NZ ×
(Z/NZ)̂. The family of vectors
(ϕ,Λ) = {eℓτkϕ : (k, ℓ) ∈ Λ}
is the Gabor system generated by ϕ and Λ. If there exist A,B > 0 such that the sequence
F = {vi}Mi=1 ⊆ CN satisfy
∀x ∈ CN , A‖x‖22 ≤
M∑
i=1
|〈x, vi〉|2 ≤ B‖x‖22, (2.1)
then F is said to be a frame for CN . Note that A > 0 guarantees that {vi}Mi=1 spans CN
and M ≥ N . In fact, {vi}Mi=1 spanning CN is a necessary and sufficient condition in finite
dimensional Hilbert spaces [15]. This allows us to think of frames as a generalization of
bases. If A = B is possible in (2.1), then F is said to be a tight frame. If a Gabor system
(ϕ,Λ) satisfies (2.1), then the Gabor system is said to be a Gabor frame. If, in addition,
A = B is possible in (2.1), we call (ϕ,Λ) a tight Gabor frame.
Let F = {vi}Mi=1 be a frame for CN . The frame operator of F , S : CN → CN , is defined
by
∀x ∈ CN , S(x) =
M∑
i=1
〈x, vi〉vi. (2.2)
We can reconstruct any vector x ∈ CN with the following formula(s),
∀x ∈ CN , x =
M∑
i=1
〈x, vi〉S−1vi =
M∑
i=1
〈x, S−1vi〉vi. (2.3)
F is a tight frame if and only if S = AId where A is the frame bound. This allows for
easy reconstruction of any x ∈ CN and also a sufficient condition for showing a sequence of
vectors in CN is a tight frame.
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Definition 2.1. Let ϕ ∈ CN . The discrete short-time Fourier transform of ϕ with respect
to ψ ∈ CN is defined by
Vψ(ϕ)[m,n] = 〈ϕ, enτmψ〉 =
N−1∑
k=0
ϕ[k]ψ[k −m]e−2πink/N = (ϕτm(ψ))̂[n].
The inversion formula is given by
ϕ[k] =
1
N‖ψ‖22
N−1∑
n=0
N−1∑
m=0
Vψ(ϕ)[m,n]enτmψ.
The following theorem shows that full Gabor systems, or Gabor systems generated by
Λ = (Z/NZ)× (Z/NZ)̂, are always tight frames, regardless of the choice of ϕ.
Theorem 2.2. Let ϕ ∈ CN \ {0} and let Λ = (Z/NZ)× (Z/NZ)̂. Then, the Gabor system
(ϕ,Λ) is a tight frame with frame bound N‖ϕ‖22.
Proof. For every x ∈ CN we compute S(x),
S(x) =
N−1∑
n=0
N−1∑
m=0
〈x, enτmϕ〉enτmϕ =
N−1∑
n=0
N−1∑
m=0
Vϕ(x)[m,n]enτmϕ = N‖ϕ‖22x.
In light of Theorem 2.2, we only want to analyze Gabor systems where Λ is a proper
subgroup of (Z/NZ)× (Z/NZ)̂ since the tightness of the Gabor frame (ϕ,Λ) is completely
independent of the choice of ϕ if Λ = (Z/NZ)× (Z/NZ)̂.
The primary tool in our analysis will be Janssen’s representation. Part of Janssen’s rep-
resentation includes the adjoint subgroup of the subgroup Λ ⊆ (Z/NZ) × (Z/NZ)̂, whose
definition is given below.
Definition 2.3. Let Λ be a subgroup of (Z/NZ) × (Z/NZ)̂. The adjoint subgroup, Λ◦, is
defined by
Λ◦ = {(m,n) ∈ (Z/NZ)× (Z/NZ)̂ : enτmeℓτk = eℓτkenτm, ∀(k, ℓ) ∈ Λ}.
In other words, Λ◦ consists of the time-frequency operators which commute with all time-
frequency operators in Λ. The following form of Janssen’s representation is less general than
what is usually known as Janssen’s representation, but we choose to use this form because
it is adjusted for use in our main theorem. A more general version is proved in [35].
Theorem 2.4. Let Λ be a subgroup of (Z/NZ) × (Z/NZ)̂ and Λ◦ be the adjoint subgroup
of Λ. Let ϕ ∈ CN \ {0}. Then, the Gabor frame operator of the Gabor system (ϕ,Λ) can be
written as
S =
|Λ|
N
∑
(m,n)∈Λ◦
〈enτmϕ, ϕ〉enτm.
Definition 2.5. Let ϕ ∈ CN . The discrete periodic ambiguity function (DPAF) of ϕ is the
function Ap(ϕ) : (Z/NZ)× (Z/NZ)̂→ C defined by
Ap(ϕ)[m,n] =
1
N
N−1∑
k=0
ϕ[k +m]ϕ[k]e−2πink/N =
1
N
〈τ−mϕ, enϕ〉. (2.4)
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It should be noted that the discrete periodic ambiguity function is essentially the same as
the short-time Fourier transform of ϕ with ϕ itself as the window function, and thus can be
thought of as essentially interchangable. The computation in (2.5) demonstrates this idea.
Ap(ϕ)[m,n] =
1
N
〈τ−mϕ, enϕ〉 = e
2πimn/N
N
〈ϕ, enτmϕ〉 = e
2πimn/N
N
Vϕ(ϕ)[m,n]. (2.5)
Definition 2.6. Let ϕ ∈ CN \ {0} and let Λ ⊆ Z/NZ × (Z/NZ)̂ be a subgroup. Let Λ◦
be the adjoint subgroup of Λ. Ap(ϕ) is Λ
◦-sparse if for every (m,n) ∈ Λ◦ \ {(0, 0)} we have
that Ap(ϕ)[m,n] = 0.
We shall prove that Λ◦-sparsity is a necessary and sufficient condition for determining
whether or not a given Gabor system is a tight frame. To accomplish this we need one
more theorem. Recall that the space of linear operators on CN forms an N2-dimensional
space. Moreover, given any orthonormal basis {ei}Ni=1, we can define the Hilbert-Schmidt
inner product of two linear operators A,B by
〈A,B〉HS =
N∑
i=1
N∑
j=1
〈Aei, ej〉〈Bei, ej〉. (2.6)
The Hilbert-Schimdt inner product is independent of choice of orthonormal basis. We call
the space of linear operators on CN equipped with the Hilbert-Schmidt inner product the
Hilbert-Schmidt space. Theorem 2.7 is given without proof, but a proof can be found in [35].
Theorem 2.7. The set of normalized time frequency translates { 1√
N
eℓτk : (k, ℓ) ∈ (Z/NZ)×
(Z/NZ)̂} forms an orthonormal basis for the N2-dimensional Hilbert-Schmidt space of linear
operators on CN .
With Theorem 2.4, Theorem 2.7, and Definition 2.6 we are ready to present the main
theoretical result.
Theorem 2.8. Let ϕ ∈ CN \ {0} and let Λ ⊆ Z/NZ × (Z/NZ)̂. (ϕ,Λ) is a tight frame if
and only if Ap(ϕ) is Λ
◦-sparse. Moreover, the frame bound is given by |Λ|Ap(ϕ)[0, 0].
Proof. By Janssen’s representation and using the definition of Ap(ϕ) we have
S =
|Λ|
N
∑
(k,ℓ)∈Λ◦
〈eℓτkϕ, ϕ〉eℓτk = |Λ|
N
∑
(k,ℓ)∈Λ◦
〈τkϕ, e−ℓϕ〉eℓτk
= |Λ|
∑
(k,ℓ)∈Λ◦
Ap(ϕ)[−k,−ℓ]eℓτk = |Λ|
∑
(k,ℓ)∈Λ◦
Ap(ϕ)[k, ℓ]eℓτk (2.7)
where the last equality comes from the fact that Λ◦ is a subgroup of (Z/NZ) × (Z/NZ)̂.
Clearly, if Ap(ϕ) is Λ
◦-sparse, then by (2.7) the frame operator will be |Λ|Ap(ϕ)[0, 0] times
the identity. It remains to show that Ap(ϕ) is a necessary condition. For S to be tight we
need
S = |Λ|
∑
(k,ℓ)∈Λ◦
Ap(ϕ)[k, ℓ]eℓτk = AId. (2.8)
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In particular, we can rewrite (2.8) to∑
(k,ℓ)∈Λ◦\{(0,0)}
|Λ|Ap(ϕ)[k, ℓ]eℓτk + (|Λ|Ap(ϕ)[0, 0]−A)Id = 0.
By Theorem 2.7, the set of linear operators {eℓτk : (k, ℓ) ∈ Λ◦} is linearly independent.
Thus, Ap(ϕ)[k, ℓ] = 0 for every (k, ℓ) ∈ Λ◦ \ {(0, 0)} and A = |Λ|Ap(ϕ)[0, 0]. We conclude
that, Ap(ϕ) is Λ
◦-sparse and the frame has the desired frame bound. 
Theorem 2.8 is closely connected to the Wexler-Raz criterion. The Wexler-Raz criterion
checks whether a Gabor system (ϕ˜,Λ) is a dual frame to (ϕ,Λ). In particular, if S is the
frame operator of (ϕ,Λ), then S−1ϕ is the canonical dual frame of (ϕ,Λ). Theorem 2.8 is
a special case of Wexler-Raz which confirms that the canonical dual frame associated with
tight frames indeed satisfies the Wexler-Raz criterion. Again, a proof is not given but can
be found in [35].
Theorem 2.9. Let Λ be a subgroup of (Z/NZ) × (Z/NZ)̂. For Gabor systems (ϕ,Λ) and
(ϕ˜,Λ) we have
x =
∑
(k,ℓ)∈Λ
〈x, eℓτkϕ˜〉eℓτkϕ, x ∈ CN , (2.9)
if and only if
〈ϕ, eℓτkϕ˜〉 = N|Λ|δ(k,ℓ),(0,0), (k, ℓ) ∈ Λ
◦. (2.10)
If (ϕ,Λ) is a tight frame, then the cannonical dual frame to (ϕ,Λ) is (A−1ϕ,Λ), since
S−1 = A−1Id. If we use the Wexler-Raz criteron to verify if (A−1ϕ,Λ) is a dual frame and
use A = |Λ|Ap(ϕ)[0, 0] as in Theorem 2.8, then (2.9) holds if and only if,
1
|Λ|Ap(ϕ)[0, 0]〈ϕ, eℓτkϕ〉 =
N
|Λ| = δ(k,ℓ),(0,0), (k, ℓ) ∈ Λ
◦.
This can be rewritten as
Ap(ϕ)[k, ℓ] = Ap(ϕ)[0, 0]δ(k,ℓ),(0,0) (k, ℓ) ∈ Λ◦.
This is the same condition as Ap(ϕ) being Λ
◦-sparse.
We close this section with a few operations on ϕ which preservere the Λ◦-sparsity of the
ambiguity function.
Proposition 2.10. Let ϕ ∈ CN \ {0} and let Λ ⊆ Z/NZ× (Z/NZ)̂ be a subgroup. Suppose
that Ap(ϕ) is Λ
◦-sparse. Then the following are also Λ◦- sparse:
(i) ∀k ∈ Z/NZ, Ap(τkϕ)
(ii) ∀ℓ ∈ (Z/NZ)̂, Ap(eℓϕ)
(iii) ∀c ∈ C \ {0}, Ap(cϕ)
(iv) Ap(ϕ).
Proof. Each part follows from direct computation which is shown below:
(i) Let k ∈ (Z/NZ). Then,
Ap(τkϕ)[m,n] =
1
N
N−1∑
j=0
ϕ[j − k +m]ϕ[j − k]e−2πinj/N
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=
1
N
N−k−1∑
j′=−k
ϕ[j′ +m]ϕ[j′]e−2πin(j
′+k)/N = e−2πink/N
1
N
N−1∑
j′=0
ϕ[j′ +m]ϕ[j′]e−2πinj
′/N
= e−2πink/NAp(ϕ)[m,n] = 0
if Ap(ϕ)[m,n] = 0.
(ii) Let ℓ ∈ (Z/NZ)̂. Then,
Ap(eℓϕ)[m,n] =
1
N
N−1∑
j=0
e2πiℓ(j+m)/Nϕ[j +m]e−2πiℓj/Nϕ[j]e−2πinj/N
= e2πiℓm/N
1
N
N−1∑
j=0
ϕ[j +m]ϕ[j]e−2πinj/N = e2πiℓm/NAp(ϕ)[m,n] = 0
if Ap(ϕ)[m,n] = 0.
(iii) Let c ∈ C \ {0}. Then,
Ap(cϕ)[m,n] =
1
N
N−1∑
j=0
cϕ[j +m]cϕ[j]e−2πinj/Na = |c|2Ap(ϕ)[m,n] = 0
if Ap(ϕ)[m,n] = 0.
(iv) By direct computation,
Ap(ϕ)[m,n] =
1
N
N−1∑
j=0
ϕ[j +m]ϕ[j]e−2πinj/N =
1
N
N+m−1∑
j′=m
ϕ[j′]ϕ[j′ +m]e−2πin(j
′−m)/N
= e2πinm/N
1
N
N−1∑
j′=0
ϕ[j′ +m]ϕ[j′]e−2πinj
′/N
= e2πinm/NAp(ϕ)[m,n] = 0
if Ap(ϕ)[m,n] = 0. 
3. CAZAC Sequences
Since the goal is to analyze which CAZACs are suitable for genetating tight Gabor frames,
we briefly discuss the background of CAZAC sequences. A more detailed exposition on
CAZACs can be found in [5]. CAZAC is an acronym which stands for Constant Amplitude
and Zero Autocorrelation. These sequences have applications in areas such as coding theory
[30] and have several interesting mathematical properties as well as problems. First, we
begin with the definition of a CAZAC sequence.
Definition 3.1. ϕ ∈ CN is a CAZAC sequence if the following two properties hold:
|ϕ[k]| = 1, ∀k ∈ (Z/NZ) (CA)
and
N−1∑
k=0
ϕ[k +m]ϕ[k] = 0, ∀m ∈ (Z/NZ) \ {0}. (ZAC)
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An equivalent definition of CAZAC sequences are sequences where both ϕ and ϕ̂ satisfiy
(CA). As such, CAZAC sequences are sometiems refered to biunimodular sequences. This
idea is made clearer by Proposition 3.6. There are seven CAZAC sequences which shall be
used in the examples: Chu, P4, Wiener, square-length Bjo¨rck-Saffari, Milewski, and Bjorck
sequences. We shall define these sequences now and leave the analysis of their DPAFs to
Section 4.
Definition 3.2. Let ϕ ∈ CN be of the form
ϕ[k] = eπip[k]/N ,
where p[k] is a polynomial. Then we can define the Chu, P4, and Wiener CAZAC sequences
with,
• Chu: p[k] = k(k − 1) if N is odd.
• P4: p[k] = k(k −N) for any N .
• Wiener (odd length): p[k] = sk2, if N is odd and gcd(s,N) = 1.
• Wiener (even length): p[k] = sk2/2, if N is even and gcd(s, 2N) = 1.
All three of these sequences belong to a class of sequences known as chirp sequences. Chirp
sequences are sequence whose frequency change linearly in time. They are also known as
quadratic phase sequences. Some additional exposition about these sequences can be found
in [9].
Definition 3.3. Let c ∈ CN be unimodular, v ∈ CM be CAZAC, and σ be any permutation
of the set {0, 1, · · · , N − 1}. Then,
(i) The square length Bjo¨rck-Saffari CAZAC sequence, ϕ ∈ CN2 , is defined by,
∀r ∈ (Z/NZ), h ∈ (Z/NZ), ϕ[aN + b] = c[h]e2πirσ(h)/N .
(ii) The Milewski CAZAC sequence, ϕ ∈ CMN2 is defined by,
∀a ∈ (Z/MNZ), b ∈ (Z/NZ), ϕ[aN + b] = v[a]e2πiab/MN .
The square-length Bjo¨rck-Saffari sequences were defined by Bjo¨rck and Saffari as a building
block to a more general class of CAZAC sequences whose length were not necessarily a perfect
square [11]. The Milewski sequence was first defined by Milewski in [33] as a way to construct
more CAZAC sequences out of already existing ones.
Definition 3.4. Let p be prime. The Legendre symbol is defined by(
k
p
)
=

0, if k ≡ 0 mod p
1, if k ≡ n2 mod p for some n ∈ (Z/pZ) \ {0}
−1, otherwise.
Definition 3.5. Let p be prime and let ϕ ∈ Cp be of the following form,
ϕ[k] = eiθ[k]. (3.1)
We define the Bjo¨rck sequence by letting θ[k] in (3.1) be as follows,
• If p ≡ 1 mod 4 then,
θ[k] =
(
k
p
)
arccos
(
1
1 +
√
p
)
.
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• If p ≡ −1 mod 4 then,
θ[k] =
{
arccos
(
1−p
1+p
)
, if
(
k
p
)
= −1
0 otherwise.
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Figure 3.1. DPAF of length 11 Bjo¨rck sequence.
Figure 3.1 shows that the length 11 Bjo¨rck sequence is indeed a CAZAC sequence. In
fact, all sequences generated by Definition 3.5 are CAZAC [10]. In this particular example,
one can see that the discrete periodic ambiguity function of the length 11 Bjo¨rck sequence is
almost always nonzero, except for on Ap(ϕ)[·, 0] and Ap(ϕ)[0, ·]. These properties hold true
for any Bjo¨rck sequence of any prime length. In light of Theorem 2.8, we can see that Bjo¨rck
sequences are ill-suited to the construction of tight frames, despite being CAZAC. We shall
explore this idea more in Section 5. More detailed exploration on the behavior of the DPAF
of the Bjo¨rck sequence can be found in [4] and [25]. For completeness, the length 11 Bjo¨rck
sequence is listed out below,
ϕ = (1, 1, eiθ11, 1, 1, 1, eiθ11, eiθ11 , eiθ11 , 1, eiθ11),
where θ11 = arccos(−10/11).
Proposition 3.6. Let ϕ ∈ CN and let c ∈ C be such that |c| = 1. Then,
(i) If ϕ is CA, then ϕ̂ is ZAC.
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(ii) If ϕ is CAZAC, then ϕ̂ is also CAZAC.
(iii) If ϕ is CA, then ϕ̂ can have zeros.
(iv) If ϕ is CAZAC, then cϕ is also CAZAC.
Property (iv) allows us to say two CAZACs are equivalent if they are complex rotations
of each other. We can assume that the representative CAZAC in each equivalence class is
the sequence whose first entry is 1. Given this, a natural question is as follows: For each
N , how many CAZACs are there of length N? If N is a prime number, then there are only
finitely many classes of CAZAC sequences [23]. On the other hand, if N is composite and
is not square-free, then there are infinitely many classes of CAZAC sequences [11]. If N is
composite and square-free, it is unknown whether the number of equivalence classes is finite
or infinite. Another question is, what other CAZACs can we construct besides the Chu,
P4, etc.? The discovery of other CAZAC sequences can be transformed into two different
problems in very different areas of mathematics. We shall explore these two other equivalent
problems: The first involves circulant Hadamard matrices and the second is with cyclic
n-roots.
Definition 3.7. Let H ∈ CN×N .
(i) H is a Hadamard matrix if for every (i, j), |Hi,j| = 1 and HH∗ = NId.
(ii) H is a circulant matrix if for each i, the i-th row is a circular shift of the first row
by i− 1 entries to the right.
One can construct a circulant Hadamard matrix by making the first row a CAZAC se-
quence and each row after a shift of the previous row to the right. It is clear that this con-
struction leads to a circulant matrix, and the ZAC property will guarantee that HH∗ = NId.
Thus, given a CAZAC, we can generate a Hadamard matrix, and even better, we have the
following theorem [9].
Theorem 3.8. ϕ ∈ CN×N if and only if the circulant matrix generated by ϕ is a Hadamard
matrix.
In particular, Theorem 3.8 gives a one-to-one correspondence between circulant N × N
Hadamard matrices whose diagonal consists of ones and the equivalence classes of CAZAC
sequences of length N . Therefore, an equiavlent problem to the discovery of additional
CAZAC sequences is the computation of circulant Hadamard matrices. There is a signifi-
cant amount of research and interest in Hadamard matrices, even outside of the context of
CAZACs. A catalogue of complex Hadamard matrices with relevant citations can be found
online at [12].
Definition 3.9. (z0, z1, · · · , zN−1) ∈ CN is a cylclic N-root if it satisfies the following system
of equations, 
z0 + z1 + · · ·+ zN−1 = 0
z0z1 + z1z2 + · · ·+ zN−1z0 = 0
z0z1z2 + z1z2z3 + · · ·+ zN−1z0z1 = 0
· · · · · ·
z0z1z2 · · · zN−1 = 1
. (3.2)
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Let ϕ ∈ CN be CAZAC with ϕ[0] = 1. Let us emphasize the sequence nature of ϕ ∈ CN
and write ϕ[k] = ϕk. Then,
(z0, z1, · · · , zN−1) :=
(
ϕ1
ϕ0
,
ϕ2
ϕ1
, · · · , ϕ0
ϕN−1
)
(3.3)
is a cylcic n-root. In fact, there is a one-to-one correspondence between cyclic n-roots and
CAZAC sequences whose first entry is one [23]. In the same manner as circulant Hadamard
matrices, finding cyclic N-roots is equivalent to finding CAZAC sequences of length N . In
particular, using (3.3) we can see that we can construct CAZAC sequences by the following
(recursive) formula:
∀k ∈ {1, 2, · · · , N − 1}, ϕ0 = 1, ϕk = ϕk−1zk−1. (3.4)
Cyclic n-roots can be used to show that the number of prime length CAZACs is finite. This
was proved by Haagerup [23], but a summary, along with more results on CAZACs, can be
found in [5].
It is still unclear what the exact role of CAZACs is in the generation of tight frames.
Many of the known CAZAC sequences are suitable for generating tight Gabor frames, as we
shall see in Section 5. On the other hand, the Bjo¨rck sequence is also CAZAC but is very
ill-suited for generating tight Gabor frames. Part of the difficulty is that although there are
results quantifying the number of CAZAC sequences for given length N , very few of them
have been explicitly written out. Many of the ones which are known are generated by roots
of unity. The Bjo¨rck sequence is the exception to this and is also the one that is ill-suited
for generating tight Gabor frames. One could perhaps show that all CAZAC sequences
generated by roots of unity (eg. Chu, P4, Wiener, roots of unity generated Milewski) will
have sparse discrete periodic ambiguity functions. Hopefully, the eventual discovery of more
CAZAC sequences will help further clarify the usability of CAZAC sequences to generate
tight Gabor frames.
4. Discrete periodic ambiguity functions of selected sequences
The following two sections will be devoted to examples of Theorem 2.8 using the CAZAC
sequences from Section 3 and various time-frequency subgroups. In this section we will
compute the DPAFs for five classes of sequences: Chu, P4, Wiener, Square-length Bjo¨rck-
Saffari, and Milewski sequences.
4.1. Chu Sequence. The computation of the DPAF of the Chu sequence is as follows,
Ap(ϕ)[m,n] =
1
N
N−1∑
k=0
eπi(k+m)(k+m−1)/N e−πik(k−1)/Ne−2πink/N =
1
N
N−1∑
k=0
eπi[(k+m)(k+m−1)−k(k−1)−2nk]/N
=
1
N
N−1∑
k=0
eπi(k
2+2km+m2−k−m−k2+k−2nk)/N =
1
N
N−1∑
k=0
eπi(2km+m
2−m−2nk)/N
=
1
N
eπi(m
2−m)/N
N−1∑
k=0
e2πik(m−n)/N
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={
eπi(m
2−m)/N , if m ≡ n mod N
0, otherwise.
Note that in particular, everything off of the line n = m returns a zero. We will leverage
this fact in several of the examples in Section 5.
4.2. P4 Sequence. The computation of the DPAF of the P4 sequence is as follows,
Ap(ϕ)[m,n] =
1
N
N−1∑
k=0
eπi(k+m)(k+m−N)/Ne−πik(k−N)/Ne−2πink/N
=
1
N
N−1∑
k=0
eπi[(k+m)(k+m−N)−k(k−N)−2nk]/N =
1
N
N−1∑
k=0
eπi(k
2+2km+m2−Nk−Nm−k2+Nk−2nk)/N
=
1
N
N−1∑
k=0
eπi(m
2−Nm+2mk−2nk)/N =
1
N
(−1)meπim2/N
N−1∑
k=0
e2πi(m−n)k/N
=
{
(−1)meπim2/N , if m ≡ n mod N
0, otherwise.
Like the Chu sequence, the DPAF of the P4 sequence is also only nonzero on the diagonal
n = m. Due to this fact, the Chu and P4 sequences will be used interchangably in the
examples.
4.3. Wiener Sequences. We start with the case where N is odd. In this case, ϕ has the
form
∀k ∈ (Z/NZ), ϕ[k] = e2πisk2/N
Then, the computation of the DPAF is as follows,
Ap(ϕ)[m,n] =
1
N
N−1∑
k=0
e2πis(k+m)
2/Ne−2πisk
2/Ne−2πink/N =
1
N
N−1∑
k=0
e2πi(sk
2+2skm+sm2−sk2−nk)/N
=
1
N
N−1∑
k=0
e2πi(sm
2+2skm−nk)/N =
1
N
e2πism
2/N
N−1∑
k=0
e2πi(2sm−n)k/N
=
{
e2πism
2/N , if 2sm ≡ n mod N
0, otherwise.
The second case is where N is even. In this case, ϕ has the form
ϕ[k] = eπisk
2/N , k ∈ {0, · · · , N − 1}.
In this case, the computation of the DPAF is as follows,
Ap(ϕ)[m,n] =
1
N
N−1∑
k=0
eπis(k+m)
2/Ne−πisk
2/Ne−2πink/N =
1
N
N−1∑
k=0
eπi(sk
2+2skm+sm2−sk2−2nk)/N
=
1
N
N−1∑
k=0
eπi(sm
2+2skm−2kn)/N = eπism
2/N 1
N
N−1∑
k=0
e2πi(sm−n)k/N
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={
eπism
2/N , if sm ≡ n mod N
0, otherwise.
4.4. Square Length Bjo¨rck-Saffari Sequences. The computation for the DPAF of the
square length Bjo¨rck-Saffari sequences is as follows,
Ap(ϕ)[sN + t, kN + ℓ] =
1
N2
N−1∑
r=0
N−1∑
h=0
ϕ[(r + s)N + (h + t)]ϕ[rN + h]e−2πi(kN+ℓ)(rN+h)/N
2
=
1
N2
N−1∑
r=0
N−1∑
h=0
c[h+ t]c[h]e2πi(r+s+⌊
(h+t)
N
⌋)σ(h+t)/N e−2πirσ(h)/Ne−2πi[(kh+rℓ)N+ℓh]/N
2
=
1
N2
N−1∑
h=0
c[h+ t]c[h]e2πi(s+⌊
(h+t)
N
⌋)σ(h+t)/N e−2πi(khN+ℓh)/N
2
N−1∑
r=0
e2πi(σ(h+t)−σ(h)−ℓ)r/N
=
1
N
N−1∑
h=0
c[h+ t]c[h]e2πi(s+⌊
(h+t)
N
⌋)σ(h+t)/N e−2πi(khN+ℓh)/N
2
if σ(h+ t)− σ(h)− ℓ ≡ 0 mod N , and 0 otherwise. In particular, if σ(h) = h for all h, then
the above condition reduces to t ≡ ℓ mod N .
4.5. Milewski sequences. We shall write out the DPAF of the Milewski sequence without
computation, but the computation can be found in [6]. The DPAF of the Milewski sequence
is,
NAp(ϕ)[kN+ℓ, s] =
{
0, if m 6≡ n mod N∑N−1
j=0 e
2πi(k+⌊ j+ℓN ⌋−js)/MNAp(v)
[
k + ⌊ j+ℓ
N
⌋, s−ℓ
N
]
, if m ≡ n mod N.
(4.1)
5. Examples of tight Gabor frames generated by Λ◦-sparsity
For the first examples, we will use the following subgroup Λ ⊆ (Z/NZ) × (Z/NZ)̂: Let
K = {0, a, · · · , (bN ′−1)a} and L = {0, b, · · · , (aN ′−1)b} where N = abN ′ and gcd(a, b) = 1
and let Λ = K×L. We first shall compute the adjoint subgroup of Λ = K×L. This requires
us to compute which time-frequency translates (m,n) commute with every time-frequency
translate in K × L. To that end, let (k, ℓ) and (m,n) be two time-frequency translates. We
compute,
(enτmeℓτk)ϕ[j] = (enτm)(e
2πiℓj/Nϕ[j − k]) = e2πinj/Ne2πiℓ(j−m)/Nϕ[j − k −m]
= e−2πiℓm/N (eℓ+nτk+m)ϕ[j]
and
(eℓτkenτm)ϕ[j] = (eℓτk)(e
2πinj/Nϕ[j −m]) = e2πiℓj/Ne2πin(j−k)/Nϕ[j − k −m]
= e−2πink/N(eℓ+nτk+m)ϕ[j].
Thus, (m,n) ∈ Λ◦ if and only if
ℓm ≡ kn mod N, ∀(k, ℓ) ∈ Λ. (5.1)
14
Since k ∈ K and ℓ ∈ L we can write k = k′a and ℓ = ℓ′b for some k′ ∈ {0, · · · , bN ′ − 1} and
ℓ′ ∈ {0, · · · , aN ′ − 1}. Using this in (5.1) gives a new condition
ℓ′bm ≡ k′an mod N, ∀(k′, ℓ′) ∈ {0, · · · , bN ′ − 1} × {0, · · · , aN ′ − 1}. (5.2)
Lemma 5.1. Let N = abN ′ where gcd(a, b) = 1. (m,n) is a solution to (5.2) if and only
if m is a multiple of N ′a and n is a multiple of N ′b. In particular, if Λ = K × L where
K = {0, a, · · · , (bN ′ − 1)a} and L = {0, b, · · · , (aN ′ − 1)b}, then Λ◦ = N ′K × N ′L =
{0, N ′a, · · · , (b− 1)N ′a} × {0, N ′b, · · · , (a− 1)N ′b}.
Proof. First note that if m = rN ′a and n = sN ′b for some r ∈ {0, · · · , b − 1} and s ∈
{0, · · · , a− 1} then the left hand side of (5.2) becomes
ℓ′b(rN ′a) ≡ ℓ′r(abN ′) ≡ 0 mod N. (5.3)
The right hand side of (5.2) becomes
k′a(sN ′b) ≡ k′s(abN ′) ≡ 0 mod N. (5.4)
Since (5.3) and (5.4) are equal we have that N ′K × N ′L ⊆ Λ◦. To show the converse, first
note that since gcd(a, b) = 1, m must be a multiple of a and n must be a multiple of b. In
other words, Λ◦ ⊆ K×L. Now, suppose m = ra and n = sb. Then, condition (5.2) becomes
ℓ′rab ≡ k′sab mod N, ∀(k′, ℓ′) ∈ {0, · · · , bN ′ − 1} × {0, · · · , aN ′ − 1}. (5.5)
If N ′ = 1, the above is always true since N = abN ′ = ab and thus Λ◦ = N ′K×N ′L = K×L.
Assume that N ′ > 1 and without loss of generality, assume N ′ ∤ r. Then, choose ℓ′ = 1
and k′ = 0 and it is clear that the right hand side is 0 while the left hand side cannot be a
multiple of N and so (5.5) cannot hold. Thus, N ′ | r and N ′ | s is necessary and we now get
Λ◦ ⊆ N ′K ×N ′L which completes the proof. 
For our first example, we will use the K × L setup as above and apply it to the Chu
and P4 sequence. As seen in Section 4.1 and Section 4.2, Ap(ϕ)[m,n] only has nonzero
entries along the diagonal m = n and we will leverage this fact for an easy proof of Proposi-
tion 5.2. It should also be noted that some slight modifications can be made to easily extend
Proposition 5.2 to Wiener sequences.
Proposition 5.2. Let ϕ ∈ CN be either the Chu or P4 sequence and letK = {0, a, · · · , (bN ′−
1)} and L = {0, b, · · · , (aN ′−1)b} with gcd(a, b) = 1 and N = abN ′. Then, the Gabor system
(ϕ,K × L) is a tight Gabor frame with frame bound NN ′.
Proof. Using Lemma 5.1 we have that (m,n) ∈ (K × L)◦ if and only if m = raN ′ and n =
sbN ′ for some r ∈ {0, 1, · · · , bN ′−1} and s ∈ {0, 1, · · · , aN ′−1}. However, Ap(ϕ)[m,n] 6= 0
if and only if m ≡ n mod N . Thus, Ap(ϕ)[m,n] 6= 0 if and only if m,n ∈ N ′K ∩ N ′L.
This intersection is generated by lcm(N ′a,N ′b) = N ′ lcm(a, b) = abN ′ = N . From this we
conclude that for (m,n) ∈ (K × L)◦, Ap(ϕ)[m,n] 6= 0 if and only if m = n = 0. Thus by
Theorem 2.8, we have that (ϕ,K × L) is a tight frame with frame bound |Λ| = NN ′. 
It should be noted that other subgroups Λ ⊆ (Z/NZ)× (Z/NZ)̂ can be used in Proposi-
tion 5.2 to get the same result. In this case, it is only necessary that for every (m,n) ∈ Λ◦,
m 6≡ n mod N unless (m,n) = (0, 0). We demonstrate this idea with Proposition 5.3.
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Proposition 5.3. Let ϕ ∈ CN be either the Chu or P4 sequence and let Λ = {(0, 0), (a, b),
(2a, 2b), · · · , ((N − 1)a, (N − 1)b)} where a 6= b and gcd(a,N) = gcd(b, N) = 1. Then, the
Gabor system (ϕ,Λ) is a tight Gabor frame with frame bound N .
Proof. Suppose gcd(a, b) = d. Let a = da′ and b = db′. Since gcd(a,N) = 1 and gcd(b, N) =
1, the order of the cyclic subgroup Λ is N and in particular is the same subgroup as the
one generated by (a′, b′). Thus, without loss of generality, we can assume that gcd(a, b) = 1.
Then, by (5.1), we know that (m,n) ∈ Λ◦ if and only if
kn ≡ ℓm mod N
which can be rewritten as
san ≡ sbm mod N.
Letting s = 1, we see that an ≡ bm mod N is a necessary condition and since gcd(a, b) = 1
we need that n is a multiple of b and m is a multiple of a. It is clear that multiples of (a, b)
also work for s 6= 1 and so we have that Λ◦ = Λ. Since gcd(a, b) = 1, we have that m = n if
and only if m = n = 0 and so Ap(ϕ)[m,n] = 0 for every (m,n) ∈ Λ◦ except at (0, 0). Since
|Λ| = N , we have that (ϕ,Λ) is a tight frame with frame bound N . 
The next example utilizes the square length Bjo¨rck-Saffari sequence. From Section 4.4, the
DPAF of the square length Bjo¨rck-Saffari sequence is still very sparse, and the nonzero entries
have regular structure as long as we take the identity permutation σ(m) = m. We leverage
this fact to prove Proposition 5.4 and apply the same techniques as in Proposition 5.2.
Proposition 5.4. Let c ∈ CN and let ϕ ∈ CN2 be the square length Bjo¨rck-Saffari sequence
generated by c and σ(h) = h. Let K = {0, a, · · · , (bN ′− 1)a} and L = {0, b, · · · , (aN ′− 1)b}
with gcd(a, b) = 1 and N2 = abN ′. Then, the Gabor system (ϕ,K × L) is a tight Gabor
frame with frame bound N2N ′.
Proof. Using Lemma 5.1, σ(h) = h, and the results of Section 4.4, if (rN ′a, sN ′b) ∈ N ′K ×
N ′L, then Ap(ϕ)[rN ′a, sN ′b] can only be nonzero if
rN ′a ≡ sN ′b mod N (5.6)
for some r, s ∈ (Z/NZ). From the proof of Proposition 5.2, we know that N ′K ∩ N ′L is
generated by lcm(aN ′, bN ′). We have that lcm(N ′a,N ′b) = N ′ lcm(a, b) = abN ′ = N2,
and we have that N2 ≡ 0 mod N . Moreover, if Ap(ϕ)[rN ′a, sN ′b] 6= 0, then r = s = 0.
Appealing once again to Theorem 2.8, we have that (ϕ,K × L) is a tight Gabor frame, and
the frame bound is |Λ| = N2N ′. 
We now give an example utilizing Theorem 2.8, but with the opposite theme: the discrete
periodic amibguity function will be mostly nonzero except for the “right” spots. That is,
Ap(ϕ)[m,n] 6= 0 for nearly every (m,n) 6∈ Λ◦ but Ap(ϕ) will still be Λ◦-sparse.
Proposition 5.5. Let u ∈ CM be unimodular and satisfy
∀k ∈ (Z/NZ), k 6= 0, 〈τ−ku, u〉 = NAp(u)[k, 0] = 0. (5.7)
Furthermore, let v ∈ CN be also unimodular and let ϕ ∈ CMN be defined by
ϕ = u⊗ v
where ⊗ is the Kronecker product. Assume gcd(M,N) = 1 and let Λ = {0,M, · · · , (N −
1)M} × {0, N, · · · , (M − 1)N}. Then, (ϕ,Λ) is a tight frame with frame bound MN .
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Proof. We can write the (rN + s)-th term of ϕ as
ϕ[rN + s] = u[r]v[s]
where r ∈ (Z/MZ) and s ∈ (Z/NZ). We now compute the DPAF,
Ap(ϕ)[rN + s, ℓ] =
1
MN
M−1∑
j=0
N−1∑
k=0
u
[
j + r +
⌊
s+ k
N
⌋]
v[s+ k]u[j]v[k]e−2πi(jN+k)ℓ/MN
=
1
N
N−1∑
k=0
v[s+ k]v[k]e−2πikℓ/MN
1
M
M−1∑
j=0
u
[
j + r +
⌊
s+ k
N
⌋]
u[j]e−2πijℓ/M
=
1
N
N−1∑
k=0
v[s+ k]v[k]e−2πikℓ/MNAp(u)
[
r +
⌊
s+ k
N
⌋
, ℓ
]
. (5.8)
By Lemma 5.1 we have that Λ◦ = Λ. Using (5.8), we can see that for (rN, ℓM) ∈ Λ◦\{(0, 0)}
we have
Ap(ϕ)[rN, ℓM ] =
1
N
N−1∑
k=0
v[k]v[k]e−2πikℓ/NAp(u)[r, ℓM ] =
Ap(u)[r, 0]
N
N−1∑
k=0
|v[k]|2e−2πikℓ/N = 0
since one of r or ℓ is nonzero. Indeed, if r is nonzero, then by (5.7) we have a multiplier
of zero outside of the sum and if r = 0 but ℓ 6= 0 then the sum will add up to zero since
|v[k]|2 = 1 for every k. We now conclude by Theorem 2.8 that (ϕ,Λ) is a tight frame with
frame bound MN . 
Although Ap(ϕ) is Λ
◦-sparse, (5.8) implies that most of the entries for Ap(ϕ) are nonzero.
This is illustrated by Figure 5.1. In Figure 5.1, u is the Bjo¨rck sequence which is defined
in Section 3. The definition of the Bjo¨rck sequence and some of its relevant properties are
defined in can also be found in [9]. It should be noted that the Bjo¨rck sequence is not the
same as the square length Bjo¨rck-Saffari sequences defined in Section 4.
Proposition 5.6. Let ϕ ∈ CMN2 be a Milewski sequence where the generating v ∈ CM
is either the Chu or P4 sequence, and let a, b, j, N ′ be such that gcd(a, b) = 1, j | MN ,
N ′ = jN , and abN ′ = MN2. Let Λ = K × L where K = {0, a, · · · , (bN ′ − 1)a}, and
L = {0, b, · · · , (aN ′ − 1)b}. Then, (ϕ,Λ) is a tight frame with frame bound jMN3.
Proof. By Lemma 5.1, we have that Λ◦ = N ′K ×N ′L. In particular, for every (m,n) ∈ Λ◦
we have that m ≡ n ≡ 0 mod N . Thus, using the second line of (4.1), for (m,n) ∈ Λ◦ we
can write Ap(ϕ)[m,n] in the form
NAp(ϕ)[m,n] =
N−1∑
j=0
eθ[j]Ap(v)[m
′, n′]
where m′ = m/N and n′ = n/N . Since v is the Chu or P4 sequence, we have that
Ap(v)[m
′, n′] 6= 0 if and only if m′ ≡ n′ mod M . Furthermore, Λ◦ = 〈aN ′〉 × 〈bN ′〉 =
〈ajN〉 × 〈bjN〉 and so we have that m′ ∈ 〈aj〉 and n′ ∈ 〈bj〉. Thus, we have that m′ ≡ n′
if and only if m′, n′ ∈ 〈aj〉 ∩ 〈bj〉 = 〈lcm(aj, bj)〉. Since gcd(a, b) = 1, we have that
lcm(aj, bj) = abj = MN since abjN = abN ′ = MN2. In particular, we want to view
17
0 2 4 6 8 10 12 14 16 18 20 22 24 26
Time Shift
0
3
6
9
12
15
18
21
24
27
D
o
p
p
le
r 
S
h
if
t
DPAF of Bjorck(7) ⊗ P4(4)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
M
a
g
n
it
u
d
e
Figure 5.1. DPAF of ϕ = u⊗ v where u is the length 7 Bjo¨rck sequence and
v is the length 4 P4 sequence.
〈aj〉 and 〈bj〉 as being subgroups of (Z/MNZ) and in light of this we have that m′ ≡ n′
mod MN if and only if m′ ≡ n′ ≡ 0 mod MN . Thus, we have that for (m,n) ∈ Λ◦,
Ap(ϕ) = 0 unless (m,n) = (0, 0). Using Theorem 2.8, we finally conclude that (ϕ,Λ) is a
tight frame with frame bound jMN3. 
6. Gram matrices in terms of the discrete periodic ambiguity function
The last three sections are devoted to an alternative method for showing when Gabor
systems are tight frames. The general framework is as follows: First, we explicitly compute
the entries of the Gram matrix by using the discrete periodic ambiguity function. Then, we
show that the first N columns or rows happen to have disjoint supports. Last, we show that
every other column or row is a constant multiple of one of the first N rows or columns and
use this to show that all N nonzero eigenvalues are the same. This allows us to conclude
that the Gabor system is indeed a tight frame. We begin by defining the frame operator and
Gram operator and comparing the two.
6.1. Gram Operator and Frame Operator. Let H be an N -dimensional Hilbert space
and let F = {vi}Mi=1 ⊆ H be a frame for H, where M ≥ N . We define the analysis operator
F : H → RM by
∀x ∈ H, F (x) = {〈x, vi〉}Mi=1. (6.1)
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The adjoint of the analysis operator, F ∗ : RM → H, is called the synthesis operator and is
given by
∀{ci}Mi=1 ∈ RM , F ∗({ci}Mi=1) =
M∑
i=1
civi. (6.2)
Given the analysis and the synthesis operator, we can now define the frame operator of the
frame F . The frame operator, S : H → H, is defined by S = F ∗F . We can write this
explicitly as
∀x ∈ H, S(x) =
M∑
i=1
〈x, vi〉vi. (6.3)
Note that S is a self-adjoint operator. Indeed, S∗ = (F ∗F )∗ = F ∗F ∗∗ = F ∗F = S. We can
define a second operator by reversing the order of the analysis and synthesis operator. That
is, we apply the synthesis operator first and the analysis operator second. This new operator
G : RM → RM is called the Gram operator and is defined by G = FF ∗. We can write this
explicitly as
∀{ci}Mi=1 ∈ RM , F ({ci}Mi=1) =
{〈
M∑
i=1
civi, vj
〉}M
j=1
. (6.4)
(6.4) is unwieldy and so it is usually more convenient to write the Gram operator in matrix
form. Once can see from (6.4) that we can write the (i, j)-th entry of the matrix form of G
as Gi,j = 〈vi, vj〉. A detailed exposition on finite frames, the frame operator, and the Gram
operator can be found in the first chapter of [15], but we will use the following fact in Section
7.
Theorem 6.1. Let H be an N-dimensional Hilbert space and let F = {vi}Mi=1 be a frame
for H. F is a tight frame if and only if rank(G) = N and every nonzero eigenvalue of G is
equal.
6.2. Gram Matrix of Gabor Systems. In this section, we show that each entry of the
Gram matrix of a Gabor system can be written in terms of the discrete periodic ambiguity
function of the ϕ ∈ CN \{0} which generates the system. For all that follows let ϕ ∈ CN \{0}
and let us write out the Gabor system as F = {eℓmτkmϕ : m ∈ 0, · · · ,M}. Then, we can
compute the (m,n)-th entry of the Gram matrix:
Gm,n = 〈eℓmτkmϕ, eℓnτknϕ〉 =
N∑
j=0
e2πiℓmj/Nϕ[j − km]e−2πiℓnj/Nϕ[j − kn]
=
N∑
j=0
e−2πi(ℓn−ℓm)j/Nϕ[j−km]ϕ[j − kn] =
N∑
j=0
e−2πi(ℓn−ℓm)(j−kn+kn)/Nϕ[j−kn+(kn−km)]ϕ[j − kn]
= e−2πikn(ℓn−ℓm)/N
N∑
j=0
ϕ[j+(kn−km)]ϕ[j]e−2πi(ℓn−ℓm)j/N = Ne−2πikn(ℓn−ℓm)/NAp(ϕ)[kn−km, ℓn−ℓm]
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6.3. Gram Matrix for Chu Sequences. In the Chu sequence case, we have that Gm,n 6= 0
if and only if (ℓn−ℓm) ≡ (kn−km) mod N . For convenience, let us define rmn :≡ kn−km ≡
ℓn − ℓm mod N . Then, the Gram matrix for the Chu sequence is,
Gmn =
{
Ne−2πi[knrmn−
1
2
(r2mn−rmn)]/N , if (ℓn − ℓm) ≡ (kn − km) mod N
0, otherwise.
(6.5)
6.4. Gram Matrices for P4 Sequences. In the P4 sequence case, we also have that
Gm,n 6= 0 if and only if (ℓn − ℓm) ≡ (kn − km) mod N . Again, let rmn :≡ kn − km ≡ ℓn − ℓm
mod N . Then, the Gram matrix for the P4 sequence is,
Gmn =
{
N(−1)rmne−2πi[knrmn− 12 r2mn]/N , if (kn − km) ≡ (ℓn − ℓm) mod N
0, otherwise.
(6.6)
6.5. Gram Matrices for Wiener Sequences. In the Wiener sequence case, we have
the following formula for the Gram matrices. If N is odd, then Gmn 6= 0 if and only if
2s(kn− km) ≡ (ℓn− ℓm) mod N . Let rmn :≡ (kn− km) mod N . Then we can write Gmn as
Gmn =
{
Ne−4πisknrmn/Ne2πisr
2
mn/N , if 2s(kn − km) ≡ (ℓn − ℓm) mod N
0, otherwise.
If N is even, then then Gmn 6= 0 if and only if s(kn − km) ≡ (ℓn − ℓm) mod N . Let
rmn :≡ (kn − km) mod N . Then we can write Gmn as
Gmn =
{
Ne−2πisknrmn/Neπism
2/N , if s(kn − km) ≡ (ℓn − ℓm) mod N
0, otherwise.
7. Gram matrix method
In this section, we begin by applying the method outlined in Section 6 and apply it to
the Chu and P4 sequence. We treat these two cases simultaneously since both have the
property that Ap(ϕ)[m,n] = 0 if m 6= n, and are nonzero when m = n. The computation
in Lemma 7.3 will be different for the P4 case, but the same ideas can be applied to do the
computation in the P4 case and achieve the same result. In the last part of this section
we briefly discuss the Wiener sequence case. The Wiener case has direct analogues of the
results in the Chu and P4 cases and we will only highlight the key differences in the proofs
rather than reiterate all of the details. Before proceeding, we will need a useful fact about
the Gram matrix which can easily be derived from the singular value decomposition of the
analysis operator.
Lemma 7.1. Let F be an m× n complex-valued matrix and let G := FF ∗. Then, rank(G)
= rank(F ).
Proof. First, we write F in terms of its SVD: F = UDV ∗ where D is an m× n rectangular
diagonal matrix and U and V are m×m and n×n unitary matrices, respectively. Note that
G = FF ∗ = UDV ∗V D∗U∗ = UDD∗U∗ = UD2U∗. In particular, D2ij = |Dij|2 and from this
we get that rank(G) = rank(F ). 
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For the following propostions, we shall use the following arrangement for the Gram matrix.
Let (ϕ,K × L) be a Gabor system in CN . We shall iterate first by modulation, then iterate
through translations. In other words, the analysis operator, F , will be a |K||L| ×N matrix
where them-th row is given by m = r|L|+s, where r ∈ {0, · · · , |K|−1}, s = {0, · · · , |L|−1},
and the m = r|L|+ s-th row corresponds to eℓsτkrϕ.
Proposition 7.2. Let N = ab with gcd(a, b) = 1 and let ϕ ∈ CN be either the Chu or P4
sequence. Let K = {0, a, · · · , (b−1)a} and L = {0, b, · · · , (a−1)b}. Then, the Gabor system
(ϕ,K × L) is a tight frame with frame bound N .
Proof. By construction, |K| = b, |L| = a and so the Gabor system (ϕ,K × L) has ab = N
vectors. Since lcm(a, b) = N , we have that K ∩ L = {0}. From Section 6.3, we have that
Gm,n 6= 0 if and only if (ℓn − ℓm) = (kn − km). However, by design of K and L, we have
that (ℓn − ℓm) = jb and (kn − km) = j˜a for some j, j˜. In particular, (kn − km) ∈ K and
(ℓn − ℓm) ∈ L, and thus they are only equal if they both belong to K ∩ L. From this we
conclude that Gm,n 6= 0 if and only if (ℓn− ℓm) = (kn−km) = 0, i.e. j = j˜ = 0. We conclude
that the nonzero entries lie only on the diagonal of G. Using formulas (6.5) and (6.6), we
see that for each n ∈ {0, · · · , N − 1}, Gn,n = N and G = NIdN . Thus, the Gabor system
(ϕ,K × L) is a tight frame with frame bound N . 
Lemma 7.3. Let ϕ ∈ CN be either the Chu or P4 sequence and let N = abN ′ where
gcd(a, b) = 1. Suppose G is the Gram matrix generated by the Gabor system (ϕ,K × L)
where K = {0, a, · · · , (bN ′−1)a} and L = {0, b, · · · , (aN ′−1)b}. Then, there exist functions
f, g : N ∪ {0} → C such that Gmn/N = f(n)g(m) wherever Gmn 6= 0.
Proof. We will only cover the case of the Chu sequence. The case of the P4 sequence follows
by replacing e−πirmn/N with (−1)rmn and carrying out the same computations. If Gmn 6= 0,
then we have
Gmn/N = e
−2πiknrmn/Ne−πirmn/Neπir
2
mn/N (7.1)
where
rmn = kn − km = ℓn − ℓm = jab. (7.2)
Note that kn = cnab + dna and km = cmab + dma where cn, cm ∈ {0, · · · , N ′ − 1}, dn, dm ∈
{0, · · · , b− 1}. However, by (7.2), j = cn− cm and dn = dm. Putting this back into (7.1) we
have
Gmn/N = e
−2πi(cnab+dna)(cn−cm)ab/Ne−πi(cn−cm)ab/Neπi(cn−cm)
2a2b2/N
= e−2πicnab(cn−cm)/N
′
e−2πidna(cn−cm)/N
′
e−πi(cn−cm)/N
′
eπiab(c
2
n−2cncm+c2m)/N ′
= e−2πic
2
nab/N
′
e2πicncmab/N
′
e−2πidna(cn−cm)/N
′
e−πi(cn−cm)/N
′
eπiab(c
2
n+c
2
m)/N
′
e−2πiabcncm/N
′
= e−πic
2
nab/N
′
e−2πidncna/N
′
e−πicn/N
′
eπic
2
mab/N
′
e2πidmcma/N
′
eπicm/N
′
.
Here we have used the crucial fact that dn = dm. Thus, we can write nonzero entries of Gmn
as f(n)g(m) where
f(n) = e−πic
2
nab/N
′
e−2πidncna/N
′
e−πicn/N
′
and
g(m) = eπic
2
mab/N
′
e2πidmcma/N
′
eπicm/N
′
.
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Lemma 7.4. Let ϕ ∈ CN be either the Chu or P4 sequence and let N = abN ′ where
gcd(a, b) = 1. Suppose G is the Gram matrix generated by the Gabor system (ϕ,K × L)
where K = {0, a, · · · , (bN ′ − 1)a} and L = {0, b, · · · , (aN ′ − 1)b}. Then, the support of the
rows (or columns) of G either completely coincide or are completely disjoint.
Proof. Let us denote the m-th row of G as gm, and all indices are implictly taken modulo N .
We shall show that if there is at least one index n ∈ (Z/NZ) such that gm[n] = gm′[n] 6= 0,
and m 6= m′, then supp(gm) = supp(gm′). Suppose that gm[n] = gm′ [n] 6= 0. Then, kn−km =
ℓn − ℓm = jab and kn − km′ = ℓn − ℓm′ = j′ab. We can rearrange these two equations to
obtain the following
km = kn − jab (7.3)
and
kn = km′ + j
′ab. (7.4)
Now suppose there is another n′ ∈ (Z/NZ) where gm[n′] 6= 0. Then, we have
kn′ − km = j˜ab. (7.5)
Substiuting (7.3) and (7.4) into (7.5), we have
j˜ab = kn′ − km = kn′ − kn + jab = kn′ − km′ − j′ab+ jab,
which can be rearranged to obtain
(j′ + j˜ − j)ab = kn′ − km′ .
Note that (j′ + j˜ − j) ∈ (Z/NZ) and that these same computations can be done replacing
k with ℓ. Thus, gm′ [n
′] 6= 0 as well and the result is proved. 
Remark 7.5. Let gcd(a, b) = 1,N = abN ′,K = {0, a, · · · , (bN ′−1)a}, L = {0, b, · · · , (aN ′−
1)b}, ϕ ∈ CN be the Chu and P4 sequence, and consider the system (ϕ,K × L). In light of
Lemma 7.3 and Lemma 7.4, if two rows of the Gram matrix G have supports which coincide,
they must be constant multiples of each other which has modulus 1. Indeed, if gm and gm′
have coinciding supports then for each n where they are nonzero we have
Gmn
Gm′n
=
Nf(n)g(m)
Nf(n)g(m′)
=
g(m)
g(m′)
which also gives us a formula for finding the constant multiple, should we desire it. This idea
is illustrated with Figure 7.1, where two sets of rows with coinciding supports are highlighted
in red and blue, respectively.
Theorem 7.6. Let K = {0, a, · · · , (b− 1)a}, L = {0, b, · · · , (a − 1)b}, and N = abN ′ with
gcd(a, b) = 1. Furthermore, let ϕ ∈ CN be either the Chu or P4 sequence. Then, the Gabor
system (ϕ,K × L) has the following properties:
(i) rank(G) = N .
(ii) The nonzero eigenvalues of G are NN ′.
In particular, (i) and (ii) together imply that the Gabor system (ϕ,K × L) is a tight frame
with frame bound NN ′.
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Figure 7.1. Support of G in the case N = 18, ϕ is the P4 sequence, a = 2,
b = 3, and N ′ = 3.
Proof. (i) We shall show that the first N columns are disjoint, and then conclude that
rank(G) = N . Note thatK and L are subgroups of (Z/NZ) and thatK∩L = {0, ab, 2ab, · · · , (N ′−
1)ab}. Moreover, Gmn 6= 0 if and only if (ℓn − ℓm) ≡ (kn − km) mod N . Since K and L are
subgroups, this can only happen if the subtractions lie in the intersections of the two groups.
That is, Gmn 6= 0 if and only if
(ℓn − ℓm) ≡ (kn − km) ≡ jab mod N (7.6)
where j ∈ {0, · · · , N ′ − 1}. Let m ∈ (Z/NZ). By (7.6), we have that for Gmn 6= 0 we must
have that kn = (km + jab) for some j. Since km ∈ K, we have that
kn = (jma+ jab) = a(jm + jb) (7.7)
for some jm ∈ {0, · · · , bN ′ − 1} and some j ∈ {0, · · · , N ′ − 1}.
By the ordering we used for the columns of G, we can write the index for column n in
terms of kn and ℓn by
n = (kn/a)aN
′ + ℓn/b = knN ′ + ℓn/b. (7.8)
In particular, we would like n ≤ N , and for that we need that kn < ab. Looking at (7.7),
we need (jm + jb) < b. There is exactly 1 such j ∈ {0, · · ·N ′ − 1} which can achieve this
and it is obtained by setting j = −⌊jm/b⌋. Thus, for each row m, there is exactly 1 column
n ≤ N where Gmn 6= 0, and therefore the first N columns of G are linearly independent.
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Thus, we conclude rank(G) ≥ N . By Lemma 7.1, we know that rank(G) = rank(L). Since
L is an M × N matrix, we have that rank(G) ≤ N and we have that rank(G) = N . We
finally conclude the Gabor system in question forms a frame.
(ii) Let gn be the n-th column of G, with n ≤ N . We wish to show that Ggn = NN ′gn.
Note that Ggn[m] is given by the inner product of the m-th row and the n-th column of
G. Furthermore, since G is self-adjoint, the n-th column is also the conjugate of the n-
th row. If gn[m] 6= 0, then Gmn 6= 0 and Gnn 6= 0. Thus, by Lemma 7.4 rows m and
n have supports that coincide. By Lemma 7.3, Gm(·) = Cmg∗n, where |Cm| = 1. Thus,
Ggn[m] = Cm‖gn‖22 = N2N ′Cm. It is easily computed that Gnn = N , so by Lemma 7.3, we
have that gn[m] = NCm. In particular, we get Ggn[m] = (NN
′)(NCm). Thus, the first N
columns of G are eigenvectors of G and they all have eigenvalue NN ′. It now follows that
the system is a tight frame with frame bound NN ′. 
Remark 7.7. In general, if gcd(a, b) > 1, then the above result will not hold. Let ϕ ∈ C4 be
the P4 sequence. That is, ϕ = (1,−√2/2−i√2/2,−1,−√2/2−i√2/2). Let K = {0, 2} and
L = {0, 2}. Note that this would give a = b = gcd(a, b) = 2. The Gabor system (ϕ,K × L)
is given by
(ϕ,K × L) = {π(0, 0)ϕ, π(0, 2)ϕ, π(2, 0)ϕ, π(2, 2)ϕ}
=


1
−
√
2
2
−
√
2
2
i
−1
−
√
2
2
−
√
2
2
i
 ,

1√
2
2
+
√
2
2
i
−1√
2
2
+
√
2
2
i
 ,

−1
−
√
2
2
−
√
2
2
i
1
−
√
2
2
−
√
2
2
i
 ,

−1√
2
2
+
√
2
2
i
1√
2
2
+
√
2
2
i
 ,
 .
Note that the first and fourth vectors are multiples of each other, as well as the second and
third vectors. Specifically,
π(0, 0)ϕ = −π(2, 2)ϕ and π(0, 2)ϕ = −π(2, 0)ϕ.
We conclude from this that the dimension of the span of the Gabor system (ϕ,K × L) is
only 2, and the Gabor system in question is not a frame.
We close this section with brief mentions about the proofs in the Wiener sequence case.
To simplify further, we only mention the odd length case, but one can easily make the
highlighted adjustments in the even case as well. The emphasis here is that the results and
proofs in the Wiener cases are essentially the same.
Lemma 7.8. Let ϕ ∈ CN be a Wiener sequence of odd length and let N = abN ′ where
gcd(a, b) = 1. Suppose G is the Gram matrix generated by the Gabor system (ϕ,K × L),
where K = {0, a, · · · , (bN ′−1)a} and L = {0, b, · · · , (aN ′−1)b}. Then, there exist functions
f, g : N ∪ {0} → C such that Gmn/N = f(n)g(m) wherever Gmn 6= 0.
To prove Lemma 7.8, the same technique used in Lemma 7.3 of writing kn = cnab + dna
and km = cmab + dma works here as well and the result follows from the same type of
computations used in Lemma 7.3.
Lemma 7.9. Let ϕ ∈ CN be a Wiener sequence of odd length and let N = abN ′ where
gcd(a, b) = 1. Suppose G is the Gram matrix generated by (ϕ,K×L), whereK = {0, a, · · · , (bN ′−
1)a} and L = {0, b, · · · , (aN ′−a)b}. Then, the support of the rows (and columns) of G either
completely coincide or are completely disjoint.
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To prove Lemma 7.9, one needs to replace jab, j′ab, j˜ab in Lemma 7.4 with 2sjab, 2sj′ab,
and 2sj˜ab, and the same result will hold.
Theorem 7.10. Let K = {0, a, · · · , (b− 1)a}, L = {0, b, · · · , (a− 1)b}, and N = abN ′ with
gcd(a, b) = 1. Furthermore, let ϕ ∈ CN be a Wiener sequence of odd length. Then, the Gabor
system (ϕ,K × L) has the following properties:
(i) rank(G) = N .
(ii) The nonzero eigenvalues of G are NN ′.
In particular, (i) and (ii) combined imply that the Gabor system (ϕ,K ×L) is a tight frame
with bound NN ′.
As with the modification used in Lemma 7.9, one only needs to change any instance of jab
in Theorem 7.6 with 2sjab and apply the appropriate computations to prove Theorem 7.10.
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