A high-precision determination of the main parameters of the ψ(2S) resonance has been performed with the KEDR detector at the VEPP-4M e + e − collider in three scans of the ψ(2S)-ψ(3770) energy range. Fitting the energy dependence of the multihadron cross section in the vicinity of the ψ(2S) we obtained the mass value M = 3686.114 ± 0.007 ± 0.011 +0.002 −0.012 MeV and the product of the electron partial width by the branching fraction into hadrons
These results are consistent with and more than two times more precise than any of the previous experiments.
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Introduction
More than thirty six years passed since the discovery of J /ψ , but studies of charmonium states still raise new questions. Recent progress in charmonium physics requires an improvement of the accuracy of the parameters of charmonium states [1] . This Letter describes a measurement of the ψ(2S) meson parameters in the KEDR experiment performed during energy scans from 3.67 to 3.92 GeV at the VEPP-4M e + e − collider. The next Letter is devoted to a measurement of the ψ(3770) parameters.
For a precision experiment it is essential to state explicitly what quantities are measured and how they can be compared with results of theoretical studies, therefore we discuss a definition of the ψ(2S) parameters just after a brief description of the experiment.
The importance of the question has grown since the appearance of Ref. [2] in which the BES Collaboration used an original approach to the determination of the J P C = 1 −− resonance parameters. Its further modification has been used in Refs. [3] [4] [5] .
VEPP-4M collider and KEDR detector
VEPP-4M is an e + e − collider [6] designed for high-energy physics experiments in the center-of-mass (c.m.) energy range from 2 to 12 GeV. The peak luminosity in the 2 × 2 bunches operation mode is about 2 × 10 30 cm −2 s −1 in the vicinity of ψ(2S).
Having a modest luminosity, VEPP-4M is well equipped for highprecision measurements of beam energy [7] . The instantaneous value of the beam energy can be calibrated using the resonant depolarization method (RDM) [8, 9] with the relative accuracy of about 10 −6 . The results of RDM calibrations must be interpolated to determine the energy during data taking and the interpolation accuracy of about 10 keV can be reached [10] . Continuous energy monitoring is performed using the infrared light Compton backscattering [11] with the accuracy of the method ∼ 60 keV.
The KEDR detector [12] (Fig. 1 ) comprises the vertex detector (VD), drift chamber (DC), time-of-flight (TOF) system of scintillation counters, particle identification system based on the aerogel Cherenkov counters, EM calorimeter (liquid krypton in the barrel part and CsI crystals in the endcaps), superconducting magnet system and muon system inside the magnet yoke. The superconducting solenoid provides a longitudinal magnetic field of 0.6 T. The detector is equipped with a scattered electron tagging system for two-photon studies and some applications. The on-line luminosity measurement is provided by two independent single bremsstrahlung monitors. The trigger consists of two hardware levels: the primary trigger (PT) and the secondary one (ST) [13] . The PT operates using signals from the TOF counters and fast signals from the CsI and LKr calorimeters, whereas the ST uses the normally shaped calorimeter signals and the information from VD, DC and TOF system. After the readout, a software selection of events is performed using simplest event characteristics, in particular, the number of hits in VD. The upper limit on the number of VD tubes hitted is very effective for the machine background suppression.
Data sample
In 2004 two scans of the ψ(2S)-ψ(3770) energy range were carried out with an integrated luminosity of about 0.7 pb −1 . In 2006 the regions of ψ(2S) and ψ(3770) mesons were scanned once again with an integrated luminosity of ≈ 1.9 pb −1 . The combined data sample corresponds to 1.6 · 10 5 ψ(2S) produced. The data acquisition scenario for ψ(2S) was similar to that described in Ref. [10] . The accuracy of the energy interpolation between the RDM calibrations varied from 10 to 30 keV during the whole experiment. Our final results on the ψ(3770) parameters are presented in the next Letter of this volume.
On definition of J P C = 1 −− resonance parameters
A resonance with the quantum numbers J P C = 1 −− can be treated in some cases not as an unstable particle but just as a vacuum polarization phenomenon. Sometimes this causes confusion in the data analysis as was noted in Ref. [14] . To avoid confusion, "bare" and "dressed" or "physical" parameters of a resonance must be clearly distinguished. The former do not include QED corrections and are used in many theoretical studies, the latter include some of them (in particular, the vacuum polarization) and are published as results of almost all experimental papers.
The physical parameters correspond to the interpretation of a 1 −− resonance as an unstable particle described with the Breit-Wigner amplitude representing its appearance in all orders of the QED perturbations (a physical amplitude). Let us explain the point with some small simplification. At the lowest order of QED the resonance appears only once before its decay which is described with the amplitude containing the bare parameters (a bare amplitude). At the next order of perturbations the resonance converts itself to the virtual photon and then appears once again before the decay. The next order contribution contains the bare amplitude squared. The physical amplitude is a sum of contributions due to all order of QED perturbations. It is easy to check that a geometrical progression of Breit-Wigner amplitudes with the same energy argument has a Breit-Wigner shape with modified values of parameters. The use of physical amplitude is very convenient for studying of resonance production in strong processes since it allows an explicit consideration of the vacuum polarization to be avoided. For an electromagnetic production like, e.g., in e + e − collision there is a small complication: the interference of the physical resonance amplitude with the pure QED amplitude must be considered. As shown below, such an approach, among other advantages, allows one to avoid the numerical integration in the calculation of radiative corrections.
Let us demonstrate the relation between the bare and physical parameters. According to Ref. [15] , the cross section of the singlephoton annihilation can be written in the form
where s is the c.m. energy squared, F (s, x) is the radiative correction function, Π(s) represents the vacuum polarization operator and σ 0 (s) is the Born cross section of the process. One has Π =
where α is the fine structure constant, M 0 , Γ 0 and Γ (0) ee are the "bare" resonance mass, total and electron widths, respectively. Eq. (2) slightly differs from the expression used in Refs. [16, 17] . It corresponds to the simplest resonance cross section parameterization
For the muon pair production the Born cross section at s 4m 2 μ (m μ is the muon mass) is just
Two terms in the right-hand side correspond to the continuum amplitude and the resonant one, respectively. The second power of the vacuum polarization factor 1/(1 − Π 0 ) in the latter can be interpreted as the presence of two photons, one at a resonance production and the other in its decay. In the resonant amplitude bothM andΓ depend on s:
In the vicinity of a narrow resonance this dependence is negligible, thus the resonant contribution can be described with a simple Breit-Wigner amplitude containing the physical parameters M ≈M(M 2 0 ) and Γ ≈Γ (M 2 0 ).
To obtain the dimuon cross section one has to multiply the absolute value squared of the right-hand side of Eq. (5) by the Born cross section (4) . The resonant part of the cross section is pro-
μμ due to lepton universality in QED. The factor 1/(1 − Π 0 ) 2 in front of the resonance amplitude converts the square of the bare Γ (0) ee to the square of the physical partial width
recommended to use by Particle Data Group since Ref. [18] appeared.
For electromagnetic decays of a resonance to hadrons, the only difference with the dimuon case is the factor R in the cross section, where R is the hadron-to-muon cross section ratio off the resonance peak. For a strong decay with the partial width Γ (s) 0 the Born cross section is
In this case the identity (5) is not required, the direct substitution of (2) and (8) in (1) leads to the same definition of the physical mass, total width and leptonic width. The equivalent definition of the physical mass in the hadronic channel is given in Ref. [19] .
The physical value of the partial width Γ (s) is identical to the bare one Γ (s) 0 . We would like to emphasize that the experimental values of a 1 −− resonance mass, total or leptonic width cannot be compared with the immediate results of potential models or used to fit parameters of a potential without either "undressing" of the experimental values or "dressing" of the potential model results with Eqs. (6) and (7) . The differences between dressed and bare masses are about 1.2 and 0.5 MeV for the J /ψ and ψ(2S), respectively. The corresponding differences for the total widths are quite unexpected, about 23 and 10 keV (25 and 3%). The reason is the very large value of the vacuum polarization in a narrow resonance peak of 3B ee /α (24.5 for J /ψ and 3.08 for ψ(2S)) and its very strong energy dependence.
Unlike Refs. [2, 3] , we consistently use the physical parameters and treat equally strong and electromagnetic decays of the ψ(2S).
The difference in the approaches is discussed in more detail in Section 5.3. It is worth noting that we do not suggest any new approach, but just follow the one employed in most measurements of heavy quarkonium parameters though, as far as we know, its relation to Eq. (1) in the hadronic and leptonic channels was not rigorously considered until recently.
Cross section calculation
The cross section formulae given below in this section contain the ψ(2S) total width Γ and the electronic width Γ ee , the determination of which are the goal of our analysis. We fix these parameters in the cross section fit, but use the iteration procedure to obtain the final results. The values of the ψ(2S) electron and hadron branching fractions, required to recalculate Γ ee × B h to Γ ee and Γ , are fixed at the world averages. The systematic uncertainties due to such an approach are discussed in Section 7.4.
Multihadron cross section
Below we present the results of the paper [20] published soon after J /ψ discovery in the updated interpretation. Some details of the analytical calculations and numerical checks can be found in Ref. [21] .
Using the physical values of the parameters, for strong decays
where W = √ s is the total collision energy, Γ , Γ ee and Γ (s) h are the total and partial widths of the ψ(2S) meson, and M is its mass.
Taking into account the resonance-continuum interference and performing the integration over x with a simplified version
where Π 0 is the vacuum polarization operator with the ψ(2S) contribution excluded. TheΓ h parameter includes both strong and electromagnetic decays and some contribution of interference effects which is discussed in the next subsection. The first square bracket in Eq. (10) corresponds to radiation of soft photons, while the second one represents hard photon corrections. The λ parameter introduced in Ref. [20] characterizes the strength of the interference effect in the multihadron cross section and equals 1 for the dimuon cross section.
The correction δ sf follows from the structure function approach of Ref. [15] :
m e is the electron mass and the function f is defined with
The presentation of the soft photon integrals in form of the real and imaginary parts of the function f is more transparent than that of Ref. [22] .
Despite a simplification of F (x, s), not too far from the ψ(2S) peak the resonant part of Eq. (10) reproduces the results obtained by the numerical integration of the complete formula with an accuracy better than 0.1%.
The resonant part of Eq. (10) is proportional to the Γ eeΓh /Γ combination which is the product of the partial width and the branching fraction: Γ ee ×B h =Γ h × B ee . Since our final result is Γ ee × B h , let us consider the relation ofΓ h with the true Γ h , which is a sum of hadronic partial widths.
Interference effects in total multihadron cross section
Considering charmonium decays at the parton level, one deals with the gluonic ψ → gg(g/γ ) and electromagnetic ψ → γ * →modes. Treating quarks and gluons as final decay products, one obtains that gluonic modes do not interfere with the continuum e + e − → γ * →process while those of electromagnetic origin do with the interference phase equal to that of the dimuon decay. In this caseΓ h does not differ from a sum of the hadronic partial
where B ee and B h denote the electron and hadron branching fractions, respectively. Such a naive estimate gives λ ≈ 0.13 for ψ(2S).
The real situation is much more complicated.
For an exclusive hadronic mode m at a given point in the decay product phase space Θ the amplitude e + e − → m can be written as
where R m is the mode contribution to R, Γ (s) m represents the contribution of the strong interaction to the partial width and φ m is its phase relative to the electromagnetic contribution Γ
the real functions a are normalized with a 2 m (Θ) dΘ = 1. In general, the phase φ m depends on Θ. The numerator of the last term of Eq. (15) is proportional to the decay amplitude, the partial width is
where the angle brackets denote averaging over the product phase
To obtain the exclusive mode cross section, the following replacement must be done in the expression (10):
where the latter replacement follows from comparison of the interference term corresponding to Eq. (15) and that of Eq. (10). Performing them and summing over all hadronic modes one obtains the expressions forΓ h and λ:
where b m = R m /R is the branching fraction of the corresponding continuum process and B (s) m = Γ (s) m /Γ . Below, the sums containing sin φ m Θ and cos φ m Θ are referred to as Σ sin and Σ cos , respectively. The parton level results are reproduced by Eqs. (18) and (19) if Σ sin and Σ cos can be neglected. For a hypothetical heavy charmonium decaying to light hadrons, both the values of cos φ m Θ and sin φ m Θ averaged over the product phase space tend to zero due to the different configuration of jets in electromagnetic and strong decays. For the real J /ψ and ψ(2S) one has to rely on the absence of the phase correlations in different decays. For the quasi-two-body decays such correlations are expected (Ref. [23] and references therein) but their branching fractions are small [24] .
If the sum Σ sin is not negligible, a method of the resonant cross section determination employed in this and many other experiments becomes inaccurate and ambiguous because of the wellknown ambiguity in the partial width determination which takes place for each individual mode. Indeed, a fit of the mode cross section σ m gives the values ofΓ m and cos φ m but leaves unknown a sign of sin φ m required to obtain Γ m .
Equating all sin φ m Θ in Eq. (18) to unity, one sets an upper limit on the inaccuracy of the hadronic partial width Γ h and the resonant cross section at the peak σ res h (W peak ) used for the determination of the branching fractions:
For ψ(2S) the sum in the right part 1 − B J /ψ+X , thus Eq. (20) gives about 4%. A better estimate employing the λ value obtained with the cross section fit is discussed in Section 8. Until this section we omit the tilde mark wherever possible, thus Γ h and B h should be read asΓ h andB h . Eqs. (18) and (19) show that the correct account of interference effects is essential for a determination of the ψ(3770) parameters due to its small value of B ee and large branching fraction to D mesons, nevertheless, it was ignored in most of published analyses. The interference effect is crucial for a determination of the non-D D decay fraction of ψ(3770) as was emphasized in Ref. [25] .
Observed multihadron cross section
The multihadron cross section observed experimentally in the vicinity of ψ(2S) can be parameterized as follows:
Here ε ψ(2S) and ε τ τ are the detection efficiencies and their dependence on W can be neglected. The continuum τ + τ − cross section σ τ τ is included according to Ref. [26] to extend the validity of (21) beyond the ψ(2S)-ψ(3770) region.
For the ψ(2S) cross section (10) includes the τ contribution and the λ parameter is modified properly:
efficiency of about 0.3 compared to the multihadron one is accounted explicitly.
In Eq. (21) this cross section is folded with the distribution over the total collision energy which is assumed to be quasi-Gaussian with an energy spread σ W :
The preexponential factor can be written as
It is due to various accelerator effects such as the β-function chromaticity. We fix a = b = 0 in our fit and consider the corresponding systematic uncertainties in the Γ ee × B h product in Section 7.3.
The presence of this factor and other accelerator-and detectorrelated effects requires thorough analysis of systematic uncertainties in the mass value and the total width value when the latter is much greater than the machine energy spread and, nevertheless, is left floating in the fit.
Since the interference effect is included in σ RC ψ(2S) , the continuum cross section is a smooth function, which with the sufficient accuracy can be parameterized with
where σ 0 is the value of the background cross section at a fixed energy W 0 below the ψ(2S) peak.
In contrast with the commonly used interpretation of the cross section as a sum of the resonant, continuum and interference parts employed, in particular, in Ref. [2] , in Refs. [3] [4] [5] it is interpreted as a sum of the two parts only: the cross section of the resonance and the "nonresonant" one. The latter is calculated using the full vacuum polarization operator Π 0 + Π ψ(2S) (Eq. (10) of Ref. [3] ).
The two approaches are equivalent provided that the bare parameters enter the Π ψ(2S) and the electromagnetic contribution is excluded from the cross section of the resonance (Eq. (3) of Ref. [3] ). The full vacuum polarization operator describes not only the interference, but the electromagnetic decays as well. If it is not done, the electron width extracted from the cross section fit would have a negative bias of about R · B ee /B h ≈ 0.018.
Observed e + e − cross section
Bhabha scattering events detected in the calorimeter were employed for luminosity measurements (see Section 6.3 for more detail). For the large angle Bhabha scattering the contribution of ψ(2S) decays is not negligible. The differential e + e − cross section can be calculated with
The first term represents the QED cross section calculated with the Monte Carlo technique [28, 29] . The second (resonance) and the third (interference) terms have been obtained in [20] . The corrections to the latter are not calculated precisely, but that does not limit the accuracy of the published results. Parameters β and f are defined by Eqs. (12) and (13), respectively.
Data analysis

Monte Carlo simulation
The simulation of the experiment was performed in the frame of the GEANT package, version 3.21 [30] .
The ψ(2S) decays and the continuum multihadron events were generated with the tuned version of the BES generator [31] based on the JETSET 7.4 code [32, 33] . At the original parameter settings of the BES generator the difference of the simulated charged multiplicity and that observed experimentally exceeds 1%, thus the bias in the detection efficiency up to 2% is expected. The procedure of the parameter tuning is discussed in detail below in Section 7.2. The decay tables were updated according to the recent PDG edition [24] . The results are presented in Fig. 2 , where the most important event characteristics obtained in the experiment are compared with those in simulation. Good agreement is observed.
The detection efficiency for τ + τ − events was obtained using the KORALB event generator [34] . Bhabha events required for the precise luminosity determination were simulated using the BH-WIDE generator [28] .
Trigger efficiency and event selection
To reduce systematic inaccuracy due to trigger instabilities and uncertainties in the hardware thresholds, both experimental and simulated events pass through the software event filter during the offline analysis. It recalculates the PT and ST decisions with tighter conditions using a digitized response of the detector subsystems. To suppress the machine background to an acceptable level, the following PT conditions were used by OR:
• signals from 2 scintillation counters, • signal from the LKr calorimeter in the scan of 2006, • coinciding signals of two CsI endcaps.
Signals from two particles with the angular separation 20 degrees satisfy the ST conditions which are rather complicated. The MC simulation yields the trigger efficiency of about 0.96 for ψ(2S) decays. Because of a problem with electronics, the LKr calorimeter was not used in the analysis of 2004 data and that decreased the trigger efficiency to 0.91.
The performance of the detector subsystems and the machine background conditions were very different in 2004 and 2006, so that the selection criteria are also different.
2004 data, first and second scans:
• 3 charged tracks, • 2 charged tracks from a common vertex in the interaction region (ρ < 7 mm, |z| < 130 mm), • event sphericity S ch > 0.05.
Here ρ and z are the track impact parameters relative to the beam axis and z-coordinate of the closest approach point.
The sphericity parameter is defined as
where summation is performed over all particles of the event and the minimum is taken over directions of the axis relative to which the transverse momenta p T ,i are calculated. S ch is calculated using charged tracks only. The cut on S ch is efficient for suppression of the e + e − → e + e − γ background, that of cosmic rays and some kinds of the machine background, though it also suppresses the leptonic modes of the cascade decay ψ(2S) → J /ψ + neutrals (see the low sphericity peak in Fig. 2 ).
2006 data, third scan: Analyzing the third scan we also used the alternative selection criteria without a tight cut on the sphericity, but with additional requirements on the calorimeter response. It allows us to check the systematic uncertainty due to the sphericity cut.
For additional suppression of the background induced by cosmic rays a veto from the muon system was required in the cases when more than two tracks did not cross the interaction region or the event arrival time determined by TOF relative to the bunch crossing was less than −5 ns or larger than 10 ns. This condition was common for all three scans.
The conditions described above reduce the physical background contributions which do not scale with energy like 1/s to a negligible level, except the tau pair production which we took into account explicitly in the observed cross section. The contribution of the beam-wall and beam-gas events, cosmic events and their coincidences was evaluated using data collected with the separated beams (about 10% of the full data sample). It was about 2% of the observed continuum cross section for the third scan and about 0.4% for the first two. The analysis of the event vertex distribution along the beam axis confirmed these estimates. We did not perform the background subtraction in each data point as was done in Ref. [27] for precise R measurements. This is not required for the resonance parameter determination, the corresponding uncertainties are discussed in Section 7.3. Simulation of ψ(2S) decays yields the detection efficiencies of 0.63 and 0.72 for the two sets of selection criteria, respectively. To ensure the detection efficiency stability, all electronic channels malfunctioning in some runs during a scan were excluded from the analysis of all its runs.
Luminosity determination
The stability and absolute calibration accuracy of the bremsstrahlung monitors used for on-line luminosity measurements (Section 2) are not sufficient for the precision cross section analysis, thus events of Bhabha scattering were employed for the off-line luminosity determination. In 2004 it was provided by the endcap CsI calorimeter (the fiducial region 20 • < θ < 32 • and 148 • < θ < 160 • ). In the analysis of the 2006 data the LKr calorimeter was employed (40 • < θ < 140 • ) while the CsI one served for cross-checks only.
The criteria for e + e − event selection using the calorimeter data are listed below:
• Two clusters with the energy above 0.25 of the beam energy and the angle between them exceeding 165 degrees,
• The total energy of these two clusters exceeds 1.05 times the single beam energy,
• The calorimeter energy not associated with these two clusters does not exceed 10% of the total.
The loose energy cuts were chosen to reduce the influence of the calorimeter channels excluded from the analysis as was mentioned above. The tracking system was used only to reject the background (e + e − → γ γ and e + e − → hadrons). The number of extra photons was required to be less than two for the additional suppression of the latter.
Fitting procedure
The collision energy W was assigned to each data acquisition run using the interpolated results of the beam energy measurements and assuming W = 2E beam . The runs with close W values were joined into points with the luminosity-weighted values W i (i is the point number).
The numbers of hadronic events N i and events of Bhabha scattering n i observed at the i-th energy point were fitted as a function of W using the maximum likelihood method with a likelihood function
where N exp(obs) i and n exp(obs) i are the expected (observed) numbers of the hadronic and Bhabha events, respectively. The expected numbers of the hadronic and Bhabha scattering events were determined as follows: 
where σ obs ψ(2S) (W i ) and σ obs e + e − (W i ) were calculated according to (21) and by integration of (26), respectively. The detection efficiencies entering the formulae were determined separately at each point using the run-dependent Monte Carlo simulation. The values of the cross-feed selection efficiency ε e + e − (hadr) (the probability to select the e + e − → e + e − event as the hadronic one) obtained 
Using the likelihood function that takes into account both N i and n i ensures a correct estimation of the statistical uncertainty in the fit results. The data of each scan were fitted separately, the free parameters were the ψ(2S) mass M, Γ ee × B h , the energy spread σ W and the continuum cross section magnitude σ 0 . The λ parameter was fixed at the value of 0.13 according to Eq. (22) . The data points (σ i , W i ) and the fitted curves are shown in Fig. 3 . The results of the fits are presented in Table 1 . The statistical accuracy of the mass values is significantly better than that for the three scans performed at VEPP-4M in 2002 [10] . The combined analysis is required to take into account properly the systematic uncertainties of the six mass values. It will be described in a separate paper discussing numerous acceleratorrelated effects. For this reason we omit such a discussion below and just present the result and error estimates. The analysis of the three values obtained in this work gives M = 3686.114 ± 0.007 ± 0.011 +0.002 −0.012 MeV.
The model dependence of the mass value was estimated floating the λ parameter in the fit.
Discussion of systematic uncertainties in Γ ee × B h
The dominating sources of the systematic uncertainty in the Γ ee ×B h = Γ ee ×Γ h /Γ value are discussed in the following subsections. The issue of the difference betweenΓ h and the sum of hadronic partial widths because of possible correlations of interference phases is addressed in the next section.
Systematic uncertainty of absolute luminosity determination
The major contributions to the uncertainty of the absolute luminosity determination are presented in Table 2 .
The uncertainty due to the calorimeter energy calibration was estimated by variation of simulation parameters concerning the GEANT performance, the light yield uniformity in CsI crystals, a sensitivity to the energy loss fluctuations between LKr calorimeter electrodes etc. Additionally, the CsI individual channel calibrations using cosmic rays and Bhabha events were compared.
The LKr calorimeter was aligned with respect to the drift chamber using cosmic tracks reconstructed in the DC. Then eight modules of the CsI calorimeters were aligned relative to the LKr calorimeter using cosmic rays reconstructed in the LKr strip system. The beam line position and direction were determined using the primary vertex distribution of multihadron events. The inaccuracy of the alignment resulted in the uncertainty of the luminosity measurements of about 0.3% for CsI and about 0.1% for LKr.
The difference in the polar angle resolutions observed experimentally and predicted by MC causes an uncertainty in the luminosity measurement, since events migrate into or out of the fiducial volume. These uncertainties are 0.8% and 0.2% for the CsI and LKr calorimeters, respectively.
The uncertainty of the theoretical Bhabha cross section was estimated comparing the results obtained with the BHWIDE [28] and MCGPJ [29] event generators. It agrees with the errors quoted by the authors. The value of 0.5% quoted in Table 2 also includes the accuracy of Eq. (26) .
The background to the Bhabha process from the ψ(2S) decays and reactions e + e − → μμ(γ ) and e + e − → γ γ was estimated using MC simulation. It contributes less than 0.3% to the luminosity. The resonant part of the background contribution was taken into account in the fit (Section 6.4). The residual luminosity uncertainty due to background does not exceed 0.1%.
In order to estimate the effect of other possible sources of uncertainty, the variation of the cuts was performed within the fiducial region in which good agreement between the MC simulation and experiment is observed. The cut on the deposited energy was varied in the range of 55-75% of the c.m. energy. The cuts on the polar angle were varied in a range much larger than the angular resolution, the variation in the Bhabha event count reaches 40%. The variations discussed above correspond to a systematic uncertainty shown in Table 2 . These effects can originate from the already considered sources and statistical fluctuations, nevertheless we included them in the total uncertainty to obtain conservative error estimates.
Finally, we compared an integrated luminosity obtained using the LKr and CsI calorimeters in the scan of 2006. The difference of about 1.1 ± 1.0% was found which is consistent with the estimates in Table 2 .
Uncertainty due to imperfect simulation of ψ(2S) decays
The imperfect simulation of ψ(2S) decays contributes significantly to the Γ ee × B h systematic uncertainty related to the detection efficiency. Eventually, this uncertainty is determined by the experimental statistics available for the event generator tuning and the ability of the latter to reproduce distributions of parameters essential for the event selection and their correlations. In our case such parameters are the charged multiplicity and event sphericity calculated using momenta of charged tracks.
The selection criteria described in Section 6.2 reject lowmultiplicity events. The corresponding branching fractions are either negligible like for ψ(2S) → π + π − or well measured like for ψ(2S) → J /ψη → μ + μ − γ γ . Such decays are simulated in the [24] ) indicates the detection efficiency uncertainty of less than or about 0.3%. The dominating uncertainty comes from decays of higher multiplicity which are simulated using the parton approach and the fragmentation model incorporated in the JETSET 7.4 code.
About 60% of the ψ(2S) decays include J /ψ which is at the edge or even beyond the region where the JETSET results can be trusted, nevertheless it has enough options and parameters to achieve good agreement with experiment for major event characteristics ( Fig. 2) and to estimate the detection efficiency uncertainty.
The uncertainty of the detection efficiency is estimated considering a large number of event samples consistent with data and produced with significantly different versions of simulation. Each sample gives its own value of the detection efficiency. Considering these values it is possible to select the most trustworthy one and estimate the spread of values around it. To obtain a significantly different version of simulation, we iterated as follows:
1. select a critical option or parameter and modify it using an educated guess; 2. select a complementary parameter and modify it to find the value at which the observed charged multiplicity agrees with experiment (the linear dependences of the efficiency and the multiplicity is expected for a small parameter variation); 3. calculate the detection efficiency to be compared with alternative values obtained.
In addition to the charged multiplicity, the observed distributions in the sphericity parameter, the invariant mass of the pairs of the opposite signs and the inclusive momentum spectrum were con- trolled. The versions of the simulation obviously contradicting to experiment were rejected. The results are presented in Table 3 and illustrated by Fig. 4 . The plotted linear trajectories correspond to the parameter variation at the second step of procedure described above. The linearity was verified in a few cases.
The following JETSET options were studied:
1. LUND fragmentation function, parton showers are on; Table 4 Systematic uncertainties of the detection efficiency due to ψ(2S) decay simulation in % for three scans. The correlated parts of the uncertainties are also presented. The uncertainties for the first and second scans are assumed to be fully correlated. No acceptable versions were obtained in the latter case. For the LUND fragmentation function the influence of a few most critical parameters was investigated.
Source
The main parameters controlling the fragmentation process in JETSET are PARJ(32), PARJ(33) and PARJ(37) (we refer to them as W min , W stop and δW stop , respectively, in Table 3 and below).
The fragmentation of a color-singlet system formed by initial partons or during the parton showering proceeds while the energy is greater than W min plus quark masses, otherwise a pair of hadrons is to be produced. The W stop parameter serves to terminate the fragmentation and produce a final hadron pair earlier, taking into account the mass of the last quark pair produced. To avoid artifacts in the hadron momentum spectrum, the stopping point energy is smeared using the δW stop parameter (20% by default). The transverse momentum of quarks appearing during the fragmentation is controlled by the parameter PARJ(21) (σ p T ). The parameter PARJ(11) ( P V ) determines the probability that a light meson formed in the fragmentation has spin 1. The default values of the parameters W min , W stop , σ p T and P V in JETSET are 1., 0.8, 0.36 GeV and 0.5, respectively. The corresponding values set in the BES generator are 1., 0.6, 0.5 GeV and 0.6. Fig. 4 shows the values of the detection efficiency and observed charged multiplicity for the sets of options and parameters listed in Table 3 . The dashed line corresponds to the charged multiplicity observed in experiment with the selection criteria of the 2006 scan, N exp . = 4.1494 ± 0.0054. The maximum difference between the detection efficiency values at the condition N = N exp . is ±0.0028 with the central value of about 0.7219. This is presented with the segment between the arrows and its middle point in Fig. 4 . The experimental and simulated multiplicities have statistical errors, therefore the segment of agreement transforms to the rectangle of agreement shown with the shadow box. From the corners of the rectangle we obtained the "confidence interval" of (0.7216 ± 0.0057) and from that derived that the relative uncertainty of the detection efficiency due to ambiguity in the choice of the JETSET parameter set is about 0.8%. A very similar central value of 0.7211 was obtained by averaging the fourteen efficiencies from Table 3 with the weights inversely proportional to the sum of χ 2 for the four event characteristics under control.
There is a systematic uncertainty in the observed multiplicity related to the track reconstruction efficiency, which is not exactly the same for the experimental data and simulation. The difference was studied using Bhabha events and low-momentum cosmic tracks and the appropriate correction was introduced in the detector simulation. However, the inaccuracy of the correction increases the shadow box size in Fig. 4 thus increasing the detection efficiency uncertainty. For the first two scans the effect is about 0.4% and it grows up to 0.7% for the third scan because of some problems in the drift chamber. We repeated the procedure described above with the alternative set of event selection criteria and obtained a slightly different uncertainty estimate. To account for this we introduced an additional uncertainty of 0.3%.
The contributions to the detection efficiency uncertainty due to imperfect simulation of ψ(2S) decays are summarized in Table 4 .
Detector-and accelerator-related uncertainties in
The major sources of the systematic uncertainty in the Γ ee × B h product are listed in Table 5 .
The systematic uncertainty related to the efficiency of the track reconstruction was considered in the previous section. The trigger efficiency uncertainty is mainly due to the uncertainty of the calorimeter thresholds in the secondary trigger. The estimate of about 0.2% was obtained varying the threshold in the software event filter. The excess of the filter threshold over the hardware one in units of the hardware threshold width was varied from 5 to 6.
The trigger efficiency for all scans and the event selection efficiency for the third one depend on the calorimeter response to hadrons. Their nuclear interaction was simulated employing the GEISHA [35] and FLUKA [36] packages as they are implemented in GEANT 3.21 [30] . Both of them satisfactorily reproduce the pion signal in CsI, but in liquid krypton the performance of GEISHA is much better, thus we determined the efficiencies using it and estimated the systematic errors comparing the results obtained with two packages.
The crosstalks in the vertex detector electronics introduced a variation of the detection efficiency up to 1.5% because of the cut on the total number of VD hits in the on-line event selection software (Section 2). A code simulating the crosstalks was developed and tuned using either events of Bhabha scattering or cosmic rays. The residual uncertainty thus determined is about 0.1-0.2% depending on the VD voltage.
The effect of other possible sources of the detector-related uncertainty was evaluated by varying the event selection cuts. The conditions on the number of tracks were tightened one by one for all three scans. For the last one a cut on the energy deposited in the calorimeter was also increased by the most probable photon energy. The detection efficiency varied from 0.53 to 0.63 in the 2004 scans and from 0.70 to 0.79 in the 2006 scan. The maximum variations of the Γ ee × B h result are presented in Table 5 .
The systematic uncertainty in the Γ ee × B h value due to the beam energy determination (Ref. [7] ) and the data point formation (Section 6.4) was studied for each scan. The relative uncertainty does not exceed 0.2% except the third scan which includes one point with a significant accelerator instability that increases it up to 0.6%. The non-Gaussian effects in the total collision energy distribution contribute about 0.2% to the Γ ee × B h uncertainty. Changing the zero value of the a parameter entering the preexponential factor (24) to the value measured with the specific accelerator technique leads to the mass shift of a few keV [10] and causes a negligible bias in the Γ ee × B h value which is related to the area under the resonance excitation curve. The quoted estimate was obtained by releasing the b parameter. The bias in the resonance parameters due to the admixture of the machine and cosmic background to selected multihadron events was evaluated by adding some fraction of background events. For each data point the background event sample was Table 5 The dominating systematic uncertainties in the Γ ee × B h product for three scans (%). The correlated parts of the uncertainties are also presented. The inaccuracy of about 0.9% due to possible interference phase correlation is not included. 
formed containing the events which passed some loose selection criteria but were rejected by the multihadron ones. The number of multihadron events was increased by such fraction of the background sample size, that the data fit yielded 2% (0.4%) growth of the continuum cross section for the third (first and second) scan in accordance with the background estimates quoted in Section 6.2.
The variation of the ψ(2S) mass value did not exceed 1 keV, the change of the Γ ee × B h product was less than 0.1%.
Other uncertainties
In this subsection we discuss the uncertainties related to the iterations used to obtain the total and electron width values (Section 5), the fixation of the interference parameter λ entering the multihadron cross section (10) , and the accuracy of the theoretic formulae employed for the calculation of the cross section. Using various initial values for the total and electron width we have verified that the iteration procedure converges fast introducing a negligible systematic uncertainty. To reduce the statistical uncertainty on the ψ(2S) mass, the interference parameter λ was fixed in the fit at the value of 0.13 corresponding to Eq. (22) . Releasing the λ parameter in the fit shifts the Γ ee × B h value by −0.23%.
This quantity can be used as an estimate of the influence of quasitwo-body decays with correlated interference phases mentioned in Section 5.2. The accuracy of the resonance term in Eq. (10) is about 0.1% (Section 5), and another 0.1% should be added because of the accuracy of radiative correction calculations in Ref. [15] . The quadratic sum of these three contributions is about 0.3%.
Inaccuracy due to interference in hadronic cross section
The fits done with a floating interference parameter gave λ = 0.21 ± 0.07 ± 0.05.
The systematic uncertainty is mainly due to the beam energy determination and stability of the cross section measurement. This result does not contradict to the assumption of the uncorrelated interference phases (Section 5.2) but can still indicate the presence of some phase correlations.
In order to evaluate a possible deviation of theΓ h value from the sum of hadronic partial widths Γ h , we performed a Monte Carlo simulation according to Eq. (18) and (19) . The set of decay modes and the corresponding branching fractions were obtained using the event generator described in Section 6.1, with the number of different decay modes exceeding one thousand. Damping of sin φ m and cos φ m because of the averaging Θ was ignored.
The inaccuracy in Γ h was estimated in the Bayesian approach. Possible sets of interference phases φ m are characterized by the central value φ and the band width φ. It was assumed that probabilities of all φ and φ values are equal. The result is not sensitive to assumptions on the band shape.
The Monte Carlo procedure consists of two steps. At the first step in each Monte Carlo sampling a set of φ m was generated for random φ and φ and the corresponding λ value was calculated. The values of φ, φ and λ were saved for the second step. The first-step distribution in λ is symmetric relative to the most prob- It should be noted that the inaccuracy estimated in this section is not specific for our results on the ψ(2S) partial and total widths but is shared by many results obtained in other experiments using the ψ(2S) multihadron cross section. The most precise of them is the result of CLEO on the ψ(2S) → J /ψπ + π − branching fraction [37] , its quoted accuracy is 2.2%. That concerns, in particular, Refs. [2, 3] .
Averaging of scan results
The systematic uncertainty on the Γ ee × B h values for three scans and the estimates of their correlations are presented in Table 5 . The correlation of errors is a difficult issue. In non-obvious cases the most conservative approach was used assuming that the correlated part corresponds to the minimal uncertainty in scans for a given uncertainty source.
To obtain the resulting value of the Γ ee × B h product, the scans were treated as independent experiments. The individual Γ ee × B h values were weighted using their statistical errors and uncorrelated parts of systematic errors. Such procedure takes into account the random behavior of uncorrelated systematic errors thus converting them to statistical. Correspondingly, the systematic errors of individual scans reduce to their common part. The formal weighting recipe for the parameter Γ ee × B h is given below: 
where σ syst,0 denotes a common part of systematic uncertainties.
The recipe preserves the total error of the result.
Summary
The parameters of ψ(2S) have been measured using the data collected with the KEDR detector at the VEPP-4M e + e − collider in 2004 and 2006. Our final result for the Γ ee × B h product is Γ ee × B h = 2.233 ± 0.015 ± 0.037 ± 0.020 keV.
The first and second uncertainties are statistical and systematic, respectively. The third uncertainty quoted is an estimate of the model dependence of the result due to assumptions on the interference effects in the cross section of the single-photon e + e − annihilation to hadrons explicitly considered in this work. Implicitly, the same assumptions were employed to obtain the charmonium leptonic width and the absolute branching fractions in many experiments. This quantity was measured in several experiments but only the result of MARK-I [38] , an order of magnitude less precise than ours, was published in such a form. Usually the Γ ee × B h product is converted to the electron width value using existing results on the branching fraction to hadrons B h or the leptonic branching fractions. Using the world average values of the electron and hadron branching fractions from PDG [24] we obtained the electron partial width and the total width of ψ(2S): Γ ee = 2.282 ± 0.015 ± 0.038 ± 0.021 keV, Γ = 296 ± 2 ± 8 ± 3 keV.
The result on the ψ(2S) mass obtained in this work M = 3686.114 ± 0.007 ± 0.011 +0.002 −0.012 MeV.
The statistical uncertainty is significantly reduced compared to that reached at VEPP-4M in 2002, the systematic one is approximately the same. Since the systematic and model errors are correlated, the combined analysis of the 2002, 2004 and 2006 data has to be performed. It will be described in a dedicated paper the result of which should supersede the results presented above and in Ref. [10] . The reduction of the model dependence is expected.
