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We present a 2D bosonization duality using the language of tensor networks. Specifically, we
construct a tensor network operator (TNO) that implements an exact 2D bosonization duality. The
primary benefit of the TNO is that it allows for bosonization at the level of quantum states. Thus,
we use the TNO to provide an explicit algorithm for bosonizing fermionic projected entangled pair
states (fPEPs). A key step in the algorithm is to account for a choice of spin-structure, encoded in
a set of bonds of the bosonized fPEPS. This enables our tensor network approach to bosonization
to be applied to systems on arbitrary triangulations of orientable 2D manifolds.
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I. INTRODUCTION
The Jordan-Wigner transformation is a well estab-
lished example of a bosonization duality – it maps a sys-
tem of spinless complex fermions to a system of spins [1].
The duality has led to many fruitful applications to one
dimensional systems, where it equates 1D fermionic mod-
els and spin chains. However, while the Jordan-Wigner
transformation is a powerful tool in one dimension, there
are challenges to applying it to higher dimensional sys-
tems. To implement the Jordan-Wigner transformation
in dimensions greater than one, the duality is applied
along a 1D path which snakes through the fermionic sys-
tem. In general, this yields a transformation that maps
local fermionic Hamiltonians to non-local bosonic Hamil-
tonians.
Generalizations of the Jordan Wigner transformation
to two dimensions have since overcome this obstacle and
indeed map local fermionic Hamiltonians to local bosonic
Hamiltonians [2,3,4,5]. Similar to the one dimensional
Jordan-Wigner transformation, these two dimensional
bosonization dualities are expressed at the level of op-
erators. That is, they define a mapping of operators,
where operators that act on fermionic degrees of freedom
are mapped to operators that act on spins. Such a map-
ping of operators6 necessarily comes from conjugating by
some unitary operator on the Hilbert space [7]. However,
finding the explicit form of this unitary, and thereby ob-
taining the action of the duality at the level of quantum
states, is challenging.
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2In this work, we formulate a two dimensional bosoniza-
tion duality at the level of quantum states. Specifically,
we identify a tensor network representation of the duality
in Ref. [2]. This is to say, we construct a tensor network
operator (TNO) which, by conjugation, maps operators
according to the transformation in Ref. [2]. Moreover,
the TNO may be applied directly to fermionic tensor net-
work states to map them to bosonic states. Further, we
show that bosonized fermionic projected entangled pair
states (fPEPS) may be written explicitly as bosonic pro-
jected entangled pair states (bPEPS).
The TNO inherits two of the main features of the trans-
formation detailed in Ref. [2]. First, the mapping of op-
erators in Ref. [2] makes the physical interpretation of
two dimensional bosonization transparent – fermionic ex-
citations are mapped to emergent fermions in a Z2 gauge
theory. Operators that create pairs of fermions are ex-
plicitly mapped to operators that create pairs of emer-
gent fermions, which are interpreted as bound states of
a bosonic gauge charge and flux. The gauge constraint
on the bosonic side of the duality expressly prohibits un-
bound charge and flux excitations. Consequently, our
TNO clearly maps the subspace of states with an even
number of fermions to a constrained Hilbert space with a
basis given by configurations of emergent fermions. Sec-
ond, the bosonization duality of Ref. [2] carefully ac-
counts for spin-structure – a mathematical input nec-
essary for bosonization dualities – while in other treat-
ments, spin-structure is hidden in seemingly arbitrary
choices. In our construction, a choice of spin-structure
is then specified by a certain set of bonds in the TNO.
Importantly, keeping track of the spin-structure allows us
to establish our tensor network bosonization for fermionic
systems on arbitrary triangulations of closed, orientable
2D manifolds.
For context, our approach to bosonization is analo-
gous to a method employed in Ref. [8] for gauging sym-
metries at the level of quantum states. In Ref. [8], a
TNO is used to map a state with a global symmetry to
a state with the corresponding gauge symmetry. Indeed,
symmetries may be gauged by using a duality [9], and
the TNOs in Ref. [8] can be understood as a tensor
network representation of the duality corresponding to
gauging the symmetry. We note that, using the meth-
ods of Ref. [8] to gauge the fermion parity symmetry in
a fermionic system, one obtains a TNO that is closely
related to our bosonization TNO. However, unlike the
bosonization TNO, the TNO corresponding to gauging
fermion parity maps to a system with fermionic degrees
of freedom (although, see [10]). The inverse (or Hermi-
tian conjugate) of our bosonization TNO (this maps a
bosonic state to a fermionic state) can be understood as
“un-gauging” fermion parity or “fermion condensation”
[11,12,13].
We emphasize that our bosonization duality is distinct
from the efforts to express fermionic tensor networks
in terms of bosonic tensor networks. Refs. [14,15,16]
develop strategies for rewriting fermionic tensor net-
work states as bosonic tensor network states. However,
these do not change the state – only its tensor net-
work representation. The bosonization duality, in con-
trast, maps unentangled fermionic states to long-range
entangled bosonic states. Nonetheless, our bosonization
duality may prove useful for analyzing fermionic states,
since expectation values of local fermionic operators can
be recovered by computing the expectation value of the
transformed operators in the bosonized tensor network
state. Furthermore, our bosonization duality and the
subsequent rewriting as an explicit bosonic tensor net-
work state preserves the locality of the tensor network
and only increases the bond dimension by a factor of 2.
The remainder of the paper is structured as follows.
We begin by introducing the formalism of Z2-graded
Hilbert spaces and Z2-graded tensor networks. We find
the language of Z2-graded tensor networks especially con-
venient for expressing our bosonization TNO, and we use
the notation established in section II throughout the text.
We encourage readers that are familiar with the formal-
ism of Z2-grading to briefly skim section II to simply
acquaint themselves with our notation. Before construct-
ing the bosonization TNO, we review the 2D bosoniza-
tion duality of Ref. [2], in section III A. Subsequently,
in section III B we construct the TNO that implements
this 2D bosonization duality at the level of states. Af-
ter applying the bosonization TNO to a fermionic ten-
sor network state, the resulting state is not explicitly a
bosonic tensor network state. Therefore, section IV is
devoted to describing an algorithmic procedure for “re-
moving the grading” and rewriting a bosonized fPEPS as
a bPEPS. The procedure involves summing over inequiv-
alent spin-structures, discussed in section IV D. Lastly,
we note that we describe a tensor network representa-
tion of 1D bosonization in Appendices C and D.
II. Z2-GRADED TENSOR NETWORKS
Our bosonization TNO is naturally expressed in terms
of Z2-graded tensor networks. Therefore, the purpose of
this section is to give a concise introduction to Z2-graded
tensor networks and establish the notation used through-
out the text. For a similar exposition of Z2-graded ten-
sor networks, one can consult Refs. [17,18]. We start
by defining Z2-graded Hilbert spaces and Z2-graded ten-
sors. Then, we introduce the contraction map to “glue”
together Z2-graded tensors. The contraction map allows
us to define a linear action of tensors on each other and
to form Z2-graded tensor networks. Accordingly, we de-
scribe a representation of a fermionic operator algebra in
terms of Z2-graded tensors and present a diagrammatic
representation for Z2-graded tensor networks.
3A. Z2-graded Hilbert spaces
A Z2-graded Hilbert space is a Hilbert space H with
a natural direct sum decomposition: H = H0⊕H1. A
vector |j) ∈ H lying solely in either H0 or H1 has a {0, 1}
valued grading denoted as |j|, where |j| = 0 if |j) ∈ H0
and |j| = 1 if |j) ∈ H1. (We use round brackets for
vectors in Z2-graded Hilbert spaces.) In the context of
fermionic systems, we consider H0 to be the subspace
spanned by states with an even number of fermions and
H1 to be the subspace spanned by states with an odd
number of fermions. Thus, the grading of a vector and its
fermion parity coincide. For this reason, we use grading
and parity interchangeably. Further, we refer to vectors
with a definite parity as homogeneous vectors, and we
call states formed from a superposition of both even and
odd parity vectors inhomogeneous.
To capture the physics of a many-body fermionic sys-
tem, we will need a generalization of the usual tensor
product – the graded tensor product ⊗ˆ. For graded
Hilbert spaces Ha and Hb, we define the graded tensor
product space Ha⊗ˆHb to be the quotient space:
Ha⊗ˆHb ≡ (Ha ⊗Hb)
⊕
(Hb ⊗Ha)
∼ . (1)
Here, ⊗ is the usual (unsymmetrized) tensor product of
Hilbert spaces, and ∼ denotes the relation:
|j)a ⊗ |k)b ∼ (−1)|j||k||k)b ⊗ |j)a (2)
for |j)a ∈ Ha and |k)b ∈ Hb both with definite grading.
The Hilbert space Ha⊗ˆHb is itself a graded Hilbert space
with the equivalence class |j)a⊗ˆ|k)b ∈ Ha⊗ˆHb having a
grading of |j| + |k| mod 2. As a consequence of Eq. (2),
we have:
|j)a⊗ˆ|k)b = (−1)|j||k||k)b⊗ˆ|j)a. (3)
This property of the graded tensor product is key to de-
scribing fermions, as it encodes the exchange statistics of
the fermions. One can see that the graded tensor prod-
uct captures the familiar notion of a fermionic Fock space
by representing the equivalence class |j)a⊗ˆ|k)b by the
vector 12
(
|j)a ⊗ |k)b + (−1)|j||k||k)b ⊗ |j)a
)
. When |j)a
and |k)b are both fermion parity odd, we have an anti-
symmetric combination – the Slater determinant.
Before moving on to describe Z2-graded tensors, we
would like to note that Hilbert spaces for bosonic systems
also fit into the framework of Z2-graded Hilbert spaces. A
bosonic Hilbert space can be understood as a Z2-graded
Hilbert space for which H1, the space of vectors with
odd grading, is empty, leaving H = H0. The graded ten-
sor product between two bosonic Hilbert spaces reduces
to the symmetrized tensor product between the Hilbert
spaces, as is standard in tensor networks for bosonic sys-
tems. In a slight abuse of notation, we will denote vectors
|j〉 in bosonic Hilbert spaces with angled brackets. In
what follows, we will freely take graded tensor products
of states in bosonic Hilbert spaces and states in fermionic
Hilbert spaces, and the angled brackets are to remind us
that those vectors necessarily have trivial grading.
B. Z2-graded tensors
A rank N Z2-graded tensor T is an element of the
graded tensor product of N Z2-graded Hilbert spaces,
i.e., T ∈ H1⊗ˆ . . . ⊗ˆHN . Similar to tensors used to study
bosonic systems, Z2-graded tensors admit a convenient
graphical representation. Let us consider a specific ex-
ample with N = 4 for illustration:
p
q
r
s
T
≡
∑
a,b,c,d
Tabcd|a)p|b)q〈c|r(d|s. (4)
On the left hand side of Eq. (4), we have a diagram-
matic representation of the tensor T ∈ Hp⊗ˆHq⊗ˆH∗r⊗ˆH∗s ,
where H∗ is the dual Hilbert space of H. In the diagram,
the characters at the end of the legs label the Hilbert
spaces, and the orientation of the leg indicates whether
we consider the Hilbert space to be a dual Hilbert space.
(Legs oriented towards the node correspond to a dual
Hilbert space.) Further, we have used red legs for Z2-
graded Hilbert spaces and black legs for bosonic Hilbert
spaces.
The right hand side of Eq. (4) is the tensor component
form of T with component values Tabcd. Note that we
have suppressed the ⊗ˆ between vectors, and as previously
mentioned, we use angled brackets for vectors which nec-
essarily have trivial grading [〈c|r in Eq. (4)]. Thus, the
vector |a)p|b)q〈c|r(d|s has a grading of |a|+|b|+|d| mod 2.
Since the graded tensor product of Hilbert spaces is a
graded Hilbert space, a tensor can be either homogeneous
or inhomogeneous. A homogeneous tensor has nonzero
component values only for vectors sharing the same par-
ity, and otherwise, the tensor is inhomogeneous.
It is important to note that the tensor T is independent
of the ordering of vectors in Eq. (4), but the component
values (Tabcd) can depend on the ordering. For example,
if we swap the order of |a)p and |b)q, we get:
T =
∑
a,b,c,d
Tabcd(−1)|a||b||b)q|a)p〈c|r(d|s. (5)
Hence, the tensor components have an additional sign
(−1)|a||b| with the new choice of ordering. The ordering
should therefore be interpreted as a particular choice of
orthonormal basis with which to express the tensor. We
will often refer to the choice of ordering of the vectors in
the component form of a tensor as a choice of internal
ordering.
4C. Contraction map and tensor action
To form tensor networks, we require a map to “glue”
together tensors. To this end, we define the contraction
map:
C : H∗⊗ˆH → C
(j|⊗ˆ|k) 7→ (j|k) = δjk. (6)
Notice that a reordering of vectors may be necessary be-
fore evaluating C. For example:
C[|k)⊗ˆ(j|] = C[(−1)|j||k|(j|⊗ˆ|k)] = (−1)|j||k|δjk. (7)
Interpreting C[|k)⊗ˆ(j|] as tr[|k)⊗ˆ(j|], we see that it dif-
fers from the usual trace by a sign, (−1)|j||k|. This phase
is referred to as the supertrace sign.
In general, the indices to be contracted need not be
next to each other in an algebraic expression. For this
reason, we introduce the superscript notation:
|k)C⊗ˆ(j|C ≡ C[|k)⊗ˆ(j|]. (8)
A dual vector and a vector with matching superscripts C
are to first be reordered then contracted with the map C.
We now provide examples to illustrate the contraction
of Z2-graded tensors. We consider the following three
even parity tensors to guide the discussion:
p q
r
A
≡
∑
a,b,c
Aabc(a|q〈b|r(c|p
q s
B ≡
∑
d,e
Bde|d)q(e|s
s
C ≡
∑
f
Cf |f)s.
First, we contract the s leg of B with the s leg of C.
The resulting tensor is denoted as B·C:
B C ≡Cs
[
B⊗ˆC]
=
∑
d,e
Bde|d)q(e|Cs
∑
f
Cf |f)Cs
=
∑
d,e
BdeCe|d)q ≡ B·C, (9)
where Cs [· · · ] refers to contraction of the s index. Notice
that C is a Z2-graded vector, and B is a Z2-graded matrix.
We see that B acts on C by contraction and gives a new
vector, B·C. Hence B can represent linear operators on
Z2-graded vector spaces.
Second, we contract A with B·C by contracting the q
leg of A with that of B·C to produce a new tensor A·B·C:
A B C
≡ Cq
[
A⊗ˆB·C]
=
∑
a,b,c
Aabc(a|Cq 〈b|r(c|p
∑
d,e
BdeCe|d)Cq
=
∑
a,b,c,e
(−1)|a||c|AabcBaeCe〈b|r(c|p
≡ A·B·C.
Note that the sign (−1)|a||c| comes from moving (a|q past
〈b|r(c|p in order to perform the contraction. We can say
that A acted on B·C by contraction to produce a tensor
A·B·C.
In general, contraction of any two tensors can be in-
terpreted in this way: a tensor T acts on another tensor
S by contraction to produce a tensor T·S. Letting ind be
the set of indices contracted between T and S, we have:
T·S = Cind[T⊗ˆS], (10)
where Cind[...] refers to contraction over the indices in the
set ind. Note that, since T·S depends on the set ind, we
should ideally write it as T·indS. However, the set ind is
typically clear from context, so we omit the subscript for
notational convenience.
D. Z2-graded representation of a fermionic
operator algebra
Now that we have defined tensors’ linear action
via contraction, we establish a representation for the
fermionic operator algebra of a spinless complex fermion
using Z2-graded tensors. The representation is essential
for the construction of the bosonization TNO, since the
bosonization TNO maps fermionic operators represented
by Z2-graded tensors to bosonic operators.
The operator algebra of a spinless complex fermion at
a site p is generated by the familiar fermionic creation
and annihilation operators: c†p, cp. However, it is often
convenient to instead work with a generating set formed
by the two Majorana operators:
γp = c
†
p + cp and γ¯p = i(c
†
p − cp). (11)
These are Hermitian, unitary operators:
γ†p = γp, γ¯
†
p = γ¯p, γ
2
p = γ¯
2
p = 1, (12)
and they satisfy the following commutation relations:
{γp, γ¯p′} =0
{γp, γp′} ={γ¯p, γ¯p′} = 2δp,p′ , (13)
where braces denote the anti-commutator and δp,p′ is the
Kronecker delta function. Furthermore, the fermion par-
ity operator Pp is given by:
Pp = (−1)c†pcp = −iγpγ¯p. (14)
We now show that γp, γ¯p and Pp can be represented as
rank-2 Z2-graded tensors. Letting |1) and |0) represent
the fermion occupied and unoccupied states respectively,
5then the creation and annihilation operators have the
following canonical representations:
cp|1)p = |0)p, cp|0)p = 0
c†p|1)p = 0, c†p|0)p = |1)p. (15)
Using Eq. (11), this leads to the following representation
of Majorana operators:
p p
γ ≡ |1)p(0|p + |0)p(1|p (16)
=
∑
a
|a+ 1)p(a|p
p p
γ¯ ≡ i|1)p(0|p − i|0)p(1|p (17)
=
∑
a
(−1)ai|a+ 1)p(a|p.
Here, and throughout the paper, indices are assumed
to take binary values, unless stated otherwise. Thus,∑
a ≡
∑1
a=0, and (a + 1) ≡ (a + 1) mod 2, etc. In
Appendix A, we show that the algebraic properties of
the Majorana operators are indeed satisfied by the ten-
sor representations in Eqs. (16) and (17). Furthermore,
using Eq. (14), fermion parity P can be represented as:
p pP ≡
∑
a
(−1)a|a)p(a|p
= |0)p(0|p − |1)p(1|p. (18)
Eq. (18) agrees with the intuition that the Z2-grading of
a vector corresponds to the fermion parity of the state.
E. Z2-graded tensor network diagrams
To establish a general theory of Z2-graded tensor net-
works, we need to make sure that tensor diagrams can
unambiguously represent the algebraic values. For exam-
ple, given the tensor network diagram:
A B C
, (19)
how do we know whether it represents the tensor A·B·C
or B·C·A, or any other order of action of tensors A, B,
and C? Unlike bosonic tensors, Z2-graded tensors do not
commute with each other, and hence, in general, A·B·C
and B·C·A are different tensors. If T and S are homoge-
neous tensors, then the commutation relation of graded
tensor products in Eq. (3) implies the following commu-
tation relation:
T·S = (−1)|T||S|S·T. (20)
In particular, as long as only one tensor is odd, we have
T·S = S·T, and the order of action of these tensors does
not matter. Extending this argument, we see that for a
set of homogeneous tensors {A,B,C, . . .}, as long as at
most one tensor is odd, the order of contraction does not
matter.
What happens when more than one odd tensor appears
in a TN? An example of such a tensor network is given
in the following diagram, where we assume A is an even
tensor:
A γ¯γ
. (21)
How should this tensor network diagram be read alge-
braically? For instance, it could represent either γ·A·γ¯
or γ¯·γ·A, among other possibilities. This is problematic
because, according to Eq. (20), γ·A·γ¯ = −γ¯·γ·A. Hence,
the algebraic value of the this tensor network diagram is
ill defined.
To remove this ambiguity, we need to indicate the order
in which γ and γ¯ are applied. We do this by adopting the
following simple notation: if two or more odd tensors ap-
pear in a diagram, we place numbers next to their nodes
to indicate their relative order. For example, γ·A·γ¯ and
γ¯·γ·A are then respectively represented by the following
diagrams:
γ·A·γ¯ ≡
A γ¯
1
γ
2
γ¯·γ·A ≡
A γ¯
2
γ
1
. (22)
In fact, the first diagram can also represent any tensor
network in which γ¯ is applied before γ, so it can also rep-
resent γ·γ¯·A or A·γ·γ¯. Similarly, the second diagram can
also represent γ¯·A·γ and A·γ¯·γ (recall that we assume A
is an even tensor).
III. TENSOR NETWORK BOSONIZATION
DUALITY IN 2D
In this section, we use the formalism of Z2-graded ten-
sor networks to construct a TNO that implements the
exact 2D bosonization duality of Ref. [2]. We start by
reviewing the operator-level duality, and then show that
it can be naturally represented by a TNO, which we re-
fer to as the bosonization TNO. The TNO representation
allows us to easily compute the action of bosonization on
quantum states (as opposed to just the action on opera-
tors). In particular, in section IV, we use the bosoniza-
tion TNO to map fermionic tensor network states to
bosonic tensor network states.
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FIG. 1. The bosonization duality maps a system of spinless
complex fermions to a system of spin-1/2 degrees of freedom.
The bottom picture shows the fermionic degrees of freedom
(red circles) at each triangular face f . The top picture shows
the spin-1/2 bosonic degrees of freedom (black circles) on each
edge e.
A. Review of the operator-level bosonization
duality
To begin, we describe the lattice on which the duality
is defined and set some notation. The duality in Ref.
[2] can be defined on an arbitrary triangulation of a 2D
manifold with boundary [11,19]. It is also required that
the lattice has a branching structure, i.e. each edge has
an orientation (see Fig. 1) such that the edges around any
triangle do not form a cycle. The branching structure
yields an ordering of the vertices around a triangle and
allows us to define an orientation of each triangle relative
to the orientation of the underlying oriented manifold.
We denote the ordered vertices of the triangular face f
as f0, f1 and f2, where fj is the j-vertex of the triangle,
and j refers to the number of edges of the triangle f that
point toward fj . We adopt the convention that a triangle
is positively oriented if f0, f1 and f2 appear in counter-
clockwise order, and otherwise it is negatively oriented.
Further, we label the edges of f by f01, f12, and f02, such
that fjk is the edge pointing from fj to fk. We also find
it convenient to denote the endpoints of the edge e as e0
and e1, with e pointing from e0 to e1.
Let us illustrate the notation above using examples
from Fig. 1. (Note that the vertices in Fig. 1 are labeled
with integers arbitrarily simply to guide the discussion.
They do not denote a global ordering of the vertices.) If
f = 〈3, 2, 4〉 then f0 = 〈3〉, f1 = 〈2〉, f2 = 〈4〉 and f01 =
〈3, 2〉, f12 = 〈2, 4〉, f02 = 〈3, 4〉. Further, if e = 〈2, 4〉,
then e0 = 2, e1 = 4. The triangle 〈8, 1, 7〉 is positively
oriented while 〈3, 2, 4〉 is negatively oriented.
We are now in a position to describe the fermionic de-
grees of freedom on the lattice and the corresponding op-
erator algebra mapped by the bosonization duality. Each
triangle f hosts a spinless complex fermion, and as ex-
plained in section II D, its operator algebra is generated
by Majorana operators, γf and γ¯f . The total fermionic
algebra is generated by the set of γf , γ¯f for all triangles
f .
The bosonization duality is defined on a subset of the
full fermionic operator algebra to ensure that the duality
maps local operators to local operators. Specifically, the
duality is defined on the subalgebra of even operators E ,
i.e., the operators that commute with the global fermion
parity operator
∏
f Pf , where
Pf = −iγf γ¯f (23)
is the fermion parity operator at f . E is generated by
fermion parity Pf at each triangle f , and hopping opera-
tors Se at each edge e defined as:
Se = i(−1)ηeγLe γ¯Re . (24)
Here, Le and Re denote the triangle to the left and right
of the edge e, respectively. For example, in Fig. 1, we
have L〈2,4〉 = 〈2, 4, 7〉 and R〈2,4〉 = 〈3, 2, 4〉. (−1)ηe is
a sign that comes from a choice of the so-called spin-
structure η [11]. We postpone a detailed discussion of
spin-structure until section IV D below. For now, η
should be understood as a chosen set of edges with ηe
defined as:
ηe =
{
1 if e ∈ η
0 otherwise.
(25)
As we will explain below, η is dependent upon the branch-
ing structure, and roughly speaking, ensures that the
bosonization duality is uniform across the 2D manifold.
We now discuss the relations satisfied by the genera-
tors of the even algebra E . First, all parity operators
commute with each other: PfPf ′ = Pf ′Pf , for all f, f
′.
However, not all hopping operators commute with each
other. Instead, they satisfy the following commutation
relations:
SeSe′ = (−1)δLe,Le′ (−1)δRe,Re′ Se′Se. (26)
That is, two hopping operators anticommute if and only
if they have a common triangle to the left or to the
right. For example, in Fig. 1, S〈2,4〉 and S〈3,2〉 anti-
commute because they have a common triangle to the
right: R〈2,4〉 = R〈3,2〉 = 〈324〉. However, S〈2,4〉 and S〈3,4〉
commute because they do not have a common right or left
triangle. Parity operators and hopping operators anti-
commute if they share a triangle:
SePf = (−1)δe⊂fPfSe, (27)
7otherwise they commute. (δe⊂f = 1 if edge e is part of
the triangle, otherwise it is 0.) Furthermore, the fermion
parity operators and hopping operators are not indepen-
dent, since for each vertex v, they satisfy the relation
[11]: ∏
e:e0=v
Se
∏
e:e1=v
Se
∏
f :f0,f2=v
Pf = 1. (28)
In equation (28), the first product is over all edges e for
which the e0 vertex is v, the second product is over all
edges e for which v is the e1 vertex, and the last product
is over all triangles for which v is either a 0-vertex or a
2-vertex. Note that the sign of (−1)ηe in the definition
of the hoping operator [Eq. (24)] is crucial to obtain 1
on the right hand side of Eq. (28). This completes our
description of the algebra E on the fermionic side of the
duality20, and we move on to describe the bosonic side
of the duality.
On the bosonic side of the duality, as shown in Fig. 1,
we have a spin-1/2 degree of freedom at each edge e. The
operator algebra at e is generated by the Pauli opera-
tors Xe and Ze, and the full bosonic algebra is generated
by the set containing Xe and Ze for all edges e. The
bosonization duality maps to just a subalgebra of the
full bosonic algebra, where the subalgebra is defined by
a certain Z2 gauge constraint. The explicit form for the
gauge constraint will emerge naturally from the mapping
of operators described below.
The bosonization duality D, is a homomorphism from
the algebra of fermion parity even operators E to a par-
ticular bosonic subalgebra. D is defined by its action on
the generators of E , Pf and Se. It maps fermion parity
Pf to an operator that measures the Z2 flux at triangle
f , namely:
Wf ≡ Zf01Zf12Zf02 . (29)
Since Se and Pf anticommute whenever e borders f , a
natural first guess for the image of Se under D is the
operator Xe. Xe creates a pair of Z2 fluxes and hence
anti-commutes with the operator that measures flux on
a neighboring triangle. However, mapping Se to Xe does
not preserve the commutation relations with the other
hopping operators. To remedy this, we dress Xe with
Pauli Z operators:
Ue ≡ Xe
∏
f∈{Le,Re}
Z
δe,f12
f01
. (30)
In words, the expression in Eq. (30) says that if e is the
f12 edge of the triangle to the left, then we include a
factor of Zf01 on the f01 edge of that triangle. Likewise,
if e is the f12 edge of the triangle to the right, then we
include a factor of Zf01 on the f01 edge of that triangle.
For example, looking at Fig. 1, we have U〈3,4〉 = X〈3,4〉,
U〈2,4〉 = X〈2,4〉Z〈3,2〉, U〈5,7〉 = X〈2,7〉Z〈4,5〉Z〈11,5〉, etc.
Lastly, we must check that the relation in Eq. (27) is
preserved by the bosonization duality. For each vertex v,
we find: ∏
e:e0=v
Ue
∏
e:e1=v
Ue
∏
f :f0,f2=v
Wf = Gv, (31)
where Gv is equal to:
Gv =
∏
e⊃v
Xe
∏
f :f0=v
Wf . (32)
The first product in Eq. (32) is over all edges e connected
to v. Thus, to preserve the relation (27), we need to
impose the gauge constraint Gv = 1 for all v.
Denoting by G the bosonic subalgebra generated by
the set of Wf and Ue with the gauge constraint Gv = 1
for all v, we see that the 2D bosonization duality D is a
bijective map from E to G defined by:
D(Pf ) = Wf ,
D(Se) = Ue. (33)
The choice of spin-structure η ensures that the gauge
constraint on the bosonic side of the duality is Gv = 1
at every vertex v. In section IV, we detail a prescription
for choosing a suitable spin structure η.
B. TNO representation of the 2D duality
Having reviewed both Z2-graded tensor networks and
the operator-level 2D bosonization duality, we can now
describe one of our main results – a realization of 2D
bosonization at the level of quantum states. To accom-
plish this, we represent the bosonization duality D in
Eq. (33) using a TNO, D. We say that a TNO D repre-
sents the duality D, if it satisfies:
A
D = D
D(A)
, (34)
for all fermion parity even operators A ∈ E . Alge-
braically, this is:
D·A = D(A)·D. (35)
In Eq. (35), we have used the operation · defined in sec-
tion II C for the contraction of Z2-graded tensors. For
Eq. (35) to hold, it suffices to show that D satisfies
Eq. (35) for the generators of E , since for any A,B,C ∈ E
we have:
D·(AB + C) =D·AB + D·C
=D(A)·D·B +D(C)·D
=D(A)D(B)·D +D(C)·D
=D(AB + C)·D (36)
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FIG. 2. TNO representation of the bosonization duality on a
general triangulation of a 2D torus. The TNO is constructed
from three types of tensors: F on positive triangles (downward
pointing triangular nodes), F¯ on negative triangles (upward
pointing triangular nodes), and Bη on edges (circular nodes).
The TNO is a map from the fermionic legs (red legs, pointing
towards the triangular nodes from behind) of F and F¯ tensors
to the bosonic legs of Bη (black legs, pointing out of the page).
Hence, we need only find a D that satisfies:
D·Pf =Wf ·D (37a)
D·Se =Ue·D, (37b)
for all triangles f and edges e. To this end, we propose
the TNO ansatz for D shown in Fig. 2.
The ansatz depicted in Fig. 2 is created by contracting
together three kinds of tensors: tensors F[f ] on positivly
oriented triangles, tensors F¯[f ] on negativly oriented tri-
angles, and tensors Bη[e] on edges. In explicit component
form, the tensors F[f ] and F¯[f ] are:
F[f ] ≡
∑
j,a,b,c
F ja,b,c|c)f01 |a)f12(b|f02(j|f
F¯[f ] ≡
∑
j,a,b,c
F¯ ja,b,c|b)f02(a|f12(c|f01(j|f , (38)
where all sums are over binary values. Diagrammatically,
we represent F[f ] and F¯[f ] respectively as:
f
f01 f12
f02
,
ff01 f12
f02
. (39)
The legs labeled by f are the physical legs and extend into
the page. These legs contract with fermionic operators
or a fermionic tensor network state when the TNO is
applied.
The tensor Bη[e] at each edge is obtained by making
a spin-structure dependent modification to a tensor B[e].
B[e] has the component form:
B[e] =
∑
j,a,b
Bja,b|a)e|j〉e(b|e, (40)
while the component form of Bη[e] is:
Bη[e] =Z
ηe
e ·B
=
∑
j,a,b
(−1)jηeBja,b|a)e|j〉e(b|e, (41)
which is pictorially represented as:
e e
e
≡
e e
eZηe
. (42)
The darker node on the left hand side represents Bη, and
the lighter node on the right hand side represents B. The
physical legs are bosonic Hilbert spaces depicted in black
and pointing out of the page.
Now, we view the constraints in (37a) and (37b) as
symmetries of the tensor D. These symmetries can be
further reduced to symmetries of the local tensors of D,
which then fixes the values of the local tensors. Indeed,
we now show that D satisfies Eqs. (37a) and (37b), if the
local tensors F, F¯ and B satisfy the symmetries depicted
in Fig. 3. Algebraically, we write the symmetries for F[f ]
and F¯[f ] as:
F = Pf01 ·Pf12 ·F·Pf02 ·Pf = Pf01 ·γf12 ·F·γf
= γf01 ·F·γf = F·γf02 ·iγ¯f (43)
F¯ = Pf02 ·F¯·Pf01 ·Pf12 ·Pf = F¯·γf12 ·Pf01 ·iγ¯f
= F¯·γf01 ·iγ¯f = γf02 ·F¯·γf (44)
and the symmetries for B[e] can be written as:
Bη = Pe·Bη·Pe = Pe·Ze·Bη = (−1)ηeγe·Xe·Bη·γe, (45)
where the contractions in Eqs. (43), (44), and (45) should
be read in conjunction with the diagrams in Fig. 3. We
note that the first symmetries of F, F¯, and B imply that
each of these tensors is fermion parity even.
To see how the symmetries of the local tensors en-
sure that D satisfies the relations in Eqs. (37a) and (37b)
we use the graphical representations of the symmetries
shown in Fig. 3. For example, consider the action of the
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FIG. 3. Graphical representation of the symmetries in Eqs. (43), (44), and (45) for tensors F[f ] (downward pointing triangular
nodes), F¯[f ] (upward pointing triangular nodes), and Bη[e] (circular nodes).
TNO on the parity operator at face f :
D·Pf =
P
= P
P
P
=
Z
Z
Z
= Wf ·D.
Here, we have applied the symmetries of F[f ] and B in
succession to show that D satisfies Eq. (37a). Similarly,
for hopping operator we have:
D·Se = (−1)ηe iγ¯
γ
s
2
1
= (−1)ηe
s
γ
γ
P
2
1
=
s
Z X
= Ue·D. (46)
Thus, D satisfies (37b) as well. This implies that D
formed from F, F¯, and Bη is indeed a representation of
the operator-level duality of Ref. [2].
The tensors F, F¯, and B can be computed explicitly
using their symmetries in Fig. 3. This is because the
symmetries are independent, commute with each other,
and square to identity. Hence, for F and F¯, they form
a Z52 symmetry group, and for B they form a Z32 sym-
metry group. Since F and F¯ belong to 25 dimensional
spaces, and B belongs to a 23 dimensional space, their
symmetries fix their values uniquely up to a normaliza-
tion factor. It can be shown that the following tensors
satisfy their respective symmetries:
F[f ] ∝
∑
a,b,c
|c)f01 |a)f12(b|f02(a+ b+ c|f
F¯[f ] ∝
∑
a,b,c
|b)f02(c|f01(a|f12(a+ b+ c|f
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B[e] ∝
∑
a
|a)e|a〉e(a|e. (47)
Remember that all indices take values in {0, 1}, and a+
b+ c ≡ a+ b+ c mod 2.
C. Bosonization of quantum states
We are now able to define the bosonization of quantum
states, wherein a fermionic state is bosonized by simply
applying the bosonization TNO. Before providing a sim-
ple example, we comment on constraints of the state-level
duality that arise from the symmetries of D. In particu-
lar, we show that fermion parity odd states belong to the
kernel of D and that D maps to bosonic states satisfying
the constraint Gv = 1 for all v. Hence, fermion parity
even states are mapped to bosonic states in a certain Z2
gauge theory.
To show that fermion parity odd states are in the kernel
of the bosonization TNO, we use that
∏
f Wf = 1 on a
closed manifold. This leads to:
D =
∏
f
Wf ·D = D·
∏
f
Pf . (48)
When D is applied to a fermionic state |ψf ), Eq. (48)
implies:
D|ψf ) = D·
∏
f
Pf |ψf ). (49)
Thus, if |ψf ) is fermion parity odd, we have:∏
f Pf |ψf ) = −|ψf ), and it must be that D|ψf ) = 0.
The constraints on the image of D can be determined
using the relation in Eq. (28). We see that:
D =D·
 ∏
e:e0=v
Se
∏
e:e1=v
Se
∏
f :f0,f2=v
Pf

=
 ∏
e:e0=v
Ue
∏
e:e1=v
Ue
∏
f :f0,f2=v
Wf
 ·D
=Gv·D.
Hence, for any bosonic state 〈ψb|:
〈ψb|D = 〈ψb|Gv·D, (50)
which implies that D projects to the Gv = 1 subspace for
each vertex v.
Now, we give a first example of the state-level duality
and use the symmetries of D to show that the bosoniza-
tion of an atomic insulator state yields a ground state
of the toric code (a deconfined Z2 gauge theory). The
atomic insulator state |ψAI) is the unique ground state
of the Hamiltonian: HAI = −
∑
f Pf . HAI is certainly
unfrustrated, so |ψAI) satisfies Pf |ψAI) = |ψAI) for all
f . Applying D to |ψAI), we find:
D|ψAI) = D·Pf |ψAI) = Wf ·D|ψAI), ∀f. (51)
Therefore, the bosonized state D|ψAI) is in the +1
eigenspace of Wf for all f . Given the constraint
on the image of D, the bosonized state is also in
the +1 eigenspace of Gv for all v. Hence, D|ψAI)
is a ground state of the unfrustrated Hamiltonian
H = −∑v Gv −∑f Wf . Recalling the definition of Gv
defined in Eq. (32):
Gv =
∏
e⊃v
Xe
∏
f :f0=v
Wf , (52)
we see that the Gv terms in H can be replaced
by
∏
e⊃vXe without changing the ground states.
(Gv =
∏
e⊃vXe in the subspace where Wf = 1.) Thus,
D|ψAI) is a ground state of the toric code Hamiltonian
HTC = −
∑
v
∏
e⊃vXe −
∑
f Wf .
To gain intuition for the mapping, we consider acting
with D on a state with non-trivial fermion occupancy. In
particular, we apply a hopping operator Se at edge e to
the atomic insulator state |ψAI) to obtain a state with
fermions at the two faces neighboring e. The image of
Se|ψAI) under D is:
D·Se|ψAI) = Ue·D|ψAI) = Ue|ψTC〉. (53)
Ue (defined in Eq.(30)) creates a Z2 flux (−1 eigenvalue
of Wf ) at each face bordering the edge e and moves Z2
charges (−1 eigenvalue of ∏e⊃vXe) to the 0-vertices of
Le and Re. A Z2 flux bound to a Z2 charge has fermionic
statistics – it is an emergent fermion. Therefore, physi-
cal fermions are mapped to emergent fermions in the Z2
gauge theory. The gauge constraint Gv = 1, ∀v removes
ambiguity in this mapping, since it enforces that charges
are bound to fluxes, with the charges located at the 0-
vertex of the corresponding triangle.
Any fermion parity even state can be created from
|ψAI) by applying operators in E . Hence, one strategy
for mapping an arbitrary even fermion parity state |ψf )
is to identify an even operator O({Se}e, {Pf}f), written
here explicitly in terms of the generators of E , such that:
|ψf ) = O
({Se}e, {Pf}f)|ψAI). (54)
Then, the duality maps:
|ψf )→ O
({Ue}e, {Wf}f)|ψTC). (55)
In general, it may be challenging to find an operator, ex-
pressed in terms of the generators of E , that creates |ψf )
from |ψAI). Moreover, the analysis of bosonizing states,
thus far, has only required the operator-level bosoniza-
tion duality. In the next section, we illustrate the true
potential of the bosonization TNO. Given a fermion par-
ity even state |ψf ) constructed from the contraction of
local tensors, we show that |ψf ) can be bosonized by us-
ing D to modify each of the local tensors. The resulting
state can then be written as a bosonic tensor network
state.
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FIG. 4. An example fPEPS on an arbitrarily triangulated
torus. The square nodes represent the tensors T and T¯ in
Eqs. (56) and (57). The legs affixed to the center of the
square nodes and pointing out of the page are the physical
legs of the fPEPS. All other legs are contracted with a leg of
a neighboring tensor.
IV. BOSONIZATION OF FPEPS
In the previous section, we introduced the bosonization
of a fermionic state |ψf ) as the action of the bosoniza-
tion TNO D on |ψf ). As we now show, the TNO is es-
pecially useful when the fermionic |ψf ) is represented as
a fermionic tensor network state. While the action of D
on the fermionic tensor network state |ψf ) indeed yields
a bosonic state D|ψf ) = |ψb〉, |ψb〉 is not manifestly a
bosonic tensor network state. This is due, in part, to the
Z2-graded virtual legs of the bosonization TNO. How-
ever, if |ψf ) is in the form of a fermionic projected en-
tangled pair state (fPEPS) (see Fig. 4 for an example),
we can explicitly rewrite |ψb〉 as a bosonic projected en-
tangled pair state (bPEPS). In this section, we give a
detailed algorithm for converting bosonized fPEPS into
bPEPS, which is well defined on arbitrary triangulations
of orientable 2D manifolds without boundary.
A. Contracting the bosonization TNO with an
fPEPS
An fPEPS on a triangulated manifold is built from Z2-
graded tensors T[f ′] on positively oriented triangles and
T¯[f ′] on negatively oriented triangles.
Assuming that the tensors are fermion parity even,
they can be written in component form as:
T[f ′] ≡
∑
a,b,c
T
(f ′)
abc |c)f ′01 |a)f ′12(b|f ′02(a+ b+ c|f ′
T¯[f ′] ≡
∑
a,b,c
T¯
(f ′)
abc |b)f ′02(a|f ′12(c|f ′01(a+ b+ c|f ′ , (56)
where for generality, the tensor components are posi-
tion dependent. T[f ′] and T¯[f ′] can then be represented,
respectively, as follows:
T
f ′01 f
′
12
f ′02
f ′
,
T¯
f ′01 f
′
12
f ′02
f ′ . (57)
Fig. 4 shows an fPEPS formed from contracting T[f ′] and
T¯[f ′] on an arbitrary triangulation of a torus.
In general, one can insert matrix product operators
(MPO) before closing an fPEPS on a closed manifold.
Though we believe our construction can be extended to
such cases, in the interest of brevity and clarity, we re-
strict the discussion to fPEPS without any MPO inser-
tions.
To apply D to an fPEPS |ψf ), we contract the physi-
cal indices of F tensors with those of the T tensors, and
likewise, we contract F¯ tensors with T¯ tensors. Thus,
the first step in bosonizing an fPEPS is to calculate the
tensors Mf = F·T for positively oriented triangles and
the tensors M¯f = F¯·T¯ for negatively oriented triangles.
Graphically, Mf and M¯f can be drawn, respectively, as:
f ′01 f
′
12
f ′02
f01 f12
f02
,
f ′01 f
′
12
f ′02
f01 f12
f02
. (58)
The bosonized state |ψb〉 is a tensor network state (in fact
an fPEPS) generated by tensors Mf , M¯f , as well as Bη[e]
on edges. Since there are two layers of virtual legs to be
contracted, we refer to them as the “state layer” and the
“TNO layer”. Note that Mf and M¯f tensors have virtual
legs on both layers, but Bη[e] is only on the TNO layer.
While |ψb〉 is a tensor network state and an fPEPS,
it is not generically a bPEPS, as there are fermionic
virtual indices remaining. The challenge is then to re-
express |ψb〉 as a bPEPS, or, in a sense, to convert the
fermionic virtual legs to bosonic virtual legs. We ac-
complish this by systematically accounting for the signs
accrued in contracting the fermionic virtual legs – the
so-called Koszul signs. To make our strategy clear, we
first discuss Koszul signs and introduce the idea of a re-
movable grading. These concepts play a key role in the
rest of this section, so we describe them in generality be-
fore returning to the problem of converting the fermionic
virtual legs of |ψb〉 to bosonic virtual legs.
B. Koszul signs and removable grading
The bosonized fPEPS encodes a bosonic quantum state
|ψb〉 =
∑
{φ} Cφ|φ〉, where the collection of |φ〉 form a
complete set of product states. The coefficients Cφ can be
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recovered from the bosonized fPEPS by fixing the physi-
cal indices according to |φ〉 and summing over the virtual
indices. Given the Z2-grading of the virtual legs, there
are signs picked up upon re-ordering and contracting the
Z2-graded vectors, which can contribute to the coefficient
Cφ. A natural question is whether the grading of a vir-
tual index is essential to the tensor network, i.e., if the
grading of a particular virtual index is removed, does the
value of the bosonized fPEPS change?
For illustration, consider the two simple graded tensors
A =
∑
a,a′ Aaa′(a
′|s(a|t and B =
∑
b,b′ Bbb′ |b′)s|b)t. (We
can think of s and t as indices corresponding to the state
and TNO layers, respectively.) We want to calculate the
tensor network (which is a scalar in this case) A·B. Let
us describe the contraction of these tensors as a two step
process. In the first step, we contract the basis tensors:
(a′|s(a|t·|b′)s|b)t =(−1)|b′||a|δabδa′b′ , (59)
and in the second step, we calculate the components:∑
a,a,b,b′
(−1)|b′||a|δabδa′b′Aaa′Bbb′ =
∑
a,a′
(−1)|a′||a|Aaa′Baa′ .
(60)
Notice that we produce an additional sign of (−1)|b′||a| in
the basis contraction step due to the graded nature of in-
dices. This is the key difference between virtual indices of
fermionic and bosonic tensor networks – bosonic indices
do not produce any additional signs in basis contraction.
We refer to these additional signs of basis contractions as
Koszul signs. The point is that the grading of a virtual
index contributes to the fPEPS only through possible
Koszul signs. Therefore, we can remove the grading of
a virtual index as long as we properly account for the
Koszul signs.
Sometimes this can be done simply by picking a spe-
cific internal ordering for the fermionic tensors and in-
terpreting their components, with respect to this or-
dering, as components of purely bosonic tensors. We
say that the grading of the virtual indices in the orig-
inal fermionic tensor network can be removed, if the
contraction of this new bosonic tensor network is the
same as that of the original fermionic tensor network.
When we have some a priori internal ordering for the
fermionic tensors in mind already – one that does pro-
duce Koszul signs – then we can refer to this pro-
cess as changing the internal ordering to eliminate the
Koszul signs. For example, consider changing the in-
ternal ordering of A to A =
∑
a,a′ Aaa′(−1)|a
′||a|(a|t(a′|s.
Now, there is no Koszul sign in the basis contraction:
(a|t(a′|s·|b′)s|b)t = δa,bδa′,b′ . Removing the grading from
A and B yields:
Ab =
∑
a,a′
Aaa′(−1)|a′||a|〈a|t〈a′|s
Bb =
∑
b,b′
Bbb′ |b′〉s|b〉t. (61)
Ab and Bb are purely bosonic tensors, and they produce
the same tensor network: Ab·Bb = A·B. Note that the
grading is removable for only particular choices of the
internal ordering.
In other cases, the Koszul signs can be accounted for
with a removal of the grading, followed by an inser-
tion of additional operators into the tensor network. To
see an example of this, consider the two even tensors
A =
∑
aAa|a)p(a|q and B =
∑
bBb|b)q(b|p. We then aim
to compute the tensor network (a scalar) tr [A·B], where
the · denotes the contraction of the q leg and the trace
over the p index is to emphasize that we are contract-
ing the first index with the last index to close the loop.
Contracting the basis tensors yields:
tr [|a)p(a|q·|b)q(b|p] = δabtr [|a)p(b|p] = (−1)|a|δab. (62)
The grading of the q vector did not produce a sign, so
it can be removed without affecting the tensor network.
However, if we try to remove the grading of the p vec-
tor as well, the sign (−1)|a| is no longer accounted for.
One way to reproduce the sign (−1)|a| is to insert a
Z =
∑
c(−1)|c||c〉〈c| operator on leg p after removing
the grading. That is, grading removal gives bosonic ten-
sors Ab =
∑
aAa|a〉p〈a|q and Bb =
∑
bBb|b〉q〈b|p, which
satisfy:
tr [Ab·Bb·Zp] =
∑
a,b,c
(−1)|c|AaBbtr [|a〉p〈a|q·|b〉q〈b|p·|c〉p〈c|p]
=tr [A·B] (63)
When the grading of a virtual index can be accounted
for by inserting an additional operator O on un-graded
indices, we will say that the grading is “removable with
O-insertion”.
C. Koszul signs in the bosonized fPEPS
We now return to the problem of re-writing the
bosonized fPEPS as an explicit bPEPS. We will find
that, for a particular internal ordering, the grading of
the virtual legs in the bosonized fPEPS is removable with
(Zt⊗Zs)ηe -insertion. Here, Zt is a Pauli Z operator act-
ing in the TNO layer, and Zs is a Pauli Z operator acting
in the state layer. In other words, the state represented
by the bosonized fPEPS may be equivalently represented
by the bPEPS obtained by removing the grading of the
virtual legs (assuming a certain internal ordering) and
applying (Zt ⊗ Zs)ηe before contracting the tensors at
each edge. To show this, we will compute the Koszul
signs explicitly. We will see that the Koszul signs have a
nice geometric interpretation in terms of the branching
structure of the triangulated manifold.
1. Simplifying the Koszul sign calculation
We begin by simplifying the problem. First, Bη =
Zηe ·B does not contribute to any Koszul signs, since Bη
13
can always be contracted with one of its neighboring Mf
or M¯f tensors without any change of internal ordering.
This is possible due to the even parity of Bη and its sim-
ple, two-virtual-leg form Bη =
∑
a(−1)aηe |a)e|a〉e(a|e.
Therefore, the Koszul signs accrued in contracting the
tensors Mf , M¯f , and Bη are equivalent to the Koszul signs
from directly contracting the Mf and M¯f tensors without
Bη.
We continue to simplify the calculation of the Koszul
signs by reducing Mf and M¯f from two layers of fermionic
virtual legs as in Eq. (58) to a single layer of fermionic
virtual legs. The first step is to choose the following
internal ordering for the tensors Mf and M¯f , respectively:
(i) (iii)
(vi)
(ii) (iv)
(v)
(vi) (iv)
(i)
(v) (iii)
(ii)
. (64)
Notice that for outward pointing legs (ket vectors), the
state layer index comes before the TNO layer index, while
for inward pointing legs (bra vectors), the order is re-
versed. Letting |a′)s and |a)t be the state and TNO layer
vectors, respectively, then with the ordering in Eq. (64),
we have (a|t(a′|s·|a′)s|a)t = 1, and no Koszul sign is pro-
duced between a′ and a. Therefore, we can combine the
legs and consider a composite index (a′, a) with tensors
written in terms of |a′, a)st and (a′, a|st. The Hilbert
space of the composite leg corresponds to the Hilbert
space of two spinless fermions. This is isomorphic to a
single spinless fermion and a spin-1/2 under the isomor-
phism:
|a′, a)↔ |a+ a′)|a〉. (65)
Since the spin-1/2 degree of freedom does not affect the
Koszul signs, we may disregard it for the present compu-
tation.
In summary, we have reduced the calculation of the
Koszul signs of the bosonized fPEPS to a calculation
of the Koszul signs obtained in the contraction of sin-
gle layer tensors with internal orderings inherited from
Eq. (64) and pictured below:
0 2
1
(i) (ii)
(iii)
,
0 2
1
(iii) (ii)
(i)
. (66)
In Eq. (66), we have again used triangular nodes, but
these tensors should not be confused with the four legged
F and F¯ tensors. It should be noted that similar sim-
plifications can be performed for the contraction (inner
product) of any two fPEPS (built from fermion parity
even local tensors). Consequently, the calculation of the
Koszul signs below holds more generally than the ap-
plication at hand – turning a bosonized fPEPS into a
bPEPS.
2. Contraction of basis tensors
As mentioned in section IV B, the contraction of ten-
sors can be performed in two steps: (i) the basis tensors
are contracted, and (ii) the components are calculated.
The Koszul signs arise only in the first step. Therefore,
to calculate the Koszul signs, we focus on the contraction
of basis tensors with the ordering in Eq. (66). We denote
the set of basis tensors at a positively oriented face f as
Q[f ] and the set of basis tensors at a negatively oriented
face f as Q¯[f ]. Explicitly, we have:
Q[f ] ={|a+ b)f01 |a)f12(b|f02 , a, b = 0, 1}
Q¯[f ] ={|b)f02(a|f12(a+ b|f01 , a, b = 0, 1}. (67)
Note that the tensors in Q[f ] and Q¯[f ] are fermion parity
even by construction. Mf and M¯f are fermion parity even,
so their component value for any fermion parity odd basis
tensor is necessarily zero. Thus, we can disregard fermion
parity odd basis tensors in computing the Koszul signs.
We now analyze the contraction of basis tensors in
Eq. (67). For each triangle, we have an independently
chosen element of either Q[f ] or Q¯[f ] (depending on the
orientation of f). The resulting product of basis tensors
evaluates to 0, −1, or 1. If an odd vector |1) is paired
with an even vector |0) at any edge, then the product is
0. (This is simply the statement that (0|1) = (1|0) = 0.)
Thus, the configurations of basis tensors that evaluate
to a nonzero value must have odd legs paired at edges.
Since the elements of Q[f ] and Q¯[f ] have even fermion
parity (an even number of odd legs), this implies that the
odd legs form closed loops (on the dual lattice) for any
configuration that gives a nonzero value.
The computation of the Koszul signs then distills down
to calculating the ±1 valued contraction of configurations
with closed loops of |1) states at edges. To formalize
the problem, we define ge as the {0, 1} valued index at
the edge e, and σˆ({ge}) = ±1 as the sign obtained by
evaluating the tensor contractions corresponding to the
configuration {ge}.
3. Basis contraction and cohomology
To make our arguments precise, we find it conve-
nient to describe configurations of odd edges using the
language of cohomology. To this end, we define a 0-
cochain as a sum
∑
v gvv, where v is a Z2-valued func-
tion of vertices such that v evaluates to 1 on the ver-
tex v and 0 otherwise, and gv are coefficients in Z2.
Similarly, 1-cochains and 2-cochains may be defined as
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FIG. 5. Examples of 1-cochains. Edges intersected by the blue
line have coefficient ge = 1, while all other edges have ge = 0.
The top left picture is an example of a contractible 1-cocycle.
The other three pictures are representative 1-cocycles of the
three non-trivial classes.
sums
∑
e gee and
∑
f gf f , respectively. A configura-
tion of odd edges {ge} then naturally corresponds to
the 1-cochain
∑
e gee. Furthermore, j-cochains can be
added by combining the coefficients component wise, i.e.,∑
e gee+
∑
e g
′
ee =
∑
e(ge + g
′
e)e.
The coboundary operator δ from j-cochains to j + 1-
cochains is defined by:
δv =
∑
e⊃v
e, δe =
∑
f⊃e
f , (68)
where the sum on the left is over all edges sharing the
vertex v and the sum on the right is over the two faces
bordering the edge e. For example, in Fig. 5:
δ〈4〉 =〈2,4〉+ 〈3,4〉+ 〈4,5〉+ 〈4,7〉
δ〈4,7〉 =〈2,4,7〉+ 〈4,5,7〉 (69)
We call a cochain C closed if δC = 0. Note that each of
the 1-cochains depicted in Fig. 5, for example, are closed.
More generally, a closed 1-cochain, or 1-cocycle, can be
thought of as a sum of loops along the dual lattice. As
such, the configurations {ge}, obtained from basis con-
traction, are examples of 1-cocycles.
A 1-cochain C is called a 1-coboundary if there exists
a 0-cochain R such that C = δR. δ can be understood as
a boundary operator on the dual lattice, so intuitively, a
1-coboundary is a boundary of a region on the dual lat-
tice. For example, the top left picture of Fig. 5 depicts a
1-coboundary – it is equal to δR for R = 〈7〉 + 〈4〉. In
general, 1-coboundaries are sums of contractible loops,
which are generated by small loops Lv ≡ δv enclosing
a single vertex. A configuration L with a single, con-
tractible loop is a 1-coboundary of a 0-cochain R con-
taining vertices enclosed by the loop, i.e., L =
∑
v∈L Lv
with the sum being over vertices v enclosed by L. Some
loops of odd edges such as the 1-cocycles Lx, Ly, and
Lx + Ly in Fig. 5, are non-contractible. These are 1-
cocycles that cannot be written as δR for any 0-cochain
R.
We can further define an equivalence of 1-cocycles
where C1 ∼ C2 if there exists a 0-cochain R such that
C1 = C2 + δR. In other words, two 1-cocycles are
equivalent if one can be constructed from the other by
appending, or adding contractible loops. Hence, all 1-
coboundaries belong to the same equivalence class – the
class of trivial 1-cocycles. For a torus, it is well known
that there are four inequivalent classes of 1-cocycles.
These may be represented by Lx, Ly, Lx + Ly, and δR
for a 0-cochain R. Therefore, an arbitrary 1-cocycle on
a torus can be expressed as:
C = gxL
x + gyL
y +
∑
v
gvLv, (70)
for some choice of gx, gy, gv ∈ Z2.
4. Koszul signs from a single loop
Given that a 1-cocycle can be decomposed in terms of
constituent loops, as in Eq. (70), we begin by calculating
the Koszul sign σˆ(L) for configurations L with a single
loop of odd edges along the path L in the dual lattice.
To propose an exact value for σˆ(L), we introduce the
following notation. We assign a direction to the path L
so that, with respect to a global orientation of the 2D
manifold, the loop has a “left side” and a “right side”.21
L overlaps with a triangle f at two edges, and we call
the common vertex of these two edges fL. There are six
possibilities for fL: it can be a 0-, 1-, or 2-vertex of the
triangle f , and it can lie to the left or to the right of the
loop. We let l¯L and r¯L be the sets of fL for which fL is a
1-vertex of f and is to the left or right of L, respectively.
We use n(l¯L) and n(r¯L) to denote the cardinality of l¯L
and r¯L. Then we have:
Proposition 1.
σˆ(L) = −(−1) 12 (n(l¯L)−n(r¯L)). (71)
Proof. See Appendix B.
5. Winding number and Koszul signs
σˆ(L) is closely related to the winding number of a cer-
tain vector field along the oriented path L. In partic-
ular, σˆ(L) can be computed from the continuous, non-
vanishing vector field V obtained from the branching
structure by interpolating it into the interior of the tri-
angles, as shown in Fig. 6 (see Ref. [22]). To calculate
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FIG. 6. The branching structure is interpolated into the in-
terior of each triangle to form the continuous, non-vanishing
vector field V.
the winding number of V along L we define nˆ to be the
left pointing unit normal vector of the loop L and vˆ to
be the local vector of V. Then, we integrate the derivate
of the angle θ = cos−1(vˆ · nˆ) between nˆ and vˆ along L.
Given that θ is continuous, the change in θ around L
must be 2pim, where m is an integer. m gives the wind-
ing number of V along L, which we denote as w(L).23 For
definiteness, we choose clockwise rotation to be positive.
Proposition 2.
w(L) =
1
2
(n(l¯L)− n(r¯L)). (72)
Equivalently,
σˆ(L) = −(−1)w(L). (73)
Proof. We consider the ways in which L can pass through
triangles and in each case, identify the change in θ =
cos−1(vˆ ·nˆ). When fL is a 0- or 2-vertex, the total change
in θ is 0. This is illustrated in the following example,
where fL is a 2-vertex:
nˆ
nˆ
. (74)
The change in θ through the triangle above is 0, since
the vector field is nearly parallel to nˆ along the path.
A similar argument applies whenever fL is a 0- or 2-
vertex. Thus, the only crossings that can contribute to
the winding number are when fL is a 1-vertex.
We first examine the case where fL is a 1-vertex to the
left of L, i.e., fL ∈ l¯L. There are two such crossings:
. (75)
(Note the triangle on the left is negatively oriented while
the triangle on the right is positively oriented.) For both
crossings, moving along L, the vector field rotates clock-
wise relative to nˆ, and θ changes by +pi. If instead, fL is
to the right of L then the corresponding crossings are:
. (76)
We see that, in this case, the vector field winds counter-
clockwise along L, and θ changes by −pi.
In conclusion, whenever fL belongs to l¯L, θ changes by
pi, and when fL is in r¯L, θ changes by −pi. Accordingly,
the winding number along L, with respect to nˆ, is:
w(L) =
∑
fL
(
1
2
δfL∈l¯L −
1
2
δfL∈r¯L
)
=
1
2
(n(l¯L)− n(r¯L)),
(77)
where δfL∈l¯L and
1
2δfL∈r¯L are indicator functions for the
sets l¯L and r¯L, respectively.
In Refs. [24,22], it is argued that a function on loops
of the form −(−1)w(L), such as σˆ(L), gives a quadratic
refinement of the intersection pairing. This is to say that,
as a consequence of Prop. 2, σˆ satisfies:
σˆ(L1 + L2) = (−1)〈L1,L2〉σˆ(L1)σˆ(L2), (78)
where 〈L1, L2〉 is the intersection number (mod 2) of L1
and L2. For example, the non-contractible cycles L
x and
Ly on a torus in Fig. 5 have an intersection number
〈Lx, Ly〉 = 1 mod 2. Therefore, by Eq. (78), we have:
σˆ(Lx + Ly) = −σˆ(Lx)σˆ(Ly).
Importantly, Eq. (78) allows us to relate the sign σˆ(C)
for a general configuration C =
∑
i Li to the signs
σˆ(Li) of constituent loops. For a single contractible
loop L, which can be decomposed into a sum of loops
L =
∑
v∈L Lv, the sign σˆ(L) can be written as [using
Eq. (78)]:
σˆ(L) =
∏
v∈L
σˆ(Lv). (79)
The product in Eq. (79) is over vertices enclosed by the
loop L.
We call a vertex v singular if the loop Lv, enclosing
only v, is such that σˆ(Lv) = −1. Referring to Eq. (79),
the sign σˆ(L) for a contractible loop L can be computed
by simply counting the singular vertices enclosed by L.
Explicitly, σˆ(L) for a contractible loop L is:
σˆ(L) = (−1)nsv(L), (80)
where nsv(L) is the number of singular vertices enclosed
by the loop L. This is a manifestation of Stokes’ theorem
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FIG. 7. An arbitrary triangulation of a torus with the
four singular vertices: 〈3〉, 〈7〉, 〈5 = 8〉, 〈2 = 10〉, 〈2 =
11〉. (a) Z-operators placed at edges corresponding to
the spin-structure η = {〈3, 4〉, 〈4, 7〉, 〈8, 10〉}. (b) Z-operators
placed at edges for an alternative choice of spin-structure
η = {〈3, 4〉, 〈4, 2〉, 〈7, 8〉}.
for the winding number of the vector field along L. We
note that, using Prop. 1, a vertex v is singular if it is the
1-vertex of 4m triangles, for an integer m. Alternatively,
using Prop. 2, v is singular if −(−1)w(Lv) = −1.
D. Removing grading and choosing spin-structure
The function σˆ captures the Koszul signs accrued
in the contraction of the fermionic virtual legs of the
bosonized fPEPS. The goal of this section is to replace
the Z2-graded virtual legs of the bosonized fPEPS with
un-graded legs and simulate the Koszul signs given by σˆ
by inserting Pauli Z operators on certain bosonic virtual
legs.
More specifically, we first convert the fermionic virtual
legs to bosonic virtual legs, i.e., with the internal order-
ing fixed, we map a fermion parity even state |0) to an
up spin |0〉 (in the Z basis) and a fermion parity odd
state |1) to a down spin |1〉. The bosonic virtual legs
fail to replicate the Koszul signs that were obtained by
contracting the fermionic virtual legs. Thus, second, we
fix this by choosing a set of edges η (a choice of spin-
structure) and including an extra Z operator on edges
e ∈ η before contraction. When down spins |1〉 contract
on an edge e ∈ η, the extra Pauli Z operator results in
a sign −1. We need to choose η so that the contraction
of a configuration C of loops of down spins |1〉 yields the
sign σˆ(C).
We begin by accounting for the Koszul signs σˆ(L) ac-
crued by contractible loops L. Next, we discuss a matrix
product operator (MPO) which captures the Koszul signs
from non-contractible loops. We focus on the case when
the manifold is a torus and only outline the procedure
for more general 2D manifolds.
1. Reproducing Koszul signs for contractible loops
Our strategy for accounting for σˆ(L), when L is a con-
tractible loop is to ‘pair-up’ the singular vertices and con-
struct the set η from edges that connect the two singu-
lar vertices in each pair. More precisely, Stokes’ theo-
rem guarantees an even number of singular vertices on
a closed manifold, so we can always find a set of edges
η such that the boundary of η gives the set of singular
vertices. Here, the boundary of η is defined as the set of
vertices that are endpoints of an odd number of edges in
η. Intuitively, η can then be understood as ‘pairing-up’
singular vertices with each other through arbitrary paths.
Fig. 7 provides an example of choosing η on a torus.
To replicate the sign σˆ(L), we insert Z operators on all
edges in η (see Fig. 7). Now, in evaluating a configuration
with a single loop L of down spins |1〉, we incur the sign:
ση(L) ≡ (−1)n(L,η), (81)
where n(L, η) denotes the number of common edges (or
crossings) between the loop L and the edges in η. Given
our construction of η, n(L, η) is equal (mod 2) to the
number of singular vertices enclosed in L. Therefore, for
any contractible loop L:
ση(L) = (−1)nsv(L), (82)
in agreement with Eq. (80). Consequently, for any 1-
cocycle C and 0-cochain R, we have:
ση(C + δR) = ση(C)ση(δR) = ση(C)
∏
v⊂R
ση(Lv). (83)
The product
∏
v⊂R is over all vertices such that the co-
efficient of v in R is nontrivial.
We note that a choice of η can be modified by including
any set of edges forming a contractible loop. We call two
sets η and η′ equivalent spin-structures, if one can be
obtained from the other by appending contractible loops
of edges.
2. Reproducing Koszul signs for non-contractible loops
ση(C) simulates σˆ(C) for trivial 1-cocycles C. This is
sufficient to account for Koszul signs when the fermionic
system is defined on a sphere or an infinite plane. How-
ever, ση(C) does not capture the sign σˆ(C) when C is
a non-trivial 1-cocycle. To account for the Koszul signs
on a torus or higher genus manifolds, we insert MPOs
along non-contractible loops to perform a certain sum
over inequivalent spin-structures. In the following, we
describe the case of a torus in detail and only sketch the
generalization to higher genus manifolds.
To start, we consider a particular triangulation of a
torus without any singular vertices, as shown in Fig. 8(a-
c). Since there are no singular vertices, σˆ(L) = 1 for any
contractible loop L. For non-contractible loops, however,
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FIG. 8. Triangulation of a torus without any singular vertices,
but with Z-operators placed along (a) the x-axis (b) the y-axis
(c) both the x-axis and the y-axis.
the Koszul signs are non-trivial. To see this, we let Lx
and Ly be distinct non-contractible loops lying parallel to
the x-axis and y-axis, respectively. The specific choices of
Lx and Ly do not matter, because contractible loops can
freely be appended without changing σˆ(Lx) and σˆ(Ly).
This follows from Eq. (78) and the fact that there are no
singular vertices. Now, using either Prop. 1 or Prop. 2,
one finds:
σˆ(Lx) = σˆ(Ly) = σˆ(Lx + Ly) = −1. (84)
Hence, after converting the Z2-graded virtual legs to
bosonic virtual legs, a modification is necessary to sim-
ulate the sign in Eq. (84). A possible solution is to
insert Pauli Z operators along non-contractible loops.
Naively, we can insert Z operators along only the x-axis
[Fig. 8(a)], only the y-axis [Fig. 8(b)], or both the x-axis
and the y-axis [Fig. 8(c)]. We find that all of these op-
tions fail to reproduce the sign in Eq. (84). The solution
is a certain superposition of these options, which can be
expressed using an MPO. Before describing this MPO, we
develop some notation and discuss the effects of inserting
Z operators along the axes.
First, we define the spin-structure ηx, which contains
the edges along the x-axis. The product of Z operators
applied along the edges in ηx can be expressed as
∏
e Z
ηx
e ,
where, in this expression, ηx is the indicator function for
the set ηx. The operator
∏
e Z
ηx
e is pictured in Fig. 8(a).
Then, letting σηx(L) be the sign obtained in contracting
a configuration of down spins along L with the added
operator
∏
e Z
ηx
e , we have:
σηx(L
x) = 1, σηx(L
y) = −1, σηx(Lx + Ly) = −1.
(85)
Next, we define the spin-structures ηy and ηxy simi-
larly. ηy is the set of edges along the y-axis and corre-
sponds to the insertion of the operator
∏
e Z
ηy
e , depicted
in Fig. 8(b). In this case, the sign accrued in contracting
the bosonic legs is:
σηy (L
x) = −1, σηy (Ly) = 1, σηy (Lx + Ly) = −1.
(86)
G
FIG. 9. Triangulation of a torus without any singular vertices,
and with the MPOs generated by W (square nodes) and G
(circular nodes). The MPOs generated by W wrap around
both the x-axis and the y-axis and the G tensor is placed at
their intersection.
If we instead insert Z operators along both the x-axis
and y-axis, as in Fig. 8(c), and define ηxy as the union of
ηx and ηy, we obtain the signs:
σηxy (L
x) = −1, σηxy (Ly) = −1, σηxy (Lx + Ly) = 1.
(87)
In each case above [Eqs. (85)-(87)], the operator in-
sertion fails to replicate the sign in Eq. (84). However,
the sign in Eq. (84) can be simulated using the following
superposition of operators:
1
2
(
−1 +
∏
e
Zη
x
e +
∏
e
Zη
y
e +
∏
e
Zη
xy
e
)
. (88)
Explicitly, the sign obtained in contracting an arbitrary
loop of down spins L is then:
1
2
(−1 + σηx(L) + σηy (L) + σηxy (L)). (89)
One can check that, for loops Lx, Ly, and Lx + Ly, the
sign given by Eq. (89) matches the sign in Eq. (84). Fur-
thermore, the sign in Eq. (89) agrees with σˆ on all loops.
The operator in Eq. (88) can be represented using
MPOs. We start by considering an MPO of the form:
W W W , (90)
generated by the local tensors W, given by:
p q
r
s
W =
∑
a,b
(−1)(a)(b)|a〉p|b〉r〈b|s〈a|q
=|0〉I〈0|+ |1〉Z〈1|. (91)
When the virtual (horizontal) legs take value 0, W acts
as the identity, and when they take value 1, W acts as
a Z operator. Therefore, W generates a controlled Z
operator of the form . . . III . . .+ . . . ZZZ . . ..
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If we insert this MPO on the virtual level of the bosonic
tensor network, say, along the x-axis, it is equivalent to
inserting the operator 1 +
∏
e Z
ηx
e . Similarly, inserting
it along the y-axis is equal to the operator 1 +
∏
e Z
ηy
e .
If we insert the MPO along both the x-axis and the y-
axis they cross as a single vertex, and we link the MPOs
together at their intersection using another tensor G (see
Fig. 9). We take G to be:
p q
r
s
G =
1
2
∑
a,b
(−1)(a+1)(b+1)|a〉p|b〉r〈b|s〈a|q
=− 1
2
|0〉p|0〉r〈0|s〈0|q + 1
2
|0〉p|1〉r〈1|s〈0|q
+
1
2
|1〉p|0〉r〈0|s〈1|q + 1
2
|1〉p|1〉r〈1|s〈1|q.
(92)
Now, when virtual legs of the MPOs in both the x and
y direction take value 0, G is − 12 , and otherwise it is
1
2 . Thus, the total MPO produces the superposition of
operators:
1
2
(
−1 +
∏
e
Zη
x
e +
∏
e
Zη
y
e +
∏
e
Zη
x
e
∏
e
Zη
y
e
)
. (93)
Recalling that ηxy is the union of ηx and ηy, we see
that the operator above is equivalent to the operator in
Eq. (88). The Koszul signs, therefore, can be accounted
for using the MPO generated by W and G, pictured in
Fig. 9.
In effect, the MPO implements a sum over inequiva-
lent spin-structures to capture the Koszul signs of non-
contractible loops. The tensor G dictates the particular
sum over spin-structures and, in general, depends on the
branching structure. To see this, we next consider a gen-
eral triangulation of a torus, where we must incorporate
ση, accounting for singular vertices, with the sum over
inequivalent spin-structures given by the MPO.
3. General triangulation of a torus
Thus far, we have argued that we can account for
Koszul signs in the following two cases: (i) trivial 1-
cocycles formed from contractible loops of |1) states and
(ii) non-contractible loops formed by |1) states in the ab-
sence of singular vertices. To reproduce the Koszul signs
from contraction on a general triangulation of a torus, we
then must be able to simulate the Koszul signs from non-
contractible loops in the presence of singular vertices. We
will find that we require a branching structure dependent
choice of the tensor G to obtain an appropriate sum over
inequivalent spin-structures.
The first step is to account for the Koszul signs of
contractible loops, as in IV D 1. That is, we choose a set
of edges η such that the edges in η pair up the singular
vertices and insert Z operators at the edges in η. The
sign from evaluating a loop L of down spins is then ση(L)
as in Eqs. (81) and (82).
After choosing η we can account for the Koszul signs
from non-contractible loops. As before, we choose repre-
sentative non-contractible loops Lx and Ly lying parallel
to the x- and y-axis, respectively, such as those in Fig. 5.
However, unlike the case with no singular vertices, the
choice of Lx and Ly matters. For example, the sign σˆ(Lx)
changes if Lx is shifted across a singular vertex. Likewise
the sign of ση(L
x) changes if Lx is shifted across a singu-
lar vertex. Therefore, to remove the ambiguity, we define
the {0, 1} valued αx and αy by:
(−1)αx ≡ σˆ(Lx)/ση(Lx) (94)
(−1)αy ≡ σˆ(Ly)/ση(Ly) (95)
(−1)αx+αy+1 = σˆ(Lx + Ly)/ση(Lx + Ly). (96)
We emphasize that the expressions above are inde-
pendent of the particular choice of representative non-
contractible loops Lx and Ly, using Eqs. (78) and (83).
We now only need to reproduce the signs on the left
side of Eqs. (94), (95), and (96) for non-contractible loops
using the MPO generated by W and G. A superposi-
tion of operators that yields these signs from contracting
bosonic legs is:
1
2
(−1)αxαy
(
1 + (−1)αy
∏
e
Zη
x
e
+ (−1)αx
∏
e
Zη
y
e + (−1)αx+αy
∏
e
Zη
xy
e
)
.
(97)
It can be shown that this operator is generated by W and
G with the components of G given by:
Gab =
1
2
(−1)(αy+a)(αx+b). (98)
For the special case of the triangulation in Fig. 8, αx =
αy = 1 and Eq. (98) gives Gab =
1
2 (−1)(a+1)(b+1), which
matches our previous result. Given the spin structure in
Fig. 12, αx = αy = 0. Thus, in this case, to capture
the Koszul signs from non-contractible loops, the com-
ponents of G should be Gab =
1
2 (−1)ab.
4. Higher genus manifolds
We briefly describe how our results can be extended to
higher genus manifolds. We exploit the fact that any 2D
oriented manifold M with genus g is topologically equiv-
alent to a manifold constructed from the connected sum
# of a sphere with g torii: M ' S2#T 2# · · ·#T 2. Fur-
thermore, given a decomposition of M into a connected
sum of a sphere and torii, any cocycle C can be written
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FIG. 10. A cocycle on a genus g manifold is cohomologous to
a Z2 sum of cocycles on the component torii. The non-trivial
cocycles on independent torii on the right hand side have a
trivial intersection number.
FIG. 11. MPOs generated by W and G are inserted on each
component torii. The G tensor may differ between the torii.
as:
C =
g∑
j=1
aj,xL
j,x +
g∑
j=1
aj,yL
j,y + δR. (99)
Here, Lj,x and Lj,y denote generators of the non-trivial
cocycles around the jth torus in the connected sum de-
composition, and δR gives a trivial cococyle. According
to Eq. (99), any cocycle C is cohomologous to one of the
form [see Fig. 10]:
g∑
j=1
aj,xL
j,x +
g∑
j=1
aj,yL
j,y. (100)
With this, we can now describe how to account for the
Koszul signs from contraction on a genus g manifold. As
before, the Koszul signs from contractible loops can be
taken care of by making a choice of η and inserting Pauli
Z operators along the edges in η. As for non-trivial cocy-
cles, we first decompose the cocycle as in Eq. (99). Then,
we identify the cohomologous cocycle given in Eq. (100),
which differs by a trivial cocycle. (The difference in the
Koszul sign between the cohomologous cocycles is already
accounted for by the choice of η.) Using that the Koszul
sign corresponds to a quadratic refinement of the inter-
section pairing [Eq. (78)], the computation of the Koszul
signs for a cocycle in the form of Eq. (100) reduces to a
computation of the Koszul signs for the loops Lj,x and
Lj,y. This is because loops belonging to different torii
have trivial intersection number:
〈Lx,j , Lx,k〉 = 〈Lx,j , Lx,k〉 = 〈Lx,j , Lx,k〉 = 0 mod 2,
(101)
for all j 6= k. Therefore, the problem is reduced to that of
g independent arbitrarily triangulated torii. The Koszul
signs of non-contractible loops can be accounted for by
inserting MPOs generated by W and G as in Fig. 11. A
similar strategy as in section IV D 3 can be used to choose
G at each intersection of the MPOs.
5. Grading removal for the bosonized fPEPS
Now, we return to the original problem of writing
bosonized fPEPS as bPEPS. To compute the Koszul
signs, we worked with a single layer of fermionic virtual
legs, while a bosonized fPEPS has both the state layer
and TNO layer of fermionic virtual legs. Therefore, we
need to translate our results for accounting for Koszul
signs back to the case of two layers of virtual legs.
To simplify the calculation of the Koszul sign, we no-
ticed that [Eq.(65)], with the chosen ordering of the
fermionic virtual legs, the pair of virtual legs |a)t|a′)s
could be mapped to a spinless fermionic degree of free-
dom and a spin-1/2 via the isomorphism:
|a)t|a′)s → |a+ a′)|a〉. (102)
Then, we worked only with the fermionic leg. Ultimately,
we converted the fermionic legs |a + a′) to bosonic legs
|a+a′〉 with the addition of Z operators on certain edges.
A Z operator acting on |a+a′〉 correponds to acting with
a parity operator on |a + a′) or the operator Ps ⊗ Pt on
|a)t|a′)s. Therefore, to replace the two layers of fermionic
legs with two layers of bosonic legs: |a)t|a′)s → |a〉t|a′〉s,
we see that we need to apply operators Zt ⊗Zs at edges
to account for Koszul signs.
In summary, we convert the two layers of fermionic legs
(with the fixed internal ordering) to bosonic legs. Then,
we insert (Zt ⊗ Zs)ηe at every edge to account for the
Koszul signs from contractible loops. To account for the
Koszul signs from non-contractible loops, we modify the
MPO so that W in Eq. (91) is: |0〉(It ⊗ Is)〈0|+ |1〉(Zt ⊗
Zs)〈1|.
E. Algorithm for bosonizing an fPEPS
The following gives an algorithm for bosonizing an
fPEPS on a torus and writing it explicitly as a bPEPS.
1. Given a triangulated 2D manifold with branching
structure, determine the singular vertices. Singular
vertices are those that are 1-vertices of 4m number
of triangles. Pair singular vertices along convenient
paths. The edges along these paths are the ele-
ments of η.
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FIG. 12. Choice of spin structure η = {〈3, 4〉, 〈4, 7〉, 〈8, 10〉}
and placement of the MPO generated by W and G. The Zηe
operators shown represent the (Zt⊗Zs)ηe -operators that are
inserted in the example of section IV F.
2. Construct the tensors Mf = F·T and M¯f = F¯·T¯.
Rearrange the virtual indices to match the order
shown in Eq. (64). Remove the grading of the vir-
tual indices of Mf , M¯f , and Bη. The resulting ten-
sors are Mb, M¯b, and Bb, respectively.
3. Choose convenient generators of the non-
contractible loops parallel to the x-axis and
y-axis, say Lx and Ly, and calculate (−1)αx =
σˆ(Lx)/ση(L
x) and (−1)αy = σˆ(Ly)/ση(Ly).
Determine the tensor G using Eq. (98).
4. Insert factors of Zt⊗Zs on virtual legs correspond-
ing to the edges in η. Insert tensors W along conve-
nient generators of non-contractible loops parallel
to the x- and y-axes, and glue the MPOs at their
intersection with the G tensor calculated in the pre-
vious step. Finally, contract Mb, M¯b, and Bb with
the inserted factors of Zt ⊗ Zs and the MPO gen-
erated by W and G.
F. Example of bosonizing an fPEPS
As an example, we bosonize the atomic insulator state
|ψAI) on a 2D torus, triangulated as shown in Fig. 12.
The tensor network representation has a vacuum tensor
everywhere: T000 = 1, T¯000 = 1 and all other components
zero.
Step 1: The singular vertices are 〈3〉, 〈7〉, 〈8〉 and 〈10〉.
We pair them along the paths shown in Fig. 12, so the
spin structure η is η = {〈3, 4〉, 〈4, 7〉, 〈8, 10〉}.
Step 2: We compute the tensors Mf , M¯f , and Bη, order
the legs according to Eq. (64), and replace the fermionic
legs with bosonic legs to obtain:
Mb =
∑
a,b,c
δa+b+c,0|c〉f01 |0〉f ′01 |a〉f12 |0〉f ′12〈0|f ′02〈b|f02
(103)
M¯b =
∑
a,b,c
δa+b+c,0|b〉f02 |0〉f ′02〈0|f ′12〈a|f12〈0|f ′01〈c|f01
(104)
Bb =
∑
a
Zηee |a〉e|a〉e〈a|e. (105)
Step 3: We use Lx in the upper right corner of Fig. 5 to
calculate:
(−1)αx = σˆ(Lx)/ση(Lx) = 1, (106)
and we use Ly in the lower left corner of Fig. 5 to calcu-
late:
(−1)αy = σˆ(Ly)/ση(Ly) = 1. (107)
αx = αy = 0, so G has components Gab = (−1)ab.
Step 4: We insert the operator (Zt⊗Zs)ηe at each edge
and insert the MPO generated by W and G as in Fig. 12.
The state layer has only 0 indices, so the factors of Zs
do not affect the state. We freely remove all of the state
layer indices. The factors of Zηet cancel with the factor
of Zηee in the definition of Bb in Eq. 105.
The result is a bPEPS generated by the tensors:
Mb =
∑
a,b
|a+ b〉f01 |a〉f12〈b|f02 (108)
M¯b =
∑
a,b
|b〉f02〈a|f12〈a+ b|f01 (109)
Bb =
∑
a
|a〉e|a〉e〈a|e, (110)
with the MPO generated by W and G inserted along the
x- and y-axes (Fig. 12). The bPEPS is in a ground state
of Kitaev’s toric code Hamiltonian. One way to see this
is to notice that Mb and M¯b have the MPO symmetries:
Zf01Zf12Zf02 ·Mb = Mb
Zf01Zf12Zf02 ·M¯b = M¯b, (111)
indicative of the toric code phase. Moreover, the sym-
metry implies that Mb and M¯b have an even number of
down spins. Since Bb copies the virtual legs to the phys-
ical leg, the ground state is a superposition of all loops
(on the dual lattice) of down spins. The tensor G dictates
the particular toric code ground state. For the branching
structure in Fig. 12, the ground state is an equal ampli-
tude superposition of all loops (on the dual lattice) of
down spins acted on by the following operator:
1
2
(
1−
∏
e
Zη
x
e −
∏
e
Zη
y
e +
∏
e
Zη
xy
)
. (112)
While the example of an atomic insulator state is rather
simple, we expect the algorithm to extend naturally to
more complicated problems.
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V. CONCLUSION AND FUTURE WORK
Tensor networks provide a powerful framework for
studying quantum many-body systems. Their simple
parameterization allows for efficient numerical computa-
tions, and their diagrammatic representation elucidates
the structure of entanglement in quantum states. More
abstractly, tensor networks provide a uniform language
for discussing quantum many-body systems. Here, we
have extended the formalism of tensor networks to ex-
act bosonization dualities. In particular, we have con-
structed a TNO that implements the two dimensional
bosonization duality first discussed in Ref. [2]. Further-
more, our bosonization TNO can be applied directly to
fermionic tensor network states, thus defining bosoniza-
tion at the level of quantum states.
A critical step of our bosonization procedure is to ex-
press the bosonized state as an explicit bosonic tensor
network. To this end, we described how to account for
Koszul signs accrued in contracting fermionic tensor net-
works, and we constructed matrix product operators to
be placed along non-trivial cycles for this purpose. As a
result, our bosonization duality at the level of states can
be applied to fermionic systems on arbitrary triangula-
tions of 2D manifolds without a boundary.
We would also like to emphasize that the calculation of
Koszul signs in section IV has potential for applications
outside of the bosonization of fPEPS. In fact, the calcu-
lation applies to the contraction of any25 2D fPEPS gen-
erated by fermion parity even local tensors and without
fermionic physical legs. In particular, it may be useful
for efficiently evaluating the overlap between two fPEPS.
Explicitly, one can use the technology developed in sec-
tion IV to replace the fermionic virtual legs with bosonic
virtual legs and account for the Koszul signs. Notably,
for a regular triangular lattice or square lattice, our re-
sults show that the fermionic virtual legs can freely be
replaced with bosonic virtual legs as long as the MPO
generated by W and G is inserted before closing the ten-
sor network on a manifold with non-trivial genus.
Directions for future work include generalizing our
bosonization duality, identifying tensor network repre-
sentations of wider classes of dualities, and utilizing the
bosonization TNO to study fermionic systems. A natural
generalization is to develop a 3D bosonization duality at
the level of quantum states. Recently, [26] presented a
bosonization duality in 3D, and we expect that this dual-
ity admits a tensor network representation. Formulating
a TNO for the 3D duality might also make it clear how to
bosonize in dimensions greater than three. Another pos-
sible generalization is to extend our bosonization duality
to manifolds with boundaries.
It would be interesting to construct tensor network
representations for other operator-level dualities. Ref.
[19] describes a duality for parafermionization in 2D, in
which a system of constrained spins is dual to a system of
parafermions. Formulating a corresponding TNO would
require a careful understanding of paraspin-structure –
a generalization of spin-structure to parafermions. We
also expect that recently developed dualities for gaug-
ing subsytem symmetries can be naturally formulated in
terms of tensor networks [27]. Further, it would be nice
to interpret the results of Ref. [28] using tensor networks.
We anticipate that our bosonization procedure will be
useful for studying fermionic topological orders. Begin-
ning with a fermionic tensor network state, one can apply
the bosonization procedure outlined in the text and sub-
sequently analyze the topological order of the bosonic
state using the myriad of techniques developed to study
bosonic topological orders. In addition, MPO symme-
tries of the fermionic state can be tracked through the
bosonization procedure to obtain the MPO symmetries
of the bosonic system.
Going the other direction, the Hermitian conjugate
of the bosonization TNO can be applied to a bosonic
state to obtain a fermionic tensor network state. Two
dimensional (non-chiral) bosonic topological orders have
been well studied using tensor networks, so we can use
the known tensor network representations of fixed point
states to construct fixed point states for fermionic topo-
logical phases. Furthermore, the MPO symmetries of
the bosonic system descend to MPO symmetries of the
fermionic system. While fixed point states for intrin-
sic fermionic topological orders and fermionic symme-
try protected topological phases were identified in Refs.
[17,18], our bosonization procedure gives a means for con-
structing and studying fixed point states for fermionic
symmetry-enriched topological orders as well.
Acknowledgements – SS would like to acknowledge Alex
Turzillo for valuable discussions about related work on
Z2-graded tensors. SS and TE also thank Dave Aasen for
helpful conversations about fermion condensation. LF is
supported by NSF DMR-1519579.
Appendix A: Z2-graded tensor representation of
Majorana operators
In this appendix, we show that the tensors introduced
in section II and rewritten here:
e e
γ =
∑
a
|a+ 1)e(a|e (A1)
e e
γ¯ =
∑
a
(−1)ai|a+ 1)e(a|e, (A2)
are indeed good representations of Majorana operators.
To do so, we explicitly show that the algebraic relations
of the Majorana tensors match those of the Majorana
operators introduced in section II D.
We begin by analyzing the algebra at a single site e. To
this end, we apply the Majorana tensors to an arbitrary
state A at site e:
e
A ≡
∑
a
Aa|a)e.
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According to section II D, at site e, γ2e = γ¯
2
e = 1. Apply-
ing a single γ tensor to A, we find:
A
e
γ ≡
∑
b
|b+ 1)e(b|Ce
∑
a
Aa|a)Ce (A3)
=
∑
a
Aa|a+ 1)e.
Then, acting with another γ on γA gives:
A
e
γ γ
2 1
≡
∑
b
|b+ 1)e(b|Ce
∑
a
Aa|a+ 1)Ce (A4)
=
∑
a
Aa|a)e.
Since A was arbitrary, we see that γ contracted in suc-
cession with another γ acts as the identity. The relation
γ¯2e = 1, can be shown similarly.
Next, we show that the relation γ¯eγe = −γeγ¯e is rep-
resented by the Majorana tensors. γ¯γA is:
A
e
γ¯ γ
2 1
≡
∑
c
(−1)ci|c+ 1)e(c|C2e∑
b
|b+ 1)C2e (b|C1e
∑
a
Aa|a)C1e
=−
∑
a
(−1)ai|a)e, (A5)
while γγ¯A is:
A
e
γ γ¯
2 1
≡
∑
b
|b+ 1)e(b|C2e∑
c
(−1)ci|c+ 1)C2e (c|C1e
∑
a
Aa|a)C1e
=
∑
a
(−1)ai|a)e. (A6)
Comparing (A5) and (A6), we see that the tensors γ and
γ¯ capture the relation γeγ¯e = −γ¯eγe. It is important to
note that in going from (A5) to (A6), the contractions
are different. The difference in sign is not simply due to
the odd grading of γ and γ¯.
Now, we consider the algebraic relations of Majorana
operators at different sites. Majorana operators acting
at different sites anti-commute, so we must show that
switching the order of contraction, for Majorana tensors
applied to different legs yields a sign. This property
follows from the odd grading of the Majorana tensors.
We write an arbitrary state |ψ) with N two dimensional
fermionic site Hilbert spaces as:
|ψ)
=
∑
a1,...,aN
Ψa1,...,aN |a1)e1 . . . |aN )eN . (A7)
First acting with γ at site ej and second acting with γ
at site ei, we have:
|ψ)
γi 2 γj 1
≡
(∑
c
|c+ 1)ei(c|C2ei
)(∑
b
|b+ 1)ej (b|C1ej
) ∑
a1,...,aN
Ψa1,...,aN |a1)e1 . . . |ai)C1ei . . . |aj)C2ej . . . |aN )eN (A8)
=
∑
a1,...,aN
Ψ′a1,...,aN |a1)e1 . . .
(∑
c
|c+ 1)ei(c|C2ei
)
|ai)C2ei . . .
(∑
b
|b+ 1)ej (b|C1ej
)
|aj)C1ej . . . |aN )eN (A9)
=
∑
a1,...,aN
Ψ′a1,...,aN |a1)e1 . . .
(∑
c
|c+ 1)ei(c|C1ei
)
|ai)C1ei . . .
(∑
b
|b+ 1)ej (b|C2ej
)
|aj)C2ej . . . |aN )eN (A10)
=
(∑
c
|c+ 1)ei(c|C1ei
)(∑
b
|b+ 1)ej (b|C2ej
) ∑
a1,...,aN
Ψa1,...,aN |a1)e1 . . . |ai)C1ei . . . |aj)C2ej . . . |aN )eN (A11)
= −
(∑
b
|b+ 1)ej (b|C2ej
)(∑
c
|c+ 1)ei(c|C1ei
) ∑
a1,...,aN
Ψa1,...,aN |a1)e1 . . . |ai)C1ei . . . |aj)C2ej . . . |aN )eN (A12)
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= −
|ψ)
γi 1 γj 2 (A13)
In (A9), we have absorbed the signs from moving the
Majorana tensors past odd vectors into the coefficient Ψ′.
After moving the Majorana tensors, the ordering of the
contractions are switched [line (A10)]. Lastly, we have
moved the Majorana tensors to the left and interchanged
their order [(A11) and (A12)]. The contraction C1 is then
to the right of C2, and we can read line (A12) as first a γ
acts on site ei then a γ acts on site ej . We thus have that
γ tensors acting on different sites anti-commute. Looking
at (A8) and (A12), we see that the difference in sign is
purely a consequence of the odd parity of γ. Indeed, more
generally, γ tensors acting on different legs of an arbitrary
tensor will anti-commute. An analogous calculation for
γ¯ tensors or a mixture of γ and γ¯ tensors shows that they
anti-commute when acting on different legs.
Appendix B: Calculation of the Koszul sign for a
single loop
Here, we provide a proof of Prop. 1. We choose an
arbitrary edge of the loop L to be e0 and label the jth
edge of the path as ej . Starting with the triangle fol-
lowing e0, along the orientation of L, we denote the jth
triangle on the path as f j . For each triangle f j , we have
a specific basis tensor QLfj from the set Q[f ] or Q¯[f ] [see
Eq. (67)] depending on the orientation of f j . The sign
to be calculated is then:
σˆ(L) = tr
[
QLf0 ·QLf1 · . . . ·QLfn
]
. (B1)
As already mentioned, there are six possible ways for the
loop to cross a triangle. We list the six possible crossings
of a positive triangle and its associated basis tensors QLf
(ignoring legs with even parity):
ej ej+1 ≡|1)ej |1)ej+1 = −i|1)ej
[
i|1)ej+1
]
,
ej+1 ej ≡− |1)ej |1)ej+1 = i|1)ej
[
i|1)ej+1
]
ej
ej+1 ≡|1)ej+1(1|ej =
[
i(1|ej
][
i|1)ej+1
]
,
ej+1
ej ≡|1)ej (1|ej+1
ej
ej+1 ≡|1)ej+1(1|ej =
[
i(1|ej
][
i|1)ej+1
]
ej+1
ej ≡|1)ej (1|ej+1 . (B2)
The blue arrows denote the loop L, which enters at edge
ej and exists from edge ej+1. Notice that when the loop
goes around a 0-vertex or a 2-vertex (bottom four pic-
tures), both edges point to the same side of L, but when
the loop goes around a 1-vertex (top two pictures), a
right-left transition of edge directions occurs. The rela-
tion between the diagrams and the tensors can be sum-
marized as follows:
(i) Edges ej pointing to the right of L contribute (1|ej
to the tensor QLfj−1 and |1)ej to the tensor QLfj .
(ii) Edges ej pointing to the left of L contribute i|1)ej
to the tensor QLfj−1 and i(1|ej to the tensor QLfj .
(iii) If fL is an 1-vertex, then we accrue an additional
phase iδfL∈l¯L i−δfL∈r¯L , where δfL∈l¯L = 1 if fL ∈
l¯L and δfL∈l¯L = 0 otherwise. δfL∈r¯L is defined
similarly. Therefore, if fL is a 1-vertex, we accrue
a phase i, if it lies to the left of L or a phase −i, if
it lies to the right of L.
Negatively oriented triangles also have 6 possible cross-
ings. It can be checked that the same rules as in (i)-(iii)
above apply to negative triangles. For example, consider
the following crossing on a negative triangle:
ej ej+1
≡ (1|ej+1(1|ej , (B3)
where the RHS is an element of (67) (ignoring even parity
legs). Now, we verify that the rules (i)-(iii) yield the RHS
24
v
ee1 e0
⇑
FIG. 13. The bosonization duality is a map from a fermionic
system to a bosonic system. In the fermionic system there is
a spinless complex fermion degree of freedom (red circles) at
each edge e. In the bosonic system there is a spin-1/2 at each
vertex v.
of Eq. (B3). Rule (ii) implies ej contributes i(1|ej , rule (i)
implies edge ej+1 contributes (1|ej+1 , and finally, rule (iii)
implies that the fL vertex contributes an i phase. Putting
it together, we get the tensor i(1|ej (1|ej+1i = (1|ej+1(1|ej ,
which is indeed the RHS of Eq. (B3). The other five
cases of crossing across negatively oriented triangles can
be checked similarly.
With this, we calculate the sign in Eq. (B1). We con-
sider the contraction of tensors QLfj−1 and Q
L
fj at the edge
ej . If ej points to the the right of L, then, according to
rule (i), QLfj−1 has (1|ej and QLfj has |1)ej . No Koszul sign
is produced in contraction at ej because (1|ej ·|1)ej = 1.
Similarly, if ej points to the the left of L, then, accord-
ing to rule (ii), QLfj−1 has i|1)ej and QLfj has i(1|ej , and
again no Koszul sign is produced: i|1)ej ·i(1|ej = 1. The
remaining sources of signs are triangles that contribute a
sign iδfL∈l¯L i−δfL∈r¯L according to rule (iii), and the over-
all −1 supertrace sign that comes from contracting the
first and last indices in Eq. (B1). Therefore, the total
sign is:
σˆ(L) =−
∏
fL
iδfL∈l¯L i−δfL∈r¯L
=− i(n(l¯L)−n(r¯L)) = −(−1) 12 (n(l¯L)−n(r¯L)). (B4)
Note that σˆ(C) is always ±1, because the total number
of transition points n(l¯L) + n(r¯L) has to be even. This
implies n(l¯L)− n(r¯L) is even as well.
Appendix C: Tensor Network Bosonization in 1D
For completeness, we give a detailed description of the
TNO representation of bosonization in 1D. To start, we
present 1D bosonization as a map of local fermionic op-
erators to local bosonic operators.
1. Review of 1D bosonization
On the fermionic side of the duality, we consider a one
dimensional lattice with a spinless complex fermion at
each edge, as pictured in Fig. 13. The complex fermion
at edge e may be described using the familiar fermionic
creation and annihilation operators: c†e, ce. These gener-
ate the full fermionic operator algebra at e. However, it
will be convenient to instead work with Majorana oper-
ators, γe, γ¯e, as discussed in section II D.
To ensure the bosonization duality maps local opera-
tors to local operators, we define the duality on a subset
of the full fermionic operator algebra - the subalgebra of
fermion parity even operators E . The fermion parity even
operators are those that commute with the global fermion
parity operator
∏
e Pe, where Pe is the fermion parity at
the edge e. E can be generated by two types of operators:
fermion parity Pe at each edge and the hopping opera-
tors Sv at each vertex v. The hopping operators transfer
fermion parity between edges and are defined by:
Sv ≡ iγLv γ¯Rv , (C1)
with Lv and Rv the edge to the left and right of vertex v,
respectively. The hopping operators are mutually com-
muting and commute with all parity operators besides
the neighboring two, i.e.:
SvPe =(−1)δv⊂ePeSv, (C2)
where δv⊂e = 1 if vertex v is at one of the endpoints of
the edge e and δv⊂e = 0 otherwise. With open bound-
ary conditions, the set of fermion parity operators and
hopping operators are independent. However on a closed
manifold they satisfy the relation:∏
v
Sv
∏
e
Pe = −1 (C3)
On the bosonic side of the duality we have a spin-1/2
at each vertex (see Fig. 13). The operator algebra of the
spin-1/2 at vertex v can be generated by the Pauli oper-
ators: Xv, Zv. Thus, the set of Xv and Zv for all vertices
generates the full bosonic operator algebra, which we de-
note as A.
We now define the duality map D : E → A on the
generators of E :
D(Pe) =Ze0Ze1
D(Sv) =Xv. (C4)
where e0 and e1 denote the vertices at the endpoints of
e such that e points from e0 to e1 (Fig. 13). D is an
injective homomorphism from E to A so that for A1, A2 ∈
E :
D(A1 +A2) =D(A1) +D(A2)
D(A1A2) =D(A1)D(A2). (C5)
One can check that D preserves the commutation rela-
tions in (C2).
Note that the bosonization duality in Eq. (C4) is not
the usual Jordan-Wigner transformation, defined, for ex-
ample, in Ref. [29]. D is instead the composition of
the familiar Jordan-Wigner transformation (restricted to
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E) with the Kramers-Wannier duality. We have chosen
the duality D to define bosonization, because it is lo-
cality preserving and more naturally relates to the 2D
bosonization in section III.
To translate the operator duality defined in (C4) to
a TNO, we employ the formalism of Z2-graded Hilbert
spaces and graded tensor products.
2. TNO representation of the duality
We now give a tensor network operator (TNO) repre-
sentation D of the bosonization duality D in Eq. (C4).
We begin with the following TNO ansatz:
D = F F
e
FB
e1
B
e0
.
(C6)
For now, we leave the boundary conditions of D unspec-
ified – they will enter the construction later.
D is constructed by gluing together two kinds of local
tensors, F (triangular nodes) and B (circular nodes), as
pictured in (C6). An F tensor is placed at each edge e
and is represented as follows:
e1 e0
e
F ≡
∑
j,a,b
F ja,b|a)e1(j|e(b|e0 . (C7)
At each vertex v, we place a tensor B:
v v
v
B
≡
∑
j,a,b
Bja,b|a)v|j〉v(b|v. (C8)
Notice that in Eq. (C7), we have three distinct Hilbert
spaces labeled by the same site – one fermionic space (to
which |a)v belongs), one dual fermionic space (to which
(a|v belongs) and one bosonic space (to which |j〉v be-
longs).
To implement the duality map D of Eq. (C4), we need
to choose tensors F and B such that the following rela-
tions hold for all even operators A ∈ E :
D·A = D(A)·D, (C9)
or diagrammatically:
A
=
D(A)
.
(C10)
Note that, we need only show that the relations are sat-
isfied for Pe and Sv – the generators of E . That is, we
need to show that:
D·Pe = D(Pe)·D = Ze0Ze1 ·D (C11a)
D·Sv = D(Sv)·D = Xv·D. (C11b)
We can look at these constraints as symmetries of the
tensor D, which can be reduced to symmetries of local
tensors F and B. We claim that D satisfies (C11a) and
(C11b) if F and B have the following symmetries:
F = Pe1 ·F·Pe0 ·Pe = F·iγe·γ¯e0 = γ¯e1 ·F·γ¯e (C12a)
B = Pv·B·Pv = Zv·B·Pv = γ¯v·Xv·B. (C12b)
These symmetries are represented graphically in Fig. 14.
Using the diagrammatic representation of the symme-
tries, we can illustrate that D obeys (C11a) and (C11b).
By successive applications of the symmetries in Fig. 14,
we have:
D·Pe =
Pe
= P P
=
Ze1 Ze0
= Ze1Ze0 ·D. (C13)
Similarly, for the hopping operator, we have:
D·Sv =D·iγLv γ¯Rv (C14)
=
iγLv γ¯Rv
2 1
= γ¯ γ¯
12
=
Xv
= Xv·D.
Hence, D is a good representation of the operator duality
D.
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FIG. 14. Diagrammatic representation of the symmetries of F (first line) and B (second line) written algebraically in Eqs. (C12a)
and (C12b).
Furthermore, we can use the symmetries of F and B to
compute their explicit component form. Notice that the
three symmetries of F are independent, commute with
each other, and square to the identity. Thus, they gen-
erate a Z32 = Z2 × Z2 × Z2 symmetry group. Similarly,
the three symmetries of B form a Z32 group. Since both
tensors are vectors in a 23 = 8 dimensional Hilbert space,
the symmetries fix the tensors completely (up to a nor-
malization). The explicit tensors can then be calculated
by projecting the vaccuum tensor onto the symmetric
subspace:
F ∝
∑
a,b,c
(γ¯e1 γ¯e)
a(iγe)
bP ce1 |0)e1(0|e(0|e0P ceP ce0γbe0
=
∑
a,b
|a)e1(a+ b|e(b|e0 . (C15)
Applying the same strategy to compute B, we find:
B ∝
∑
a
|a)v|a〉v(a|v. (C16)
Thus far, we have constructed a TNO that implements
a map of local operators to local operators. In the next
subsection, we will illustrate one of the key advantages
of the TNO representation of the bosonization duality.
That is, we will see that D may be applied to fermionic
tensor network states to map them to bosonic tensor net-
work states.
Appendix D: Bosonization of fermionic matrix
product states
We now show that certain fermionic matrix prod-
uct states (fMPS) can be directly bosonized using the
bosonization TNO, D, defined in the previous subsection.
In particular, we will describe the bosonization procedure
for fMPS of the form:
|ψ) =
T T T T Oψ
, (D1)
where T is a fermion parity even tensor and Oψ is an op-
erator with definite parity. Oψ is inserted before closing
the fermionic matrix product state to dictate the parity
of the state and the boundary conditions. We will use
vertical dash-dotted lines to denote closing the bound-
ary (or taking the trace, algebraically). Unless otherwise
stated, we assume the Hilbert spaces are two dimensional.
Algebraically, |ψ) can be written as:
|ψ) =
∑
j0,...,jN
tr
[
T j0T j1 . . . T jNOψ
] |j0)e0 |j1)e1 . . . |jN )eN ,
(D2)
where ek denotes the edge connecting the k − 1 vertex
and the k vertex. The first step in bosonizing |ψ) is to
close D with an operator OD:
OD
. (D3)
As we will show now, the choice of OD determines both
the subspace of the fermionic Hilbert space mapped non-
trivially by the duality as well as the subspace of the
bosonic Hilbert space in the image of the duality.
1. Boundary conditions in 1D
Here, we discuss how the choice of OD affects the du-
ality. With OD parameterized as OD = (−iγ¯)αP β and
α, β ∈ {0, 1}, we will show that α determines the par-
ity of the fermionic states that are mapped to non-trivial
bosonic states and β dictates the image of the duality.
Specifically, for α = 0(1), the subspace of states with
even (odd) parity are mapped to the subspace of bosonic
states invariant under the operator (−1)β+1∏vXv.
To begin, we note that the choice of OD does not af-
fect the duality away from the boundary. Away from the
boundary, the graphical calculation in (C13) and (C14) is
unchanged by the choice of OD. For a chain with N + 1
sites, we constrain OD by considering the image of the
fermion parity operator Pe0 and the hopping operator
SN . (Recall that we have defined e
k as the edge connect-
ing vertices k − 1 and k, so e0 connects 0 and N .) We
will also require that, similar to the case away from the
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boundary, D maps local operators near the boundary to
local operators.
Now, we consider acting on Pe0 with D. The diagram-
matic calculation yields:
D·P =
Pe0
OD (D4)
= PODP
ZN Z0
=ZNZ0·D′.
Note that the operator ZN is required to ensure that the
commutation relations between Pe0 and SN are preserved
by the duality. In the last line of (D4), D′ is the same as D
but with OD replaced by PODP . The bosonization TNO
should be left unmodified, so we require that D′ ∝ D.
This means that PODP = cOD for some c ∈ C, and we
have:
D = D·P 2e0 = c2D. (D5)
Therefore, c must be ±1, or PODP = ±OD. We then see
that OD must have definite fermion parity, so it can be
parameterized as OD = (−iγ¯)αP β with α, β ∈ {0, 1}.
Next, we act on the hopping operator SN with D:
D·SN =D·iγeN γ¯e0
=(−1)|OD| OD
iγeN γ¯e02 1
= ODγ¯ γ¯
(−1)|OD|XN
=(−1)|OD|XN ·D′′. (D6)
The factor of (−1)|OD| is a consequence of moving iγeN
past OD. In the last line of (D6), D
′′ is the same as D
except with OD replaced by γ¯ODγ¯. To obtain a relation as
in (C9), we require that D′′ ∝ D. Assuming γ¯ODγ¯ = aOD
for a ∈ C, we obtain:
D = D·S2N = a2D, (D7)
and thus, a = ±1.
We are now able to discuss the affect of OD on the map-
ping of states. We define Dαβ to be the TNO formed by
closing D with OD parameterized by OD = (−iγ¯)α(P )β .
Then, (D4) and (D6) are summarized by:
Dαβ·Pe0 =(−1)αZNZ0·Dαβ (D8)
Dαβ·SN =(−1)α+βXN ·Dαβ . (D9)
Acting on global fermion parity with Dαβ , we find:
Dαβ·
∏
e
Pe =(−1)α
(∏
e
Ze0Ze1
)
·Dαβ
=(−1)αDαβ . (D10)
This implies that Dαβ maps fermionic states |ψ) with
|ψ| 6= α to zero. Explicitly, we have:
Dαβ |ψ) =(−1)|ψ|Dαβ·
∏
e
Pe|ψ)
=(−1)|ψ|+αDαβ |ψ). (D11)
Therefore, Dαβ |ψ) = 0 whenever |ψ| 6= α. To bosonize an
even state, α should be equal to 0, and accordingly, OD
is proportional to I or P . For an odd state, one should
use α = 1, in which case, OD is proportional to −iγ¯ or γ.
To understand the role of the β parameter, we act on
Dαβ with
∏
vXv:∏
v
Xv·Dαβ = (−1)α+βDαβ·
∏
v
Sv. (D12)
Now we use a global relation of the fermionic operator
algebra. It can be checked that:∏
v
Sv = −
∏
e
Pe. (D13)
Hence, continuing the calculation from (D12):∏
v
Xv·Dαβ = (−1)α+β+1Dαβ·
∏
e
Pe
= (−1)β+1Dαβ . (D14)
This means that the duality maps a fermionic state |ψ)
to the (−1)β+1 eigenspace of ∏vXv, as can be seen from
the following:∏
v
Xv·Dαβ |ψ) = (−1)β+1Dαβ |ψ). (D15)
We have thus shown that OD can be parameterized by
OD = (−iγ¯)αP β with α, β ∈ {0, 1}, and that D closed
with OD gives a map from the (−1)α eigenspace of
∏
e Pe
to the (−1)β+1 eigenspace of ∏vXv.
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Mf Mf Mf Of
= Mb Mb Mb Ob Z
Z
FIG. 15. With the internal ordering chosen in (D20) and
(D22), the virtual legs of Mf and Of can be replaced with un-
graded virtual legs. The supertrace sign produced between
the first and last indices on both layers is accounted for by
inserting the operator ZN ⊗ZN′ before closing the state gen-
erated by Mb and Ob.
2. Converting virtual indices to bosonic indices
The second step is to contract D with |ψ) to form
|ψbos〉:
|ψbos〉 =
Oψ
OD .
(D16)
We can then see that |ψbos〉 is built from the local tensors
Mf ≡ T·F·B:
e′1 e
′
0
e1 e0
e0
, (D17)
and the tensor networkis closed with the operator Of ≡
OψOD:
N N
N ′ N ′
Of ≡
Oψ
OD
. (D18)
The state |ψbos〉 formed by contracting together Mf and
closing with Of is indeed a bosonic state. However, it is
not manifestly a bosonic matrix product state (bMPS),
since the virtual legs may have nontrivial grading.
In the third and final step of the bosonization proce-
dure, we write |ψbos〉 as a bonafide bMPS – constructed
from a local tensor with bosonic virtual legs. As sug-
gested in section IV B, we do so by choosing a particular
internal ordering of the virtual legs of Mf and Of , in which
they become convertible to bosonic indices. We start by
writing Mf and Of in tensor component form. In tensor
component form, a generic Mf is:
Mf =
∑
j,a′,a,
b,b′
=0
(Mf )
j
aa′,b′b|a′)e′1 |a)e1 |j〉e0(b|e0(b′|e′0 , (D19)
where the components of Mf can of course be expressed
in terms of the components of F, B, and T. Note that
we have chosen a specific ordering of the vectors in Mf .
Schematically, the vectors are ordered as:
(i) (v)
(ii) (iv)
(iii)
. (D20)
Next, we write a generic Of in tensor component form:
Of =
∑
a′,b′,a,b
(Of )a′,b′,a,b|a′)N ′ |a)N (b|N (b′|N ′ , (D21)
where we have intentionally ordered the graded vectors
according to the diagram:
(ii) (iii)
(i) (iv)
Of . (D22)
It may be checked that with the special choices of or-
dering in (D20), we do not produce any Koszul signs
while contracting the Mf with each other. Therefore,
as suggested in section (IV B), we can simply replace
all fermionic virtual legs shared by two Mf tensors with
bosonic legs. Similarly, with the choice of ordering in
(D22), no sign is produced in the contraction of Mf with
Of , so their common indices can also be replaced with
bosonic indices. However, a Koszul sign is produced in
the trace operation (contraction of first and last indices)
due to the supertrace phase [see (7)]. However, these in-
dices are convertible to bosonic indices with (ZN ⊗ZN ′)-
insertion (see section IV B). That is, we can replace them
with bosonic indices as long as we insert an operator
ZN ⊗ ZN ′ (one Z on each of the two virtual indices) be-
fore closing the MPS.
We denote the bosonic tensor obtained by replacing
the fermionic virtual legs of Mf as Mb, and similarly,
we denote the bosonic tensor obtained by replacing the
fermionic virtual legs of Of as Ob. Then, the state gen-
erated by Mf and Of and the state generated by Mb with
Ob and ZN ⊗ ZN ′ is the same state (see Fig. 15). It is
convenient to further absorb the Z factors into the def-
inition of Ob. With this, the bMPS is generated by the
tensors:
Mb =
∑
j,a′,a
,b,b′
=0
(Mf )
j
aa′,b′b|a′〉e′0 |a〉e0 |j〉e1〈b|e1〈b′|e′1 (D23)
Ob =
∑
a′,b′,a,b
(Of )a′,b′,a,b(−1)b+b′ |a′〉N ′ |a〉N 〈b|N 〈b′|N ′ ,
(D24)
where the phase (−1)b+b′ comes from the application of
ZN ⊗ ZN ′ . Now, contracting Mb and closing the ten-
sor networkwith the bosonic tensor Ob yields |ψbos〉, and
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in this way, |ψbos〉 is expressly a bMPS. Thus, we have
successfully mapped the fMPS |ψ) to the bMPS |ψbos〉.
In summary, bosonization of a fMPS defined by a ten-
sor T and operator Oψ as in Eq. (D2) proceeds in three
steps.
1. Choose an operator OD = (−iγ¯)αP β with α, β ∈
{0, 1} with which to close the bosonization TNO.
2. Construct Mf by contracting T, F, and B. Form Of
by combining Oψ and OD.
3. Rearrange the vectors in Mf and Of to match the
ordering in (D20) and (D22), respectively. Form
Mb and Ob from Mf and Of by taking the graded
vectors to have trivial grading and modifying the
components (Of )a′,b′,a,b of Of by (−1)b+b′ to ac-
count for the supertrace.
In the next subsection, we provide explicit examples of
the tensor network bosonization steps above.
3. Examples
We will illustrate the tensor network bosonization pro-
cedure of the previous section on two examples – a trivial
atomic insulating state and the nontrivial ground state
of the Kitaev chain. To motivate the TNO duality, we
also analyze the examples at the operator level using the
duality of section C 1.
Example 1: The trivial atomic insulating state is the
ground state of the Hamiltonian Htriv = −
∑
e Pe. It has
zero fermion occupancy at each site and can be expressed
in the form:
|ψtriv) =
∑
j0,...,jN
tr
[
T j0 . . . T jNOψ
] |j1)e0 . . . |jN )eN .
(D25)
with T being the trivial tensor:
e1 e0
T
e
= |0)e1 |0)e(0|e0 , (D26)
and Oψ equal to the parity operator P .
Using the 1D operator duality in section C 1 [Eq. (C4)],
we see thatHtriv is mapped to the spontaneous symmetry
breaking Hamiltonian HSSB = −
∑
e Ze1Ze0 . In accor-
dance, we will see that the bosonization TNO maps the
ground state of Htriv to a ground state of HSSB .
The first step of the tensor network bosonization pro-
cedure is to choose an operator OD with which to close
the bosonization TNO. For simplicity, let us choose OD
to be fermion parity P . This choice of OD gives a map
from the set of fermion parity even states to the set of
states symmetric under
∏
vXv (Appendix D 1).
Next, we construct the tensor Mf and the operator Of .
Mf is obtained by contracting T, F, and B as in (D17):
Mf = T·F·B
= |0)e′1 |0)C1e′ (0|e′0
∑
a,b
|a)e1(a+ b|C1e (b|C2e0
∑
c
|c)C2e0 |c〉e0(c|e0
=
∑
a
|0)e′1(0|e′0 |a)e1 |a〉e0(a|e0
=
∑
a
|0)e′1 |a)e1 |a〉e0(a|e0(0|e′0 , (D27)
and Of is simply
Of =
(∑
b′
(−1)b′ |b′)N ′(b′|0′
)(∑
b
(−1)b|b)N (b|0
)
.
(D28)
Then, we rearrange the order of the graded vectors
in Mf and Of according to (D20) and (D22). In the fi-
nal step of the tensor network bosonization procedure,
we construct Mb and Ob by removing the grading and
appropriately accounting for the supertrace. Following
these steps, Mb is:
Mb =
∑
a
|0〉e′0 |a〉e0 |a〉e1〈a|e1〈0|e′1 , (D29)
and re-ordering the vectors of Of and accounting for the
supertrace gives:
Ob =
∑
b′,b
|b′〉e′0 |b〉e0〈b|e1〈b′|e′1 . (D30)
The bosonized state is constructed by gluing together
Mb and closing the tensor network with Ob. To see that
Mb generates the ground state of HSSB, we first notice
that, for Mb in Eq. (D29), the e
′
0 and e
′
1 indices do not
affect the bosonized state. Therefore, Mb and Ob can be
reduced to:
M˜b =
∑
a
|a〉e0 |a〉e1〈a|e1 (D31)
O˜b =
∑
b
|b〉e0〈b|e1 . (D32)
M˜b generates the state:
|ψbos〉 = |00 . . .〉+ |11 . . .〉, (D33)
which is the ground state of HSSB. Therefore, Mb also
generates the ground state of HSSB.
Example 2: Now, we turn to the example of the non-
trivial ground state |ψK) of the Kitaev chain. |ψK) is the
ground state of the Hamiltonian HK = −
∑
v Sv, and it
can be written as a fMPS with [17]:
T =
∑
a,b
(−1)a(a+b)|a)e′1 |a+ b)e(b|e′0 , (D34)
and Oψ = −iγ¯.
The operator duality D maps HK to the paramagnet
Hamiltonian Hpara = −
∑
vXv, so the bosonization TNO
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should transform |ψK) to the paramagnet ground state
|ψpara) = |+ + . . .〉, where |+〉 = 1√2 (|0〉+ |1〉).
Following the three steps outlined in the previous sec-
tion, we first choose OD. Since Oψ is fermion parity odd,
we choose OD = (−iγ¯)P = γ. First, we compute Mf by
contracting T, F, and B:
Mf = T·F·B =
[∑
a′,b′
(−1)|b′|(|a′|+|b′|)|a′)e′0 |a′ + b′)C1e′ (b′|e′1
][∑
a,b
|a)e0(a+ b|C1e (b|C2e1
][∑
c
|c)C2e1 |c〉e1(c|e1
]
=
∑
a,b,a′,b′
(−1)(b′+b)(a′+b′)δa+b,a′+b′ |a′)e′0 |a)e0 |b〉e1(b|e1(b′|e′1 (D35)
Next, we remove the grading of the vectors in Mf and
Of = −iγ¯ and account for the supertrace to form Mb and
Ob:
Mb =
∑
a,b
a′,b′
(−1)(a′+b)(a′+b′)δa+b,a′+b′
|a′〉e′0 |a〉e0 |b〉e1〈b|e1〈b′|e′1
Ob =
∑
b,b′
(−1)b+b′ |b′〉N ′ |b〉N 〈b+ 1|0〈b′ + 1|0′ . (D36)
Explicitly, we have:
Mb =
(|00〉 − |11〉)(|0〉〈00| − |1〉〈11|)+ (D37)(|10〉+ |01〉)(|0〉〈10|+ |1〉〈01|)
Ob =|00〉〈11|+ |11〉〈00|
−|01〉〈10| − |10〉〈01|. (D38)
Defining |v0〉 = |00〉 − |11〉 and |v1〉 = |10〉 + |01〉 and
the corresponding projectors: Pj = |vj〉〈vj |, j = 0, 1,
then Mb satisfies MbPj = PjMbPj . The boundary oper-
ator also satisfies PjOb = PjObPj . Thus, there are two
canonical blocks:
PjMbPj = |vj〉(|+〉)〈vj | j = 0, 1
〈vj |Ob|vj〉 = −1, (D39)
where |+〉 = |0〉 + |1〉. Both blocks give the same state:
−|+〉⊗N .
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