Abstract. The existence of a continuum of many chaotic solutions is shown for certain differential inclusions which are small periodic multivalued perturbations of ordinary differential equations possessing homoclinic solutions to hyperbolic fixed points. Applications are given to dry friction problems. Singularly perturbed differential inclusions are investigated as well.
Introduction
Consider a mass attached to a spring and sliding on a horizontal surface. When there is a friction between the surface and the mass, and a periodic external force as well, the following equation is studied:
x + q(x) + µ 1 sgnẋ = µ 2 ψ(t) , (1.1) where q ∈ C 2 (R, R), µ 1,2 > 0 are small constants, ψ ∈ C 1 (R, R) is 2-periodic and sgn r = r/|r| for r ∈ R \ {0}. For more physical background we refer the reader to [1] , [3] and [10] .
By introducing the multivalued mapping Sgn r = sgn r for r = 0 , [ −1, 1] for r = 0 , (1.1) is rewritten asẍ + q(x) − µ 2 ψ(t) ∈ −µ 1 Sgnẋ .
To deal with much more general equations like (1.1), in Section 3 we consider differential inclusions which take the following forṁ
µ i f i (x(t), µ, t) a.e. on R (1.2) with x ∈ R n , µ ∈ R k , µ = (µ 1 , · · · , µ k ). In this paper, by a solution of any differential inclusion we mean a function which is absolutely continuous and satisfies the differential inclusion almost everywhere.
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We put q(x, µ, t) ≡ k i=1 µ i f i (x, µ, t) and make the following assumptions about (1.2):
(i) f : R n → R n is C 2 and f i :
upper-semicontinuous ( [2] , [12] ) with compact and convex values. (ii) f (0) = 0 and the eigenvalues of Df (0) lie off the imaginary axis.
(iii) The unperturbed equation has a homoclinic solution. That is, there exists a differentiable function t → γ(t) such that lim t→+∞ γ(t) = lim t→−∞ γ(t) = 0 andγ(t) = f(γ(t)). (iv) q(x, µ, t + 2) = q(x, µ, t) for t ∈ R. The purpose of this paper is to find conditions ensuring that for any sequence {e j } j∈Z , e j ∈ {0, 1} and µ small, there is a solution of (1.2) on R. Moreover, we have different solutions for different sequences and in addition, sequences characterize (or count) turnings of corresponding solutions around γ. Consequently, we extend the deterministic chaos of [9] and [11] to (1.2) .
This paper is a continuation of [4] - [6] where the existence of subharmonics of (1.2) are studied. Hence we prove in this paper the chaotic behaviour of (1.2) conjectured in [4] and [5] . Proofs of results in this paper are very similar to proofs in [4] - [6] .
In Section 4, we extend results of Section 3 to the singular differential inclusions studied in [4] and [5] .
Finally, we note that all examples of nonautonomous differential inclusions presented in [4] and [5] satisfy the conditions of the theorems proved in this paper. So they exhibit chaotic solutions and we refer the reader to these papers for application to concrete examples of dry friction problems.
The Variational Equation
Let W s , W u be the stable and unstable manifolds, respectively, of the origin of the unperturbed equationẋ
By the variational equation of (2.1) along γ we mean the linear differential equatioṅ
We need the following result. .2) along with a non-singular matrix C, constants M > 0, K 0 > 0 and four projections P ss , P su , P us , P uu such that P ss + P su + P us + P uu = I and the following hold:
Also, there exists an integer d with rank P ss = rank P uu = d.
Let u j denote column j of U and assume these are numbered so that
Here, where U ⊥ denotes the matrix with u
The functionγ is always a solution to the variational equation (2.2). Ifγ appears as a column of U we shall assume u 2d =γ. In general we shall always assume u ⊥ 2d ,γ = 0. Fix m ∈ N and define the following Banach spaces:
We take as norm · m , the supremum for
Integration of the inequalities in Theorem 2.1 yields the following result.
Theorem 2.2. ([7]
) Let U be the solution to (2.2) along with the projections P ss , P su , P us , P uu as in Theorem 2.1. Then there exists a constant A > 0 such that for any m > 0 and any z ∈ Y m the following hold:
Now we consider the linear equatioṅ
and put
where C is from Theorem 2.1. Proof. In the language of dichotomies [11] we see that Theorem 2.1 provides a twosided exponential dichotomy for (2.2). For t → −∞ an exponential dichotomy is given by the fundamental solution U and the projection P ss +P su while for t → +∞ such is given by U and P ss + P us . Since lim t→±∞ Df (γ(t)) = Df (0) and Df (0) is hyperbolic, the results follow from [11, Lemma 3.4 ].
Theorem 2.3. By considering in Theorems 2.1 and 2.2 the exchanges
For any finite sequence E = {e j } p j=1 ∈ {0, 1} p , p ∈ N we say that if e j = 1, then
and if e j = 0, then
We put I p = {1, 2, · · · , p}. For any α ∈ A E , where the set A E is defined by
we consider the non-homogeneous linear equationṡ
and we prove a Fredholm-like alternative result for (2.4).
Theorem 2.4. For any
and with the property
Moreover, these solutions z j depend linearly on h j and continuously on α as well.
Proof. We follow [7] by puttingŨ j (t) = U j (t − α j ), j ∈ I p . Given h j ∈ Y m , j ∈ I p we use variation of constants to construct the following two solutions to (2.4):
Here ξ 1,j , ξ 2,j , ϕ 1,j , ϕ 2,j are arbitrary. Each of these represents the general solution to (2.4) satisfying P
The conditions z 1,j (0) − z 2,j (0) = 0 decompose into the following three families of equations:
We can solve (2.5a), (2.5b) for ξ 1,j , ξ 2,j respectively. If we write out the equations z 1,j+1 (−m) − z 2,j (m) = 0, substitute the formulas for ξ 1,j+1 , ξ 2,j and rearrange terms we get the equations
where the matrix C is taken from Theorem 2.1 and
Using Theorems 2.1-2. 
where u 1,j , u 2,j are of order s, u respectively, (2.6) become
There exists m 0 > 0 so that the coefficient matrices ofũ j in the preceding equations are invertible whenever m ≥ m 0 . In this case the equations can be solved forũ j which leads to functions ϕ i,j (m, α, h) such that max
By (2.5c) we obtain
where
It follows from the properties of the ϕ i,j and Theorems 2.1-2.3 that
Using the preceding result we define closed linear subspaces
We can define a variation of constants map
Furthermore, the norm K m,α,E is uniformly bounded with respect to m, E and α ∈ A E bounded. According to (2.4), we have moreover that K m,α,E maps any bounded subset of Y m,α,E into a bounded one of the Banach space p W 1,2 ([−m, m], R n ) which is compactly embedded into Z m,p . Hence K m,α,E is a compact linear operator. 
Chaotic Solutions
We find chaotic solutions of (1.2) in this section. To this end, we first find periodic solutions of (1.2) associated to any E = {e j } p j=1 ∈ {0, 1} p , p ∈ N and then by passing to the limit p → ∞, we show the desired solutions.
We consider α ∈ A E and say that if e j = 1, then
We define the functions b j , j ∈ I p by
Note that |b j (α j , α j+1 , β j , β j+1 , r)| = O(e −Mr ) as r → ∞ uniformly with respect to bounded α j , α j+1 , β j , β j+1 .
In (1.2) we now make the changes of variables The differential inclusions for z j , j ∈ I p arė
We note that Df (γ j (t)) = A j (t − α j ) in the notation of Section 2. Now we can repeat with the help of Theorem 2.4 the arguments of Section 3 in [4] to solve (3.2) in Z m+S,p . We omit details, since we can directly modify the proofs without any changes. We point out that in this way, (3.2) is solvable uniformly for E, m ∈ Z + and 1 > s > 0 sufficiently small. For j ∈ I p such that e j = 1, according to Section 3 of [4] (see (3.6) of [4] ), (3.2) is homotopically associated to a mapping
While for j ∈ I p such that e j = 0, according to Section 3 of [4] and Remark 2.5 (see again (3.6) of [4] ), (3.2) is homotopically solvable. We note that the mapping M µ is upper-semicontinuous with compact convex values and maps bounded sets into bounded ones [4] . Consequently, the solvability of (3.2) is reduced to the solvability of the system of p E equal inclusions
where p E is the number of 1's in E. Summarizing we have the following generalizations of Theorems 3.2 and 2.3 of [4] . such that for any µ ∈ R of the form µ = s 2μ , 0 < s ∈ U 1 ,μ ∈ U 2 and any finite Z and apply Theorems 3.1 and 3.2 to E p = {e j } p j=−p , p ∈ N to obtain the solution x m,Ep . By passing to the limit p → ∞, then the proof of Theorem 7.1 of [4] immediately implies the following main result of this paper. Hence for any µ ∈ R, m ∈ N sufficiently large and E ∈ {0, 1} Z , (1.2) possesses a solution z m,E satisfying either (3.3) or (3.4). These estimates (3.3), (3.4) give the injectivity of the mapping E → z m,E for s > 0 small. Let J : E = E ∈ {0, 1}
Z → E be the Bernoulli shift defined by J {e j } j∈Z = {ẽ j } j∈Z ,ẽ j = e j+1 . Now the estimates (3.3)-(3.4) imply that x m,J(E) (t) is orbitally close to x m,E (t+2m). Hence we can extend the deterministic chaos of [9] and [11] to (1.2) as follows.
