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The way of the wind is a strange, wild way.
— Ingram Crockett, The Wind
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Abstract
This PhD thesis describes a methodology to determine dynamic wind loads on solar
concentrators known as Heliostats. The methodology, which relies on numerical simu-
lations, has been applied to a conventional heliostat design to predict the response of
the structure subjected to the turbulent atmospheric boundary layer (ABL). Large-eddy
simulations (LES) have been performed on a simpliﬁed model of a heliostat at diﬀerent
elevation angles to predict the time-dependent wind loads. Based on wind data analysis
and information from the literature, the ABL has been reproduced at the inlet boundary
of the ﬂow simulations by generating synthetic turbulence via the Vortex Method. A de-
tailed ﬁnite-element (FE) model of an 8m2 heliostat has been generated and validated
with measurements by means of modal analysis. The results from the modal analy-
sis helped to identify the modes most likely to be excited by ﬂuctuating wind loads.
The FE model in combination with the damping coeﬃcients determined experimentally
have been used to develop a dynamic FE model of the heliostat. The time signals of
the pressure loads from the LES have been used as boundary condition in dynamic FE
simulations to compute the response of the structure under critical wind conditions.
By analyzing the transient FE results, it was found that the contribution of inertial
forces and resonance eﬀects is signiﬁcant in the reaction loads. Moreover, a simpliﬁed
procedure known as the Admittance Method was applied to the heliostat to estimate
statistically the response of the structure. The method works in the frequency domain
and uses transfer functions to determine the spectral distribution and statistical values
of the loads and displacements. Using the load spectra, time signals have been recovered
by inverse Fourier transform that provide valuable information for fatigue analysis. In
addition, the admittance method was used in combination with wind data to predict
the optical error, known as slope error, of the heliostat induced by the dynamic wind
loads. It was found that the yearly average slope error is insigniﬁcant for the operating
point considered compared to reference values from the literature.
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Kurzfassung
Diese Doktorarbeit beschreibt eine Methodologie zur Bestimmung der dynamischen
Windlasten auf solare Konzentratoren den sogenannten Heliostaten. Die Methodologie,
die auf numerischen Simulationen basiert, wurde auf ein konventionelles Heliostatde-
sign angewendet, um die Reaktion der Struktur zu ermitteln, die der atmospha¨rischen
Grenzschicht (AGS) ausgesetzt ist. Large-Eddy Simulationen (LES) wurden an einem
vereinfachten Model eines Heliostaten bei verschiedenen Elevationswinkeln durchgefu¨hrt,
um die zeitabha¨ngigen Windlasten vorherzusagen. Anhand der Winddatenanalyse und
Literaturdaten wurde die AGS als Einlassrandbedingung in den Stro¨mungssimulationen
u¨ber synthetische Turbulenzgenerierung mittels der Vortex Method abgebildet. Ein de-
tailliertes Finite-Elemente (FE) Modell eines 8m2 Heliostaten wurde erstellt und mit
Messungen mittels Modalanalyse validiert. Mit Hilfe der Ergebnisse aus der Modal-
analyse konnten die Moden identiﬁziert werden die anfa¨llig sind, von ﬂuktuierenden
Windlasten angeregt zu werden. Das FE Modell in Kombination mit den experimentell
ermittelten Da¨mpungskoeﬃzienten wurden verwendet, um ein dynamisches FE Modell
des Heliostaten zu entwickeln. Die zeitabha¨ngigen Signale der Drucklasten aus den LES
wurden als Randbedingung in den dynamischen FE Simulationen verwendet, um die
Antwort der Struktur unter kritischen Windbedingungen zu berechnen. Bei der Analyse
der transienten FE Ergebnisse wurde festgestellt, dass der Beitrag der Tra¨gheitskra¨fte
und der Resonanzeﬀekte zu den Reaktionslasten signiﬁkant ist. Daru¨ber hinaus wurde
ein vereinfachtes Verfahren, bekannt als Spektralverfahren, auf den Heliostat angewen-
det, um die Strukturantwort statistisch abzuscha¨tzen. Das Verfahren arbeitet im Fre-
quenzbereich und verwendet U¨bertragungsfunktionen, um die spektrale Verteilung und
statistischen Werte der Lasten und Verschiebungen zu ermitteln. Unter Verwendung der
Lastspektren wurden Zeitsignale mittels inverser Fourier Transformation zuru¨ckgewon-
nen, die wertvolle Information fu¨r die Dauerfestigkeitsanalyse liefern. Außerdem wurde
das Spektralverfahren in Kombination mit Winddaten benutzt, um den optischen Fehler
des Heliostaten, der durch dynamischen Windlasten induziert wird, vorauszuberechnen.
Es wurde herausgefunden, dass der ja¨hrlich gemittelte optische Fehler fu¨r den betra-
chteten Betriebspunkt im Vergleich zu Referenzwerten aus der Literatur nicht signiﬁkant
ist.
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1. Introduction
1.1. Motivation and literature review
Concentrating solar power (CSP), in combination with thermal energy storage, is a feasi-
ble alternative to conventional fossil fuel power plants for the generation of electricity and
reduction of the global CO2 emissions. One of the most promising technologies among
CSP plants is the solar tower. Its main advantage, compared to other technologies, is
the large concentration of solar radiation which leads to high overall eﬃciencies. The
concentration is done by a large number of mirrored collectors called Heliostats. They
track the sunlight during the day and focus it onto a heat exchanger, called receiver,
located at the top of a central tower. At the receiver, the solar radiation is converted
into heat and transferred to a ﬂuid to produce steam, which is used to power a steam
turbine that drives an electrical generator.
Heliostats are one of the main components of solar power tower plants. They repre-
sent about 40% of the total investment costs [1]. Hence, optimizing current designs to
reduce the costs of this component is a key task for the power tower technology. When
designing heliostats, it is essential to provide reliable loading data for dimensioning the
structure and its components, especially the drives. The data includes information about
static loads for designing against over-stressing, as well as dynamic loads to account for
structural failure caused by fatigue. This data is also required to estimate the eﬀect of
wind loads on the pointing accuracy of the concentrators inﬂuenced by motions of the
frame and deviations in the surface contour.
In the past, most investigations on heliostats dealt with mean and peak wind loads.
Nevertheless, some of these investigations pointed out the importance of dynamic loads.
In [2], the potential impact of fatigue loading was indicated from the range of maximum
to minimum loading found experimentally, as well as by the existence of ﬂuctuating loads
that involved sign changes and large amplitude excursions. In [3] the following reviewer
comment was cited: I must highly emphasise to designers of large pedestal supported
arrays that resonant vibrations must be considered. In our earlier designs, we experi-
enced several drive failures in the ﬁeld when only static wind loads were considered in
the design. Naturally we were forced to consider dynamic eﬀects to correct the problems.
Only a few studies have investigated speciﬁcally dynamic wind loads on heliostats. In [4],
a 37m2 heliostat was tested in a large wind tunnel at high wind speeds and diﬀerent
operating points. They measured dynamic loads using accelerometers and identiﬁed the
operating condition of the maximal load. The work was focused on the investigation of
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the maximal operational wind speed, but did not consider turbulence ﬂuctuations in the
ﬂow, which is an essential component in the study of dynamic wind loads.
More recently in [5], aeroelastic measurements were performed based on a 14.4m2 he-
liostat used in a commercially available power plant. Field observations of heliostat
prototypes were the reason for the investigation and modiﬁcation of conventional design
procedures to include dynamic loads. The experiments were conducted in a wind tunnel
using a 1:7 scale aeroelastic model designed to reproduce the ﬁrst three modes of vibra-
tion. One subject of the investigation was the study of aerodynamic phenomena such as
galloping and ﬂutter, which are dynamic instabilities in one or two degrees of freedom,
respectively. They occur when the aerodynamic forces act to reinforce motion in a dy-
namic mode and more energy is put into each cycle than can dissipate by structural and
aerodynamic damping [6]. For the horizontal (stow) position of the mirror frame at wind
speeds of up to 40m/s, which are typically foreseen in the design, the results did not
exhibit any signs of such instabilities. While the results obtained from such measure-
ments may well reproduce the dynamic behavior of the structure, the experiments are
associated with diﬃculties in the fabrication of a suitable model that possesses the same
dynamic properties as the full-scale structure and the calibration of the wind tunnel to
model the turbulence characteristics of the atmospheric boundary layer correctly.
In [7–10] a 37m2 U-shaped heliostat structure was investigated. Initially in [7], they
conducted numerical and experimental modal analysis to determine the dynamic prop-
erties of the structure and validate a FE model. Later in [8], operational modal analysis
(OMA) were accomplished to examine the dynamic behavior of the structure under
real operating conditions. They found that the natural frequencies under wind speeds
between 4-13m/s were in very close agreement to the previous study and that the aero-
dynamic damping is very small under these conditions, with less than 0.3% of the critical
damping. One of the diﬃculties associated to OMA in wind engineering applications, is
the uncontrollable boundary conditions that lead to long extensive measurement cam-
paigns in order to collect suﬃcient data under desired wind conditions. Similarly to
aeroelastic measurements, the results obtained from OMA are only applicable to the
speciﬁc structure investigated. An attempt to predict the wind loads by CFD simula-
tions in the heliostat ﬁeld was done in [9]. The numerical results compared to wind
measurements inside the ﬁeld show a signiﬁcant overprediction of the wind loads, pre-
sumably due to the use of unsuitable turbulence models (which are not speciﬁed in the
article) for such complex ﬂows. Large discrepancies between simulations and experi-
ments are also found in the prediction of the dynamic loads in [10]. They performed
transient simulations on the validated FE model using synthetically generated load sig-
nals. The loads were generated by simply translating synthetic velocity signals into
pressure loads using empirical load coeﬃcients and then applying them on the mirror
facets of the heliostat.
A similar investigation as above on a 120m2 conventional heliostat is found in [11].
Wind tunnel measurements were performed as well as full-scale ﬁeld measurements to
determine the wind loads experimentally. In addition, CFD simulations were performed
2
1 Introduction
on a single heliostat and on a heliostat ﬁeld section. Unfortunately, no information
is given about the numerical methodology, but apparently transient simulations were
performed. The CFD results were then coupled to a FE model to predict the dynamic
response of the structure and then compared to full-scale ﬁeld measurements. Most of
the results presented have a qualitative character and show that the simulations over-
predict the full-scale measurements.
There are no speciﬁc wind load guides for heliostats. For this reason, heliostat designers
usually rely on the pioneer work [2, 3] mentioned before to determine mean and peak
wind loads. To account for dynamic eﬀects, experimental investigations are occasionally
performed for particular heliostat structures as described above. Since such experiments
are not always feasible, heliostat designers might fall back on standards commonly used
in wind engineering [12, 13] to determine wind loads. These codes include simpliﬁed
procedures to detect aerodynamic instabilities and resonance eﬀects which are based on
empirical parameters that depend on the shape and dynamic characteristics of the struc-
ture. Since such wind codes were conceived for buildings and civil engineering structures
that diﬀer signiﬁcantly from conventional heliostats, the input parameters given in the
codes are not suitable for the structural and geometrical characteristics of heliostats.
1.2. Objectives
Due to the diﬃculties and limitations of the experimental methods mentioned above
and the absence of useful guides and procedures, alternatives to predict dynamic loads
and the associated response of heliostat structures are needed. Unlike previous inves-
tigations, the present work focuses on the development of suitable numerical models
to predict dynamic wind loads on heliostats. A methodology to tackle the problem is
presented, which describes the interaction between various areas of analysis involved.
It includes the generation of realistic wind conditions based on wind data analysis, the
development and validation of a structural ﬁnite-element (FE) model that reproduces
the dynamic properties of the structure, the simulation of wind loads via computational
ﬂuid dynamics (CFD) and the dynamic response analysis using FE simulations. More-
over, a simpliﬁed procedure is proposed to estimate the dynamic loads and response of
the structure.
The main objective of this work is to deﬁne a general approach that can be applied
to any heliostat structure to determine dynamic wind loads and study their eﬀects on
design and optical eﬃciency. To describe the methodology, a full-scale heliostat pro-
totype with a conventional design commonly found in commercial power plants, was
examined. Even though it is intended to provide the necessary information to evaluate
the structural design against fatigue, no eﬀort was taken to conduct such an analysis
on the heliostat investigated, as it was developed for research purposes only. This type
of analysis is, however, the ﬁnal goal when applying the methodology on commercially
available designs to be optimized.
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1.3. Outline
The thesis starts with the theoretical background in Chap. 2 that summarizes the physi-
cal phenomena involved in this investigation and describes the numerical methods used.
After that, a brief description of the problem is given and the methodology proposed
to model dynamic loads is presented in Chap. 3. In the following chapters, the sin-
gle components of the methodology are surveyed, starting with wind data analysis in
Chap. 4, followed by numerical and experimental modal analysis in Chap. 5, ﬂow and
dynamic simulations in chapters 6 and 7 and a simpliﬁed method to predict dynamic
loads in Chap. 8. Each of these chapters starts with a brief introduction and ends with
a conclusion section to help keep the overview of the investigation. In Chap. 9 the thesis
is summarized and the main conclusions are drawn. The document is ﬁnalized with the
appendices that contain mathematical deﬁnitions and results of preliminary simulations
that might be useful to readers aiming to perform similar studies.
4
2. Theoretical background
2.1. Wind loads on structures
Structures exposed to wind experience aerodynamic forces that can lead to mechanical
failure if they are not accounted for correctly in the design process. Two types of mech-
anisms can be distinguished in the mechanical failure of a structure. One occurs when
exceeding the maximal stress that the material can sustain, and the other is the repeated
application of lower stresses that lead to fatigue failure. The former is associated with
mean and peak values of the wind-induced forces, while the latter depends on the ﬂuc-
tuating part of the loads. Depending on the type of stress analysis to be performed and
the reaction of the structure to the wind loads, a static approach or a more elaborated
dynamic analysis needs to be conducted.
Apart from structural failure, deﬂections are often a design concern that must be con-
sidered in the analysis. In heliostat designs only small angular deviations of the ideal
surface normal vector, known as slope error, are allowed to achieve high optical eﬃcien-
cies of the heliostat ﬁeld. This quantity is usually given by the standard deviation of
the nominal direction. For cost eﬃcient heliostat designs, slope errors of about 1mrad
are recommended [14]. Typical values ranging between 1-2mrad are found in [15].
2.1.1. Static wind loads
If only mean and peak values of the stresses and displacements are of interest, a static
approach is suﬃcient in the calculation of the wind loads. In most wind engineering
applications, the inertial part of the wind forces dominate over viscous forces and the
resulting wind loads can be determined from the pressure distribution on the surface
of the body. For simple body shapes, normalized load coeﬃcients can be found in
wind codes [12] to estimate the eﬀective loads. For non-conventional structures, wind
tunnel measurements are usually accomplished on scaled model to determine these load
coeﬃcients. The following deﬁnitions are commonly used:
Cp =
p− p∞
1
2
ρU2h
, Cl =
Fl
1
2
ρU2hA
, Cd =
Fd
1
2
ρU2hA
, (2.1a)
Cmx =
Mx
1
2
ρU2hAb
and Cmy =
My
1
2
ρU2hAc
, (2.1b)
where Cp is the pressure coeﬃcient determined from the pressure diﬀerence between
surface pressure and static pressure of the incoming ﬂow p−p∞, divided by the dynamic
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pressure 1
2
ρU2h computed from the air density ρ and the square of the mean wind speed
at a reference height Uh. The lift coeﬃcient Cl relates the vertical force Fl to the dynamic
pressure multiplied by a characteristic area of the body A. Similarly, the drag coeﬃcient
is deﬁned from the along-wind force Fd. The moment coeﬃcients Cmx and Cmy relate the
moments about the longitudinal and lateral axis, respectively, with the dynamic pressure
multiplied by a characteristic area A and lever arm b or c. The normalization of the
forces and moments is based upon the linear relationship between the aerodynamic forces
and the dynamic pressure, and can be used to determine the forces on geometrically
similar bodies. The load coeﬃcients are given as mean values over a period of time
usually taken as 10 minutes. During this period, turbulent ﬂuctuations can generate
considerably higher loads above the mean values. The sources of the ﬂuctuations are:
the atmospheric turbulence and self-induced turbulence that depends on the body shape.
If the latter is negligible, the so called gust factor approach [16] can be used to estimate
maximal loads Fˆ based on the mean load F and the standard deviation σu of the wind
speed as follows:
Fˆ = F
(
1 + ku 2
σu
Uh
)
, (2.2)
where ku is the gust factor typically in the range between 3 and 5 [17].
2.1.2. Dynamic wind loads
Dynamic wind loads originate from the interaction between the time-dependent pres-
sure on the surface of a structure and its dynamic characteristics, i.e. inertia, elasticity
and damping. Two main sources of dynamic loads are of special interest in the present
study: buﬀeting forces and wake-induced forces. Buﬀeting forces arise from pressure
ﬂuctuations induced by turbulence in the oncoming ﬂow, whereas wake-induced forces
are unsteady loads caused by the structure’s own wake acting on the afterbody. They
are also termed vortex shedding forces [18].
In case of ﬂexible structures, magniﬁcation of the loads and displacements can occur
when these turbulence phenomena induce oscillations near the natural frequencies of
the structure. In such cases, a full description of the ﬂuctuating loads and the dy-
namic behavior of the structure is pursued in order to determine if resonance eﬀects
are possible. This is accomplished by a dynamic analysis, where the main objective is
to obtain the transient response of the structure under the action of ﬂuctuating loads.
The response of a structure includes information about deﬂections and stresses, which
is essential for fatigue analysis and evaluation of design criteria regarding deformations.
A dynamic analysis requires an accurate description of the time-dependent quantities
implicated in the problem. One alternative to investigate dynamic loads is in wind
tunnels using aeroelastic models which are scaled according to modeling laws described
in [18]. Sometimes these models can be very simple and it is suﬃcient to represent the
dynamic behavior by a fundamental mode of vibration. However, in complex structures,
it is necessary to reﬂect higher modes in the model to reproduce the dynamic behavior.
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Quasi-steady approach
Analytical procedures can be developed for the treatment of turbulence-induced wind
forces. These procedures use information of the turbulent ﬂow and translate these into
transient loads using quasi-steady aerodynamics. The quasi-steady approach links the
transient wind loads to the time-dependent velocity by using the deﬁnition of the mean
load coeﬃcients. Applied to the drag force, it reads:
Fd(t) =
1
2
ρACd u
2(t), (2.3)
where u(t) is the ﬂuctuating longitudinal velocity component. This practical model
assumes that the body in question is suﬃciently small compared to the correlation
distances of the velocity ﬂuctuations [19].
Admittance method
For large structures, and in the presence of ﬂow separation, the assumption of full
correlation between velocity and load ﬂuctuations in the model above does not hold and
adjustment functions are introduced to account for the reduced spatial correlation. The
approach, known as the admittance method [6], is illustrated in Fig. 2.1 according to [20].
It works entirely in the frequency domain and uses statistical quantities like standard
deviations and spectral densities to describe wind velocities, forces and deﬂections. The
main calculations are done in the bottom row, in which the total mean square ﬂuctuating
response (variance) is computed from the spectral density of the response. The latter is
calculated from the spectrum of the aerodynamic forces, which are, in turn, calculated
from the wind turbulence, or gust spectrum. The frequency-dependent aerodynamic
and mechanical admittance functions form links between these spectra [21].
Figure 2.1.: Admittance method [20].
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The admittance functions are usually determined experimentally for a given structure
and can then be used to estimate load and response spectra from the turbulence spectrum
and mean values of the velocity, load and displacement. The accuracy of the method
is reasonable and the discrepancies are generally small and always conservative [6]. In
Sect. 8.2 the method will be applied for to present application.
A less common alternative to determine dynamic wind loads is by direct measurement on
the real object. Full-scale measurements are of no direct use to the designer. Nonethe-
less, they play an important role in the veriﬁcation of model accuracy and calibration
of wind codes and building regulations [6]. This can be accomplished by combining
techniques from OMA to monitor the operating deﬂections on the structure and simul-
taneously recording the wind conditions to describe the response to the ﬂuctuating wind
as was proposed in [8]. For a complete dynamic analysis, information about the time-
dependent loads is also required. A simultaneous measurement of the time-dependent
pressure distribution on the surfaces of the structure can be conducted as in [22, 23].
However, maintaining sensitive electronics and keeping manometers air- and water-tight
in ﬁeld conditions complicates full-scale measurements. Calibration of the tubing system
and preservation of suﬃcient frequency resolution is also a challenge for the experiments.
Numerical methods known as computational wind engineering (CWE) constitute a fur-
ther alternative to study dynamic wind loads. They have gained popularity in the last
decades due to enormous advances in computing performance. CWE is a very promising
technique that can provide load and response information at much higher resolutions
than conventional experimental techniques and thus, help to understand physical phe-
nomena that require detail examination. It combines CFD and FEM methods that
are well known from other applications in aerodynamics and structural mechanics. A
detailed description of the methods will be given in Sect. 2.3 and 2.5.
2.1.3. Fatigue loading
Material failure caused by repetitive application of loads that are below the yield point
is called fatigue. When a ﬂexible structure is subjected to a large number of load cycles
(typically above 104 for steel) with stress magnitudes within the elastic range, a type
of fatigue loading, termed high-cycle fatigue, can occur. The main sources of high-cycle
fatigue in wind engineering applications are buﬀeting loads and vortex shedding. They
have variable amplitudes and are random in nature. For this reason, the fatigue life of
the structure can not be determined directly from the well known S-N curve (Wo¨hler-
diagram) for the material used. It is necessary to convert the complicated time-history of
a real structure into some equivalent number of individual stress cycles for the evaluation
of their cumulative eﬀect [24]. A cumulative damage hypothesis called Miner’s rule [25]
is often selected for this purpose. The rule requires an appropriate counting method of
the individual load cycles. The rainﬂow counting method [26] is a widely used method.
It uses the time history of the stress amplitude to determine the number of individual
load cycles. Hence, the time evolution of the loads needs to be estimated by calculations
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or from measurements to apply the method.
2.1.4. Eﬀects of Reynolds number
The most important quantity in the description of turbulence is the Reynolds number
Re. It is the ratio of inertial forces to viscous forces acting on the ﬂuid and is deﬁned
as:
Re =
ρUL
μ
, (2.4)
where ρ is the ﬂuid density, U a characteristic velocity, L a characteristic length and
μ the dynamic viscosity. When Re is large, inertial forces predominate and the ﬂow is
turbulent, while low values of Re indicate a laminar ﬂow. When modeling wind loads
experimentally or numerically, the dimensions of the object investigated or the veloci-
ties that it is exposed to, are usually reduced in order to conduct the investigations at
reasonable costs. This reduction yields Reynolds numbers much lower than the original
problem. In order to provide results that can be scaled to real dimensions and be useful
for design purposes, it is necessary to determine the inﬂuence of Re on the quantities of
interest.
The eﬀects of the Reynolds number on aerodynamic forces have been studied exten-
sively in the past and are well-known for ﬂows over bodies with simple geometries.
These eﬀects are closely related to ﬂow separation. Flow separation occurs when the
ﬂuid in the boundary layer is suﬃciently decelerated by inertial forces that the ﬂow near
the surface becomes reversed [19]. Separation takes place in the presence of adverse
pressure gradients found, for example, in the ﬂow over a corner or a curved surface.
When ﬂow separation is present, its location determines the pressure distribution on the
surface of the body and thus, the integral forces.
On rounded bodies, the location of the separation is determined by the curvature and
the state of the boundary layer. For small Re, the boundary layer is laminar, and the
ﬂow separates early. At higher Re, the separated laminar boundary layer undergoes
transition to turbulence some small distance downstream from the separation point [27].
A turbulent boundary layer is capable of overcoming larger adverse pressure gradients by
enhancing entrainment of the much more energetic surrounding ﬂuid. This causes ﬂow
separation to take place at a later streamwise position for higher Re. A later separation
narrows the wake region of lower pressure and reduces the drag forces.
The position at which ﬂow separates is ﬁxed for bodies with sharp edges. For this
reason, aerodynamic forces are independent of Re at relatively low values. Re inde-
pendent drag coeﬃcients were found in [28] for square cylinders with sharp edges at
Re > 2.0× 104, in [29] for circular and square ﬂat plates at Re > 1.0× 104 and in [30]
reported by [31] for a normal plate at Re > 6.0× 104. These ﬁndings suggest that wind
load studies on objects with sharp edges can be extrapolated from Reynolds numbers in
the order of 104 and above.
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2.1.5. Eﬀects of free-stream turbulence
Another factor that aﬀects wind loads is turbulence in the oncoming ﬂow, also known as
free-stream turbulence (FST). FST is present in the natural wind and contains a wide
range of turbulence scales. Low frequency velocity ﬂuctuations control the instantaneous
pressure on the upstream face of a body and are the origin of buﬀeting forces.
Small-scale turbulence, on the other hand, inﬂuences the mean ﬂow around the body
itself and thus, the mean pressure distribution. Thereby, two mechanisms are involved:
transition and mixing. In the presence of FST, the laminar boundary layer over the
surface of a body undergoes transition to turbulence at lower Re than for a smooth ﬂow.
This is a consequence of the excitation of the boundary layer by the eﬀects of turbulence
entrained into it and by pressure ﬂuctuations in the free-stream [27]. In separated ﬂows
over curved surfaces this eﬀect is comparable to an increase in Re and has, therefore, a
similar inﬂuence as mentioned in Sect. 2.1.4 on the position of separation and thus, on
the aerodynamic forces.
Turbulent mixing takes place in shear layers by the interaction of the two turbulent
ﬁelds. The spreading rate of a shear layer is increased by the action of the normal
component of FST [27]. In separated ﬂows, where the wake region is bounded by the
shear layer, ﬂuid particles from the outer region with higher kinetic energy entrain into
the wake region as result of the enhanced mixing. Unlike the eﬀects of small-scale tur-
bulence and Reynolds number, turbulent mixing aﬀects also the ﬂow over bodies with
sharp edges. In measurements on ﬂat plates normal to a turbulent ﬂow [32] and on a long
cylinder of square cross-section [33], the eﬀects of FST were observed by an increase in
the pressure diﬀerence between front and back surfaces. This is the result of a stronger
suction in the wake region. For elongated bodies, such as plates with rectangular cross-
section or obstacle with a large length to height ratio, where reattachment is possible,
the increased entrainment always curves the separated shear layer inward towards the
body [27]. A decrease in the reattachment length was observed for such cases in [34–36].
Based on the observations mentioned above, it can be concluded that FST needs to
be accounted for in the determination of wind loads. For this reason, it has been in-
cluded in wind tunnel measurements and also in design procedures found in wind codes
for a long time. However, FST still constitutes a great challenge in approaches based on
ﬂow simulations, due to the complexity involved in modeling turbulence.
2.2. Atmospheric boundary layer
Wind is induced by pressure diﬀerences in the atmosphere. In the vicinity of the earth’s
surface, the moving air is aﬀected by frictional forces that decelerate the wind. This
eﬀect decreases with height and becomes negligible at a height above the ground called
gradient height. This height is typically 1000m or about 10% of the height of the
troposphere, but may range between 200m and 5000m [18]. The region below this
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height is the atmospheric boundary layer (ABL).
2.2.1. Mean velocity proﬁle
The ABL can be broken down into at least two sublayers, principally the surface layer,
in which the shearing stress is approximately constant, and a transition region in which
the shearing stress falls oﬀ from the constant value of the surface layer to the practically
zero value in the free atmosphere [37]. Another simplifying feature of the surface layer
is that wind direction remains more or less constant with height [18]. In the surface
layer, which extends up to roughly 100m, the wind velocity proﬁle U(z) appears to be
accurately deﬁned by Prandtl’s logarithmic proﬁle (log-law) [37]:
U(z) =
uτ
κ
ln
(
z
z0
)
, (2.5)
where z is the height above the ground, z0 is the roughness height, κ = 0.4 is the von
Ka´rma´n constant and uτ is the friction velocity deﬁned by
uτ =
√
τ0
ρ
, (2.6)
where ρ is the air density and τ0 is the wall shear stress.
The most important parameter in Eq. (2.5) is z0. It depends on the roughness charac-
teristics of the terrain: the nature, height and distribution of roughness elements [19].
Over a rough terrain, the wind is subjected to higher frictional forces compared to a
ﬂat terrain. The resulting shear stress is responsible for the generation of turbulence in
the surface layer. The turbulence motions detract kinetic energy from the mean ﬂow.
This aﬀects the velocity gradient which is larger on ﬂat terrains. Thus, under the same
conditions outside the ABL, the mean wind speed at a given height is larger for lower z0.
In practice, uτ and z0 are determined by ﬁtting the log-law to measured values of the
mean wind speed over the height. Values of z0 for a variety of natural surfaces are given
in [18]. For a so-called open terrain, which represents a farmland with low vegetation
and few trees, z0 lies between 1 cm and 10 cm.
Equation (2.5) is not expected to remain valid for such low heights z0, which fall well
below the tops of the individual roughness elements characterizing the surface. The
assumptions made in deriving Eq. (2.5) can not be justiﬁed for z < h0, where h0 is the
average height of roughness elements. The ratio z0/h0 falls within a range between 0.03
and 0.25 [18].
Weather conditions also have an impact on the wind velocity. Solar radiation absorbed
by the surface during the daytime increases free convection and is responsible for the di-
urnal variations of the atmospheric pressure. This, in turn, causes variations in the wind
velocity whose maximum occurs during the daytime and is reached before the maximum
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of the air temperature, while its minimum occurs at night [18]. Long term observations
have shown annual variations of the horizontal mean wind speed as well. In continental
regions, a main maximum can be found in winter, and a main minimum in summer [18].
The horizontal mean wind speed U ﬁts a Weibull distribution very well [16]. Hence,
the Weibull probability density function PDF(U) in Eq. (2.7) can be used to estimate
annual extreme velocities.
PDF(U) = b
U b−1
ab
e
−
(
U
a
)b
, (2.7)
where a and b are the scale and shape parameters, respectively.
2.2.2. Atmospheric turbulence
Turbulence is characterized by random variations of the velocity ﬁeld in time and space1.
The reason for the randomness, is the high sensitivity of the ﬂow to perturbations when
inertial forces acting on the ﬂuid particles are large enough to overcome the constraining
eﬀect of viscosity, which is given at high Reynolds numbers. In the atmosphere, these
conditions prevail almost always, in particular in the ABL which is the region of greatest
interest in wind engineering [18].
Due to the random nature of turbulence, statistical methods are used to describe the
ﬂuctuating components of the wind in the ABL. The main statistical characteristics are
the turbulence intensity, the power spectral density and the probability distribution.
The simplest descriptor of atmospheric turbulence is the turbulence intensity I. It is
deﬁned as the ratio of the standard deviation σ of the velocity components to the mean
velocity U(z) as follows:
Iu(z) =
σu
U(z)
, Iv(z) =
σv
U(z)
and Iw(z) =
σw
U(z)
, (2.8)
where the subscripts u, v and w indicate the longitudinal, lateral and vertical compo-
nents, respectively. Observations suggest that the standard deviations are almost con-
stant in the surface layer. For an homogeneous open terrain, they are approximately [16]:
σu ≈ 2.5× uτ , σv ≈ 0.75× σu and σw ≈ 0.5× σu, (2.9)
where uτ is the friction velocity. From Eq. (2.5) and Eq. (2.9) it follows that the turbu-
lence intensity is related to the roughness height z0 and the height above the ground z
as:
Iu(z) =
1
ln
(
z
z0
) . (2.10)
1However, within the apparently chaotic turbulent ﬂows organized or coherent structures exist [38], as
well as correlations between the ﬂuctuating velocity components. That the velocity ﬁeld is random
only means that it does not have a unique value, which is the same every time the ﬂow is analyzed
under the same conditions [39, p. 34].
12
2 Theoretical background
Turbulence as a stationary stochastic process is described in its most general form by
the probability density function of the velocities. Experiments have shown that in fully
developed (homogeneous, isotropic) turbulence, this function is closely described by a
normal (or Gaussian) distribution [18]. For the longitudinal velocity component it reads:
PDF(u) =
1√
2π σu
e
−(u− u)
2
2σ2u , (2.11)
where u is the mean value.
The spectral distribution of the velocity ﬂuctuations describes the contribution to the
total variance of the time signals of the velocity attributed to individual frequencies. It is
also known as power spectral density or energy spectrum. Figure 2.2 shows the spectrum
of horizontal wind speed over a wide frequency range according to van der Hoven [40].
The spectrum is based on measurements over several months and contains contributions
at very diﬀerent scales. A major peak is found at about a 4-day period, which is the
typical transit period of fully developed weather systems [6]. At a twelve hour period
there is a minor peak corresponding to the lulls in wind speed which generally occur at
sunrise and sunset [37]. These two peaks are found in the so called macro-meteorological
range. A second major peak, comprising a range of higher frequencies which are associ-
ated with the turbulence of the boundary layer [6], is found in the period from about 5
minutes to less than 5 seconds termed micro-meteorological range. Between periods of
5 minutes and about 4-5 hours the spectrum contains very little energy implying that
there is very little variation in wind speed occurring at these rates [37]. This well deﬁned
gap is called the spectral gap [6].
The existence of the spectral gap permits the independent assessment of the macro-
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Figure 2.2.: Spectrum of horizontal wind speed by van der Hoven [40].
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and micro-meteorological processes aﬀecting wind. In most wind engineering applica-
tions only micro-meteorological processes are relevant, as they contain contributions in
scales in the order of magnitude of the dimensions of structures and can, therefore, af-
fect wind loading signiﬁcantly. For this reason, statistical quantities to describe wind
velocity are usually based upon periods above 5 minutes.
Empirical formulas based on a variety of wind measurements at diﬀerent heights and
over various terrains have been proposed in the literature to approximate the energy
spectra of the individual velocity components. The formulas used in the present work to
estimate the spectral distributions of the longitudinal and lateral components Su and Sv
are found in Kaimal et al. [41] and for the vertical component Sw in Panofsky et al. [42].
They are given in normalized form as:
fSu(f)
u2τ
=
200n
(1 + 50n)5/3
, (2.12)
fSv(f)
u2τ
=
15n
(1 + 9.5n)5/3
, (2.13)
fSw(f)
u2τ
=
3.36n
1 + 10n5/3
, (2.14)
where f is the frequency in [Hz] and n = fz/U is the non-dimensional frequency normal-
ized by the height z and mean wind speed U . The power spectral densities (PSD) are
computed by Fourier transforms and describe the frequency distribution of the squared
magnitudes of the complex Fourier coeﬃcients. The PSD has a unit of [(m/s)2/Hz], and
its integral over the frequency is equal to the variance:
σ2u =
∫ ∞
0
Su(f)df. (2.15)
2.3. Flow simulation
In the present work it is assumed that the ﬂow is incompressible, i.e. the density is con-
stant in space and time. The ﬂuid motion is, therefore, described by the incompressible
continuity equation (2.16) representing the conservation of mass, and the incompress-
ible Navier-Stokes (NS) equations (2.17) representing the conservation of momentum.
Derivation of these equations can be found in [43]. They constitute a system of partial
non-linear diﬀerential equations and can be written in the diﬀerential form using index
notation (i, j = 1, 2, 3) in Cartesian coordinates as:
∂ui
∂xi
= 0, (2.16)
∂ui
∂t
+
∂ (uiuj)
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
[
ν
(
∂ui
∂xj
+
∂uj
∂xi
)]
, (2.17)
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where ui is the velocity vector, t the time, xi the Cartesian coordinates, p the pressure, ρ
the density and ν the kinematic viscosity. Analytical solutions of the equations above are
only possible for a few ﬂows with very simple boundary conditions. For this reason the
equations are usually discretized by means of Finite-Volume (FVM) or Finite-Diﬀerence
(FDM) methods and then solved by numerical algorithms. A detailed description of the
numerical methods can be found in [43]. Before discretization, diﬀerent adjustments
of the conservation equations are commonly applied. They diﬀer signiﬁcantly in com-
putational costs and modeling complexity and can be distinguished by the scales of
turbulence being resolved or modeled.
Turbulent ﬂows can be viewed as a superposition of eddies of diﬀerent sizes and frequen-
cies [38]. Their contribution to the total turbulent kinetic energy kt can be examined
in the energy spectrum. Figure 2.3 shows a model spectrum of isotropic turbulence [39]
as a function of the wave number κ = 2π/l where l is the characteristic length of the
eddies. For a given Reynolds number of 2× 106 the energy spectrum is divided in three
distinctive regions according to [39]. The majority of kt (about 80%) is found in the
energy-containing range which is characterized by large eddies. They draw their energy
from the velocity gradients in the mean ﬂow and transfer it, through vortex stretching,
to smaller eddies in a cascade process where energy is passed successively to smaller
eddies. This process takes place in the inertial subrange and extends up to the dis-
sipation range, where the energy is dissipated to heat by the action of viscosity. The
energy spectrum has a universal form, depending only on the Reynolds number of the
ﬂow [44]. As Re increases, the separation between large and small scales increases as
shown in Fig. 2.3. This implies the existence of a wide range of length and time scales
in turbulent ﬂows for most practical engineering applications.
In a direct numerical simulation (DNS) the discretized NS equations are solved without
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Figure 2.3.: Energy spectrum of isotropic turbulence [39].
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any previous treatment. Hence, it requires resolving all turbulence scales existing in the
ﬂow. Due to the wide range of turbulence scales present in most practical engineering
problems (including the present work), DNS leads to prohibitively expensive compu-
tations. Therefore, DNS is normally used only for fundamental investigations on very
simple ﬂows at low Re.
Diﬀerent approaches for the NS equations have been proposed to model the unresolved
scales of motion at high Re. The most popular group of CFD methods are based on the
Reynolds-Averaged Navier-Stokes (RANS) equations. They are derived by time averag-
ing the NS equations and then applying empirical models to describe the unknown terms
(Reynolds stresses) that arise from the procedure. RANS methods model all scales of
turbulence and are therefore very useful at high Re. They provide results for mean quan-
tities with engineering accuracy at moderate cost for a wide range of ﬂows [45]. However,
in situations dominated by large-scale anisotropic vortical structures like wakes of bluﬀ
bodies, the averaged quantities are often less satisfactory when a RANS model is em-
ployed [46]. Moreover, the time averaging implied in RANS disqualiﬁes the method for
predicting unsteady phenomena such as ﬂuctuating forces caused by turbulence.
A more appropriate method for time-dependent three-dimensional turbulent ﬂows is
the Large-Eddy Simulation (LES). It performs generally better than RANS and bears
less modeling uncertainties [46]. The concept of LES arises from the fact that large
eddies tend to be highly anisotropic and quite variable from ﬂow to ﬂow [47], whereas
small eddies are much more universal and nearly isotropic. The basic idea is that large
eddies cannot and should not be modeled, but the small eddies might be modeled suc-
cessfully [47]. The objective of LES is to resolve only the large eddies, containing the
majority of kt, and reproduce the dissipative eﬀects of the small eddies by using rela-
tively simple models. LES is comparably more expensive than RANS methods, but not
quite as DNS. Thanks to the advances in high-performance computing in recent years,
LES has gained popularity in many industrial applications, including wind engineering
problems. Due to its capabilities, LES has been chosen for the present investigation and
will be described in the following section.
2.3.1. Large-eddy simulation
The LES method is based on a ﬁltering operation, i.e., a spatial averaging of the velocity
ﬁeld. The ﬁlter width, which is usually deﬁned by the local grid spacing, separates the
large- and small-scale turbulence. The large scales are computed explicitly, whereas the
small scales necessarily are modeled [47]. The ﬁltered NS equations read:
∂u˜i
∂t
+
∂ (u˜iu˜j)
∂xj
= −1
ρ
∂p˜
∂xi
+
∂
∂xj
[
ν
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)]
− ∂τ
s
ij
∂xj
, (2.18)
where the tildes denote the resolved large-scale quantities. The subgrid-scale (SGS)
stress τ sij = u˜iuj − u˜iu˜j must be introduced to approximate the term u˜iuj that arises
from ﬁltering the non-linear term on the left-hand side of Eq. (2.17) and that can not be
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computed explicitly. The eﬀect of τ sij is somehow comparable to the Reynolds stresses
in the time-averaged equations; here it represents the eﬀect of SGS eddies on the large-
scale eddies. Since the predominant role of the small-scale eddies is to act as acceptors of
energy and to dissipate it, they are modeled using the eddy viscosity concept which relies
on the Boussinesq approximation and is derived from dimensional analysis yielding:
τ sij −
1
3
δijτ
s
kk = −νt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
, (2.19)
where the trace τkk is lumped into a modiﬁed pressure [48] and the SGS viscosity νt is
determined, in the present work, by the Wall-Adapted Local Eddy (WALE) viscosity
model [49]. It is speciﬁcally designed to return the correct wall-asymptotic variation of
the SGS viscosity [50] that vanishes at solid walls where the turbulent ﬂuctuations drop
to zero. It is also eﬀective in separated shear layers remote from walls as shown in [48].
LES simulations require special attention to the selection of the numerical methods.
It is necessary to use numerical schemes of at least second-order of accuracy and with
low numerical dissipation. For the discretization of the convective terms the central
diﬀerencing scheme is usually recommended [51]. The convergence behavior of LES is
very sensitive to the grid quality. Block-structured hexahedral grids are usually selected
with low cell expansion ratios (<1.1). Orthogonal grids are recommended with smooth
transitions between blocks. Grid resolution is one of the most important parameters.
Specially at the walls, the resolution should be ﬁne enough to resolve the boundary
layer with the ﬁrst grid point usually placed in the viscous sublayer. About 80% of the
turbulent kinetic energy should be resolved according to [39]. As this condition is not
easy to verify, it is best practice to perform grid dependence tests and evaluate quanti-
ties such as velocity proﬁles, Reynolds-stresses and eddy viscosity ratios. The temporal
resolution is as important as the grid resolution and has an eﬀect on the convergence
behavior as well as on the solution itself. The time step can be estimated based on the
Courant-Friedrichs-Lewy number CFL deﬁned as
CFL =
Δt
Δxmin
umax
, (2.20)
where umax is the maximum velocity, Δt the time step and Δxmin the minimum cell
dimension. With the restriction CFL < 1, a ﬂuid particle can not move more than one
cell length in a single time step [43].
The LES in the present work are performed using the commercially available CFD
code ANSYS Fluent R15.0 [52]. Details on the selected numerical methods are given in
Sect. 6.1.2.
2.3.2. Synthetic turbulence
The importance of accounting for FST in the prediction of aerodynamic forces was al-
ready mentioned in Sect. 2.1.5. For this purpose, several methods have been implemented
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in the past in combination with LES. An extensive review of the methods available can
be found in [53]. The underlying idea of the methods is to artiﬁcially generate velocity
ﬂuctuations and add them to the mean ﬂow ﬁeld at the inlet plane. The main challenge
in the development of such methods is the generation of a turbulence ﬁeld that possesses
prescribed statistical characteristics and is realistic enough to retain them throughout
the ﬂow ﬁeld.
A method originally proposed in [54] called the vortex method (VM) has been further
developed and tested in [55] on a variety of ﬂows with comparably better performance
than other methods. In the VM, a perturbation is added on a speciﬁed mean velocity
proﬁle via a ﬂuctuating two-dimensional vorticity ﬁeld (two-dimensional in the y − z-
plane normal to the streamwise direction x). The method is based on the 2D transport
equation of the vorticity:
∂ωx
∂t
+ (u · ∇)ωx = ν∇2ωx, (2.21)
where ωx is the component of the vorticity vector in the streamwise direction. Equa-
tion (2.21) is solved using a particle discretization in a Lagrangian form (neglecting
viscous terms). The center of the vortices xi are convected randomly on the 2D plane
of section area A. The amount of vorticity of each of the N number of vortices is
represented by the circulation Γi and the spatial distribution η as:
ωx(x, t) =
N∑
i=1
Γi(t)η(|x− xi|, t) (2.22)
with
Γi(y, z) = 4
√
πAkt(y, z)
3N(2 ln(3)− 3 ln(2)) , (2.23)
η(x) =
1
2πΦ2
(
2e−
|x|2
2Φ2 − 1
)
2e−
|x|2
2Φ2 . (2.24)
Γi is determined locally by the level of turbulent kinetic energy kt(y, z). The size of the
vortices is given by Φ which is speciﬁed by a mixing length hypothesis as:
Φ = Cμ
3/4kt
3/2
2
, (2.25)
where Cμ = 0.09 and  is the turbulent dissipation rate. The velocity ﬁeld is obtained
from the Biot-Savart law, formulated in discretized form by:
u(x) =
1
2π
N∑
i=1
Γi
(xi − x)× ex
|x− xi|2
(
1− e− |x−xi|
2
2Φ2
)
e−
|x−xi|2
2Φ2 , (2.26)
where ex is the unit vector in streamwise direction. The streamwise velocity ﬂuctuation
u′ is computed from a linear kinematic model by:
u′ = −u · ez, (2.27)
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where ez is the unit vector aligned with the mean velocity gradient. A rescaling proce-
dure is available in the CFD code Fluent [52] to prescribe the normal Reynolds stress
components u
′2
i according to:
u
′∗
i = u
′
i
√
u
′2
i
2
3
kt
. (2.28)
The sign of the circulation of each vortex is changed randomly after each characteristic
time scale τ , which is the time necessary for a 2D vortex to travel a distance 100 times
its mean characteristic size. The vortices move randomly at each time step with a char-
acteristic velocity equal to 5% of the mean inﬂow velocity. The value of these model
parameters are ﬁxed based on numerical testing [55].
The following steps are performed during calculation:
1. Initialize randomly vortex positions xi
2. Compute the circulation Γi from the prescribed turbulent kinetic energy kt
3. Compute the local vortex size Φ from the prescribed kt and 
4. Compute tangential and normal ﬂuctuations u
′
i
5. Rescale ﬂuctuations from the prescribed normal stresses u
′2
i
6. Add ﬂuctuations to the mean velocity proﬁle
7. Move randomly each vortex
8. Change randomly the sign of Γi every τ/Δt time steps
9. Go back to 2.
2.4. Modal analysis
Modal analysis is a process to describe a structure in terms of its natural characteristics
- its dynamic properties [56]. The dynamic properties depend on the mass distribution,
stiﬀness and damping and are described by the modal parameters. The modal param-
eters are the natural frequencies, the mode shapes and the damping ratios. When a
structure is subjected to a transient force with a rate of oscillation close to the natural
frequencies, the response amplitude is increased compared to the same input force at
a diﬀerent frequency. This phenomenon is called resonance. The deformation patterns
of the structure at resonance are the mode shapes. When the force is released, the
amplitude of the vibrations decreases. This is mainly caused by friction between the
components of the structure and internal energy dissipation in the material. The rate
at which the amplitude decreases is described by the damping ratio.
Modal analysis is primarily a tool for deriving reliable models to represent the dynamics
of structures. A broad range of applications can be found for modal analysis such as:
identiﬁcation and evaluation of vibration phenomena, development of experimentally
based dynamic models, validation of analytical and numerical models that may be used
with conﬁdence in further analysis [57].
19
2 Theoretical background
2.4.1. Experimental modal analysis
The experimental determination of the modal parameters is accomplished by exciting
the structure with a quantiﬁed force and measuring simultaneously the response of the
structure. The input force is measured by a force transducer while the output response
is usually measured by an accelerometer. Both time signals of the force and the accel-
eration are transformed in the frequency domain via a Fast Fourier Transform (FFT)
algorithm. The ratio of the output to input signal is called the Frequency Response
Function (FRF). The FRF are complex functions which can be easily converted to mag-
nitude and phase. The natural frequencies are extracted from the peak magnitudes of
the FRF. The phase information is used to determine the mode shapes by combining a
set of FRF. In order to resolve the mode shapes accurately, the FRFs are measured at
diﬀerent positions and directions called Degree of Freedom (DOF). The required number
(N) of DOFs depends on the complexity of the structure and the objectives of the tests.
Preliminary numerical simulations can help to determine the number and locations of
the DOFs.
The position and direction of the output response is called reference DOF. In order
to capture multiple modes, it is necessary to deﬁne more than one reference DOF, oth-
erwise it is possible that the response at a single reference DOF is too weak or even zero
for a given mode shape. This type of measurements are called multi-reference and are
performed by exciting the structure at diﬀerent positions while measuring the response
at multiple ﬁxed locations simultaneously. If an impact hammer, with a force transducer
attached to it, is used for this purpose, the type of measurement is called Single-Input-
Multiple-Output (SIMO).
A fundamental assumption in modal analysis is a linear behavior of the structure, i.e.,
the response is directly proportional to the input force and the proportionality can be
described by a constant stiﬀness. This assumption is usually violated when large defor-
mations are present. For this reason the excitation of the structure must remain in the
linear elastic range of the materials.
An extensive description of the methods to perform modal analysis and extract the
modal parameters can be found in [57,58].
2.4.2. Numerical modal analysis
The equation to be solved in a numerical modal analysis reads:
[M ]{r¨}+ [K]{r} = 0, (2.29)
where [M ] and [K] are the mass and stiﬀness matrices, respectively of dimension N ×N
with N being the number of DOFs. {r¨} is the second time-derivative of the displacement
{r} with both being vectors of size N . The equation is derived from the general equation
of motion (Eq. (2.32)). Thereby, external forces are neglected, since the free vibration
problem is being modeled. To simplify the solution, damping is not accounted for in the
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equation. This simpliﬁcation is valid, as the solution is nearly independent of damping
for low damping ratios typically found in practical problems [59]. As mentioned before,
linearity is assumed, i.e., [M ] and [K] have constant values.
A harmonic solution {r} = {φi}cos(ωit) is assumed to solve Eq. (2.29) where {φi}
is the eigenvector and ωi the eigenfrequency of mode i. After substitution it follows:[
[K]− λi[M ]
]{φi} = 0, (2.30)
where λi = ω
2
i is the eigenvalue. The solution is obtained by solving the eigenvalue
problem:
det ([K]− λi[M ]) = 0. (2.31)
The natural frequencies are deﬁned by fi = ωi/2π. The mode shapes are extracted from
the eigenvectors in Eq. (2.30) which are normalized by {φi}T [M ]{φi} = 1.
The mass and stiﬀness matrices are obtained after discretization of the structural model
via the FE method. The eigenvalue problem is solved using the state-of-the-art Block-
Lanczos algorithm in combination with the sparse direct solver [60]. The numerical
solution depends, as usual, on the grid. Elements of second-order accuracy are required
and grid dependence tests are recommended to determine the resolution.
2.5. Dynamic FE analysis
In order to predict the deformations and to derive the internal forces and stresses of a
structure subjected to time varying loads, a dynamic analysis is performed. Unlike a
static analysis, inertial and damping forces are included. For this purpose, the general
equation of motion is considered:
[M ]{r¨(t)}+ [C]{r˙(t)}+ [K]{r(t))} = {F (t)}, (2.32)
where the time-dependent quantities {r¨(t)}, {r˙(t)}, {r(t))} are the nodal vectors of ac-
celeration, velocity and displacement, respectively. {F (t)} is the time-dependent load
vector deﬁned by the boundary conditions. [C] is the damping matrix which arises from
the assumption of viscous damping, i.e., the damping force is proportional to the velocity.
A simple approach to estimate [C] is called Rayleigh damping. Thereby, the damp-
ing is given by a linear combination of the mass and stiﬀness matrices as:
[C] = RM [M ] +RK [K], (2.33)
where RM and RK are the mass and stiﬀness Rayleigh coeﬃcients. A relationship
between a frequency-dependent damping ratio ξ(f) and the Rayleigh coeﬃcients can be
derived [59] yielding:
ξ(f) =
RM
4πf
+RKπf. (2.34)
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This relationship can be used to estimate the Rayleigh parameters by interpolating
damping ratios obtained experimentally.
The ﬁnite-element semi-discrete equation of motion (Eq. (2.32)) is solved by direct time
integration methods. The methods available for this purpose are described in [59].
Second-order accurate methods are recommended [60] with a time step size ﬁne enough
to resolve the input loads and expected maximal response frequencies.
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wind loads
Before explaining the strategy followed in the present work to study dynamic wind loads
on heliostats, a brief description of the problem is given in this chapter together with
some conventions related to the object of investigation and boundary conditions used
throughout the thesis.
3.1. Description of the problem
The heliostat ﬁeld displayed in Fig. 3.1 corresponds to a virtual solar tower power plant
with a thermal power of 150MW. The heliostat ﬁeld consists of approx. 35× 103 units
distributed over a radius of approx. 500m. Each heliostat has a mirror surface area
of 8m2. The methodology developed in the present investigation to predict dynamic
wind loads, is applied to a heliostat unit located at the edge of the ﬁeld as displayed
in Fig. 3.1(a). Such heliostats are of especial interest for design purpose, since they are
exposed directly to the ABL, and thus to the highest wind speeds. For this reason,
they are expected to withstand the largest wind loads. For the selected case, an isolated
heliostat unit is considered where the inﬂow boundary conditions are fully described by
the ABL. Although the wind direction changes over time (as will be shown in Sect. 4.3),
the angle of attack in the horizontal plane is not varied in the present model due to the
(a) Rays on edge heliostat (b) Top view of heliostat ﬁeld
Figure 3.1.: Solar tower power plant.
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Figure 3.2.: Global coordinate system and main load components.
considerable computational costs associated with it. Hence, the wind direction is along
the longitudinal axis x. However, the elevation angle α, deﬁned as the rotation about
the lateral axis y, is changed during the analysis to investigate eﬀects of self-induced
dynamic loads. During operation, a wide range of elevation angles are found in the
heliostats located at the edge of the ﬁeld, with values of α between 13◦ and 77◦. During
night and under strong wind conditions, the heliostats are driven to the horizontal po-
sition to protect the mirrors from damage by keeping the loads at a low level. As will
be shown in Sect. 5.4.4, critical operating conditions can arise at low elevation angles
under high wind speeds. Thus, this investigation focuses on low elevation angles and
high wind speeds.
Figure 3.2 shows the coordinate system that deﬁnes velocity and load components. The
direction of the lift force Fl and the drag force Fd is deﬁned by the vertical axis z and
longitudinal axis x, respectively. The moment about the y-axis is denoted by My while
Mx is the moment about the tangential axis along the plate center xt. On the lower left
facet three positions marked by the numbers 0, 1 and 2 are used later for the analysis
of the dynamic results.
3.2. System components
The problem of predicting dynamic wind loads and the associated response of a heliostat
structure can be represented by a system where the input data are received from the
wind conditions and the output provides information about the loads and deformations
of the structure. Between input and output, diﬀerent areas of analysis are implicated
in the problem which are connected in a certain way with each other. In the present
work, the system is subdivided in diﬀerent ﬁelds of analysis that are treated separately.
Figure 3.3 shows a graphical representation of the individual components of the system.
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Figure 3.3.: Modeling strategy.
The subsystem wind data uses wind data analysis and information from the litera-
ture to describe the wind conditions and provide the necessary information to deﬁne
the boundary conditions in a CFD model. Flow simulations are performed to com-
pute the time-dependent wind loads acting on the heliostat. The results from the ﬂow
simulations, given by transient pressure loads, are used in a FE model to predict the
deformations of the structure over time via dynamic simulations. The FE model is
developed from modal analysis that determines the dynamic properties of the struc-
ture independently from the loads. The FE model is validated by modal tests that also
provide information about the structural damping required for the dynamic model.
In the methodology described above, the information between ﬂow simulations and
dynamic simulations goes in one direction only. This is known as one-way-coupling
and is used to reduce the computational eﬀort. The ﬂow simulations are performed on
a rigid body and interactions of the deformations with the ﬂow ﬁeld are not accounted
for. This implies that aerodynamic instabilities, e.g., galloping and ﬂutter, can not be
reproduced. For this reason, this simpliﬁcation can only be justiﬁed if the deformations
are small compared to the dimensions of the structure and the aerodynamic damping
is insigniﬁcant. The results from [5] and [8] (see Sect. 1.1) suggest that under realistic
operating conditions eﬀects of aerodynamic damping and instabilities can be neglected.
Even though the problem described above is based on a particular heliostat under spe-
ciﬁc boundary conditions, the same modeling strategy can be applied to investigate other
heliostat types under diﬀerent boundary conditions, provided that the same assumptions
hold. However, in order to examine heliostat units inside the ﬁeld the boundary con-
ditions must be modiﬁed, since the eﬀects of self-induced turbulence in the wake of
upstream heliostats are expected to dominate over the atmospheric turbulence. For this
purpose, a CFD model of a slice of the heliostat ﬁeld with streamwise periodicity can
be used. This second type of conﬁguration was not investigated in the present study.
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In this chapter, wind measurements performed by the DLR Institute of Solar Research
are analyzed. The objective is to characterize the wind conditions on a typical solar
site and evaluate commonly used formulas found in the literature to estimate the main
statistical quantities of wind. The analysis provides the input to deﬁne boundary con-
ditions in CFD simulations presented in Chap. 6 and gives valuable information for the
prediction of the dynamic response under real operating conditions proposed in Chap. 8.
4.1. Experimental setup
Wind measurements took place at the Plataforma Solar de Almeria (PSA) in Spain
located at a latitude 37.094◦N, longitude +2.359◦W and 500m above sea level. Fig-
ure 4.1(a) shows an image of the site. Around the PSA, the terrain is rather ﬂat with low
vegetation and can be considered as an open terrain. The location of the measurements
is marked by a red pin on the map. The wind mast shown in Fig. 4.1(b) holds diﬀerent
sensors at diﬀerent heights. An ultrasonic anemometer is attached at 4.5m above the
ground. Three cup-anemometers are located at 5m, 7.5m and 10m. At approx. 10m
above the ground, a wind vane is mounted. In addition, solar radiation is measured
simultaneously at the site via pyrheliometers as described in [61].
(a) Aerial view [Map data©2015 Google, BCNIGN Espan˜a] (b) Wind mast and sensors.
Figure 4.1.: Plataforma Solar de Almeria and experimental equipment.
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4.2. Data sets
The present analysis is based on unpublished data collected during several measurement
campaigns [62]. The ﬁrst data set was recorded in 2009 using a cup anemometer and
a wind vane at 10m above the ground. The data contains the horizontal wind speed
and wind direction and was sampled over the entire year with a temporal resolution
of 1 minute. A second campaign provided horizontal wind speed data from the cup-
anemometers at three diﬀerent heights (5m, 7.5m and 10m) and was recorded during
2012 with a resolution of 5 s. The third measurement campaign was conducted in 2013-
2014 and collected data using the ultrasonic anemometer. It measures the three velocity
components at a sampling rate of 20Hz.
4.3. Data analysis
4.3.1. Wind speed and direction
The horizontal wind speed and direction is analyzed over a year from the data set
recorded every minute during 2009. The probability density function of the horizontal
wind speed data is shown in Fig. 4.2(a) together with a Weibull distribution that ﬁts
very well the measurements with a shape factor of 1.5. The year average is 3.6m/s while
the maximum is found at 25.8m/s. In Fig. 4.2(b) the distribution is divided into three
ranges. Weak and medium wind speeds are deﬁned within the operational conditions
of heliostat ﬁelds, usually given by the maximal reference wind speed of 10m/s. They
represent, with 98%, the majority of the events. Half of the values are found between
3m/s and 10m/s and the other half is mostly below 3m/s with only 2% above 10m/s.
By analyzing simultaneously wind and solar radiation data, the wind speed samples
during operation and actual generation of power can be identiﬁed.
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Figure 4.2.: Yearly distribution of wind speed.
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Figure 4.3.: Wind speed distributions correlated with irradiance data.
t [hr]
U
[m
/s
]
0 4 8 12 16 20 242
2.5
3
3.5
4
4.5
5
5.5
6
Figure 4.4.: Yearly averaged wind speed over the day.
The period between sunrise and sunset is referred to as diurnal and its counterpart is the
nocturnal period. They can be determined from the global horizontal irradiance (GHI)
which comprises diﬀuse and direct solar radiation. Within the diurnal period, the he-
liostats are in operation. However, the period of actual power generation of a CSP plant
is limited to clear sky conditions when the solar radiation is above a threshold which
depends on the eﬃciency of the heliostat ﬁeld. The direct normal irradiance (DNI),
deﬁned as the radiation received from a small solid angle centered on the sun’s disk [63],
is used to deﬁne this threshold. The reference power plant described in Sect. 3.1 delivers
power for DNI ≥ 250W/m2. In Fig. 4.3(a) the distribution of the values during day and
night is compared. The light gray bars in the foreground represent the diurnal data and
exhibit more events toward higher wind speed than the dark bars in the background that
represent the nocturnal data and are more concentrated at low speeds. The mean values
are found at 4.3m/s and 2.8m/s during the day and night, respectively. This diﬀerence
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is connected to the diurnal variation of the atmospheric pressure which is the mechanical
driving force for the wind ﬁeld and is inﬂuenced by free convection during the day as the
ground surface is heated up by solar radiation. This can be clearly observed in Fig. 4.4
where the wind speed is plotted along a 24 hour period averaged over the year. Thereby
the maximal wind speed values are found during the afternoon at around 16:00. The
wind speed distribution during power generation shown in Fig. 4.3(b) is very similar to
the diurnal distribution which indicates that clear sky conditions prevail during the day.
The distribution of the wind direction can be observed in Fig. 4.5. The shades of the
bars in the wind rose give information about the wind speed ranges described above.
The portion of each direction and wind speed range is measured by the length of the
bars. It can be observed that about 30% of the values are attributed to east winds
(±20◦) and are predominately in the medium range. Similarly, west and south-west
winds are dominated by medium wind speeds. The high wind speed range is found
mainly in the north-west to south-west direction, while the majority of the low speed
winds are detected in the north-east quadrant. South winds contain also low speeds but
are rather seldom.
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Figure 4.5.: Wind rose over a year.
4.3.2. Wind proﬁle and turbulence
The proﬁle of horizontal wind speed over the height z is displayed in Fig. 4.6. The wind
data measured every 5 s at three diﬀerent heights above the ground were averaged over
a complete day with a relatively high wind speed of around 9.5m/s at z = 10m. The
experimental data are compared with the log-law proﬁle given by Eq. (2.5) for two dif-
ferent roughness heights. It can be noticed that the wind data is very well approximated
by the proﬁle with a roughness height z0 = 8 cm. The proﬁle computed for z0 = 4 cm
shows slightly higher values of U at low heights as can be expected for a smoother terrain
where the shear forces are lower.
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Figure 4.6.: Wind proﬁle.
Turbulence quantities are determined from the measurements of the ultrasonic anemome-
ter located at 4.5m above the ground. The data recorded at a sampling rate of 20Hz
were analyzed in segments of 10 minutes during a windy week. Only data segments with
mean wind speeds above 3m/s were considered in the analysis, resulting in a total of
43 hrs of data. The turbulence quantities were computed by averaging over a total of
257 data blocks. The 10min. period is chosen as it contains the scales of turbulence
relevant in wind engineering applications (see Sect. 2.2.2).
Theoretical values of the longitudinal and vertical turbulence intensities for diﬀerent
roughness heights computed based on Eq. (2.8) are compared with the wind data in
Tab. 4.1. The enhancement of turbulence by increasing the surface roughness is notice-
able, especially for the longitudinal component. The turbulence intensities estimated for
the larger roughness height are in better agreement with the experimental data.
z0 [cm] Iu [%] Iw [%]
Theoretical 4 21 11
Theoretical 8 25 12
Wind data 27 12
Table 4.1.: Turbulence intensities for diﬀerent roughness heights.
Figure 4.7 shows the spectral distributions of the longitudinal and vertical velocity ﬂuc-
tuations from the wind data compared with the model spectra deﬁned by Eq. (2.12) and
(2.14) for two diﬀerent roughness heights. The power spectral densities from the wind
data were computed using Welch’s method [64] available in Matlab®. The eﬀects of z0
on turbulence are well reproduced by the model spectra, which show an increase over
the entire frequency range as z0 increases. As observed above, the wind data results are
very well approximated by the theoretical values for a roughness height z0 = 8 cm.
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Figure 4.7.: Energy spectra of velocity components averaged over a week.
Turbulence quantities as well as the velocity proﬁle from the wind data presented above
correspond approximately to a terrain with a roughness height of 8 cm according to
theoretical approximations. Even though z0 = 8 cm can still be considered for an open
terrain, the value is rather high as it is usually given between 3 cm and 5 cm [12, 65].
Based on the terrain characteristics of the site described above, a roughness height
z0 ≈ 4 cm was expected from the analysis. The relatively high turbulence might be
caused by nearby heliostats found in the direction of the oncoming ﬂow (see Fig. D.1).
The probability density functions of the vertical and longitudinal velocity components
were calculated for a single 10min. period and the results are compared in Fig. 4.8 with
the corresponding normal distributions. It is visible that the resolved velocity ﬂuctua-
tions follow a Gaussian distribution, as mentioned in Sect. 2.2.2.
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Figure 4.8.: Probability density functions of velocity components.
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4.4. Conclusions from wind data analysis
The wind data recorded every minute during a year showed that the heliostats are ex-
posed to wind speeds above 3m/s for about 50% of the time, while only 2% of the
values are expected above 10m/s. During operation, higher wind speeds are more fre-
quent than at night and the largest values are caused by west winds. Even though large
values are seldom, the maximal wind speed found at 25.8m/s was selected as reference
to deﬁne boundary conditions in further ﬂow simulations, considering thereby the worst
case scenario.
It was demonstrated that theoretical formulas found in the literature represent accu-
rately the main statistical properties of wind including standard deviations, probability
densities and spectral distributions. The horizontal wind speed at diﬀerent heights, as
well as the turbulence intensities and spectral densities ﬁt very well to a terrain with a
roughness height z0 = 8 cm. Since this value is relatively high for an open terrain with
the characteristics observed on the site, it is suspected that nearby obstacles such as
heliostats are responsible for the high turbulence levels. Due to the limited amount of
high resolution data available at the time of the analysis, it was not possible to evaluate
signals from other wind directions in order to identify the sources of the high turbulence.
Nevertheless, since the model proposed in the present work considers a heliostat unit at
the edge of the ﬁeld exposed to the undisturbed ABL, the roughness height z0 = 4 cm
was selected as reference in further CFD models (see Sect. 6.1.1) according to an open
terrain.
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An experimental and numerical modal analysis was performed on a full-scale heliostat.
The objective of the experiments was to obtain information about the dynamic prop-
erties of a conventional heliostat structure, i.e., determine its modal parameters. The
experimental results were used to validate a numerical FE model by comparing natural
frequencies and mode shapes. The purpose of the numerical study was to create a FE
model that reproduces the dynamic behavior of the heliostat structure. The validated
FE model and the damping coeﬃcients determined experimentally, are used to generate
a dynamic FE model to study the response of the structure under ﬂuctuating wind loads.
The investigation presented in this chapter has been published by the author in [66].
5.1. Description of test structure
The heliostat structure investigated is shown in Fig. 5.1(a). It consists of a tubular
pedestal -or pylon- mounted on a poured-in-place concrete foundation. The azimuth
drive is a worm gear attached to the top of the pylon. The elevation drive consists
of a linear actuator mounted on a ﬂange ﬁxed to the azimuth drive (see Fig. 5.1(b)).
The linear actuator is connected to a second ﬂange attached to the mirror frame. Both
ﬂanges are joined by a shaft at the elevation axis located 2.4m above the ground.
(a) Support structure (b) Drives and mounting
Figure 5.1.: Heliostat structure.
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The mirror frame is made of construction steel proﬁles with rectangular cross-section.The
mirror surface is divided into four ﬂat facets attached to the steel frame. The size of
the mirror frame is 3.2 × 2.5m. The heliostat is located at the solar tower in Ju¨lich,
Germany.
5.2. Experimental methodology
Modal tests were carried out only on the mirror frame of the heliostat. One reason to
restrict the experiments to this part of the structure is that dynamic wind loads, which
are introduced by pressure ﬂuctuations on the mirror surface, are supported in the ﬁrst
place by the frame. Due to its dimensions and central support it oﬀers a large lever arm,
and is therefore more susceptible to external excitations on the structure. Moreover,
preliminary numerical analysis showed that the dominant modes take place in the frame.
In order to increase data consistency in the analysis, a multi-reference modal test
was performed. Thereby, the FRFs were determined via single-input-multiple-output
(SIMO) using an impact hammer on diﬀerent locations and 9 accelerometers. The ex-
perimental equipment is shown in Fig. 5.2. The instrumented impact hammer holds a
force transducer with a sensitivity of 1.14mV/N and a head mass of 140 grams. A soft
tip was used to provide suﬃcient energy at low frequencies. The accelerometers were
selected based on their frequency response and sensitivity considering potential distur-
bances during experiments caused mainly by wind. The sensors have a sensitivity of
500mV/g. The relative deviations in the amplitude and phase are less than 4% and 1%,
respectively for frequencies above 3Hz. The sensors were attached directly to the frame
using wax. The signals were recorded by a 12 channel Front-end connected via Ethernet
to a Laptop running PULSE LabShop™ by Bru¨el & Kjaer [67].
(a) Impact hammer and front-end (b) Accelerometers
Figure 5.2.: Measurement system.
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Figure 5.3.: Locations of sensors (red arrows) and impacts.
Three operating points were analyzed with elevation angles of 0◦, 30◦ and 60◦. In order
to deﬁne the locations of the sensors, preliminary numerical simulations were performed
to provide information about the mode shapes. With the objective to resolve the most
dominant modes, three diﬀerent corners of the frame were selected where large displace-
ments were predicted in diﬀerent directions. At each corner three accelerometers were
mounted in orthogonal directions indicated in Fig. 5.3 by red arrows. Each beam of the
frame was represented as a rigid element in the modal model. Three orthogonal DOFs
were deﬁned at each intersection of the beams, resulting in 3 x 15 DOFs. All 45 DOFs
were excited by the impact hammer as illustrated in Fig. 5.3 by the semi-transparent
black hammer heads. Each impact measurement was averaged over 5 repetitions in or-
der to remove spurious random noise from the signals caused by ambient conditions and
electrical noise in the instrumentation. The averaging procedure also improves statistical
reliability in the analysis, as the position and orientation of a single impact can eventu-
ally be inaccurate. Tests were executed at the heliostat ﬁeld under very low wind wind
speeds (estimated below 1m/s), and the signal to noise ratio was measured above 26 dB.
The data analysis was performed using the software Pulse Reﬂex™ by Bru¨el & Kjaer [68].
A uniform window weighting function and an exponential window were applied to the
input and output signals respectively to correct for leakage in the Fourier analysis, a
problem which is a direct consequence of the need to take only a ﬁnite length of time
history coupled with the assumption of periodicity [58]. Leakage shows up by the mea-
sured peaks being too broad and too low [69], as if energy was ”leaked” from the resonant
peaks to contiguous frequencies. The frequency span in the analysis was up to 50Hz
and each measurement had a duration of 8 s giving a frequency resolution of 125mHz.
Modal parameter estimation was accomplished by the RFP-Z method [58], which is a
multi-degree of freedom (MDOF) method that operates in the frequency domain and
analyzes multiple FRFs simultaneously. It is well-suitable for structures with closely-
coupled modes and moderate damping [68].
35
5 Modal analysis of a heliostat
5.3. Numerical methodology
The model was created and solved using ANSYS Mechanical R15.0 [60]. The FE model
of the heliostat is shown in Fig. 5.4. The model consists of around 100 parts repre-
senting the main components of the structure. A ﬁxed support is set at the bottom of
the pylon as boundary condition. Simpliﬁcations were necessary in order to reduce the
complexity and size of the model. Parts such as screws, bolts and gears were replaced
by joint elements with corresponding degrees of freedom. The joint elements are indi-
cated by their local coordinate axes in Fig. 5.5(b). The control unit and the gears of
the azimuth drive were not explicitly modeled. Their inertial mass was represented by
virtual mass points. The torsional stiﬀness in the joint element representing the azimuth
drive was estimated based on data of a similar gear drive [70]. Backlash in the drives is
neglected in the model since it violates the assumption of linearity required in the modal
analysis, which implies a direct proportionality between input force and displacement.
This simpliﬁcation is less critical at the elevation drive, as it is pretensioned by gravity
forces. However, it might have an eﬀect on vibrations associated with the azimuth drive.
Material properties were taken from the heliostat investigated experimentally, which is
made from construction steel mainly.
Figure 5.4.: FE model of the heliostat.
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(a) Support structure (b) Joint elements
Figure 5.5.: Detailed view of FE model.
The block Lanczos algorithm [71] was selected to solve the eigenvalue problem. The
frequency range to obtain the modes was limited to 50Hz, since the dominant modes
are expected withing this range as well as the majority of the excitation energy due to
wind loads as will be shown later in Sect. 5.4.4 and 6.2.3. The ﬁrst seven modes were
selected and their mode shapes were extracted for further analysis as they involve more
than 90% of the inertial mass of the structure. This is determined by the participation
factors which are a by-product of the numerical simulations and give the contribution
of each mode to the dynamic response in a speciﬁc direction.
The mesh consists of second-order hexahedral elements with middle nodes. Grid conver-
gence was examined by evaluating the natural frequencies of the ﬁrst seven modes for
three diﬀerent grid resolutions. Table 5.1 shows a comparison of the natural frequencies.
Due to the small diﬀerences compared to the ﬁnest grid, the medium grid resolution was
considered to be suﬃcient for further simulations.
Mode
Case Num. nodes 1 2 3 4 5 6 7
Coarse 1.0×105 4.3 4.5 4.8 7.4 10.0 12.6 18.5
Medium 2.4×105 4.3 4.5 4.7 7.2 9.8 12.0 18.4
Fine 4.7×105 4.3 4.5 4.7 7.3 9.8 11.9 18.4
Table 5.1.: Natural frequencies [Hz] for diﬀerent grid resolutions at α = 30◦.
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5.4. Results and discussion
5.4.1. Mode shapes
A qualitative comparison between modal tests and numerical simulations is presented
in the following ﬁgures. The ﬁrst 6 mode shapes of one operating point are shown in
Fig. 5.6. Similar results were obtained for the other two operating points investigated.
The mode shapes are indicated by an augmented deformation of the structure (full
surfaces) relative to the non-deformed state (black edge lines). The ﬁrst mode is a rigid-
body motion of the mirror frame described by an in-plane oscillation about the azimuth
axis. The modes 2 and 3 are also rigid-body motions of the structure. The second mode
indicates an oscillation about the shortest middle axis of the rectangular mirror frame,
while the third mode oscillates about the longest middle axis. Modes 4 and 5 are similar
to 3 and 2, respectively, with a superposition of a translation of the center caused by
the bending vibration of the pylon. The sixth mode shape is a torsional mode, where
corners on the same edge of the frame oscillate out-of-phase.
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Figure 5.6.: Comparison of mode shapes at 30◦ elevation angle.
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Figure 5.7.: Comparison of mode 7 at diﬀerent elevation angles.
Figure 5.7 describes mode 7; a bending mode about the shortest middle axis of the mirror
frame. It can be noticed that the mode shapes do not change with variation of the ele-
vation angle. Except for the ﬁrst mode, all mode shapes are out-of-plane motions which
could possibly be excited by ﬂuctuating wind loads, since pressure ﬂuctuations act in
the surface-normal direction. The good agreement between simulations and experiments
holds for all mode shapes and operating points investigated (see Fig. C.1).
5.4.2. Natural frequencies
The natural frequencies of all operating points investigated are compared in Tab. 5.2.
The frequencies are between 3.2Hz and 21.2Hz. The modes potentially aﬀected by
ﬂuctuating wind loads (i.e., out-of-plane modes) are above 3.8Hz. Only modes 4 and
7 show a minor dependency of the frequencies on the elevation angle. When increasing
the elevation angle, the natural frequencies in the fourth mode decrease slightly while
in the seventh mode they increase. This dependency is found in the experiments as
well as in the simulations. The natural frequencies from the simulations are in general
higher than the experimental results. This might be caused by an increased stiﬀness in
the contact region between several parts of the support structure, which results from
omitting rivets, screws and bolts and assuming that the adjacent surfaces are bonded.
The largest discrepancies which are found in the ﬁrst mode might also be associated
with simpliﬁcations of the azimuth drive mentioned above.
5.4.3. Damping ratios
The values presented in Tab. 5.3 represent the level of damping relative to the critical
damping, which is the threshold between oscillatory and non-oscillatory behavior. It
is determined by the half power (-3 dB) points of the magnitude of the FRF at the
resonance frequencies. Its prediction depends strongly on the frequency resolution and
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Mode
α[◦] 1 2 3 4 5 6 7
Exp. 0 3.3 3.8 4.0 6.8 8.0 10.7 15.0
Sim. 0 4.3 4.5 4.6 7.7 10.1 11.9 17.2
Exp. 30 3.2 3.8 3.9 6.2 8.3 10.7 15.9
Sim. 30 4.3 4.5 4.7 7.2 9.8 12.0 18.4
Exp. 60 3.2 3.8 4.1 5.9 8.1 10.7 18.0
Sim. 60 4.3 4.7 4.8 6.8 9.3 12.1 21.2
Table 5.2.: Comparison of natural frequencies [Hz] between experiment and simulation.
Mode
α[◦] 1 2 3 4 5 6 7
0 1.6 1.9 1.7 1.6 1.3 0.7 1.1
30 1.7 2.2 1.6 1.7 1.2 0.7 1.5
60 1.6 2.6 1.7 1.8 1.3 0.7 0.9
Table 5.3.: Damping ratios rel. to the critical values [%] determined experimentally.
the accuracy was estimated at ±0.5%. The results are in the range between 0.7% and
2.6% and correspond to a relatively light damped structure. The damping ratios do
not exhibit a signiﬁcant dependency on the elevation angle; the diﬀerences between the
values are within the accuracy of this quantity.
5.4.4. Critical conditions
Vortex-induced vibrations occur when vortices are shed alternately from opposite sides of
the structure. This gives rise to a ﬂuctuating load perpendicular to the wind direction.
Large vibrations may occur if the dominating frequency of vortex shedding fs is the
same as a natural frequency fn for the structure vibrating in a mode in the cross-wind
direction [16]. Vortex shedding frequencies can be determined from experimental data
using the Strouhal number St:
fs =
St · U
L
, (5.1)
where L is a characteristic length1 and U a reference velocity. This simple approach
applies to a unit located at the edge of the heliostat ﬁeld that is exposed directly to
the atmospheric wind in an open country terrain. Figure 5.8 shows the vortex shedding
frequency vs. wind speed at diﬀerent elevation angles. The curves were calculated from
Strouhal numbers of inclined ﬂat plates found in [72,73] using a characteristic length of
1The projected height c ·sin(α) is commonly used as characteristic length in the deﬁnition of St, giving
an approximately constant value for ﬂat plates and rectangular cylinders for α > 30◦ [31, 72, 73].
However, since the present work will be focused on α < 30◦, the deﬁnition L = c, which is also
found in the literature used here [72,74,75], is preferred.
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Figure 5.8.: Vortex shedding frequency of an inclined ﬂat plate.
2.5m according to the mirror frame dimensions. When the elevation angle decreases,
the frequency increases for a given velocity and it can be expected that elevation angles
below the values found in the literature are well within the gray area for velocities below
10m/s. The gray area in the graph indicates potentially critical operating conditions
where vortex shedding frequencies are in the range of the natural frequencies of the
heliostat structure. The frequency range contains the natural frequencies from the out-
of-plane modes mentioned above that are at risk to be excited by pressure ﬂuctuations.
The wind speed range was speciﬁed from the maximal wind speed expected at the
elevation axis. The data was obtained from wind data presented in Sect. 4.3.1. It
should be mentioned that higher wind speeds are possible and depend strongly on the
conditions of the site considered. Furthermore, this simple approach does not account
for free stream turbulence eﬀects or tip vortices present under real conditions, which can
be relevant for the dynamic wind loads and are investigated in detail in Chap. 6.
5.5. Conclusions from modal analysis
The present study served as a validation for a FE model of a conventional heliostat
design. The mode shapes predicted by the model are in very good agreement with the
experimental results in all operating points investigated. Mode shapes with a potential
risk to be excited by ﬂuctuating wind loads were identiﬁed above 3.8Hz. The discrep-
ancies in the natural frequencies between simulations and experiments are acceptable,
taking into account the large number of parts and the complexity of the structure. Po-
tentially critical conditions were found at elevation angles < 20◦ using a simple approach.
The FE model developed in the present study in combination with the damping coeﬃ-
cients determined experimentally will serve as the basis for a dynamic model to analyze
the response of the structure under ﬂuctuating wind loads.
41
6. Simulation of the ﬂow over a
heliostat
A CFD study with the objective to predict time-dependent wind loads on a heliostat
is presented in this chapter. First, the numerical model is described in Sect. 6.1. After
that, preliminary simulations required to ensure the quality and validity of the results
are presented in Sect. 6.2.1 and 6.2.2. Before discussing ﬁnal results in Sect. 6.3, the
generation of realistic inﬂow boundary conditions is presented in Sect. 6.2.3. Finally,
the conclusions from this study are summarized in Sect. 6.4.
6.1. Numerical methodology
6.1.1. Geometry and boundary conditions
The numerical model described here corresponds to a heliostat located at the edge of a
heliostat ﬁeld as shown in Fig. 3.1. The geometry displayed in Fig. 6.1 consists of an
inclined ﬂat plate with an elevation angle α varied at 5◦, 10◦ and 20◦. It is a simpliﬁed
representation of the mirror frame of the heliostat structure presented in Chap. 5. The
plate has a side length c = 2.5m, a width b = 3.22m and a thickness s = 0.09m. The
plate center is located at a height above the ground h = 2.4m and a distance of 1.5× b
from the lateral planes. The distance between the leading edge and the inﬂow plane is
2 × c and between the trailing edge and the outﬂow plane is 3 × c. The dimensions of
the surrounding domain are 6.25× h in vertical direction, 3× b in lateral direction and
approximately 6× c in streamwise direction.
The inlet boundary is located at x/c = 0 and mimics the atmospheric boundary layer
of an open country terrain. A mean velocity proﬁle is prescribed using the log-law
(Eq. (2.5)) with a roughness height z0 = 4 cm [18] and a reference velocity of 25.8m/s
at z = 10m corresponding to the maximal value found in the wind data analysis (see
Sect. 4.3.1). This proﬁle leads to a mean velocity of U∞ = 20m/s at the height of
the leading edge. Assuming that the ﬂow is independent of the Reynolds number as
discussed in Sect. 2.1.4, the computational eﬀort is reduced by setting arbitrarily the
dynamic viscosity μ = 3.06 × 10−3 kg/(sm) to obtain Re = ρU∞ c/μ = 2.0 × 104, with
the air density ρ = 1.225 kg/m3 and the chord length c = 2.5m. The validity of this
assumption is further examined in Sect. 6.2.2. Atmospheric turbulence is accounted for
via the vortex method explained in Sect. 2.3.2. The model parameters of the VM were
determined in a preliminary study presented in Sect. 6.2.3. The top (z/h = 6.25) and
back (x/c ≈ 6) planes are deﬁned as pressure outlets using the weighting procedure
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Figure 6.1.: Computational domain.
described in Appendix A.1 to reduce boundary eﬀects. No-slip boundary conditions are
applied to the plate and ground surface. Periodic boundaries are deﬁned at the lateral
planes (y/b = ±1.5).
6.1.2. Numerical setup and grid
The ﬁnite-volume code Fluent [52] was used to solve the incompressible ﬁltered Navier-
Stokes equations by means of Large-Eddy Simulation (LES). Thereby, the WALE model
is responsible for the unresolved subgrid-scales. The SIMPLEC algorithm was selected
for pressure-velocity coupling in the segregated solver. The convective terms in the
momentum equations are approximated by the central diﬀerencing scheme (CDS). A
second-order implicit time integration is used for temporal discretization and the equa-
tions are solved by the fractional step method (FSM), which is a non-iterative time-
advancement scheme that signiﬁcantly speeds up transient simulations by performing
only a single outer iteration per time step. A time step Δt = 0.001× c/U∞ was selected
to satisfy the Courant-Friedrichs-Lewy criterion (Eq. (2.20)) yielding CFL < 0.7. The
calculations were performed for a total of 180 convective time units t · U∞/c. However,
only the last 120 convective units were considered for computing statistics in time in
order to exclude initialization eﬀects (see Fig. B.1).
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The computational grid was created in ICEM CFD [76]. Figures 6.2(a)-(d) showcase
diﬀerent views of the grid. It consists of a block-structured grid with cells clustered in
the vicinity of the plate. Grid coarsening was accomplished by an exponential law to-
wards the outﬂow boundaries. A hyperbolic distribution of the grid points was selected
for coarsening the mesh towards the inﬂow plane and the ground surface in order to
limit the maximal cell size and to resolve the incoming turbulence. The grid spacing in
wall-normal direction around the plate was designed to obtain values of y+ ≤ 3 with
approximately 15 CVs located in the boundary layer. Unlike the plate, at the ground
surface the wall adjacent cells are placed outside the viscous sublayer giving values of
y+ up to 25 (this subject is further discussed in Sect. 6.2.3). For y+ > 3, a three-layer
log-law [77] is used. In Appendix A the use of wall functions and the WALE model are
evaluated in a benchmark test case [75]. The grid was smoothed by a built-in feature
of ICEM CFD [78] that reduces sharp transitions between cell blocks and improves or-
thogonality at the boundaries. The number of CVs and further information about the
grid resolution are given in Sect. 6.2.1.
(a) Isometric view around the plate. (b) Top view of the plate.
(c) Slice at mid-width position. (d) Slice at mid-length position.
Figure 6.2.: Depictions of the grid.
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6.2. Preliminary numerical tests
6.2.1. Grid resolution
Grid dependency of the solution was investigated using three diﬀerent resolutions for the
case α = 20◦. The grid reﬁnement was carried out mainly along the edges of the plate,
while the size of the wall adjacent cells in normal direction was kept the same in all
cases. The grids are displayed in Fig. 6.3 and detailed information is given in Tab. 6.1.
(a) coarse (b) medium (c) ﬁne
Figure 6.3.: Diﬀerent grid resolutions in the vicinity of the plate.
Case Total No.
of CVs
CVs along
plate length
CVs along
plate width
Wall-normal
spacing
Streching
ratio
Coarse 2.6× 106 66 88 0.002× c 1.15
Medium 4.6× 106 76 98 0.002× c 1.10
Fine 6.6× 106 86 108 0.002× c 1.05
Table 6.1.: Grid information.
Time-averaged streamlines at the mid-span plane are displayed in Fig. 6.4 for diﬀerent
grid resolutions. As expected, the ﬂow remains attached on the windward side of the
plate, while on the leeward side ﬂow separation takes place at the leading edge forming a
clockwise rotating recirculation region. Unlike the ﬂow over inﬁnite plates (see Fig. A.3)
and airfoils at high incidence [79], a counter-clockwise rotating trailing-edge vortex is
not visible. This is due to the dominating transversally rotating ﬂow induced by the
tip vortices. Only at the tail of the separation bubble the coarse grid exhibits some
diﬀerences compared to the other resolutions, which show streamlines emerging from a
point close to the trailing edge whose origin is explained in Sect. 6.3, and entrainment
from the wake in the upper region of the bubble. Despite these diﬀerences, the time-
averaged pressure distribution on the plate is not aﬀected as can be seen in the proﬁles of
the pressure coeﬃcient along two diﬀerent sections presented in Fig. 6.5. The evaluation
of the time-averaged ﬂow ﬁeld at other planes showed a very good agreement between
the grid resolutions as well (see Appendix B.2).
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(a) coarse (b) medium (c) ﬁne
Figure 6.4.: Time-averaged streamlines at mid-span plane y/b = 0.
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Figure 6.5.: Proﬁles of the time-averaged pressure coeﬃcient along the mid-span section
at y/b = 0 and along the lateral section at xt/c = 0.6.
The mean and standard deviations of the lift (Cl), drag (Cd) and moments about the
symmetry axes of the plate (Cmy, Cmx
1) are presented in Tab. 6.2. All coeﬃcients show
a very good agreement between the three diﬀerent resolutions. This behavior holds also
for the spectral distribution of the lift coeﬃcient (see Fig. B.5).
Grid C l Cd Cmy σCl σCd σCmy σCmx
Coarse 0.86 0.37 0.12 0.029 0.010 0.013 0.006
Medium 0.86 0.37 0.11 0.032 0.010 0.014 0.006
Fine 0.86 0.37 0.11 0.030 0.010 0.012 0.006
Table 6.2.: Statistical values of force and moment coeﬃcients for diﬀerent grid resolu-
tions.
1Due to symmetry conditions about the xt-axis follows Cmx = 0, hence it is omitted in Tab. 6.2.
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Figure 6.6.: Tangential velocity and Reynolds stresses at xt/c = 0.6, y/b = 0.
The eﬀects of the grid resolution are most notably in the proﬁles of the Reynolds stresses
along a line normal to the plate shown in Fig. 6.6. Thereby, the agreement between the
medium and ﬁne grids can be distinguished, especially at the peaks of the Reynolds-
stresses located at zn/c ≈ 0.22 where the coarse grid exhibits lower values.
The grid dependency of the solution is rather moderate for the grid resolutions examined
here. Force coeﬃcients along with the spectral distribution (see Fig. B.5) showed a very
good agreement in all cases. Only minor diﬀerences could be noticed in the mean ﬂow
ﬁeld and the resolved turbulence structures (see Fig. B.6). More clear indications of grid
convergence were observed in the proﬁles of the Reynolds stresses, where the medium
resolution was considered to be suﬃcient for further simulations.
6.2.2. Reynolds number dependency
Under extreme wind conditions found in Sect. 4.3.1, a Reynolds number Re = 3.4× 106
can be determined for the present study based on the dynamic viscosity of air μ =
1.79×10−5 kg/(sm), the air density ρ = 1.225 kg/m3, the reference velocity U∞ = 20m/s
and the characteristic length c = 2.5m. Such a large Re implies that the turbulent ki-
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netic energy (kt) is distributed over a wide range of turbulent scales present in the ﬂow.
For a reliable LES, the majority of this scales need to be resolved (at least 80% of
kt [39]). This leads to a substantial computational eﬀort which increases exponentially
with Re [80]. Thus, it is not feasible in the present study to perform simulations under
realistic conditions. For this reason, the dynamic viscosity was set arbitrarily to obtain
Re = 2.0 × 104. This simpliﬁcation is only valid if Reynolds eﬀects are small for the
ﬂow under examination. As discussed in Sect. 2.1.4, it can be expected, at least for the
mean loads, that this assumption holds, due to the fact that ﬂow separation takes place
at the sharp edges of the inclined ﬂat plate presented here. Still, it is not clear how Re
aﬀects ﬂuctuating loads and their spectral distribution, which is of great importance in
the present study. To examine this subject, a new case was generated for Re = 2.0×105,
corresponding to an increase in Re by one order of magnitude compared to the base line
case presented above. This assessment is still far from realistic conditions, nevertheless,
it is suitable to evaluate the Reynolds dependency of the solution.
In order to resolve the majority of the eddies existent at a higher Re, the grid pre-
sented above was reﬁned in all directions as shown in Tab. 6.3. The wall-normal dis-
tance of the adjacent cells was reduced to preserve y+ ≤ 3 and the time step was set
to Δt = 0.0004 × c/U∞ to satisfy the CFL-criterion with values of CFL < 0.8. The
numerical setup used in this case was the same as described in the previous section,
except for the discretization of the convective terms. Using CDS leads to nonphysical
wiggles in the solution. For this reason, the bounded central diﬀerencing scheme (BCD)
was adopted here, which is a blended scheme of CDS and second-order upwind scheme
(UDS) and is based on the normalized variable diagram (NVD) approach [81].
Total No.
of CVs
CVs along
plate length
CVs along
plate width
Wall-normal
spacing
Stretching
ratio
10.7× 106 114 146 0.0004× c 1.10
Table 6.3.: Grid information of high Reynolds number case.
Figure 6.7 illustrates instantaneous snapshots of the ﬂow ﬁeld over the heliostat plate at
both Re. The isosurfaces of the λ2-criterion [82] visualize vortex cores in the separated
ﬂow. A distinctive pair of counter-rotating tip vortices can be observed along the lateral
edges of the plate. They originate at the upper corners and grow in diameter downstream
as the result of the increasing pressure diﬀerence between windward and leeward side
responsible for the roll up of the vortices. The primary vortex is enclosed by a helical
vortex sheet which disappears at some point after the trailing edge. From this position
on, the more stable primary vortex core is convected downstream. Furthermore, arching
structures are detected above the trailing edge. They arise from leading-edge vortices
deformed by the counter-rotating ﬂow induced by the tip vortices. These Ω-shaped
vortices dissipate very quickly in the near-wake region. The same ﬂow features can
be found in experimental and numerical investigations on rectangular plates and delta
wings [83,84].
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(a) Re = 2.0× 104 (b) Re = 2.0× 105
Figure 6.7.: Isosurfaces of λ2 = −500 for diﬀerent Reynolds numbers.
The overall topology of the instantaneous ﬂow is very similar at both Reynolds numbers
considered. Only minor diﬀerences can be noticed in the presence of small-scale turbu-
lence structures, being more abundant at higher Re.
The time-averaged pressure coeﬃcient on the leeward side is compared in Fig. 6.8. The
presence of the separation bubble and tip vortices is clearly visible in the low pressure
regions. The agreement in the pressure distribution is noticeable between both Re.
However, at Re = 2.0 × 105 the transition between the regions of separated and reat-
tached ﬂow are sharper (i.e. the gradients are more pronounced) and the absolute values
towards the upper corners are higher .
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Figure 6.8.: Time-averaged pressure coeﬃcient on the top surface of the plate for diﬀer-
ent Reynolds numbers.
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Re C l Cd Cmy σCl σCd σCmy σCmx
2.0× 104 0.86 0.37 0.11 0.032 0.010 0.014 0.006
2.0× 105 0.88 0.37 0.12 0.034 0.011 0.011 0.007
Table 6.4.: Statistical values of the force and moment coeﬃcients for diﬀerent Reynolds
numbers.
The mean and standard deviation of the force and moment coeﬃcients presented in
Tab. 6.4 show a good agreement between both Reynolds numbers. The mean lift co-
eﬃcients are in good agreement with the value of 0.9 ± 0.045 measured on a similar
conﬁguration at Re = 1.0× 105 in [85] (see Fig. 6.20).
The spectral distributions of the force and moment coeﬃcients give essential information
to the study of dynamic loads, as they describe the contribution of the ﬂuctuations at-
tributed to individual frequencies to the total variance of the signals. The power spectral
density (PSD) of the lift and moment coeﬃcients is compared in Fig. 6.9. Two distinc-
tive peaks can be identiﬁed in the spectra at both Re. The ﬁrst one, detected only in
the lift and moment coeﬃcient about the y-axis, is found at about 4Hz and can be asso-
ciated to vortex shedding, as it corresponds to a Strouhal number St = f · c/U∞ ≈ 0.5
which agrees with experimental data found in [72]. The second one is found in all sig-
nals at about 40Hz and might be related to the tip vortices, since it is detected as only
distinctive peak in the signal of the moment about the symmetry axis of the plate in
streamwise direction Cmx. The plots in Fig. 6.9 show a very good agreement between
both Re for frequencies below 40Hz. For f > 40Hz the high Reynolds number case ex-
hibits higher values of the spectral density. This behavior is attributed to the presence
of smaller eddies ﬂuctuating at higher frequencies as Re increases. However, the contri-
bution to the total variance of the signals is less than 3% for f > 40Hz. In analogy to
the Reynolds dependency of the energy spectra in isotropic turbulence (see Sect. 2.1.4),
it is expected here that larger Re only aﬀects the high frequency range. For this reason,
Re = 2.0× 104 can be considered suﬃcient for studying dynamic loads in the frequency
range below 40Hz. This applies to the heliostat structure presented in Sect. 5, which
exhibits the dominant modes of vibration well within this frequency range.
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Figure 6.9.: Power spectral density of the lift and moment coeﬃcients for diﬀerent
Reynolds numbers.
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6.2.3. Inﬂow conditions
In addition to the mean velocity proﬁle describing the atmospheric boundary layer, its
turbulence characteristics need to be included in the model in order to account for free-
stream turbulence eﬀects mentioned in Sect. 2.1.5. For this purpose, the inlet boundary
condition used above is extended by adding velocity ﬂuctuations via the vortex method
(VM) described in Sect. 2.3.2. To assess the VM and ﬁt its parameters, a new CFD
model was generated. It is basically the same model as presented above with the absence
of the inclined plate. Thus, a lower grid resolution is required with a total of 1.9× 106
CVs distributed by 179×119×89 in streamwise, spanwise and vertical direction, respec-
tively (see Fig. 6.10). Contrary to commonly used guidelines for LES of wall-bounded
ﬂows [86], the near-wall region at the ground surface is not fully resolved. Instead, the
wall-normal cell distance is set equal to the smallest characteristic dimension of the ter-
rain, i.e. the roughness height z0 = 4 cm. This produced maximal values of y
+ ≈ 25. At
this location, the wall shear stress is obtained from the three-layer log-law2 described in
Appendix A.2. The use of wall functions leads to a substantial reduction in the compu-
tational eﬀort. This simpliﬁcation is justiﬁed by the following considerations: First, the
main objective is to reproduce the overall features of the ABL and to provide realistic
inﬂow conditions for the heliostat, and not to predict accurately the ﬂow features at
the ground surface. Second, the height of individual roughness elements on the ground
surface is characterized by z0. Hence, it is not feasible to resolve anything below it.
The model parameters of the VM are determined partly from the turbulence veloc-
ity components of the ABL in consideration. From Eq. (2.9) it follows for the normal
stresses:
u′2 = σ2u = 21.8 m
2/s2 v′2 = σ2v = 12.3 m
2/s2 w′2 = σ2w = 5.5 m
2/s2 (6.1)
The turbulent kinetic energy is then obtained by:
kt =
1
2
(
u′2 + v′2 + w′2
)
= 19.8 m2/s2 (6.2)
The size of the vortices, determined by the turbulent dissipation rate  for a given kt (see
Eq. (2.25)), and the number of vortices N were varied in the ranges between 24-48m2/s3
and 100-500, respectively. The most satisfactory results during these tests were found
at  = 32m2/s3 and N = 300. The eﬀects of  on the results are discussed at the end of
this section. Here, only the ﬁnal results are presented.
Instantaneous snapshots of the ﬂow ﬁeld are displayed in Fig. 6.11. On the top left
plane in Fig. 6.11(a), the generated vortices distributed along the inlet can be clearly
observed. Within a short distance from the inlet plane in streamwise direction, three-
dimensionality develops in the turbulence ﬁeld. This can be noticed in the less coherent
streamlines displayed in the following planes at x/c = 2 and x/c = 4. The isosurfaces of
λ2 in Fig. 6.11(b) give also an impression of this development, presenting a wide range
of vortical structures preserved through the domain.
2The use of rough wall functions [87] is an alternative to predict ground eﬀects more accurately.
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Figure 6.10.: Computational grid. The vertical white lines along the center illustrate the
locations where the ﬂow proﬁles are evaluated.
(a) Streamlines (b) Isosurfaces of λ2 = −100
Figure 6.11.: Instantaneous ﬂow developing downstream of the synthetically generated
turbulence.
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Figure 6.12.: Proﬁles of mean velocity and turbulence intensity.
Proﬁles of statistical quantities are evaluated at 5 diﬀerent locations represented in
Fig. 6.10. On the left hand side of Fig. 6.12, the mean velocity scaled by the value at
z = h is compared with the prescribed velocity proﬁle. The agreement with the log-law
is evident at all locations x/c. Some diﬀerences can be observed between the values to-
wards z/h = 0 as the near-wall boundary layer develops in streamwise direction. It must
be noted that the log-law is not valid close to the wall, hence it can only be displayed
for z/h > 0.4.
On the right-hand side of Fig. 6.12, the comparison of the total turbulence intensity:
I(z) =
√
1
3
(
u′2 + v′2 + w′2
)
U(z)
(6.3)
is depicted. The diﬀerences in the turbulence intensity between the streamwise loca-
tions are appreciable at all heights and most noticeable close to the ground. For x/c > 3
the turbulence intensity decreases a few percent points as the streamwise coordinate
advances. This might be caused by vortex break up and especially by numerical dis-
sipation. Nevertheless, the values in the region where the heliostat plate is located
(2 < x/c < 3, z/h = 1) agree very well with the reference. The individual turbulence
intensities are analyzed on the left-hand side of Fig. 6.13. Here, the decrease of the in-
tensity in streamwise direction is also noticeable. The streamwise component Iu exhibits
the largest discrepancies with the prescribed proﬁle and the magnitudes are comparable
with the lateral component Iv. The spectral distribution of the velocity components
(also referred to as energy spectra) is shown in the right-hand side of Fig. 6.13. In each
plot, the model spectra are compared with the results obtained from two diﬀerent loca-
tions in streamwise direction at the height z = h. In addition, a gray area indicates the
frequency range where the dominant natural frequencies of the heliostat structure exist.
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Figure 6.13.: Proﬁles of turbulence intensities and spectra of velocity components.
The agreement of the simulations with the model spectra is relatively good in the fre-
quency range of interest (i.e., above the gray area) and up to about 50Hz. For f > 50Hz,
the spectral distributions from the numerical results decrease rapidly revealing the un-
resolved small-scale turbulence which represents, however, less than 5% of the total tur-
bulent kinetic energy estimated from the model spectra. The vertical component Sw(f)
presents the best agreement over a wide frequency range, while the largest discrepancies
are found in the streamwise component Su(f) below 1Hz. The agreement between the
two diﬀerent locations x/c is observable in all cases, indicating that the turbulent kinetic
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energy is preserved between these locations. At f ≈ 3.3Hz a peak in the spectra can
be noticed. It is attributed to the largest eddies produced by the VM. Because velocity
reverses across the diameter (D) of an eddy, D can be considered as half of the wave-
length (λ) [88]. This simple approximation yields D = λ/2 = U/(2 f) = 0.9 × b and
agrees roughly to the largest eddy diameters that can be observed in Fig. 6.11(a).
Despite the diﬀerences identiﬁed above, the results are considered satisfactory in re-
producing the turbulent ABL for the present application. The discrepancies observed
in Iu, and the fact that its magnitudes are similar to Iv, indicate that the anisotropy
of the individual components prescribed by the normal stresses in Eq. (6.1) is not fully
reproduced by the VM, particularly for the streamwise component u′2.
During the tests only the parameter  was varied. This quantity together with kt is
linked to the mean vortex size via the mixing length hypothesis (see Eq. (2.25)). It was
found that for a given kt, increasing  leads to smaller eddies and vice versa. Further-
more, this behavior had an eﬀect on the spectral densities, displacing the energy spectra,
as well as the distinctive peak associated to the eddy size, towards higher frequencies
as the vortex size decreases. The results of these parameter variations can be found
in Appendix B.3. It should be mentioned that the dimensions of the domain have an
indirect inﬂuence on the results, as they limit the size and number of vortices that can
be generated. This is reﬂected in the discrepancies in the low frequency range of the
spectral densities Su and Sv. Furthermore, it was found that by generating eddies of
large size relative to the dimensions of the inﬂow plane, the time-averaged ﬂow ﬁeld
showed an asymmetrical shape.
6.3. Results and discussion
After ﬁnding the appropriate numerical setup and adopting Re = 2.0× 104, two sets of
simulations were performed at three diﬀerent inclinations. One set includes the turbu-
lent ABL via the vortex method and is referred to as Turbulent, while the other does
not include synthetic turbulence and is referred to as Smooth.
The three-dimensional mean ﬂow ﬁeld around the plate is depicted in Fig. 6.14 by the
time-averaged streamlines which are colored by the mean streamwise velocity u scaled
with the free-stream velocity U∞. A pair of counter-rotating tip vortices that grow in
diameter as they travel downstream along the side edges of the plate can be observed.
A separation bubble on the leeward side of the plate that originates from the leading
edge is visible at all cases. These characteristic ﬂow features are more noticeable as α
increases and under smooth inﬂow conditions. In the presence of free-stream turbulence
the size of the separation bubble is reduced notably. The separation bubble at α = 20◦
under smooth inﬂow conditions adopts a v-shape due to the downward induced velocity
from the rotation of the tip vortices. Inside the separation bubble a pair of symmetric
vortices at each side of the centerline of the plate rotate in opposite directions on the
top surface and drive the reversed ﬂow from the center line towards the side edges.
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Figure 6.14.: Time-averaged streamlines colored by the scaled mean streamwise velocity.
A substantial reduction of the recirculation region and an earlier reattachment in the
presence of free-stream turbulence can be clearly observed in the time-averaged ﬂow
ﬁeld at the symmetry plane z/b = 0 shown in Fig. 6.15. This reduction distinguishes
both cases at α = 20◦ particularly, as reattachment at the center of the plate does only
take place under free-stream turbulence. The mechanism responsible for this behavior
is turbulent mixing, which enhances the rate of entrainment of the ﬂuid with increased
turbulent intensity into the wake region as described in Sect. 2.1.5. What appears to
be a source point (i.e., streamlines emerging from a point) above the trailing edge for
α = 20◦ under smooth inﬂow conditions is caused by the 3D structures mentioned above
that encounter at this point where the streamlines come from the normal direction of
the plane y/b = 0. By taking a closer look at the cases for α = 5◦ in Fig. 6.15, it can
be noticed that ﬂow separation takes place on the windward side as well. Furthermore,
a small pair of counter-rotating trailing-edge vortices can be identiﬁed.
The time-averaged surface streamlines in Fig. 6.16 show clearly the shape of the separa-
tion bubble and the region of reattachment. By examining the direction of the stream-
lines, the 3D ﬂow inside the separation bubble mentioned above is revealed. In both
cases at α = 20◦ the presence of a secondary separation bubble is detected in the upper
region towards the leading edge. Similar observations have been found in measurements
on inclined ﬂat plates under smooth inﬂow conditions in [89–91].
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Figure 6.15.: Time-averaged streamlines at the mid-section y/b = 0.
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Figure 6.16.: Time-averaged streamlines on the top surface of the plate.
On the bottom surface (see Fig. 6.17), the inﬂuence of turbulence can only be noticed
at α = 5◦ in the reduction of the separation bubble, since the ﬂow remains attached for
higher angles of attack.
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Figure 6.17.: Time-averaged streamlines on the bottom surface of the plate.
The eﬀects of the inlet turbulence can be clearly observed in Fig. 6.18, which shows
time-averaged streamlines at the mid-section of the plate in streamwise direction. The
area is colored by the velocity magnitude at this plane scaled by the mean streamwise
velocity at the height of the heliostat plate. The upper plots show a symmetrical ﬂow
ﬁeld with two distinctive counter-rotating zones and a relatively weak downward ﬂow
from the top plane induced by the tip vortices. This is possible by applying the pressure
boundary condition described in Appendix A.1 at the top plane that enables backﬂow
for negative pressure gradients at the boundary. The plots at the bottom of Fig. 6.18
exhibit a non-symmetric distribution of the mean ﬂow ﬁeld with vortical structures dis-
tinguishable along the plane. This indicates that the averaging time of t = 120× c/U is
not suﬃcient in this case to obtain the mean ﬂow ﬁeld at this section.
As mentioned in Sect. 6.2.3, the asymmetry is related to the size of the vortices relative
to the dimensions of the inﬂow plane. Large vortices that move relatively slow along
planes normal to the streamwise direction induce long-wave ﬂuctuations that increase
the averaging period required to achieve a statistically stationary solution. However, the
ﬂow in the vicinity of the plate is less aﬀected by the large vortices as shown in Fig. 6.16
and 6.19 where the time-averaged surface streamlines and pressure distribution on the
plate show a nearly symmetrical solution. The eﬀects of the averaging time on the load
coeﬃcients were analyzed by computing running averages. Within the averaging period
used here, the lift coeﬃcients present a statistically converged solution (see Fig. B.1).
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Figure 6.18.: Time-averaged streamlines at the mid-section xt/c = 0.5.
The pressure distribution on the plate is visualized in Fig. 6.19 by the normalized time-
averaged pressure diﬀerence:
Cdp =
pt − pb
1
2
ρU2h
(6.4)
where pt and pb are the time-averaged static pressures on the top and bottom surfaces,
respectively, normalized by the dynamic pressure which is calculated with the mean
velocity U(z = h). This quantity is a measure of the strength and direction of the re-
sulting wind loads acting on the plate. The inﬂuence of turbulence on the time-averaged
pressure distribution is evident, and results from the changes in the separation bubbles.
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Figure 6.19.: Time-averaged pressure diﬀerence coeﬃcient deﬁned by Eq. (6.4).
Despite the diﬀerences in the pressure distribution, the mean values of the load coeﬃ-
cients presented in Tab. 6.5 are not aﬀected signiﬁcantly. Only the mean lift coeﬃcient
(C l) shows a small decrease with the introduction of the turbulent inﬂow condition, while
the mean moment coeﬃcient (Cmy) increases slightly at α = 20
◦. The mean values of
the lift coeﬃcient under smooth inﬂow conditions agree very well with experimental
data from [85] measured on a plate with side ratio b/c = 1.25 (see Fig. 6.20). Unlike
the mean values, the raise in the standard deviations due to free-stream turbulence is
substantial at all cases. The largest increments are found at α = 5◦ and the diﬀerences
between both cases decrease when increasing the elevation angle. This is related to the
weaker dependency on the elevation angle of the values belonging to the turbulent case,
which is most notable in the moment coeﬃcients.
Inlet BC α C l Cd Cmy σCl σCd σCmy σCmx
Smooth 5◦ 0.19 0.07 0.05 0.010 0.001 0.001 0.000
Turbulent 5◦ 0.17 0.07 0.04 0.219 0.051 0.042 0.025
Smooth 10◦ 0.41 0.13 0.09 0.011 0.002 0.002 0.001
Turbulent 10◦ 0.36 0.12 0.09 0.234 0.067 0.041 0.023
Smooth 20◦ 0.86 0.37 0.11 0.032 0.010 0.014 0.006
Turbulent 20◦ 0.83 0.36 0.17 0.300 0.138 0.035 0.025
Table 6.5.: Statistical values of force and moment coeﬃcients for diﬀerent inclinations
and inlet boundary conditions.
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Figure 6.20.: Mean lift coeﬃcient of a ﬂat plate at diﬀerent angles of attack α [85].
As can be expected, the spectral distributions of the moment coeﬃcients are notably
aﬀected by the inclusion of turbulence in the oncoming ﬂow. This is observable in the
comparison shown in Fig. 6.21, where the values including turbulence exhibit higher
magnitudes of the spectral density. The enhancement in the PSD curves for the mo-
ment coeﬃcients can be noticed over almost the entire frequency range. However, at
about 80Hz the amplitudes are similar. As mentioned before, this frequency is asso-
ciated with ﬂuctuations generated by the tip vortices. In the presence of turbulence,
this peak is no longer distinctive. This can be attributed to the ampliﬁcation of the
amplitudes below and above this peak, caused by ﬂuctuations of the incident ﬂow in
this frequency range. In addition, the sustained shape of the tip vortices under smooth
ﬂow conditions is destructed by turbulence (see Fig. 6.22), aﬀecting their contribution
to the ﬂuctuating loads.
At 3.8Hz a pronounced peak is observed in the spectral distribution of the moment
coeﬃcients. Even though vortex shedding is expected near this frequency, no visual
evidence of an enhancement of the leading or trailing edge vortices could be observed in
the results. During the preliminary tests to determine the appropriate turbulent inﬂow
conditions presented in Sect. 6.2.3 a peak in the velocity spectra was found close to this
frequency. Therefore, this peak is attributed to the eﬀects of the largest eddies of the
oncoming ﬂow on the loads (see Fig. 6.13).
Figure 6.22 illustrates how free-stream turbulence changes considerably the distinctive
ﬂow features appreciable under smooth inﬂow conditions. The separation bubble and the
relatively stable tip vortices convected along the wake under smooth inﬂow conditions
are not clearly visible in the presence of free-stream turbulence.
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Figure 6.21.: Power spectral distributions of the moment coeﬃcients for α = 20◦.
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Figure 6.22.: Instantaneous streamlines colored by the scaled streamwise velocity.
6.4. Conclusions from ﬂow simulations
The results of the ﬂow simulations conﬁrm the importance of accounting for turbulence
when modeling the ABL. The enhancement of the ﬂuctuating loads due to free-stream
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turbulence is signiﬁcant. The eﬀects were observed over a wide spectral range, including
the frequency range of interest. Even though the mean load coeﬃcients are not aﬀected
substantially by turbulence, the resulting mean pressure distribution changes notably.
The eﬀects of free-stream turbulence on the ﬂow ﬁeld, known from other studies and
described in Sect. 2.1.5, are clearly reproduced by the results. Likewise, the results
obtained with smooth ﬂow conditions are in accordance with experimental data found
in [83,85,89,90].
The time signals of the pressure diﬀerence along the plate were recorded during sim-
ulations for a period of t = 120 × c/U = 15 s. The pressure diﬀerence represents the
ﬂuctuating wind loads and is used as boundary condition on the FE model to perform
dynamic simulations. Furthermore, the spectral distributions of the velocity compo-
nents u, v, w and load coeﬃcients Cmx and Cmy provide valuable information to derive
relationships for the response prediction explained in the following chapters.
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7. Dynamic simulation of the heliostat
After developing the FE model that reproduces the dynamic properties of the heliostat
and generating time-dependent pressure loads via CFD simulations, a dynamic model is
created by coupling the FE model with the CFD results and performing transient simu-
lations. The objective here is to predict the dynamic behavior of the heliostat structure
under realistic wind conditions at an acceptable computational eﬀort. In Sect. 7.1, the
numerical model is described and the necessary simpliﬁcations are explained. Numeri-
cal convergence is also discussed in this section. After that, the simulation results are
presented and discussed in Sect. 7.2. Thereby, the eﬀects of the dynamic loads on the
quantities of interest are analyzed at speciﬁc operating conditions. The chapter ends
with the conclusions from the dynamic simulations in Sect. 7.3.
7.1. Numerical methodology
The transient analysis is performed using the FE model described in Sect. 5.3. Initial
conditions were obtained from a static simulation including only gravitational forces.
A time-dependent pressure distribution was applied as load boundary condition on the
mirror surface. The pressure load was obtained from the CFD results presented in
Sect. 6.3 that include inﬂow turbulence by computing the pressure diﬀerence between
the top and bottom surface of the plate at 225 points distributed as shown in Fig. 7.1.
The points are clustered towards the edges to resolve the pressure gradients accurately.
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Figure 7.1.: Locations of pressure signals.
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The semi-discrete equation of motion Eq. (2.32) needs to be integrated over time with a
temporal resolution that resolves adequately the load signal. Thus, the temporal resolu-
tion of the load signal and its interval length have an eﬀect on the computational eﬀort.
For this reason, the pressure signals were re-sampled from 8000Hz, which corresponds
to the full temporal resolution of the CFD simulations, down to 80Hz by simply using
every 100th sample. This is motivated by the fact that the expected response frequency
of the structure, based on the modal analysis, is below 20Hz. According to the Nyquist
criterion [92], the re-sampled signals enable a maximal resolution of 40Hz, i.e., two times
the maximal frequency of interest.
In order to avoid errors by the loss of information or distortion of the load signals
by aliasing1 eﬀects, it is important to evaluate the eﬀects of the reduced spatial and
temporal resolution. For this purpose, the moment coeﬃcients were computed from the
pressure signals of the 225 points sampled at 80Hz and compared with the values ob-
tained from a built-in function of the CFD code that computes the moment coeﬃcients
by integrating the pressure over all 7448 surface grid elements on the plate at every time
step, i.e., a sampling rate of 8 kHz. Figures 7.2 and 7.3 present the eﬀects of reducing
the sampling rate on the moment coeﬃcients. In Fig. 7.2 the comparison of the time
signals of the moment coeﬃcients show that the high frequency content of the original
signal sampled at 8 kHz is ﬁltered out, while keeping the principal ﬂuctuations at lower
frequencies when re-sampling at 80Hz. In the frequency domain shown in Fig. 7.3, the
ﬁltering operation can be identiﬁed by the cut-oﬀ frequency at 40Hz in the light gray
surface. The spectral distributions agree very well over the entire frequency range, in-
cluding the frequencies of interest. A diﬀerence of only 1% and less than 5% is found
between the original and re-sampled signals in the mean and standard deviation of Cmy,
respectively.
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Figure 7.2.: Comparison of time signals of moment coeﬃcients for diﬀerent sampling
rates and spatial resolutions.
1Aliasing is the introduction of non-existent low frequency components by using a too low sampling
rate.
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sampling rates and spatial resolutions.
The semi-discrete equation of motion Eq. (2.32) is solved by the Hilber-Hughes-Taylor
(HHT) method [93], which is a single-step implicit time integration algorithm of second-
order accuracy. In order to obtain a converged solution and resolve adequately the load
signals, several time steps are required between the time points at which the load signal
is given (i.e., every 1/80 = 12.5 × 10−3 s), called load steps. During integration, the
load values are interpolated linearly at each time step. The following condition for the
time step size is recommended in [59] to resolve accurately the response frequencies of
the structure: Δt ≤ 1/(20 × fmax), where fmax is the highest frequency of interest. A
time step size Δt = 2.5× 10−3 s was selected after performing preliminary simulations.
Figure 7.4 shows convergence in the solution of a response time signal for Δt ≤ 2.5 ×
10−3 s. This value satisﬁes the condition given above for fmax = 20Hz equal to the
highest frequency of interest taken from the modal analysis.
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Figure 7.4.: Displacement rz on a corner of the frame for diﬀerent time step sizes.
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Figure 7.5.: Rayleigh damping approximation and experimental data from Tab. 5.3.
Structural damping is accounted for via the Rayleigh damping hypothesis described
in Sect. 2.5. The Rayleigh coeﬃcients RM = 9.039 × 10−1 1/s and RK = 1.237 ×
10−4 s (see Eq. (2.34)) were computed by a least-squares algorithm. Figure 7.5 compares
the damping coeﬃcients from the modal analysis given in Tab. 5.3 with the Rayleigh
approach as a function of the frequency. Due to the simplicity of this approach, only
the level and trend of the damping coeﬃcients can be approximated. Nevertheless, the
values are within the accuracy of most of the experimental data points.
7.2. Results and discussion
Transient FE simulations were performed with the load conditions taken from the ﬂow
simulations including free-stream turbulence. The total deformation of the structure was
evaluated at every load step. The deformations at the instant of the maximal displace-
ment detected over the entire simulation time are shown in the bottom of Fig. 7.6 for
diﬀerent elevation angles. The orientation of the heliostat is similar to the illustrations
of the 3D ﬂow shown in Fig. 6.14. The deformations are ampliﬁed by a factor of 10
and the black edge lines represent the non-deformed state. The location of the largest
displacements were identiﬁed at the lower left corners of the frame. When comparing
the transient solution with the third mode shape from the modal analysis displayed in
the top ﬁgures, it is evident that this deformation corresponds to mode 3. By analyzing
animations of the transient results, it was conﬁrmed that this mode, which describes
an oscillation of the frame about its largest symmetry axis (y), is the most distinctive
and frequently observed motion at all elevation angles investigated. This is due to the
direction of this mode shape. As mentioned in Chap. 5, out-of-plane modes, such as
mode 3, are more susceptible to pressure ﬂuctuations as they excite the structure in
surface-normal direction. Moreover, the presence of turbulence and vortex shedding in-
duce ﬂuctuations that aﬀect the instantaneous moment My which is responsible for the
oscillations of the frame about the elevation axis.
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Figure 7.6.: Identiﬁcation of the dominant mode shape for diﬀerent elevation angles.
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Figure 7.7.: Identiﬁcation of distinctive mode shapes in transient results at α = 5◦.
Other less dominant mode shapes were revealed by analyzing in detail the transient re-
sults. Figure 7.7 illustrates three diﬀerent instants when the oscillations are associated
to diﬀerent modes shapes. Oscillations of the frame about its shortest symmetry axis
(xt), corresponding to mode shape 2, were often observed in the animations, whereas
motions resembling mode 6 and 7 were less frequent. These three types of oscillations
are caused by instantaneous asymmetrical pressure distributions on the plate. Velocity
ﬂuctuations normal to the plate and self-induced turbulence phenomena, such as tip
vortices, might be their main sources.
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In the following analysis the heliostat structure subjected to wind loads is viewed as
a system consisting of an input and output. The loads integrated from the pressure
distribution are the input quantities denoted by the index in, while the reaction loads
in the structure which include the eﬀects of inertial forces are the output quantities
denoted by out. In order to analyze resonance eﬀects and the contribution of inertial
forces on the dynamic loads, the output (reaction) moment about the elevation axis
My,out is evaluated. It is computed from the total forces acting on the elevation drive.
For comparison purposes My,out is multiplied by -1 throughout the analysis, yielding, by
deﬁnition (see Fig. 3.2), the same sign as the input moment.
In Tab. 7.1 diﬀerent statistical values of My,out are presented for each elevation an-
gle. In addition to conventional statistical values, e.g., mean My,out, standard deviation
σMy,out and maximum Mˆy,out, three additional quantities are derived to evaluate the con-
tribution of the ﬂuctuating part of the output moment. The peak factor, which is used
to estimate the peak value of a normal distributed quantity (see Sect. 8.1), is calculated
from:
kMy,out =
Mˆy,out −My,out
σMy,out
. (7.1)
The ratio of standard deviation to mean value is given by:
TMy,out =
σMy,out
My,out
. (7.2)
The gain factor GMy , which quantiﬁes the average ampliﬁcation of the input moment
due to dynamic eﬀects, is deﬁned as the ratio of the standard deviations of the output
to input moment by:
GMy =
σMy,out
σMy,in
. (7.3)
The mean value of the output moment increases almost linearly with the elevation
angle similar to the normalized input moment given by the moment coeﬃcient Cmy
in Tab. 6.5. The standard deviation, which characterizes the ﬂuctuating part of the
output, remains nearly constant. This is due to the fact that the ﬂuctuating part of
the input moment, represented by σCmy , as well as the dynamic properties, described by
the modal parameters fn and ξ, are independent of α. This behavior implies that the
contribution of the ﬂuctuating component to the total output increases when decreasing
α. This is reﬂected in TMy,out , which exhibits a threshold at α = 10
◦ where static and
averaged ﬂuctuating components are equal. The peak factors of the output moment are
in the range of 3-5 as expected for a Gaussian process [17] and increase linearly with
α which is in accordance to the behavior of highly separated ﬂows where peak factors
of the pressure coeﬃcient have been found between 6-7 and up to 10 in [94, 95]. The
gain factors, with values above 2 in all cases, indicate a signiﬁcant ampliﬁcation of the
ﬂuctuating wind loads caused mainly by resonance eﬀects associated to the excitation
of the dominant mode 3 identiﬁed in Fig. 7.6.
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α [◦] My,out [Nm] σMy,out [Nm] Mˆy,out [Nm] TMy,out kMy,out GMy
5 196 497 1902 2.5 3.6 2.3
10 443 465 2254 1.0 4.1 2.2
20 846 493 3383 0.6 5.1 2.8
Table 7.1.: Statistics of output moment for diﬀerent inclinations.
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Figure 7.8.: Input and output moments about the elevation axis.
The dynamic eﬀects on the loads are of special interest at low elevation angles at which
the heliostats are set during strong wind conditions. Hence, for α = 5◦ the time sig-
nals and probability density function of the input and output moment is compared in
Fig. 7.8. Both time signals exhibit a random behavior that follows a normal distribution
with the same mean magnitudes. It is noticeable that the output signal reaches larger
magnitudes which leads to a wide spread PDF.
In the frequency domain, the linear relationship between input and output moments
is described by the frequency response (transfer) function HMy(f). Its squared magni-
tude can be obtained from the ratio of the power spectral densities as:
|HMy(f)|2 =
SMy,out
SMy,in
(7.4)
If, at any frequency, the magnitude of the input and output are identical, then the
transfer function is unity. If the system ampliﬁes the vibration, then the transfer function
will be greater than unity [96]. This behavior is reproduced in Fig. 7.9 where distinctive
peaks, marked by circles on the graph, are identiﬁed at the natural frequencies of speciﬁc
modes. As expected, mode 3 and 4, which have been associated above and in Sect. 5.4.1
with oscillations about the elevation axis, are identiﬁed in the FRF. Mode 7 and 8 (see
Fig. C.2), which are bending modes of the frame about the xt axis, are also detected in
the FRF as they induce a moment about the elevation axis when the center position of
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the trailing edge (i.e., position (1) in Fig. 3.2) oscillates out-of-phase with the corners of
the frame.
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Figure 7.9.: Frequency response function (FRF) for the moment about the elevation axis.
The average displacement normal to the mirror surface rzi, its peak value rˆzi and stan-
dard deviation σrzi were computed at the positions i = 0, 1, and 2 (see Fig. 3.2) on
the bottom left facet of the frame. The values are presented in Tab. 7.2 for diﬀerent
elevation angles. It can be noticed that the mean value increases almost linearly with
the elevation angle, while the standard deviations do not change signiﬁcantly with α. A
similar dependency on the elevation angle is observed in the statistical values of the cor-
responding load components Cmx and Cmy presented in Tab. 6.5 for the cases including
turbulence. The ratio σrz1/σrz2 is approximately 2 in all cases. The magnitude of rˆz is
relatively small in all cases and corresponds to less than 1% of the chord length c.
α rz0 rz1 rz2 σrz0 σrz1 σrz2 rˆz0 rˆz1 rˆz2
5◦ -1.2 -1.3 0.0 4.9 4.5 2.0 -16.8 -14.8 7.2
10◦ -2.5 -2.9 0.6 4.9 4.2 2.3 -22.1 -18.4 7.6
20◦ -4.4 -5.3 1.9 4.9 4.4 2.1 -22.9 -21.6 8.9
Table 7.2.: Statistics of vertical displacement in [mm] at three positions (see Fig. 3.2).
For the case α = 20◦, which is an elevation angle that can be found during operation,
the angular deviation δ of the mirror surface-normal vector with respect to its initial
value was computed for each load step by averaging over 16 surface segments. The time-
averaged value and standard deviation are δ = 5.3mrad and σδ = 2.8mrad, respectively.
The slope error, which is given by the standard deviation of the nominal value, was
computed from the root-mean-square as:
RMS(δ) =
√
δ
2
+ σ2δ = 6.0mrad (7.5)
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The mean value has the largest contribution to the slope error and results from the static
part of the wind load, while the standard deviation represents the dynamic eﬀects and
has a smaller contribution. Nonetheless, it still signiﬁcantly inﬂuences the target value
given in Sect. 2.1 by 1-2mrad. Experimental results on large heliostats [97] measured a
slope error of 3.9mrad at a wind speed of 12m/s.
The time signals of the vertical displacements follow a normal distribution as can be
observed in Fig. 7.10. The angular deviation, however, is not Gaussian. Instead, δ
follows the non-central χ-distribution. This is due to the fact that δ depends on both
oscillations about the principal axes of the frame xt and y. Therefore, δ can be deter-
mined from the vertical displacements rz1 and rz2 by assuming small deformations (see
Eq. (8.28), (8.21) and (8.11)). For this reason, the non-central χ-distribution, that will
be described in Sect. 8.4, ﬁts very well to δ as it reproduces the PDF of a quantity that
depends on two normal distributed variables.
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Figure 7.10.: Probability density functions of vertical displacements and angle deviations
of the normal vector for the case α = 20◦.
7.3. Conclusions from dynamic simulations
The dynamic results have shown which modes are principally aﬀected by ﬂuctuating
wind loads. As expected, mode shapes describing oscillations out of the mirror plane
are the most characteristic motions in the transient results. The most frequently ob-
served vibrations are associated with mode 3, which is also responsible for the largest
displacements of the structure at all elevation angles investigated. The ampliﬁcation
of the reaction moment about the elevation axis is substantial and conﬁrms the impor-
tance of accounting for dynamic eﬀects. The maximal displacements were observed at
the corners of the frame. However, the peak values are less than 1 % of the chord length
which justiﬁes the application of one-way coupling between the CFD and FEM analysis
that relies on small deformations. The statistical values of the displacements indicate a
linear behavior of the system. The analysis of the angular deviation of the mirror normal
vector has revealed that under the critical wind conditions investigated, the slope error
exceeds the target values usually given for heliostats. The dynamic loads have shown a
signiﬁcant contribution to the slope error.
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The time-dependent deﬂection of a structure subjected to a transient load is referred
to as response. It is characterized here by the vertical displacements rzi at a speciﬁc
location (i) in the structure. In order to predict the response of the structure and the
time-dependent reaction loads accurately, simulations that use high temporal and spa-
tial resolutions, as presented above, are required. However, a statistical treatment of the
problem leads to simpliﬁed procedures that can be used to predict the relevant quantities
for design purposes, such as loads and displacements, at a negligible computational eﬀort.
In the case of wind loads on heliostats, turbulence in the atmospheric boundary layer
is the main source of the ﬂuctuating loads that lead to oscillations of the structure.
Since turbulence is a stochastic process, the quantities involved in the analysis of the
structural response are random in nature. This can be observed in the time histories
displayed in Fig. 8.1, which show the streamwise velocity u at z = h and the moment
coeﬃcient Cmy, both obtained from the CFD simulation for the case α = 5
◦, besides the
vertical displacement rz1 from the dynamic FEM simulation evaluated above.
Despite the randomness of the quantities shown below, they can be characterized by
their probability density functions. Since they follow a normal distribution, as shown
in Fig. 8.2, they can be described by the mean and standard deviation. This practical
property and the formulation of relationships between the quantities in the frequency
domain via the admittance method (see Sect. 2.1.2) enables the prediction of peak values
and the generation of synthetic time signals for further analysis as will be shown in this
chapter. The eﬀects of self-induced pressure ﬂuctuations caused by vortex shedding are
not explicitly modeled in the response prediction. However, their contribution on the
ﬂuctuating loads is contained in the frequency dependent transfer functions determined
in the procedure.
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Figure 8.1.: Time histories of velocity u, moment coeﬃcient Cmy and displacement rz1.
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8.1. Peak values
The peak value aˆ of a normally distributed quantity can be estimated as follows:
aˆ = a+ kaσa, (8.1)
where a and σa are the mean and standard deviation, respectively. The peak factor
ka is typically in the range between 3 and 5, covering more than 99% of the expected
values of a normal distribution. For the quantities displayed in Fig. 8.1, the peak factors
ku = 2.9, kCmy = 4.9 and krz1 = 3.1 are found. The following equation is proposed in [98]
to estimate the peak factor of a random function:
ka =
√
2 ln(fT ) +
γ√
2 ln(fT )
, (8.2)
where γ = 0.577 is Euler’s constant, T is the period of observation and f is a charac-
teristic cycling rate of the process. For the prediction of the maximal displacement in
a vibrating structure, f is close to the natural frequency [24]. For a period T = 15 s
equal to the length of the time signals obtained above and using the natural frequency
fn3 = 4.7Hz of mode 3 as characteristic cycling rate, the peak factor krz1 = 3.1 is ob-
tained from Eq. (8.2) which matches the actual value presented above. Furthermore,
this approximation can be used to calculate the peak factor for longer periods typically
taken in wind load analysis, e.g., T = 600 s (see Sect. 2.2.2), yielding a peak factor
krz1 = 4.1.
8.2. Power spectral density and standard deviation
The calculation of peak values using Eq. (8.1) requires the mean and standard deviation
of the quantity of interest. While the mean values can be, at least approximately, com-
puted from steady-state CFD and static FE simulations, the standard deviation implies
a transient analysis which is computationally more expensive. Alternatively, relation-
ships to compute the standard deviations can be derived by means of spectral analysis.
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The admittance method described in Sect. 2.1.2 is adopted here built upon the simu-
lation results. This method is widely used in the investigation of unsteady loading of
structures associated to buﬀeting. The following equations are derived similarly to the
buﬀeting forces on suspension bridges [99]. The idea is to relate the velocity ﬂuctuations,
viewed as the input signal, to the loads and ﬁnally to the displacement, that represents
the output signal. This assumes that the system behaves linearly, i.e., the loads are
proportional to the velocity and the displacements are proportional to the loads.
The time-dependent variables are treated by Reynolds’ approach as superposition of
the ﬂuctuating component and mean value. In a horizontally homogeneous ﬂow, i.e., a
constant mean wind speed and direction, the velocity vector reads:
U =
⎛⎝u+ u′v′
w′
⎞⎠ . (8.3)
The moment My(t) is calculated from Eq. (2.1b) using the square magnitude of the
velocity vector and neglecting the square values of the ﬂuctuations, which are small
compared to the mean velocity, as follows:
My(t) =
1
2
ρA c u2
(
1 +
2
u
u′
)
Cmy(α). (8.4)
The moment coeﬃcient about the elevation axis Cmy depends on the angle of attack or
elevation angle α and can be approximated using the Taylor expansion evaluated at the
mean elevation angle α0 by ignoring the square terms as:
Cmy(α) = Cmy +
∂Cmy
∂α
(α(t)− α0), (8.5)
where the partial derivative is determined from the mean values of the moment coeﬃcient
at diﬀerent elevation angles presented in Tab. 6.5. The instantaneous angle of attack
α(t) depends on the angle of the velocity vector ϕ and the mean elevation angle α0 (see
Fig. 8.3) as:
α(t) = ϕ(t) + α0. (8.6)
For u  u′, w′ and using the small-angle approximation follows:
tan(ϕ) ≈ w
′
u
≈ ϕ. (8.7)
Figure 8.3.: Sketch of the response model for Cmy.
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Assuming that the products of the velocity ﬂuctuations are negligible with respect to
the square of the mean velocity [19], substituting Eq. (8.5), (8.6) and (8.7) in Eq. (8.4)
and dividing by 1
2
ρA c u2 yields:
Cmy(t) = Cmy +
2Cmy
u
u′ +
∂Cmy
∂α
w′
u︸ ︷︷ ︸
C ′my
. (8.8)
The ﬂuctuating part of the moment coeﬃcient C ′my is transformed into the frequency do-
main by applying Eq. (E.4b) and a frequency-dependent function |χaero,Cmy(f)|2, termed
aerodynamic admittance, is introduced in order to obtain Eq. (8.9). This quantity
takes into account the spatial characteristics of turbulence and its distribution over
the body [20]. It represents a modifying adjustment (for an actual body) of the ideal
case of a body surrounded by turbulence with full spatial correlation [19]:
SCmy(f) =
1
u2
[
4C
2
mySu(f) +
(
∂Cmy
∂α
)2
Sw(f)
]
|χaero,Cmy(f)|2. (8.9)
A linear relationship between the ﬂuctuating load and displacement is achieved by mod-
eling the plate as a rigid body that oscillates around the y-axis. The torsional moment
is deﬁned by:
My(t) =
1
2
ρA c u2Cmy(t) = kyδy(t), (8.10)
where ky represents the rotational stiﬀness of the system and δy the time-dependent
angle of rotation about y as illustrated in Fig. 8.4, where the dotted line represents
the twisted plate. Assuming that the axis of rotation is ﬁxed (i.e., deﬂections of the
pylon that supports the drives and mirror frame are neglected) and for small oscillations
around y, the rotation angle and the vertical displacement rz1 are related as follows:
tan(δy) =
2 rz1
c
≈ δy. (8.11)
By substituting Eq. (8.11) in Eq. (8.10) and adopting the separation of mean and ﬂuc-
tuating components given by Eq. (8.8), the time-dependent vertical displacement yields:
rz1(t) =
ρA c2 u2
4 ky
(
Cmy + C
′
my
)
. (8.12)
Figure 8.4.: Sketch of the response model for rz1.
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The ﬁrst product on the right-hand side of Eq. (8.12) represents the mean vertical
displacement rz1 and the second product the ﬂuctuating part r
′
z1 that can be expressed
in the following form:
r′z1 =
rz1
Cmy
C ′my. (8.13)
Equation (8.13) is then transformed into the frequency domain and the frequency-
dependent function |χmech,rz1(f)|2, termed mechanical admittance, is introduced:
Srz1(f) =
(
rz1
Cmy
)2
SCmy(f)|χmech,rz1(f)|2. (8.14)
The mechanical admittance represents the relationship of the ﬂuctuating load (C ′my) to
the response (r′z1) of the structure in the frequency domain. Its shape is dictated by
the natural frequencies, hence it is described in [20] as the square of the resonance curve.
For the moment and oscillations around the tangential axis xt a similar derivation as
above is conducted on the y−zn plane normal to the mirror frame as displayed in Fig. 8.5
and 8.6. The direction of the velocity vector on this plane is described by the angle of
attack β deﬁned by:
β = arctan
(
v′
wn
)
, (8.15)
where the normal velocity component is deﬁned by wn = sin(α0)(u+u
′)+cos(α0)w′. The
moment Mx(t) is calculated by Eq. (2.1b) using the square magnitude of the velocity
vector and neglecting the square values of the ﬂuctuations. Hence, it follows:
Mx(t) =
1
2
ρA c u2
(
1 +
2
u
u′ +
2
u
cot(α0)w
′
)
Cmx(β). (8.16)
A relationship between the angle of attack and the moment coeﬃcient is derived from
the linear terms of the Taylor expansion of Cmx evaluated at the mean angle β0 as:
Cmx(β) = Cmx +
∂Cmx
∂β
(β(t)− β0). (8.17)
Figure 8.5.: Sketch of the response model for Cmx.
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Figure 8.6.: Sketch of the response model for rz2.
Substituting Eq. (8.17) in Eq. (8.16) and dividing by 1
2
ρA c u2 yields:
Cmx(t) = Cmx+
2Cmx
u
(u′ + cot(α0)w′) +
∂Cmx
∂β
(
β′ +
2
u
β′u′ +
2
u
cot(α0)β
′w′
)
︸ ︷︷ ︸
C ′mx
. (8.18)
After transformation into the frequency domain of the ﬂuctuating part of the moment
coeﬃcient from Eq. (8.18) and the introduction of the aerodynamic admittance function
|χaero,Cmx(f)|2, one obtains:
SCmx(f) =
[(
2Cmx
u
)2 (
Su(f) + cot
2(α0)Sw(f)
)
+
(
∂Cmx
∂β
)2(
Sβ(f) +
4
u2
(
Sβu(f) + cot
2(α0)Sβw(f)
))] |χaero,Cmx(f)|2.
(8.19)
A linear relationship between the moment coeﬃcient Cmx and the vertical displacement
rz2 is derived from the model displayed in Fig. 8.6 that represents a rigid plate that
oscillates around the xt-axis. Its torsional moment is given by:
Mx(t) =
1
2
ρA b u2Cmx(t) = kxδx(t), (8.20)
where δx is the time-dependent angle of rotation around xt and kx represents the ro-
tational stiﬀness that can be determined from static FE simulations. Applying the
small-angle approximation, one obtains:
tan(δx) =
2 rz2
b
≈ δx. (8.21)
After substitution of Eq. (8.21) in Eq. (8.20) and using the separation of mean and
ﬂuctuating components of the moment coeﬃcient, the vertical displacement yields:
rz2(t) =
ρA b2 u2
4 kx
(
Cmx + C
′
mx
)
. (8.22)
The second term on the right-hand side of Eq. (8.22) is transformed into the frequency
domain to obtain the following equation by introducing the mechanical admittance func-
tion |χmech,rz2(f)|2:
Srz2(f) =
(
ρA b2 u2
4 kx
)2
SCmx(f)|χmech,rz2(f)|2. (8.23)
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The admittance functions can be computed from the equations where they have been
introduced (Eq. (8.9), (8.14), (8.19) and (8.23)) provided that all other quantities are
known. The ﬂow simulation results provide the necessary information to compute the
aerodynamic admittance functions and, in combination with the dynamic simulation
results, the mechanical admittance functions.
Figure 8.7 shows the admittance functions calculated from the simulation results for
α = 5◦. The aerodynamic admittance functions present the largest values at low fre-
quencies and, for f c/u > 1, decrease with increasing frequency. This is due to the fact
that towards low frequencies the ratio of the wavelength of the turbulent ﬂuctuations
to the size of the body increases and the response approaches a quasi-steady behavior,
i.e., the velocity and load ﬂuctuations approach full correlation (see Sect. 2.1.2). At
higher frequencies the smaller turbulent eddies have shorter wavelengths; thus those ed-
dies with higher frequencies will suﬀer a loss of coherence more rapidly than the large
eddies [19]. Consequently, the small eddies do not have a strong impact on the structure.
A similar behavior is reproduced by wind tunnel tests on bridge sections in [100–102].
A pronounced peak in the aerodynamic admittance functions, as can be present in cases
where vortex shedding takes place [103], is not observed here which conﬁrms the domi-
nant role of atmospheric turbulence mentioned before.
In [103, 104] it is shown that for a given body shape |χaero(f)|2 is a function of the
body size and wind speed. By formulating the aerodynamic admittances as a function
of the non-dimensional frequency (f · c/u) they can be used for similar heliostats of
diﬀerent size and for diﬀerent wind speeds. To compute the spectral distribution of the
moments, equations (8.9) and (8.19) are used with mean quantities that are already
known (e.g., Cmy,
∂Cmy
∂α
, ∂Cmx
∂β
) for a given wind direction. Spectral information of the
velocity (i.e., Su, Sw, Sβ, Sβu, Sβw) is also required to prescribe the turbulence conditions.
These spectra can be obtained from wind data analysis or, alternatively, Su and Sw can
be modeled by the spectra given by Eq. (2.12) and (2.14).
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Figure 8.7.: Aerodynamic admittance functions for α = 5◦.
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Figure 8.8.: Mechanical admittance functions for α = 5◦.
The mechanical admittance functions presented in Fig. 8.8 exhibit several distinctive
peaks (resonant peaks) located at the natural frequencies of the modes that are most af-
fected by the excitation of the structure in a speciﬁc direction. For |χmech,rz1(f)|2, which
relates the vertical displacement rz1 to the moment coeﬃcient Cmy, the modes associated
with oscillations around the y-axis are distinguishable, whereas for |χmech,rz2(f)|2, which
relates the vertical displacement rz2 to the moment coeﬃcient Cmx, the modes associated
with oscillations around the xt-axis are the distinctive modes. This is in accordance with
the characteristic modes associated in Sect. 5.4.1 and Sect. 7.2 with oscillations around
the axes xt and y and their corresponding moments. Equations (8.14) and (8.23) can be
used to compute the spectral distribution of the displacements by using mean quantities
that can be calculated from linear relationships (e.g., rz1 from Eq. (8.10)) or from static
FE simulations for a given wind speed.
The aerodynamic admittance functions are usually assumed to be independent of the
turbulence intensity. This subject was studied in [105] by wind tunnel measurements
on bridge deck sections, and the results did not show any noticeable changes in the
aerodynamic admittance when increasing Iu from 6.8% to 9.1%. Nonetheless, it must
be noted that the linear relationship between the ﬂuctuating wind and the ﬂuctuating
loads described by the aerodynamic admittance functions does not hold for arbitrary
turbulence conditions. Due to neglecting the square terms of the velocity ﬂuctuations
an error is introduced which increases with the turbulence intensity. However, for most
wind engineering problems the error is small, e.g., for Iu = 20% the error is only 4% [103].
The PSD of the reaction moment SMy,out can be calculated from this procedure by:
SMy,out = |HMy(f)|2SMy,in = |HMy(f)|2
(
1
2
ρ u2Ac
)2
SCmy(f), (8.24)
where |HMy(f)|2 is the FRF determined from dynamic simulations by Eq. (7.4).
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As mentioned before, the quantities of interest are random in nature and can only
be described statistically. Their variance can be integrated from the PSDs by:
σ2Cmx =
∫ fs/2
0
SCmxdf, σ
2
Cmy =
∫ fs/2
0
SCmydf, σ
2
My,out =
∫ fs/2
0
SMy,outdf, (8.25a)
σ2rz1 =
∫ fs/2
0
Srz1df, σ
2
rz2
=
∫ fs/2
0
Srz2df, (8.25b)
where fs is the sampling frequency. The square root of the variance, i.e., the standard
deviation, can then be used to estimate maximal values from mean quantities using
Eq. (8.1).
The procedure to estimate the statistical values of the output moment from the set
of equations presented above is summarized in the following steps:
1. Deﬁne the reference wind speed U at z = 10m or estimate it from wind data
2. Deﬁne the surface roughness height z0 for a given terrain
3. Calculate the mean wind speed u at z = h from Eq. (2.5)
4. Compute Su and Sw from wind data or Eq. (2.12) and (2.14)
5. Determine Cmy,
∂Cmy
∂α
, |χaero,Cmy(f)|2 and |HMy(f)|2 from simulations
6. Calculate the mean value My,out from Eq. (2.1b)
7. Compute SCmy(f) from Eq. (8.9)
8. Compute SMy,out from Eq. (8.24)
9. Calculate the standard deviation σMy,out from Eq. (8.25a)
10. Estimate the peak value Mˆy,out from Eq. (8.1) using a peak factor 3 < kM < 5
Two speciﬁc operating conditions that are of special interest for the structural design
were selected to compute the output moment following the procedure described above.
The reference wind speed U = 40m/s was applied to the case α = 5◦ approximating
thereby storm conditions. For α = 20◦ the maximal operating wind speed U = 10m/s
was speciﬁed to represent critical conditions during power generation. The velocity
spectra Su and Sw were computed from the empirical formulas given in Eq. (2.12) and
(2.14) for a roughness height z0 = 8 cm
1 corresponding to the turbulence characteristics
of the wind data analyzed in Sect. 4.3.2. The required quantities in step 5 of the
procedure were taken from the simulations for the corresponding elevation angle. The
peak values Mˆy,out were computed from Eq. (8.1) using the peak factors given in Tab. 7.1
for the corresponding case. The statistical results are presented in Tab. 8.1. The peak
values can be used to evaluate the design against structural failure due to overstressing
by estimating maximal stresses on critical parts, e.g., the shaft of the elevation drive.
1The selection of this values instead of the reference value z0 = 4 cm used for the CFD simulations
is done under the assumption that the aerodynamic admittance functions are independent of the
turbulence intensity as discussed above.
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α [◦] U [m/s] My,out [Nm] σMy,out [Nm] Mˆy,out [Nm]
5 40 430 725 3076
20 10 116 45 252
Table 8.1.: Statistics of reaction moment for diﬀerent operating conditions.
8.3. Synthetic signals
In order to evaluate structural failure due to fatigue, time signals of the loads are re-
quired. They can be recovered from the frequency components by means of Fourier
synthesis which is the opposite process of the Fourier analysis. When dealing with dis-
crete signals the operation known as Inverse Discrete Fourier Transform IDFT is used.
Applied to the ﬂuctuating part of the reaction moment, the transformation reads:
M
′
y,out[k] =
1
N
N−1∑
n=0
M˘ [n] ei2πnk/N , (8.26)
where k is the index of the time samples and n and N are the index and total num-
ber of the frequency samples, respectively. M˘ are the complex Fourier coeﬃcients that
contain the magnitude and phase information of the individual terms of the sum called
harmonics [106]. Even though the PSD only contains information about the magnitude
of the harmonics, it is possible to synthesize the signals from the spectrum by assuming
a normally distributed random phase φ ∈ {0, ..., 2π} and computing the complex Fourier
coeﬃcients from:
M˘ [n] =
(
SMy,out [n]Fs/2
)1/2
eiφ[n]. (8.27)
Time signals of the reaction moment were generated artiﬁcially using this procedure
after computing the PSD from Eq. (8.24) for the operating conditions described in
Tab. 8.1. The synthetic time signals and their corresponding PDFs are plotted in
Fig. 8.9. Similar to the simulation results displayed in Fig. 7.8, it can be observed
that the synthetic signals are characterized by random ﬂuctuations that follow a normal
distribution. These signals can be used to perform fatigue analysis by converting them
into equivalent stresses on elements of the elevation drive and then applying the method
described in Sect. 2.1.3.
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Figure 8.9.: Synthetic time signals and probability density functions of the reaction mo-
ment for diﬀerent operating conditions.
8.4. Distribution of the angle deviation
The non-central χ-distribution with unequal variances derived in [107] describes the dis-
tribution of the magnitude, or Euclidean norm, of a 2D vector with normally distributed
components. By modeling the mirror frame as a rigid body with two DOFs, namely the
rotation around xt and y axes, and assuming small deformations, it can be shown that
the angle deviation of the surface normal vector is:
δ =
√
δx
2 + δy
2, (8.28)
where δx and δy are the angle deviations deﬁned by Eq. (8.21) and (8.11) which can be
viewed as the components of the 2D vector δ. Since they are proportional to the normal
displacements, they are also normally distributed. Using their mean values δx, δy and
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standard deviations σδx , σδy as parameters, the χ-distribution of δ reads:
PDF(δ) =
δ
2πσδxσδy
∫ π/2
0
[
e
−(δ sin(θ)−δx)2
2σ2
δx + e
−(δ sin(θ)+δx)2
2σ2
δx
][
e
−(δ sin(θ)−δy)2
2σ2
δy + e
−(δ sin(θ)+δy)2
2σ2
δy
]
dθ.
(8.29)
Equation (8.29) was numerically integrated over θ to compute the PDF of δ displayed in
Fig. 7.10. Thereby the required parameters were derived from the dynamic simulation
results and it was shown that this approximation ﬁts very well the actual distribution.
These parameters can also be determined by the method presented in Sect. 8.2 for given
wind conditions. For this purpose, high resolution wind data is required to resolve the
relevant part of the spectrum which comprises, on the high frequency end, the natural
frequency of the highest mode of the structure that has a signiﬁcant contribution to δ
and, on the low frequency end, the slowest rates of variations in wind speed within the
micro-meteorological range (see Sect. 2.2.2).
The following steps are followed to compute the distribution of δ:
1. Compute mean wind speed u and velocity spectra Su, Sw from wind data
2. Determine rz1, Cmy,
∂Cmy
∂α
, |χaero,Cmy(f)|2 and |χmech,rz1(f)|2 from simulations
3. Compute the spectrum of vertical displacement Srz1 from Eq. (8.14)
4. Calculate σrz1 from Eq. (8.25b)
5. Calculate the statistics of δy from δy = 2 rz1/c and σδy = 2 σrz1/c
6. Compute β, Sβ, Sβu and Sβw from wind data
7. Determine kx,
∂Cmx
∂β
, |χaero,Cmx(f)|2 and |χmech,rz2(f)|2 from simulations2
8. Compute the spectrum of vertical displacement Srz2 from Eq. (8.23)
9. Compute σrz2 from Eq. (8.25b)
10. Calculate the standard deviation of δx from σδx = 2 σrz2/b
11. Estimate the distribution of δ from Eq. (8.29)2
A wind measurement with the highest average wind speed found in the data, namely
7.9m/s, was selected to predict the angle deviation under real conditions for the case
α = 20◦. The data was sampled at 20Hz for a period of 10min. Such a wind data block
satisﬁes the requirements mentioned above as it contains both, the low frequency end
of the micro-meteorological range found at about 1 cycle/5min (see Fig. 2.2) and the
high frequency end given by the natural frequency fn = 9.9Hz of mode 5 identiﬁed as
the highest oscillation about the principal axes of the mirror frame. Time signals of the
velocity components and the corresponding spectral quantities required in the procedure
are displayed in Fig. 8.10.
2For β0 = 0, i.e., the mean wind direction is perpendicular to the leading edge, the parameters
Cmx = δx = 0 due to symmetry conditions around the xt-axis..
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Figure 8.10.: Input signals of velocity.
The distribution of δ, based on the velocity signals presented above, is displayed in
Fig. 8.11. Its main statistical quantities are determined by numerical integration of the
following equations:
δ =
∫ ∞
0
δ · PDF(δ)dδ and σ2δ =
∫ ∞
0
(δ − δ)2 · PDF(δ)dδ. (8.30)
The RMS value is computed from the mean (δ) and variance (σ2δ ) by Eq. (7.5). The sta-
tistical values of the angle deviation and its individual components are given in Tab. 8.2.
The slope error, described by the RMS value of δ, is close to the range of 1-2mrad found
in [15]. It can be noticed that the statistics of δy are close to the values of the total
angle deviation δ. Here, as well as in the dynamic simulations, the diﬀerence between
the RMS values is less than 7%. The large contribution of δy reproduces the dominant
presence of the oscillations around the y-axis observed in Sect. 7.2 and indicates that
the slope error can be approximated solely by the RMS of δy.
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Figure 8.11.: χ-distribution of angle deviation.
Mean Std. RMS
δx 0.00 0.30 0.30
δy 0.72 0.43 0.83
δ 0.81 0.37 0.89
Table 8.2.: Statistics of angle deviation in [mrad].
If the contribution of δx is neglected, the procedure presented above can be reduced to the
ﬁrst 5 steps. Thereby, only the velocity spectra Su and Sw are required to estimate the
slope error. These spectra can be determined from Eq. (2.12) and (2.14) instead of wind
data as demonstrated in Fig. 8.10 and 4.7. Furthermore, neglecting the contribution
of δx enables the prediction of a yearly averaged slope error RMS(δy) by computing a
weighted average as:
RMS(δy) =
∫ ∞
0
RMS(δy(U)) · PDF(U)dU, (8.31)
where RMS(δy(U)) is the root-mean-square angle deviation for individual wind speeds
U with a probability distribution given by PDF(U). To estimate the slope error during
power generation, the PDF(U) shown in Fig. 4.3(b) was used. After computing the
slope error for each individual wind speed of the distribution, Eq. (8.31) was integrated
numerically to obtain a yearly averaged value of 0.20mrad. This value is clearly below
the recommended value of 1mrad given in [14] for a cost-eﬀective heliostat and suggests
that the structural design can be further optimized. However, it must be noted that the
yearly averaged slope error was determined speciﬁcally for one elevation angle α = 20◦.
In order to obtain a more general conclusion about the optical eﬃciency, various el-
evation angles found during operation must be investigated. The wind induced slope
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errors can be translated to a yearly averaged power loss using ray tracing codes. In [108]
such calculations were performed for a large heliostat in combination with static FE
simulations. In accordance with the present results, they found that the averaged wind-
induced deﬂections were very small (<0.1mrad) and that the eﬀect on the annual yield
was insigniﬁcant.
8.5. Conclusions from response prediction
A simpliﬁed method to describe statistically the loads and displacements of heliostat
structures was derived in this section. The method uses admittance functions, deter-
mined previously from numerical simulations, to relate input and output quantities under
arbitrary wind conditions. It was shown that the quantities involved in the procedure
follow a Gaussian distribution. This practical property was used to predict maximal val-
ues and generate synthetic time signals of the moment under extreme wind conditions.
Furthermore, it was demonstrated how to evaluate the optical error under realistic wind
conditions and to predict a yearly averaged slope error by using wind data. For one spe-
ciﬁc operating point, the optical error was estimated and the value is small compared to
recommendations found in the literature for a cost-eﬀective design. Due to the negligible
computational eﬀort compared to numerical simulations, the method proposed here is
very useful to investigate the optical eﬃciency and to provide the necessary information
to perform fatigue analysis on heliostats.
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9. Summary and Conclusions
A methodology for simulating dynamic wind loads on heliostats was proposed in the
present work. It consists of diﬀerent system components that were modeled separately
and linked with others to ﬁnally provide time-dependent loads and deformations of the
structure. The ﬁrst step required the deﬁnition of boundary conditions. Since the
methodology was applied to a heliostat unit located at the edge of a heliostat ﬁeld, ﬂow
boundary conditions were described by the undisturbed ABL. By analyzing diﬀerent
wind data sets collected by DLR’s Institute of Solar Research at the Plataforma Solar
de Almeria (PSA) located at a representative solar site in south Spain it was shown that
empirical formulas found in the literature can be used to describe the main statistical
quantities of wind and deﬁne, therefore, the boundary conditions required for a CFD
model. Even though the present investigation was limited to a particular wind condition,
the wind data analysis at the PSA provided also information to examine diﬀerent oper-
ational conditions that the heliostats are exposed to. For this purpose, a classiﬁcation of
the wind conditions was accomplished by evaluating the wind speed and wind direction
from a whole year of data. Valuable information was derived from this analysis, such as
the expected wind speed and direction and their corresponding probability, categorized
by their magnitudes in diﬀerent ranges. In addition, diurnal and nocturnal conditions
were identiﬁed by the use of solar irradiance data. The analysis included turbulence
quantities as well, such as turbulence intensities and spectral distributions. Together
with the mean wind speed data, a full description of the wind conditions was achieved.
The development of the dynamic model consists basically of two steps: First the gen-
eration of a structural model that reproduces the dynamic behavior of the structure,
and secondly the coupling of the model with realistic load data to predict the dynamic
response. The ﬁrst step was accomplished by means of modal analysis. A FE model of a
full-scale heliostat was generated and its modal parameters were computed. Likewise, the
reference heliostat structure was examined experimentally to validate the numerical re-
sults and to determine the damping properties of the structure. The agreement between
simulations and experiments was satisfactory at all operating points investigated. Mode
shapes more likely to be excited by ﬂuctuating pressure loads were identiﬁed, besides
potentially critical conditions caused by vortex shedding using the Strouhal numbers of
inclined ﬂat plates from experimental data found in the literature.
In order to provide realistic time-dependent load signals for the dynamic analysis, ﬂow
simulations were performed based on LES. Due to the high computational costs of the
CFD simulations, a simpliﬁed heliostat model was applied that consisted of an inclined
ﬂat plate immersed in the ABL. To reproduce the ABL, synthetic turbulence was gen-
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erated via the vortex method. By ﬁtting the model parameters of the VM, the desired
turbulent inﬂow conditions were obtained. By comparing with simulations without in-
ﬂow turbulence, the importance of accounting for turbulence was shown, especially for
the ﬂuctuating load components. In the absence of experimental data to validate the
simulations, the plausibility of the results was evaluated by comparing the ﬁndings with
previous numerical and experimental investigations on ﬂat plates. This included studies
on the eﬀects of free-stream turbulence and a benchmark test case of a high resolution
LES simulation that was replicated with an excellent agreement. The computational
time for one CFD simulation of the heliostat plate was approx. 104CPU-h.
After performing CFD simulations, time signals of the pressure diﬀerence along the
plate were translated to the FE model to perform dynamic simulations in a one-way
coupled manner. The transient results conﬁrmed that out-of-plane modes were prin-
cipally aﬀected by ﬂuctuating wind loads. Particularly mode 3, which describes an
oscillation about the elevation axis, had a dominating role and was responsible for the
largest displacements at all operating points investigated. The maximal displacements
were less than 1% of the chord length and justiﬁed the application of one-way coupling
between the CFD and FEM analysis that relies on small deformations. Even though
only a few quantities were analyzed from the dynamic simulations, the results provide
explicit information about the time-dependent reaction forces and moments at any lo-
cation of interest for design purposes. The computational time for one FEM simulation
of the heliostat structure was approx. 400CPU-h.
Motivated by the high computational eﬀort involved in the simulations, relationships to
predict peak values and standard deviations of the quantities of interest, e.g., moments
about the principal axes of the mirror frame and displacements in the normal direction
of the mirror surface, were derived. The relationships, termed admittance functions,
were obtained from the transient results in analogy to the prediction of buﬀeting vibra-
tions in other wind engineering applications. The procedure enables the prediction of
the response of the structure under arbitrary wind conditions by performing less expen-
sive static simulations that provide the required mean values. These are then combined
with the admittance functions to obtain the spectral distribution and standard devia-
tion of the relevant quantities for the design. It was shown that the quantities involved
in the procedure, namely velocities, loads and displacements, follow a normal distribu-
tion. This property enabled the estimation of peak values and the reconstruction of
time signals of loads and displacements under extreme wind conditions. Furthermore,
the method was applied using real wind data to estimate a yearly averaged optical error,
which was small compared to reference values found in the literature.
Unlike previous numerical studies, the present work provides a comprehensive descrip-
tion of suitable numerical methods to analyse and predict dynamic wind loads and their
eﬀects on heliostats. Compared to experimental investigations in wind tunnels and at
full scale, the dynamic simulation of a heliostat provides much more detailed informa-
tion for the design, as dynamic loads can be evaluated at any part of interest in the
structure. Even though the simulations performed in the present work are computation-
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ally expensive, it was shown that a full-scale heliostat structure can still be examined
at an acceptable computational eﬀort. Furthermore, the practical procedure based on
the admittance method proposed for the prediction of dynamic wind loads on heliostats
represents a more suitable alternative to wind codes commonly used in civil engineering
applications.
Increasing interest from the industry on the subject of dynamic wind loads on heliostats
has facilitated further investigations currently under development at DLR Institute of
Solar Research within two projects ﬁnanced by the German Federal Ministry for Eco-
nomic Aﬀairs and Energy (BMWi). The methodology proposed in the present work
to tackle this problem will be applied on commercially available heliostats as well as
on novel heliostat designs. Numerical and experimental modal analysis have been per-
formed recently as part of the project HelFer (0325458C) on a commercially available
heliostat design with very satisfactory results regarding the agreement between simula-
tions and experiments. Wind tunnel as well as full-scale measurements under real wind
conditions are also part of the current project AutoR (0325629D) with the objective
to provide validation data for the simulations. These investigations will also examine
fatigue loading in order to predict the service life of speciﬁc components. In cases where
fatigue loading turns out to be critical, measures to reduce dynamic wind loads, e.g., by
using tuned mass dampers, can be developed using dynamic FE models. Further work
is still necessary to examine dynamic wind loads on the units located inside the helio-
stat ﬁeld. This requires larger models that include several heliostats and, hence, more
computational resources. However, by the advances in high-performance computing in
recent years, this type of simulations are realistic.
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A. LES benchmark test case
The separated turbulent ﬂow past an inclined ﬂat plate, investigated in [75], was selected
to evaluate the numerical methods and CFD code used in the present work. The test
case was selected because of the similarities to the ﬂow around a heliostat, which can
be simpliﬁed to an inclined ﬂat plate with sharp edges. The simplicity of the case, the
detailed description and extensive data given in [75] makes it suitable for a benchmark.
Furthermore, the reference case was computed with a well-known academic code called
LESOCC [109,110] that has been validated with a variety of test cases [74,109–112].
A.1. Geometry and boundary conditions
The conﬁguration consists of an inclined ﬂat plate at an angle α = 18◦ with a chord
length c as shown in Fig. A.1. The plate is located in the center of a channel of height 3c
and 2 chord lengths from the inlet plane. The spanwise extension of the channel and plate
is one chord length. The conﬁguration represents a quasi two-dimensional geometry.
Therefore, periodic boundary conditions are set in spanwise direction which has an
extension of c. At the inlet, a constant velocity without perturbations is prescribed. The
Reynolds number based on the chord length is Re = 2.0 × 104. At the surfaces of the
plate no-slip boundary conditions are applied. At the walls of the channel, slip boundary
conditions are used. In the reference simulations a convective boundary condition given
by
∂ui
∂t
+ Uoo
∂ui
∂x
= 0 (A.1)
is implemented at the outlet to ensure that the vortices pass through the outﬂow with-
out any signiﬁcant eﬀects on the upstream ﬂow ﬁeld. Since the convective boundary
Figure A.1.: Sketch of the ﬂow conﬁguration.
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condition is not available in the CFD code Fluent [52] used in the present work, an
average pressure speciﬁcation available in the code is chosen to allow for local variations
caused by vortices, while maintaining the averaged speciﬁed value across the outlet.
This reduces the reﬂectivity of the boundary compared to a uniform pressure boundary
condition. The pressure pf,i of each face element of the outlet plane is computed using
weighted interior cell values to satisfy the speciﬁed average pressure as:
pf,i = 0.5(pc,i + pout) + Δpi, (A.2)
where pc,i is the pressure of the neighboring cell in the normal direction of the plane,
pout is the speciﬁed outlet pressure and Δpi is the pressure diﬀerence calculated as:
Δpi = pout − 1
A
N∑
i=1
0.5(pc,i + pout)Ai, (A.3)
where Ai is the area of face i and A is the total area of the outlet plane consisting of N
faces.
A.2. Numerical setup and grids
LES predictions were performed using the ﬁnite-volume CFD code Fluent to solve the
incompressible NS-equations. In analogy to the reference simulations, the central diﬀer-
encing scheme (CDS) was used to approximate the convective terms in the momentum
equations, and a second-order implicit method was used for time integration. The SIM-
PLEC algorithm was used for pressure-velocity coupling in the present work, while the
reference simulations adopted a predictor-corrector scheme combined with the momen-
tum interpolation technique [113]. The unresolved turbulence scales were computed by
simple algebraic eddy-viscosity models; the reference simulations were performed using
the Smagorinsky model [114] with a Van Driest damping function, whereas in the present
study the Wall-Adapted Local Eddy Viscosity (WALE) model [49] was chosen due to
the advantages of returning the correct eddy viscosity for wall-bounded ﬂows as well as
for laminar shear layers [115]. In wall regions where the viscous sublayer is not resolved,
wall-functions are used by default in Fluent. The three-layer log-law proposed in [77]
is used for this purpose. The boundary layer is described in normalized form by the
velocity u+ and the wall distance y+ deﬁned as:
u+ =
u˜
uτ
and y+ =
ρuτy
μ
, (A.4)
where u˜ is the resolved velocity at the wall-nearest point and y is the wall-normal
distance. In the innermost layer, called viscous sublayer, the ﬂow is nearly laminar due
to the dominant role of the molecular viscosity. In this region, located at y+ < 5, the
velocity proﬁle is given by:
u+ = y+. (A.5)
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In the outer layer, called log-law region, the eﬀect of the molecular viscosity on the mean
velocity proﬁle is negligible and the ﬂow is turbulent. This region, found at y+ > 60 is
described by:
u+ =
1
κ
ln
(
Ey+
)
, (A.6)
where κ is the von Karman constant and E = 9.793. The region between the vis-
cous sublayer and the log-law region, called buﬀer layer, is approximated by blending
Eq. (A.5) and (A.6) as:
u+ = eψy+ + e1/ψ
1
k
ln
(
Ey+
)
, (A.7)
where the blending parameter ψ is given by:
ψ = − a(y
+)4
1 + by+
, (A.8)
with a = 0.01 and b = 5.
Two computational grids with diﬀerent resolutions were used in the present investi-
gation. Both grids consist of hexahedral cells clustered in the vicinity of the ﬂat plate
and towards the leading and trailing edges as displayed in Fig. A.2. Information on the
grid resolutions is presented in Tab. A.1 together with the reference simulations [75].
The medium grid resolution (LES-WALE-M) is notably coarser than the reference case,
while keeping the same wall-normal distance to achieve y+ ≤ 1. The coarsest grid (LES-
WALE-C), however, has a wall-normal spacing ten times higher than the other cases, in
order to investigate the use of wall functions. Time step sizes of Δt = 0.001× c/U∞ and
Δt = 0.005 × c/U∞ were used for the medium and coarse grid, respectively, to achieve
CFL < 1 as in the reference case. The simulations were performed for a total of 220
convective time units t ·U∞/c and the ﬂow quantities used in the analysis were averaged
over the last 200 units to exclude initialization eﬀects.
Figure A.2.: Computational grid.
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Case Total No.
of CVs
CVs along
plate length
CVs along
plate width
Wall-normal
spacing
Breuer et al., 2003 8.97× 106 298 76 0.001× c
LES-WALE-M 2.63× 106 198 54 0.001× c
LES-WALE-C 0.74× 106 100 36 0.01× c
Table A.1.: Grid information.
A.3. Results and discussion
The mean ﬂow ﬁeld is compared in Fig. A.3 by the time-averaged streamlines which
are characterized by two recirculation regions on the leeward side. The large clockwise
rotating vortex separates at the leading edge and the smaller counter-clockwise rotating
vortex originates at the trailing edge. All simulations exhibit a very similar ﬂow ﬁeld.
To quantify the diﬀerences, the location of the center of the vortices is compared in
Tab. A.2 in normalized form. The agreement to the reference data is very good in both
cases. The maximal diﬀerence is found at the coarse grid at the trailing-edge vortex
with a deviation of 2.9% of the chord length.
(a) LES-WALE-C (b) LES-WALE-M
(c) Breuer et al., 2003 (reproduced with permission)
Figure A.3.: Time-averaged streamlines.
leading-edge vortex trailing-edge vortex
Case xt/c yn/c deviation [%] xt/c yn/c deviation [%]
Breuer et al., 2003 0.912 0.254 0 1.201 0.142 0
LES-WALE-M 0.906 0.256 0.6 1.207 0.145 0.7
LES-WALE-C 0.925 0.254 1.3 1.230 0.144 2.9
Table A.2.: Location of the center of vortices.
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Figure A.4.: Proﬁles of averaged pressure coeﬃcient Cp and y
+.
Case C l Cd σCl σCd St
Breuer et al., 2003 1.13 0.38 0.070 0.022 0.62
LES-WALE-M 1.12 0.38 0.069 0.022 0.63
LES-WALE-C 1.07 0.36 0.070 0.022 0.63
Table A.3.: Statistical values of force coeﬃcients for diﬀerent grid resolutions.
Despite values of 1 < y+ < 10 found at the coarse grid, the normalized pressure distri-
bution along the surface is in good agreement between all cases as shown in Fig. A.4,
where slight diﬀerences of < 5% are found at the leeward side in LES-WALE-C. The
mean lift and drag coeﬃcients, as well as their standard deviations are presented in
Tab. A.3 together with the Strouhal number. As above, the mean quantities are in very
good agreement with the reference simulation with a maximal deviation of 5% found
in C l at the coarse grid. The standard deviations and Strouhal number, which are a
measure of the ﬂuctuating loads, are almost identical in all cases.
A more detailed quantitative comparison is conducted by analyzing proﬁles of the time-
averaged velocity and Reynolds stresses along four diﬀerent lines normal to the plate
located at x/c = 0.2, 0.6, 1.0 and 1.2. As can be observed in Fig. A.5, the normalized
tangential velocity component (i.e., in xt direction) from the present simulations agree
very well at all locations with the reference data and resolve accurately the velocity gra-
dients resulting from the recirculating regions. In the proﬁles of the Reynolds stresses,
however, some discrepancies can be observed, specially at the coarse grid which is not
capable of resolving the gradients and fails to return the peak values. The medium grid
resolution comes very close to the reference data, particularly concerning the normal
stresses. The largest discrepancies are, in general, found for the shear stresses displayed
in Fig. A.8.
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Figure A.5.: Proﬁles of the tangential velocity.
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Figure A.6.: Proﬁles of the normal Reynolds stress u′u′/U2∞.
96
A LES benchmark test case
0 0.01 0.02 0.03 0.04 0.05
0
0.2
0.4
0.6
0.8
y
n
/
c
xt/c = 0.2
 
 
Breuer et al. 2003
LES−WALE−M
LES−WALE−C
0 0.02 0.04 0.06 0.08
0
0.2
0.4
0.6
0.8
v′v′/U 2
∞
y
n
/
c
xt/c = 1.0
0 0.01 0.02 0.03 0.04 0.05
0
0.2
0.4
0.6
0.8
xt/c = 0.6
0 0.1 0.2 0.3 0.4
−0.2
0
0.2
0.4
0.6
0.8
v′v′/U 2
∞
xt/c = 1.2
Figure A.7.: Proﬁles of the normal Reynolds stress v′v′/U2∞.
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A.4. Conclusions from benchmark test case
The numerical methods adopted in the present study were veriﬁed by reproducing the
results of a highly-resolved LES prediction. Considering the large diﬀerences in the
grid resolutions compared to the reference case, the results presented above are very
satisfactory and indicate that such a ﬂow conﬁguration can be simulated accurately at a
relatively low computational eﬀort. Based on the very good agreement obtained by the
medium grid, it can be concluded that the inﬂuence of the SGS model, which is one of
the main diﬀerences to the reference case, is negligible. By further coarsening the grid
and the adoption of wall-functions, the results were still satisfactory for the prediction of
the mean ﬂow ﬁeld and in terms of mean and ﬂuctuating components of the forces. Only
higher-order statistics, given by the Reynolds stresses, showed noticeable diﬀerences for
the coarsest resolution.
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B.1. Statistical convergence
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Figure B.1.: Running average of the lift coeﬃcient for the case α = 20◦ computed after
the initial transient period t · U∞/c > 60. For t · U∞/c > 100 the running
averages change less than 0.7% and 1.6% of their corresponding ﬁnal mean
for the Smooth and Turbulent inﬂow conditions, respectively.
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Figure B.2.: Time history of the streamwise velocity used to determine the simulation
time required for the mean quantities to converge statistically in the study
of the synthetic turbulence. For t · U∞/L > 30 the running mean is nearly
constant, where L is the length of the domain in streamwise direction.
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B.2. Grid dependency
The mean ﬂow ﬁeld compared at diﬀerent grid resolutions does not show noticeable
diﬀerences as shown below in the time-averaged ﬂow ﬁeld around the plate.
(a) coarse (b) medium (c) ﬁne
Figure B.3.: Time-averaged streamlines at mid-chord plane xt/c = 0.5.
(a) coarse (b) medium (c) ﬁne
Figure B.4.: Time-averaged streamlines on top surface.
The PSD of the lift coeﬃcient shown in Fig. B.5 match relatively well for diﬀerent grid
resolutions. Only a minor diﬀerence can be observed at the peak associated to the tip
vortices found at about 40Hz, where the magnitude increases with the grid resolution.
The main features of the turbulence ﬁeld shown in Fig. B.6 are well reproduced by all grid
resolutions and the eddy viscosity ratio does not increase signiﬁcantly when decreasing
the grid resolution. However, in the coarse grid small-scale turbulence structures are
less abundant than at higher resolutions.
100
B Flow simulation results
10−1 100 101 102
10−10
10−8
10−6
10−4
f [Hz]
P
S
D
(C
l)
 
 
fine
medium
coarse
Figure B.5.: Power spectral density of the lift coeﬃcient.
(a) coarse (b) medium
(c) ﬁne
Figure B.6.: Instantaneous snapshots of turbulence structures represented by isosurfaces
of λ2 = −500 and shaded by the eddy viscosity ratio νt/ν which gives the
level of unresolved turbulence as the ratio increases.
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B.3. Inﬂow conditions
The ﬁgures below show the inﬂuence of the turbulent dissipation rate  as parameter of
the vortex method (see Eq. (2.25)) on the vortex size and energy spectra. By increasing
 the vortex size decreases as shown in Fig. B.7. This, in turn, aﬀects the spectral
distribution of the velocity components by displacing energy to higher frequencies as can
be observed in Fig. B.8. The peak of the spectra, associated to the size of the largest
vortices, is displaced to higher frequencies as well. The peak frequency for  = 24m2/s3
is found at approximately 2.7Hz and for  = 48 m2/s3 at about 5.2Hz.
(a)  = 24 m2/s3 (b)  = 48 m2/s3
Figure B.7.: Streamlines of the instantaneous ﬂow for diﬀerent turbulent dissipation
rates  as parameter of the VM.
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Figure B.8.: Power spectral density of the velocity components for diﬀerent turbulent
dissipation rates  as parameter of the VM.
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C. Modal and dynamic analysis results
Figure C.1 shows that the mode shapes predicted numerically agree very well with the
experimental results at α = 0◦ and 60◦. Furthermore, it can be observed that the mode
shapes do not depend on the elevation angle.
Exp. α = 0◦ Sim. α = 0◦ Exp. α = 60◦ Sim. α = 60◦
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Figure C.1.: Mode shapes at α = 0◦ and 60◦.
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α = 0◦ α = 30◦ α = 60◦
Figure C.2.: Mode 8 at diﬀerent elevation angles. This is a bending mode of the mirror
frame at 30Hz that has been detected in the frequency response function
for the moment about the elevation axis.
Figure C.3.: Overlapped sequence of snapshots from the transient FE results that create
a motion eﬀect of the oscillation of the mirror frame about the elevation
axis for the case α = 5◦.
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D. Wind data results
The darkest bars in the wind rose shown below correspond to the wind data samples
with magnitudes above 3m/s used to analyze atmospheric turbulence. It can be noticed
that most of these samples are from the south-west direction.
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7.9025
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Figure D.1.: Wind rose over multiple periods of 10min sampled at 20Hz.
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E. Statistical analysis
E.1. Statistical moments
The ﬁrst statistical moment, or mean value, of a signal x is deﬁned as:
x =
∫ ∞
−∞
xPDF (x)dx, (E.1)
where PDF (x) is the probability density function of x. The second statistical moment,
or variance, is given by:
σ2x =
∫ ∞
−∞
(x− x)2PDF (x)dx. (E.2)
The square root of the variance is the standard deviation σ. The root-mean-square, or
RMS value, of x can be computed from:
RMS(x) =
√
x2 + σ2x (E.3)
E.2. Autocorrelation function and Power Spectral
Density
The Autocorrelation function Rxx and the Power Spectral Density Sx of the time signal
x(t) are related by Eq. (E.4b)
Rxx(τ) = lim
T→∞
1
T
∫ T/2
−T/2
x(t) x(t+ τ)dt (E.4a)
Sx(f) = 2
∫ ∞
−∞
Rxx(τ) cos(2πfτ)dτ (E.4b)
where τ and T are the time-lag between samples and the time period, respectively. The
integral of the spectrum over the frequency is the variance of the signal:
σ2x =
∫ ∞
0
Sxdf. (E.5)
For y(t) = c x(t), with c = const., the spectral densities are related by:
Sy(f) = c
2Sx(f). (E.6)
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