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We study the dynamics of a quantum impu-
rity immersed in a Bose-Einstein condensate
as an open quantum system in the framework
of the quantum Brownian motion model. We
derive a generalized Langevin equation for the
position of the impurity. The Langevin equa-
tion is an integro-differential equation that
contains a memory kernel and is driven by a
colored noise. These result from considering
the environment as given by the degrees of
freedom of the quantum gas, and thus depend
on its parameters, e.g. interaction strength be-
tween the bosons, temperature, etc. We study
the role of the memory on the dynamics of the
impurity. When the impurity is untrapped,
we find that it exhibits a super-diffusive be-
havior at long times. We find that back-flow
in energy between the environment and the
impurity occurs during evolution. When the
particle is trapped, we calculate the variance
of the position and momentum to determine
how they compare with the Heisenberg limit.
One important result of this paper is that we
find position squeezing for the trapped impu-
rity at long times. We determine the regime
of validity of our model and the parameters in
which these effects can be observed in realistic
experiments.
1 Introduction
The concept of polaron has been introduced by Lan-
dau and Pekar to describe the behavior of an electron
in a dielectric crystal [1]. The motion of the electron
distorts the spatial configuration of the surrounding
ions, which let their equilibrium positions to screen
its charge. The movement of the ions is associated to
phonon excitations that dress the electron. The re-
sulting system, which consists of the electron and its
surrounding phonon cloud, is called a polaron. The
concept of polaron has been extended to describe a
generic particle, the impurity, in a generic material,
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e.g. a conductor, a semiconductor or a gas [2, 3]. One
important example is that of an impurity embedded
in an ultracold gas. This system has been widely stud-
ied both theoretically and experimentally, in the case
of a ultracold Fermi [4–10] or Bose gas [11–36]. We
focus on the latter case, where the Bose gas hosting
the impurity is a Bose-Einstein condensate (BEC).
In this paper, we study the physics of the impurity
as an open system in the framework of quantum Brow-
nian motion (QBM) model. In general, the QBM de-
scribes a Brownian particle moving in a thermal bath
consisting of a collection of non-interacting harmonic
oscillators satisfying the Bose-Einstein statistics [37–
43]. In our context, the impurity plays the role of
the Brownian particle, while the bath consists of the
Bogoliubov modes of the BEC. We assume that the
bath is homogeneous, i.e. the density of the BEC is
space-independent.
The open quantum system approach has been used
recently in the context of ultracold quantum gases.
For instance, the system of a bright soliton in a su-
perfluid in one dimension in [44], the system of a dark
soliton in a one-dimensional BEC coupled to a non-
interacting Fermi gas in [45], the system of the com-
ponent of a moving superfluid [46], and the system of
an impurity in a Luttinger liquid in [47, 48].
There are a few formalisms within the open system
approach that one can adopt to study the dynamics of
the system. One of them is the master equation which
describes the evolution of the reduced density matrix
of the system. A recent study of the master equation
for QBM has been performed in [49], both for linear
and nonlinear coupling. There the master equation
was derived using the Born-Markov approximation.
Therefore, one possible way to study the dynamics
of the impurity in both homogeneous and inhomoge-
neous BEC is to use such master equations. How-
ever, the Born-Markov approximation is only valid at
high temperature and for sufficiently weak coupling
between the environment and the system. In fact, as
we go beyond these restrictions we detect a break-
down of the positivity of the solution, corresponding
to a violation of the Heisenberg uncertainty principle
in these regimes. One remedy to fix these problems
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is to cast the master equation in a Lindblad form by
adding terms that are negligible in these regimes to
the Born-Markov master equation. In [50] a Lindblad
model for QBM has been studied, for both linear and
nonlinear coupling. This allows one to explore the
low temperature regime, as well as to consider val-
ues of the coupling between the environment and the
system stronger than those permitted by the Born-
Markov treatment. The drawback to this remedy is
that the resulting Lindblad equation cannot be de-
rived directly from the microscopic Hamiltonian of
the system. Therefore, it cannot be adopted to in-
vestigate the dynamics of the impurity.
In view of the above remarks, we employ an alterna-
tive formalism to study our system: the Heisenberg
equations for observables. This formalism not only
permits us to go beyond the approximations underly-
ing the works in [49, 50], but is also simpler compared
to the master equation formalism, since deriving an
exact master equation for QBM is more difficult ana-
lytically. Moreover, as the main goal of the paper is
to study the evolution of the observables of the impu-
rity, Heisenberg formalism is particularly well suited
for this task.
We first show that the Hamiltonian of an impurity
in an ultracold gas can be cast as a Hamiltonian of
QBM model. We find that the coupling between the
system and the environment in the resulting Hamil-
tonian is nonlinear. A key assumption in this work
and previous approaches [44, 47] is to approximate
this coupling by a linear one. Here we present a de-
tailed study of the regimes of parameters in which
this assumption is valid, and evaluate them in view
of current experimental feasibility for this system. In
particular, we find the regimes of temperatures, inter-
action strength, experimental time and trapping fre-
quency for the impurity in which the model is valid.
We derive the spectral density (SD) of the system,
which encapsulates the effect of the bath on the cen-
tral system. The spectral density is a super-ohmic
one, corresponding to the presence of memory effects
in the dynamics of the system. We then derive quan-
tum Langevin equations to describe the evolution of
relevant observables associated to the impurity. We
solve these equations analytically whenever possible
and numerically for both configurations of the impu-
rity. In the configuration where the impurity is un-
trapped, we calculate the mean square displacement,
a measurable quantity in experiments [15]. We find
that the particle exhibits a super-diffusive behavior,
with a quadratic in time mean square displacement at
long times. We show that a back-flow of energy be-
tween the system and the environment occurs during
evolution. When the impurity is trapped, we calcu-
late its position and momentum variance, analyzing
its dependence on system parameters such as temper-
ature and coupling strength. We detect new effects
concerning the structure of the uncertainties ellipse:
genuine position squeezing occurs in the system, cor-
responding to high spatial localization of the impurity.
This is a very relevant result of this paper. We find
the regime of experimentally feasible parameters to
optimize such squeezing.
The manuscript is organized as follows. In Sec. 2
we present the Hamiltonian of an impurity in an ul-
tracold gas, discuss the steps to derive a QBM model
for the system and justify the linear approximation
for the coupling. In Sec. 3 we derive the SD of the
system. In Sec. 4 we derive the quantum Langevin
equations, and solve them in Secs. 5 and 6 for the un-
trapped and trapped configuration, respectively. In
the Appendices, we provide the details of the deriva-
tions, analysis of the feasibility of the approach and
of the presented results in the parameter regimes.
2 Hamiltonian
We consider a single impurity atom with mass mI im-
mersed in a d−dimensional gas of N bosons with mass
mB. The interactions among the bosons are described
by a potential VB(x). Let Ψ(x), Ψ†(x) denote the
annihilation and creation operators of atoms at the
position x. They fulfill the canonical bosonic commu-
tation relation, [Ψ(x),Ψ†(x’)] = δ(x − x’). Bosonic
density thus reads nB = Ψ†(x)Ψ(x). The Hamilto-
nian of the system is
H = HI +HB +HBB +HIB, (1)
where:
HI =
p2
2mI
+ U(x), (2)
HB =
∫
ddxΨ†(x)
(
p2B
2mB
+ V (x)
)
Ψ(x) (3)
=
∑
k
ka
†
kak, (4)
HBB = gB
∫
ddxΨ†(x)Ψ†(x)Ψ(x)Ψ(x) (5)
= 12V
∑
k,k’,q
VB(q)a†k’−qa
†
k+qak’ak, (6)
HIB = gIBnB(x) (7)
= 1
V
∑
k,q
VIB(k)ρI(q)a†k−qak, (8)
in which the operator ak (a
†
k) destroys (creates) a
boson of mass mB, wave vector k, and energy k =
(~k)2/(2mB)− µ, measured from its chemical poten-
tial, µ. Equation (2) is the Hamiltonian for the free
impurity. Equation (4) is the Hamiltonian of non-
interacting bosons in a potential V (x). We consider in
the following that the potential is homogeneous and
the system is enclosed in a box of volume V . The
last two terms in Eqs. (6) and (8) are the interaction
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among the atoms of the gas and between them and
the impurity, respectively. The quantities
VB(q) = Fq [gBδ(x− x’)] , (9)
VIB(q) = Fq [gIBδ(x− x’)] , (10)
represent respectively the Fourier transforms of the
boson-boson and impurity-boson interaction, with
gB = 4pi~2aB/mB, gIB = 2pi~2aIB/mR. (11)
Here aB is the scattering length between two identical
bosons and aIB represents that between the impurity
and the BEC bosons. The reduced mass is mR =
mBmI/(mB +mI) and the (dimensionless) density of
the impurity in the momentum domain is
ρI(q) =
∫ +∞
−∞
e−iq·x˜δ (x˜− x) d3x˜. (12)
In experiments, we usually have more than one impu-
rity in the gas, so one can include a term modeling
the interaction between several impurities in Eq. (1).
Here we consider that the impurities concentration is
low enough as to neglect such an additional interact-
ing term. It is important to realize that the Hamil-
tonian is positively defined, and as such cannot lead
to instabilities – this is clearly seen from the form of
the various parts of the Hamiltonian in the position
representation.
To obtain the QBM form of the Hamiltonian we
first replace the creation/annihilation operator in the
fundamental state by its average value
√
N0. For
bosons below the critical temperature the atoms
mainly occupy the ground mode, with negligible fluc-
tuations to other modes, thus forming a BEC. Con-
sequently, we neglect the terms proportional to Nk
(k 6= 0), i.e. the number of particles out of the ground
state. Then, we apply the Bogoliubov transformation
ak = ukbk − vkb†−k, a−k = ukb−k − vkb†k, (13)
with
u2k =
1
2
(
k + n0VB
Ek
+ 1
)
, (14)
v2k =
1
2
(
k + n0VB
Ek
− 1
)
, (15)
in which
Ek = ~c|k|
√
1 + 12 (ξk)
2 ≡ ~ωk (16)
is the Bogoliubov spectrum and n0 is the density of
particles in the ground state. Since we consider a ho-
mogeneous gas, the density n0 is constant. In Eq. (16)
the quantities
ξ = ~√2gBmBn0 , c =
√
gBn0
mB
= ~√
2mBξ
(17)
represent respectively the coherence length and the
speed of sound.
The transformations (13) diagonalize the terms de-
scribing the condensed atoms (see e.g. [51])
HB +HBB =
∑
k 6=0
Ekb
†
kbk, (18)
apart of a few non-operator terms, simply providing
a shift of the energy levels of the atoms of the BEC.
We treat in the same manner the bosons-impurity
interaction. We are going now to keep only the terms
proportional to
√
N0 – this is in principle a well moti-
vated approximation, since the condensate is macro-
scopically occupied and Ni 6=0  N0. Unfortunately,
this approximation is dangerous. Our model generi-
cally has an ultraviolet divergence, like most of models
of the non-relativistic quantum field theory. We do all
the calculations with a physical cut-off, so that the
ultraviolet divergences do not really affect our the-
ory. Still, at large values of the cut-off we might
expect large negative shifts of the impurity energy,
that might cause unphysical instability. After drop-
ping out the terms bilinear in Ni 6=0 we obtain
HIB = n0VIB +
√
n0
V
∑
k6=0
ρI(k)VIB
(
ak + a†−k
)
. (19)
The first term on the right hand-side represents the
mean field energy. It is a constant just providing a
shift of the energy of the polaron, so we will neglect it
in what follows. Inserting Eq. (13) into Eq. (19), one
gets
HIB =
√
n0
V
∑
k6=0
ρI(k)VIB (uk − vk)
(
bk + b†−k
)
(20)
=
√
n0
V
∑
k6=0
ρI(k)VIB
√
k
Ek
(
bk + b†−k
)
,
where we again neglected the non-operator terms.
By some algebra, the expression in Eq. (20) reads
HIB =
∑
k6=0
Vke
ik·x
(
bk + b†−k
)
, (21)
in which
Vk = gIB
√
n0
V
[
(ξk)2
(ξk)2 + 2
] 1
4
. (22)
The expression in Eq. (21) is known in the literature
as the interaction term of the Fröhlich Hamiltonian.
We restrict to the limit
k · x 1. (23)
Accordingly Eq. (21) assumes the form:
HIB =
∑
k6=0
Vk (I+ ik · x)
(
bk + b†−k
)
. (24)
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Equation (23) is a crucial assumption of this paper. It
allows for a linear coupling between the impurities and
the bosons, which will play the role of an environment.
This is crucial when considering this system from an
open quantum system perspective. In Appendix C we
justify when this assumption is valid as a function of
the relevant physical parameters in the problem. A
similar assumption is considered in [44] to study the
physics of a bright soliton in a superfluid, and in [47]
where QBM has been employed to treat the dynamics
of an impurity in a Luttinger Liquid.
The resulting Hamiltonian of the impurity in a BEC
is
H = HI +
∑
k 6=0
Ekb
†
kbk +
∑
k6=0
~gkpikx, (25)
with
gk = kVk/~, pik = i
(
bk − b†k
)
. (26)
To get Eq. (25) we redefined the Bogoliubov modes
operators as bk → bk − Vk/EkI, in order to get rid
of the term in Eq. (21) proportional to the identity
operator. This operation yields a non-operator term
which has been neglected in agreement with the pro-
cedure above.
The Hamiltonian in Eq. (25) describes an impurity
coupled to a bath of Bogoliubov modes through an
interaction term linearly dependent on the impurity
position. This is exactly the same situation of the
QBM. Here the impurity plays the role of the Brow-
nian particle, while the Bogoliubov modes represents
the environment. The Hamiltonian in Eq. (25) is in
fact almost the same of that of the QBM model. The
only difference lies in the dependence of the interac-
tion term on the Bogoliubov modes operator: while
in the QBM model it depends on their positions, for
the present system it depends on their (dimension-
less) momenta, pik. We will see in the following that
the two situations are equivalent, and the theory of
the QBM can be exploited to investigate the impu-
rity problem.
Unfortunately, the Hamiltonian in Eq. (25) is not
positively defined (note that at this point we match
the situation described in [52], where translational
symmetry is broken). We could repair this by taking
into account bilinear terms in ak and a
†
k in Eq. (19), or
equivalently bk and b
†
k, as in [17, 29, 30, 53, 54]. One
way of curing it is to include these terms in the theory
in an exact manner, which is possible, but technically
complex. It is much easier to use the same trick as
Caldeira and Leggett used in their seminal paper –
i.e. complete the Hamiltonian to a positively defined
one by writing
H = HI +
∑
k6=0
Ek
(
b†k + i~gkx/Ek
)
(bk − i~gkx/Ek) .
(27)
Clearly, Caldeira-Leggett remedy leads directly to the
trapping harmonic potential for the impurity that
cancels the negative harmonic frequency shift that ap-
pears in the absence of the compensation term. In Ap-
pendix A it is shown how this negative contribution
arises by evaluating its effect directly in the equations
of motion derived from Hamiltonian (25). The equa-
tions of motion are presented in Sec. 4.
The Hamiltonian in Eq. (25) is the first step to put
the Bose polaron problem in the framework of quan-
tum Brownian motion. This result has been obtained
by considering the Hamiltonian in Eq. (1), which is a
conventional choice in the context of polaron physics
and it is largely used in the literature, for example in
[19, 55, 56]. Nevertheless, this Hamiltonian is not fully
appropriate if we push our analysis towards the strong
coupling regime. Here, the interaction term in Eq. (8)
needs to be generalized by including a quadratic de-
pendence on the operators of the impurity. Accord-
ingly, when one introduces Bogoliubov operators, the
interaction term in Eq. (21) includes additional terms
manifesting a quadratic, rather than linear, depen-
dence on these operators. In this way one goes beyond
the Fröhlich paradigm. Such a generalization is widely
studied nowadays, for instance in [17, 29, 30, 53, 54].
In particular there is still an open debate concern-
ing the validity regime of the Fröhlich Hamiltonian,
i.e. for which values of the system parameters the
quadratic Bogoliubov operators terms can be dropped
out. In the present paper we neglect these terms, look-
ing to the traditional Fröhlich interaction term in Eq.
(21). Of course this choice does not allow us to ex-
plore the strong coupling regime, but we shall explain
in the following that it is appropriate for the values
of the system parameters we consider.
3 Spectral Density
The last term of Hamiltonian (25) is a coupling be-
tween the impurity position and the momenta of the
bath oscillators, pik. This plays the role of the inter-
action Hamiltonian between the system and the bath
oscillators, when compared with the QBM Hamilto-
nian. The difference is that the coupling occurs with
the momenta of the oscillators rather than on their
positions. In the following, we show that both situa-
tions are equivalent. In fact, the interaction with the
Bogoliubov modes enters in the dynamics of the sys-
tem only through the self-correlation function of the
environment, defined as
C(τ) =
∑
k6=0
~g2k〈pik(τ)pik(0)〉. (28)
Replacing the expression for the dimensionless mo-
menta pik in Eq. (26) and recalling that the environ-
ment is made up by bosons,
〈b†kbk〉 =
1
exp (~ωk/kBT )− 1 , (29)
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we find
C(τ) =
∑
k6=0
~g2k
[
coth
(
~ωk
2kBT
)
cos (ωkτ)− i sin (ωkτ)
]
(30)
≡ν(τ)− iλ(τ), (31)
where
ν(τ) =
∫ ∞
0
J(ω) coth
(
~ω
2kBT
)
cos (ωτ) dω, (32)
λ(τ) =
∫ ∞
0
J(ω) sin (ωτ) dω = −mIΓ˙(t), (33)
are respectively the noise and dissipation kernel, rep-
resenting the real and imaginary part of the self-
correlation function. The latter is related to the
damping kernel, which is defined as
Γ(τ) = 1
mI
∫ ∞
0
J(ω)
ω
cos(ωτ)dω. (34)
A crucial function in the expressions above is the spec-
tral density (SD)
J(ω) =
∑
k6=0
~g2kδ (ω − ωk) . (35)
The SD plays a fundamental role on characterizing
the dynamics of QBM. It contains the information
about the environment after averaging over its degrees
of freedom. Note that this quantity depends on the
square of the coupling constant. This is the reason
why, as we will see in the following, our theory does
not depend on the sign of the interaction.
The rest of this section is devoted to the derivation
of the SD. We first assume that the environment is
large, that is, the large number of oscillators within it
allows to switch from a discrete to a continuous distri-
bution of Bogoliubov modes in the frequency domain.
Then, in the definition of the SD, Eq. (35), we turn
the discrete sum into an integral,∑
k
→
∫
V
(2pi)d d
dk. (36)
Using the relation
δ (ω − ωk) = 1
∂kωk|k=kω
δ (k− kω) , (37)
one finds
J(ω)= n0g
2
IB
~
Sd
(2pi)d
∫
dkkd+1
√
(ξk)2
(ξk)2 + 2
δ (k− kω)
∂kωk|k=kω
,
(38)
where
kω = ξ−1
√√
1 + 2 (ξω/c)2 − 1, (39)
is the inverse of the Bogoliubov spectrum in Eq. (16).
The quantity Sd is the surface of the hypersphere in
the momentum space with radius k in d−dimensions.
For d = 1, 2, 3 it reads
S1 = 2, S2 = 2pi, S3 = 4pi2. (40)
Hereafter, we focus on d = 1, but the generalization to
higher dimensions is conceptually immediate. Thus,
in one dimension the SD is
J1d(ω) = mIτ˜ω3χ1d(ω), (41)
τ˜ = η
2
2pimI
(
mB
n0g
1
3
B
) 3
2
, (42)
χ1d(ω) = 2
√
2
(
Λ
ω
)3 [√1 + ω2Λ2 − 1] 32√
1 + ω2Λ2
, (43)
where τ˜ represents a relaxation time scale. We intro-
duced the interaction strength
η = gIB/gB, (44)
which expresses the strength of the impurity-bosons
interaction in units of the bosons-bosons one. The
majority of our results are expressed as a function of
such a parameter because in experiments with ultra-
cold gases it can be tuned [15]. This parameter is
the crucial one to define the regime of validity of our
theory. In fact, in Sec. 2 we precised that the form
of the Hamiltonian we use, showing a linear, rather
than quadratic, dependence on the Bose operators,
does not work for strong coupling. The parameter in
Eq. (44) allows to quantify to which extent the cou-
pling has to be weak. In particular in [27, 57] it has
been shown that the standard Fröhlich Hamiltonian
in Eq. (21) without quadratic terms in the Bose op-
erators holds if
η . ηc ≡ pi
√
n0 |aB| = pi
√
2n0
mBgB
. (45)
This equation has been derived for a gas in one dimen-
sion, but in [27] the corresponding 3D generalization
is presented. We consider the same situation of [15],
i.e. a gas of Rb atoms with
n0 = 7 (µm)−1 , gB = 2.36 · 10−37J ·m. (46)
Accordingly we obtain
ηc ≈ 7, (47)
providing an upper bound for the acceptable values
for the coupling strength.
The quantity
Λ = n0gB/~ (48)
is a characteristic frequency distinguishing the high-
frequency domain from the low-frequency one. The
SD is ohmic when it depends linearly on the frequency
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of the oscillators of the environment. This is not the
case of the physical system we are dealing with. For
ω  Λ we find
J1d ∼ ω3, (49)
namely SD is proportional to the third power of the
frequency of the Bogoliubov modes. In our case, the
SD is super-ohmic. In higher dimensions, the SD is
also super-ohmic, as in general
Jd ∼ ω2+d. (50)
The super-ohmic dependence in Eq. (49) has been
found in [47, 58] for an impurity immersed in a Lut-
tinger liquid, and in [44] for a bright soliton in a su-
perfluid. This behavior is associated to the the linear
part of the Bogoliubov spectrum. Hereafter we shall
focus on the former considering
J(ω) = mIτ˜ω3θ(ω − Λ), (51)
namely we introduce a sharp ultraviolet cut-off to reg-
ularize the SD at high-frequency. We emphasize that
the results we will present are independent on this
ultraviolet regularization. Indeed, we reproduced the
calculation by introducing an exponential, rather than
a sharp cut-off, and we obtained the same results (see
Appendix B).
However, apart of its analytical form, the cut-off
plays a crucial role. The results we shall present in
the following depend on its presence, because it al-
lows us to focus on the low frequency portion of the
spectral density, forgetting about the high frequency
one. Such a way to proceed is absolutely fitting if
one is interested in the long-time dynamics. In this
context the cut-off frequency in Eq. (48) is not an
artificial quantity, but it arises in a natural manner:
it is the characteristic frequency distinguishing the
phononic linear part of the Bogoliubov spectrum from
the quadratic one. This is more clear if we express it
in terms of the traditional parameters of the Bogoli-
ubov spectrum:
Λ = c/
(√
2ξ
)
(52)
Precisely, considering ω/Λ  1, the inverse of the
Bogoliubov spectrum in Eq. (39) takes the following
form:
kω ∼ ω, (53)
namely the Bogoliubov dispersion relation gets linear.
Replacing it in Eq. (38) we obtain the cubic behavior
in Eq. (41).
Finally, the negligibility of the high frequency part
of the SD, i.e. the ultraviolet cut-off, arises natu-
rally if one looks to the phonon linear part of the
Bogoliubov spectrum, which is reasonable if we want
to study to long-time dynamics. It is important to
highlight that in such a regime our results do not de-
pend on whether the cut-off is present or not, as we
proved in the end of Appendix B. The SD takes thus
the polynomial cubic structure in Eq. (41). Develop-
ing the theory of QBM for such a cubic SD is a central
part of the current work. In the following section we
shall show that such a super-ohmic behavior is related
to memory effects.
4 Heisenberg Equations
In this section we derive the Heisenberg equations of
motion. For the sake of simplicity, we focus on the
case where the BEC is confined in one dimension. We
consider that the impurity is trapped in a harmonic
potential, i.e.,
U(x) = mIΩ2x2/2, (54)
which is a common set-up in ultracold atom systems.
The Heisenberg equations are
x˙(t) = i
~
[H,x(t)] = p(t)
mI
, (55)
p˙(t)= i
~
[H, p(t)] = −mIΩ2x(t)− ~
∑
k
gkpik(t), (56)
b˙k(t) =
i
~
[H, bk(t)] = −iωkbk(t)− gkx(t), (57)
b˙†k(t) =
i
~
[
H, b†k(t)
]
= +iωkb†k(t)− gkx(t), (58)
where the Hamiltonian is given by in Eq. (25). Equa-
tions (55)-(58) can be combined to obtain
x¨(t) + Ω2x(t) + ∂
∂t
∫ t
0
Γ(t− s)x(s)ds = B(t)
mI
, (59)
as detailed in Appendix A. This is the equation of
motion for the impurity position. It may be viewed
as the quantum analogue of a classical stochastic dif-
ferential equation, where
B(t) =
∑
k
i~gk(b†ke
iωkt − bke−iωkt) (60)
plays the role of a stochastic force, and Γ(t) is the
damping kernel introduced in Eq. (34), which expres-
sion may be obtained through an integration by parts:
Γ(t) = τ˜
t3
[
2Λt cos (Λt)− (2− Λ2t2) sin (Λt)] . (61)
An important feature of such an equation is that it
is non-local in time, namely the temporal evolution
of x at time t depends on its past history, i.e. x(s)
with s < t. We can state that in general the dynamics
of an impurity in a homogeneous BEC in one dimen-
sion, described by Eq. (59), carries a certain amount
of memory effects. Actually, there is one special situa-
tion where this equation reduces to a local one, and in
particular to a traditional damped harmonic oscillator
with a stochastic force. This is the case constituted
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by a damping kernel proportional to a Dirac delta.
It is immediate to prove that this expression of the
damping kernel results by a ohmic SD, i.e. an SD
depending linearly on the frequency. As we showed
in Sec. 3 this is not the case of the present system,
where the SD is super-ohmic. In conclusion we can
state that the dynamics of an impurity in a BEC al-
ways carries a certain amount of memory effects.
Equation (59) is a second-order linear non-
homogeneous differential equation. Its solution is the
sum of a particular one and that of the related ho-
mogeneous equation. For the latter we can proceed
by applying the Laplace transform operator, in order
to obtain the solution in terms of the initial position
and velocity. The particular solution, instead, is the
convolution product of the Green function and the
position operator. Therefore, the solution for the im-
purity position in the Heisenberg picture takes the
following form
x(t)=G1(t)x(0)+G2(t)x˙(0)+
1
mI
∫ t
0
G2(t−s)B(s)ds,
(62)
where the functions G1 and G2 are defined through
their Laplace transforms
Lz[G1(t)] = z + Lz[Γ(t)]
z2 + Ω2 + zLz[Γ(t)] , (63)
Lz[G2(t)] = 1
z2 + Ω2 + zLz[Γ(t)] , (64)
and satisfy
G1(0) = 1, G˙1(0) = 0, (65)
G2(0) = 0, G˙2(0) = 1. (66)
Equations (63) and (64) depend on the Laplace trans-
form of the damping kernel which is calculated in Ap-
pendix B. Here we present only the final result
Lz [Γ(t)] = zτ˜ [Λ− z arctan (Λ/z)] . (67)
In order to find the expression of the position impu-
rity as a function of the time, and so to characterize
its motion, we have to invert the Laplace transforms
in Eqs. (63) and (64). In the following two sections,
we will invert this transformations to obtain the com-
plete solution both analytically and numerically, for
the case of untrapped (Sec. 5 ) and trapped impurity
(Sec. 6).
5 Untrapped Impurity
Here we consider an untrapped impurity, that is Ω = 0
in Eq. (54). In this case the impurity position in the
Heisenberg picture is described by Eq. (62) with
Lz[G1(t)] = z + Lz[Γ(t)]
z2 + zLz[Γ(t)] = 1/z, (68)
Lz[G2(t)] = 1
z2 + zLz[Γ(t)] . (69)
To completely characterize the motion of the impu-
rity one has to invert these Laplace transforms. For
Eq. (68) this calculation can be performed straight-
forwardly to get
G1(t) = 1. (70)
Thus the contribution of the initial position in
Eq. (62) is constant in time. We highlight that such
a result may be found even without knowledge of the
form of the damping kernel, and therefore about the
form of the SD. Thus, Eq. (70) holds for any un-
trapped impurity, regardless of the details of the cou-
pling.
It is more difficult to handle with the Laplace trans-
form in Eq. (69), due to the arctangent in the Laplace
transform of the damping kernel in Eq. (67). We are
interested in the long-time regime, which corresponds
to z  Λ. The asymptotic expansion of Eq. (67) in
this limit reads
Lz [Γ(t)] = zτ˜Λ + o(z2), (71)
and therefore
Lz[G2(t)] = 1(1 + Λτ˜)z2 ≡
1
αz2
, (72)
which can be inverted providing
G2(t) = t/α. (73)
We note that such an expression does not fulfill
the boundary conditions in Eq. (66), in particular
G˙2(0) 6= 1, but this is justified by the fact that
Eq. (73) refers to a long-time behavior.
Equation (73) has been obtained by expanding the
Laplace transform of the damping kernel at the first
order in z/Λ. In general one may perform such an ex-
pansion to the nth order, and the Laplace transform
in Eq. (69) takes the form of the inverse of a polyno-
mial of (n + 1)th degree. The Laplace transform can
be henceforth inverted by computing the roots of such
a polynomial, say z¯k, with k = 1, ..., n+ 1, and finally
one gets
G2(t) =
n+1∑
k=1
ake
z¯kt, (74)
where the ak are constants depending on the roots
z¯k. However, one has to notice that some roots have
a positive real part, corresponding to divergent run-
away solutions [59]. These divergent roots have to be
dropped out. In fact it is possible to see that they
do not satisfy the condition z  Λ that we assumed
in the beginning of the calculation. Then, they are
negligible in the long-time limit. One may invert the
Laplace transform in Eq. (69) through the general ap-
proach of the Bromwich integral. Here the run-away
roots remain out of the integration contour, and there-
fore the related residuous do not contribute. We con-
clude that Eq. (73) represents the complete expression
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Figure 1: Inverse Laplace transform of Eq. (69). The plot
refers to a K impurity embedded in a gas of Rb atoms with a
density n0 = 7 ·106m−1 and a coupling constant gB = 2.36 ·
10−37J ·m. Here ω0 = ~n20/mI represents the characteristic
frequency. Solid lines refer to result of the approximation in
Eq. (75) for N = 5, while dashed ones represent analytic
long-time predictions from Eq. (73).
for the Laplace transform in Eq. (69) in the long-time
limit.
In order to go beyond any asymptotic expansion of
Eq. (67), we have to perform numerically the inversion
of the Laplace transform in Eq. (69). There exist
several algorithms aimed to deal with this problem,
as carefully discussed in [60]. Here, we consider the
Zakian method, where the inverse Laplace transform
f(t) of a function F (z) is approximated as
f˜(t) = 2
t
N∑
j=1
Re [kjF (αj/t)] , (75)
with αj and kj constants that can be either complex or
reals. In the limit N →∞ it turns that f˜(t)→ f(t).
Many studies show that the error in the approxi-
mation is negligible in several situations already for
N = 5, and the parameters αj and kj are listed in Ta-
ble 1 of [60]. Applying this method to our problem we
invert the Laplace transform in Eq. (69) without per-
forming any asymptotic approximation. The result is
presented in Fig. 1. We note that in the long-time
limit the numerical solution matches the analytic one
presented in Eq. (73). This linear divergence is ap-
proached through damped oscillations, which charac-
terize the short- and middle-time regimes. The same
behavior is detected by reproducing the calculation by
means of other algorithms in [60], such as the Fourier
and Week ones.
In conclusion, the position operator in the Heisen-
berg picture for an untrapped impurity is described
by the expression in Eq. (62), where G1 is given by
Eq. (70), while G2 is represented in Fig. 1. Only in
the long-time limit it is possible to exhibit an analytic
expression for the second function, Eq. (73). Such a
term shows a ballistic form, namely it is proportional
to time. It means that, as time flows the position
impurity becomes larger and larger. The untrapped
impurity does not approach the equilibrium, but runs
away from its initial position. This is a reasonable be-
havior when we remove trapping. It is natural to char-
acterize quantitatively the motion of the untrapped
impurity with the mean square displacement (MSD)
MSD(t) = 〈[x(t)− x(0)]2〉, (76)
which provides the deviation between the position at
time t and the initial one. In experiments dealing with
ultracold gases such a quantity can be measured [15].
In the long-time limit it is possible write
MSD(t) =
(
t
α
)2
〈x˙(0)2〉
+ 1
2 (αmI)2
∫ t
0
ds
∫ t
0
dσ(t− s)(t− σ)〈{B(s), B(σ)}〉,
(77)
where we considered a factorizing initial state ρ(t) =
ρS(0)⊗ρB . The initial conditions of the impurity and
bath oscillators are then uncorrelated. Then, averages
of the form 〈x˙(0)B(s)〉 vanish. The second term on
the right-hand side of Eq. (77) can be treated noting
that:
〈{B(s), B(σ)}〉 = 2~ν(s− σ) (78)
and remembering the definition of the noise kernel in
Eq. (32) it turns:
ν(s− σ) = mIτ˜
∫ Λ
0
dω cos [(s− σ)ω]ω3, (79)
where the hyperbolic cotangent in the noise kernel
in Eq. (32) has been approximated to one assuming
low-temperature. This is an important assumption.
It is possible to check that for realistic values of the
physical quantities such an approximation for the hy-
perbolic cotangent is reasonable. Replacing Eq. (79)
in the second term of the right-hand side of Eq. (77),
and integrating with respect of time and frequency, it
turns
MSD(t) =
[
〈x˙(0)2〉+ ~τ˜Λ
2
2mI
](
t
α
)2
. (80)
When this quantity shows a linear dependence on
time, the impurity experiences normal diffusion [38].
Conversely, the MSD is proportional to the square of
time in Eq. (80). Such a behavior is termed super-
diffusion and provides a key signature of the motion
of the impurity.
In this context super-diffusion is a consequence of
the presence of memory effects. In [38] a similar cal-
culation is performed considering an ohmic SD, asso-
ciated to the absence of memory effects, and leads to
a diffusive behavior. Super-diffusion in Eq. (80) arises
due to the super-ohmic character of the SD. There-
fore, it represents a witness of memory effects for a
measurable observable.
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Figure 2: Average of the energy in the low temperature limit
in Eq. (83) as a function of the time for different values of the
coupling strength. The plot refers to the situation where the
initial average energy E(0), as well as the mean-field term,
have been set to zero.
Apart from the position, the result we presented
above permits to obtain an expression for the mo-
mentum of the impurity in the Heisenberg picture. In
fact, by inserting within Eq. (55) the expression in
Eq. (62) with the G2 function in Eq. (73), one infers
p(t) = 1
α
[
p(0) +
∫ t
0
B(s)ds
]
. (81)
Equation (81) can be used to compute the average
energy of an untrapped impurity
E(t) = 〈p
2(t)〉
2mI
. (82)
Proceeding as in the derivation of the MSD we find
in the low temperature limit
ELT (t) =ηgBn0 +
E(0)
α2
+ ~τ˜2α2 Λ
2
− ~τ˜(αt)2 [cos (Λt) + Λt sin (Λt)− 1] , (83)
where we recover the mean-field energy term, repre-
sented now by the first term on the right hand side.
Such a quantity is plotted in Fig. 2, where it is shown
that the average of the energy oscillates initially and
after a long time approaches a constant value. These
oscillations represent a non-monotonic behavior of the
energy. Importantly, the increasing parts correspond
to a flow of energy directed from the environment to-
wards the impurity. In [61] such a backflow energy
has been studied for QBM and indicated as a witness
of memory effects.
We note that after a long time, in the weak cou-
pling limit, the only term surviving in Eq. (83) is the
mean-field one. In fact the terms in the second line
vanish after a long time. The second term on the right
hand-side vanish in the weak coupling limit, since it is
proportional to η2. In the end, in the weak coupling
limit, the asymptotic value of the energy approaches
the mean-field one.
In the high-temperature limit super-diffusion
equally emerges, though with a different coefficient.
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Figure 3: Inverse Laplace transforms of Eqs. (63) (Up)
and (64) (Down) obtained through the Zakian method. The
figures refer to an impurity of K with Ω = 2pi · 500 Hz in a
gas made up by Rb with a density of n0 = 7(µm)−1 and a
coupling strength gB = 2.36 · 10−37J·m.
Also the energy shows qualitatively the same behav-
ior as in the low-temperature limit. Nevertheless, the
linear approximation in Eq. (23) fails, as discussed in
Appendix C.
6 Trapped Impurity
In this section we restore the presence of a harmonic
trap, i.e. we look to the situation where Ω > 0 in
Eq. (54). To investigate the dynamics of the impurity
we proceed as in the previous section, namely we in-
vert the Laplace transforms in Eqs. (63) and (64), in
order to characterize the expression of the position op-
erator in the Heisenberg picture, given by in Eq. (62).
Here, an important difference with Sec. 5 is that the
expression for G1(t) cannot be obtained regardless of
any information about the analytic structure of the
damping kernel. Conversely, for a trapped impurity
the calculation of G1 requires the same attention of
G2.
We approach the problem from a numerical point
of view, with the Zakian method presented in [60],
briefly described in Sec. 5. The results are presented
in Fig. 3. Both functions exhibit oscillations which
get damped in the long-time regime. In particular, in
the long-time limit one gets
lim
t→∞G1(t) = 0, limt→∞G2(t) = 0. (84)
The boundary conditions in Eqs. (65) and (66) are
satisfied. Employing alternative numerical methods
described in [60] to invert the Laplace transforms we
obtain the same result. From the physical point of
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view it means that, after a long-time, the contribu-
tions of the initial position and velocity vanish.
For a trapped impurity we are also interested in the
long-time behavior of the particle. We characterize it
by means of the position variance, which is a mea-
surable quantity. Taking into account the behavior of
G1 and G2 functions showed in Fig. 3, the expression
for the position variance can be easily found starting
from Eq. (62)
〈x2(t)〉 =
∫ t
0
ds
∫ t
0
dσG2(t− s)G2(t− σ)ν(s− σ)
m2I~−1
,
(85)
where we used the first line in Eq. (79). Replacing
the expression for the noise kernel one gets
〈x2(t)〉= ~
m2I
∫ Λ
0
J(ω) coth (~ω/2kBT ) dω
×
∫ t
0
ds
∫ t
0
dσG2(t− s)G2(t− σ) cos[ω(s− σ)]
≡ ~
m2I
∫ Λ
0
J(ω) coth (~ω/2kBT )φ(t, ω)dω.
(86)
We stress that once the long-time conditions in
Eq. (84) are fulfilled, it is not necessary to suppose
that the state of the global system is initially non-
correlated, as we did in Sec. 5. Equation (86) turns
into
φ(t, ω) =12
∫ t
0
ds
∫ t
0
dσG2(t− s)G2(t− σ)
× [eiωse−iωσ + c.c.]
=12
∫ t
0
ds˜e−iωs˜G2(s˜) (87)
×
∫ t
0
dσ˜eiωσ˜G2(σ˜) + c.c., (88)
where we introduced
s˜ = t− s, σ˜ = t− σ. (89)
We are interested in the long-time limit, t → ∞. In
this limit, one gets
φ(t, ω) = L−iω [G2(t)]L+iω [G2(t)] . (90)
Replacing Eq. (64) into Eq. (90), we obtain the final
expression for the position variance:
〈x2〉 = ~2pi
∫ +Λ
−Λ
dω coth (~ω/2kBT ) χ˜′′(ω), (91)
where
χ˜′′(ω) = 1
mI
ζ(ω)ω
[ωζ(ω)]2 + [Ω2 − ω2 + ωθ(ω)]2 , (92)
and
ζ (ω) = Re{Lz˜ [Γ(t)]} = piτ˜2 ω
2 + o
(ω
Λ
)5
, (93)
θ (ω) = Im{Lz˜ [Γ(t)]} = −τ˜Λω + τ˜Λω
3 + o
(ω
Λ
)5
.
(94)
with z˜ = −iω + 0+. The expression in Eq. (91), en-
dowed by Eqs. (92) and (93), completely determines
the position variance for an impurity trapped in a
harmonic potential. We emphasize that such an ex-
pression has been obtained just by considering the
long-time limit of the solution of the Heisenberg equa-
tions in Eq. (62). It is possible to note, however, that
it corresponds to that achieved in the context of the
linear response theory by means of the fluctuation-
dissipation theorem [38], as discussed in detail in Ap-
pendix D. Indeed, χ˜′′ can be seen as the imaginary
part of the Fourier transform of the linear response to
an external force applied to the system, at the equi-
librium.
In conclusion, in presence of a harmonic trap the
impurity approaches the equilibrium in the long-time
limit. We describe such a state through position and
momentum variance (a similar expression to Eq. (91)
is also found for the momentum). In particular we
look to
δx =
√
2mIΩ〈x2〉
~
, δp =
√
2〈p2〉
mI~Ω
, (95)
which represents the position and momentum vari-
ances regularized in order to be dimensionless. In
these units the Heisenberg principle reads as δxδp ≥ 1,
so the Heisenberg threshold is set to be equal to one.
These quantities do not depend on time, because they
refer to an equilibrium stationary state. We study
the dependence of δx on the system parameters, such
as temperature and interaction strength, that can be
tuned in experiments.
In Fig. 4 we show the position variance for a
trapped impurity as a function of the temperature,
for several values of the coupling strength. Such a
result follows from both a numerical and analytic in-
tegration. In the second case, one may proceed by
noting that the integrand function rapidly vanishes
as ω increases, so we approximate Eq. (91) with an
integral over the whole real axis (also note that the
integrand is an even function). Therefore it is pos-
sible to apply the Residue theorem. We also stress
that Eq. (91) refers to the asymptotic expansion in
Eq. (93), justified in the long-time limit. Such an ex-
pansion has been performed till the fifth order in ω/Λ,
but even going to higher orders we recover the same
result as in Fig. 4.
In physical grounds we note from Fig. 4 that for
kBT/~Ω & 0.5, the position variance grows as the
square root of the temperature. Indeed, we detect the
behavior provided by δx ∼
√
2T (red dashed line), in
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Figure 4: Dimensionless position variance in Eq. (95) as a
function of the temperature, for several values of the inter-
action strength. The red dashed line represents the function√
2T , associated to the equipartition theorem. The figure
refers to an impurity: of K with Ω = 2pi · 500 Hz in a gas
made up by Rb with a density of n0 = 7(µm)−1 and a cou-
pling strength gB = 2.36 · 10−37J·m.
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Figure 5: Dimensionless position variance in Eq. (95) as a the
interaction strength, for several values of the temperature,
satisfying kBT/~Ω  0.5. The figure refers to an impurity:
of K with Ω = 2pi · 500 Hz in a gas made up by Rb with
a density of n0 = 7(µm)−1 and a coupling strength gB =
2.36 · 10−37J·m.
agreement with the equipartition theorem. We note
that as the temperature increases the value of the po-
sition variance turns to be less dependent of the in-
teraction strength.
In the other limit, that is when one approaches the
zero-temperature limit (for kBT/~Ω . 0.5), we find
that δx < 1. This means that the position variance
is smaller than the value related to the Heisenberg
threshold in these units. This important effect is
named genuine position squeezing, and corresponds
to high spatial localization of the impurity. This is
an important resource in quantum technologies, and
therefore we would like to find under which param-
eters such an effect is enhanced. In Fig. 5 we plot
the value of the dimensionless position variance in
Eq. (95) as a function of the interaction strength, ob-
tained by exploring values of the temperature as low
as possible. We point out that genuine squeezing is
maximized, i.e. δx gets smaller, if the temperature
tends to zero, and the interaction becomes stronger.
For instance, tuning η ≈ 5 and setting T = 2nk it
is possible to reach δx ≈ 0.7. This degree of squeez-
ing may be enhanced by increasing the value of η.
In this case, our results would lie at the border of
the validity regime of our Hamiltonian model. Note
that in experiments the value of η may be pushed to-
wards very high values, for instance η = 30 [15]. Of
course, the present theory cannot be employed to in-
vestigate such a regime. However, we remark that for
η . 7, where the theory is well defined, we already
find a good degree of genuine position squeezing. We
underline, anyway, that even for η . 7, the investiga-
tion of such a limit would be not possible through the
tools developed in [12], basically due to the violations
of the Heisenberg principle at low temperature. Here,
instead, Heisenberg principle is fulfilled.
Finally, we would like to underline that the gen-
uine position squeezing appears both for attractive
and repulsive interactions. This is in agreement with
the results presented in [15] (see Fig. 4), where it has
been shown that the position variance of the impu-
rity does not depend on the sign of the interaction.
To understand this, let us first note that in the pres-
ence of a trap confining the BEC, the density of the
condensate, will be spatially changing and peaked in
the center of the trap. If impurity-boson interactions
are repulsive, one should expect that the impurity will
be pushed away from the center and localized around
the distance D resulting from am interplay between
the force trapping the impurity and the force result-
ing from the mean field interactions. While due to
the parity symmetry 〈x〉 = 0, one should expect that
〈x2〉 ' D2 and, unless D is very small, there will
be no squeezing of the position. In contrast, for at-
tractive interactions the impurity will be localized in
the center of the trap and squeezing will be possi-
ble. In Ref. [62] it is considered the model case when
the bath is coupled to the square of the position of
the impurity. This is the first step towards the study
of the full problem, in which impurity couples to a
confined condensate with spatially dependent density
and complicated spatially dependent Bogoliubov-de
Gennes modes.
In contrast, in the present case we consider a spa-
tially homogeneous condensate with constant density
and Bogoliubov-de Gennes modes, which are plane
waves. Moreover, we linearize the spatial dependence
of modes, assuming self-consistently that the impu-
rity is localized in the region of x allowing for such a
linearization. The above arguments do not apply in
thus case, and our results: i) do not depend on the
sign of impurity-bath interaction; ii) squeezing is thus
possible for both repulsive and attractive interactions.
7 Conclusions
We presented a discussion concerning the physics of
an impurity embedded in a homogeneous BEC, adopt-
ing an open quantum system point of view, in par-
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ticular recalling the paradigmatic quantum Brownian
motion model. In this framework the impurity may
be treated as a Brownian particle interacting with a
bath of Bogoliubov modes. Such an approach is suit-
able to describe the dynamics of the impurity, namely
to characterize its motion. We pursued this task em-
ploying Heisenberg equations, finding an equation for
the impurity position (see Eq. (59)) which can be seen
as the quantum analogue of the stochastic Langevin
equation. Equation (59) is non-local in time, suggest-
ing that the dynamics of an impurity in a homoge-
neous BEC carries a certain amount of memory ef-
fects. The presence of memory effects is embodied in
the structure of the spectral density, which we calcu-
lated explicitly in Sec. (3). The spectral density shows
a super-ohmic behavior.
The solution of the equation for the impurity po-
sition, together with the spectral density, permits to
qualify the motion of the impurity. We distinguished
two situations: the case where the impurity is trapped
in a harmonic potential (Sec. 6) and that in which
there is not any trap (Sec. 5). When the impurity is
untrapped it does not approach the equilibrium, and
runs away from the point where was initially localized.
We characterized quantitatively such a behavior by
computing the mean square displacement, providing
information about the portion of space explored by
the impurity during its random motion. This quantity
can be measured in experiments [15]. Such a quan-
tity shows a super-diffusive form, namely it is pro-
portional to the square of time. The super-diffusive
behavior is a consequence of the presence of memory
effects. Therefore, this result constitutes a witness of
non-Markovianity on a measurable observable.
In [61] the presence of memory effects has also been
related to a back-flow of energy, directed from the en-
vironment to the impurity. We evaluated the aver-
age of energy for an untrapped impurity as a function
of the time, and we found non-monotonic behavior:
the impurity does not just release energy to the envi-
ronment (dissipation), but also acquires energy from
it. It is an open question to understand if such a
back-flow of energy may be employed as a resource
for quantum technologies.
In presence of a trap the impurity approaches the
equilibrium after a long-time evolution. It is also in-
teresting to study the position and momentum vari-
ance of such a final stable state. We study the be-
havior of both quantities as a function of the temper-
ature and of the interaction strength. We find that
as the coupling gets stronger, and as the temperature
tends to zero, the impurity experiences genuine posi-
tion squeezing, namely its position variance takes val-
ues smaller than the Heisenberg principle. This fea-
ture corresponds to high localization in space of the
impurity. Such an effect may be optimized by increas-
ing the strength of the coupling between the impurity
and the BEC. Here, one has to take into account the
constraint imposed on the interaction in order to en-
sure the validity of the Fröhlich Hamiltonian model,
consisting of an upper bound on the quantity η. Also
within the limitations defined by this condition we
find a good degree of genuine position squeezing.
Finally, we would like to highlight that the method
we developed in this work can be exported to others
ultracold systems. For instance, in [44] it has been
proved that the dynamics of a bright soliton in a su-
perfluid in one dimension is described by an equation
showing the same form of that in Eq. (59). The spec-
tral density for the system is in some circumstances
proportional to the third power of the frequency of
the Bogoliubov modes, in agreement with the current
work.
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A Derivation of the equation for the
impurity position
In this Appendix we show in detail the calculation
leading to Eq. (59). The starting point is constituted
by the Eqs. (55)-(58). The first step is to derive both
sides of Eq. (55) and to replace the result in Eq. (56),
thus obtaining an equation just for the position of the
impurity
x¨(t) + Ω2x(t) = −i
∑
k
~gk
mI
[
bk(t)− b†k(t)
]
. (96)
The time dependence of the Bogoliubov modes can
be extracted from Eqs. (57) and (58). They are lin-
ear but non-homogeneous first-order differential equa-
tions. Therefore their solution is the sum of that of
the related homogeneous one and a particular inte-
gral. The former can be easily obtained since it is
just that of a harmonic oscillator,
bk(t) = bke−iωkt + h−k (t), b
†
k(t) = b
†
ke
+iωkt + h+k (t).
(97)
The quantities h−k and h
+
k represent the particular
solutions of Eqs. (57) and (58), that may be expressed
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Figure 6: Path in complex plane to solve the integral in Eq.
(101).
as convolution product of the unknown function x(t)
and the Green function
h±k (t) =
∫ t
0
G±k (t− s)x(s)ds. (98)
Then, the problem of solving the Heisenberg equa-
tions for the Bogoliubov modes reduces to that of
finding the Green function of Eqs. (57) and (58). The
Green function is defined by the equation
G˙±k (t)∓ iωkG±k (t) = −gkδ(t), (99)
which applying Fourier transform turns into
Fω˜
[
G±k (t)
]
= − igk
ω˜ ± ω . (100)
Thus, the problem of determining the Green function
is solved if one performs the inversion of the Fourier
transform in Eq. (100). Namely, one has to calculate
the following integral
G±k (t) = −
igk
2pi P
∫ +∞
−∞
eiω˜t
ω˜ ± ωk dω˜, (101)
where we introduced the principal Cauchy part P
because otherwise the integral is not well-defined in
ω˜ = ±ωk. The integral in Eq. (101) can be solved
recalling the Jordan Lemma, selecting the path in
Fig. 6. It follows
G±k (t) =
gk
2 exp (∓iωkt) . (102)
In conclusion, Eq. (96) takes the form
x¨(t) + Ω2x(t)− ~
mI
∑
k
g2k
∫ t
0
x(s) sin [ωk(t− s)] ds
(103)
=B(t)
mI
,
where
B(t) ≡ −
∑
k
~gkpik(t) =
∑
k
i~gk(b†ke
iωkt − bke−iωkt).
(104)
Equation (103) can be expressed in terms of the dis-
sipation kernel, Eq. (33)
x¨(t) + Ω2x(t)− 1
mI
∫ t
0
λ(t− s)x(s)ds = B(t)
mI
. (105)
One can also introduce the damping kernel in
Eq. (34). The third term in the first hand-side of
Eq. (103) so writes as
− 1
mI
∫ t
0
λ(t− s)x(s)ds =
∫ t
0
Γ˙(t− s)x(s)ds =
(106)
= ∂
∂t
∫ t
0
Γ(t− s)x(s)ds− Γ(0)x(t).
Accordingly it is possible to express Eq. (105) as
x¨(t) + Ω˜2x(t) + ∂
∂t
∫ t
0
Γ(t− s)x(s)ds = B(t)
mI
, (107)
in which we introduced the renormalized frequency
Ω˜2 = Ω2 − Γ(0). (108)
Hereafter we neglect the contribution to the frequency
provided by Γ(0). This term grows as the interac-
tion strength increase and could lead to a negative
renormalized frequency. In this context the impurity
experiences instability. By deriving the equations of
motion directly from Hamiltonian Eq. (27) one avoids
the instability problem, at the cost of introducing and
additional counter term ad hoc. With the procedure
here presented we can identify in the equations of mo-
tion the effect of the absence of such a term.
B Laplace tranform of the damping
kernel
In this Appendix we derive the expression of the
Laplace transform of the damping kernel presented
in Eq. (67). We perform the calculation for a cubic
SD with a general ultraviolet regularization
J(ω) = mIτ˜ω3Θ(ω,Λ), (109)
with Θ(ω,Λ) > 0 specifying the dependence on the
cut-off of the SD. The SD in Eq. (67) corresponds to
the particular case when
Θ(ω,Λ) = θ(ω − Λ), (110)
with θ(·) the Heaviside step function. We will also
compute the Laplace transform considering an expo-
nential cut-off
Θ(ω,Λ) = exp (−Λω) , (111)
showing that a much complicated expression turns
out.
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In general, we assume that Θ(ω,Λ) decays fast
enough so that∫ ∞
0
e−zt
(∫ ∞
0
|ω2Θ(ω,Λ) cos(ωt)|dω
)
dt <∞.
(112)
Note that such a behavior covers both the sharp and
the exponential dependence on the cut-off. Therefore,
by Fubini-Tonelli theorem one can interchange the in-
tegrals in the following. For z > 0, it results in
L [Γ (t)]z= τ˜
∫ ∞
0
e−zt
(∫ ∞
0
ω2Θ(ω,Λ) cos(ωt)dω
)
dt
(113)
= τ˜ z
∫ ∞
0
ω2
ω2 + z2 Θ(ω,Λ)dω, (114)
where we used the expression∫ ∞
0
exp (−zt) cos(ωt)dt = z
ω2 + z2 , (115)
that is the result of an integration by parts.
Choosing the cut-off function in Eq. (110), we ob-
tain
L [Γ (t)]z = zτ˜ [Λ− z arctan (Λ/z)] , (116)
as we presented in Eq. (67). If we consider the cut-
off function in Eq. (111), the Laplace transform of
the damping kernel results to be expressed in terms
of the Mejer function. Such a function is not suit-
able to handle in an analytic calculation. For the
environment given by a BEC, the analytical behavior
together with the form of the Bogoliubov spectrum
justify the consideration of a sharp cut-off.
Let us finally note that, regardless of its analytic
form, the presence of the cut-off introduced in Eq.
(51) does not affect our results. This is because our
results refer to the long-time limit, which is not influ-
enced by the high-frequency part of the SD. To prove
this, one should compare the Laplace transform of the
damping kernel induced by the SD in Eq. (51) (shown
in Eq. (116)) with that induced by the SD in Eq. (41),
where there is not any cut-off. This is enough because
such a Laplace transform is the only object carrying
information about the SD along all the theory.
However, the calculation of the Laplace transform
of the damping kernel induced by the “uncutted" SD
in Eq. (41) is not an easy task, due to the very com-
plicated form at high-frequency (see Eq. (43)). It is
given by:
L [Γ (t)]z = τ˜ z
∫ ∞
0
ω2
ω2 + z2χ1d(ω,Λ)dω. (117)
We may evaluate it at the first-order in z, which is
the relevant one at long-times,
L [Γ (t)]z = τ˜ z
∫ ∞
0
χ1d(ω,Λ)dω + o(z/Λ)2. (118)
Since ∫ ∞
0
χ1d(ω,Λ)dω = Λ, (119)
we recover the expression in Eq. (116), derived with
a sharp cut-off.
In the end, we conclude that at the long-times our
results do not depend on whether the SD is cutted
or not, i.e. on the existence of the cut-off. This
could also be inferred by recalling the Tauberian the-
orem [63, 64] according to which the long time be-
havior of a function (in the time domain) is deter-
mined by the low frequency behavior of its Laplace
transform (in the frequency domain). Since the low
frequency behavior of the Laplace transform of the
damping kernels for both spectral densities coincides,
the long time dynamics of the impurity do not depend
on whether there is a cutoff or not.
C Validity of the linear approximation
In Sec. 2 we proved that the Hamiltonian of an impu-
rity in a gas may be expressed in the form of that of
the QBM. A crucial step to perform this task consists
of a linear expansion of the exponential appearing in
Eq. (21). The present Appendix is devoted to dis-
cuss the validity of such an approximation, namely
we wonder for which values of the system parameters
the condition
kx 1, (120)
holds, allowing the expansion in Eq. (24). Here, k
represents the wave number of the Bogoliubov modes,
depending on their frequency as showed in Eq. (39).
This function increases monotonically as
k ≈ ω/c for ω  Λ, (121)
k ∼ √ω for ω  Λ, (122)
hence we can minimize the left-hand side of Eq. (120)
by looking to the small frequency regime in Eq. (121).
Note that this is in agreement with our treatment, be-
cause all the results presented here refer to the phonon
linear part of the Bogoliubov dispersion relation. In
fact such a portion of the Bogoliubov spectrum is em-
bodied in the super-ohmic form of the SD we have
considered (see Sec. 3). Moreover, the ultraviolet
sharp cut-off, Λ, permits to get rid of the contribu-
tion due to the non-linear part in Eq. (122). The
condition in Eq. (120) is then
ω
c
x 1, (123)
and recalling the expression
c =
√
2ξΛ, (124)
it turns into
ω
Λ
x
ξ

√
2. (125)
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We point out that, in order to fulfill the condition,
the position of the impurity may acquire large values,
provided we consider a frequency much smaller than
Λ.
The value of the frequency depends in general on
the temperature. For a system of bosons the energy
at a given temperature T is
E(ω) = ~ω
e
~ω
kBT − 1
≤ kBT, (126)
accordingly one can evaluate Eq. (125) as
kBT
~c
x 1. (127)
Note that, because of the inequality in Eq. (126), the
condition in Eq. (127) provides an upper bound for
Eq. (120).
We have to evaluate now the position of the impu-
rity. The quantity appearing in Eq. (120) is an opera-
tor. The impurity is modeled as a harmonic oscillator,
so its state is Gaussian. Therefore it ensues
x = 〈x〉+ ∆x = ∆x, (128)
where we considered that, for a harmonic oscillator,
the average value of the position is zero. Finally, we
can state that the linear approximation underlying
our analysis is fulfilled if it is satisfied that
kBT
~c
∆x  1. (129)
To evaluate ∆x, and thus Eq. (129), we have to dis-
tinguish again the case of trapped and untrapped im-
purity.
For the trapped case we consider in Eq. (129) the
fluctuation ∆x as that given by δx in Eq. (95),
χ(Tr) ≡ kBT
~c
δx(T,Ω). (130)
If χ(Tr) < 1 it is possible to state that the linear ap-
proximation, Eq. (23), is fulfilled. We plot in Fig. 7
the quantity in Eq. (130) as a function of the tem-
perature and the trap frequency. Note that δx de-
pends also on the interaction strength, but we focus
on the case where η = 1. In general, as the tem-
perature grows the position variance approaches the
value predicted by the equipartition theorem, so it
gets coupling-independent. At low temperature, in-
stead, the value of the position variance approaches
one at weak coupling, i.e. η ≈ 1, while in general it
is smaller (the impurity experiences genuine position
squeezing). Therefore, the value of the position vari-
ance at η = 1 represents an upper bound. Therefore,
if the linear approximation is fulfilled for η = 1, it also
holds for other, smaller or larger, values of η.
Figure 7 shows that the linear approximation for
a trapped impurity is fulfilled at low temperature.
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Figure 7: Behavior of χ(Tr) [see Eq. (130)] as a function
of the temperature and of the frequency of the trap. For
χ(Tr) < 1 the linear approximation, Eq. (23), is appropriate
for the trapped impurity. The figure refers to an impurity of K
in a gas made up by Rb with a density of n0 = 7(µm)−1 and
a coupling strength gB = 2.36 · 10−37J·m. The interaction
strength is η = 1.
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Figure 8: Behavior of χ(Un) [see Eq. (131)] as a function of
the temperature and of the time. For χ(Un) < 1 the linear
approximation, Eq. (23), is appropriate for the untrapped
case. The figure refers to an impurity of K in a gas made
up by Rb with a density of n0 = 7(µm)−1 and a coupling
strength gB = 2.36 · 10−37J·m. The interaction strength is
η = 1.
Moreover, it is very well satisfied as the trap potential
gets more and more steep, as pointed out also in [47].
In particular, we see that for the value we selected to
detect genuine position squeezing, i.e. Ω = 2pi · 500
and T ≥ 2nm the threshold in Eq. (130) takes a value
smaller than 0.1, suggesting that the condition allow-
ing the linear approximation is very well satisfied.
Next we consider the untrapped impurity. In this
case ∆x may be evaluated by means of the MSD in
Eq. (80). Considering the case in which 〈x˙2(0)〉 = 0,
the left-hand side in Eq. (127) is
χ(Un) ≡ kBT
~c
√
~τ˜
2mI
tΛ
α(η) . (131)
Again, in order to state that our linear approximation
is satisfied the quantity in Eq. (131) has to be smaller
than one.
In Fig. 8 we plotted the value of the quantity χ(Un)
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Figure 9: Critical time in Eq. (132) as a function of the
temperature for different values of the interaction strength.
Below the curves the linear approximation, Eq. (23), is ful-
filled. The figure refers to an impurity of K in a gas made
up by Rb with a density of n0 = 7(µm)−1 and a coupling
strength gB = 2.36 · 10−37J·m.
introduced in Eq. (131). Even in this case we find
that the linear approximation underlying our treat-
ment is very well fulfilled at low-temperature. For an
untrapped impurity the validity of such an approxi-
mation holds until a certain value of the time
t(cr) = ~c
kBT
√
2mI
~τ˜
α(η)
Λ , (132)
corresponding to the instant in which the quantity in
Eq. (7) is equal to one, i.e. we have
χ(Un)(t(cr)) = 1. (133)
The critical time in Eq. (132) is plotted in Fig. 9 as
a function of the temperature, for different values of
the interaction strength. Each line corresponds to a
different value of η. Once one fixes η, the correspond-
ing line determines the value of time and temperature
for which the threshold in Eq. (131) is equal to one.
Accordingly, above the line we have a forbidden area.
Again, we find that this forbidden area is enlarged as
the temperature grows, suggesting that our approxi-
mation works at low temperature.
D Derivation of the position variance
by means of the fluctuation-dissipation
theorem
In this Appendix we present an alternative way to
derive the position variance for a trapped impu-
rity, employing the linear response theory. For this
goal we introduce the response function, χ(t) =
i
~θ(t)〈[x(t), x(0)]〉, describing the linear response of
the system to an external force at the equilibrium.
Here θ(t) is the step function, specifying causality.
The response function defined here is also known as
generalized susceptibility. Taking the commutator
with x(0) on both sides of (59) and then averaging
(note the initial slip term and the stochastic forcing
term are absent once a commutator of x(0) is applied
to them), we obtain the following c-valued equation
for χ(t):
χ¨(t) + Ω2χ(t) +
∫ t
0
Γ(t− s)χ˙(s)ds = 0 (134)
with χ(0) = 0, χ˙(0) = 1/mI.
Next, consider the symmetric position autocorrela-
tion function, defined as
S(t) = 12 〈{x(t), x(0)}〉. (135)
We recall the fluctuation-dissipation relation of
Callen-Welton [38], which relates the equilibrium fluc-
tuation to the response function in the frequency do-
main as follows:
S˜(ω) = ~ coth
(
~ω
2kBT
)
χ˜′′(ω), (136)
where
S˜(ω) =
∫ ∞
−∞
dt cos(ωt)S(t), (137)
and
χ˜′′(ω) = Im{Fω [χ(t)]} (138)
Using this, we can obtain the symmetric position
autocorrelation function:
S(t) =
∫ ∞
−∞
dω
~
2pi coth
(
~ω
2kBT
)
χ˜′′(ω) cos(ωt).
(139)
from which the position variance at the equilibrium
follows:
〈x2〉 = S(0) =
∫ ∞
−∞
dω
~
2pi coth
(
~ω
2kBT
)
χ˜′′(ω)
(140)
Note that χ˜′′(w) = Im{Lz¯[χ(t)]}, in which
Lz¯[χ(t)] = 1
mI
Lz¯[G2(t)] (141)
= 1
mI
1
(Ω2 − ω2)− iωLz¯[Γ(t)] , (142)
where we used the expression in Eq. (64) for the
Laplace transform of G2, and z¯ = −ω + 0+ as de-
fined in Sec. 6. Therefore, we have
χ˜′′(ω) = 1
mI
ωξ(ω)
[Ω2 − ω2 − ωθ(ω)]2 + [ωξ(ω)]2 . (143)
This expression has the same form as Eq. (92). Ac-
cordingly, the position variance in Eq. (140), obtained
recalling the fluctuation-dissipation theorem, corre-
sponds to that in Eq. (91), calculated by solving
Heisenberg equation and adopting the SD in Eq. (51).
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Therefore, we prove that the two methods lead to the
same result.
One can proceed in a similar way to evaluate the
MSD for an untrapped impurity in the context of lin-
ear response theory, rather than solving Heisenberg
equation. This method leads however to a very com-
plicated expression for the MSD, that does not pro-
vide a more convenient alternative to Eq.(77). This
topic is discussed in detail in [65].
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