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Abstract
Let L be the set of all entire functions f such that for given  > 0,
logL(r,f ) > (1 − ) logM(r,f )
for all r outside a set of logarithmic density zero. Let F = ⋃K1FK where FK is the set of all tran-
scendental entire functions f such that log logM(r,f )  (log r)
1
K
. If h = fN ◦ fN−1 ◦ · · · ◦ f1 where
fi ∈F ∩L (i = 1, . . . ,N), then it is shown that h has no unbounded Fatou component.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and results
Let f be a transcendental entire function. For n ∈ N, let f n denote the nth iterate of f . Thus
f o(z) = z, f n(z) = f (f n−1(z)), n = 1,2, . . . . The Fatou set F(f ) of f is defined to be the set
of all points z in the complex plane C such that the family {f n}n1 forms a normal family in
some neighbourhood U of z. The complement of F(f ) denoted by J (f ) is called Julia set of f .
A set E is said to be forward invariant under f if f (E) ⊂ E. It is said to be backward
invariant under f if f −1(E) ⊂ E. Further E is completely invariant under f if E is forward and
also backward invariant under f . It is well known that F(f ) and consequently J (f ) are both
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of F(f ). If Un ∩ Um = φ for n = m, where Un denotes the component of F(f ) which contains
f n(U), then U is called a wandering domain, else U is called a pre-periodic domain, and if
Un = U for some n ∈ N, then U is called a periodic domain. For more details we refer the reader
to [4,8,9].
If f is a transcendental entire function, then it is known that J (f ) is unbounded and hence
F(f ) cannot contain a neighbourhood of ∞. Baker [3] raised the question whether every com-
ponent of F(f ) must be bounded if the growth of f is sufficiently small. He showed that for any
sufficiently large positive real number a, the function
f (z) = z− 12 sin√z + z + a
has an unbounded domain. The function f is clearly of order 12 . Thus the minimal growth con-
dition for which f (z) has no unbounded Fatou component is that, the order of f has to be less
than 12 , where recall that the order ρ and the lower order μ of an entire function f are given by
ρ = lim sup
r→∞
log logM(r,f )
log r
and
μ = lim inf
r→∞
log logM(r,f )
log r
where M(r,f ) = max|z|=r |f (z)|.
Baker [3] proved that if ρ = 0 with sufficiently small growth condition, then F(f ) has no
unbounded Fatou component. In fact he showed that if f is an entire function with
logM(r,f ) = O{(log r)t}
as r → ∞ where 1 < t < 3, then every component of F(f ) is bounded.
Stallard [12] improved the above result and proved that for a transcendental entire function f ,
if for some  ∈ (0,1),
log logM(r,f ) <
(log r)
1
2
(log log r)
for large values of r , then every component of F(f ) is bounded.
By imposing a condition on the regularity of the growth, Stallard [12] also proved that if a
transcendental entire function f of order ρ < 12 is such that
logM(2r, f )
logM(r,f )
→ c
as r → ∞ where c is a finite constant that depends only on f , then every component of F(f ) is
bounded.
Using the notion of “self sustaining spread” Anderson and Hinkkanen [1] showed that for an
entire function f of order ρ < 12 such that for some positive constant c,
φ′(x)
φ(x)
 1 + c
x
for all sufficiently large x, where φ(x) = logM(ex,f ), then every component of F(f ) is
bounded.
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proved that if f is an entire function of order ρ < 12 and if its lower order μ > 0, then every
component of F(f ) is bounded. Thus the case with μ = 0 remains open. Recently the author
and Taniguchi [10] have further improved the result of Wang. They defined a class FK (K  1)
to be the set of all entire functions f such that
log logM(r,f ) (log r) 1K
for every sufficiently large r . Clearly, F1 consists of entire functions with positive lower order
only. However FK , K  2, may contain entire functions of zero lower order also. They set
F =⋃K1FK and proved
Theorem A. (See [10].) Let f ∈ F have an order ρ < 12 . Then every component of F(f ) is
bounded.
In all the above mentioned theorem we observe that ρ(f ) < 12 . However can these results
be utilized to get nonexistence of unbounded domains for functions of higher order or even
for infinite order? One of the results in this direction is by Cao and Wang [5] who proved the
following.
Theorem B. Let h(z) = fN ◦ fN−1 ◦ · · · ◦ f1(z), where fi (i = 1,2, . . . ,N) are nonconstant
holomorphic maps each having order less than 12 . If there is a number j ∈ {1,2, . . . ,N} such
that the lower order μj of fj is greater than 0, then every component of F(h) is bounded.
We obtain a similar theorem for functions in class F ∩ L, where L is the set of all entire
functions f such that for given  > 0,
logL(r,f ) > (1 − ) logM(r,f )
for all r outside a set of logarithmic density zero. We recall here the definition of logarithmic
density of a measurable set E on the positive real axis. Let E(a,b) denote the part of E in the
interval (a, b). The upper logarithmic density and the lower logarithmic density of E are defined
by
log densE = lim sup
r→∞
1
log r
∫
E(1,r)
dt
t
,
log densE = lim inf
r→∞
1
log r
∫
E(1,r)
dt
t
.
If the upper logarithmic density of E and the lower logarithmic density of E are equal then
their common value is called the logarithmic density of E.
We shall prove the following:
Theorem 1. Let h = fN ◦ fN−1 ◦ · · · ◦ f1 where fi ∈F ∩L (i = 1,2, . . . ,N). Then every com-
ponent of F(h) is bounded.
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(i) If f ∈ FK then clearly for large r , log logM(r,f ) (log r) 1L , if LK. Thus f ∈ FL for
all L  K . Hence if fi ∈ F where i ∈ {1,2, . . . ,N}, then there exists k such that fi ∈ Fk
for all i ∈ {1,2, . . . ,N}.
(ii) In Theorem B, at least one of the fj , j ∈ {1,2, . . . ,N}, is required to have lower order
μj greater than zero where as in Theorem 1 this need not be so. However in this case we
require that every fi ∈ F ∩ L. The proof of Theorem A does not carry over to our case,
since division by μj (> 0) plays a crucial role in their proof.
(iii) By the well-known theorem of Polya, which states that if f ◦ g is a transcendental entire
function of finite order, then either g is a polynomial and f is of finite order or else g is
transcendental entire with finite order and f is of zero order, it follows that in Theorem 1,
if fi, fj for i = j ∈ {1,2, . . . ,N}, further have positive orders, then h is of infinite order.
Thus h in this case is an entire function of infinite order in which every component of F(h)
is bounded.
(iv) Let f (z) = ∑∞n=0 anzn be an entire function with gaps, i.e. such that most of an are zero
in a certain sense. The function f then takes the form f (z) = ∑∞k=0 akznk . The function
f is then said to have Fabry gaps if nk
k
→ ∞ as k → ∞. Properties of entire functions
with gaps have been studied earlier by various authors (see for instance [6,7,11,14] and
their references). Wang [14] proved that if f is an entire function with Fabry gaps and if
0 < μ ρ < ∞, then every component of F(f ) is bounded.
The above theorem immediately shows that if h(z) = fN ◦ fN−1 ◦ · · · ◦ f1(z), where fi (i =
1,2, . . . ,N) are transcendental entire functions of finite order with Fabry gaps, and if fi ∈ F
then every component of F(h) is bounded. This follows since Fuchs [6] proved that if f is
a transcendental entire function of finite order with Fabry gaps, then f ∈ L.
2. Proof of the theorem
For the proof of the theorem we shall need the following lemmas.
Lemma 1. Let f be an entire function of finite order. Fix k arbitrarily. There exists t > 1 such
that
er
t M(r,f )(logM(r,f ))k
for all r sufficiently large.
Proof. We prove by contradiction. Suppose there is a sequence {sn} tending to ∞ such that
es
t
n < M(sn, f )
(logM(sn,f ))k
for every n, then
t log sn < K log logM(sn,f )
where K is a constant. Hence
t  lim
n→∞
K log logM(sn,f )
log sn
Kρ
which gives a contradiction if we take any t > Kρ + 1. 
A.P. Singh / J. Math. Anal. Appl. 335 (2007) 907–914 911Lemma 2. Let f ∈FKo . Fix K > Ko, c > 1 and t > 1 arbitrarily. Set k = K − 1. Then
M
(
r(log r)
k
, f
)
 ecrt
for all r sufficiently large.
Proof. From the assumption
log logM(r,f ) t (log r) 1K + log c
for sufficiently large r . Hence
log logM
(
r(log r)
k
, f
)
 t (log r) + log c,
i.e.,
M
(
r(log r)
k
, f
)
 ecrt
for sufficiently large r . 
Lemma 3. (See [3].) Let W be a domain and E be a compact subset of W . Let G be the family
of all holomorphic functions g on W which omit the values 0,1 and satisfy the condition that
|g| 1 on E. Then there exist constants A and B such that∣∣g(z′)∣∣< B∣∣g(z)∣∣A
for every g ∈ G and every z, z′ ∈ E.
Lemma 4. Let f ∈ L. Then there exists m > 1 such that for every sufficiently large r , there
exists σ satisfying r  σ  rm and L(σ,f ) = M(r,f ).
Proof. As f ∈ L, given any  > 0,
L(r,f ) > M(r,f )(1−)
for all r outside a set E of logarithmic density 0. Let k > 1 be arbitrary but fixed. Let m :=
k
1−2 > 1. Clearly there exists Ro such that for all R  Ro, there exists s ∈ [R,Rk] such that
L(s,f ) > M(s,f )(1−). For if not, then there exists a sequence Rj → ∞ such that
L(s,f )M(s,f )(1−)
for every s ∈ [Rj ,Rkj ]. Thus [Rj ,Rkj ] ⊂ E.
And hence
log densE := lim sup
r→∞
1
log r
∫
E(1,r)
dt
t
 lim sup
j→∞
1
logRkj
∫
E(1,Rkj )
dt
t
 lim sup
j→∞
1
k logRj
Rkj∫
Rj
dt
t
= 1 − 1
k
contradicting log dens(E) = 0.
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L(s,f ) > M(s,f )1− .
Next applying Hadamard’s theorem on |z| = 1, r, r 11−2 it follows that
M
(
r
1
1−2 , f
)
M(r,f )
1
1−
and so,
L(s,f )
1
1− > M(s,f )M
(
r
1
1−2 , f
)
M(r,f )
1
1− .
Since L(r,f )M(r,f ) it now follows that there exists σ ∈ [r, s] ⊂ [r, rm] such that L(σ,f ) =
M(r,f ). 
Proof of Theorem 1. In view of Note (i), we can assume that for some Ko, fi ∈ FKo for all
i = 1,2, . . . ,N .
Since fi ∈ L by Lemma 4, there exist mi > 1 and ri sufficiently large such that for r  ri ,
there exists σ (i) such that for r  σ (i)  rmi ,
L
(
σ (i), fi
)= M(r,fi) (1)
for i = 1,2, . . . ,N .
Since fi are transcendental entire, we can take ri > 1 sufficiently large so that M(r,fi) > r2
for all r  ri . Also since h is transcendental entire, there exists R such that M(r,h) > r2 for all
r R. Set ro = 1 + max{R, r1, r2, . . . , rN }.
Now let R(1)1 > ro. Define inductively R
(i+1)
n = M(R(i)n , fi), i = 1,2, . . . ,N − 1; R(1)n+1 =
M(R
(N)
n , fN). Using the property that M(r,f ◦ g)M(M(r,g), f ) it is easy to see that for all
n ∈ N, (R(1)n )2 < M(R(1)n , h)  R(1)n+1. Thus R(1)n+1 > (R(1)1 )2
n → ∞ as n → ∞. Consequently,
R
(i)
n → ∞ as n → ∞ for all i ∈ {1,2, . . . ,N}. By Lemma 1, for each fi (i = 1,2, . . . ,N) and
k fixed there exists ti > 1 such that
er
ti M(r,fi)(logM(r,fi ))
k (2)
for all r  ξi . So selecting n  no we can ensure that R(i)n  Ro := max{ro, ξ1, ξ2, . . . , ξN } for
all n no and i = 1,2, . . . ,N. From (1), (2) and Lemma 2, it now follows that there exist σ (i)n
satisfying
e(R
(i)
n )
ti  σ (i)n  emi(R
(i)
n )
ti
with
L
(
σ (i)n , fi
)= M(e(R(i)n )ti , fi)
M
(
M
(
R(i)n , fi
)logM(R(i)n ,fi )k , fi)
 emi+1M(R
(i)
n ,fi )
ti+1
= emi+1(R(i+1)n )ti+1
for i = 1,2, . . . ,N − 1; and
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(
σ (N)n , fN
)= M(e(R(N)n )tN , fN )
 em1M(R
(N)
n ,fN )
t1
= em1(R(1)n+1)t1 .
Now without any loss of generality we assume 0,1 ∈ J (h), and suppose that F(h) has an
unbounded component D. Then there exists n1  no ∈ N such that D intersects the circles
α(i)n =
{
z: |z| = R(i)n
}
,
β(i)n =
{
z: |z| = emi(R(i)n )ti },
γ (i)n =
{
z: |z| = σ (i)n
}
for all n n1, i = 1,2, . . . ,N.
Let k  n1 and Γ be a path in D joining a point w(1)k ∈ α(1)k to τ (1)k+1 ∈ β(1)k+1. Then clearly
Γ contains two arcs Γ ′ joining w(1)k ∈ α(1)k to η(1)k ∈ β(1)k and contains ξ (1)k ∈ γ (1)k and Γ ′′ joining
δ
(1)
k+1 ∈ α(1)k+1 to τ (1)k+1 ∈ β(1)k+1. Further since M(R(1)k , f1) = R(2)k it follows that |f1(w(1)k )|R(2)k .
Also L(σ (1)k , f1)  em2(R
(2)
k )
t2
and so |f1(ξ (1)k )|  em2(R
(2)
k )
t2
. Hence f1(Γ ′) contains an arc
joining a point w(2)k ∈ α(2)k to a point η(2)k ∈ β(2)k . Similarly f1(Γ ′′) contains an arc joining a point
δ
(2)
k+1 ∈ α(2)k+1 to a point τ (2)k+1 ∈ β(2)k+1.
Repeating the process inductively we obtain h(Γ ′) = fN ◦fN−1 ◦ · · · ◦f1(Γ ′) contains an arc
joining w(1)k+1 ∈ α(1)k+1 to a point η(1)k+1 ∈ β(1)k+1 and h(Γ ′′) contains an arc joining δ(1)k+2 ∈ α(1)k+2 to a
point τ (1)k+2 ∈ β(1)k+2.
Since Γ ′ and Γ ′′ are subsets of Γ it follows that h(Γ ) must contain an arc joining w(1)k+1 ∈
α
(1)
k+1 to the point τ
(1)
k+2 ∈ β(1)k+2. By induction it now follows that hn(Γ ) contains an arc joining a
point w(1)k+n ∈ α(1)k+n to the point τ (1)k+n+1 ∈ β(1)k+n+1.
Thus hn(D) is a component of F(h) and contains hn(Γ ), and on Γ , hn takes a value of
modulus at least R(1)k+n and R
(1)
k+n → ∞ as n → ∞. Thus we conclude that R(1)k+n → ∞ locally
uniformly in D. Hence there exists L ∈ N such that for all z ∈ Γ , |hn(z)| > 1 for all n > L. Thus
the family {hn}n>L satisfies the conditions of Lemma 3 on Γ , and so there exist constants A,B
such that∣∣hn(z′)∣∣< B∣∣hn(z)∣∣A
for all n > L and for all z, z′ ∈ Γ . So choose zn, z′n ∈ Γ with n > L such that hn(zn) = w(1)k+n ∈
α
(1)
k+n and hn(z′n) = τ (1)k+n+1 ∈ β(1)k+n+1. Then clearly,
M
(
R
(1)
k+n,h
)= M(R(1)k+n, fN ◦ fN−1 ◦ · · · ◦ f1)
M
(
R
(N)
k+n, fN
)
= R(1)k+n+1
< em1(R
(1)
k+n+1)t1
= ∣∣hn(z′n)∣∣
< B
∣∣hn(zn)∣∣A
= B∣∣R(1) ∣∣Ak+n
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n → ∞. This completes the proof of Theorem 1. 
Note. If f is a transcendental entire function of order ρ < 12 , then by a result of Baker [2],
f satisfies the conclusion of Lemma 4, and consequently looking at the proof of Theorem 1, it
can easily be seen that if h(z) = fN ◦fN−1 ◦ · · · ◦f1(z), where each fi ∈F is of order < 12 , then
every component of F(h) is bounded. Thus if f is an entire function with the lower order μ > 0,
then choosing K > 1
μ− , it is easy to show that for all sufficiently large r ,
log logM(r,f ) > log rμ− > (log r)
1
K
and so f ∈ FK . And so the theorem of Wang mentioned earlier is a special case of this result
with N = 1.
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