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1.1 Grupo´ides, semigrupos e mono´ides
Definic¸a˜o 1.1.1. Seja X um conjunto. Uma operac¸a˜o bina´ria (interna) em X e´ uma
func¸a˜o ∗ : X ×X → X, (x, y) 7→ x ∗ y. Uma operac¸a˜o bina´ria ∗ em X diz-se associativa
se para cada treˆs elementos x, y, z ∈ X, (x ∗ y) ∗ z = x ∗ (y ∗ z). Uma operac¸a˜o bina´ria ∗
em X diz-se comutativa se para cada dois elementos x, y ∈ X, x ∗ y = y ∗ x.
Exemplos 1.1.2. (i) A adic¸a˜o + e a multiplicac¸a˜o · sa˜o operac¸o˜es associativas e comu-
tativas em N, Z, Q e R.
(ii) A subtracc¸a˜o − e´ uma operac¸a˜o bina´ria em Z, Q e R, mas na˜o em N. A subtracc¸a˜o
na˜o e´ associativa nem comutativa.
(iii) Uma operac¸a˜o em N que e´ comutativa mas na˜o associativa e´ dada por a∗b = |a−b|.
(iv) Uma operac¸a˜o associativa no conjuntoMn×n(R) das matrizes reais n× n e´ dada
pela multiplicac¸a˜o das matrizes. Se n ≥ 2, enta˜o a multiplicac¸a˜o de matrizes na˜o e´
comutativa.
(v) A composic¸a˜o de func¸o˜es e´ uma operac¸a˜o associativa no conjunto F(X) das func¸o˜es
no conjunto X. Se X tiver pelo menos dois elementos, a composic¸a˜o na˜o e´ comutativa.
(vi) A reunia˜o e a intersecc¸a˜o sa˜o operac¸o˜es associativas e comutativas no conjunto
poteˆncia P(X) de um conjunto X.
Nota 1.1.3. Uma operac¸a˜o bina´ria ∗ num conjunto finito X = {x1, . . . , xn} pode ser
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dada atrave´s de uma tabela da forma:
x1 x2 · · · xj · · · xn
x1 x1 ∗ x1 x1 ∗ x2 · · · x1 ∗ xj · · · x1 ∗ xn
















xn xn ∗ x1 xn ∗ x2 · · · xn ∗ xj · · · xn ∗ xn
Esta tabela e´ a`s vezes chamada a tabela de Cayley da operac¸a˜o ∗. Por exemplo, a tabela





Definic¸a˜o 1.1.4. Um grupo´ide e´ um par (X, ∗) em que X e´ um conjunto na˜o vazio e
∗ e´ uma operac¸a˜o bina´ria em X. Um semigrupo e´ um grupo´ide associativo, isto e´, um
grupo´ide cuja operac¸a˜o e´ associativa.
Exemplos 1.1.5. Cada uma das operac¸o˜es bina´rias nos exemplos 1.1.2 (i),(iv),(v),(vi) e´
a operac¸a˜o de um semigrupo. O grupo´ide (Z,−) na˜o e´ um semigrupo.
Convenc¸a˜o 1.1.6. No desenvolvimento da teoria, denotaremos as operac¸o˜es de grupo´ides
em geral pelos s´ımbolos · e +, sendo o uso do s´ımbolo + restrito a operac¸o˜es comutativas.
No caso de uma operac¸a˜o denotada por · falaremos da multiplicac¸a˜o do grupo´ide e do
produto a · b de dois elementos a e b. Em vez de a · b escrevemos tambe´m simplesmente
ab. No caso de uma operac¸a˜o denotada por + falaremos da adic¸a˜o do grupo´ide e da
soma a + b de a e b. Muitas vezes indicaremos um grupo´ide pelo s´ımbolo do conjunto
subjacente. Assim, faleremos simplesmente do grupo´ide X em vez do grupo´ide (X, ·).
Estas convenc¸o˜es sera˜o aplicadas a quaisquer grupo´ides e, em particular, a grupo´ides
especiais como, por exemplo, semigrupos. Em exemplos e exerc´ıcios continuaremos a usar
s´ımbolos como ∗ e • para designar operac¸o˜es de grupo´ides.
Definic¸a˜o 1.1.7. Definimos os produtos dos elementos a1, . . . , an de um grupo´ideX (nesta
ordem) recursivamente como se segue: O u´nico produto de um elemento a e´ a. Para n ≥ 2,
um elemento x ∈ X e´ um produto dos elementos a1, . . . , an se existem i ∈ {1, . . . , n−1} e
y, z ∈ X tais que y e´ um produto dos elementos a1, . . . , ai, z e´ um produto dos elementos
ai+1, . . . , an e x = y · z.
Assim, o u´nico produto de dois elementos a e b de um grupo´ide e´ a · b. Para treˆs
elementos a, b e c temos os dois produtos a · (b · c) e (a · b) · c, que sa˜o, em geral, diferentes.
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Por isso devemos, em geral, fazer atenc¸a˜o aos pareˆnteses. No entanto, em semigrupos
podemos omitir os pareˆnteses:
Proposic¸a˜o 1.1.8. Sejam S um semigrupo e a1, . . . , an ∈ S. Enta˜o existe um u´nico
produto dos elementos a1, . . . , an.
Demonstrac¸a˜o: Procedemos por induc¸a˜o. Para n = 1 o resultado verifica-se por definic¸a˜o.
Seja n ≥ 2 tal que o resultado se verifica para qualquer i ∈ {1, . . . , n − 1}. Por hipo´tese
de induc¸a˜o, existe um u´nico produto dos elementos a2, . . . , an. Seja b este produto. Enta˜o
a1 · b e´ produto dos elementos a1, . . . , an. A fim de mostrar a unicidade deste produto
consideramos um produto x dos elementos a1, . . . , an e mostramos que x = a1 · b. Sejam
i ∈ {1, . . . , n − 1} e y, z ∈ S tais que y e´ um produto dos elementos a1, . . . , ai, z e´ um
produto dos elementos ai+1, . . . , an e x = y · z. Se i = 1, enta˜o y = a1, z = b e x = a1 · b.
Suponhamos que i > 1. Pela hipo´tese de induc¸a˜o existe um produto c dos elementos
a2, . . . , ai. Enta˜o a1 · c e´ um produto dos elementos a1, . . . , ai. Pela hipo´tese de induc¸a˜o,
y = a1 · c. Como a operac¸a˜o · de S e´ associativa, temos x = y · z = (a1 · c) · z = a1 · (c · z).
Como c · z e´ um produto dos elementos a2, . . . , an, temos c · z = b e enta˜o x = a1 · b. 2
Notac¸a˜o 1.1.9. Sejam S um semigrupo e a1, . . . , an ∈ S. O u´nico produto dos elemen-
tos a1, . . . , an e´ denotado por a1 · · · an ou por
n∏
i=1
ai no caso da escrita multiplicativa da
operac¸a˜o e por a1 + · · ·+ an ou por
n∑
i=1
ai no caso da escrita aditiva da operac¸a˜o.
Definic¸a˜o 1.1.10. Sejam S um semigrupo, a ∈ S e n ≥ 1 um inteiro. O u´nico produto
de n co´pias de a e´ chamado poteˆncia de ordem n de a e e´ denotado por an. Se a operac¸a˜o
de S for denotada por +, fala-se antes do mu´ltiplo de ordem n de a e escreve-se n · a ou
na em vez de an.
As seguintes regras de ca´lculo com poteˆncias seguem imediatamente de 1.1.8:
Proposic¸a˜o 1.1.11. Sejam S um semigrupo, a ∈ S um elemento e m,n ≥ 1 nu´meros
inteiros. Enta˜o (an)m = anm e an+m = anam.
Definic¸a˜o 1.1.12. Seja X um grupo´ide. Um elemento neutro a` esquerda de X e´ um
elemento e ∈ X tal que e · x = x para todo o x ∈ X. Um elemento neutro a` direita de
X e´ um elemento e ∈ X tal que x · e = x para todo o x ∈ X. Um elemento de X que
e´ ao mesmo tempo um elemento neutro a` esquerda e a` direita de X diz-se um elemento
neutro de X.
Proposic¸a˜o 1.1.13. Sejam e um elemento neutro a` esquerda e e′ um elemento neutro a`
direita de um grupo´ide X. Enta˜o e = e′. Em particular, um grupo´ide admite, no ma´ximo,
um elemento neutro.
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Demonstrac¸a˜o: Como e′ e´ um elemento neutro a` direita, e ·e′ = e. Como e e´ um elemento
neutro a` esquerda, e · e′ = e′. Logo e = e′. 2
Definic¸a˜o 1.1.14. Chama-se mono´ide a um semigrupo com elemento neutro.
Exemplos 1.1.15. (i) Os semigrupos N, Z, Q e R com a multiplicac¸a˜o como operac¸a˜o
sa˜o mono´ides com elemento neutro 1.
(ii) Os semigrupos N, Z, Q e R com a adic¸a˜o como operac¸a˜o sa˜o mono´ides com
elemento neutro 0.
(iii) O semigrupoMn×n(R) das matrizes reais n×n e´ um mono´ide. A matriz identidade
e´ o elemento neutro.
(iv) O semigrupo F(X) das func¸o˜es no conjunto X e´ um mono´ide. A func¸a˜o identica
idX e´ o elemento neutro.
(v) O conjunto poteˆncia de um conjunto X e´ um mono´ide com a reunia˜o ou a inter-
secc¸a˜o como multiplicac¸a˜o. O conjunto vazio e´ o elemento neutro para a reunia˜o e X e´ o
elemento neutro para a intersecc¸a˜o.
(vi) O semigrupo das matrizes reais n × n com determinate zero na˜o e´ um mono´ide
(porqueˆ?).
(vii) O semigrupo das func¸o˜es constantes num conjunto com mais do que um elemento
na˜o e´ um mono´ide. Neste semigrupo, todos os elementos sa˜o elementos neutros a` direita.
(viii) O grupo´ide N com a operac¸a˜o dada por a ·b = |a−b| admite um elemento neutro
(qual?), mas na˜o e´ um mono´ide.
Notas 1.1.16. (i) Sejam M um mono´ide com elemento neutro e e n ≥ 1 um inteiro.
Uma induc¸a˜o simples mostra que en = e.
(ii) Na tabela de Cayley da multiplicac¸a˜o de um grupo´ide finito com elemento neutro
costuma-se ordenar os elementos do grupo´ide de modo que o elemento neutro e´ o primeiro.
Notac¸a˜o 1.1.17. Se nada for especificado, o elemento neutro de um mono´ide sera´ de-
notado por e. Na escrita multiplicativa da operac¸a˜o tambe´m e´ habitual usar o s´ımbolo
1 para o elemento neutro. Na escrita aditiva tambe´m se usa o s´ımbolo 0 para indicar o
elemento neutro.
1.2 Elementos invert´ıveis
Definic¸a˜o 1.2.1. Seja X um grupo´ide com elemento neutro e. Um elemento y ∈ X
diz-se inverso a` esquerda de um elemento x ∈ X se yx = e. Um elemento y ∈ X diz-se
inverso a` direita de um elemento x ∈ X se xy = e. Um elemento y ∈ X diz-se inverso
de um elemento x ∈ X se e´ ao mesmo tempo um inverso a` esquerda e a` direita de x. Um
elemento x ∈ X diz-se invert´ıvel (a` esquerda, a` direita) se admite um inverso (a` esquerda,
a` direita).
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Nota 1.2.2. Um elemento de um grupo´ide finito com elemento neutro e´ invert´ıvel a`
esquerda (direita) se e so´ se a coluna (linha) do elemento na tabela de Cayley da multi-
plicac¸a˜o conte´m o elemento neutro.
Proposic¸a˜o 1.2.3. Sejam M um mono´ide e x ∈ M . Sejam y um inverso a` esquerda de
x e z um inverso a` direita de x. Enta˜o y = z.
Demonstrac¸a˜o: Tem-se y = ye = yxz = ez = z. 2
Notac¸a˜o. Pela proposic¸a˜o anterior, um elemento invert´ıvel x de um mono´ide admite um
u´nico inverso. Se a operac¸a˜o do mono´ide e´ denotada por ·, escrevemos x−1 para indicar o
inverso de x. Se a operac¸a˜o e´ denotada por +, escrevemos −x para indicar o inverso de
x.
Observac¸a˜o 1.2.4. O elemento neutro de um mono´ide e´ sempre invert´ıvel e tem-se
e−1 = e.
Exemplos 1.2.5. (i) Nos mono´ides Q e R com a multiplicac¸a˜o como operac¸a˜o, todos os
elementos a menos do 0 sa˜o invert´ıveis. O inverso de um elemento x e´ o elemento 1
x
.
(ii) Nos mono´ides N e Z com a multiplicac¸a˜o como operac¸a˜o, nenhum elemento a
menos dos de mo´dulo 1 admite um inverso a` esquerda ou a` direita.
(iii) Nos mono´ides Z, Q e R com a adic¸a˜o como operac¸a˜o, todos os elementos sa˜o
invert´ıveis.
(iv) No mono´ide N com a adic¸a˜o como operac¸a˜o, nenhum elemento a menos do 0
admite um inverso a` esquerda ou a` direita.
(v) No mono´ide Mn×n(R) das matrizes reais n × n, os elementos invert´ıveis sa˜o as
matrizes com determinante diferente de zero. Neste mono´ide, um elemento e´ invert´ıvel a`
esquerda se e so´ se e´ invert´ıvel a` direita.
(vi) No mono´ide F(X) das func¸o˜es no conjunto X, os elementos invert´ıveis sa˜o as
func¸o˜es bijectivas. Os elementos invert´ıveis a` esquerda sa˜o as func¸o˜es injectivas e os
elementos invert´ıveis a` direita sa˜o as func¸o˜es sobrejectivas.
(vii) Num conjunto poteˆncia com a reunia˜o ou a intersecc¸a˜o como multiplicac¸a˜o, o
u´nico elemento invert´ıvel a` esquerda ou a` direita e´ o elemento neutro.
Proposic¸a˜o 1.2.6. Sejam a e b elementos invert´ıveis de um mono´ide M . Enta˜o a−1 e
ab sa˜o invert´ıveis e (a−1)−1 = a e (ab)−1 = b−1a−1.
Demonstrac¸a˜o: Tem-se aa−1 = e e a−1a = e. Logo a−1 e´ invert´ıvel e (a−1)−1 = a. Tem-se
(ab)(b−1a−1) = abb−1a−1 = aea−1 = aa−1 = e
e
(b−1a−1)(ab) = b−1a−1ab = b−1eb = b−1b = e.
Logo ab e´ invert´ıvel e (ab)−1 = b−1a−1. 2
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Corola´rio 1.2.7. Sejam a1, . . . , an elementos invert´ıveis de um mono´ide M . Enta˜o
a1 · · · an e´ invert´ıvel e (a1 · · · an)−1 = a−1n · · · a−11 .
Demonstrac¸a˜o: Para n = 1, o resultado e´ trivial. Para n = 2, o resultado e´ a proposic¸a˜o
1.2.6. Seja n ≥ 3 tal que o resultado se verifica para m < n. Enta˜o a1 · · · an−1 e´ in-
vert´ıvel e (a1 · · · an−1)−1 = a−1n−1 · · · a−11 . Logo a1 · · · an = (a1 · · · an−1) · an e´ invert´ıvel e
(a1 · · · an)−1 = ((a1 · · · an−1) · an)−1 = a−1n · (a−1n−1 · · · a−11 ) = a−1n · · · a−11 . 2
Corola´rio 1.2.8. Sejam a um elemento invert´ıvel de um mono´ide M e n ≥ 1 um inteiro.
Enta˜o an e´ invert´ıvel e (an)−1 = (a−1)n.
Notac¸a˜o 1.2.9. Seja a um elemento invert´ıvel de um mono´ide M . Se a operac¸a˜o de M
e´ denotada por ·, pomos a0 = e e a−n = (an)−1 para todo o inteiro n ≥ 1. Se a operac¸a˜o
de M e´ denotada por +, pomos 0 · a = e e (−n) · a = −(n · a) para todo o inteiro n ≥ 1.
Em vez de m · a escrevemos tambe´m simplesmente ma (m ∈ Z).
Observac¸a˜o 1.2.10. Seja a um elemento invert´ıvel de um mono´ide M . Enta˜o para
todo o n ∈ Z, a−n = (an)−1 = (a−1)n. Isto segue de 1.2.8 para n > 0 e e´ claro para
n = 0. Para n < 0, tem-se −n > 0 e logo a−n = ((a−n)−1)−1 = (a−(−n))−1 = (an)−1 e
a−n = ((a−n)−1)−1 = (a−(−n))−1 = ((a−1)−n)−1 = (a−1)−(−n) = (a−1)n. Na escrita aditiva
da operac¸a˜o temos (−n)a = −(na) = n(−a) para todo o n ∈ Z.
Proposic¸a˜o 1.2.11. Sejam a um elemento invert´ıvel de um mono´ide M e m,n ∈ Z.
Enta˜o (an)m = anm e an+m = anam.
Demonstrac¸a˜o: Mostramos primeiramente que (an)m = anm. Se m,n ≥ 1, isto segue
de 1.1.11. Se m = 0 ou n = 0, (an)m = e = anm. Suponhamos que m ≥ 1 e n < 0.
Seja k = −n. Enta˜o k ≥ 1 e temos (an)m = (a−k)m = ((ak)−1)m = ((ak)m)−1 =
(akm)−1 = a−km = anm. Suponhamos que m < 0 e n ≥ 1. Seja l = −m. Enta˜o l ≥ 1 e
temos (an)m = (an)−l = ((an)l)−1 = (anl)−1 = a−nl = anm. Suponhamos finalmente que
m,n < 0. Sejam k = −n e l = −m. Enta˜o k, l ≥ 1 e (an)m = (an)−l = ((an)−1)l =
(a−n)l = (ak)l = akl = anm.
Mostramos agora que an+m = anam. Comec¸amos com o caso m > 0. Se n ≥ 1,
o resultado segue de 1.1.11. Se n = 0, an+m = am = eam = a0am = anam. Se
n < 0 e n + m = 0, enta˜o n = −m e an+m = e = a−mam = anam. Se n < 0 e
n + m > 0, enta˜o a−nan+m = a−n+n+m = am, pelo que an+m = ana−nan+m = anam.
Se n < 0 e n + m < 0, enta˜o an+m(am)−1 = a−(−(n+m))(am)−1 = (a−(n+m))−1(am)−1 =
(ama−(n+m))−1 = (am−(n+m))−1 = (a−n)−1 = an, pelo que an+m = an+m(am)−1am = anam.
No caso m = 0 temos an+m = an = ane = ana0 = anam. Consideremos finalmente o caso




Definic¸a˜o 1.3.1. Um grupo e´ um mono´ide em que todos os elementos sa˜o invert´ıveis.
Observac¸a˜o 1.3.2. Sejam M um mono´ide e M∗ o conjunto dos elementos invert´ıveis de
M . Segue-se de 1.2.4 e 1.2.6 que M∗ e´ um grupo relativamente a` multiplicac¸a˜o de M .
Exemplos 1.3.3. (i) Os conjuntos Z, Q e R sa˜o grupos relativamente a` adic¸a˜o.
(ii) Os conjuntos Q∗ = Q\{0} e R∗ = R\{0} sa˜o grupos relativamente a` multiplicac¸a˜o.
(iii) O conjunto das matrizes reais n × n com determinante diferente de zero e´ um
grupo relativamente a` multiplicac¸a˜o das matrizes. Este grupo e´ denotado por GLn(R).
(iv) O conjunto S(X) das func¸o˜es bijectivas num conjunto X e´ um grupo com a
composic¸a˜o de func¸o˜es como multiplicac¸a˜o. Chama-se grupo sime´trico de X a este grupo
e permutac¸o˜es de X aos seus elementos. Usa-se a abreviac¸a˜o Sn = S({1, . . . , n}).
(v) O conjunto G = {e} e´ um grupo relativamente a` u´nica operac¸a˜o que existe em G.
(vi) O conjunto poteˆncia de um conjunto na˜o vazio com a reunia˜o ou a intersecc¸a˜o
como multiplicac¸a˜o nunca e´ um grupo.
Proposic¸a˜o 1.3.4. Um grupo´ide G e´ um grupo se e so´ se
(a) G e´ um semigrupo;
(b) G admite um elemento neutro a` esquerda e;
(c) para todo o elemento x ∈ G existe um elemento y ∈ G tal que yx = e.
Demonstrac¸a˜o: Basta demonstrar que um grupo´ide G que satisfaz as condic¸o˜es (a), (b) e
(c) e´ um grupo. Seja x ∈ G. Por (c), existem y, z ∈ G tais que yx = e e zy = e. Tem-se
x = ex = (zy)x = z(yx) = ze
e enta˜o
xy = (ze)y = z(ey) = zy = e.
Logo
xe = x(yx) = (xy)x = ex = x.
Segue-se que e e´ um elemento neutro a` direita e enta˜o que G e´ um mono´ide. Mostra´mos
que xy = e. Isto implica que todos os elementos de G sa˜o invert´ıveis. Portanto G e´ um
grupo. 2
Proposic¸a˜o 1.3.5. Um semigrupo G e´ um grupo se e so´ se para cada dois elementos
a, b ∈ G existem x, y ∈ G tais que ax = b e ya = b.
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Demonstrac¸a˜o: Suponhamos primeiramente que G e´ um grupo. Sejam a, b ∈ G. Enta˜o
a(a−1b) = (aa−1)b = eb = b e (ba−1)a = b(a−1a) = be = b.
Suponhamos agora que para cada dois elementos a, b ∈ G existem x, y ∈ G tais que
ax = b e ya = b. Como G 6= ∅, existe a ∈ G. Seja e ∈ G tal que ea = a. Mostramos que
e e´ um elemento neutro a esquerda de G. Seja b ∈ G. Seja x ∈ G tal que ax = b. Tem-se
eb = eax = ax = b. Logo e e´ um elemento neutro a esquerda e G satisfaz as condic¸o˜es (a)
e (b) da proposic¸a˜o 1.3.4. Seja b ∈ G. Por hipo´tese, existe y ∈ G tal que yb = e. Logo G
satisfaz tambe´m a condic¸a˜o (c) de 1.3.4. Segue-se que G e´ um grupo. 2
Definic¸a˜o 1.3.6. Dizemos que um grupo´ide G satisfaz as leis do corte se para quaisquer
treˆs elementos a, b, c ∈ G,
(i) ac = bc⇒ a = b;
(ii) ca = cb⇒ a = b.
Proposic¸a˜o 1.3.7. Qualquer grupo satisfaz as leis do corte.
Demonstrac¸a˜o: Sejam a, b, c treˆs elementos de um grupo G. Se ac = bc, enta˜o
a = ae = acc−1 = bcc−1 = be = b.
Da mesma maneira mostra-se a condic¸a˜o (ii) de 1.3.6. 2
Nota 1.3.8. Segue-se das proposic¸o˜es 1.3.5 e 1.3.7 que num grupo as equac¸o˜es ax = b e
xa = b teˆm soluc¸o˜es u´nicas para quaisquer dois elementos a e b. Isto implica que cada
linha e cada coluna da tabela de Cayley de um grupo finito conte´m cada elemento do
grupo exactamente uma vez (no quadrante dos produtos). Assim, existe no ma´ximo uma
estrutura de grupo no conjunto G = {e, a, b} na qual e e´ o elemento neutro. Com efeito,
a u´nica tabela de Cayley poss´ıvel e´:
e a b
e e a b
a a b e
b b e a
Verifica-se que a operac¸a˜o assim definida e´ associativa e enta˜o que G e´ de facto um grupo
relativamente a esta operac¸a˜o.
Proposic¸a˜o 1.3.9. Um semigrupo finito G e´ um grupo se e so´ se satisfaz as leis do corte.
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Demonstrac¸a˜o: Basta mostrar que G e´ um grupo se satisfaz as leis do corte. Para a ∈ G
sejam λa : G → G e ρa : G → G as func¸o˜es dadas por λa(x) = ax e ρa(x) = xa. Pelas
leis do corte, λa e ρa sa˜o injectivas. Como G e´ finito, λa e ρa sa˜o sobrejectivas. Logo
para cada dois elementos a, b ∈ G, existem elementos x, y ∈ G tais que ax = λa(x) = b e
ya = ρa(y) = b. Pela proposic¸a˜o 1.3.5, isto implica que G e´ um grupo. 2
Nota 1.3.10. O resultado precedente na˜o se estende aos semigrupos infinitos como mostra
o exemplo do mono´ide (N,+).
1.4 Homomorfismos de grupos
Definic¸a˜o 1.4.1. Sejam G e H dois grupos. Um homomorfismo de grupos f : G → H
e´ uma func¸a˜o f : G → H tal que f(a · b) = f(a) · f(b) para quaisquer dois elementos
a, b ∈ G. Um homomorfismo de grupos f : G→ H diz-se
• endomorfismo se G = H;
• monomorfismo se f e´ injectivo;
• epimorfismo se f e´ sobrejectivo;
• isomorfismo se f e´ bijectivo;
• automorfismo se f e´ um endomorfismo bijectivo.
Dois grupos G e H dizem-se isomorfos, G ∼= H, se existe um isomorfismo entre eles.
Proposic¸a˜o 1.4.2. Sejam G e H dois grupos e f : G→ H um homomorfismo. Enta˜o
(i) f(e) = e;
(ii) para todo o x ∈ G, f(x−1) = f(x)−1.
Demonstrac¸a˜o: (i) Temos f(e)2 = f(e2) = f(e) = f(e) · e. Pelas leis do corte, isto implica
que f(e) = e.
(ii) Seja x ∈ G. Temos f(x−1)f(x) = f(x−1x) = f(e) = e = f(x)−1f(x) e enta˜o
f(x−1) = f(x)−1. 2
Nota 1.4.3. Sejam G e H dois grupos e f : G → H um homomorfismo. Segue-se da
proposic¸a˜o precedente que para qualquer x ∈ G e qualquer n ∈ Z, f(xn) = f(x)n (ex-
erc´ıcio).
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Exemplos 1.4.4. (i) Sejam G e H dois grupos. Enta˜o a func¸a˜o constante g 7→ e e´ um
homomorfismo de G para H.
(ii) Seja n ∈ Z. Um endomorfismo f : (Z,+) → (Z,+) e´ dado por f(m) = nm. O
endomorfismo f e´ um monomorfismo se e so´ se n 6= 0 e um automorfismo se e so´ se
n ∈ {1,−1}.
(iii) Um monomorfismo f : (R,+)→ (R \ {0}, ·) e´ dado por f(x) = 2x.
(iv) O determinante e´ um epimorfismo do grupo GLn(R) para o grupo (R \ {0}, ·).
(v) A func¸a˜o identica de um grupo e´ um automorfismo.
(vi) Seja f : X → Y uma func¸a˜o bijectiva entre dois conjuntos. Um isomorfismo de
grupos S(f) : S(X)→ S(Y ) e´ dado por S(f)(σ) = f ◦ σ ◦ f−1. Tem-se S(f)−1 = S(f−1).
Em particular, o grupo sime´trico de um conjunto com n elementos e´ isomorfo ao grupo
sime´trico Sn.
(vii) Sejam G um grupo e g ∈ G. Enta˜o um automorfismo φg : G → G e´ dado por
φg(x) = gxg
−1. Um automorfismo desta forma diz-se um automorfismo interno de G.
Nota-se que dois elementos x, y ∈ G dizem-se conjugados se existe um elemento g tal que
y = gxg−1.
Proposic¸a˜o 1.4.5. Sejam f : G→ H e g : H → K dois homomorfismos de grupos. Enta˜o
g ◦ f e´ um homomorfismo de grupos de G para K.
Demonstrac¸a˜o: Sejam x, y ∈ G. Enta˜o g ◦ f(xy) = g(f(xy)) = g(f(x)f(y)) =
g(f(x))g(f(y)) = g ◦ f(x) · g ◦ f(y). 2
Definic¸a˜o 1.4.6. Seja f : G → H um homomorfismo de grupos. A imagem de f e´ o
conjunto Im(f) = {f(x) |x ∈ G}. O nu´cleo de f e´ o conjunto Ker(f) = {x ∈ G | f(x) =
e}. A`s vezes escreve-se Nuc(f) em vez de Ker(f).
Proposic¸a˜o 1.4.7. Um homomorfismo de grupos f : G → H e´ injectivo se e so´ se
Ker(f) = {e}.
Demonstrac¸a˜o: Basta demonstrar que f e´ injectivo se Ker(f) = {e}. Sejam x, y ∈ G tais
que f(x) = f(y). Enta˜o
f(xy−1) = f(x)f(y−1) = f(x)f(y)−1 = f(x)f(x)−1 = e.
Portanto xy−1 ∈ Ker(f), pelo que xy−1 = e. Logo x = xe = xy−1y = ey = y. Segue-se
que f e´ injectivo. 2
Proposic¸a˜o 1.4.8. Seja f : G→ H um isomorfismo de grupos. Enta˜o a func¸a˜o inversa
f−1 e´ tambe´m um isomorfismo de grupos.
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Demonstrac¸a˜o: Como f−1 e´ bijectiva, basta demonstrar que f−1 e´ um homomorfismo de
grupos. Sejam x, y ∈ H. Tem-se
f(f−1(xy)) = xy = f(f−1(x))f(f−1(y)) = f(f−1(x)f−1(y)).
Como f e´ injectiva, obte´m-se f−1(xy) = f−1(x)f−1(y). 2
Observac¸a˜o 1.4.9. Seja G um grupo. Segue-se das proposic¸o˜es 1.4.5 e 1.4.8 que o
conjunto Aut(G) dos automorfismos de G e´ um grupo com a composic¸a˜o de func¸o˜es como




Definic¸a˜o 1.5.1. Um subconjunto H de um grupo G diz-se subgrupo de G se e´ um grupo
relativamente a` multiplicac¸a˜o de G. Usa-se a notac¸a˜o H ≤ G para indicar que H e´ um
subgrupo de G. Se se quiser indicar que H e´ um subgrupo pro´prio de G, isto e´ H ≤ G
mas H 6= G, enta˜o escreve-se H < G.
Exemplos 1.5.2. (i) Z e´ um subgrupo do grupo aditivo Q e temos de facto Z < Q.
(ii) Em qualquer grupo G, o conjunto {e} e´ um subgrupo, chamado o subgrupo trivial
de G.
(iii) Para qualquer grupo G, G ≤ G.
Observac¸a˜o 1.5.3. Sejam G um grupo, H ≤ G e K ⊆ H. Enta˜o K ≤ G⇔ K ≤ H.
Proposic¸a˜o 1.5.4. Seja G um grupo. Um subconjunto H ⊆ G e´ um subgrupo de G se e
so´ se satisfaz as seguintes condic¸o˜es:
(i) e ∈ H;
(ii) para quaisquer x, y ∈ H, xy ∈ H;
(iii) para qualquer x ∈ H, x−1 ∈ H.
Demonstrac¸a˜o: Basta mostrar que um subgrupo de G satisfaz estas treˆs condic¸o˜es. Seja
H ≤ G. Por definic¸a˜o, H satisfaz a condic¸a˜o (ii). Como H e´ um grupo, existe um ele-
mento neutro e¯ ∈ H. Tem-se ee¯ = e¯ = e¯2 e enta˜o e = e¯ ∈ H. Seja x ∈ H e seja x¯ o
inverso de x no grupo H. Enta˜o x−1x = e = x¯x, pelo que x−1 = x¯ ∈ H. 2
Exemplos 1.5.5. (i) ]0,+∞[ e´ um subgrupo do grupo multiplicativo R∗ = R \ {0}.





com a, b ∈ R \ {0} e´ um subgrupo de
GL2(R).
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Proposic¸a˜o 1.5.6. Seja G um grupo. Um subconjunto na˜o vazio H ⊆ G e´ um subgrupo
de G se e so´ se para quaisquer x, y ∈ H, xy−1 ∈ H.
Demonstrac¸a˜o: Suponhamos primeiramente que H e´ um subgrupo de G. Sejam x, y ∈ H.
Enta˜o y−1 ∈ H. Logo xy−1 ∈ H.
Suponhamos agora que para quaisquer x, y ∈ H, xy−1 ∈ H. Como H 6= ∅, existe
a ∈ H. Segue-se que e = aa−1 ∈ H. Seja x ∈ H. Enta˜o x−1 = ex−1 ∈ H. Sejam
x, y ∈ H. Enta˜o x, y−1 ∈ H e portanto xy = x(y−1)−1 ∈ H. Por 1.5.4, H e´ um subgrupo
de G. 2
Proposic¸a˜o 1.5.7. Um subconjunto finito H 6= ∅ de um grupo G e´ um subgrupo se e so´
se para quaisquer x, y ∈ H, xy ∈ H.
Demonstrac¸a˜o: Basta demonstrar que H e´ um subgrupo se para quaisquer x, y ∈ H,
xy ∈ H. Esta condic¸a˜o implica que H e´ um semigrupo que satisfaz as leis do corte. Por
1.3.9, H e´ um grupo. Logo H e´ um subgrupo de G. 2




Hi e´ um subgrupo de G.
Demonstrac¸a˜o: Como e ∈ Hi para todo o i ∈ I,
⋂
i∈I











Hi e´ um subgrupo de G. 2
Definic¸a˜o 1.5.9. Sejam G um grupo e X ⊆ G um subconjunto. O subgrupo gerado
por X, 〈X〉, e´ a intersecc¸a˜o dos subgrupos de G que conteˆm X. Se X = {x1, . . . , xn},
escrevemos tambe´m 〈x1, . . . , xn〉 em vez de 〈X〉 e falamos do subgrupo de G gerado pelos
elementos x1, . . . , xn. O conjunto X diz-se um conjunto gerador de G se G = 〈X〉. Se G
admite um conjunto gerador finito, G diz-se finitamente gerado.
Proposic¸a˜o 1.5.10. Sejam G um grupo e X ⊆ G um subconjunto. Enta˜o os elementos
de 〈X〉 sa˜o o elemento neutro e os produtos finitos formados a partir dos elementos de X
e dos seus inversos.
Demonstrac¸a˜o: Seja H o subconjunto de G cujos elementos sa˜o o elemento neutro e os
produtos finitos formados a partir dos elementos de X e dos seus inversos. Enta˜o H e´
um subgrupo de G e X ⊆ H. Logo 〈X〉 ⊆ H. Por outro lado, qualquer elemento de H
pertence necessariamente a qualquer subgrupo de G que conte´m X. Logo H ⊆ 〈X〉. 2
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Exemplos 1.5.11. (i) O subgrupo de (Z,+) gerado por m ∈ Z e´ o conjunto mZ =
{mk | k ∈ Z}.
(ii) O subgrupo de (Z,+) gerado pelo conjunto {2, 3} e´ o conjunto {2m+3n |m,n ∈ Z}.
(iii) O conjunto {1} e´ um conjunto gerador de (Z,+).
(iv) O grupo de Klein e´ o subgrupo V de S4 gerado pelas permutac¸o˜es a e b dadas
por a(1) = 2, a(2) = 1, a(3) = 4, a(4) = 3, b(1) = 3, b(2) = 4, b(3) = 1 e b(4) = 2.
Os elementos do grupo de Klein sa˜o e = id{1,2,3,4}, a, b e ab = ba. Tem-se a2 = b2 = e.
Nota-se que a u´nica estrutura de grupo no conjunto V com esta propriedade (e em que e
e´ o elemento neutro) e´ a do grupo de Klein.
(v) Em qualquer grupo G, 〈∅〉 = {e}.
Observac¸a˜o 1.5.12. Segue-se imediatamente da definic¸a˜o que para quaisquer dois sub-
conjuntos X e Y de um grupo G, X ⊆ Y ⇒ 〈X〉 ≤ 〈Y 〉.
Proposic¸a˜o 1.5.13. Sejam f, g : G → H dois homomorfismos de grupos que coincidem
num conjunto gerador X de G. Enta˜o f = g.
Demonstrac¸a˜o: Como f e g coincidem em X, tambe´m coincidem em qualquer produto
finito formado a partir dos elementos de X e dos seus inversos. Como f e g sa˜o homo-
morfismos de grupos, f(e) = g(e) = e. Logo f e g coincidem em 〈X〉 = G. 2
Exemplo 1.5.14. Seja G um grupo e g ∈ G. Como {1} e´ um conjunto gerador de
(Z,+), existe um u´nico homomorfismo de grupos f : (Z,+) → G com f(1) = g. Este
homomorfismo e´ dado por f(m) = gm (na escrita multiplicativa da operac¸a˜o de G).
Proposic¸a˜o 1.5.15. Sejam f : G → H um homomorfismo de grupos, U ⊆ G e V ⊆ H
subgrupos. Enta˜o f−1(V ) e´ um subgrupo de G e f(U) e´ um subgrupo de H.
Demonstrac¸a˜o: Como f(e) = e ∈ V , e ∈ f−1(V ) e f−1(V ) 6= ∅. Sejam x, y ∈ f−1(V ).
Enta˜o f(xy−1) = f(x)f(y−1) = f(x)f(y)−1 ∈ V , pelo que xy−1 ∈ f−1(V ). Por 1.5.6,
f−1(V ) e´ um subgrupo de G.
Como U 6= ∅, f(U) 6= ∅. Para quaisquer a, b ∈ U , ab−1 ∈ U e f(a)f(b)−1 =
f(a)f(b−1) = f(ab−1) ∈ f(U). Por 1.5.6, f(U) e´ um subgrupo de H. 2
Corola´rio 1.5.16. Seja f : G → H um homomorfismo de grupos. Enta˜o Ker(f) e´ um
subgrupo de G e Im(f) e´ um subgrupo de H.
Exemplo 1.5.17. O centro de um grupo G e´ o conjunto
Z(G) = {g ∈ G | ∀x ∈ G gx = xg}.
Como Z(G) e´ o nu´cleo do homomorfismo Φ: G→ Aut(G), Φ(g)(x) = gxg−1, o centro de
G e´ um subgrupo de G.
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1.6 Teorema de Lagrange
Notac¸a˜o 1.6.1. Sejam G um grupo, A,B ⊆ G dois subconjuntos na˜o vazios e x ∈ G.
Usamos as notac¸o˜es AB = {ab | a ∈ A, b ∈ B}, Ax = {ax | a ∈ A} e xA = {xa | a ∈ A}.
Em notac¸a˜o aditiva escreve-se A+B, A+ x e x+ A em vez de AB, Ax e xA.
Definic¸a˜o 1.6.2. Sejam G um grupo, H um subgrupo de G. Os conjuntos Hx (xH),
x ∈ G, sa˜o as classes laterais direitas (esquerdas) de H.
Proposic¸a˜o 1.6.3. Sejam G um grupo e H um subgrupo de G. Enta˜o uma relac¸a˜o
de equivalencia em G e´ dada por x ∼H y ⇔ xy−1 ∈ H. A classe de equivaleˆncia de
um elemento x ∈ G e´ a classe lateral direita Hx. Para quaisquer x, y, a ∈ G, tem-se
x ∼H y ⇒ xa ∼H ya.
Demonstrac¸a˜o: Como e ∈ H, a relac¸a˜o ∼H e´ reflexiva. Sejam x, y ∈ G tais que x ∼H y.
Enta˜o xy−1 ∈ H. Logo yx−1 = (xy−1)−1 ∈ H e portanto y ∼H x. Segue-se que ∼H e´
sime´trica. Sejam x, y, z ∈ G tais que x ∼H y e y ∼H z. Enta˜o xy−1 ∈ H e yz−1 ∈ H
Logo xz−1 = xy−1yz−1 ∈ H e x ∼H z. Portanto ∼H e´ reflexiva. Segue-se que ∼H e´ uma
relac¸a˜o de equivaleˆncia.
Seja x ∈ G e [x] a classe de equivaleˆncia de x. Seja y ∈ [x]. Enta˜o y ∼H x, pelo que
yx−1 ∈ H. Logo y = yx−1x ∈ Hx e [x] ⊆ Hx. Seja y ∈ Hx. Enta˜o yx−1 ∈ Hxx−1 = H,
pelo que y ∼H x. Portanto y ∈ [x] e Hx ⊆ [x].
Sejam x, y, a ∈ G tais que x ∼H y. Enta˜o [x] = [y], ou seja, Hx = Hy. Enta˜o
Hxa = Hya, ou seja, [xa] = [ya]. Logo xa ∼H ya. 2
Proposic¸a˜o 1.6.4. Sejam G um grupo, H um subgrupo de G e x ∈ G. Enta˜o a func¸a˜o
f : H → Hx, y 7→ yx e´ bijectiva.
Demonstrac¸a˜o: Pelas leis do corte, f e´ injectiva. Seja z ∈ Hx. Enta˜o existe y ∈ H tal
que z = yx = f(x). Isto mostra que f e´ sobrejectiva. 2
Definic¸a˜o 1.6.5. A ordem de um grupo finito G e´ o nu´mero de elementos de G. A ordem
de um grupo infinito e´ ∞. A ordem de um grupo G e´ indicada por |G|. A ordem de um
elemento a de um grupo G, indicada por |a|, e´ a ordem do subgrupo de G gerado por a.
Definic¸a˜o 1.6.6. Sejam G um grupo e H um subgrupo de G. O ı´ndice de H em G,
denotado por |G : H|, e´ o nu´mero de classes laterais direitas de H (que pode ser finito ou
∞).
Teorema 1.6.7. (Teorema de Lagrange) Sejam G um grupo e H um subgrupo de G.
Enta˜o |G| = |G : H||H|.
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Demonstrac¸a˜o: Se |H| =∞, obviamente tambe´m |G| =∞. Suponhamos que |H| e´ finito.
Por 1.6.4, cada classe lateral direita de H tem |H| elementos. Por 1.6.3, as classes laterais
direitas de H formam uma partic¸a˜o de G. Logo |G| = |G : H||H| (seja |G : H| finito ou
na˜o). 2
Corola´rio 1.6.8. A ordem de um subgrupo de um grupo finito e´ um divisor da ordem do
grupo. Em particular, a ordem de um elemento de um grupo finito e´ um divisor da ordem
do grupo.
Exemplo 1.6.9. Seja G um grupo de ordem prima e a ∈ G \ {e}. Como |a| > 1 e |a|
divide |G|, tem-se |a| = |G| e enta˜o G = 〈a〉.
1.7 Subgrupos normais e grupos quociente
Definic¸a˜o 1.7.1. Um subgrupo H de um grupo G diz-se normal ou invariante se para
cada a ∈ G, aHa−1 ⊆ H. Usa-se a notac¸a˜o H  G (H  G) para indicar que H e´ um
subgrupo normal (pro´prio) de G.
Proposic¸a˜o 1.7.2. Sejam G um grupo e H um subgrupo de G. Enta˜o as seguintes
afirmac¸o˜es sa˜o equivalentes:
(a) H e´ um subgrupo normal de G;
(b) para cada a ∈ G, aHa−1 = H;
(c) para cada a ∈ G, aH = Ha;
(d) para cada a ∈ G, aH ⊆ Ha.
Demonstrac¸a˜o: (a) ⇒ (b): Sejam x ∈ H e a ∈ G. Enta˜o a−1xa = a−1x(a−1)−1 ∈ H.
Logo x = aa−1xaa−1 ∈ aHa−1.
As implicac¸o˜es (b) ⇒ (c) ⇒ (d) ⇒ (a) sa˜o triviais. 2
Exemplos 1.7.3. (i) Para qualquer grupo G, {e} e G sa˜o subgrupos normais de G.
(ii) Num grupo comutativo todos os subgrupos sa˜o normais.
Proposic¸a˜o 1.7.4. Sejam G um grupo e (Hi)i∈I uma famı´lia na˜o vazia de subgrupos
normais de G. Enta˜o
⋂
i∈I













Proposic¸a˜o 1.7.5. Sejam f : G→ G′ um homomorfismo de grupos e H ⊆ G e H ′ ⊆ G′
subgrupos normais. Enta˜o f−1(H ′) e´ um subgrupo normal de G e f(H) e´ um subgrupo
normal de Im(f).
Demonstrac¸a˜o: Por 1.5.15, f−1(H ′) e´ um subgrupo de G. Sejam x ∈ f−1(H ′) e a ∈
G. Como H ′ e´ um subgrupo normal de G′, tem-se f(axa−1) = f(a)f(x)f(a−1) =
f(a)f(x)f(a)−1 ∈ H ′. Logo axa−1 ∈ f−1(H ′). Segue-se que f−1(H ′) e´ um subgrupo
normal de G.
Por 1.5.15, Im(f) e f(H) sa˜o subgrupos de G′. Logo f(H) e´ um subgrupo de Im(f).
Sejam x ∈ f(H) e a ∈ Im(f). Enta˜o existem h ∈ H e g ∈ G tais que x = f(h) e a = f(g).
Temos axa−1 = f(g)f(h)f(g)−1 = f(g)f(h)f(g−1) = f(ghg−1). Como H e´ um subgrupo
normal de G, ghg−1 ∈ H. Segue-se que axa−1 = f(ghg−1) ∈ f(H) e enta˜o que f(H) e´
um subgrupo normal de Im(f). 2
Corola´rio 1.7.6. O nu´cleo de um homomorfismo de grupos f : G → G′ e´ um subgrupo
normal de G.
Exemplos 1.7.7. (i) O centro Z(G) de um grupo G e´ um subgrupo normal de G.
(ii) O conjunto SLn(R) = {A ∈ GLn(R) | detA = 1} = Ker(det : GLn(R) → R∗) e´
um subgrupo normal de GLn(R).
Proposic¸a˜o 1.7.8. Sejam G um grupo e H ⊆ G um subgrupo. Considere a relac¸a˜o de
equivaleˆncia ∼H em G definida por x ∼H y ⇔ xy−1 ∈ H. Enta˜o H e´ um subgrupo normal
de G se e so´ se x ∼H y ⇒ ax ∼H ay para quaisquer x, y, a ∈ G.
Demonstrac¸a˜o: Por 1.6.3, a classe de equivaleˆncia de um elemento x ∈ G e´ a classe lateral
direita Hx. Assim, x ∼H y ⇔ Hx = Hy.
Suponhamos primeiramente que H e´ um subgrupo normal de G. Sejam x, y, a ∈ G.
Enta˜o x ∼H y ⇒ Hx = Hy ⇒ xH = yH ⇒ axH = ayH ⇒ Hax = Hay ⇒ ax ∼H ay.
Suponhamos agora que x ∼H y ⇒ ax ∼H ay para quaisquer x, y, a ∈ G. Sejam x ∈ H
e a ∈ G. Enta˜o x ∼H e e portanto ax ∼H ae = a. Segue-se que axa−1 ∈ H e enta˜o que
H e´ um subgrupo normal de G. 2
Corola´rio 1.7.9. Seja H um subgrupo normal de um grupo G. Enta˜o para quaisquer
x, y, x′, y′ ∈ G, se x ∼H x′ e y ∼H y′, enta˜o xy ∼H x′y′.
Definic¸a˜o 1.7.10. Sejam G um grupo e H ⊆ G um subgrupo normal. O grupo quociente
de G por H e´ o conjunto das classes laterais
G/H = {Hx |x ∈ G}
munido da operac¸a˜o dada por
Hx ·Hy = Hxy.
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Por 1.7.9, esta operac¸a˜o esta´ bem definida. E´ o´bvio que G/H e´ de facto um grupo. O
elemento neutro e´ H e tem-se (Hx)−1 = Hx−1 (x ∈ G). Chama-se epimorfismo cano´nico
ao homomorfismo de grupos sobrejectivo pi : G→ G/H definido por pi(x) = Hx.
Exemplos 1.7.11. (i) Para qualquer grupo G, G/G = {G}.
(ii) Seja n ≥ 1 um inteiro. Tem-se Z/nZ = {r + nZ | 0 ≤ r < n}. Este grupo
quociente e´ denotado por Zn. Muitas vezes usa-se a abreviac¸a˜o r¯ = r + nZ. Nota-se
que k ∈ r¯ se e so´ se k ≡ r mod n. A operac¸a˜o de Zn e´ denotada por + e e´ dada por
(r + nZ) + (s+ nZ) = r + s+ nZ.
Observac¸o˜es 1.7.12. (i) Sejam G um grupo e H ⊆ G um subgrupo normal. Enta˜o o
nu´cleo do epimorfismo cano´nico pi : G → G/H e´ H. Com efeito, tem-se x ∈ Ker(pi) ⇔
pi(x) = H ⇔ Hx = H ⇔ x ∈ H.
(ii) Para qualquer grupo G, o epimorfismo cano´nico G→ G/{e} e´ um isomorfismo.
(iii) Para um grupo G e um subgrupo normal H ⊆ G, |G/H| = |G : H|.
Teorema 1.7.13. Sejam f : G→ G′ um homomorfismo de grupos, H ⊆ G um subgrupo
normal tal que H ⊆ Ker(f) e pi : G → G/H o epimorfismo cano´nico. Enta˜o existe um
u´nico homomorfismo de grupos f¯ : G/H → G′ tal que f¯ ◦ pi = f . O homomorfismo f¯ e´
um monomorfismo se e so´ se H = Ker(f).
Demonstrac¸a˜o: Sejam x, y ∈ G tais que Hx = Hy. Enta˜o xy−1 ∈ H ⊆ Ker(f). Logo
f(x)f(y)−1 = f(x)f(y−1) = f(xy−1) = e, pelo que f(x) = f(y). Segue-se que a func¸a˜o
f¯ : G/H → G′, f¯(Hx) = f(x) esta´ bem definida. Tem-se f¯(HxHy) = f¯(Hxy) = f(xy) =
f(x)f(y) = f¯(Hx)f¯(Hy), pelo que f¯ e´ um homomorfismo de grupos. Por definic¸a˜o,
f¯ ◦ pi = f . Seja g : G/H → G′ um homomorfismo tal que g ◦ pi = f . Enta˜o para qualquer
x ∈ G, g(Hx) = g ◦ pi(x) = f(x) = f¯ ◦ pi(x) = f¯(Hx), pelo que g = f¯ .
Suponhamos que H = Ker(f). Seja x ∈ G tal que f¯(Hx) = e. Enta˜o f(x) = e e
x ∈ Ker(f) = H. Segue-se que Hx = H e enta˜o que f¯ e´ um monomorfismo. Suponhamos
inversamente que f¯ e´ um monomorfismo. Seja x ∈ Ker(f). Enta˜o f¯(Hx) = f(x) = e =
f¯(H). Logo Hx = H e portanto x ∈ H. Segue-se que H = Ker(f). 2
Corola´rio 1.7.14. (Teorema do homomorfismo) Seja f : G → G′ um homomorfismo de
grupos. Enta˜o um isomorfismo de grupos G/Ker(f)→ Im(f) e´ dado por Ker(f)x 7→ f(x).
Exemplos 1.7.15. (i) Para qualquer grupo G, o grupo G/Z(G) e´ isomorfo ao subgrupo
de Aut(G) dos automorfismos internos de G.
(ii) Para qualquer inteiro n ≥ 1, o grupo GLn(R)/SLn(R) e´ isomorfo ao grupo multi-
plicativo R∗.
Proposic¸a˜o 1.7.16. Sejam G um grupo, H ⊆ G um subgrupo e N ⊆ G um subgrupo
normal. Enta˜o HN e´ um subgrupo de G e H ∩N e´ um subgrupo normal de H.
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Demonstrac¸a˜o: Mostramos primeiramente que HN e´ um subgrupo de G. Tem-se e =
ee ∈ HN , pelo que HN 6= ∅. Sejam h, k ∈ H e n,m ∈ N . Enta˜o hk−1 ∈ H, nm−1 ∈ N e
Nk−1 = k−1N . Portanto (hn)(km)−1 = hnm−1k−1 ∈ hNk−1 = hk−1N ⊆ HN . Segue-se
que HN e´ um subgrupo de G.
Mostramos agora que H ∩ N e´ um subgrupo normal de H. Por 1.5.8, H ∩ N e´ um
subgrupo de G e enta˜o de H. Sejam h ∈ H e x ∈ H ∩N . Enta˜o hxh−1 ∈ H e hxh−1 ∈ N ,
pelo que hxh−1 ∈ H ∩N . Segue-se que H ∩N e´ um subgrupo normal de H. 2
Terminamos esta secc¸a˜o com dois teoremas conhecidos como teoremas do isomorfismo.
Teorema 1.7.17. Sejam G um grupo, H ⊆ G um subgrupo e N ⊆ G um subgrupo
normal. Enta˜o um isomorfismo H/(H ∩N)→ HN/N e´ dado por (H ∩N)x 7→ Nx.
Demonstrac¸a˜o: Consideremos a inclusa˜o i : H → HN , h 7→ h e o epimorfismo cano´nico
pi : HN → HN/N . Enta˜o i e pi sa˜o homomorfismos de grupos. A composta pi ◦ i : H →
HN/N e´ um epimorfismo. Com efeito, para h ∈ H e n ∈ N , hnN = hN = pi ◦ i(h). Seja
h ∈ H. Tem-se pi ◦ i(h) = N ⇔ Nh = N ⇔ h ∈ H ∩ N e enta˜o Ker(pi ◦ i) = H ∩ N . O
resultado segue do Teorema do homomorfismo. 2
Exemplo 1.7.18. Considere o grupo de Klein V = {e, a, b, ab} (cf. 1.5.11(iv)). Como V e´
comutativo, 〈a〉 = {e, a} e 〈b〉 = {e, b} sa˜o normais em V . Tem-se 〈a〉〈b〉 = V e 〈a〉∩〈b〉 =
{e}. Com o teorema do isomorfismo 1.7.17 obte´m-se V/〈b〉 ∼= 〈a〉/{e} ∼= 〈a〉. Como todos
os grupos com dois elementos sa˜o isomorfos, tem-se V/〈b〉 ∼= Z2. Este resultado obte´m-se
tambe´m contando os elementos de V/〈b〉, por exemplo usando o Teorema de Lagrange:
|V/〈b〉| = |V : 〈b〉| = |V ||b| = 42 = 2.
Teorema 1.7.19. Sejam G um grupo e N e H subgrupos normais de G tais que H ⊆ N .
Enta˜o N/H e´ um subgrupo normal de G/H e um isomorfismo (G/H)/(N/H)→ G/N e´
dado por (N/H)Hx 7→ Nx.
Demonstrac¸a˜o: Consideremos os epimorfismos cano´nicos piN : G → G/N e piH : G →
G/H. Como H ⊆ N = Ker(piN), existe, por 1.7.13, um u´nico homomorfismo p¯iN : G/H →
G/N com p¯iN ◦ piH = piN . Seja x ∈ G. Enta˜o Hx ∈ Ker(p¯iN) ⇔ p¯iN(Hx) = N ⇔
p¯iN ◦ piH(x) = N ⇔ piN(x) = N ⇔ Nx = N ⇔ x ∈ N . Assim, enquanto conjuntos,
Ker(p¯iN) = {Hx |x ∈ N} = N/H. Como as operac¸o˜es em Ker(p¯iN) ⊆ G/H e N/H coinci-
dem, temos Ker(p¯iN) = N/H enquanto grupos e, em particular, que N/H e´ um subgrupo
normal de G/H. O resultado segue do Teorema do homomorfismo. 2
Exemplo 1.7.20. Sejam m,n ∈ N \ {0}. Tem-se que mZ e´ um subgrupo de nZ se e so´
se n divide m. Neste caso nZ/mZ e´ um subgrupo normal de Zm e Zm/(nZ/mZ) ∼= Zn.
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1.8 Grupos c´ıclicos
Definic¸a˜o 1.8.1. Um grupo gerado por um elemento diz-se c´ıclico.
Nota 1.8.2. Os elementos de um grupo c´ıclico G = 〈g〉 sa˜o as poteˆncias gk, k ∈ Z.
Exemplos 1.8.3. (i) O grupo aditivo Z e´ c´ıclico. Tem-se Z = 〈1〉.
(ii) Para cada numero natural n > 0, Zn e´ c´ıclico, gerado por 1¯ = 1 + nZ.
(iii) Por 1.6.9, qualquer grupo de ordem prima e´ c´ıclico.
(iv) O grupo de Klein V = {e, a, b, ab} (cf. 1.5.11(iv)) na˜o e´ c´ıclico.
Proposic¸a˜o 1.8.4. Sejam G = 〈g〉 um grupo c´ıclico e {e} 6= H ⊆ G um subgrupo. Seja
m o menor nu´mero natural positivo tal que gm ∈ H \ {e}. Enta˜o H = 〈gm〉.
Demonstrac¸a˜o: E´ claro que 〈gm〉 ⊆ H. Seja n ∈ Z tal que gn ∈ H. Enta˜o existem k ∈ Z
e 0 ≤ r < m tais que n = km + r. Portanto gn = gkmgr. Como gkm ∈ 〈gm〉 ⊆ H, temos
gr = gng−km ∈ H. Enta˜o gr = e e portanto gn = gkm ∈ 〈gm〉. 2
Corola´rio 1.8.5. Qualquer subgrupo de um grupo c´ıclico e´ c´ıclico.
Corola´rio 1.8.6. Os subgrupos de Z sa˜o os conjuntos mZ, m ∈ N.
Corola´rio 1.8.7. (Lema de Be´zout) Sejam a, b ∈ Z, na˜o ambos iguais a 0, e d =
mdc(a, b). Enta˜o existem u, v ∈ Z tais que au+ bv = d.
Demonstrac¸a˜o: Como d = mdc(a, b), existem nu´meros primos entre si a′, b′ ∈ Z tais que
a = da′ e b = db′. Por 1.8.6, o subgrupo 〈a′, b′〉 de Z e´ gerado por um elemento m ∈ N, que
enta˜o e´ um divisor comum de a′ e b′. Como a′ e b′ sa˜o primos entre si, m = 1. Segue-se
que 〈a′, b′〉 = Z e enta˜o que existem u, v ∈ Z tais que a′u + b′v = 1. Multiplicando por d
obte´m-se au+ bv = d. 2
Notas 1.8.8. (i) Seja G = 〈g〉 um grupo c´ıclico e H ⊆ G um subgrupo. Enta˜o H e´
normal em G e G/H e´ c´ıclico, gerado por Hg.
(ii) Qualquer grupo isomorfo a um grupo c´ıclico e´ c´ıclico.
Teorema 1.8.9. Seja G = 〈g〉 um grupo c´ıclico. Se G e´ infinito, enta˜o um isomorfismo
Z → G e´ dado por k 7→ gk. Se G e´ finito, enta˜o um isomorfismo Z|g| → G e´ dado por
k + |g|Z 7→ gk.
Demonstrac¸a˜o: Consideremos o epimorfismo φ : Z → G dado por φ(k) = gk. Por 1.8.6,
existe n ∈ N tal que Ker(φ) = nZ. Pelo Teorema do homomorfismo, um isomorfismo
f : Z/nZ → G e´ dado por k + nZ 7→ gk. Se G e´ finito, f e´ o isomorfismo procurado
pois, neste caso, n = |Z/nZ| = |g| e Z/nZ = Z|g|. Se G e´ infinito, enta˜o n = 0 e
Ker(φ) = nZ = {0}, pelo que o epimorfismo φ e´ um isomorfismo. 2
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Corola´rio 1.8.10. Seja G = 〈g〉 um grupo c´ıclico finito. Enta˜o
(i) G = {e, g, . . . , g|g|−1};
(ii) para todo o m ∈ Z, gm = e se e so´ se m ∈ |g|Z;
(iii) a ordem de G e´ o menor inteiro positivo m tal que gm = e.
Demonstrac¸a˜o: Seja f : Z|g| → G o isomorfismo dado por f(k + |g|Z) = gk.
(i) Tem-se G = Im(f) = {f(0¯}, . . . , f(|g| − 1)} = {e, g, . . . , g|g|−1}.
(ii) Para todo o m ∈ Z,
gm = e⇔ f(m+ |g|Z) = f(|g|Z)⇔ m+ |g|Z = |g|Z⇔ m ∈ |g|Z.
(iii) segue imediatamente de (ii). 2
Corola´rio 1.8.11. (Pequeno teorema de Fermat) Num grupo finito G tem-se a|G| = e
para todo o a ∈ G.
Demonstrac¸a˜o: Seja a ∈ G. Pelo Teorema de Lagrange, |G| = |G : 〈a〉||a|. Como a|a| = e,
a|G| = (a|a|)|G:〈a〉| = e|G:〈a〉| = e. 2
Proposic¸a˜o 1.8.12. Sejam G = 〈g〉 um grupo c´ıclico finito.
(a) Para todo o k ∈ Z, |gk| = |g|
mdc(|g|, k) . Em particular, G = 〈g
k〉 se e so´ se a ordem
de G e k sa˜o primos entre si.
(b) Para cada divisor d ≥ 1 da ordem de G existe exactamente um subgrupo de G de
ordem d, nomeadamente 〈g |g|d 〉.
Demonstrac¸a˜o: Exerc´ıcio. 2
Corola´rio 1.8.13. Os subgrupos de um grupo c´ıclico finito G = 〈g〉 sa˜o os grupos da
forma 〈g |g|d 〉, onde d ≥ 1 e´ um divisor de |g|.
Exemplo 1.8.14. Os subgrupos pro´prios do grupo c´ıclico Z6 = {0¯, 1¯, 2¯, 3¯, 4¯, 5¯} = 〈1¯〉 sa˜o
{0¯}, 〈2¯〉 = 2Z/6Z e 〈3¯〉 = 3Z/6Z. Tem-se |2¯| = 3 e |3¯| = 2. Como |4¯| = 6
2
= 3, 〈4¯〉 = 〈2¯〉.
Como 5 e 6 sa˜o primos entre si, 〈5¯〉 = Z6.
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Definic¸a˜o 1.8.15. O produto directo dos grupos G1, . . . , Gn e´ o grupo cujo conjunto
subjacente e´ o produto cartesiano G1 × · · · ×Gn e cuja operac¸a˜o e´ dada por
(g1, . . . , gn) · (h1, . . . , hn) = (g1h1, . . . , gnhn).
Verifica-se facilmente que o produto directo dos grupos G1, . . . , Gn e´ de facto um grupo.
Este grupo e´ denotado por
n∏
i=1
Gi ou por G1 × · · · ×Gn.






Gσ(i) e´ dado por (g1, . . . gn) 7→ (gσ(1), . . . , gσ(n)).
Exemplo 1.8.17. O exemplo Z2×Z2 mostra que o produto directo de dois grupos c´ıclicos
na˜o e´, em geral, um gupo c´ıclico. Com efeito, Z2 × Z2 tem dois subgrupos diferentes de
ordem 2, nomeadamente Z2 × {0¯} e {0¯} × Z2, e um grupo c´ıclico na˜o pode ter mais do
que um subgrupo de uma dada ordem. Notamos que Z2 × Z2 e´ isomorfo ao grupo de
Klein V = {e, a, b, ab} (cf. 1.5.11(iv)). Um isomorfismo f : V → Z2 × Z2 e´ dado por
f(e) = (0¯, 0¯), f(a) = (1¯, 0¯), f(b) = (0¯, 1¯) e f(ab) = (1¯, 1¯).








Zni e´ dado por m+ n1 · · ·nkZ 7→ (m+ n1Z, . . . ,m+ nkZ).
Demonstrac¸a˜o: Suponhamos primeiramente os inteiros n1, . . . nk sa˜o dois a dois primos




f(m) = (m+ n1Z, . . . ,m+ nkZ).
E´ claro que n1 · · ·nkZ ⊆ Ker(f). Por outro lado, seja m ∈ Ker(f). Enta˜o existem
u1, . . . , uk ∈ Z tais que m = n1u1 = · · · = nkuk, ou seja, cada ni divide m. Como os
ni sa˜o dois a dois primos entre si, o produto n1 · · ·nk divide m. Logo m ∈ n1 · · ·nkZ
e Ker(f) = n1 · · ·nkZ. Pelo teorema 1.7.13, f¯ : Zn1···nk →
k∏
i=1
Zni , f¯(m + n1 · · ·nkZ) =
(m+ n1Z, . . . ,m+ nkZ) e´ um monomorfismo. Como |Zn1···nk | = n1 · · ·nk = |
k∏
i=1
Zni |, f¯ e´




Suponhamos agora que os inteiros n1, . . . nk na˜o sa˜o dois a dois primos entre si. Enta˜o
existem i 6= j ∈ {1, . . . , k} tais que ni e nj teˆm um divisor comum d > 1. Como Zni e
Znj sa˜o c´ıclicos, existem subgrupos Ui ≤ Zni e Vj ≤ Znj de ordem d. Pomos Ul = {nlZ}
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Zni na˜o e´ c´ıclico. 2
Corola´rio 1.8.19. (Teorema Chineˆs dos Restos) Sejam n1, . . . nk ≥ 1 inteiros dois a dois
primos entre si e sejam a1, . . . an ∈ Z. Enta˜o existe um inteiro x, u´nico mod n1 · · ·nk,
tal que x ≡ ai mod ni para todo o i ∈ {1, . . . , k}.
1.9 Grupos abelianos
Definic¸a˜o 1.9.1. Um grupo abeliano e´ um grupo comutativo, isto e´, um grupo cuja
operac¸a˜o e´ comutativa.
Exemplos 1.9.2. (i) Os grupos c´ıclicos sa˜o abelianos.
(ii) O grupo de Klein V = {e, a, b, ab} (cf. 1.5.11(iv)) e´ abeliano.
(iii) Para n ≥ 3, o grupo sime´trico Sn na˜o e´ abeliano.
(iv) Para n ≥ 2, o grupo GLn(R) na˜o e´ abeliano.
Observac¸o˜es 1.9.3. (i) Qualquer subgrupo de um grupo abeliano e´ abeliano e normal.
(ii) Para qualquer grupo G, o centro Z(G) e´ um subgrupo abeliano. Um grupo G e´
abeliano se e so´ se G = Z(G).
(iii) O u´nico automorfismo interno de um grupo abeliano e´ a identidade.
Proposic¸a˜o 1.9.4. Sejam G um grupo abeliano, a1, . . . , an ∈ G e σ ∈ Sn uma per-
mutac¸a˜o. Enta˜o a1 · · · an = aσ(1) · · · aσ(n).
Demonstrac¸a˜o: Procedemos por induc¸a˜o. Para n = 1 e n = 2, a propriedade e´ o´bvia.




σ(i), 1 ≤ i < k,
σ(i+ 1), k ≤ i ≤ n− 1.
Pela hipo´tese de induc¸a˜o, aα(1) · · · aα(n−1) = a1 · · · an−1. Temos enta˜o
aσ(1) · · · aσ(n) = (aσ(1) · · · aσ(k−1))aσ(k)(aσ(k+1) · · · aσ(n))
= (aσ(1) · · · aσ(k−1))(aσ(k+1) · · · aσ(n))aσ(k)
= (aα(1) · · · aα(k−1))(aα(k) · · · aα(n−1))an
= (aα(1) · · · aα(n−1))an
= (a1 · · · an−1)an
= a1 · · · an.
2
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Notac¸a˜o 1.9.5. Se os grupos G1, . . . , Gn sa˜o abelianos, o seu produto directo e´ tambe´m
um grupo abeliano. Neste caso o produto cartesiano de G1, . . . , Gn e´ tambe´m designado
por soma directa de G1, . . . , Gn e e´ denotado por
n⊕
i=1
Gi ou por G1 ⊕ · · · ⊕Gn.
Teorema 1.9.6. Seja G um grupo abeliano finitamente gerado. Enta˜o existem nu´meros
naturais u´nicos k e l e poteˆncias de nu´meros primos u´nicas 1 < n1 ≤ · · · ≤ nl tais que
G ∼= Z⊕ · · · ⊕ Z︸ ︷︷ ︸
k vezes
⊕ Zn1 ⊕ · · · ⊕ Znl .
Demonstrac¸a˜o: Uma demonstrac¸a˜o encontra-se por exemplo em [1, 4.10.1.14] ou em [5,
3.13]. 2
1.10 Grupos sime´tricos
Teorema 1.10.1. (Teorema de Cayley) Cada grupo G e´ isomorfo a um subgrupo do grupo
sime´trico S(G).
Demonstrac¸a˜o: Para g ∈ G seja λg : G → G a func¸a˜o definida por λg(x) = gx. Para
quaisquer g, h, x ∈ G, λgh(x) = ghx = gλh(x) = λg(λh(x)) = λg ◦ λh(x). Segue-se que
cada λg e´ bijectiva com func¸a˜o inversa λg−1 e que a func¸a˜o f : G → S(G), f(g) = λg e´
um homomorfismo. Seja g ∈ Ker(f). Enta˜o f(g) = λg = idG. Logo g2 = λg(g) = g = eg.
Pelas leis do corte, g = e e temos Ker(f) = {e}. Segue-se que f e´ um monomorfismo e
portanto que G ∼= Im(f). 2
Corola´rio 1.10.2. Cada grupo finito G e´ isomorfo a um subgrupo de S|G|.
Notac¸a˜o 1.10.3. Uma permutac¸a˜o σ ∈ Sn e´ muitas vezes representada sob a forma(
1 2 · · · n
σ(1) σ(2) · · · σ(n)
)
.
Observac¸a˜o 1.10.4. Um monomorfismo Sn → Sn+1 e´ dado por
σ 7→
(
1 · · · n n+ 1
σ(1) · · · σ(n) n+ 1
)
.
Por conseguinte, Sn e´ isomorfo ao subgrupo de Sn+1 das permutac¸o˜es α com α(n + 1) =
n+ 1.
Proposic¸a˜o 1.10.5. |Sn| = n!
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Demonstrac¸a˜o: Exerc´ıcio. 2
Definic¸a˜o 1.10.6. Uma permutac¸a˜o σ ∈ Sn diz-se um ciclo se existem k, i1, . . . , ik ∈
{1, . . . , n} tais que σ(ij) = ij+1 para 1 ≤ j < k, σ(ik) = i1 e σ(i) = i para i /∈ {i1, . . . , ik}.
O ciclo assim definido e´ denotado por (i1, . . . , ik). Aos ciclos da forma (i, j) com i 6= j ∈
{1, . . . , n} chama-se tambe´m transposic¸o˜es. Dois ciclos (i1, . . . , ik) e (j1, . . . , jl) dizem-se
disjuntos se {i1, . . . , ik} ∩ {j1, . . . , jl} = ∅.
Observac¸o˜es 1.10.7. (i) A identidade de {1, . . . , n} e´ um ciclo. Para cada i ∈ {1, . . . , n},
id{1,...,,n} = (i).
(ii) Para quaisquer k nu´meros distintos i1, . . . ik ∈ {1, . . . , n}, |(i1, . . . , ik)| = k.
(iii) Se α, β ∈ Sn sa˜o ciclos disjuntos, enta˜o αβ = βα. Logo se α1, . . . αl ∈ Sn sa˜o
ciclos dois a dois disjuntos, enta˜o |α1 · · ·αl| = mmc(|α1|, . . . , |αl|).
(iv) Para cada transposic¸a˜o τ ∈ Sn, τ 2 = id.
Proposic¸a˜o 1.10.8. Cada permutac¸a˜o σ ∈ Sn \ {id} pode ser factorizada em ciclos dois
a dois disjuntos de Sn \ {id}.
Demonstrac¸a˜o: Seja σ ∈ Sn \ {id}. Para i ∈ {1, . . . , n}, seja
ki = min{k ∈ {1, . . . , n!} |σk(i) = i}.
Note-se que este mı´nimo existe pois σn! = id pelo pequeno teorema de Fermat 1.8.11.
Definimos os nu´meros j1, . . . , jm ∈ {1, . . . , n} recursivamente como se segue: Enquanto
tal i existe, jl e´ o menor
i ∈ {1, . . . , n} \ {j1, σ(j1), . . . , σkj1−1(j1), . . . , jl−1, σ(jl−1), . . . , σkjl−1−1(jl−1)}
tal que σ(i) 6= i. Como σ 6= id, j1 existe. Como {1, . . . , n} e´ finito, o processo pa´ra depois
de um nu´mero finito, m, de iterac¸o˜es. Para cada l ∈ {1, . . . ,m}, (jl, σ(jl), . . . , σkjl−1(jl))
e´ um ciclo em Sn \ {id}. Sejam l, r ∈ {1, . . . ,m}, 0 ≤ k < kjl e 0 ≤ s < kjr tais que
σk(jl) = σ
s(jr). Enta˜o jr = σ
kjr (jr) ∈ {jl, σ(jl), . . . , σkjl−1(jl)}, pelo que r ≤ l. Do
mesmo modo temos l ≤ r e enta˜o r = l. Segue-se que os ciclos (jl, σ(jl), . . . , σkjl−1(jl))
sa˜o dois a dois disjuntos. Seja
ψ = (j1, σ(j1), . . . , σ
kj1−1(j1)) · · · (jm, σ(jm), . . . , σkjm−1(jm)).
Temos ψ(σk(jl)) = σ
k+1(jl) e σ(i) = i = ψ(i) para
i /∈ {j1, σ(j1), . . . , σkj1−1(j1), . . . , jm, σ(jm), . . . , σkjm−1(jm)}.
Logo σ = ψ. 2
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Corola´rio 1.10.9. Sn e´ gerado pelos ciclos.
Exemplo 1.10.10. Consideremos a permutac¸a˜o σ ∈ S6 dada por
σ =
(
1 2 3 4 5 6
1 5 2 6 3 4
)
.
Tem-se σ = (2, 5, 3)(4, 6).
Nota 1.10.11. E´ poss´ıvel mostrar que a factorizac¸a˜o de uma permutac¸a˜o σ ∈ Sn\{id} em
ciclos dois a dois disjuntos de Sn \{id} e´ u´nica a menos da ordem dos factores (exerc´ıcio).
Proposic¸a˜o 1.10.12. Sejam i1, . . . , ik ∈ {1, . . . , n} nu´mero distintos com k ≥ 3. Enta˜o
(i1, . . . , ik) = (i1, ik) · · · (i1, i2).
Demonstrac¸a˜o: Tem-se
(i1, ik) · · · (i1, i2)(i1) = (i1, ik) · · · (i1, i3)(i2) = i2,
(i1, ik) · · · (i1, i2)(ik) = (i1, ik)(ik) = i1,
(i1, ik) · · · (i1, i2)(il) = (i1, ik) · · · (i1, il)(il)
= (i1, ik) · · · (i1, il+1)(i1)
= (i1, ik) · · · (i1, il+2)(il+1)
= il+1
para 1 < l < k e (i1, ik) · · · (i1, i2)(i) = i para i /∈ {i1, . . . , ik}. 2
Corola´rio 1.10.13. Sn e´ gerado pelas transposic¸o˜es.
Definic¸a˜o 1.10.14. Seja σ ∈ Sn uma permutac¸a˜o. Uma inversa˜o em σ e´ um par (i, j) ∈
{1, . . . , n}× {1, . . . , n} tal que i < j e σ(i) > σ(j). O sinal de σ, sgn(σ), e´ 1 se existe um
nu´mero par de inverso˜es em σ e −1 caso contra´rio. Uma permutac¸a˜o diz-se par (´ımpar)
se tem sinal 1 (−1).
Observac¸o˜es 1.10.15. (i) Se m e´ o nume´ro de inverso˜es em σ ∈ Sn, enta˜o sgn(σ) =
(−1)m.
(ii) O sinal de qualquer transposic¸a˜o e´ −1.
Proposic¸a˜o 1.10.16. O sinal e´ um homomorfismo de Sn para o grupo multiplicativo
{1,−1}.
Demonstrac¸a˜o: Sejam α, β ∈ Sn, k o nu´mero de inverso˜es em α e l o nu´mero de inverso˜es
em β. Um par (i, j) ∈ {1, . . . , n} × {1, . . . , n} com i < j e´ uma inversa˜o em αβ se e so´ se
satisfaz uma das condic¸o˜es seguintes:
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(a) (i, j) e´ uma inversa˜o em β mas (β(j), β(i)) na˜o e´ uma inversa˜o em α;
(b) (i, j) na˜o e´ uma inversa˜o em β mas (β(i), β(j)) e´ uma inversa˜o em α.
Seja r o nu´mero de pares (i, j) com i < j que satisfazem a condic¸a˜o (a) e seja s o nu´mero
de pares (i, j) com i < j que satisfazem a condic¸a˜o (b). Enta˜o sgn(αβ) = (−1)r+s. Seja
m o nu´mero de inverso˜es (i, j) em β tais que (β(j), β(i)) e´ uma inversa˜o em α. Enta˜o
l = r + m. Tambe´m temos k = s + m. Com efeito, os pares (i, j) com i < j que satis-
fazem a condic¸a˜o (b) esta˜o em correspondeˆncia bijectiva com as inverso˜es (x, y) em α com
β−1(x) < β−1(y), pelo que o nu´mero destas inverso˜es em α e´ s. E as inverso˜es (i, j) em
β tais que (β(j), β(i)) e´ uma inversa˜o em α esta˜o em correspondeˆncia bijectiva com as
inverso˜es (x, y) em α com β−1(y) < β−1(x), pelo que o nu´mero destas inverso˜es em α e´ m.
Segue-se que sgn(αβ) = (−1)r+s = (−1)l+k−2m = (−1)l(−1)k(−1)−2m = (−1)l(−1)k =
(−1)k(−1)l = sgn(α)sgn(β). 2
Observac¸o˜es 1.10.17. (i) Pela proposic¸a˜o precedente, um produto de um nu´mero par
de transposic¸o˜es tem sinal 1 e um produto de um nu´mero ı´mpar de transposic¸o˜es tem
sinal −1. Segue-se que uma permutac¸a˜o na˜o pode ao mesmo tempo ser factorizado num
nu´mero par e num nu´mero ı´mpar de transposic¸o˜es e que uma permutac¸a˜o e´ par se e so´
se ela pode ser factorizada num nu´mero par de transposic¸o˜es. Em particular, um ciclo de
ordem par e´ ı´mpar e um ciclo de ordem ı´mpar e´ par.






Definic¸a˜o 2.1.1. Um anel e´ um triplo (A,+, ·) em que A e´ um conjunto e + e · sa˜o
operac¸o˜es bina´rias em A tais que
• (A,+) e´ um grupo;
• (A, ·) e´ um mono´ide;
• para quaisquer a, b, c ∈ A, a · (b + c) = (a · b) + (a · c) e (a + b) · c = (a · c) + (b · c)
(distributividade de · em relac¸a˜o a +).
A operac¸a˜o + diz-se a adic¸a˜o do anel e a operac¸a˜o · diz-se a multiplicac¸a˜o do anel.
Muitas vezes indica-se um anel pelo s´ımbolo do conjunto subjacente, isto e´, escreve-se
simplesmente A em vez de (A,+, ·). O elemento neutro do grupo aditivo (A,+) de um
anel A = (A,+, ·) e´ denotado por 0. O elemento neutro do mono´ide multiplicativo (A, ·)
de A e´ chamado identidade de A e e´ denotado por 1. O sime´trico de um elemento a de
um anel A e´ o inverso de a no grupo aditivo de A e e´ denotado por −a. Se a e´ invert´ıvel
no mono´ide multiplicativo de A, o inverso de a e´ o inverso de a em (A, ·) e e´ denotado
por a−1. Um elemento invert´ıvel no mono´ide multiplicativo de A diz-se uma unidade de
A. Omitiremos muitas vezes o s´ımbolo da multipicac¸a˜o e escreveremos ab em vez de a · b.
Usaremos as convenc¸o˜es habituais de omissa˜o de pareˆnteses e escreveremos, por exemplo,
ab + c em vez de (ab) + c e −ab em vez de −(ab). Um anel diz-se comutativo se a sua
multiplicac¸a˜o e´ comutativa.
Proposic¸a˜o 2.1.2. O grupo aditivo de um anel e´ abeliano.
Demonstrac¸a˜o: Sejam A um anel e a, b ∈ A. Enta˜o a + a + b + b = 1a + 1a + 1b + 1b =
(1 + 1)a + (1 + 1)b = (1 + 1)(a + b) = 1(a + b) + 1(a + b) = a + b + a + b. Logo
a+ b = −a+ a+ a+ b+ b− b = −a+ a+ b+ a+ b− b = b+ a. 2
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Nota 2.1.3. Muitos autores na˜o exigem a existeˆncia de um elemento neutro para a
multiplicac¸a˜o na definic¸a˜o de um anel. Esses autores devem exigir na definic¸a˜o que o
grupo aditivo de um anel seja abeliano. Sem o elemento 1, o grupo aditivo de um anel
na˜o e´ automaticamente abeliano.
Exemplos 2.1.4. (i) Z, Q e R sa˜o ane´is comutativos relativamente a` adic¸a˜o e a` multi-
plicac¸a˜o habituais.
(ii) Para qualquer inteiro n ≥ 1, o grupo abeliano Zn e´ um anel comutativo relativa-
mente a` multiplicac¸a˜o dada por (k + nZ) · (l + nZ) = kl + nZ.
(iii) Para cada natural n ≥ 1, o conjunto Mn(R) das matrizes reais n × n e´ um anel
relativamente a` adic¸a˜o e a` multiplicac¸a˜o de matrizes.
(iv) O conjunto dos endomorfismos de um grupo abeliano G, End(G), e´ um anel. A
multiplicac¸a˜o e´ a composic¸a˜o de func¸o˜es e a adic¸a˜o e´ dada por (f + g)(x) = f(x) + g(x).
(v) Sejam A um anel eX um conjunto na˜o vazio. O conjunto AX das func¸o˜es deX para
A e´ um anel com as operac¸o˜es definidas por (f+g)(x) = f(x)+g(x) e (f ·g)(x) = f(x)·g(x)
(x ∈ X).
(vi) O produto directo A1 × · · · × An dos ane´is A1, . . . , An e´ o anel cujo conjunto
subjacente e´ o produto cartesiano A1 × · · · × An e cujas operac¸o˜es + e · sa˜o definidas
componente por componente.
(vii) O conjunto {0} admite uma u´nica estrutura de anel. Note-se que neste anel,
1 = 0.
Proposic¸a˜o 2.1.5. Sejam A um anel e x, y ∈ A. Enta˜o
(i) 0x = x0 = 0;
(ii) (−x)y = x(−y) = −xy;
(iii) (−x)(−y) = xy.
Demonstrac¸a˜o: (i) Tem-se 0x = (0 + 0)x = 0x + 0x e portanto 0 = 0x − 0x = 0x. Do
mesmo modo, x0 = 0.
(ii) Tem-se xy + (−x)y = (x+ (−x))y = 0y = 0 e portanto −xy = (−x)y. Do mesmo
modo, −xy = x(−y).
(iii) Tem-se (−x)(−y) = −x(−y) = −(−xy) = xy. 2
Observac¸a˜o 2.1.6. Pela propriedade (ii) da proposic¸a˜o precedente, (−1)x = x(−1) = −x
para qualquer elemento x de um anel.




























Definic¸a˜o 2.1.9. Um subconjunto B de um anel A diz-se um subanel de A se 1 ∈ B e
para quaisquer x, y ∈ B, x− y ∈ B e xy ∈ B.
Observac¸a˜o 2.1.10. Um subanel B de um anel A e´ um anel relativamente a` adic¸a˜o e a`
multiplicac¸a˜o de A.
Exemplos 2.1.11. (i) Qualquer anel e´ sempre um subanel de si pro´prio.
(ii) O u´nico subanel de Z e´ Z.
(iii) O u´nico subanel de Zn e´ Zn.
(iv) Q e´ um subanel de R.
(v) Os matrizes reais diagonais n× n formam um subanel de Mn(R).
Definic¸a˜o 2.1.12. Um aplicac¸a˜o entre dois ane´is f : A→ B diz-se um homomorfismo de
ane´is se f(1) = 1 e se para quaisquer dois elements x, y ∈ A, f(x + y) = f(x) + f(y) e
f(xy) = f(x)f(y). Um homomorfismo de ane´is diz-se um monomorfismo (epimorfismo,
isomorfismo) se e´ injectivo (sobrejectivo, bijectivo). Um homomorfismo (isomorfismo) de
ane´is f : A → A diz-se um endomorfismo (automorfismo) de ane´is. Dois ane´is A e B
dizem-se isomorfos, A ∼= B, se existe um isomorfismo de ane´is entre eles.
Observac¸o˜es 2.1.13. (i) Um homomorfismo de ane´is e´ um homomorfismo dos grupos
aditivos.
(ii) Um homomorfismo de ane´is f : A → B e´ um monomorfismo de ane´is se e so´ se e´
um monomorfismo de grupos e isto e´ caso se e so´ se Ker(f) = {0}.
Exemplos 2.1.14. (i) Se B e´ um subanel do anel A, enta˜o a inclusa˜o B → A, x 7→ x e´
um monomorfismo de ane´is.
(ii) Para qualquer anel A, idA e´ um automorfismo de ane´is.
(iii) Para qualquer anel A, a func¸a˜o constante A→ {0}, x 7→ 0 e´ um epimorfismo de
ane´is.
(iv) O epimorfismo cano´nico Z→ Zn, k 7→ k + nZ e´ um epimorfismo de ane´is.
Proposic¸a˜o 2.1.15. A composta de dois homomorfismos de ane´is f : A→ B e g : B → C
e´ um homomorfismo de ane´is.
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Demonstrac¸a˜o: A composta g ◦ f : A→ C e´ um homorfismo de grupos. Como g ◦ f(1) =
g(f(1)) = g(1) = 1 e g ◦ f(xy) = g(f(xy)) = g(f(x)f(y)) = g(f(x))g(f(y)) = g ◦ f(x)g ◦
f(y) para todos os x, y ∈ A, g ◦ f e´ um homomorfismo de ane´is. 2
Proposic¸a˜o 2.1.16. A func¸a˜o inversa de um isomorfismo de ane´is f : A → B e´ um
isomorfismo de ane´is.
Demonstrac¸a˜o: Por 1.4.8, f−1 e´ um isomorfismo de grupos. Como f(1) = 1, 1 =
f−1(f(1)) = f−1(1). Para quaisquer x, y ∈ B, f(f−1(xy)) = xy = f(f−1(x))f(f−1(y)) =
f(f−1(x)f−1(y)). Como f e´ um monomorfismo, isto implica que f−1(xy) = f−1(x)f−1(y).
Segue-se que f−1 e´ um homomorfismo de ane´is e enta˜o um isomorfismo de ane´is. 2
Proposic¸a˜o 2.1.17. Sejam f : A→ B um homomorfismo de ane´is, X um subanel de A
e Y um subanel de B. Enta˜o f(X) e´ um subanel de B e f−1(Y ) e´ um subanel de A.
Demonstrac¸a˜o: Como 1 ∈ X, 1 = f(1) ∈ f(X). Sejam x, y ∈ X. Enta˜o x − y, xy ∈ X.
Logo f(x) − f(y) = f(x − y) ∈ f(X) e f(x)f(y) = f(xy) ∈ f(X). Segue-se que f(X)
e´ um subanel de B. Como f(1) = 1 ∈ Y , 1 ∈ f−1(Y ). Sejam x, y ∈ f−1(Y ). Enta˜o
f(x−y) = f(x)−f(y) ∈ Y e f(xy) = f(x)f(y) ∈ Y . Logo x−y ∈ f−1(Y ) e xy ∈ f−1(Y ).
Segue-se que f−1(Y ) e´ um subanel de A. 2
2.2 Ideais e ane´is quociente
Definic¸a˜o 2.2.1. Um ideal de um anel A e´ um subgrupo I do grupo aditivo de A tal que
para quaisquer a ∈ A e x ∈ I, ax ∈ I e xa ∈ I.
Observac¸o˜es 2.2.2. (i) Como o grupo aditivo de um anel e´ abeliano, qualquer ideal de
um anel e´ um subgrupo normal do anel.
(ii) Se um ideal I de um anel A conte´m o elemento 1, enta˜o I = A. Com efeito, para
qualquer a ∈ A, a = 1a ∈ I.
Exemplos 2.2.3. (i) Em qualquer anel A, {0} e A sa˜o ideais.
(ii) Para n ∈ Z, nZ e´ um ideal em Z.
(iii) Sejam A um anel, X um conjunto na˜o vazio e Y ⊆ X. Enta˜o {f : X → A | f(Y ) ⊆
{0}} e´ um ideal de AX .
(iv) Sejam A e B dois ane´is, I um ideal de A e J um ideal de B. Enta˜o I × J e´ um
ideal em A×B.
Proposic¸a˜o 2.2.4. Sejam f : A → B um homomorfismo de ane´is, I um ideal de A e J
um ideal de B. Enta˜o f(I) e´ um ideal de Im(f) e f−1(J) e´ um ideal de A. Em particular,
Ker(f) = f−1({0}) e´ um ideal de A.
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Demonstrac¸a˜o: Por 1.7.5, f(I) e´ um subgrupo do grupo aditivo de Im(f) e f−1(J) e´ um
subgrupo do grupo aditivo de A. Sejam a ∈ A e x ∈ I. Enta˜o f(a)f(x) = f(ax) ∈ f(I)
e f(x)f(a) = f(xa) ∈ f(I). Segue-se que f(I) e´ um ideal de Im(f). Sejam a ∈ A e
x ∈ f−1(J). Enta˜o f(ax) = f(a)f(x) ∈ J e f(xa) = f(x)f(a) ∈ J , pelo que ax ∈ f−1(J)
e xa ∈ f−1(J). Segue-se que f−1(J) e´ um ideal de A. 2








Ik e´ um subgrupo do grupo aditivo de A. Sejam a ∈ A e
x ∈ ⋂
k∈K
Ik. Enta˜o x ∈ Ik para todo o k ∈ K. Logo ax ∈ Ik e xa ∈ Ik para todo o k ∈ K.





Ik e´ um ideal de A. 2
Definic¸a˜o 2.2.6. Sejam A um anel e X ⊆ A um subconjunto. O ideal gerado por X, (X),
e´ a intersecc¸a˜o dos ideais de A que conteˆm X. Se X = {x1, . . . , xn}, escrevemos tambe´m
(x1, . . . , xn) em vez de (X) e falamos do ideal de A gerado pelos elementos x1, . . . , xn.
Proposic¸a˜o 2.2.7. Sejam A um anel e X ⊆ A um subconjunto. Enta˜o os elementos de
(X) sa˜o o elemento 0 e as somas finitas formadas a partir dos elementos da forma axb,
onde a, b ∈ A e x ∈ X.
Demonstrac¸a˜o: Seja I o subconjunto de A cujos elementos sa˜o o elemento 0 e as somas
finitas formadas a partir dos elementos de A da forma axb, onde a, b ∈ A e x ∈ X. Enta˜o
I e´ um ideal de A e X ⊆ I. Logo (X) ⊆ I. Por outro lado, qualquer elemento de I
pertence necessariamente a qualquer ideal de A que conte´m X. Logo I ⊆ (X). 2
Exemplos 2.2.8. (i) Em qualquer anel A, (∅) = {0}.
(ii) Num anel comutativo A, tem-se (a) = aA = {ax |x ∈ A} para todo o a ∈ A. Em
particular, em Z, (n) = nZ. Em Z4, (2¯) = 2¯Z2 = {0¯, 2¯}.
Nota 2.2.9. Sejam A um anel e I e J ideais de A. Enta˜o tem-se (I ∪ J) = I + J =
{i + j | i ∈ I, j ∈ J}. O ideal ({ij | i ∈ I, j ∈ J}) e´ denotado por IJ . Note-se que, em
geral, IJ 6= {ij | i ∈ I, j ∈ J}.
Definic¸a˜o 2.2.10. Um ideal I de um anel A diz-se principal se existe um elemento a ∈ A
tal que I = (a).
Exemplos 2.2.11. (i) Seja A um anel cujo grupo aditivo e´ c´ıclico. Enta˜o qualquer
subgrupo de A e´ um ideal principal. Com efeito, seja A = 〈a〉 e consideremos um inteiro
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k e o subgrupo I = 〈ka〉. Enta˜o a2 e´ um mu´ltiplo de a e isto implica que I e´ um ideal de
A. Como (ka) ⊆ I = 〈ka〉 ⊆ (ka), I = (ka). Em particular, todos os subgrupos de Z e
Zn sa˜o ideais principais.
(ii) Em Q e R, os u´nicos ideais sa˜o os ideais principais (0) e (1).
Lema 2.2.12. Sejam A um anel, I um ideal de A e a, a′, b, b′ ∈ A tais que a−a′, b−b′ ∈ I.
Enta˜o ab− a′b′ ∈ I.
Demonstrac¸a˜o: Tem-se ab− a′b′ = ab− a′b+ a′b− a′b′ = (a− a′)b+ a′(b− b′) ∈ I. 2
Definic¸a˜o 2.2.13. Sejam A um anel e I um ideal. O anel quociente A/I e´ o grupo
quociente A/I com a multiplicac¸a˜o definida por (a + I) · (b + I) = ab + I. Pelo lema
precedente, esta multiplicac¸a˜o esta´ bem definida. Verifica-se facilmente que A/I e´ um
anel e que o epimorfismo cano´nico A→ A/I, a 7→ a+ I e´ um homomorfismo de ane´is.
Exemplo 2.2.14. O anel Zn e´ o anel quociente Z/nZ.
Teorema 2.2.15. Sejam f : A→ A′ um homomorfismo de ane´is, I ⊆ A um ideal tal que
I ⊆ Ker(f) e pi : A→ A/I o epimorfismo cano´nico. Enta˜o existe um u´nico homomorfismo
de ane´is f¯ : A/I → A′ tal que f¯ ◦ pi = f . O homomorfismo f¯ e´ um monomorfismo se e
so´ se I = Ker(f).
Demonstrac¸a˜o: Por 1.7.13, existe um u´nico homomorfismo de grupos f¯ : A/I → A′ tal
que f¯ ◦ pi = f . Como f¯(1 + I) = f¯ ◦ pi(1) = f(1) = 1 e f¯((a + I)(b + I)) = f¯(ab + I) =
f¯ ◦pi(ab) = f(ab) = f(a)f(b) = f¯ ◦pi(a)f¯ ◦pi(b) = f¯(a+ I)f¯(b+ I) para todos os a, b ∈ A,
f¯ e´ de facto um homomorfismo de ane´is. Por 1.7.13, f¯ e´ um monomorfismo se e so´ se
I = Ker(f). 2
Corola´rio 2.2.16. (Teorema do homomorfismo) Seja f : A → A′ um homomorfismo de
ane´is. Enta˜o um isomorfismo de ane´is A/Ker(f)→ Im(f) e´ dado por x+Ker(f) 7→ f(x).
Teorema 2.2.17. Sejam A um anel, B ⊆ A um subanel e I ⊆ A um ideal. Enta˜o B + I
e´ um subanel de A, I e´ um ideal de B + I, B ∩ I e´ um ideal de B e um isomorfismo de
ane´is B/(B ∩ I)→ (B + I)/I e´ dado por x+B ∩ I 7→ x+ I.
Demonstrac¸a˜o: B + I e´ um subgrupo do grupo aditivo de A que conte´m o elemento 1.
Sejam b, b′ ∈ B e x, x′ ∈ I. Enta˜o (b + x)(b′ + x′) = bb′ + bx′ + xb′ + xx′ ∈ B + I.
Logo B + I e´ um subanel de A. Como I e´ um ideal de A e I ⊆ B + I, I e´ um
ideal de B + I. B ∩ I e´ um subgrupo de B e para b ∈ B e x ∈ B ∩ I, bx ∈ B ∩ I
e xb ∈ B ∩ I. Logo B ∩ I e´ um ideal de B. Por 1.7.17, um isomorfismo de grupos
f : B/(B ∩ I)→ (B+ I)/I e´ dado por f(x+B ∩ I) = x+ I. Como f(1 +B ∩ I) = 1 + I e
f((x+B∩I)(y+B∩I)) = f(xy+B∩I) = xy+I = (x+I)(y+I) = f(x+B∩I)f(y+B∩I)
para todos os x, y ∈ B, f e´ de facto um isomorfismo de ane´is. 2
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Teorema 2.2.18. Sejam A um anel e I e J ideais de A tais que J ⊆ I. Enta˜o I/J e´ um
ideal de A/J e um isomorfismo de ane´is (A/J)/(I/J)→ A/I e´ dado por x+ J + I/J 7→
x+ I.
Demonstrac¸a˜o: Por 1.7.19, I/J e´ um subgrupo do grupo aditivo de A/J . Para a ∈ A e
x ∈ I, (a + J)(x + J) = ax + J ∈ I/J e (x + J)(a + J) = xa + J ∈ I/J . Logo I/J e´
um ideal de A/J . Por 1.7.19, um isomorfismo de grupos f : (A/J)/(I/J) → A/I e´ dado
por f(x+J+I/J) = x+I. Como f(1+J+I/J) = 1+I e f((x+J+I/J)(y+J+I/J)) =
f((x + J)(y + J) + I/J) = f(xy + J + I/J) = xy + I = (x + I)(y + I) =
f(x + J + I/J)f(y + J + I/J) para todos os x, y ∈ A, f e´ de facto um isomorfismo
de ane´is. 2
2.3 Domı´nios de integridade e corpos
Definic¸a˜o 2.3.1. Um elemento a 6= 0 de um anel A diz-se um divisor de zero se existe
um elemento b 6= 0 em A tal que ab = 0 ou ba = 0. Um domı´nio de integridade e´ um anel
comutativo com 1 6= 0 que na˜o admite divisores de zero.
Exemplos 2.3.2. (i) Z, Q e R sa˜o domı´nios de intregridade.
(ii) Z4 na˜o e´ um domı´nio de integridade. 2¯ e´ um divisor de zero em Z4 pois 2¯2¯ = 0¯.
(iii) Qualquer subanel de um domı´nio de integridade e´ um domı´nio de integridade.
Observac¸o˜es 2.3.3. (i) Para um anel A, a condic¸a˜o 1 6= 0 e´ equivalente a` condic¸a˜o
A 6= {0}. Com efeito, se 1 6= 0, enta˜o A 6= {0}. Se 1 = 0, enta˜o para qualquer a ∈ A,
a = 1a = 0a = 0. Um anel com mais do que um elemento diz-se na˜o nulo.
(ii) Um anel comutativo na˜o nulo A e´ um domı´nio de integridade se e so´ se para
quaisquer a, b ∈ A, ab = 0 implica a = 0 ou b = 0.
(iii) O elemento 1 de um anel na˜o e´ um divisor de zero. Com efeito, se 1a = 0 enta˜o
a = 0.
Proposic¸a˜o 2.3.4. Sejam A um domı´nio de integridade, a ∈ A \ {0} e b, c ∈ A. Enta˜o
ab = ac⇒ b = c e ba = ca⇒ b = c.
Demonstrac¸a˜o: Como A e´ comutativo, basta mostrar a primeira implicac¸a˜o. Se ab = ac,
enta˜o a(b− c) = ab− ac = 0. Como a 6= 0, b− c = 0. Logo b = c. 2
Definic¸a˜o 2.3.5. Um ideal I de um anel A diz-se primo se I 6= A e se para quaisquer
dois elementos a, b ∈ A, ab ∈ I implica a ∈ I ou b ∈ I.
Exemplos 2.3.6. (i) Um anel comutativo com 1 6= 0 e´ um domı´nio de integridade se e
so´ se {0} e´ um ideal primo.
(ii) Para n ≥ 1, nZ e´ um ideal primo de Z se e so´ se n e´ primo.
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Proposic¸a˜o 2.3.7. Sejam A um anel comutativo e I 6= A um ideal de A. Enta˜o I e´
primo se e so´ se A/I e´ um domı´nio de integridade.
Demonstrac¸a˜o: Suponhamos primeiramente que I e´ primo. Como A e´ comutativo, A/I e´
comutativo tambe´m. Temos 1 + I 6= I pois sena˜o teriamos 1 ∈ I e I = A. Sejam a, b ∈ I
tais que (a + I)(b + I) = ab + I = I. Enta˜o ab ∈ I e portanto a ∈ I ou b ∈ I. Logo
a+ I = I ou b+ I = I. Segue-se que A/I e´ um domı´nio de integridade.
Suponhamos inversamente que A/I e´ um domı´nio de integridade. Sejam a, b ∈ A tais
que ab ∈ I. Enta˜o (a+ I)(b+ I) = ab+ I = I, pelo que a+ I = I ou b+ I = I. Segue-se
que a ∈ I ou b ∈ I e enta˜o que I e´ primo. 2
Corola´rio 2.3.8. Zn e´ um domı´nio de integridade se e so´ se n e´ primo.
Definic¸a˜o 2.3.9. O conjunto das unidades de um anel A e´ denotado por A∗. Um anel
comutativo K diz-se um corpo se K∗ = K \ {0}, isto e´, se todos os elementos a menos de
0 sa˜o invert´ıveis.
Exemplos 2.3.10. (i) Q e R sa˜o corpos.
(ii) Z na˜o e´ um corpo.
Observac¸o˜es 2.3.11. (i) Num corpo, 1 6= 0 pois 1 e´ invert´ıvel e 0 na˜o. Logo um corpo
tem sempre pelo menos dois elementos.
(ii) Um anel comutativo na˜o nulo e´ um corpo se e so´ se todos os elementos diferentes
de 0 sa˜o invert´ıveis. Com efeito, num anel na˜o nulo, 0 na˜o e´ invert´ıvel.
(iii) Num corpo K, os u´nicos ideais sa˜o os ideais principais (0) = {0} e (1) = K. Com
efeito, se I 6= {0} e´ um ideal de K e x ∈ I \ {0}, enta˜o 1 = x−1x ∈ I, pelo que I = K.
Proposic¸a˜o 2.3.12. Qualquer corpo e´ um domı´nio de integridade.
Demonstrac¸a˜o: Sejam K um corpo e a, b ∈ K tais que ab = 0 e a 6= 0. Enta˜o
b = a−1ab = a−10 = 0. Como 1 6= 0 e K e´ comutativo, K e´ um domı´nio de integri-
dade. 2
Corola´rio 2.3.13. Um anel comutativo A e´ um corpo se e so´ se A \ {0} e´ um grupo
relativamente a` multiplicac¸a˜o de A.
Proposic¸a˜o 2.3.14. Qualquer domı´nio de integridade finito e´ um corpo.
Demonstrac¸a˜o: Se A e´ um domı´nio de integridade finito, enta˜o (A\{0}, ·) e´ um semigrupo
finito. Por 2.3.4, este semigrupo satisfaz as leis do corte. Logo (A \ {0}, ·) e´ um grupo e
A e´ um corpo. 2
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Corola´rio 2.3.15. Zn e´ um corpo se e so´ se n e´ primo.
Corola´rio 2.3.16. (Teorema de Fermat) Sejam p um nu´mero primo e a ∈ Z tal que
a 6≡ 0 mod p. Enta˜o ap−1 ≡ 1 mod p.
Demonstrac¸a˜o: Como p e´ primo, Zp e´ um corpo e Zp \{0¯} = Z∗p e´ um grupo relativamente
a` multiplicac¸a˜o. Como |Zp \ {0¯}| = p− 1 e a + pZ ∈ Zp \ {0¯}, pelo pequeno teorema de
Fermat, (a+ pZ)p−1 = ap−1 + pZ = 1¯, ou seja, ap−1 ≡ 1 mod p. 2
Proposic¸a˜o 2.3.17. Seja A um domı´nio de integridade. Uma relac¸a˜o de equivaleˆncia
em A× (A \ {0}) e´ dada por (a, b) ∼ (x, y)⇔ ay = xb. Se (a, b) ∼ (x, y) e (c, d) ∼ (u, v),
enta˜o (ad+ cb, bd) ∼ (xv + uy, yv) e (ac, bd) ∼ (xu, yv).
Demonstrac¸a˜o: E´ o´bvio que a relac¸a˜o ∼ e´ reflexiva e sime´trica. Sejam (a, b), (x, y), (u, v) ∈
A × (A \ {0}) tais que (a, b) ∼ (x, y) e (x, y) ∼ (u, v). Enta˜o ay = xb e xv = uy. Logo
avy = ayv = xbv = bxv = buy. Como y 6= 0, obte´m-se av = bu = ub, ou seja,
(a, b) ∼ (u, v). Logo ∼ e´ transitiva e enta˜o uma relac¸a˜o de equivaleˆncia.
Suponhamos agora que (a, b) ∼ (x, y) e (c, d) ∼ (u, v). Enta˜o (ad + cb)yv = adyv +
cbyv = aydv + cvby = xbdv + udby = xvbd + uybd = (xv + uy)bd. Logo (ad + cb, bd) ∼
(xv + uy, yv). Tem-se acyv = aycv = xbud = xubd e enta˜o (ac, bd) ∼ (xu, yv). 2
Definic¸a˜o 2.3.18. Seja A um domı´nio de integridade e ∼ a relac¸a˜o de equivaleˆncia em
A × (A \ {0}) dada por (a, b) ∼ (x, y) ⇔ ay = xb. A classe de equivaleˆncia de um par
(a, b) ∈ A× (A \ {0}) e´ a fracc¸a˜o a
b
. Pela proposic¸a˜o precedente podemos definir a adic¸a˜o


















O corpo de fracc¸o˜es de A, Q(A), e´ o conjunto das fracc¸o˜es
a
b
(a, b ∈ A, b 6= 0) munido da
adic¸a˜o e da multiplicac¸a˜o de fracc¸o˜es.
Proposic¸a˜o 2.3.19. Seja A um domı´nio de integridade. Enta˜o o corpo de fracc¸o˜es Q(A)
e´ um corpo e a aplicac¸a˜o A→ Q(A), a 7→ a
1
e´ um monomorfismo de ane´is.
Demonstrac¸a˜o: Exerc´ıcio. 2
Exemplos 2.3.20. (i) Q(Z) = Q.





Definic¸a˜o 2.3.21. Seja A um anel. A caracteristica de A e´ definida por
car(A) =
{
0, se |1| =∞,
|1|, caso contra´rio.
Exemplos 2.3.22. Tem-se car(Z) = car(Q) = car(R) = 0 e car(Zn) = n.
Notas 2.3.23. (i) Num anel A de caracter´ıstica n tem-se na = 0 para todo o a ∈ A.
Com efeito, para qualquer a ∈ A, na = n(1a) = (n1)a = 0a = 0.
(ii) Sejam A um anel e f : Z → A o homomorfismo de ane´is dado por f(n) = n · 1.
Note-se que f e´ o u´nico homomorfismo de ane´is de Z para A. Tem-se car(A) = n se e so´
se Ker(f) = nZ. Segue-se que a caracteristica de A e´ o u´nico nu´mero natural n tal que A
conte´m um subanel isomorfo a Z/nZ.
Proposic¸a˜o 2.3.24. A caracteristica de um domı´nio de integridade e´ ou 0 ou um nu´mero
primo.
Demonstrac¸a˜o: Seja A um domı´nio de integridade com car(A) 6= 0. Enta˜o o elemento 1
de A tem ordem finita e car(A) = |1|. Sejam 1 ≤ k ≤ l ≤ |1| inteiros tais que kl = |1|.
Enta˜o k1 · l1 = kl1 = |1|1 = 0, pelo que k1 = 0 ou l1 = 0. Segue-se que l = |1| e k = 1.
Logo car(A) = |1| e´ um nu´mero primo. 2
Nota 2.3.25. Existe uma mu´ltiplicac¸a˜o com a qual o grupo Z2 × Z2 e´ um corpo. Este
corpo tem caracteristica 2 e 4 elementos. Note-se que para qualquer nu´mero primo p e
qualquer nu´mero natural n ≥ 1, existe um corpo Fpn de caracter´ıstica p com pn elementos
e este corpo e´ u´nico a menos de isomorfismo. Ale´m disso, qualquer corpo finito e´ isomorfo
a um dos corpos Fpn .
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Cap´ıtulo 3
Reticulados e A´lgebras de Boole
3.1 Reticulados
Recorde-se que uma relac¸a˜o de ordem parcial num conjunto X e´ uma relac¸a˜o reflexiva,
anti-sime´trica e transitiva em X. Um conjunto parcialmente ordenado (c.p.o.) e´ um par
(X,≤) em que X e´ um conjunto e ≤ e´ uma relac¸a˜o de ordem parcial em X.
Definic¸a˜o 3.1.1. Sejam (X,≤) um conjunto parcialmente ordenado e A ⊆ X. Um
elemento x ∈ X diz-se majorante (minorante) de A se para qualquer a ∈ A, a ≤ x (x ≤ a).
Um elemento b ∈ X diz-se supremo (´ınfimo) de A se b e´ um majorante (minorante) de A
e se b ≤ x (x ≤ b) para qualquer majorante (minorante) x de A.
Proposic¸a˜o 3.1.2. Sejam (X,≤) um conjunto parcialmente ordenado e A ⊆ X. Se A
admite um supremo (´ınfimo), enta˜o este e´ u´nico.
Demonstrac¸a˜o: Sejam b, c supremos de A. Enta˜o b e c sa˜o majorantes de A. Como b e´
um supremo de A, b ≤ c. Como c e´ um supremo de A, c ≤ b. Logo b = c. O caso do
ı´nfimo e´ ana´logo. 2
Notac¸a˜o 3.1.3. Seja (X,≤) um conjunto parcialmente ordenado. O supremo (´ınfimo)
de um subconjunto A ⊆ X e´, se existe, denotado por supA (infA). O supremo (´ınfimo)
de dois elementos a, b ∈ X e´, se existe, o supremo (´ınfimo) do conjunto {a, b} e escreve-se
a ∨ b = sup{a, b} (a ∧ b = inf {a, b}).
Definic¸a˜o 3.1.4. Um reticulado de ordem e´ um conjunto parcialmente ordenado na˜o
vazio em que existem o supremo e o ı´nfimo de cada dois elementos.
Exemplos 3.1.5. (i) Recorde-se que um c.p.o. (X,≤) diz-se totalmente ordenado se para
quaisquer a, b ∈ X, a ≤ b ou b ≤ a. Qualquer subconjunto de R com a ordem natural e´
totalmente ordenado. Qualquer conjunto totalmente ordenado na˜o vazio e´ um reticulado
41
de ordem. Para quaisquer dois elementos a e b de um conjunto totalmente ordenado
tem-se a ∨ b, a ∧ b ∈ {a, b}, sendo a ∨ b = a⇔ b ≤ a e a ∧ b = a⇔ a ≤ b.
(ii) N \ {0} munido da relac¸a˜o | dada por
a|b⇔ a divide b
e´ um reticulado de ordem. Neste reticulado, a ∨ b = mmc(a, b) e a ∧ b = mdc(a, b).
(iii) Seja A um conjunto. O conjunto poteˆncia P(A) munido da relac¸a˜o ⊆ e´ um
reticulado de ordem. Para X, Y ∈ P(A), X ∨ Y = X ∪ Y e X ∩ Y = X ∩ Y .
(iv) Seja G um grupo. O conjunto Sub(G) dos subgrupos de G munido da relac¸a˜o ⊆
e´ um reticulado de ordem. Para H,K ∈ Sub(G), H ∨K = 〈H ∪K〉 e H ∧K = H ∩K.
(v) Seja G um grupo. O conjunto N (G) dos subgrupos normais de G munido da
relac¸a˜o ⊆ e´ um reticulado de ordem. Para H,K ∈ N (G), H ∨ K = HK = 〈H ∪ K〉 e
H ∧K = H ∩K.
(vi) Seja A um anel. O conjunto I(G) dos ideais de A munido da relac¸a˜o ⊆ e´ um
reticulado de ordem. Para I, J ∈ I(A), I ∨ J = I + J = 〈I ∪ J〉 e I ∧ J = I ∩ J .
Lema 3.1.6. Sejam (R,≤) um reticulado de ordem, a ∈ R, A ⊆ R, b = supA e c = infA.
Enta˜o a ∨ b = supA ∪ {a} e a ∧ c = infA ∪ {a}.
Demonstrac¸a˜o: Tem-se a ≤ a ∨ b e x ≤ b ≤ a ∨ b para todo o x ∈ A. Logo a ∨ b e´ um
majorante de A ∪ {a}. Seja d ∈ R um majorante de A ∪ {a}. Enta˜o d e´ um majorante
de A, pelo que b ≤ d. Por outro lado, a ≤ d. Logo d e´ um majorante de {a, b}, pelo que
a ∨ b ≤ d. Logo a ∨ b = supA ∪ {a}. A demonstrac¸a˜o da outra igualdade e´ ana´loga.
Proposic¸a˜o 3.1.7. Sejam (R,≤) um reticulado de ordem e a, b, c ∈ R. Enta˜o
(a) (associatividade) a ∨ (b ∨ c) = (a ∨ b) ∨ c e a ∧ (b ∧ c) = (a ∧ b) ∧ c;
(b) (comutatividade) a ∨ b = b ∨ a e a ∧ b = b ∧ a;
(c) (idempoteˆncia) a ∨ a = a e a ∧ a = a;
(d) (absorc¸a˜o) a ∨ (a ∧ b) = a e a ∧ (a ∨ b) = a.
Demonstrac¸a˜o: As propriedades (b) e (c) sa˜o o´bvias.
(a) Por 3.1.6 e (b), a ∨ (b ∨ c) = sup{b, c} ∪ {a} = sup{a, b, c} = sup{a, b} ∪ {c} =
c ∨ (a ∨ b) = (a ∨ b) ∨ c. Do mesmo modo, a ∧ (b ∧ c) = (a ∧ b) ∧ c.
(d) Como a ∧ b ≤ a, a ∨ (a ∧ b) = a. Como a ≤ a ∨ b, a ∧ (a ∨ b) = a. 2
Definic¸a˜o 3.1.8. Um reticulado e´ um triplo (R,∨,∧) em que R e´ um conjunto na˜o vazio
e ∨ e ∧ sa˜o operac¸o˜es bina´rias em R que satisfazem as condic¸o˜es (a) - (d) da proposic¸a˜o
3.1.7. Muitas vezes indicaremos um reticulado simplesmente pelo s´ımbolo do conjunto
subjacente.
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Proposic¸a˜o 3.1.9. Sejam R um reticulado e a, b ∈ R. Enta˜o a ∨ b = b⇔ a ∧ b = a. No
caso de um reticulado de ordem, estas condic¸o˜es sa˜o ainda equivalentes a` condic¸a˜o a ≤ b.
Demonstrac¸a˜o: Se a ∨ b = b, enta˜o pela propriedade de absorc¸a˜o, a ∧ b = a ∧ (a ∨ b) = a.
Do mesmo modo, se a ∧ b = a, enta˜o a ∨ b = (a ∧ b) ∨ b = b ∨ (b ∧ a) = b. E´ o´bvio que no
caso de um reticulado de ordem, a ≤ b⇔ a ∨ b = b. 2
Proposic¸a˜o 3.1.10. Seja R = (R,∨,∧) um reticulado. Enta˜o a relac¸a˜o ≤ definida por
a ≤ b ⇔ a ∨ b = b e´ uma relac¸a˜o de ordem parcial em R e o conjunto parcialmente
ordenado (R,≤) e´ um reticulado de ordem. As operac¸o˜es ∨ e ∧ do reticulado de ordem
(R,≤) sa˜o as operac¸o˜es ∨ e ∧ do reticulado R = (R,∨,∧).
Demonstrac¸a˜o: Como a ∨ a = a, ≤ e´ reflexiva. Sejam a, b ∈ R tais que a ≤ b e b ≤ a.
Enta˜o a ∨ b = b e b ∨ a = a. Como a ∨ b = b ∨ a, a = b. Logo ≤ e´ anti-sime´trica. Sejam
a, b, c ∈ R tais que a ≤ b e b ≤ c. Enta˜o a ∨ b = b e b ∨ c = c. Logo a ∨ c = a ∨ (b ∨ c) =
(a ∨ b) ∨ c = b ∨ c = c, ou seja, a ≤ c. Logo ≤ e´ transitiva e portanto uma relac¸a˜o de
ordem parcial.
Sejam a, b ∈ R. Tem-se a ∨ (a ∨ b) = (a ∨ a) ∨ b = a ∨ b e enta˜o a ≤ a ∨ b. Do mesmo
modo, b ≤ b∨a. Como a∨ b = b∨a, a∨ b e´ um majorante de {a, b}. Seja x um majorante
de {a, b}. Enta˜o a ∨ x = x e b ∨ x = x. Logo (a ∨ b) ∨ x = a ∨ (b ∨ x) = a ∨ x = x e
portanto a ∨ b ≤ x. Segue-se que a ∨ b = sup{a, b}. De maneira ana´loga mostra-se que
a ∧ b = inf {a, b}. Segue-se que (R,≤) e´ um reticulado de ordem e que as operac¸o˜es ∨ e
∧ de (R,≤) sa˜o as operac¸o˜es ∨ e ∧ do reticulado R = (R,∨,∧). 2
Observac¸a˜o 3.1.11. As proposic¸o˜es 3.1.7, 3.1.9 e 3.1.10 estabelecem uma correspondeˆncia
bijectiva entre reticulados e reticulados de ordem. Grac¸as a esta correspondeˆncia podemos
e vamos considerar um reticulado como um reticulado de ordem e vice versa. Em partic-
ular temos num reticulado a relac¸a˜o de ordem parcial ≤ definida por a ≤ b⇔ a ∨ b = b.
Pela proposic¸a˜o 3.1.9, tem-se a ≤ b⇔ a ∧ b = a.
3.2 Subreticulados, produtos e homomorfismos
Definic¸a˜o 3.2.1. Seja R um reticulado. Um subconjunto na˜o vazio S ⊆ R diz-se um
subreticulado de R se para quaisquer a, b ∈ S, a ∨ b ∈ S e a ∧ b ∈ S.
Observac¸a˜o 3.2.2. Um subreticulado de um reticulado R e´ um reticulado relativamente
a`s operac¸o˜es de R.
Exemplos 3.2.3. (i) Qualquer subconjunto na˜o vazio de um reticulado totalmente orde-
nado R e´ um subreticulado de R.
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(ii) Seja G um grupo. O reticulado N (G) dos subgrupos normais de G e´ um sub-
reticulado do reticulado Sub(G) dos subgrupos de G mas os reticulados N (G) e Sub(G)
na˜o sa˜o, em geral, subreticulados do reticulado poteˆncia P(G).
Proposic¸a˜o 3.2.4. Sejam R um reticulado e (Si)i∈I uma familia na˜o vazia de sub-
reticulados de R. Enta˜o a intersecc¸a˜o
⋂
i∈I
Si e´ ou vazia ou um subreticulado de R.
Demonstrac¸a˜o: Exerc´ıcio. 2
Definic¸a˜o 3.2.5. Sejam R um reticulado e X ⊆ R um subconjunto na˜o vazio. O sub-
reticulado gerado por X, 〈X〉, e´ a intersecc¸a˜o dos subreticulados de R que conteˆm X. Se
X = {x1, . . . , xn}, escrevemos tambe´m 〈x1, . . . , xn〉 em vez de 〈X〉 e falamos do subretic-
ulado de R gerado pelos elementos x1, . . . , xn.
Exemplo 3.2.6. Sejam R um reticulado e a, b ∈ R. Enta˜o 〈a, b〉 = {a, b, a ∧ b, a ∨ b}.
Definic¸a˜o 3.2.7. O produto
n∏
i=1
Ri = R1× · · ·×Rn dos reticulados R1, . . . , Rn e´ o reticu-
lado cujo conjunto subjacente e´ o produto cartesiano R1× · · · ×Rn e cujas operac¸o˜es sa˜o
definidas componente por componente.




Enta˜o (a1, . . . , an) ≤ (b1, . . . , bn) se e so´ se ai ≤ bi para todo o i ∈ {1, . . . , n}.
Demonstrac¸a˜o: Tem-se (a1, . . . , an) ≤ (b1, . . . , bn) ⇔ (a1, . . . , an) ∨ (b1, . . . , bn) =
(b1, . . . , bn) ⇔ (a1 ∨ b1, . . . , an ∨ bn) = (b1, . . . , bn) ⇔ ∀i ∈ {1, . . . , n} ai ∨ bi = bi ⇔
∀i ∈ {1, . . . , n} ai ≤ bi. 2
Definic¸a˜o 3.2.9. Sejam R e R′ dois reticulados. Uma aplicac¸a˜o f : R → R′ diz-se um
homomorfismo de reticulados se para quaisquer a, b ∈ R, f(a∨b) = f(a)∨f(b) e f(a∧b) =
f(a) ∧ f(b). Um homomorfismo de reticulados diz-se um monomorfismo (epimorfismo,
isomorfismo) se e´ injectivo (sobrejectivo, bijectivo). Um homomorfismo (isomorfismo)
de reticulados f : R → R diz-se um endomorfismo (automorfismo) de reticulados. Os
reticulados R e R′ dizem-se isomorfos, R ∼= R′, se existe um isomorfismo de reticulados
entre eles.
Exemplos 3.2.10. (i) Sejam R um reticulado e S um subreticulado de R. Enta˜o a
inclusa˜o S → R, x 7→ x e´ um monomorfismo de reticulados.
(ii) Seja f : X → Y uma func¸a˜o. Enta˜o a aplicac¸a˜o P(Y ) → P(X), A 7→ f−1(A) e´
um homomorfismo de reticulados. Este homomorfismo e´ um isomorfismo de reticulados
se e so´ se a func¸a˜o f e´ bijectiva.
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Proposic¸a˜o 3.2.11. Sejam f : R → S e g : S → T dois homomorfismos de reticulados.
Enta˜o g ◦ f : R→ T e´ um homomorfismo de reticulados.
Demonstrac¸a˜o: Exerc´ıcio. 2
Proposic¸a˜o 3.2.12. Seja f : R→ S um isomorfismo de reticulados. Enta˜o f−1 : S → R
e´ um isomorfismo de reticulados.
Demonstrac¸a˜o: Exerc´ıcio. 2
Proposic¸a˜o 3.2.13. Sejam f : R→ R′ um homomorfismo de reticulados, S um subretic-
ulado de R e S ′ um subreticulado de R′. Enta˜o f(S) e´ um subreticulado de R′ e f−1(S ′)
e´ ou vazio ou um subreticulado de R.
Demonstrac¸a˜o: Exerc´ıcio. 2
Notac¸a˜o 3.2.14. Seja f : R→ R′ um homomorfismo de reticulados. Escreve-se Im(f) =
f(R).
Proposic¸a˜o 3.2.15. Sejam f : R → S um homomorfismo de reticulados e a, b ∈ R tais
que a ≤ b. Enta˜o f(a) ≤ f(b).
Demonstrac¸a˜o: Tem-se a∨b = b e enta˜o f(a)∨f(b) = f(a∨b) = f(b). Logo f(a) ≤ f(b). 2
Observac¸a˜o 3.2.16. Seja G um grupo. A inclusa˜o Sub(G) → P(G), H 7→ H e´ com-
pat´ıvel com as relac¸o˜es de ordem parcial mas na˜o e´, em geral, um homomorfismo de
reticulados.
Proposic¸a˜o 3.2.17. Sejam R e S dois reticulados e f : R → S uma aplicac¸a˜o bijectiva.
Enta˜o f e´ um isomorfismo de reticulados se e so´ se para quaisquer a, b ∈ R, a ≤ b ⇔
f(a) ≤ f(b).
Demonstrac¸a˜o: Por 3.2.15 e 3.2.12, basta mostrar que f e´ um isomorfismo de reticulados
se para quaisquer a, b ∈ R, a ≤ b ⇔ f(a) ≤ f(b). Sejam a, b ∈ R. Tem-se a, b ≤ a ∨ b
e portanto f(a), f(b) ≤ f(a ∨ b). Logo f(a) ∨ f(b) ≤ f(a ∨ b). Como f e´ sobrejectiva,
existe x ∈ R tal que f(x) = f(a) ∨ f(b). Como f(a), f(b) ≤ f(x) ≤ f(a ∨ b), tem-se
a, b ≤ x ≤ a ∨ b e enta˜o x = a ∨ b. Logo f(a ∨ b) = f(a) ∨ f(b). De maneira ana´loga
mostra-se que f(a∧ b) = f(a)∧ f(b). Segue-se que f e´ um isomorfismo de reticulados. 2
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3.3 Relac¸o˜es de congrueˆncia e reticulados quociente
Definic¸a˜o 3.3.1. Seja R um reticulado. Uma relac¸a˜o de congrueˆncia em R e´ uma relac¸a˜o
de equivaleˆncia ≡ em R tal que para quaisquer a, a′, b, b′ ∈ R, se a ≡ a′ e b ≡ b′, enta˜o
a ∨ b ≡ a′ ∨ b′ e a ∧ b ≡ a′ ∧ b′.
Exemplo 3.3.2. Seja f : R → R′ um homomorfismo de reticulados. Enta˜o uma relac¸a˜o
de congrueˆncia em R e´ dada por x ≡ y ⇔ f(x) = f(y). Esta relac¸a˜o de congrueˆncia e´
chamada o nu´cleo de f .
Definic¸a˜o 3.3.3. Sejam R um reticulado e ≡ uma relac¸a˜o de congrueˆncia em R. O
reticulado quociente R/ ≡ e´ o conjunto quociente R/ ≡ munido das operac¸o˜es ∨ e ∧
dadas por [a] ∨ [b] = [a ∨ b] e [a] ∧ [b] = [a ∧ b]. Verifica-se facilmente que o reticulado
quociente R/ ≡ e´ de facto um reticulado e que a aplicac¸a˜o pi : R → R/ ≡, a 7→ [a] e´ um
epimorfismo de reticulados. Chama-se epimorfismo cano´nico a este epimorfismo.
Teorema 3.3.4. Sejam f : R→ R′ um homomorfismo de reticulados, ≡ uma relac¸a˜o de
congrueˆncia em R tal que para quaisquer x, y ∈ R, x ≡ y ⇒ f(x) = f(y) e pi : R→ R/ ≡ o
epimorfismo cano´nico. Enta˜o existe um u´nico homomorfismo de reticulados f¯ : R/ ≡→ R′
tal que f¯ ◦ pi = f . O homomorfismo f¯ e´ um monomorfismo se e so´ se ≡ e´ o nu´cleo de f .
Demonstrac¸a˜o: Sejam x, y ∈ R tais que x ≡ y. Enta˜o f(x) = f(y). Segue-se que
a aplicac¸a˜o f¯ : R/ ≡→ R′, f¯([x]) = f(x) esta´ bem definida. Tem-se f¯([x] ∨ [y]) =
f¯([x∨y]) = f(x∨y) = f(x)∨f(y) = f¯([x])∨ f¯([y]) e f¯([x]∧ [y]) = f¯([x∧y]) = f(x∧y) =
f(x) ∧ f(y) = f¯([x]) ∧ f¯([y]). Logo f¯ e´ um homomorfismo de reticulados. Por definic¸a˜o,
f¯ ◦ pi = f . Seja g : R/ ≡→ R′ um homomorfismo de reticulados tal que g ◦ pi = f . Enta˜o
para qualquer x ∈ R, g([x]) = g ◦ pi(x) = f(x) = f¯ ◦ pi(x) = f¯([x]), pelo que g = f¯ .
Suponhamos que ≡ e´ o nu´cleo de f . Sejam x, y ∈ R tais que f¯([x]) = f¯([y]). Enta˜o
f(x) = f(y) e x ≡ y. Segue-se que [x] = [y] e enta˜o que f¯ e´ um monomorfismo. Supon-
hamos inversamente que f¯ e´ um monomorfismo. Sejam x, y ∈ R tais que f(x) = f(y).
Enta˜o f¯([x]) = f(x) = f(y) = f¯([y]). Logo [x] = [y] e portanto x ≡ y. Segue-se que ≡ e´
o nu´cleo de f . 2
Corola´rio 3.3.5. (Teorema do homomorfismo) Sejam f : R→ R′ um homomorfismo de
reticulados e ≡ o nu´cleo de f . Enta˜o um isomorfismo de reticulados R/ ≡→ Im(f) e´
dado por [a] 7→ f(a).
3.4 Reticulados distributivos e modulares
Definic¸a˜o 3.4.1. Um reticulado R diz-se distributivo se para quaisquer treˆs elementos
a, b, c ∈ R, a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c).
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Proposic¸a˜o 3.4.2. Um reticulado R e´ distributivo se e so´ se para quaisquer treˆs elementos
a, b, c ∈ R, a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c).
Demonstrac¸a˜o: Suponhamos primeiramente que R e´ distributivo. Sejam a, b, c ∈ R.
Enta˜o (a∨ b)∧ (a∨ c) = ((a∨ b)∧ a)∨ ((a∨ b)∧ c) = a∨ ((a∨ b)∧ c) = a∨ (c∧ (a∨ b)) =
a ∨ ((c ∧ a) ∨ (c ∧ b)) = (a ∨ (c ∧ a)) ∨ (c ∧ b) = a ∨ (c ∧ b) = a ∨ (b ∧ c).
Suponhamos inversamente que para quaisquer treˆs elementos a, b, c ∈ R, a∨ (b∧ c) =
(a∨ b)∧ (a∨ c). Sejam a, b, c ∈ R. Enta˜o (a∧ b)∨ (a∧ c) = ((a∧ b)∨ a)∧ ((a∧ b)∨ c) =
a ∧ ((a ∧ b) ∨ c) = a ∧ (c ∨ (a ∧ b)) = a ∧ ((c ∨ a) ∧ (c ∨ b)) = (a ∧ (c ∨ a)) ∧ (c ∨ b) =
a ∧ (c ∨ b) = a ∧ (b ∨ c). Logo R e´ distributivo. 2
Observac¸a˜o 3.4.3. Sejam R um reticulado distributivo e a, b, c ∈ R. Como ∨ e ∧ sa˜o
comutativas, tem-se (a ∨ b) ∧ c = (a ∧ c) ∨ (b ∧ c) e (a ∧ b) ∨ c = (a ∨ c) ∧ (b ∨ c).
Exemplos 3.4.4. (i) O conjunto poteˆncia de um conjunto e´ um reticulado distributivo.
(ii) Qualquer reticulado totalmente ordenado R e´ distributivo. Com efeito, sejam
a, b, c ∈ R. Se b, c ≤ a, enta˜o a ∧ (b ∨ c) = b ∨ c = (a ∧ b) ∨ (a ∧ c). Se a ≤ b e a ≤ c,
enta˜o a∧ (b∨ c) = a = a∨ a = (a∧ b)∨ (a∧ c). Se a ≤ b e c ≤ a, enta˜o a∧ (b∨ c) = a =
a∨ c = (a∧ b)∨ (a∧ c). Se b ≤ a e a ≤ c, enta˜o a∧ (b∨ c) = a = b∨ a = (a∧ b)∨ (a∧ c).
(iii) Considere o grupo de Klein V = {e, a, b, ab}. O reticulado Sub(V ) = N (V ) =
{{e}, {e, a}, {e, b}, {e, ab}, V } na˜o e´ distributivo. Com efeito, {e, a} ∧ ({e, b} ∨ {e, ab}) =
{e, a} ∩ ({e, b} · {e, ab}) = {e, a} ∩ V = {e, a} mas ({e, a} ∧ {e, b}) ∨ ({e, a} ∧ {e, ab}) =
({e, a} ∩ {e, b}) · ({e, a} ∩ {e, ab}) = {e} · {e} = {e}.
Definic¸a˜o 3.4.5. Um reticulado R diz-se modular se para quaisquer a, b, c ∈ R, b ≤ a⇒
a ∧ (b ∨ c) = b ∨ (a ∧ c).
Observac¸a˜o 3.4.6. Um reticulado R e´ modular se e so´ se para quaisquer a, b, c ∈ R,
b ≤ a⇒ a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c). Por conseguinte, qualquer reticulado distributivo
e´ modular.
Lema 3.4.7. Sejam R um reticulado e a, b, c ∈ R. Enta˜o (a ∧ b) ∨ (a ∧ c) ≤ a ∧ (b ∨ c).
Demonstrac¸a˜o: Tem-se a∧ b ≤ a e a∧ b ≤ b ≤ b∨ c. Logo a∧ b ≤ a∧ (b∨ c). Do mesmo
modo, a ∧ c ≤ a ∧ (b ∨ c). Portanto (a ∧ b) ∨ (a ∧ c) ≤ a ∧ (b ∨ c). 2
Proposic¸a˜o 3.4.8. Seja G um grupo. Enta˜o o reticulado N (G) dos subgrupos normais
de G e´ modular.
Demonstrac¸a˜o: Sejam A,B,C ∈ N (G) tais que B ⊆ A. Por 3.4.7, basta mostrar que
A ∩ (BC) ⊆ B(A ∩C). Seja x ∈ A ∩ (BC) e sejam b ∈ B e c ∈ C tais que x = bc. Enta˜o
c = b−1x ∈ BA ⊆ AA = A, pelo que c ∈ A ∩ C. Logo x = bc ∈ B(A ∩ C). 2
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3.5 A´lgebras de Boole
Notac¸a˜o 3.5.1. Seja R um reticulado em que infR e supR existem. Escreve-se 0 = infR
e 1 = supR.
Definic¸a˜o 3.5.2. Sejam R um reticulado com 0 e 1 e a ∈ R. Um elemento a′ diz-se um
complemento de a se a ∨ a′ = 1 e a ∧ a′ = 0.
Proposic¸a˜o 3.5.3. Sejam R um reticulado distributivo com 0 e 1 e a ∈ R. Se a admite
um complemento, enta˜o este e´ u´nico.
Demonstrac¸a˜o: Sejam a′ e a¯ complementos de a. Enta˜o a′ = a′ ∨ 0 = a′ ∨ (a ∧ a¯) =
(a′ ∨ a) ∧ (a′ ∨ a¯) = 1 ∧ (a′ ∨ a¯) = a′ ∨ a¯. Do mesmo modo, a¯ = a¯ ∨ a′. Logo a′ = a¯. 2
Definic¸a˜o 3.5.4. Uma a´lgebra de Boole e´ um reticulado distributivo com 0 e 1 em que
todos os elementos teˆm um complemento. O complemento de um elemento a de uma
a´lgebra de Boole e´ denotado por a′.
Exemplos 3.5.5. (i) Seja X um conjunto. Enta˜o o conjunto poteˆncia P(X) e´ uma
a´lgebra de Boole. Tem-se 0 = ∅, 1 = X e A′ = X \ A para todo o A ∈ P(X).
(ii) O reticulado totalmente ordenado {0, 1} e´ uma a´lgebra de Boole. Tem-se 0′ = 1 e
1′ = 0.
Proposic¸a˜o 3.5.6. Seja B uma a´lgebra de Boole.
(i) 0′ = 1 e 1′ = 0.
(ii) Para quaisquer a, b ∈ B, a′ = b⇔ b′ = a.
(iii) Para todo o a ∈ B, a′′ = a.
(iv) (Leis de de Morgan) Para quaisquer a, b ∈ B, (a ∨ b)′ = a′ ∧ b′ e (a ∧ b)′ = a′ ∨ b′.
(v) Para quaisquer a, b ∈ B, a ≤ b⇔ b′ ≤ a′ ⇔ a ∧ b′ = 0.
Demonstrac¸a˜o: (i) Como 0 ≤ 1, 0 ∨ 1 = 1 e 0 ∧ 1 = 0. Logo 0′ = 1 e 1′ = 0.
(ii) Sejam a, b ∈ B Tem-se a′ = b⇔ (a ∨ b = 1 e a ∧ b = 0)⇔ b′ = a.
(iii) Seja a ∈ B. Como a′ = a′, por (ii), a′′ = a.
(iv) Sejam a, b ∈ B. Tem-se (a∨b)∨(a′∧b′) = a∨(b∨(a′∧b′)) = a∨((b∨a′)∧(b∨b′)) =
a ∨ ((b ∨ a′) ∧ 1) = (a ∨ (b ∨ a′)) ∧ (a ∨ 1) = (a ∨ a′ ∨ b) ∧ 1 = a ∨ a′ ∨ b = 1 ∨ b = 1
e (a ∨ b) ∧ (a′ ∧ b′) = (a ∧ (a′ ∧ b′)) ∨ (b ∧ (a′ ∧ b′)) = (a ∧ a′ ∧ b′) ∨ (b ∧ b′ ∧ a′) =
(0 ∧ b′) ∨ (0 ∧ a′) = 0 ∨ 0 = 0. Logo (a ∨ b)′ = a′ ∧ b′. Segue-se que (a′ ∨ b′)′ = a ∧ b e
portanto que (a ∧ b)′ = a′ ∨ b′.
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(v) Sejam a, b ∈ B. Tem-se a ≤ b⇔ a∧ b = a⇔ (a∧ b)′ = a′ ⇔ a′∨ b′ = a′ ⇔ b′ ≤ a′.
Suponhamos que a ≤ b. Como b′ ≤ a′, a ∧ b′ ≤ a′. Como a ∧ b′ ≤ a, a ∧ b′ ≤ a ∧ a′ = 0.
Logo a∧ b′ = 0. Suponhamos inversamente que a∧ b′ = 0. Enta˜o a = a∧1 = a∧ (b∨ b′) =
(a ∧ b) ∨ (a ∧ b′) = (a ∧ b) ∨ 0 = a ∧ b. Logo a ≤ b. 2
Definic¸a˜o 3.5.7. Um anel A diz-se booleano se todos os seus elementos sa˜o idempotentes,
isto e´, se para todo o a ∈ A, a2 = a.
Proposic¸a˜o 3.5.8. Seja A um anel booleano. Enta˜o:
(i) car(A) ≤ 2;
(ii) para todo o a ∈ A, −a = a;
(iii) A e´ comutativo.
Demonstrac¸a˜o: (i) Tem-se 2 · 1 = 1 + 1 = (1 + 1)2 = 4 · 1 e portanto 2 · 1 = 0. Logo
car(A) ≤ 2.
(ii) Por (i), para qualquer a ∈ A, 2a = 0, ou seja, −a = a.
(iii) Sejam a, b ∈ A. Tem-se a + b = (a + b)2 = a2 + ab + ba + b2 = a + ab + ba + b e
enta˜o 0 = ab+ ba. Logo, por (ii), ab = −ba = ba. 2
Estabelecemos a seguir uma correspondeˆncia bijectiva entre a´lgebras de Boole e ane´is
booleanos.
Definic¸a˜o 3.5.9. Seja B uma a´lgebra de Boole. Define-se a difereˆnc¸a sime´trica de dois
elementos a, b ∈ B por a+ b = (a ∧ b′) ∨ (a′ ∧ b).
Teorema 3.5.10. Seja B uma a´lgebra de Boole. Enta˜o (B,+,∧) e´ um anel booleano.
Demonstrac¸a˜o: Sejam a, b, c ∈ B. Tem-se
a+ (b+ c) = (a ∧ (b+ c)′) ∨ (a′ ∧ (b+ c))
= (a ∧ ((b ∧ c′) ∨ (b′ ∧ c))′) ∨ (a′ ∧ ((b ∧ c′) ∨ (b′ ∧ c)))
= (a ∧ ((b ∧ c′)′ ∧ (b′ ∧ c)′)) ∨ (a′ ∧ ((b ∧ c′) ∨ (b′ ∧ c)))
= (a ∧ ((b′ ∨ c) ∧ (b ∨ c′))) ∨ (a′ ∧ ((b ∧ c′) ∨ (b′ ∧ c)))
= (a ∧ ((b′ ∧ b) ∨ (b′ ∧ c′) ∨ (c ∧ b) ∨ (c ∧ c′))) ∨ (a′ ∧ ((b ∧ c′) ∨ (b′ ∧ c)))
= (a ∧ (0 ∨ (b′ ∧ c′) ∨ (c ∧ b) ∨ 0)) ∨ (a′ ∧ ((b ∧ c′) ∨ (b′ ∧ c)))
= (a ∧ ((b′ ∧ c′) ∨ (c ∧ b))) ∨ (a′ ∧ ((b ∧ c′) ∨ (b′ ∧ c)))
= (a ∧ (b′ ∧ c′)) ∨ (a ∧ (c ∧ b)) ∨ (a′ ∧ (b ∧ c′)) ∨ (a′ ∧ (b′ ∧ c))
= (a ∧ b′ ∧ c′) ∨ (a ∧ c ∧ b) ∨ (a′ ∧ b ∧ c′) ∨ (a′ ∧ b′ ∧ c)
= (a ∧ b ∧ c) ∨ (a ∧ b′ ∧ c′) ∨ (a′ ∧ b ∧ c′) ∨ (a′ ∧ b′ ∧ c).
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Como + e´ uma operac¸a˜o comutativa, segue-se que
(a+ b) + c = c+ (a+ b)
= (c ∧ a ∧ b) ∨ (c ∧ a′ ∧ b′) ∨ (c′ ∧ a ∧ b′) ∨ (c′ ∧ a′ ∧ b)
= (a ∧ b ∧ c) ∨ (a ∧ b′ ∧ c′) ∨ (a′ ∧ b ∧ c′) ∨ (a′ ∧ b′ ∧ c)
= a+ (b+ c).
Tem-se 0+a = (0∧a′)∨(0′∧a) = 0∨(1∧a) = 1∧a = a e a+a = (a∧a′)∨(a′∧a) = 0∨0 = 0.
Logo (B,+) e´ um grupo abeliano. O elemento neutro e´ 0 e cada elemento e´ o seu pro´prio
sime´trico. O par (B,∧) e´ um mono´ide comutativo. O elemento neutro e´ 1. Tem-se
(a ∧ b) + (a ∧ c) = ((a ∧ b) ∧ (a ∧ c)′) ∨ ((a ∧ b)′ ∧ (a ∧ c))
= ((a ∧ b) ∧ (a′ ∨ c′)) ∨ ((a′ ∨ b′) ∧ (a ∧ c))
= (((a ∧ b) ∧ a′) ∨ ((a ∧ b) ∧ c′)) ∨ ((a′ ∧ (a ∧ c)) ∨ (b′ ∧ (a ∧ c)))
= (a ∧ b ∧ a′) ∨ (a ∧ b ∧ c′) ∨ (a′ ∧ a ∧ c) ∨ (b′ ∧ a ∧ c)
= 0 ∨ (a ∧ b ∧ c′) ∨ 0 ∨ (b′ ∧ a ∧ c)
= (a ∧ b ∧ c′) ∨ (a ∧ b′ ∧ c)
= (a ∧ (b ∧ c′)) ∨ (a ∧ (b′ ∧ c))
= a ∧ ((b ∧ c′) ∨ (b′ ∧ c))
= a ∧ (b+ c).
Segue-se que (B,+,∧) e´ um anel. Como a2 = a ∧ a = a para todo o a ∈ B, este anel e´
booleano. 2
Proposic¸a˜o 3.5.11. Sejam B uma a´lgebra de Boole e a, b ∈ B. Enta˜o a∨ b = a+ b+ab.
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Demonstrac¸a˜o: Tem-se
a+ b+ ab = (((a′ ∧ b) ∨ (a ∧ b′))′ ∧ (a ∧ b)) ∨ (((a′ ∧ b) ∨ (a ∧ b′)) ∧ (a ∧ b)′)
= (((a′ ∧ b)′ ∧ (a ∧ b′)′) ∧ (a ∧ b)) ∨ (((a′ ∧ b) ∨ (a ∧ b′)) ∧ (a′ ∨ b′))
= (((a ∨ b′) ∧ (a′ ∨ b)) ∧ (a ∧ b)) ∨ (((a′ ∧ b) ∨ (a ∧ b′)) ∧ (a′ ∨ b′))
= (((a ∧ a′) ∨ (a ∧ b) ∨ (b′ ∧ a′) ∨ (b′ ∧ b)) ∧ (a ∧ b)) ∨
(((a′ ∧ b) ∨ (a ∧ b′)) ∧ (a′ ∨ b′))
= ((0 ∨ (a ∧ b) ∨ (b′ ∧ a′) ∨ 0) ∧ (a ∧ b)) ∨ (((a′ ∧ b) ∨ (a ∧ b′)) ∧ (a′ ∨ b′))
= (((a ∧ b) ∨ (b′ ∧ a′)) ∧ (a ∧ b)) ∨ (((a′ ∧ b) ∨ (a ∧ b′)) ∧ (a′ ∨ b′))
= (((a ∧ b) ∧ (a ∧ b)) ∨ ((b′ ∧ a′) ∧ (a ∧ b))) ∨
((((a′ ∧ b) ∧ a′) ∨ ((a′ ∧ b) ∧ b′)) ∨ (((a ∧ b′) ∧ a′) ∨ ((a ∧ b′) ∧ b′)))
= ((a ∧ b) ∨ 0) ∨ (((a′ ∧ b) ∨ 0) ∨ (0 ∨ (a ∧ b′)))
= (a ∧ b) ∨ (a′ ∧ b) ∨ (a ∧ b′)
= (a ∧ (b ∨ b′)) ∨ (a′ ∧ b)
= (a ∧ 1) ∨ (a′ ∧ b)
= a ∨ (a′ ∧ b)
= (a ∨ a′) ∧ (a ∨ b)
= 1 ∧ (a ∨ b)
= a ∨ b.
2
Teorema 3.5.12. Seja B um anel booleano. Enta˜o B e´ uma a´lgebra de Boole relativa-
mente a`s operac¸o˜es ∨ e ∧ definidas por a ∨ b = a + b + ab e a ∧ b = ab. Para quaisquer
dois elementos a, b ∈ B, a+ b = (a′ ∧ b) ∨ (a ∧ b′).
Demonstrac¸a˜o: Como (B, ·) e´ um mono´ide comutativo, a operac¸a˜o ∧ e´ associativa e co-
mutativa. Para todo o a ∈ B, a∧a = a2 = a. Sejam a, b, c ∈ B. E´ o´bvio que a∨ b = b∨a.
Tem-se (a∨b)∨c = (a+b+ab)+c+(a+b+ab)c = a+b+c+ab+ac+bc+abc e portanto
a∨(b∨c) = (b∨c)∨a = b+c+a+bc+ba+ca+bca = a+b+c+ab+ac+bc+abc = (a∨b)∨c.
Como −a = a, a ∨ a = a + a + a2 = a− a + a = a. Tem-se a ∨ (a ∧ b) = a + ab + a2b =
a − ab + ab = a e a ∧ (a ∨ b) = a(a + b + ab) = a2 + ab + a2b = a − ab + ab = a. Logo
(B,∨,∧) e´ um reticulado. Tem-se 0 ∧ a = 0a = 0 e portanto 0 ≤ a. Logo 0 = infB.
Tem-se 1∧ a = 1a = a e enta˜o a ≤ 1. Logo 1 = supB. Temos a∧ (b∨ c) = a(b+ c+ bc) =
ab+ac+abc = ab+ac+a2bc = ab+ac+abac = (a∧b)∨(a∧c). LogoB e´ distributivo. Tem-se
a∨(1+a) = a+(1+a)+a(1+a) = a+1+a+a+a2 = 1 e a∧(1+a) = a(1+a) = a+a2 = 0.
Logo 1 + a e´ o complemento de a. Segue-se que (B,∨,∧) e´ uma a´lgebra de Boole. Temos
(a′∧b)∨(a∧b′) = (1+a)b+a(1+b)+(1+a)ba(1+b) = b+ab+a+ab+(1+a)(ba+b2a) =
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a+ b+ (1 + a)0 = a+ b. 2
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Cap´ıtulo 4
Conceitos ba´sicos em A´lgebra
Universal
4.1 Estruturas alge´bricas
Definic¸a˜o 4.1.1. Sejam A um conjunto e n ∈ N. Uma operac¸a˜o n-a´ria (interna) em X
e´ uma aplicac¸a˜o An → A.
Observac¸o˜es 4.1.2. (i) Uma operac¸a˜o 2-a´ria e´ mesma coisa uma operac¸a˜o bina´ria.
(ii) Para qualquer conjunto A, A0 = {()}. Logo as operac¸o˜es 0-a´rias num conjunto A
correspondem bijectivamente aos elementos de A.
Definic¸a˜o 4.1.3. Uma estrutura alge´brica e´ um par (A, (µi)i∈I) em que A e´ um conjunto
na˜o vazio e (µi)i∈I e´ uma familia de operac¸o˜es µi : Ani → A. A famı´lia (ni)i∈I e´ o tipo da
estrutura alge´brica.
Nota 4.1.4. Muitas vezes usa-se o termo a´lgebra em vez de estrutura alge´brica. Na˜o
usaremos esta terminologia porque o termo a´lgebra designa em primeiro lugar um espac¸o
vectorial que e´ ao mesmo tempo um anel.
Exemplos 4.1.5. (i) Um grupo´ide e´ uma estrutura alge´brica de tipo (2).
(ii) Um reticulado e´ uma estrutura alge´brica de tipo (2, 2).
(iii) Segundo a nossa definic¸a˜o, um mono´ide e´ uma estrutura alge´brica de tipo (2) que
satisfaz certas condic¸o˜es. Uma destas condic¸o˜es e´ a existeˆncia de um elemento neutro.
Esta condic¸a˜o pode ser incorporada na estrutura de um mono´ide atrave´s de uma operac¸a˜o
0-a´ria e. Assim um mono´ide pode ser visto como uma estrutura alge´brica (M, (e, ∗)) de
tipo (0, 2) que satisfaz as condic¸o˜es
• x ∗ (y ∗ z) = (x ∗ y) ∗ z;
• e ∗ x = x ∗ e = x.
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De modo geral, e´ habitual descrever uma estrutura alge´brica incorporando, na medida
do poss´ıvel, as condic¸o˜es de existeˆncia na estrutura como operac¸o˜es e especificando a
estrutura alge´brica depois atrave´s de condic¸o˜es universais.
(iv) Um grupo pode ser visto como uma estrutura alge´brica (G, (e, i, ·)) de tipo (0, 1, 2)
que satisfaz as condic¸o˜es
• x ∗ (y ∗ z) = (x ∗ y) ∗ z;
• e ∗ x = x ∗ e = x;
• i(x) ∗ x = x ∗ i(x) = e.
(v) Um anel pode ser visto como uma estrutura alge´brica (A, (+, ·, 0, 1,−)) de tipo
(2, 2, 0, 0, 1) que satisfaz as condic¸o˜es
• x+ (y + z) = x+ (y + z);
• 0 + x = x+ 0 = x;
• x+ (−x) = −x+ x = 0;
• x · (y · z) = (x · y) · z;
• 1 · x = x · 1 = x;
• x · (y + z) = (x · y) + (x · z);
• (x+ y) · z = (x · z) + (y · z).
4.2 Subestruturas, produtos e homomorfismos
Definic¸a˜o 4.2.1. Seja (A, (µi)i∈I) uma estrutura alge´brica de tipo (ni)i∈I . Um subcon-
junto na˜o vazio B ⊆ A diz-se uma subestrutura de A, (µi)i∈I se para qualquer i ∈ I,
µi(B
ni) ⊆ B.
Exemplo 4.2.2. Se consideramos um grupo como uma estrutura alge´brica (G, (e, i, ·)) de
tipo (0, 1, 2) como no exemplo 4.1.5(iv), as subestruturas de um grupo sa˜o precisamente
os seus subgrupos.
Observac¸a˜o 4.2.3. Sejam (A, (µi)i∈I) uma estrutura alge´brica de tipo (ni)i∈I e B uma
subestrutura de (A, (µi)i∈I). Enta˜o (B, (µi|Bni : Bni → B)i∈I) e´ uma estrutura alge´brica
de tipo (ni)i∈I .
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Proposic¸a˜o 4.2.4. Sejam (A, (µi)i∈I) uma estrutura alge´brica de tipo (ni)i∈I e (Bk)k∈K























subestrutura de (A, (µi)i∈I). 2
Os conceitos seguintes englobam as noc¸o˜es correspondentes para grupos, ane´is e
reticulados.
Definic¸a˜o 4.2.5. Sejam (A, (µi)i∈I) uma estrutura alge´brica e X ⊆ A um subconjunto
na˜o vazio. A subestrutura gerada por X, 〈X〉, e´ a intersecc¸a˜o das subestruturas de
(A, (µi)i∈I) que conteˆm X.
Definic¸a˜o 4.2.6. Sejam (A1, (µ1,i)i∈I), . . . , (Am, (µm,i)i∈I) estruturas alge´bricas do mesmo
tipo (ni)i∈I . O produto
m∏
k=1
(Ak, (µk,i)i∈I) e´ a estrutura alge´brica de tipo (ni)i∈I cujo con-
junto subjacente e´ o produto cartesiano A1 × · · · × Am e cujas operac¸o˜es sa˜o definidas
componente por componente, isto e´, por µi() = (µ1,i(), . . . , µm,i()) se ni = 0 e por
µi((a1,1, . . . , am,1), . . . , (a1,ni , . . . , am,ni)) = (µ1,i(a1,1, . . . , a1,ni), . . . , µm,i(am,1, . . . , am,ni))
se ni 6= 0.
Definic¸a˜o 4.2.7. Sejam (A, (µi)i∈I) e (A′, (µ′i)i∈I) duas estruturas alge´bricas do mesmo
tipo (ni)i∈I . Uma aplicac¸a˜o f : A → A′ diz-se um homomorfismo de (A, (µi)i∈I) para
(A′, (µ′i)i∈I) se para quaisquer i ∈ I e (a1 . . . , ani) ∈ Ani , f(µi(a1 . . . , ani)) =
µ′i(f(a1), . . . , f(ani)). Um homomorfismo diz-se um monomorfismo (epimorfismo, isomor-
fismo) se e´ injectivo (sobrejectivo, bijectivo). Um homomorfismo (isomorfismo) de uma
estrutura alge´brica (A, (µi)i∈I) para (A, (µi)i∈I) diz-se um endomorfismo (automorfismo)
de estruturas alge´bricas. As estruturas alge´bricas (A, (µi)i∈I) e (A′, (µ′i)i∈I) dizem-se iso-
morfos se existe um isomorfismo de estruturas alge´bricas entre eles.
Exemplos 4.2.8. (i) Sejam (A, (µi)i∈I) uma estrutura alge´brica e B uma subestrutura
de (A, (µi)i∈I). Enta˜o a inclusa˜o B → A, x 7→ x e´ um monomorfismo de estruturas
alge´bricas.
(ii) Considere o produto
m∏
k=1
(Ak, (µk,i)i∈I) das estruturas alge´bricas (A1, (µ1,i)i∈I), . . . ,




(a1, . . . , am) 7→ al e´ um epimorfismo de estruturas alge´bricas.
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Proposic¸a˜o 4.2.9. Sejam (A, (µi)i∈I), (B, (µi)i∈I) e (C, (µi)i∈I) treˆs estruturas alge´bricas
do mesmo tipo (ni)i∈I e f : A → B e g : B → C homomorfismos. Enta˜o g ◦ f : R → T e´
um homomorfismo de (A, (µi)i∈I) para (C, (µi)i∈I).
Demonstrac¸a˜o: Sejam i ∈ I e (a1 . . . , ani) ∈ Ani . Tem-se
g(f(µi(a1 . . . , ani))) = g(µi(f(a1), . . . , f(ani))) = µi(g(f(a1)), . . . , g(f(ani))).
Logo g ◦ f e´ um homomorfismo de (A, (µi)i∈I) para (C, (µi)i∈I). 2
Proposic¸a˜o 4.2.10. Sejam (A, (µi)i∈I) e (B, (µi)i∈I) duas estruturas alge´bricas do mesmo
tipo (ni)i∈I e f um isomorfismo de (A, (µi)i∈I) para (B, (µi)i∈I). Enta˜o f−1 e´ um isomor-
fismo de (B, (µi)i∈I) para (A, (µi)i∈I).
Demonstrac¸a˜o: Sejam i ∈ I e (b1 . . . , bni) ∈ Bni . Tem-se
f(f−1(µi(b1 . . . , bni))) = µi(b1 . . . , bni)
= µi(f(f
−1(b1)), . . . , f(f−1(bni)))
= f(µi(f
−1(b1), . . . , f−1(bni))).
Como f e´ injectivo, f−1(µi(b1 . . . , bni))) = µi(f
−1(b1), . . . , f−1(bni)). Logo f
−1 e´ um homo-
morfismo de (B, (µi)i∈I) para (A, (µi)i∈I). Como f−1 e´ bijectivo, f−1 e´ um isomorfismo. 2
Proposic¸a˜o 4.2.11. Sejam (A, (µi)i∈I) e (A′, (µi)i∈I) duas estruturas alge´bricas do mesmo
tipo (ni)i∈I , f um homomorfismo de (A, (µi)i∈I) para (B, (µi)i∈I), B uma subestrutura de
(A, (µi)i∈I) e B′ uma subestrutura de (A′, (µi)i∈I). Enta˜o f(B) e´ uma subestrutura de
(A′, (µi)i∈I) e f−1(B′) e´ ou vazio ou uma subestrutura de (A, (µi)i∈I).
Demonstrac¸a˜o: Como B 6= ∅, f(B) 6= ∅. Sejam i ∈ I e b1, . . . , bni ∈ B. Enta˜o
µi(b1, . . . , bni) ∈ B e portanto µi(f(b1), . . . , f(bni)) = f(µi(b1, . . . , bni)) ∈ f(B). Segue-se
que f(B) e´ uma subestrutura de (A′, (µi)i∈I).
Suponhamos que f−1(B′) 6= ∅. Sejam i ∈ I e a1, . . . , ani ∈ f−1(B′). Enta˜o
µi(f(a1), . . . , f(ani)) ∈ B′ e portanto f(µi(a1, . . . , ani)) = µi(f(a1), . . . , f(ani)) ∈ B′.
Logo µi(a1, . . . , ani) ∈ f−1(B′). Segue-se que f−1(B′) e´ uma subestrutura de (A, (µi)i∈I).
2
Notac¸a˜o 4.2.12. Sejam (A, (µi)i∈I) e (A′, (µi)i∈I) duas estruturas alge´bricas do mesmo
tipo (ni)i∈I e f um homomorfismo de (A, (µi)i∈I) para (B, (µi)i∈I). Escreve-se Im(f) =
f(A).
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4.3 Relac¸o˜es de congrueˆncia e estruturas quociente
Definic¸a˜o 4.3.1. Seja (A, (µi)i∈I) uma estrutura alge´brica de tipo (ni)i∈I . Uma relac¸a˜o
de congrueˆncia em (A, (µi)i∈I) e´ uma relac¸a˜o de equivaleˆncia ≡ em A tal que para quais-
quer i ∈ I e a1, . . . ani , b1, . . . bni ∈ A, se ak ≡ bk para todo o k ∈ {1, . . . , ni}, enta˜o
µi(a1, . . . , ani) ≡ µi(b1, . . . , bni).
Exemplos 4.3.2. (i) Sejam (A, (µi)i∈I) e (B, (µi)i∈I) duas estruturas alge´bricas do mesmo
tipo e f um homomorfismo de (A, (µi)i∈I) para (B, (µi)i∈I). Enta˜o uma relac¸a˜o de con-
grueˆncia em (A, (µi)i∈I) e´ dada por x ≡ y ⇔ f(x) = f(y). Esta relac¸a˜o de congrueˆncia e´
chamada o nu´cleo de f . Note-se que se f e´ um homomorfismo de grupos e ≡ e´ o nu´cleo
de f , enta˜o x ≡ y ⇔ xy−1 ∈ Ker(f).
(ii) Sejam G = (G, (e, i, ·)) um grupo e H ⊆ G um subgrupo normal. Enta˜o a relac¸a˜o
∼H dada por x ∼H y ⇔ x · i(y) ∈ H e´ uma relac¸a˜o de congrueˆncia em G.
(iii) Sejam A = (A, (+, ·, 0, 1,−)) um anel e I ⊆ A um ideal. Enta˜o a relac¸a˜o ∼I dada
por x ∼I y ⇔ x− y ∈ I e´ uma relac¸a˜o de congrueˆncia em A.
Definic¸a˜o 4.3.3. Sejam (A, (µi)i∈I) uma estrutura alge´brica de tipo (ni)i∈I e ≡ uma
relac¸a˜o de congrueˆncia em (A, (µi)i∈I). A estrutura quociente (A, (µi)i∈I)/ ≡ e´ a estrutura
alge´brica de tipo (ni)i∈I cujo conjunto subjacente e´ o conjunto quociente A/ ≡ e cujas
operac¸o˜es µi sa˜o dadas por µi([a1], . . . , [ani ]) = [µi(a1, . . . , ani)]. Chama-se epimorfismo
cano´nico ao epimorfismo de (A, (µi)i∈I) para (A, (µi)i∈I)/ ≡ dado por a 7→ [a].
Exemplos 4.3.4. Grupos quociente, ane´is quociente e reticulados quociente sa˜o estru-
turas quociente.
Teorema 4.3.5. Sejam (A, (µi)i∈I) e (B, (µi)i∈I) duas estruturas alge´bricas do mesmo
tipo, f um homomorfismo de (A, (µi)i∈I) para (B, (µi)i∈I), ≡ uma relac¸a˜o de congrueˆncia
em (A, (µi)i∈I) tal que para quaisquer x, y ∈ A, x ≡ y ⇒ f(x) = f(y) e pi : A → A/ ≡
o epimorfismo cano´nico. Enta˜o existe um u´nico homomorfismo f¯ de (A, (µi)i∈I)/ ≡ para
(B, (µi)i∈I) tal que f¯ ◦ pi = f . O homomorfismo f¯ e´ um monomorfismo se e so´ se ≡ e´ o
nu´cleo de f .
Demonstrac¸a˜o: Sejam x, y ∈ A tais que x ≡ y. Enta˜o f(x) = f(y). Segue-se que a
aplicac¸a˜o f¯ : A/ ≡→ B, f¯([x]) = f(x) esta´ bem definida. Sejam i ∈ I e a1, . . . , ani ∈ A.
Tem-se
f¯(µi([a1], . . . , [ani ])) = f¯([µi(a1, . . . , ani)])
= f(µi(a1, . . . , ani))
= µi(f(a1), . . . , f(ani))
= µi(f¯([a1]), . . . , f¯([ani ])).
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Logo f¯ e´ um homomorfismo de (A, (µi)i∈I)/ ≡ para (B, (µi)i∈I). Por definic¸a˜o, f¯ ◦pi = f .
Seja g um homomorfismo de (A, (µi)i∈I)/ ≡ para (B, (µi)i∈I) tal que g ◦ pi = f . Enta˜o
para qualquer x ∈ A, g([x]) = g ◦ pi(x) = f(x) = f¯ ◦ pi(x) = f¯([x]), pelo que g = f¯ .
Suponhamos que ≡ e´ o nu´cleo de f . Sejam x, y ∈ A tais que f¯([x]) = f¯([y]). Enta˜o
f(x) = f(y) e x ≡ y. Segue-se que [x] = [y] e enta˜o que f¯ e´ um monomorfismo. Supon-
hamos inversamente que f¯ e´ um monomorfismo. Sejam x, y ∈ A tais que f(x) = f(y).
Enta˜o f¯([x]) = f(x) = f(y) = f¯([y]). Logo [x] = [y] e portanto x ≡ y. Segue-se que ≡ e´
o nu´cleo de f . 2
Corola´rio 4.3.6. (Teorema do homomorfismo) Sejam (A, (µi)i∈I) e (B, (µi)i∈I) duas es-
truturas alge´bricas do mesmo tipo, f um homomorfismo de (A, (µi)i∈I) para (B, (µi)i∈I)
e ≡ o nu´cleo de f . Enta˜o um isomorfismo de (A, (µi)i∈I)/ ≡ para (Im(f), (µi)i∈I) e´ dado
por [a] 7→ f(a).
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