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A GENERALIZATION OF THE PROPAGATION OF
SINGULARITIES THEOREM ON ASYMPTOTICALLY
ANTI-DE SITTER SPACETIMES
CLAUDIO DAPPIAGGI AND ALESSIO MARTA
Abstract. In a recent paper O. Gannot and M. Wrochna considered
the Klein-Gordon equation on an asymptotically anti-de Sitter space-
time subject to Robin boundary conditions, proving in particular a prop-
agation of singularity theorem. In this work we generalize their result
considering a more general class of boundary conditions implemented
on the conformal boundary via pseudodifferential operators of suitable
order. Using techniques proper of b-calculus and of twisted Sobolev
spaces, we prove also for the case in hand a propagation of singularity
theorem along generalized broken bicharacteristics, highlighting the po-
tential presence of a contribution due to the pseudodifferential operator
encoding the boundary condition.
1. Introduction
In the framework of Lorentzian geometry, the n-dimensional asymptot-
ically anti-de Sitter (aAdS) spacetimes play an important role since they
represent a distinguished class of manifolds admitting a conformal bound-
ary endowed with an induced Lorentzian metric. The main representative
of this family is anti-de Sitter AdSn, which is a maximally symmetric solu-
tion of Einstein’s equations with negative cosmological constant. On top of
these backgrounds it is natural to consider the Klein-Gordon operator and
its properties have been studied by several authors, e.g. [Bac11, EnKa13,
Hol12, War13, Vas12], to quote a few papers which have been of inspiration
to this work.
One of the interesting aspects of aAdS spacetimes concerns the fact that,
contrary to globally hyperbolic spacetimes, in order to solve the Klein-
Gordon equation, besides initial data it is necessary to impose boundary
conditions. Those of Dirichlet type have caught the interest for several
years and only recently, in the mathematical physics literature, the atten-
tion has been moved towards other choices. The first natural generalization
consists of considering boundary conditions of Robin type, as discussed for
example in [War13] and in [DF17, IW03] within the framework of quan-
tum field theory. Especially in this context the main objects of interest are
the fundamental solutions of the Klein-Gordon operator, particularly the
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advanced and retarded ones, as well the propagation of singularities. For
Dirichlet boundary conditions the latter has been studied by Vasy in [Vas12],
while for the Robin case the problem was addressed recently by Gannot and
Wrochna in [GW18], proving in addition the existence and uniqueness up to
smoothing terms of parametrices for the Klein-Gordon operator with pre-
scribed b-wavefront set.
Yet, in the past few years, it has emerged that one could consider a larger
class of boundary conditions, in between which a distinguished example are
those of Wentzell type as advocated in the realm of quantum field theory
in [Za15], although they have been considered by several other authors in
different contexts, e.g. [Coc14, FGGR02, Ue73]. In a few words, given an
aAdS spacetime M , and given u ∈ H1loc(M), it is possible to define two
trace maps γ+ and γ− the first encoding the Neumann data, the second
the Dirichlet ones. While Robin boundary conditions are codified by a
smooth function f on ∂M such that γ+u − fγ−u = 0, in those of Wentzell
type the role of f is replaced by suitable second order differential operator
acting on the boundary. From the viewpoint of applications, similarly to
those of Robin type – see [GW18] but also [DW19], these conditions are
relevant in connection to the so-called holographic principle as advocated in
[DFJ18, Za15].
From a structural viewpoint it has been shown in [DDF18], using the
notion of boundary triples, that there exists a large class of boundary condi-
tions relating Neumann and Dirichlet data via pseudodifferential operators
for which there exist advanced and retarded fundamental solutions for the
Klein-Gordon operator. It is noteworthy that Wentzell boundary conditions
fall in this class, although the analysis makes clear that this is just one of the
many possible scenarios. Yet one of the key limitations of [DDF18] is the
lack of a complete control of the wavefront set of the propagators, mainly
due to the lack of a theorem of propagation of singularities applicable to
such scenario.
In this work we shall bypass such limitation proving a theorem of propa-
gation of singularities for the Klein-Gordon operator on an asymptotically
anti-de Sitter spacetimeM such that the boundary condition is implemented
by a b-pseudodifferential operator Θ ∈ Ψkb (∂M) with k ≤ 2. As it will
become manifest from out analysis, we can distinguish two notable cases,
namely k ≤ 0 and 0 < k ≤ 2. The first one can be seen as a rather natural
extension of the results of [GW18], while the second accounts for the main,
novel interesting cases and, in particular, Wentzell boundary conditions fall
in this class.
In our endeavor we shall follow the same strategy and techniques adopted
first by Vasy in [Vas12] and subsequently by Wrochna and Gannot in [GW18],
when dealing with boundary conditions of Robin type. As the subscript b
suggests, we shall mainly use techniques proper of b-calculus, b-wavefront
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sets and of twisted Sobolev spaces, which were first introduced in this frame-
work by Warnick in [War13]. More precisely we shall prove two main the-
orems, cf. Theorem 5.1 and 5.2. While the latter can be seen as a natural
extension of [GW18, Th. 1] and it accounts for the case k ≤ 0 mentioned
above, the second one deals with 0 < k ≤ 2. Most notably this scenario
opens the possibility for the boundary conditions to yield an additional con-
tribution to the underlying wavefront set contrary to the first case.
The paper is organized as follows: In Section 2 we discuss the key geo-
metric ingredients necessary in our work. We start with an introduction to
b-geometry in Section 2 and we discuss the notions of globally hyperbolic
spacetimes with timelike boundary and of manifolds of bounded geometry
in Section 2.2 and 2.4 respectively. In Section 3 we introduce the analytic
tools necessary in this paper. We start from a survey on b-pseudodifferential
operators in Section 3.1 and on twisted Sobolev spaces in 3.2. Here we spend
some time in motivating their introduction focusing on a simple, yet in our
opinion enlightening example. Subsequently we discuss the interplay be-
tween b-calculus and wavefront set in Section 3.3, while in Section 3.4 we
introduce the relevant trace maps needed to discuss the boundary condi-
tions. At last in Section 3.5 we introduce one of the main key ingredients
of the work: the twisted Dirichlet energy form. In Section 4 we give a weak
formulation of the problem we are interested in in Section 4.1 proving in
particular some microlocal estimates for the associated Dirichlet form. Sec-
tion 5 represents the core of the paper. We start by introducing the key
notion of compressed characteristic set and of generalized broken bicharac-
teristic in Section 5.1. Herein we identify three notable conic subsets of the
b-cotangent bundle, the elliptic, the hyperbolic and the glancing regions.
For each of these we need to prove suitable microlocal estimates which are
discussed respectively in Section 5.2, 5.3 and 5.4. Finally we gather all these
data to derive the sought theorem of propagation of singularities in 5. In the
whole analysis we separate two cases, that in which the boundary condition
is implemented by Θ ∈ Ψkb (∂M), k ≤ 0 and that in which 0 < k ≤ 2.
2. Geometric preliminaries
In this section our main goal is both to fix notation and conventions
and to introduce the three geometric concepts which play a key role in our
analysis: b-geometry, globally hyperbolic spacetimes with timelike boundary
and manifolds of bounded geometry.
2.1. Introduction to b-geometry. We introduce and characterize suit-
able geometric structures which are the natural playground to discuss the
propagation of singularities on manifolds with boundaries. The concept of
b-geometry has been first introduced by R. Melrose in [Mel93, MP92] and its
use has been advocated by several authors, see in particular [GW18, Vas08].
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Here we give a slightly different and more general version of the key ingre-
dients of b-geometry which is inspired by the presentation in [GMP14].
In this section with M we indicate a connected, orientable, smooth mani-
fold of dimension dimM = n ≥ 2, possibly with non empty boundary. Let S
denote a smooth submanifold of M of dimension dimS = n− 1, so that the
natural map ι : S →֒ M is an injective immersion and an homeomorphism
on its image. In addition we call NS the rank 1 normal bundle associated
to S.
Under these assumptions, one can apply the tubular neighbourhood theo-
rem to conclude that there exists both an open subset V of the zero section
σ0 : ι(S)→ NS and U ⊂M such that ι(S) ⊂ U . In addition there exists a
diffeomorphism ψ : V → U such that
ψ ◦ σ0 = ι.
For future convenience we introduce the following space of smooth sec-
tions and we adopt the same notation employed in [GW18] to facilitate a
comparison. Hence we call V(M) .= Γ(TM), V(S) = Γ(TS) and
VS(M) .= {X ∈ Γ(TM) | X|S∈ Γ(TS)}, (1)
where, with a slight abuse of notation, with X|S∈ Γ(TS) we mean that the
restriction of X to S is tangent to the submanifold. Our goal is to charac-
terize VS(M) as the space of smooth sections of a suitable vector bundle. To
this end, we observe first of all, that, for every open neighbourhood U˜ ⊂M
such that U˜ ∩ ι(S) = ∅, VS(U˜ ) = {X|U˜ | X ∈ VS(M)} coincides with V(U˜ ).
For a complete characterization of (1), we apply the tubular neighbour-
hood theorem, to conclude that there must exist an open neighbourhood Uǫ
of ι(S) diffeomorphic to (−ǫ, ǫ) × ι(S), ǫ > 0. Calling x the coordinate on
the interval (−ǫ, ǫ), we can realize that, given any X ∈ VS(M), then
X|Uǫ= f∂x + Yx,
where f ∈ C∞(Uǫ) is such that f |x=0= 0 while Yx ∈ Γ(TUǫ) for all z ∈
(−ǫ, ǫ) with the constraint that Y0 ∈ Γ(TS). Since f is smooth and vanishing
at x = 0, it holds that, there exists α ∈ C∞(Uǫ) such that f = xα.
Collecting all these data, we are motivated to introducing a new bundle
STM whose base space is M and whose fiber is defined as follows:
STpM
.
=
{
TpM p /∈ Uǫ
spanR (x∂x, TpS) p ∈ Uǫ (2)
We observe that the definition does not depend on the choice of ǫ, since, if p /∈
ι(S), then one can always find an open neighbourhood Up ⊂ M containing
p and not intersecting S such that STM |Up is diffeomorphic to TM |Up . The
above analysis can now be summarized in the following proposition:
Proposition 2.1. The vector space VS(M), defined in (1), is isomorphic to
Γ(STM).
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Observe that the natural restriction map
πS : VS(M)→ Γ(TS) X 7→ X|S
is not injective and its kernel can be characterized as a line bundle over S
with a canonical non trivial section, cf. [GMP14, Prop. 4]. In order to
make contact with [Mel92] and with the notation introduced therein, we
stress that Proposition 2.1 and the preceding discussion applies also when
M has not empty boundary and S = ∂M . The only difference lies in the
form of the tubular neighbourhood, namely (−ǫ, ǫ) ought to be replaced by
[0, ǫ). In this case
Definition 2.1. Let M be a connected, orientable smooth manifold with
∂M 6= ∅. We call b-tangent bundle bTM .= ∂MTM as per equation (2).
In the following we shall refer to bT ∗M as the b-cotangent bundle which
is a finite rank vector bundle over M dual to bTM . We remark that, for
all p ∈ M \ ∂M , bT ∗pM coincides with T ∗pM , while, if p ∈ ∂M , bT ∗pM =
spanR
{
T ∗p ∂M,
dx
x
}
. In addition one can observe that there exists a nat-
ural non injective map π : T ∗M → bT ∗M , built as follows. Let us con-
sider a tubular neighbourhood of ∂M and a chart U centered at point
p ∈ ∂M . Hereon we can consider local coordinates (x, yi, ξ, ηi) of T ∗M ,
i = 1, . . . ,dim ∂M as well as local coordinates (x, yi, ζ, ηi) of T
∗
bM . The
projection map π acts as follows:
π(x, yi, ξ, ηi) = (x, yi, xξ, ηi).
On the contrary if we consider a chart U ′ centered at a point q ∈ M˚ =M \
∂M , thereon the map π is nothing but the identity. Hence, one can realize
that π ∈ C∞(T ∗M ; bT ∗M), though it is not injective. We call compressed
b-cotangent bundle
bT˙ ∗M
.
= π[T ∗M ], (3)
which is a subset of bT ∗M . Further details can be found in [Mel81, Vas12].
The last geometric structure that we shall need in this work is the b-cosphere
bundle which is realized as the quotient manifold obtained via the action of
the dilation group on T ∗bM \ {0}, namely
bS∗M
.
=
bT ∗M \ {0} /R+ . (4)
We remark that, if we consider a local chart U ⊂ M such that U ∩ ∂M 6=
∅ and the local coordinates (x, yi, ζ, ηi), i = 1, . . . , n − 1 = dim∂M , on
bT ∗UM
.
= bT ∗M |U , we can build a natural counterpart on bS∗UM , namely
(x, yi, ζ̂ , η̂i) where ζ̂ =
ζ
ρ and η̂i =
ηi
ρ with ρ = |ηn−1|.
To conclude the section, we introduce a class of differential operators
which is naturally built out of V∂M (M).
Definition 2.2. Let M be a connected, orientable smooth manifold with
∂M 6= ∅. We call Diffb(M) = ⊕∞k=0Diffkb (M) the graded differential
operator algebra generated by V∂M (M).
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2.2. Globally hyperbolic spacetimes with timelike boundary. In this
section we specify a distinguished class of manifolds which play a key role
in our construction, since they are the natural playground where one can
expect that the mixed initial/boundary value problem for partial differen-
tial equations ruled by a normally hyperbolic operator is well-posed. Our
analysis summarizes the main results obtained by [AFS18]. We also assume
that the reader is acquainted with the basic notions of Lorentzian geometry,
e.g. [ON83].
Definition 2.3. Let (M,g) be a connected, oriented, time oriented, smooth
Lorentzian manifold of dimension dimM = n ≥ 2 with non empty boundary
ι : ∂M →M . We say that (M,g)
(1) has a timelike boundary if (∂M, ι∗g) identifies a smooth, Lorentzian
manifold,
(2) is globally hyperbolic if it does not contain any closed causal curve
and if, for every p, q ∈M , J+(p)∩J−(q) is either empty or compact.
Here J± stand for the causal future (+) and past (-).
If both conditions are met, we call (M,g) a globally hyperbolic spacetime
with timelike boundary.
Observe that, for simplicity, we assume throughout the paper that also
∂M is connected. The following theorem, proven in [AFS18], gives a more
explicit characterization of the class of manifolds, we are interested in. As
a preliminary step, we recall that, given a Lorentzian manifold (M,g), a
Cauchy surface Σ is an achronal subset of M such that every inextensible,
piecewise smooth, timelike curve intersects Σ only once.
Theorem 2.1. Let (M,g) be a globally hyperbolic spacetime with timelike
boundary of dimension dimM = n ≥ 2. Then it is isometric to a Cartesian
product R×Σ where Σ is an (n−1)-dimensional Riemannian manifold. The
associated line element reads
ds2 = −βdτ2 + κτ ,
where β ∈ C∞(R × Σ; (0,∞)) while τ : R × Σ → R plays the role of time
coordinate. In addition R ∋ τ 7→ κτ identifies a family of Riemmannian
metrics, smoothly dependent on τ and such that, calling Στ
.
= {τ}×Σ, each
(Στ , κτ ) is a Cauchy surface with non empty boundary.
Remark 2.1. Observe that a notable consequence of this theorem is that,
calling ι∂M : ∂M → M the natural embedding map, then (∂M,h) where
h = ι∗∂Mg is a globally hyperbolic spacetime. In particular the associated
line element reads
ds2|∂M= −β|∂Mdτ2 + κτ |∂M .
2.3. Asymptotically anti-de Sitter spacetimes. In this subsection we
recall briefly the class of backgrounds which have been considered in [GW18]
and which represents a key ingredient also in our investigation.
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Definition 2.4. Let M be an n-dimensional manifold with non empty
boundary ∂M . Suppose that M˚ = M \ ∂M is equipped with a smooth
Lorentzian metric g and that
a) If x ∈ C∞(M) is a boundary function, then ĝ = x2g extends smoothly
to a Lorentzian metric on M .
b) The pullback h = ι∗∂M ĝ via the natural embedding map ι∂M : ∂M →
M individuates a smooth Lorentzian metric.
c) ĝ−1(dx, dx) = 1 on ∂M .
Then (M,g) is called an asymptotically anti-de Sitter (AdS) spacetime. In
addition, if (M, ĝ) is a globally hyperbolic spacetime with timelike boundary,
cf. Definition 2.3, then we call (M,g) a globally hyperbolic asymptotically
AdS spacetime.
Observe that conditions a), b) and c) are actually independent from the
choice of the boundary function x and the pullback h is actually determined
up to a conformal multiple since there exists always the freedom of mul-
tiplying the boundary function x by any nowhere vanishing Ω ∈ C∞(M).
Such freedom plays no role in our investigation and we shall not consider it
further.
As a direct consequence of the collar neighbourhood theorem and of the
freedom in the choice of the boundary function in Definition 2.4, this can
always be engineered in such a way, that, given any p ∈ ∂M , it is possible to
find a neighbourhood U ⊂ ∂M containing p and ǫ > 0 such that on U× [0, ǫ)
the line element associated to g reads
ds2 =
−dx2 + hx
x2
(5)
where hx is a family of Lorentzian metrics depending smoothly on x such
that h0 ≡ h.
Remark 2.2. It is important to stress that the notion of asymptotically AdS
spacetime given in Definition 2.4 is actually more general than the one given
in [AD99], which is more commonly used in the general relativity and the-
oretical physics community. Observe in particular that hx in Equation (5)
does not need to be an Einstein metric nor ∂M is required to be diffeomor-
phic to R× Sn−2. Since we prefer to make a close connection to [GW18] we
stick to their nomenclature.
Remark 2.3. With a slight abuse of notation and in view of Definition 2.4,
henceforth we shall use the symbol x both when referring to the boundary
function of an asymptotically AdS spacetime (M,g) and when considering
the coordinate normal to ∂M .
2.4. Manifolds of bounded geometry. To conclude the section we intro-
duce another notable class of manifolds namely those of bounded geometry.
These play a key role in defining Sobolev spaces when the underlying back-
ground has a non empty boundary. In this section we outline these concepts
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in an abridged form, in order to keep this work self-consistent. An interested
reader can find more details in [Sch01, AGN16, GS13, GOW17] as well as
in [DDF18, Sec. 2.1 & 2.2].
Definition 2.5. A Riemannian manifold (N,h) with empty boundary is of
bounded geometry if
a) The injectivity radius rinj(N) is strictly positive,
b) N is of totally bounded curvature, namely for all k ∈ N ∪ {0} there
exists a constant Ck > 0 such that ‖▽kR‖L∞(M)< Ck.
This definition cannot be applied slavishly to a manifold with non empty
boundary and, to extend it, we need to introduce a preliminary concept.
Definition 2.6. Let (N,h) be a Riemannian manifold of bounded geometry
and let (Y, ιY ) be a codimension k, closed, embedded smooth submanifold
with an inward pointing, unit normal vector field νY . The submanifold
(Y, ι∗Y g) is of bounded geometry if:
a) The second fundamental form II of Y in N and all its covariant
derivatives along Y are bounded,
b) There exists εY > 0 such that the map φνY : Y × (−εY , εY ) → N
defined as (x, z) 7→ φνY (x, z) .= expx(zνY,x) is injective.
These last two definitions can be combined to introduce the following
notable class of Riemannian manifolds
Definition 2.7. Let (N,h) be a Riemannian manifold with ∂N 6= ∅. We say
that (N,h) is of bounded geometry if there exists a Riemannian manifold of
bounded geometry (N ′, h′) of the same dimension as N such that:
a) N ⊂ N ′ and h = h′|N
b) (∂N, ι∗h′) is a bounded geometry submanifold of N ′, where ι : ∂N →
N ′ is the embedding map.
Remark 2.4. Observe that Definition 2.7 is independent from the choice of
N ′. For completeness, we stress that an equivalent definition which does not
require introducing N ′ can be formulated, see for example [Sch01].
In the following we shall introduce Sobolev spaces on a Riemannian man-
ifold (N,h) with boundary and of bounded geometry such that dimN = n.
In particular we shall recollect succinctly the main results of [AGN16, Sec.
2.4] to where we refer for further details. In the following, we denote with
rinj(N) and rinj(∂N), the injectivity radius of N , ∂N respectively while
δ > 0 is such that the normal exponential map exp⊥ : ∂N × [0, δ) → N is
injective. With these data let
kp : B
n−1
r (0) × [0, r)→ N if p ∈ ∂N
(x, t) 7→ exp⊥(exp∂Np (x), t)
kp : B
n
r (0)→ N if p ∈ N˚
v 7→ expNp (v)
, (6)
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where we are implicitly identifying Tp∂N with R
n−1, whenever p ∈ ∂N . In
addition we introduce the sets
Up(r)
.
=
{
kp(B
n−1
r (0)× [0, r)) ⊂ N if p ∈ ∂N
kp(B
n
r (0)) if p ∈ N˚
(7)
where r < min
{
1
2rinj(N),
1
4rinj(∂N),
1
2rδ
}
.
Definition 2.8. Let (N,h) be a Riemannian manifold with boundary and
of bounded geometry of dimension dimN = n. Let
r < min
{
1
2
rinj(N),
1
4
rinj(∂N),
δ
2
}
For each p ∈ ∂N , we call Fermi coordinate chart the map kp : Bn−1r (0) ×
[0, r)→Wp(r) with associated coordinates (x, z) : Up(r)→ Rn−1 × [0,∞).
Observe that in view of Equations (6) and (7), if p ∈ N˚ , we can always
consider geodesic neighbourhoods not intersecting ∂N and endowed with
normal coordinates. These data allow to introduce a distinguished covering
Definition 2.9. Let (N,h) be a Riemannian manifold with boundary and
of bounded geometry. Let 0 < r < min
{
1
2rinj(N),
1
4rinj(∂N),
δ
2
}
. A subset
{pγ}γ∈I , i ⊆ N, is an r-covering subset of N if:
a) For each R > 0, there exists KR ∈ N such that, for each p ∈ N , the
set {γ ∈ I | dist(pγ , p) < R} has at most KR elements.
b) For each γ ∈ I, we have either pγ ∈ ∂N or dist(pγ , ∂N) ≥ r.
c) N ⊂ ⋃γ∈I Upγ(r), cf. Equation (7).
At last, we need a partition of unity compatible with an r-covering set.
Definition 2.10. Under the same assumptions of Definition 2.9, a partition
of unity {φγ}γ∈I of N is called an r-uniform partition of unity associated
with the r-covering set {pγ} if:
a) The support of each φγ is contained in Upγ , cf. Equation (7),
b) For each multi-index α, there exists Cα > 0 such that |∂αφγ |≤ Cα for
all γ ∈ I. Here the derivatives ∂α are computed either in the normal
geodesic or in the Fermi coordinates on Upγ depending whether p
lies in N˚ = N \ ∂N or in ∂N .
We have all ingredients to define Sobolev spaces on a Riemannian mani-
fold (N,h) with boundary and of bounded geometry. Let {φγ} be a uniform
partition of unity associated with the r-covering set pγ as per Definition
2.10. For every k ∈ N we call k-th Sobolev space, Hk(N), the collection of
all distributions u ∈ D′(N) such that
‖u‖2Hk(N)
.
=
∑
γ
‖(φpγu) ◦ kpγ‖2Hk (8)
where ‖·‖Hk is the standard Sobolev space norm either on Rn or Rn+.
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It is important to stress that Equation (8) does not depend on the choice
either of the r-covering and of the partition of unity . In addition we stress
that, as in the case of a manifold without boundary [GS13], it turns out that
Hk(N) is equivalent to W 2,k(N) which is the completion of
Ek(N) .= {f ∈ C∞(N) | f,∇f, . . . , (∇)kf ∈ L2(N)},
with respect to the norm
‖f‖W 2,k(N)=
(
k∑
i=0
‖(∇)if‖L2(N)
) 1
2
,
where ∇ is the covariant derivative built out of the Riemannian metric h,
while (∇)i indicates the i-th covariant derivative. This notation is employed
to disambiguate with ∇i = hij∇j .
To conclude the section we outline how the previous analysis can be ex-
tended to the case of Lorentzian manifolds. For simplicity we focus on
the case without boundary, but the extension is straightforward. Following
[GOW17] we start from (N,h) a Riemannian manifold of bounded geom-
etry such that dimN = n. In addition we call BTmm′(Bn(0,
rinj(N)
2 ), δE),
the space of all bounded tensors on the ball Bn(0,
rinj(N)
2 ) centered at the
origin of the Euclidean space (Rn, δE) where δE stands for the flat metric.
For every m,m′ ∈ N ∪ {0}, we denote with BTmm′(N) the space of all rank
(m,m′) tensors T on N such that, for any p ∈M , calling Tp .= (expp ◦ep)∗T
where ep : (R
n, δ) → (TpN,hp) is a linear isometry, the family {Tp}p∈M is
bounded on BTmm′(Bn(0,
rinj(N)
2 ), δE).
Definition 2.11. A smooth Lorentzian manifold (M,g) is of bounded ge-
ometry if there exists a Riemannian metric ĝ on M such that:
a) (M, ĝ) is of bounded geometry.
b) g ∈ BT 02 (M, ĝ) and g−1 ∈ BT 20 (M, ĝ).
Remark 2.5. Henceforth we shall assume implicitly that all manifolds that
we are considering are of bounded geometry. Although in many instances
this property is not necessary, it becomes vital every time we need to invoke
a partition of unity argument.
3. Analytic Preliminaries
In this section we introduce the basic analytic tools that we will need in
the rest of the paper following mainly from [GW18] and [Vas08].
3.1. b-pseudodifferential operators. In this part of the section we in-
troduce b-pseudodifferential operators and we stick to discussing the tools
and the results that we need in the rest of the paper. We assume that the
reader is already acquainted with the basic notions of b-calculus and, for
further details we refer to the following introductory work, [Gri00].
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In this section with (M,g) we consider for definiteness a globally hy-
perbolic, asymptotically AdS spacetime with connected boundary ∂M such
that dimM = n, cf. Definition 2.4. With Sm(bT ∗M) we indicate the set of
symbols of order m on bT ∗M , while with Ψmb (M) the properly supported
b-pseudodifferential operators (b-ΨDOs) of order m, m ∈ R. Hence, calling
C˙∞(M) (resp. C˙∞0 (M)) the set of smooth (resp. smooth and compactly
supported) functions in M , vanishing at the boundary with all derivatives,
each A ∈ Ψmb (M) can be read as a continuous map A : C˙∞(M) → C˙∞(M)
which can be extended to an endomorphism on C∞(M). In addition, for
any A ∈ Ψmb (M) there exists a principal symbol map
σb,m : A 7→ a ∈ Sm(bT ∗M)/Sm−1(bT ∗M) (9)
which gives rise to an isomorphism
Ψmb (M)/Ψ
m−1
b (M)
∼= Sm(bT ∗M)/Sm−1(bT ∗M)
This isomorphism and the definition of classical symbol over bT ∗M yield as
a consequence that Ψmb (M) ⊂ Ψnb (M) if m < n. Notice in addition that the
principal symbol of a b-ΨDO is invariant under conjugation by a power of
the boundary function x, cf. Definition 2.4. In other words if A ∈ Ψmb (M),
then x−sAxs ∈ Ψmb (M) and σb,m(x−sAxs) = σb,m(A) for every s ∈ R.
Since we are considering a Lorentzian manifold we can fix the metric
induced volume density µg and, calling A
∗ the formal adjoint of A ∈ Ψmb (M)
with respect to the pairing induced by µg, it turns out that A
∗ ∈ Ψmb (M).
Furthermore A∗ admits the following asymptotic expansion [McSa11]
σ(A∗)(z, kz) ∼
∑
α
(−i)|α|
α!
∂αkz ▽αz a(z, kz), |kz|→ ∞ (10)
where ∇z denotes the covariant derivative induced from the metric g, acting
on the point z ∈M . Existence of A∗ entails that A extends also to an endo-
morphism of both E ′(M) and E˙ ′(M) the topological dual spaces of C∞(M)
and of C˙∞(M) respectively.
Given two pseudodifferential operators A ∈ Ψmb (M) and B ∈ Ψnb (M), the
principal symbol of the composition AB is σb,m+n(AB) = σb,m(A) · σb,n(B),
while their commutator [A.B] ∈ Ψm+n−1b (M) has a principal symbol which
can be expressed locally in terms of Poisson brackets as
σb,m+n−1([A,B]) = {σb,m(A), σb,n(B)} =
= ∂ζσb,m(A) · x∂xσb,n(B)− ∂ζσb,n(B) · x∂xσb,m(A)+
+
n−1∑
i=1
(∂ηiσb,m(A) · ∂yiσb,n(B)− ∂ηiσb,n(B) · ∂yiσb,m(A)) ,
where (x, yi, ζ, ηi), i = 1, . . . n−1 are the local coordinates on an open subset
of bT ∗M introduced in Section 2.
In the following, we use bounded subsets of Ψmb (M) indexed by a real
number in (0, 1). In order to make this notion precise, we equip Sm(bT ∗M)
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with the structure of a Fre´chet space by means of the following family of
seminorms
‖a‖N = sup
(z,kz)∈Ki×Rn
max
|α|+|γ|≤N
|∂αz ∂γζ a(z, kz)|
〈kz〉m−|γ|
where 〈kz〉 = (1 + |kz|2) 12 , while {Ki}i∈I , I being an index set, is an ex-
haustion of M by compact subsets. Hence one can endow Sm(bT ∗M) with
a metric d as follows: Given two symbols a, b ∈ Sm(bT ∗M), we call
d(a, b) =
∑
N∈N
2−N
‖a− b‖N
1 + ‖a− b‖N .
Accordingly we say that a subset in Ψb(M) is bounded if the subset of the
symbols associated with the family of ΨDOs is bounded.
We are ready now to discuss the microlocal properties of b-pseudodifferential
operators. We begin from the notion of elliptic b-ΨDO.
Definition 3.1. A b-pseudodifferential operator A ∈ Ψmb (M) is elliptic at
a point q0 ∈ bT ∗M \ {0} if there exists c ∈ S−m(bT ∗M) such that
σb,m(A) · c− 1 ∈ S−1(bT ∗M)
in a conic neighborhood of q0. We call ellb(A) the (conic) subset of
bT ∗M \
{0} in which A is elliptic.
In the following we shall need the wavefront set both of a single and of
a family of pseudodifferential operator. We recall here the definition, see
[Jos99] and, as far as notation is concerned, we adopt that of [Ho¨r03]:
Definition 3.2. For any P ∈ Ψmb (M), we say that (z0, kz0) /∈ WF ′b(P ) if
the associated symbol p(z, kz) is such that, for every multi-indices γ and for
every N ∈ N, there exists a constant CN,α,γ such that
|∂αz ∂γkzp(z, kz)|≤ Cm,α,γ〈kz〉−N
for z in a neighborhood of z0 and kz in a conic neighborhood of kz0 .
Similarly, if A is a bounded subset of Ψmb (M) and q ∈ bT ∗M . We say that
q 6∈WF ′b(A) if there exists B ∈ Ψb(M), elliptic at q, such that {BA : A ∈ A}
is a bounded subset of Ψ−∞b (M).
We recall a few notable consequences of Definition 3.2, see [Jos99]. First
of all WF ′b(P ) = ∅, if and only if P ∈ Ψ−∞b (M). In addition, given two
bounded families of pseudodifferential operators, A and B it holds
WF ′b(A+ B) ⊂WF ′b(A) ∪WF ′b(B) WF ′b(AB) ⊂WF ′b(A) ∩WF ′b(B)
Furthermore, if B ∈ Ψmb (M) is such that WF ′b(B) ∩ WF ′b(A) = ∅, then
{AB : A ∈ A} is bounded in Ψ−∞(M).
Definition 3.3. Let S ⊂ Ψmb (M) be a closed subspace. We say that
a bounded linear map M : S → Ψkb (M) is microlocal if WF ′b(M(A)) ⊂
WF ′b(A) for all A ∈ S.
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We can also microlocalize the notion of parametrix, see [Vas08].
Definition 3.4 (microlocal parametrix). Let A ∈ Ψmb (M) be elliptic as per
Definition 3.1 in an open cone centered at a point q ∈ bT ∗M \ {0}. Then
there exists a microlocal parametrix G for A at q, namely G ∈ Ψ−mb (M) such
that GA and AG are microlocally the identity operator near q. This means
that q 6∈WF ′b(GA − I) and q 6∈WF ′b(AG − I).
Observe that, if K ⊂ bT ∗M is a compact set and A ∈ Ψmb (M) is elliptic
on K, then there exists G ∈ Ψ−mb (M) such that K ∩ WB′b(GA − I) =
K ∩WB′b(AG − I) = ∅. This entails that E1 = GA− I and E2 = AG − I lie
in Ψ−∞b (K).
To conclude this part of the section, we stress that, in order to study the
behavior of a b-pseudodifferential operator at the boundary, it is useful to
introduce the notion of indicial family, [GW18]. Let A ∈ Ψmb (M). For a
fixed boundary function x, cf. Definition 2.4, and for any v ∈ C∞(∂M) we
define the indicial family N̂(A)(s) : C∞(∂M)→ C∞(∂M) as:
N̂(A)(s)v = x−isA
(
xisu
) |∂M (11)
where u ∈ C∞(M) is any function such that u|∂M= v. The indicial family
does not depend on the choice of u and it is manifestly an homomorphism
of the algebra of pseudodifferential operators since, for all A ∈ Ψm(M) and
for all B ∈ Ψm′(M),
N̂(AB)(s) = N̂(A)(s) ◦ N̂(B)(s). (12)
3.2. Twisted Sobolev spaces. Following the road paved in [GW18], a
key ingredient of our analysis will be the Dirichlet form. To this end it is
necessary to introduce a twisted version of the standard Sobolev spaces to
account for the behaviour of the fields at the boundary, see also [War13].
Furthermore, to deal with boundary conditions other than that of Dirichlet
type, it is convenient to use twisted derivatives.
Since we reckon that some readers might not find straightforward the
necessity of twisting Sobolev spaces, we feel worth starting from a short
motivational example. Let us consider the simplest case of a globally hyper-
bolic, asymptotically AdS spacetime as per Definition 2.4, namely PAdS2,
the Poincare´ patch of the two dimensional anti de Sitter spacetime. PAdS2
is a manifold diffeomorphic to R× [0,∞) whose metric is g = x−2η2 where η
is the two-dimensional Minkowski metric. Consider φ : PAdS2 → R obeying
the Klein-Gordon equation(
g −m2
)
φ = 0 =⇒ x2
(
η −m2
)
φ = 0. (13)
For future convenience, we introduce the parameter ν = 12
√
1 + 4m2 con-
strained to be positive. This is known is the theoretical physics literature
as the Breitenlohner-Freedman bound [BF82]. Equation (13) can be solved
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by separation of variables using the ansatz φ(t, x) = F (t)H(x), where
F (t) = C1e
λt + C2e
−λt
M(x) = C3
√
xJν(−i
√
λx) + C4
√
xYν(−i
√
λx)
with C1, C2, C3, C4 ∈ R and λ ∈ C to be determined imposing boundary
conditions at x = 0 and at x → +∞. Here Jν and Yν are the stan-
dard Bessel functions. In particular, M1(x) =
√
xJν(−i
√
λx) is the so-
lution associated with the Dirichlet boundary condition at x = 0, while
M2(x) =
√
xYν(−i
√
λx) is the Neumann counterpart. The indicial roots
ν± =
1
2 ± ν describe the behavior of the solutions near the boundary. In the
following, we consider a relatively compact subset U ⊂ PAdS2 such that
U ∩ ∂PAdS2 6= ∅ and we introduce the Dirichlet form
ED(φ1, φ2) = −
∫
U
g(dφ1, dφ2)dµg = −
∫
U
η(dφ1, dφ2)dxdt, (14)
where φ1, φ2 are arbitrary solutions of Equation (13), while g(·, ·) is the
metric induced pairing between 1-forms. A direct inspection unveils that,
if we choose as φ1 the solution of Equation (13) with Dirichlet boundary
conditions, η(dφ1, dφ1) ∼ x1+2ν close to the boundary x = 0. Hence the
x-integral in Equation (14) is always convergent, while, if we consider as
φ2 the solution of Equation (13) with Neumann boundary conditions, the
x-integral is always divergent since η(dφ2, dφ2) ∼ x−1−2ν . In order to bypass
this hurdle, given a generic solution φ of Equation (13), we introduce the
twisted derivatives
Q˜0φ = x
1
2
−ν ∂
∂t
(
x−
1
2
+νφ
)
(15)
Q˜1φ = x
1
2
−ν ∂
∂x
(
x−
1
2
+νφ
)
(16)
Observe that this procedure only affects the derivative in the x direction
and that the power of the twisting factor is nothing but the indicial root ν−.
In addition we define
E0(φ1, φ2) = −
∫
U
g(d
Q˜
φ1, dQ˜φ2)dµg = −
∫
U
η(d
Q˜
φ1, dQ˜φ2)dxdt (17)
where d
Q˜
is the twisted differential defined as
d
Q˜
φ = xν−d
(
x−ν−φ
)
. (18)
The integral along the x-direction in Equation (17) is no longer divergent,
both if we choose Dirichlet or Neumann boundary conditions.
Motivated by this example and following [GW18], we consider hence-
forth a generic globally hyperbolic, asymptotically AdS spacetime (M,g)
of dimension dimM = n, cf. Definition 2.4 and we introduce the space of
twisted differential operators
Diff1ν(M) = {xν−Dx−ν− | D ∈ Diff1(M)}
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where ν− =
n−1
2 − ν, ν > 0 while Diff1(M) stands for the set of first order
differential operators on (M,g). In the following ν− shall correspond to the
lowest indicial root of the Klein-Gordon operator on (M,g).
Remark 3.1. SinceDiff1ν(M) ⊂ x−1Diff1b(M) [GW18, Lemma 3.1], it follows
that Diff1ν(M) is finitely generated.
Starting from these data we can introduce
L2(M) .= L2(M,x2dµg) (19)
and the corresponding twisted Sobolev space
H1(M) .=
{
u ∈ L2(M) | Qu ∈ L2(M) ∀Q ∈ Diff1ν(M)
}
, (20)
whose norm is
‖u‖2H1(M)= ‖u‖2L2(M)+
n∑
i=1
‖Qiu‖2L2(M) (21)
where {Qi}i=1...n is a generating set of Diff1ν(M). In addition we shall be
considering also L2loc(M) the space of locally square integrable functions over
M with respect to the measure x2dµg. Similarly one can introduce L˙2loc(M)
starting from C˙∞(M) in place of C∞(M).
All these spaces admit corresponding first order Sobolev spaces, which
are indicated with H1loc(M), H˙1loc(M) respectively. Their topological duals
are denoted instead with H˙−1loc(M) and H−1loc(M). In addition we define
H10(M) = H1loc(M) ∩ E ′(M), (22)
where we denote with E ′(M) the topological dual space of C˙∞(M). Similarly
one can define H−10 (M).
In the following we shall need two distinguished maps γ± : H1loc(M) →
L2loc(∂M) playing the role of trace maps for twisted Sobolev spaces, hence
generalizing to the case in hand the construction of [GS13]. The first one
can be individuated thanks to this result:
Theorem 3.1 ([GW18], Lemma 3.3). Let ν > 0, 2r = n − 2 and let Rn+ .=
R
n−1 × [0,∞). If u ∈ H1(Rn+), then the restriction of u to Rn−1 × [0, ǫ) for
any ǫ > 0 admits an asymptotic expansion
u = xν−u− + x
r+1H1b ([0, ε);L
2(Rn−1)) (23)
where u− ∈ Hν(Rn−1) while x is the coordinate along [0,∞). Further-
more, the application u 7→ γ−u .= u− is a continuous map from H1(Rn+) →
Hν(Rn−1).
In order to extend this result to a generic globally hyperbolic, asymptot-
ically AdS spacetime, we can use a standard partition of unity argument to
extend Theorem 3.1 to identify a continuous map
γ− : H10(M)→Hν(∂M) (24)
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and similarly to H1loc(M). With a slight abuse of notation we shall employ
the same symbol γ− as in Theorem 3.1 since we reckon that no confusion
can arise. Notice that Equation (24) depends in general on the choice of the
boundary function x, cf. Definition 2.4. Henceforth se shall assume that one
such function has been selected and it will be kept unchanged throughout
the paper.
For later purposes we give the following bound on the action of γ−, see
[Gan18].
Lemma 3.1. Let u ∈ H1loc(M) be compactly supported. Then for any ε > 0
there exists Cε > 0 such that
‖γ−u‖2L2(∂M)≤ ε‖u‖2H1
loc
(M)+Cε‖u‖2L2
loc
(M)
To conclude this part, we need to introduce one last ingredient. At the
beginning of the subsection, we have shown that it is possible to modify
on PAdS2 the Dirichlet form, see Equation (14) provided that one uses a
twisted differential as in Equation (18). This idea can be generalized as
follows
Definition 3.5. We call smooth twisting function any F ∈ xν−C∞(M), such
that x−ν−F > 0 is strictly positive on M .
Hence, for any B ∈ Diff1(M), it holds that FBF−1 ∈ Diff1ν(M). Con-
versely, any Q ∈ Diff1ν(M) is always of the form Q = FBF−1 for some
B ∈ Diff1(M) while F is a twisting function.
3.3. Interaction with b-calculus and wavefront sets. In this section
we recall some useful results from [GW18], [Vas08] and [Vas10] concerning
the interplay between properly supported b-ΨDOs andDiffν(M). Through-
out this section we are still assuming that (M,g) is a globally hyperbolic,
asymptotically AdS spacetime, cf. Definition 2.4. In view of Theorem 2.1,
M is isometric to R× Σ and we can introduce a time coordinate t running
over the whole R. For any twisting function F , cf. Definition 3.5, we call
Q0 = F∂xF
−1 ∈ Diff1ν(M).
Lemma 3.2 (Lemma 3.7 of [GW18]). Let A ∈ Ψmb (M) have compact support
in U ⊂M . There exist two pseudodifferential operators A1 ∈ Ψm−1b (M) and
A0 ∈ Ψmb (M) such that
[Q0, A] = A1Q0 +A0
where σb,m−1(A1) = −i∂ζσb,m(A) and σb,m(A0) = −i∂xσb,m(A), σb,m being
the principal symbol map as in Equation (9), while (x, ζ) are the local co-
ordinates on bT ∗M introduced in Section 2. Also the maps A 7→ A0 and
A 7→ A1 are microlocal in the sense of Definition 3.3. Furthermore,
Q0A = A
′Q0 +A
′′
for some A′, A′′ ∈ Ψmb (M). The maps A 7→ A′ and A 7→ A′′ are microlocal.
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In the following we will use bounded families of b-ΨDOs of fixed order, the
most important case being that of a family of the form {Ar ∈ Ψmb (M) | m <
0, r ∈ (0, 1)} bounded in Ψ0b(M).
Lemma 3.3 (Lemma 3.8 of [GW18], Lemma 3.2 of [Vas08]). Let A ∈
Ψ0b(M). Then A is a continuous linear map
H1loc/0(M)→ H1loc/0(M), H˙1loc/0(M)→ H˙1loc/0(M),
which extends per duality to a continuous map
H˙−10/loc(M)→ H˙−10/loc(M), H−10/loc(M)→ H−10/loc(M).
As a direct consequence of this lemma, the following bound holds true.
Proposition 3.1. Let A ∈ Ψ0b(M) have compact support in U ⊂M . Then
there exists χ ∈ C∞0 (U) such that
‖Au‖Hk(M)≤ C‖χu‖Hk(M)
for every u ∈ Hkloc(M) with k = ±1.
A similar bound holds true if u ∈ H˙kloc(M). We introduce, for k = −1, 0, 1,
the subspaces ofHk(M) with additional regularity properties with respect to
the action of b-pseudodifferential operators in Ψmb (M). These spaces allow
us to get a better control on estimates like that of Proposition 3.1.
Definition 3.6. Let k = −1, 0, 1 and let m ≥ 0. Given u ∈ Hkloc(M), we
say that u ∈ Hk,mloc (M) if Au ∈ Hkloc(M) for all A ∈ Ψmb (M). Furthermore,
we define Hk,∞(M) as:
Hk,∞(M) .=
∞⋂
m=0
Hk,m(M) (25)
Remark 3.2. The spaces H˙k,mloc (M), Hk,m(M) and Hk,m0 (M) are defined in
a similar way. Furthermore, as observed in [Vas08], whenever m is finite, it
is enough to check that both u and Au lie in Hkloc(M) for a single elliptic
operator A ∈ Ψmb (M). As a consequence, for u ∈ Hk,m0 (M) with m ≥ 0, we
can define the following norm:
‖u‖Hk,m(M)= ‖u‖Hk(M)+‖Au‖Hk(M) (26)
where A is any elliptic b-pseudodifferential operator in Ψmb (M).
Definition 3.7. Let k = ±1 and m < 0. Let A ∈ Ψ−mb (M) be a fixed
pseudo-differential operator of positive order. We call Hk,mloc (M) the set of
the distributions u ∈ D′(M) of the form
u = u1 +Au2
where u1, u2 ∈ H˙kloc(M).
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Remark 3.3. In the same spirit of Remark 3.2, we can define H˙k,mloc (M) and
Hk,m(M) in a similar way. Furthermore, when m < 0 is finite, it is enough
to check that both u and Au lie in Hkloc(M) for a single elliptic operator
A ∈ Ψ−mb (M).
A notable consequence of these definitions can be summarized in the
following lemma, whose proof can be found in [Vas08, Rem. 3.16].
Lemma 3.4. Let m < 0 and let Hk,m(M) be as in Definition 3.7. Then γ−
as per Equation (24) extends to a continuous map
γ− : H1,mloc (M)→Hν+mloc (∂M).
In the following we give the definition of wavefront set for Hk,mloc (M), the
counterpart for all other spaces following suit.
Definition 3.8. Let k = 0,±1 and let u ∈ Hk,mloc (M), m ∈ R. Given
q ∈ bT ∗M \ {0}, we say that q 6∈WF k,mb (u) if there exists A ∈ Ψmb (M) such
that q ∈ ellb(A) and Au ∈ Hkloc(M), where ellb stands for the elliptic set as
per Definition 3.1. When m = +∞, we say that q 6∈ WF k,∞b (M) if there
exists A ∈ Ψ0b(M) such that q ∈ ellb(A) and Au ∈ Hk,∞loc (M).
Definition 3.8 is microlocal in the following sense:
WF k,mb (Au) ⊂WF k,m−sb (u) ∪WF ′b(A)
for each A ∈ Ψsb(M), s ≥ 0. Yet, sometimes, it is useful to have at our
disposal a more refined bound. Combining the results in [GW18] and [Vas08]
the following lemma descends.
Lemma 3.5. Let A be a bounded family in Ψsb(M) and let G ∈ Ψsb(M) be
such that WF ′b(A) ⊂ ellb(G). Suppose that A and G have compact support
in U ⊂ M . Let m ∈ R and k = ±1. Then there exist χ ∈ C∞0 (U) and a
constant C > 0 such that
‖Au‖Hk(M)≤ C
(
‖Gu‖Hk(M)+‖χu‖Hk,m(M)
)
for every u ∈ Hk,mloc (M) with WF k,sb (u)∩WF ′b(G) = ∅ and for every A ∈ A.
A notable consequence is
Lemma 3.6 (Lemma 3.13 [GW18]). Let A be a bounded family of pseudodif-
ferential operators in Ψsb(M) and let G ∈ Ψs−1b (M) be such that WF ′b(A) ⊂
ellb(G). Suppose that A and G have compact support in U ⊂M . Let m ∈ R
and let k = ±1. Then there exist χ ∈ C∞0 (U) and a constant C > 0 such
that
‖Au‖L2(M)≤ C
(
‖Gu‖Hk(M)+‖χu‖Hk,m(M)
)
for every u ∈ Hk,mloc (M) with WF k,s−1b (u) ∩ WF ′b(G) = ∅ and for every
A ∈ A.
These two lemmas play a pivotal role in the following, when we employ
energy estimates to prove the propagation of singularity theorem.
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3.4. Asymptotic expansion and traces. In Section 3.2, we have already
individuated a trace γ− in Equation (24). Here we tackle the problem of
finding a second one γ+. To this end we consider once more a globally
hyperbolic, asymptotically AdS spacetime (M,g) and the associated Klein-
Gordon operator acting on scalar functions φ : M → R
Pφ =
(
✷g −m2
)
φ =
(
x2✷g˜ −m2
)
φ = 0, (27)
where ✷g is the D’Alembert wave operator built out of the metric, while
m2 ≥ 0 plays the role of the squared mass. Here g˜ is the metric whose
associated line element is −dx2 + hx, see Equation (5).
Following [GW18], we can now introduce a family of functional spaces
enjoying additional regularity with respect to the Klein-Gordon operator.
Definition 3.9. Let (M,g) be a globally hyperbolic, asymptotically anti-
de Sitter spacetime and let P be the Klein-Gordon operator as in Equation
(27). For all m ∈ R, we define the Freche´t spaces
Xm(M) = {u ∈ H1,mloc (M) | Pu ∈ x2H0,mloc (M)}, (28)
with respect to the seminorms
‖u‖Xm(M) = ‖φu‖H1,m(M) +
∥∥x−2φPu∥∥
H0,m(M)
, (29)
where φ is a suitable smooth and compactly supported function.
Remark 3.4. If K is any relatively compact subset of M we can introduce
in analogy to Definition 3.6 the space Hk,m(K), k = 0, 1, m > 0, as well as
Xm(K) = {u ∈ H1,m(K) | x−2Pu ∈ H0,m(K)},
endowed with the norm
‖u‖Xm(K) = ‖u‖H1,m(K) +
∥∥x−2Pu∥∥
H0,m(K)
(30)
In the following we show that, starting from χkloc(M), it is possible to improve
the expansion given in Theorem 3.1.
Lemma 3.7 (Lemma 4.6 in [GW18]). Let (Rn+, g) be an asymptotically AdS
spacetime as per Definition 2.4 such that, with respect to the standard Carte-
sian coordinates, the line elements reads
g =
−dx2 + habdyadyb
x2
. (31)
Consider an admissible twisting function F , as per Definition 3.5 such that
at x = 0 x−ν−F = 1, where ν− =
1
2 − ν is the indicial root. If u ∈ H1,k0 (Rn+)
and Pu ∈ x2H0,k0 (Rn+) for k ≥ 0, then, for any ǫ > 0 the restriction of u to
R
n−1 × [0, ǫ) admits an asymptotic expansion
u = Fu− + x
ν+u+ + x
r+2Hk+2b ([0, ε);H
k−3(Rn−1)) (32)
where 2r = n− 2, u− ∈ Hν+k(Rn−1) and u+ ∈ H−1−2ν+k(Rn−1).
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This result together with Theorem 3.1 allows us to define the sought trace
γ+ on χ
∞(M)
γ+u = x
1−2ν∂x(F
−1u)|∂X (33)
Observe that, working in a special coordinate patch, the restriction of u to
the boundary can be written as
u = xν−Fu− + x
ν+u+ + u2, u2 ∈ x2H2,∞loc ([0, ε) × Rn−1). (34)
In these coordinates γ+u = 2νu+.
Remark 3.5. The second term of the expansion, of the form xν+u+ is the
leading term of the asymptotic behavior of a solution of the Klein-Gordon
equation with Dirichlet boundary conditions on an anti-de Sitter spacetime.
For this reason, we refer to γ+ as the Dirichlet trace.
3.5. The twisted Dirichlet energy form. The last part of this chapter is
devoted to the construction of a twisted Dirichlet form for the case in hand.
Recall that we are considering a Klein-Gordon operator as per Equation
(27) on a globally hyperbolic, asymptotically AdS spacetime, cf. Definition
2.4.
Consider in addition a twisting function F as per Definition 3.5 and, in
analogy to Equation (18), define the twisted differential
dF
.
= F ◦ d ◦ F−1,
whose action on smooth functions vanishing at ∂M together with all its
derivatives is
dF : C˙
∞(M)→ C˙∞(M ;T ∗M), v 7→ dF v = Fd(F−1v) = dv + vF−1dF
With these data, for every u, v ∈ L2loc(M), we define the twisted Dirichlet
form by:
E0(u, v) = −
∫
M
g(dFu, dF v)dµg, (35)
where dµg is the metric induced volume form.
Observe that, if u, v ∈ H1loc(M) and the intersection of their supports is
compact, then E0(u, v) is finite.
Remark 3.6. We can conveniently express the Klein-Gordon operator in
Equation (27) in terms of the twisted differentials:
P = −(dF )†dF + F−1P (F ), (36)
where (dF )
† is the formal adjoint of dF with respect to inner product on
L2(M ; dµg). As observed in [War13], twisted differentials can be used to
regularize the energy form in the case in which the multiplication by SF =
F−1P (F ) ∈ C∞(M˚) is a bounded operator from L2(M) to x2L2(M), where
x is the boundary function.
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In view of this remark and as in [GW18], we consider only a subset of the
twisting functions:
Definition 3.10. A twisting function F as in Definition 3.5 is called admis-
sible if SF
.
= F−1PF ∈ x2L∞(M) where P is the Klein-Gordon operator as
in Equation (27).
A first notable application of admissible twisting functions is the following:
Let ν ∈ (0, 1) and suppose that u ∈ χ∞loc(M), cf. Definition 3.9 while
v ∈ H10(M). Then the following Green’s formula holds true:∫
Pu · v dµg = E0(u, v) +
∫
SFu · v¯ dµg +
∫
γ+u · γ−v¯ dµh, (37)
where dµh is the volume form induced by h, the pull-back of g to ∂M .
Actually it is possible to extend both the realm of applicability of Equation
(37) and of the trace map γ+ as in Equation (33) as discussed in [GW18,
Lemma 4.8]:
Lemma 3.8. The map γ+ as per Equation (33) can be extended to a bounded
map
γ+ : X k(M)→Hk−νloc (∂M), ∀k ∈ R
and, if u ∈ X k(M), the Green’s formula (37) holds true for every v ∈
H1,−k0 (M).
4. Boundary value problem and b−ΨDOs
In this section we use the geometric and analytic tools introduced in
Section 2 and 3 to introduce a distinguished class of boundary conditions for
the Klein-Gordon equation, see Equation (27). Recall once more that (M,g)
refers to a globally hyperbolic, asymptotically AdS spacetime of dimension
n = dimM . Using the same nomenclature as in Subsection 3.2, we introduce
ν =
1
2
√
1 + 4m2 and ν± =
1
2
± ν, (38)
where ν± are the indicial roots. Henceforth we shall consider only the case
ν ∈ (0, 1). The case ν = 0 could be included but it would require each
time a separate analysis. For clarity purposes, we avoid considering such
extremal scenario. The values of the mass for which ν ≥ 1 are not a priori
pathological, but they are known not to require a boundary condition, see
[DF17, DDF18].
4.1. Boundary conditions and the associated Dirichlet form. In this
section, we formulate the dynamical problem, we are interested in, so that
the boundary condition is implemented by suitable Θ ∈ Ψkb (∂M). Formally,
we look for u ∈ H1loc(M) such that
Pu = 0, and γ+u = Θγ−u,
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where P is the Klein-Gordon operator as in Equation (27). Observe that,
in order for this problem to be defined in a strong sense, we also need
that Pu ∈ x2L2loc(M). Rather than focusing on this issue we give a weak
formulation. More precisely consider Θ ∈ Ψkb (∂M) and define
EΘ(u, v) = E0(u, v) +
∫
M
SFu · vdµg +
∫
∂M
Θγ−u · γ−vdµh, (39)
where u ∈ H1loc(M), while v ∈ H10(M) whereas F is an admissible twisting
function, cf. Definition 3.10, whose existence is assumed. Hence, we can
introduce PΘ : H1loc(M)→ H˙−1loc(M) by
〈PΘu, v〉 = EΘ(u, v) (40)
Observe that, on account of the regularity of γ−u, we can extend PΘ as an
operator PΘ : H1,mloc (M)→ H˙−1,mloc (M), m ∈ R [GW18].
Remark 4.1. Observe that, in this work, different pairings appear. For the
sake of the simplicity of the notation we shall always use the symbol 〈, 〉
since we reckon that the exact meaning can be understood from the context
without risk of confusion. For example, in Equation (40), the brackets 〈, 〉
indicate the pairing between H1(M) and H˙−1(M).
We report now a few microlocal estimates for the Dirichlet form, the first
being the following upper bound.
Lemma 4.1 ([GW18], Lemma 5.2). Let U ⊂M be a coordinate patch such
that U ∩ ∂M 6= ∅ and let m ≤ 0. Let A = {Ar | r ∈ (0, 1)} be a bounded
subset of Ψsb(M), s ∈ R with compact support in U , such that
Ar ∈ Ψmb (M) for each r ∈ (0, 1)
Let G1 ∈ Ψs−1/2b (M) be elliptic on WF ′b(A) ⊂ bT ∗M \ {0}, with compact
support in U , cf. Definition 3.1. Then there exist C0 > 0 and χ ∈ C∞0 (U)
such that
E0(Aru,Aru) ≤ E0(u,A∗rAru) + C0
(
‖G1u‖2H1(M)+‖χu‖2H1,m(M)
)
for every r ∈ (0, 1) and every u ∈ H1,m(M), provided that
WF
1,s−1/2
b (u) ∩WF ′b(G1) = ∅,
where WF
1,s−1/2
b (u) is built as in Definition 3.8.
At this point we can prove an estimate for the boundary value problem
associated with the pseudodifferential operator Θ ∈ Ψkb (∂M). As mentioned
in the introduction we can control two different classes
• Θ ∈ Ψkb (∂M) with k ≤ 0,
• Θ ∈ Ψkb (∂M) with 0 < k ≤ 2.
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In particular, we bound the difference between a generic positive-definite
sesquilinear pairing form Q and E0 as per Equation (35). We start from
k ≤ 0.
Lemma 4.2. Let U ⊂M be a coordinate patch such that U ∩ ∂M 6= ∅ and
let m ≤ 0. Suppose Θ ∈ Ψkb (∂M) with k ≤ 0. Let A = {Ar | r ∈ (0, 1)} be
a bounded subset of Ψsb(M), s ∈ R, with compact support in U , such that
Ar ∈ Ψmb (M) for each r ∈ (0, 1)
Let G0 ∈ Ψsb(M) be elliptic on WF ′b(A) and G1 ∈ Ψs−1/2b (M) be elliptic on
WF ′b(A), both with compact support in U , cf. Definition 3.1. In addition
let E0 and Q be respectively the twisted Dirichlet form on L2loc(M) and a
generic positive-definite sesquilinear pairing. Then there exists C0 > 0 and
χ ∈ C∞0 (U) such that
E0(Aru,Aru)− εQ(Aru,Aru) ≤
C0
(
‖χu‖2H1,m(M)+‖χPΘu‖2H˙−1,m(M)+‖G0PΘu‖2H˙−1(M)+‖G1u‖2H1(M)
)
for every r ∈ (0, 1) and every u ∈ H1,m(M), provided that the following
conditions are met:
WF−1,sb (PΘu) ∩WF ′b(G0) = ∅
WF
1,s−1/2
b (u) ∩WF ′b(G1) = ∅
Proof. We start by emphasizing that, each Θ ∈ Ψk(∂M) can be trivially
extended to the whole M by considering it as independent from the coordi-
nate x. With a slight abuse of notation, we shall use the symbol Θ in both
cases.
In order to bound
E0(Aru,Aru)− εQ(Aru,Aru), (41)
it is convenient to rewrite this expression as
E0(Aru,Aru)− E0(u,A∗rAru)+
+E0(u,A∗rAru)− EΘ(u,A∗rAru)+
+EΘ(u,A∗rAru)− εQ(Aru,Aru)
(41)
Applying Lemma 4.1, we can bound the first line of Equation (41) as
E0(Aru,Aru)− E0(u,A∗rAru) ≤ C0
(
‖G1u‖2H1(M)+‖χu‖2H1,m(M)
)
The third line can be controlled as follows: Calling f = PΘu, we can
write EΘ(u,A∗rAru) = 〈Arf,Aru〉. Using the pairing between H1(M) and
H˙−1(M),
〈Arf,Aru〉 ≤ ‖Arf‖H˙−1(M)‖Aru‖H1(M).
Since for C ≥ 1/2, ab ≤ C(a2 + b2) for any a, b ∈ R, then it holds that
‖Arf‖H˙−1(M)‖Aru‖H1(M)≤ C
(
‖Arf‖2H˙−1(M)+‖Aru‖2H1(M)
)
(42)
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Using Lemma 3.6 one obtains
‖Aru‖2H1(M)−εQ(Aru,Aru) ≤
≤ C1
(‖G0u‖H1(M)+‖χu‖H1,m(M))2 − εQ(Aru,Aru)
where G0 ∈ Ψsb(M). Applying again the inequality ab ≤ C(a2 + b2), the
second term in Equation (42) is bounded by
‖Aru‖2H1(M)≤ C
(
‖G0u‖2H1(M)+‖χu‖2H1,m(M)
)
− εQ(Aru,Aru), (43)
where G0 ∈ Ψsb(M). We estimate the first term of (42) using an analogue
procedure, this time with the help of Lemma 3.5:
‖Arf‖H˙−1(M)≤ C2
(
‖χf‖H˙−1(M)+‖G0u‖H˙−1,m(M)
)
, (44)
where G0 ∈ Ψsb(M). Combining Equations (43) and (44), we obtain the
bound
|〈Arf,Aru〉|≤ εQ(Aru,Aru)+
+ C
(
‖G0u‖2H1(M)+‖χu‖2H1,m(M)+‖χf‖H˙−1(M)+‖G0u‖H˙−1,m(M)
) (45)
At last, we control the second line in Equation (41).
EΘ(u,A∗rAru)− E0(u,A∗rAru) =
= 〈x−2SFu,A∗rAru〉+ 〈Θγ−u, γ−(A∗rAru)〉∂M (46)
Using that SF ∈ x2C∞(M), cf. Definition 3.10, it holds
〈x−2SFu,A∗rAru〉 =
∫
U
x−2SFuA∗rAru x
2dµg ≤
≤ max
x∈π1◦supp(Ar)
∣∣∣x−2SF ∣∣∣ · |〈u,A∗rAru〉|.
In order to control 〈u,A∗rAru〉 = ‖Aru‖2L2(M), we use the same algebraic
trick as above. On account of Lemma 3.6, it holds
|〈x−2SFu,A∗rAru〉|≤ C0
(
‖χu‖2H1,m(M)+‖G1u‖2H1(M)
)
.
At last, we focus on the boundary term 〈Θγ−u, γ−(A∗rAru)〉|∂M . We recall
that for every B ∈ Ψmb (M), it holds
γ−(Bu) =
(
x−ν−Bu
)∣∣
∂M
= N̂(B)(−iν−)(γ−u),
where N̂(B) is the indicial family as per Equation (11). Extending Θ as
explained at the beginning of the proof, we can write Θf = N̂(Θ)(−iν−)f
for every f ∈ Dom(Θ) ∩ L2(∂M). We also note that, using Equation (12),
it holds
N̂(A∗rAr)(−iν−) = N̂(A˜r)(−iν−)∗N̂(Ar)(−iν−)
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where A˜r = x
2ν−Arx
−2ν− and where the adjoint is computed with respect
to the L2-paring induced by the metric h on ∂M , cf. Definition 2.4. Using
these data, we can rewrite the boundary term as
〈Θγ−u, γ−(A∗rAru)〉∂M = 〈N̂∗(A˜rΘ)(−iν−)γ−u, N̂(Ar)(−iν−)γ−u〉∂M =
= 〈γ−(A˜rΘ)u, γ−(Aru)〉∂M = 〈γ−(ΘA˜ru+ [A˜r,Θ]u), γ−Aru〉∂M
Using Chauchy-Schwartz inequality and Lemma 3.1 it holds
|〈γ−ΘA˜ru, γ−Aru〉∂M |≤ C1‖ΘA˜ru‖L2(M)+C2‖Aru‖2L2(M),
where C1 and C2 are suitable constants. If Θ ∈ Ψkb (∂M) with k ≤ 0 it holds
‖ΘA˜ru‖2L2(M)≤ ‖ΘA˜ru‖2H1(M)≤ ‖χA˜ru‖2H1(M)
Thus, proceeding as in the previous case, using Lemma 3.1 we arrive at
the same estimate for |〈Θγ−u, γ−(A∗rAru)〉|∂M |. Combining all the bounds
together with Equation (41), we obtain the sought thesis. 
Now we focus on the case where Θ ∈ Ψkb (∂M) with 0 < k ≤ 2. As in
Lemma 4.2 we extend Θ trivially to the whole M by considering it indepen-
dent from the coordinate x. In addition we observe that each Θ identifies
per duality a map from H1loc(M) to H˙−1loc(M).
Lemma 4.3. Let U ⊂M be a coordinate patch such that U ∩ ∂M 6= ∅ and
let m ≤ 0. Let Θ ∈ Ψkb (∂M) with 0 < k ≤ 2 and let A = {Ar | r ∈ (0, 1)}
be a bounded subset of Ψsb(M), s ∈ R, with compact support in U , such that
Ar ∈ Ψmb (M) for each r ∈ (0, 1)
Let G0 ∈ Ψsb(M) and G1 ∈ Ψs−1/2b (M) be elliptic on WF ′b(A), both with
compact support in U . Then there exists C0 > 0 and χ ∈ C∞0 (U) such that
E0(Aru,Aru)− εQ(Aru,Aru) ≤ C0
(
‖χu‖2H1,m(M)+‖χPΘu‖2H˙−1,m(M)+
+ ‖G0PΘu‖2H˙−1(M)+‖G0Θu‖2H˙−1(M)+‖χΘu‖2H˙−1,m(M)+‖G1u‖2H1(M)
)
for every r ∈ (0, 1) and every u ∈ H1,mloc (M), provided that the following
conditions are met:
WF−1,sb (PΘu) ∩WF ′b(G0) = ∅
WF−1,sb (Θu) ∩WF ′b(G0) = ∅
WF
1,s−1/2
b (u) ∩WF ′b(G1) = ∅
Proof. The proof is analogous to that of Lemma (4.2), hence we do not enter
into the details. We point out that the only key difference is the estimate
of the boundary term 〈Θγ−u, γ−(A∗rAru)〉|∂M . This time, thanks to the
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inclusions H1loc(M) ⊂ L2loc(M) ⊂ H˙−1loc(M) we can control the boundary
term as
〈γ−(A˜rΘ)u, γ−(Aru)〉|∂M≤ C0
(
‖A˜rΘu‖L2(M)+‖Aru‖2L2(M)
)
≤ C1
(
‖A˜rΘu‖H˙−1(M)+‖Aru‖2L2(M)
)
≤ C
(
‖χu‖2H1,m(M)+‖G1u‖2H1(M)+‖G0Θu‖2H˙−1(M)+‖χΘu‖2H˙−1,m(M)
) (47)

Remark 4.2. Using that, for ǫ > 0, Ψmb (M) ⊂ Ψm+εb (M), the previous results
holds true also for G1 ∈ Ψs−1/2b (M), similarly to what happens in [GW18].
Remark 4.3. Observe that, if we would have allowed k to be larger than
2, we would haven not been able to prove in general a result similar to
Lemma 4.3. For this reason we have discarded such scenario. We stress
that, at the level of applications, this is a mild constraint since, to the best
of our knowledge, interesting examples of boundary conditions, such as the
Robin ones discussed in [GW18] or those of Wentzell type, see [Za15] are all
included in the regime k ≤ 2.
5. Propagation of singularities
In this section we present the main result of this work, namely we de-
rive a theorem of propagation of singularities for the Klein-Gordon operator
with boundary conditions ruled by Θ ∈ Ψkb (∂M), k ≤ 2, as discussed in
Subsection 4.1.
5.1. The compressed characteristic set. We start from a detailed anal-
ysis of the characteristic set of the principal symbol of the Klein-Gordon
operator for the case in hand. We recall that the principal symbol of x−2P ,
see Equation (27) is p̂
.
= ĝ(X,X), where X ∈ Γ(T ∗M). The associated
characteristic set is
N = {(q, kq) ∈ T ∗M \ {0} | ĝij(kq)i(kq)j = 0} , (48)
while the compressed characteristic set is
N˙ = π[N ] ⊂ bT˙ (M), (49)
where π is the projection map from T ∗M to the compressed cotangent bun-
dle, cf. Equation (3). We equip N˙ with the subspace topology inherited
from bT ∗M . In addition, it is convenient to individuate in the compressed
b-cotangent bundle the following three conic subsets:
• The elliptic region
E(M) = {q ∈ bT˙ ∗M \ {0} : π−1(q) ∩ N = ∅}, (50)
where π : T ∗M → bT˙ ∗M .
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• The glancing region
G(M) = {q ∈ bT˙ ∗M \ {0} : Card(π−1(q) ∩ N ) = 1}, (51)
where Card refers to the cardinality of a set.
• The hyperbolic region
H(M) = {q ∈ bT˙ ∗M \ {0} : Card(π−1(q) ∩ N ) = 2}. (52)
Remark 5.1. Consider now q˜ ∈ bT ∗∂M such that q˜ = (0, yi, 0, ηi), i =
1, . . . , n − 1, where we used the same coordinates introduced in Section 2.
It descends that π−1(q˜) = (0, yi, ξ, ηi) where (ξ, ηi) ∈ T ∗(0,yi)M which entails
that π1−(q˜) ≃ R. Considering Equation (48) together with Equation (5),
we can infer that π−1(q˜) ∩ N corresponds to solving the algebraic equation
ξ2 + hijηiηj = 0. This entails that a point q˜ ∈ bT ∗M lies in H when
hijηiηj < 0, in G when hijηiηj = 0 and in E when hijηiηj > 0.
Definition 5.1. Let I ⊂ R be an interval. A continuous map γ : I → N˙ is
a generalized broken bicharacteristic (GBB) if for every s0 ∈ I the following
conditions hold:
a) If q0 = γ(s0) ∈ G, then for every ω ∈ Γ∞(bT ∗M),
d
ds
(ω ◦ γ) = {p̂, π∗ω}(η0) (53)
where η0 ∈ N is the unique point for which π(η0) = q0, while π :
T ∗M → bT ∗M and {, } are the Poisson brackets on T ∗M .
b) If q0 = γ(s0) ∈ H, then there exists ε > 0 such that 0 < |s − s0|< ε
implies x(γ(s)) 6= 0, where x is the global boundary function, cf.
Definition 2.4.
Remark 5.2. Observe that, since γ ∈ C0(I; N˙ ) the component of the co-
vector tangent to the boundary is conserved. The first condition tells us
heuristically that in the glancing region, GGBs are integral curves of the
Hamilton vector field associated with the principal symbol p̂. The second
condition implies instead that, at hyperbolic points, GBBs reflect instan-
taneously. Hence, a GBB coming from M˚ propagates along the boundary
only at glancing points.
In the following, we outline a few distinguished properties of GBBs. The
next lemma summarizes results from both [Leb97] and [Vas08].
Lemma 5.1. Let RK [a, b] be the space of the generalized broken bicharac-
teristics γ : [a, b] → K where K ⊂ N˙ is compact. Let γn be a sequence in
RK [a, b] converging uniformly to a curve γ. Then γ : [a, b]→ K is a gener-
alized broken bicharacteristic. In addition, if RK [a, b] is not empty, then it
is compact in the uniform topology.
To conclude this subsection, we focus our attention on the boundary ∂M .
Let us consider once more a chart U ⊂M such that U ∩∂M 6= ∅. Following
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the conventions explained in Section 2 we consider on T ∗UM coordinates
(x, yi, ξ, ηi), i = 1, . . . , n − 1, where we identify the time coordinate with
yn−1, while ηn−1 is the associated dual coordinate. With these premises
the following lemma holds true. Observe that the proof is identical to that
of [GW18, Lemma 6.2] with the due exception that we have to take into
account the specific form of the metric on ∂M , cf. Remark 2.1. Yet since
the function β is bounded and strictly positive on U , it plays no specific
role.
Lemma 5.2. If q0 ∈ bT ∗UM \ {0}, there exists a conic neighborhood V of q0
in which one of the following facts is true:
1) If q0 ∈ bT˙ ∗M , there exists ε > 0 such that σ2 < ε2(βη2n−1 + κijηiηj)
and κijηiηj > βη
2
n−1.
2) If q0 6∈ bT˙ ∗M , there exists C > 0 such that |ηn−1|< C|σ|
Remark 5.3. For simplicity, in the following we shall work with pseudodiffer-
ential operators whose compact support is contained in a fixed local chart.
However, our results are also valid in the general case in which the support is
not contained in one coordinate patch, using a partition of unity argument.
5.2. Estimates in the elliptic region. In this part of the section we start
the analysis aimed at deriving suitable microlocal estimates which will be
necessary to prove a propagation of singularity theorem. The analysis will
be divided in three parts, one for each of the regions individuated above. In
each case we discuss separately the scenarios in which Θ ∈ Ψkb (∂M) with
0 < k ≤ 2 or with k ≤ 0. In addition, we assume implicitly that we are
always considering the trivial extension of Θ to M , i.e. constant in the
coordinate x.
As the title of the subsection suggests, we start from E(M) as in Equation
(50). As above, we consider a coordinate neighbourhood U ⊂ M and we
indicate with T ∗UM
.
= T ∗M |U and bT ∗UM .= bT ∗M |U . In addition, using the
same coordinates discussed in Section 2, in full analogy to Equation (15)
and (16), we introduce the operators
Q0 = F∇xF−1, Qi = F∇iF−1, i = 1, . . . , n− 1 (54)
where F is an admissible twisting function, cf. Definition 3.5 and Definition
3.10. Recalling Definition 3.8 it holds,
Proposition 5.1 (microlocal elliptic regularity). Let u ∈ H1,mloc (M) for m ≤
0 and let q0 ∈ bT ∗UM . If s ∈ R ∪ {+∞} and if Θ ∈ Ψkb (∂M) with 0 < k ≤ 2,
then q0 ∈WF 1,sb (u) \
(
WF−1,sb (PΘu) ∪WF−1,sb (Θu)
)
entails q0 ∈ N˙ .
Proof. We follow the strategy of [GW18, Th. 3] with the due difference that
we need to control the contribution due to Θ. Hence we proceed by induction
with respect to s, proving that q 6∈ WF 1,s+1/2b (u) and q 6∈ WF−1,sb (PΘu) ∪
WF−1,sb (Θu) entails q 6∈WF 1,sb (u).
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The statement holds true for s ≤ m+1/2 since u ∈ Hk,m(M). To proceed
in the inductive procedure, observe that, since we want to study properties
of the wavefront set at a point q0 ∈ bT ∗UM it is convenient to evaluate
the energy form, cf. Equation (35) with the arguments replaced by Au,
with A ∈ Ψsb(M) elliptic at q0 and with compact support in U ∩ {x < δ}
where δ > 0. To control such energy form we consider a family {Jr ∈
Ψm−s−1b (M) | r ∈ (0, 1)}, bounded in Ψ0b(M) converging to the identity in
Ψ1b(M) as r → 0. We approximate A using the family A = {Ar = JrA}. As
shown in [Vas10], it holds
E0(Aru,Aru) ≥ ‖Q0Aru‖2+
+(1− Cδ)〈κijQiAru,QjAru〉,−(1 +Cδ)‖β
1
2Qn−1Aru‖2,
(55)
where κij and β are the components of the metric as in Theorem 2.1, while
C is a positive constant. In addition we have adopted the convention that
yn−1 corresponds to the time coordinate τ on the boundary, see Remark
2.1 while ηn−1 is the associated momenta on the b-cotangent bundle. It is
convenient to distinguish two cases, corresponding to those of Lemma 5.2
First, let us assume that q ∈ bT˙ ∗M . We can rewrite the last two terms of
Equation (55) as
〈[(1− Cδ)κijQ∗iQj − (1 + Cδ)βQ∗n−1Qn−1]Aru,Aru〉+
+〈((1−Cδ) (Q∗jκij)Qi − (1 + Cδ) (Q∗n−1β)Qn−1)Aru,Aru〉 (56)
Now we focus on the operator (1−Cδ)κijQ∗iQj−(1+Cδ)βQ∗n−1Qn−1, whose
symbol (1 − Cδ)κijηiηj − (1 + Cδ)βη2n−1 is of order 2. Since, whenever
q ∈ bT˙ ∗M , it holds κijηiηj > (1 + ε)βη2n−1, cf. Lemma 5.2,
(1−Cδ)κijηiηj − (1 + Cδ)βη2n−1 =
(1− Cδ)(κijηiηj − βη2n−1)− 2Cδβη2n−1 >
(
ε(1− Cδ)− 2Cδ
)
βη2n−1
Then, for C and δ small enough, it holds:
(1− Cδ)κijηiηj − (1 + Cδ)βη2n−1 >
ε
2
βη2n−1
This inequality yields that (1−Cδ)κijηiηj− (1+Cδ)βη2n−1 is a positive and
elliptic symbol at q. Therefore, we can take an approximate square root
R ∈ Ψ1b(M) of the operator (1−Cδ)κijQ∗iQj− (1+Cδ)βQ∗n−1Qn−1, namely
a pseudodifferential operator with principal symbol given by σb,1(R) = (1−
Cδ)κijηiηj − (1 + Cδ)βη2n−1 and such that
R2 = (1− Cδ)κijQ∗iQj − (1 + Cδ)βQ∗n−1Qn−1 + S,
with S ∈ Ψ−∞b (M). To summarize, we can recast
(1− Cδ)〈κijQiAru,QjAru〉 − (1 + Cδ)‖β
1
2Qn−1Aru‖2
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as
〈RAru,RAru〉+ 〈TAru,Aru〉 (57)
with T = S + (1 − Cδ) (Q∗i κij)Qj − (1 + Cδ) (Q∗n−1β)Qn−1 ∈ Ψ1b(M).
Since T ∈ Ψ1b(M) it descends that |〈TAru,Aru〉| is uniformly bounded for
r ∈ (0, 1). Let Λ+ ∈ Ψ1/2b (M) be an elliptic pseudodifferential operator
and let Λ− ∈ Ψ−1/2b (M) be a parametrix. Then I = Λ−Λ+ + E, with
E ∈ Ψ−∞b (M) and we can write:
〈TAru, IAru〉 = 〈Λ∗−TAru,Λ+Aru〉+ 〈TAru,EAru〉 (58)
By Cauchy-Schwartz and triangular inequalities, it descends
|〈TAru, IAru〉|2≤ ‖Λ∗−TAru‖·‖Λ+Aru‖+‖TAru‖·‖EAru‖ (59)
Thanks to Lemma 3.6 and to the hypotheses on u and on the family {Ar},
all norms on the right hand side are uniformly bounded for r ∈ (0, 1). In
particular it holds
|〈TAru, IAru〉|2≤ C
(
‖G1u‖2H1(M)+‖G2u‖2H1(M)+‖χu‖2H1,m(M)
)
(60)
where G1 ∈ Ψs−1/2b (M) is such that WF ′(Λ∗−TAr)∪WF ′(Λ+Ar) ⊂ ellb(G1)
and G2 ∈ Ψs−1b (X) is such that WF ′(TAr) ⊂ ellb(G2). Therefore from
Equation (55) one obtains
0 ≤ (1− Cδ)‖Q0Aru‖2L2(M)+‖RA‖2L2(M)≤ E0(Aru,Aru)− 〈TAru,Aru〉
(61)
Note that the Dirichlet form E0(Aru,Aru) is uniformly bounded for r → 0
thanks to Lemma 4.3. Thus, we can draw the same conclusion for (1 −
Cδ)‖Q0Aru‖2L2(M)+‖RA‖2L2(M). Hence one can find subsequences Arku,
Q0Arku and RArku, weakly convergent in L2(M) and such that rk → 0
as k → ∞. Since they converge to Au, Q0Au and RAu in D′(M), in par-
ticular the weak limits lie in L2(K) with K a compact subset of M such
that K ∩ (U ∩ {x < δ}) 6= ∅. This entails that Au ∈ H1(K), and hence that
q 6∈WF 1,sb (u).
As for the second case of Lemma 5.2, first we note that for u supported
in {x < δ}, the following relation holds true
‖Q0u‖2L2(M)≥ δ−2‖xQ0u‖2L2(M)
Hence it holds
E0(Aru,Aru) ≥ δ−2〈xQ0Aru, xQ0Aru〉+
〈[(1− Cδ)κijQiQj − (1 + Cδ)βQ2n−1]Aru,Aru〉+ 〈TAru,Aru〉,
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where T accounts for lower order terms. We can rewrite the right hand side
as
〈[δ−2(xQ0)∗(xQ0)− (1 + Cδβ)Q2yn−1 ]Aru,Aru〉+
〈(1− Cδ)(κ)ijQiQjAru,Aru〉+ 〈TAru,Aru〉
(62)
The operator δ−2(xQ0)
∗(xQ0)− (1+Cδ)βQ2n−1 has symbol ζ2/(2δ2)− (1+
Cδ)βη2n−1, that is elliptic near V since, on account of Lemma 5.2, there must
exist a constant c such that
ζ2
2δ2
− (1 + Cδ)βη2n−1 > cβη2n−1
Hence, we can define, modulo lower order terms, its square root as a pseu-
dodifferential operator and then we proceed exactly like in the previous
case. 
If we consider Θ ∈ Ψkb (∂M) with k ≤ 0, we can prove a statement similar
to the preceding one using Lemma 4.2 instead of Lemma 4.3. For this reason
we omit to give a detailed proof and we limit ourselves to reporting the final
statement:
Proposition 5.2 (microlocal elliptic regularity). Let u ∈ H1,mloc (M) for some
m ≤ 0 and let q0 ∈ bT ∗UM . If s ∈ R∪{+∞} and if Θ ∈ Ψkb (∂M) with k ≤ 0,
then WF 1,sb (u) \ N˙ ⊆WF−1,sb (PΘu).
5.3. Estimates in the hyperbolic region. We focus our attention on
the hyperbolic region G(M) introduced in Equation (52), deriving suitable
microlocal estimates which will be used in the proof of a propagation of
singularity theorem. In comparison to the previous case, we adopt a different
strategy mainly based on a positive commutator argument.
As a preliminary step we observe that if u ∈ H1,mloc (M) and if A ∈ Ψ0b(M)
with principal symbol σb,0(A) = a has compact support, then a direct com-
putation yields
2iImE0(u,A∗Au) = 〈ĝijQju, [Qi, A∗A]u〉 − 〈[ĝijQj, A∗A]u,Qiu〉+
+〈Q0u, [Q0, A∗A]u〉 − 〈[Q0, A∗A]u,Q0u〉+ 〈[QiĝijQj, A∗A]u, u〉, (63)
where the operators Qi, i = 0, . . . , n − 1 are defined as in Equation (54).
For future convenience, it is useful to compute explicitly the commutators
in the first two terms in the second line, getting:
〈Q0u, [Q0, A∗A]u〉 − 〈[Q0, A∗A]u,Q0u〉 =
= 〈Q0u,Q0A1u〉 − 〈Q0A1u, u〉++〈Q0u,A0u〉 − 〈A0u,Q0u〉, (64)
where A0 ∈ Ψ0b(M), A1 ∈ Ψ−1b (M) have as principal symbol respectively
a0 = −i∂xa2 and a1 = −i∂ζa2.
We focus on proving the desired information on the wavefront sets in the
hyperbolic regions. We divide the analysis in two parts depending whether
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Θ ∈ Ψkb (∂M) with k ≤ 0 or with 0 < k ≤ 2. In the following we con-
sider implicitly the trivial extension of Θ to the whole M employing with
a slight abuse of notation the same symbol. Furthermore we shall use the
same coordinates introduced in Section 2 with the implicit convention that
yn−1 coincides with τ , cf. Theorem 2.1 and Remark 2.1 while ηn−1 is the
associated momentum on the b-cotangent bundle.
Proposition 5.3. Let Θ ∈ Ψkb (M) with 0 < k ≤ 2. Let u ∈ H1,mloc (M)
with m ≤ 0 and suppose that q0 6∈ WF−1,s+1b (PΘu) ∪WF−1,s+1b (Θu). If
there exists a conic neighborhood W ⊂ T ∗M \{0} of q0 such that W ∩{ζ <
0} ∩WF 1,sb (u) = ∅ then q0 6∈WF 1,sb (u)
Proposition 5.4. Let Θ ∈ Ψkb (M) for some k ≤ 0. Let u ∈ H1,mloc (M) for
some m ≤ 0 and suppose that q0 6∈ WF−1,s+1b (PΘu) ∪WF−1,s+1b (Θu). If
there exists a conic neighborhoodW ⊂ bT ∗M \{0} of q0 such that W ∩{ζ <
0} ∩WF 1,sb (u) = ∅ then q0 6∈WF 1,sb (u).
The proof of both Proposition 5.3 and 5.4 is similar to that of Proposition
5.1 and 5.2 respectively, the main difference consisting in replacing Lemma
4.2 and 4.3 with suitable counterparts tied to the hyperbolic region. For
this reason, first we discuss these counterparts postponing the proof to the
end of the section.
Remark 5.4. Let Θ ∈ Ψkb (M) for some 0 < k ≤ 2 and let Z ⊂ W with
q0 ∈ Z. Since q0 6∈ WF−1,s+1b (PΘu) ∪WF−1,s+1b (Θu), if Z is small enough
then, by the elliptic regularity theorem, cf. Prop. 5.1,(
WF−1,s+1b (PΘu) ∪WF−1,s+1b (Θu)
)
∩ Z = ∅.
Hence we can conclude that Z ∩WF 1,sb (u) ⊂ N˙ . In particular, this fact
means that on the set Z ∩ {ζ < 0} ∩WF 1,sb (u) it holds x 6= 0 and a point
q0 ∈WF 1,sb (u) can be seen as a limit of points in the wavefront set, each of
which does not lie on the boundary. An analogous statement holds true for
the case in which k ≤ 0.
Let U be a coordinate patch such that U ∩ ∂M 6= ∅ and let q0 ∈ H(M)∩
bT ∗UM . Following [Vas08] the first step consists of introducing the smooth
scalar function on bT ∗M , µ = −ζ = −xξ which enjoys the notable properties
that it is homogeneous of degree 0 and that, in a neighborhood of q0, the
sign of Hp̂ (π
∗µ) does not change. Here Hp̂ is the Hamiltonian vector field
associated to the principal symbol p̂ of x−2P .
If we consider the b-cosphere bundle bS∗M as per Equation (4) together
with the associated coordinates on bS∗UM
.
= bS∗M |U , we can introduce the
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function ω̂ : bS∗UM → R
ω̂(q) = |x(q)|2+
n−2∑
i=1
|yi(q)− yi(q0)|2+|ζ̂(q)− ζ̂(q0)|2+
n−2∑
i=1
|η̂i(q)− η̂i(q0)
∣∣∣2,
(65)
which induces in turn a function ω : bT ∗UM \ {0} → R defined as ω = ω̂ ◦ πS
where πS :
bT ∗M \{0} → bS∗M is the natural projection map implementing
the quotient in Equation (4). Observe that, for the sake of simplicity of the
notation, we have refrained from indicating that ω̂ depends explicitly from
the choice of q0. In addition, on a conic neighborhood of q0, consider the
homogeneous smooth function φ
φ = µ+
1
λ2δ
ω (66)
where λ and δ are positive parameters. By construction φ can be read as
a π-invariant function on T ∗M \ {0} and, to localize it near q0, consider
χ0, χ1,∈ C∞(R) such that
χ1(s) =
{
0 if s ∈ (−∞, 0)
1 if s ∈ [1,∞) ,
while the derivative χ′1 is positive on (0, 1). At the same time
χ0(s) =
{
0 if s ≤ 0
exp
(−s−1) if s > 0 (67)
Consider now
a
.
= χ0(2− φ/δ)χ1(ζˆ/δ + 2), (68)
which is a smooth homogeneous function of degree zero in a conic neighbor-
hood of q0. On account of the properties of χ0 and of χ1 it holds that
ω ≤ λ2δ(2δ − η) ≤ 4δ2λ2 and |ζ̂|≤ 2δ.
This entails that, for any λ > 0 and for δ > 0 small enough, f has
support inside a conic neighborhood of q0. At last, we also localize in a
conic neighborhood of q0 with compact closure and such that ĝ
abkakb > 0
where ka = (ζ, ηi), i = 1, . . . , n − 1 are coordinates on the fiber of the b-
cotangent bundle . Let V0 be a set satisfying these properties and consider
a function ψ0 ∈ C∞0 (bS∗M) such that ψ0 = 1 on V0 and whose support lies
in a small neighborhood of V0.
Now we can choose a family of pseudodifferential operators for regular-
ization purposes. Let {Jr|r ∈ (0, 1)} be a family of ΨDOs in Ψs+k+1/2b (M)
such that Jr ∈ Ψmb (M) for r ∈ (0, 1) and whose principal symbol is jr =
ψ0ρ
s+1/2(1 + rρ)m−s−1/2. By construction Jr is elliptic in V0. We build a
family of regulators
Ar = AJr (69)
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with A ∈ Ψ0b(M) with principal symbol a as in (68). Note that since
A ∈ Ψ0b(M), Ar is bounded in Ψs+1/2b (M). We report now a notable re-
sult [GW18, Lemma 6.7]
Lemma 5.3. Let G ∈ Ψkb (M). Given λ > 0 there exists δ0 > 0 such that
for each δ ∈ (0, δ0)
i[A∗rAr, G] = B
∗
rDrBr + Fr + Tr (70)
where
• Br ∈ Ψs+1b (M), r ∈ (0, 1), has principal symbol br = jrb with
b = ρ−1/2δ−1/2[χ′0(2− φ/δ)χ0(2− φ/δ)]1/2χ1(2 + ζ/δ),
• Dr ∈ Ψk−2b (M), r ∈ (0, 1) and its principal symbol dr satisfies
ρ2−k|(dr)| ≤ C0(λδ + δ + λ−1),
for some positive real constant C0.
• Tr ∈ Ψ2s+k−1(M), r ∈ (0, 1), is such that:
WF ′b(T ) ⊂ {|ζ̂|≤ 2δ, ω1/2 ≤ 2λδ}
where T = {Tr|r ∈ (0, 1)}.
• Fr ∈ Ψ2s+k(M), r ∈ (0, 1), is such that
WF ′b(F) ⊂ {−2δ ≤ ζ̂ ≤ −δ, ω1/2 ≤ 2λδ},
where F = {Fr | r ∈ (0, 1)} is bounded in Ψ2s+kb (M).
As mentioned at the beginning of this section, we seek Q ∈ Ψsb(M) such
that the norm of QAru is bounded in L2(M). This can be individuated
as follows. Starting from Proposition 5.3 we observe that ImE0(u,A∗rAru)
contains a term of the form
〈Q0u, iQ0A1,ru〉.
Focusing on a1,r = −i∂σa2r, the principal symbol of A1,r, a straightforward
computation shows that
iA1,r = B˜
∗
r B˜r + Fr + Tr,=⇒ a1,r = b˜2r + fr + tr,
where b˜r = ρ
−1br = jrb is a symbol of order m − 1/2 which arises when
we differentiate χ0, with {Br} being a bounded family in Ψsb(M). The
principal symbols {fr} are associated instead to the bounded family {Fr}
in Ψsb(M) which originates from the derivatives of χ1 while tr are principal
symbols associated to the bounded family {Tr} in Ψ2s−1b (M), that includes
the contribution by lower order terms.
We choose the sought operator Q as B˜r. In order to prove that QAru
is bounded in L2(M) we analyze separately the usual two cases. We start
from a boundary condition implemented by Θ ∈ Ψkb (∂M) with k ≤ 0. In
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this case we can use [GW18, Lemma 6.8] with the due exception that one
needs to replace in the proof Lemma 5.3 from [GW18] with Lemma 4.2.
Lemma 5.4. There exist C1, c, λ, δ0 > 0, a cutoff χ ∈ C∞0 (M) and a com-
pactly supported operator G2 ∈ Ψsb(M) with
WF ′b(G2) ⊂W ∩ { ζ < 0} = ∅,
such that
c‖B˜ru‖2≤ −2ImE0(u,A∗rAru) + C
(
‖G0u‖2H1(M)+‖G1u‖2H1(M)+
+‖G2u‖2H1(M)+‖G0PΘu‖2H˙−1(M)+‖χu‖2H1,m(M)+‖χPΘu‖2H˙−1,m(M)
)
.
(71)
In the case where Θ ∈ Ψkb (∂M), with 0 < k ≤ 2, we can exploit Lemma
4.3 in place of Lemma 4.2 to obtain the estimate
c‖B˜ru‖2≤ −2ImE0(u,A∗rAru) + C
(
‖G0u‖2H1(M)+‖G1u‖2H1(M)+
+‖G2u‖2H1(M)+‖G0PΘu‖2H−1(M)+‖χu‖2H1,m(M)+‖χPΘu‖2H−1,m(M)+
+‖χΘu‖2H−1,m(M)+‖G0Θu‖2H−1(M)
)
.
(72)
At last we give a bound for ImE0(u,A∗rAru). As above we divide the
analysis in two cases, starting from a boundary condition implemented by
Θ ∈ Ψkb (∂M), with 0 < k ≤ 2.
Lemma 5.5. Given ε > 0, there exists λ > 0 and δ0 > 0 such that
ImE0(u,A∗rAru) ≤
ε‖B˜ru‖2H1(M)+C
(
‖G2u‖2H1(M)+‖G0PΘu‖2H˙−1(M)+‖G0Θu‖2H˙−1(M)+
+‖G1u‖2H1(M)+‖χu‖2H1,m(M)+‖χPΘu‖2H˙−1,m(M)+‖χΘu‖2H˙−1,m(M)
)
,
for every δ ∈ (0, δ0).
Proof. Let Λ−1/2 ∈ Ψ−1/2b (M) be an elliptic pseudodifferential operator.
Then, there exists Λ1/2 ∈ Ψ1/2b (M) such that Λ1/2Λ−1/2 = I + R with
R ∈ Ψ−1b (M). In order to account for the boundary conditions, we boundEΘ(u,A∗rAru).
|EΘ(u,A∗rAru)| =|〈ArPΘu,Aru〉| = |〈ArPΘu,
(
Λ1/2Λ−1/2 +R
)
Aru〉|
≤|〈ArPΘu,Λ1/2Λ−1/2Aru〉|+ |〈ArPΘu,RAru〉|.
(73)
We can control the first term similarly to the proof of Lemma 4.2:
|〈ArPΘu,Λ1/2Λ−1/2Aru〉| ≤ C
(
‖Λ1/2A∗rPΘu‖2H˙−1(M)+‖Λ−1/2Aru‖2H1(M)
)
≤ C
(
‖G0f‖2H˙−1(M)+‖χf‖2H˙−1,m(M)+‖G1u‖2H1(M)+‖χu‖2H1,m(M)
)
, (74)
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where G0 ∈ Ψs+1b (M) while G1 ∈ Ψsb(M). Focusing on the second term of
Equation (73), we get
|〈ArPΘu,RAru〉| ≤
(
‖G0f‖2H˙−1(M)+‖χf‖2H˙−1,m(M)+
‖G1u‖2H1(M)+‖χu‖2H1,m(M)
)
.
(75)
The next step consists of finding a bound for
|ImEΘ(u,A∗rAru)− ImE0(u,A∗rAru)|.
A direct inspection of Equation (39) and of Equation (35) unveils that this
last difference consists of two terms. The first is
〈Arx−2SFu,Aru〉 − 〈Aru,Arx−2SFu〉, (76)
which can be rewritten as
〈A∗r [Ar, x−2SF ]u, u〉 − 〈u,A∗r [Ar, x−2SF ]u〉. (77)
Observing that A∗r [Ar, x
−2SF ] is uniformly bounded in Ψ
2s
b (M), we find that
|Im〈x−2SFu,A∗rAru〉|≤ C
(
‖G1u‖2H1(M)+‖χu‖2H1,m(M)
)
. (78)
The second term is instead
2Im〈Θγ−u, γ−(A∗rAru)〉∂M ,
which can be rewritten in the form
〈Θγ−u, γ−(A∗rAru)〉∂M − 〈γ−(A∗rAru),Θγ−u〉∂M . (79)
Proceeding as in the first bound of the proof and using the properties of
the indicial operator as in Lemma 4.2, we can write, modulo lower order
terms
|〈Θγ−u, γ−(A∗rAru)〉∂X − 〈γ−(A∗rAru),Θγ−u〉∂M |≤
≤ 2|〈Θγ−u, γ−(A∗rΛ1/2Λ−1/2Aru)〉∂M |≤
≤ ε‖B˜ru‖2H1(M)+C
(
‖G0Θu‖2H˙−1(M)+‖χΘu‖2H˙−1,m(M)+‖G1u‖2H1(M)
)
.
(80)
Collecting all estimates, we obtain the sought result. 
We focus on the case where Θ ∈ Ψkb (∂M) with 0 < k ≤ 2.
Lemma 5.6. Given ε > 0, there exists λ > 0 and δ0 > 0 such that
ImEΘ(u,A∗rAru) ≤ ε‖B˜ru‖2H1(M)+C
(
‖G2u‖2H1(M)+‖G0PΘu‖2H˙−1(M)+
+‖G1u‖2H1(M)+‖χu‖2H1,m(M)+‖χPΘu‖2H˙−1,m(M)
)
,
for every δ ∈ (0, δ0).
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Proof. The first part of the proof is identical to that of Lemma 5.5. The
difference lies in the estimates for the boundary terms, cf. Equation (79).
This time, using the properties of the indicial family, cf. Equation (11), we
can rewrite the relevant terms as
〈N̂(A˜∗rA˜rΘ)(−iν−)γ−u, γ−u〉∂M − 〈N̂(ΘA˜∗rAr)(−iν−)γ−u, γ−u〉∂M =
= 〈N̂ [A˜∗rA˜r,Θ](−iν−)γ−u, γ−u〉∂M
where A˜r = x
2ν−Arx
−2ν− . Note that Ar and A˜r have the same principal
symbol, hence we can write A˜∗r = Ar +Nr, with Nr containing lower order
terms. Hence:
[A˜∗rA˜r,Θ] = [A
∗
rAr,Θ] + [N
∗
rAr +A
∗
rNr +N
∗
rNr,Θ] =
= [A∗rAr,Θ] + A˜
∗
rA˜r −A∗rAr,
which yields
〈[A˜∗rA˜r,Θ]γ−u, γ−u〉∂M =
= 〈γ−([A∗rAr,Θ]u), γ−u〉∂M + 〈Θγ−(A˜∗rA˜r −A∗rAr)u], γ−u〉∂M . (81)
We use Lemma 5.3 to control the first term writing [A∗rAr,Θ] = B˜
∗
r D˜rB˜r+Tr
with D˜r ∈ Ψkb (M) and Tr ∈ Ψ2s+k−1b (M). Observe that D˜r is related to
Dr ∈ Ψk−2b (M) as in Lemma 5.3 since their respective principal symbols
dr and d˜r are connected via the identity d˜r = ρ
2dr where ρ = |ηn−1| as in
Section 2. Hence
〈γ−([A∗rAr,Θ]u), γ−u〉∂M =
= 〈γ−(D˜rBru), γ−(B˜ru)〉∂M + 〈γ−(Tru), γ−u〉∂M ,
where, in the second equality, we used the properties of the indicial family
to bring B˜∗r to the right hand side. Thus it descends that
〈γ−([A∗rAr,Θ]u), γ−u〉∂M = 〈γ−(D˜rB˜ru), γ−(B˜ru)〉∂M ,
modulo lower order terms bounded by s− 1/2. Using the indicial family we
obtain
〈γ−(D˜rB˜ru), γ−(B˜ru)〉∂M =
= 〈N̂(−iν−)(D˜r)N̂(−iν−)(B˜r)γ−u, N̂(−iν−)(B˜r)γ−u〉∂M .
Using that N̂(−iν−)(D˜r) ∈ Ψ0b(M), N̂(−iν−)(B˜r) ∈ Ψm−1/2b (M) together
with Equation (3.1), we obtain
|〈N̂ (−iν−)(D˜r)N̂ (−iν−)(B˜r)γ−u, N̂(−iν−)(B˜r)γ−u〉∂M |≤
≤ ‖N̂ (−iν−)(D˜r)N̂(−iν−)(B˜r)γ−u‖2L2(M)+‖(B˜r)γ−u‖2L2(M)≤
‖χN̂ (−iν−)(B˜r)γ−u‖2L2(M)+‖N̂ (−iν−)(B˜r)γ−u‖2L2(M)≤
≤ ε‖B˜ru‖2H1(M)+C(‖G1u‖H1(M)+‖χu‖2H1,m(M)).
(82)
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Focusing on the second term in Equation (81), we write
〈Θγ−((A˜∗rA˜r −A∗rAr)u), γ−u〉∂M =
= 〈Θγ−(x2ν− [A∗rAr, x−2ν− ]u), γ−u〉∂M .
We can compute [A∗rAr, x
−2ν− ] thanks to Lemma (5.3) obtaining
[A∗rAr, x
−2ν− ] = (2iν−)B˜
∗
r B˜r +Er + Tr. (83)
Each term can be controlled as above, obtaining ultimately
|〈Θγ−((A˜∗rA˜r −A∗rAr)u), γ−u〉∂X |≤ ε‖B˜ru‖2H1+
C
(
‖G1u‖2H1(M)+‖χu‖2H1,m(M)+‖C2u‖2H1(M)
)
,
(84)
which entails the sought conclusion. 
Finally we can complete the proofs of Propositions 5.3 and 5.4. Here we
focus only on the first case since the second one follows suit.
Proof of Proposition 5.3: We sketch the main steps since we can proceed
exactly as in the elliptic case, cf. Proposition 5.1. Most notably we follow
an induction procedure with respect to s. Notice in particular that the
statement holds true for s < m + 12 since u ∈ H1,mloc (M). To continue in
the inductive procedure we consider once more a family Jr ∈ Ψm−s−1b (M),
r ∈ (0, 1), such that Jr → I ∈ Ψ0b(M). Then B˜r → B˜ ∈ Ψsb(M) as r → 0.
Using Lemma 5.4 and Lemma 5.5 or (5.6) depending on the order of Θ,
one obtains that ‖B˜ru‖H1(M) is uniformly bounded. Therefore, we can find
a subsequence B˜rku, with rk → 0 for k → +∞, that is weakly convergent
in H1(M). Since B˜r → B˜u in D′(M), the weak limit lies in H1(K) for a
suitable compact subsetK ⊂M . By uniqueness of the limit and considering
that B˜ is elliptic at q0, we obtain the thesis.
5.4. Estimates in the glancing region. At last we focus on the glancing
region G(M) as in Equation (51). As in the previous subsection, we use a
positive commutator argument to obtain the sought microlocal estimates.
Barring some geometrical aspects we proceed similarly to Propositions 5.3
and 5.4. For this reason, we introduce in some details mainly the geometric
framework. In the following U will denote an open coordinate neighbour-
hood, while V = U ∩ ∂M 6= ∅. As in the previous section we need to con-
sider two scenarios depending on the class of boundary conditions, namely
Θ ∈ Ψkb (∂M) with either k ≤ 0 or 0 < k ≤ 2. Similarly to the preceding
cases, we shall pick the trivial extension of Θ to M , indicating it with the
same symbol. In the following yn−1 still refers to the time coordinate corre-
sponding to τ in Theorem 2.1, while ηn−1 is the corresponding momentum
on the b-cotangent bundle. In addition q0 refers to a point lying in a compact
region K where
K ⊂ (G ∩ T ∗UM) \WF−1,s+1b (PΘu) if k ≤ 0,
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or
K ⊂ (G ∩ T ∗UM) \
(
WF−1,s+1b (PΘu) ∪WF−1,s+1b (Θu)
)
if 0 < k ≤ 2.
In local coordinates q0 reads (0, (y0)i, 0, (η0)i), i = 1, . . . , n − 1, while it
holds ĝij(0, y0)(η0)i(η0)j = 0. Since ηn−1 6= 0, we can use the projective
coordinates on bS∗M near πS(q0), where πS :
bT ∗M \ {0} → bS∗M is the
quotient map. We denote the projection to the boundary with
π˜ : T ∗UM → T ∗V,
(x, yi, ξ, ηi) 7→ (yi, ηi),
where i = 1, . . . , n − 1. As last ingredient we introduce the gliding vector
field W , describing the evolution of a point in the directions tangent to
the boundary. Consider thus a point on π˜(T ∗UM) of coordinates (η0, (y0)i),
i = 1, . . . , n− 1 and define
W (η0, (y0)i) =
n−1∑
i=1
(∂ηi p̂)(0, η0, 0, (y0)i)∂yi − (∂yi p̂)(0, η0, 0, (y0)i)∂ηi , (85)
where p̂ is the principal symbol of x−2P , P being the Klein-Gordon operator
as in Equation (27). Letting ρ = |ηn−1|, we observe that, in a neighbourhood
of (η0, (y0)i), ρ
−1W is a non degenerate vector field, since ρ−1Wyn−1 =
2sgn(ηn−1). Thus we can use the straightening theorem [LPV13] to find
2n−2 homogeneous degree zero functions ρ1, · · · , ρ2n−2 ∈ T ∗UM with linearly
independent differentials such that ρ−1Wρ1 = 1 and ρ
−1Wρi = 0 for i =
2, · · · , 2n−2. We also note that p̂(0, η, 0, yi) is annihilated byW . Since dp̂ 6=
0, we can set ρ2(η0, (y0)i) = p̂(0, η0, 0, (y0)i). Then we extend ρ1, · · · , ρ2n−2
in such a way to be independent from (x, ξ), in order to obtain a local chart
whose coordinate functions are x, ζ̂, ρ1, · · · , ρ2n−2.
With these data we can introduce two homogeneous functions ω0 and ω
over K ∩ V , playing the same role as η and ω in the hyperbolic region:
Ω0 =
2n−2∑
i=1
(ρi − ρi(q0))2, Ω = x2 +Ω0,
where we omit to indicate the explicit dependence on q0 for the sake of
simplicity of the notation. In connection to these functions we introduce
φ0 = ρ1 +
Ω0
λ2δ
, φ = ρ1 +
Ω
λ2δ
.
Using the same cutoff functions χ0 and χ1 introduced in Section 5.3, we
localize near q0 using a b-pseudodifferential operator A of order zero whose
total symbol is given by
a = χ0(2− φ/δ)χ1(1 + (ρ+ δ)/(λδ)).
The ensuing families A, B and B˜ are defined as in Section 5.3. With these
data, the following generalizations of [GW18, Prop. 6.11] hold true. Observe
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that, with a slight abuse of notation, we identify subsets of the b-cosphere
bundle with their pre-image on the b-cotangent bundle.
Proposition 5.5. Let Θ ∈ Ψkb (M) with k ≤ 0 and let u ∈ H1,mloc (M) with
m ≤ 0. If K ⊂ bS∗UM is compact and K ⊂ (G ∩ T ∗∂M) \WF−1,s+sb (PΘu),
then there exist C0, δ0 > 0 such that for each q0 ∈ K and δ ∈ (0, δ0) the
following holds. Let α0 ∈ N be such that π(α0) = q0. If
α ∈ N , |π˜(α)− exp(−δW )(α˜0)|≤ C0δ2, |x(α)|≤ C0δ2,
imply π(α) 6∈WF 1,sb (u), then q0 6∈WF 1,sb (u).
In the case where Θ ∈ Ψkb (M), 0 < k ≤ 2, the generalization of [GW18,
Prop. 6.11] is the following:
Proposition 5.6. Let Θ ∈ Ψkb (M) with 0 < k ≤ 2 and let u ∈ H1,mloc (M)
with m ≤ 0. If K ⊂ bS∗UX is compact and
K ⊂ (G ∩ T ∗∂M) \
(
WF−1,s+sb (PΘu) ∪WF−1,s+sb (Θu)
)
,
then there exist C0, δ0 > 0 such that for each q0 ∈ K and δ ∈ (0, δ0) the
following holds. Let α0 ∈ N be such that π(α0) = q0. If
α ∈ N , |π˜(α)− exp(−δW )(α˜0)|≤ C0δ2, |x(α)|≤ C0δ2,
imply π(α) 6∈WF 1,sb (u), then q0 6∈WF 1,sb (u).
We focus on the case 0 < k ≤ 2, the other following suit. The proof
is based on two lemmas along with the counterpart of Lemma 5.4 for the
glancing region. The proofs are similar to those of the hyperbolic case and
are adaptation of those in [GW18], hence we will omit them.
The first lemma we need gives a bound of the difference between the
L2-norm of Q0Aru and of a generic positive sesquilinear Q applied Aru.
Lemma 5.7. Let U ⊂ M be a boundary coordinate patch and m ≤ 0.
Let A = {Ar : r ∈ (0, 1)} be a bounded subset of Ψsb(M) with compact
support in U such that Ar ∈ Ψmb (M) for each r ∈ (0, 1). Let δ > 0 and let
Vδ = {q ∈ bT ∗UM \ {0} : ĝijηiηj ≤ δβ−1|ηn−1|2} and assume that WF ′b(A) ⊂
Vδ. Let G0 ∈ Ψsb(M) and G1 ∈ Ψs−1/2b (M) be elliptic on WF ′b(A) and on
WF ′b(ΘA) respectively, both with compact support in U . Then there exist Cε
and χ ∈ C∞0 (U) such that
‖Q0Aru‖2L2(M)−εQ(Aru,Aru) ≤
≤ 2δ‖Qn−1Aru‖2L2(M)+Cε
(
‖χu‖2H1,m(M)+‖χPΘu‖2H˙−1,m(M)+
+‖G0PΘu‖2H˙−1(M)+‖G1u‖2H1(M)+‖χΘu‖2H˙−1,m(M)+‖G0Θu‖2H˙−1(M)
)
.
The proof follows that of Lemma 6.10 in [GW18] up to the fact that we
use Lemma (4.3) to control the boundary terms. This result can be used to
generalize straightforwardly the proof of Lemma 6.12 in [GW18] to the case
in hand:
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Lemma 5.8. There exist C, c, λ, δ0 > 0, a cutoff χ ∈ C∞0 (M), G0, G1 as
above and an operator G2 ∈ Ψsb(M) with
WF ′b(G2) ⊂W ∩ {−2δλ < ρ1 < −δ/2, ω1/2 < 3λδ},
such that
c‖B˜ru‖2H1(M)≤
≤ −2ImE0(u,A∗rAru) + C
(
‖G1u‖2H1(M)+‖G2u‖2H1(M)+‖χu‖2H1,m(M)+
‖G0PΘu‖2H˙−1(M)+‖χPΘu‖2H˙−1,m(M)+‖χΘu‖2H˙−1,m(M)+‖G0Θu‖2H˙−1(M)
)
.
Proposition 5.6 can now be proven along the lines of Proposition 5.1 and
of Proposition 5.3, the differences arising because of the geometric nature of
the glancing region. We refer to [GW18, Sec. 6] and to [Vas08, Sec. 7] for
further details.
5.5. Propagation of singularities theorems. Combining all microlocal
estimates from the previous sections, we obtain the following propagation
of singularities theorem which generalizes that of [GW18]. We recall that,
once more, with Θ we denote also the trivial extension to M of the pseudo-
differential operator on ∂M which implements the boundary condition.
Theorem 5.1. Let Θ ∈ Ψkb (∂M) with 0 < k ≤ 2. If u ∈ H1,mloc (M) for m ≤ 0
and s ∈ R∪{+∞}, then WF 1,sb (u)\
(
WF−1,s+1b (PΘu) ∪WF−1,s+1b (Θu)
)
is
the union of maximally extended generalized broken bicharacteristics within
the compressed characteristic set N˙ .
In full analogy it holds also
Theorem 5.2. Let Θ ∈ Ψkb (M) with k ≤ 0. If u ∈ H1,mloc (M) for m ≤ 0 and
s ∈ R ∪ {+∞}, then it holds that WF 1,sb (u) \WF−1,s+1b (PΘu) is the union
of maximally extended GBBs within the compressed characteristic set N˙ .
The proof of both theorems is similar to that given in [Vas08], employing
the estimates derived in the previous sections. Hence we do not give all
details here, rather we feel worth outlining only the analysis of forward
propagation in the hyperbolic region for the reader’s convenience. We focus
on the case of Theorem 5.1.
In M˚ , the statement can be reduced to Duistermaat and Ho¨rmander’s
theorem of propagation of singularities [DuHo¨72, Ho¨r71]. We can focus on
the boundary. First, we prove a local version of the theorem, extending
a non maximal GBB to ∂M , cf. Definition 5.1. In other words, calling
U an open chart of M such that U ∩ ∂M 6= ∅, we show that if q0 ∈
WF 1,sb (u) \ WF−1,s+1b (PΘu) with q0 ∈ bT ∗UM , then there exists a GBB
γ : [−ε0, 0] → N˙ , with ε0 > 0, such that γ(0) = q0 and γ(s) ∈ WF 1,sb (u) \(
WF−1,s+1b (PΘu) ∪WF−1,s+1b (Θu)
)
for s ∈ [−ε0, 0]. We consider the case
in which q0 ∈ H(M) and that in which q0 ∈ G(M) separately.
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We focus on the former proceeding iteratively. Given q0 ∈ bT ∗UM , we
build a sequence of generalized broken bicharacteristics γj : [−ε0, 0] → N˙
such that γj(s) ∈WF 1,sb (u)\
(
WF−1,s+1b (PΘu) ∪WF−1,s+1b (Θu)
)
and with
the endpoint γj(0)
.
= qj ∈ bT ∗M˚ converging to q0 on the boundary. Thanks
to Proposition 5.3, choosing increasingly smaller sets W ⊂ T ∗M \ {0} we
can found the sought sequence of points {qj}j∈N. Since every qj ∈ M˚ ,
Ho¨rmander’s theorem on propagation of singularities [Ho¨r00] [DuHo¨72] guar-
antees existence of the sought sequence of GBBs. The assumption of forward
propagation, that is ξ(qj) < 0, ensures that there exists ε0 > 0 such that for
s ∈ [−ε0, 0], γj(s) 6∈ bT ∗YM , where ξ = 0.
Since generalized broken bicharacteristics RK [−ε0, 0] with K compact are
themselves compact in the topology of uniform convergence, Lemma 5.1 al-
lows to conclude that there exists a subsequence {γjk} uniformly converging
to γ.
At last we extend the result to maximal GBBs. Given a subset V ⊂ N˙
with q ∈ V and a, b ∈ R containing 0, there is a natural partial order on the
set GBBq of broken generalized bicharacteristics γ : (a, b) → V such that
γ(0) = q. Let γ1 : (a1, b1) → V and γ2 : (a2, b2) → V be two elements of
GBBq, we say that γ1 ≤ γ2 if (a1, b1) ⊂ (a2, b2) and if the two curves agree
over the common domain (a1, b1).
Since a non-empty totally ordered subset has an upper bound, we can
extend the GBBs joining the domains of those in the chain. At this point
we apply Zorn’s lemma, the maximal element of any totally ordered subsets
being the maximal extension of a GBBs. In the glancing region the main
idea is still to build a sequence of curves approximating a GBB, although
the details are different due to some technical hurdles. The reader can find
the argument in [Leb97] and [Vas08].
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