I. INTRODUCTION
Segmentation is a process of partitioning an image space into some non-overlapping meaningful homogeneous regions [1] . In general, these regions will have a strong correlation with the objects in the image. The success of an image analysis system depends on the quality of segmentation. In the analysis of medical images for computer-aided diagnosis and therapy, segmentation is often required as a preliminary processing task. Medical image segmentation is a complex and challenging task due to the intrinsically imprecise nature of the images.
Fully automatic brain tissue classification from magnetic resonance images (MRI) is of great importance for research and clinical study of much neurological pathology. The accurate segmentation of MR images into different tissue classes, especially gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF), is an important task. Moreover, regional volume calculations may bring even more useful diagnostic information. Among them, the quantization of gray and white matter volumes may be of major interest in neurodegenerative disorders such as Alzheimer disease, in movement disorders such as Parkinson or Parkinson related syndrome, in white matter metabolic or inflammatory disease, in congenital brain malformations or perinatal brain damage, or in post traumatic syndrome.
The automatic segmentation of brain MR images, however, remains a persistent problem. Automated and reliable tissue classification is further complicated by overlap of MR intensities of different tissue classes and by the presence of a spatially smoothly varying intensity inhomogeneity. Statistical approaches are often used for MR image segmentation. This type of method labels pixels according to probability values, which are determined based on the intensity distribution of the image. Hidden Markov Random Field (HMRF) model has also been used for MRI image segmentation where it is combined with the Expectation Maximization (EM) algorithm [2] to estimate the involved model parameters [3] [4] . Clustering approaches have been widely used for segmentation of MRI brain image. Unsupervised clustering method has high reproducibility because its results are mainly based on the information of image data itself, and it requires little or no assumption of the model, and the distribution of the image data. The use of neural networks, evolutionary computation and/or fuzzy clustering techniques for MRI image segmentation has been investigated in [5] [6] .
In order to cluster a data set, some similarity or dissimilarity criteria has to be defined. The measure of similarity is data dependent. It may be noted that one of the basic feature of shapes and objects is symmetry. A new type of non-metric distance, based on point symmetry, is proposed in [7] and thereafter it is modified in [8] . It has been shown in [9] that the PS distance proposed in [8] also has some serious drawbacks and a new PS distance (d ps ) is defined in [9] in order to remove these drawbacks. For reducing complexity of point symmetry distance computation, Kd-tree based data structure is used.
The main contribution of this present paper is a novel method for fully automatic brain image segmentation. In this article a fuzzy variable string length genetic point symmetry (Fuzzy-VGAPS) based clustering technique is proposed which is then used to automatically segment the brain image. Here membership values of points to different clusters are computed based on a newly proposed point symmetry based distance rather than the Euclidean distance. This enables the proposed algorithm to automatically evolve the appropriate clustering of all types of clusters, both convex and non convex, which have some symmetrical structures.
The chromosome encodes the centres of a number of clusters, whose value may vary. A new fuzzy cluster validity index named FSym-index is proposed here and thereafter it is utilized for computing the fitness of the chromosomes. FSym-index uses the newly developed point symmetry based distance to measure the 'goodness' of a particular cluster in terms of cluster symmetry. The effectiveness of the proposed algorithm is shown in segmenting the MRI images of the normal brain and MRI brain images with multiple sclerosis lesions. The segmentation results are then compared with the available ground truth information. For the purpose of comparison, the well-known Fuzzy C-means algorithm [10] and the Expectation Maximization (EM) [11] clustering algorithm are also executed, firstly with the number of clusters automatically determined by the Fuzzy-VGAPS and then with the actual number of clusters present in the images. The segmentation results are compared with that provided by Fuzzy-VGAPS clustering algorithm quantitatively. In a part of the experiment, fuzzy variable string length genetic algorithm (Fuzzy-VGA) [12] which uses the Euclidean distance for computing the membership values of points to different clusters is also executed on the MRI brain images to automatically segment it. The results are also compared with those obtained by Fuzzy-VGAPS clustering technique.
II. FUZZY-VGAPS CLUSTERING: FUZZY VARIABLE STRING LENGTH GENETIC POINT SYMMETRY BASED CLUSTERING TECHNIQUE
In this section, the use of variable string length genetic algorithm using a newly developed point symmetry based distance is proposed for automatically determining the optimum fuzzy partition of an image-data. Here we have considered the best partition to be the one that corresponds to the maximum value of the proposed FSym-index which is defined later. Here both the number of clusters as well as the appropriate fuzzy clustering of the data are evolved simultaneously using the search capability of genetic algorithms. In this section the term 'data' means the image data, where each point corresponds to each pixel present in the image. The feature vector of each pixel is composed of the intensity values at different bands of the image.
For the purpose of clustering, each chromosome in the population of GA encodes a possible partitioning of the data, the goodness of which is computed as a function of an appropriate cluster validity index. This index must be optimized in order to obtain the best partitions. Since the number of clusters is considered to be variable, the string lengths of different chromosomes in the same population are allowed to vary. As a consequence, the crossover and mutation operators are suitably modified in order to tackle the concept of variable length chromosomes. The technique is described below in detail.
A. String Representation and Population Initialization
In Fuzzy-VGAPS clustering, the chromosomes are made up of real numbers which represent the coordinates of the centers of the partitions. If chromosome i encodes the centers of K i clusters in d dimensional space then its length l i is taken to be d * K i . Each center is considered to be indivisible. Each string i in the population initially encodes the centers of a number, K i , of clusters, such that K i = (rand()modK * ) + 2. Here, rand() is a function returning an integer, and K * is a soft estimate of the upper bound of the number of clusters. The number of clusters will therefore range from 2 to K * + 1. The K i centers encoded in a chromosome are randomly selected distinct points from the data set. These selected points are then distributed randomly in the chromosome. Thereafter five iterations of the K-means algorithm is executed with the set of centers encoded in each chromosome. The resultant centers are used to replace the centers in the corresponding chromosomes. This makes the centers separated initially.
B. Fitness Computation
This is composed of two steps. Firstly membership values of n points to different clusters are computed by using the newly developed point symmetry based distance d ps . Next, the FSym-index is computed and used as a measure of the fitness of the chromosome.
1) A New Definition of the Point Symmetry Distance:
The newly developed point symmetry (PS) distance [9] , d ps (x, c), is associated with point x with respect to a center c. The proposed point symmetry distance is defined as follows: Let a point be x. The symmetrical (reflected) point of x with respect to a particular centre c is 2 × c − x . Let us denote this by x * . Let knear unique nearest neighbors of x * be at Euclidean distances of
where d e (x, c) is the Euclidean distance between the point x and c. It can be seen from Equation 2 that knear cannot be chosen equal to 1, since if x * exists in the data set then d ps (x, c) = 0 and hence there will be no impact of the Euclidean distance. On the contrary, large values of knear may not be suitable because it may overestimate the amount of symmetry of a point with respect to a particular cluster center. Here knear is chosen equal to 2. Note that d ps (x, c), which is a non-metric, is a way of measuring the amount of symmetry between a point and a cluster center, rather than the distance like any Minkowski distance.
The basic differences between the PS-distances in [7] and [8] , and the proposed d ps (x, c) are as follows:
1) Instead of computing the Euclidean distance between the original reflected point x * = 2 × c − x and its first nearest neighbor as in [7] and [8] , here the average distance between x * and its knear unique nearest neighbors have been taken. Consequently this term will never be equal to 0, and the effect of d e (x, c), the Euclidean distance, will always be considered. Note that if only the nearest neighbor of x * is considered and this happens to coincide with x * , then this term will be 0, making the distance insensitive to d e (x, c). But considering knear nearest neighbors will reduce these problems. 2) Considering the knear nearest neighbors in the computation of d ps makes the PS-distance more robust and noise resistant. From an intuitive point of view, if this term is less, then the likelihood that x is symmetrical with respect to c increases. This is not the case when only the first nearest neighbor is considered which could mislead the method in noisy situations. Note that the complexity of computing
where n is the total number of data points. For all the n points and K clusters, the complexity becomes O(n 2 K). In order to reduce this, we have used Kd-tree based nearest neighbor search, ANN (Approximate Nearest Neighbor), which is a library written in C++ (obtained from http://www.cs.umd.edu/∼mount/ANN). Here ANN is used to find exact d i s, i = 1 to knear in Equation 2 efficiently. The Kd-tree structure can be constructed in O(nlogn) time and takes O(n) space.
2) Computing the Membership Values:
For each point x j , j = 1, 2, . . . n, the membership values to K different clusters are calculated in the following way. Find the cluster center nearest to x j in the symmetrical sense. That is, we find the cluster center k that is nearest to the input pattern x j using the minimum-value criterion:
Here, c i denotes the center of the ith cluster. If the corresponding d sym (x j , c k ) (as defined in Equation 1) is smaller than a pre-specified parameter θ, then we update the membership u ij using the following criterion: u ij = 1, if i = k and u ij = 0, if i = k. Otherwise, we update the membership u ij by using the following rule which corresponds to the normal Fuzzy C-Means [10] algorithm:
where m ∈ [2, ∞) is a weighting exponent called the fuzzifier. Here we have chosen m = 2. d ij represents the distance from a pattern x j to the cluster center c i . The value of θ is kept equal to the maximum nearest neighbor distance among all the points in the data set. It may be noted that if a point is indeed symmetric with respect to some cluster centre then the symmetrical distance computed in the above way will be small, and can be bounded as follows. Let d max NN be the maximum nearest neighbor distance in the data set.
is the nearest neighbor distance of x i . Assuming that reflected point of x with respect to the cluster centre c lies within the data space, it may be noted that d 1 ≤ 3) Updating the Centers: The centers encoded in a chromosome are updated using the following equation as in Fuzzy C-means [10] 
The fitness of a chromosome is computed using the FSym-index. Let K cluster centres be denoted by c i where 1 ≤ i ≤ K and U (X) = [u ij ] K×n is a partition matrix for the data. Then FSym-index is defined as follows:
where K is the number of clusters. Here,
The objective is to maximize the FSym-index in order to obtain the actual number of clusters and to achieve proper clustering. As formulated in Equation 3 , FSym is a composition of three factors, these are 1/K, 1/E K and D K . The first factor increases as K decreases; as FSym needs to be maximized for optimal clustering, so it will prefer to decrease the value of K. The second factor is the within cluster total symmetrical distance. For clusters which have good symmetrical structure, E i value is less. This, in turn, indicates that formation of more number of clusters, which are symmetrical in shape, would be encouraged. Finally the third factor, D K , measuring the maximum separation between a pair of clusters, increases with the value of K. As these three factors are complementary in nature, so they are expected to compete and balance each other critically for determining the proper partitioning.
The use of D K , as the measure of separation, requires further elaboration. Instead of using the maximum separation between two clusters, several other alternatives could have been used. For example, if D K was the sum of pairwise inter cluster distances in a K-cluster structure, then it would increase largely with increase in the value of K. This might lead to the formation of maximum possible number of clusters equal to the number of elements in the data set. If D K was the average inter cluster distance then it would decrease at each step with K, instead of being increased. So, this will only leave us with the minimum possible number of clusters. The minimum distance between two clusters may be another choice for D K . However, this measure would also decrease significantly with increase in the number of clusters. So this would lead to a structure where the loosely connected sub-structures remain as they were, where in fact a separation was expected. Thus maximum separability may not be attained. In contrast, if we consider the maximum inter cluster separation then we see that this tends to increase significantly until we reach the maximum separation among compact clusters and then it becomes almost constant. The upper bound of this value, which is equal to the maximum separation between two points, is only attainable when we have two extreme data elements as two single element clusters. But the terminating condition is reached well before this situation. This is the reason why we try to improve the maximum distance between two maximally separated clusters.
The fitness function for chromosome j is defined as F Sym j i.e., the F Sym index computed for the chromosome. The objective of GA is to maximize this fitness function.
C. Selection
Conventional proportional selection is applied on the population of strings. Here, a string receives a number of copies that is proportional to its fitness in the population. We have used roulette wheel strategy for implementing the proportional selection scheme.
D. Crossover
For the purpose of crossover, the cluster centers are considered to be indivisible, i.e., the crossover points can only lie in between two cluster centers. The crossover operation, applied stochastically, must ensure that information exchange takes place in such a way that both the offspring encode the centers of at least two clusters. For this, the operator is defined as follows [12] : Let parent chromosomes P 1 and P 2 encode M 1 and M 2 cluster centers respectively. τ 1 , the crossover point in P 1 , is generated as τ 1 =rand() mod M 1 . Let τ 2 be the crossover point in P 2 , and it may vary in between [LB(τ 2 ),UB(τ 2 )], where LB(τ 2 ) and UB(τ 2 ) indicate the lower and upper bounds of the range of τ 2 respectively. LB(τ 2 ) and UB(τ 2 ) are given by LB(
. Therefore τ 2 is given by
It can be verified by some simple calculations that if the crossover points τ 1 and τ 2 are chosen according to the above rules, then none of the offspring generated would have less than two clusters.
Crossover probability is selected adaptively as in [13] . The expressions for crossover probabilities are computed as follows. Let f max be the maximum fitness value of the current population, f be the average fitness value of the population and f be the larger of the fitness values of the solutions to be crossed. Then the probability of crossover, μ c , is calculated as:
Here, as in [13] , the values of k 1 and k 3 are kept equal to 1.0. Note that, when f max = f , then f = f max and μ c will be equal to k 3 . The value of μ c is increased when the better of the two chromosomes to be crossed is itself quite poor. In contrast when it is a good solution, μ c is low so as to reduce the likelihood of disrupting a good solution by crossover. , where the scaling factor δ sets the magnitude of perturbation. Here μ is the value at the position which is to be perturbed. The scaling factor δ is chosen equal to 1.0. The old value at the position is replaced with the newly generated value. (2) One randomly generated valid position is removed and replaced by '#' (here '#' sign corresponds to some invalid position which does not contain any cluster center, during computation the position containing '#' sign is ignored). (3) One randomly chosen invalid position is replaced by randomly chosen point from the data set. Any one of the above mentioned types of mutation is applied randomly on a particular chromosome if it is selected for mutation.
The mutation probability is also selected adaptively for each chromosome as in [13] . The expression for mutation probability, μ m , is given below:
Here, values of k 2 and k 4 are kept equal to 0.5. This adaptive mutation helps GA to avoid getting stuck at local optimum. When GA converges to a local optimum, i.e., when f max −f decreases, μ c and μ m both will be increased. This may help GA to come out of local optimum.
F. Termination
In this paper, we have executed the algorithm for a fixed number of generations. Moreover, the elitist model of GAs has been used, where the best string seen so far is stored in a location within the population. The best string of the last generation provides the solution to the clustering problem.
III. EXPERIMENTAL RESULTS
The MRI image of the brain chosen for the experiment is available in three bands: T 1 -weighted, proton density (p d )-weighted and T 2 -weighted. The normal brain images are obtained from Brainweb database [14] . The images correspond to the 1 mm slice thickness, 3% noise (calculated relative to the brightest tissue) and with 20% intensity nonuniformity. The image of size 217 × 181 is available in 181 different z planes. The proposed clustering algorithm is executed on 7 of these z planes. The algorithm is applied to a particular z plane at a time to get the clusters and the cluster centers. The parameters of the Fuzzy-VGAPS algorithm are as follows: population size=20, total number of generations=15. The mutation and crossover probabilities are calculated adaptively. Number of clusters, K, is varied from 2 to 20. For the normal MRI brain image, the ground truth Table I shows the actual number of clusters and the number of clusters automatically determined by the proposed Fuzzy-VGAPS clustering technique (after application on the above mentioned brain images projected on different z-planes). In order to measure the segmentation solution quantitatively, we have also calculated Minkowski Score(MS) [15] . This is a measure of the quality of a solution given the true clustering. Let T be the "true" solution and S the solution we wish to measure. Denote by n 11 the number of pairs of elements that are in the same cluster in both S and T. Denote by n 01 the number of pairs that are in the same cluster only in S, and by n 10 the number of pairs that are in the same cluster in T. Minkowski Score (MS) is then defined as: M S(T, S) = n01+n10 n11+n10 . For MS, the optimum score is 0, with lower scores being "better". The MS scores obtained by Fuzzy-VGAPS clustering corresponding to the 7 brain images are also reported in Table I . For the purpose of comparison, we have executed Fuzzy C-means [10] and Expectation Maximization (EM) [11] algorithms on the above mentioned brain datasets with two different K values. In the first case, K is equal to the actual cluster number that present in that particular plane. Next, it is set equal to that automatically determined by Fuzzy-VGAPS algorithm. The corresponding MS scores of all the above runs of both the comparing algorithms are also reported in Table I for all the 7 images. Results show that the MS-score corresponding to the partitioning provided by the Fuzzy-VGAPS clustering, in general, is the minimum among all the partitions. This implies the superior performance of Fuzzy-VGAPS in automatically detecting the proper partitioning from the MRI normal brain images. Figures 1(a), 2(a after application of Fuzzy-VGAPS clustering algorithm. Due to lack of space, the corresponding segmented images obtained by FCM and EM algorithms are not provided. Next, the proposed algorithm is executed on some simulated MRI volumes for brain with multiple sclerosis lesions obtained from [14] . These images are again available in 3 modalities T 1 -weighted, proton density (p d )-weighted and T 2 -weighted. These images also correspond to 1 mm slice thickness, 3% noise (calculated relative to the brightest tissue) and with 20% intensity non-uniformity. Now, the images contain a total of 11 classes. These are Background, CSF, Grey Matter, White Matter, Fat, Muscle/Skin, Skin, Skull, Glial Matter, Connective and MS Lesion. However, the number of classes varies along the z planes. The image is available in 181 different z planes. Fuzzy-VGAPS clustering algorithm is executed on the images projected on 7 different z-planes. The parameters of the algorithm are same as the above. The ground truth information is available to us. MS score [15] is calculated after application of Fuzzy VGAPS-clustering technique in order to measure the 'goodness' of the solutions. Table II shows the actual number of clusters present in the image, the obtained number of clusters and the 'goodness' of the corresponding partitioning in terms of the MS Score after application of Fuzzy-VGAPS clustering algorithm on these 7 different MS Lesion Brain images. For the purpose of comparison, Fuzzy C-means algorithm [10] and EM algorithm [11] are again executed on these images, firstly with the number of clusters automatically determined by the Fuzzy-VGAPS and then with the actual number of clusters present in the images. The MS scores of the corresponding partitionings are also provided in Further, experiments are carried out in order to establish the effectiveness of the symmetry based distance in Fuzzy-VGAPS clustering. Fuzzy-VGAPS without adaptive crossover and mutation operators (crossover probability=0.9, mutation probability=0.01) is now executed on the first 10 z planes of the MRI brain image with multiple sclerosis lesions. The corresponding MS scores are now provided in Table III . The results are then compared with those obtained by Fuzzy-VGA [12] (fuzzy variable string length genetic algorithm), optimizing popular Euclidean distance based XieBeni (XB) index [16] , where Euclidean distance is used to compute the membership values of different points to different clusters. The number of clusters and the MS scores obtained by Fuzzy-VGA after applying it on the first 10 z planes of the MRI brain image with multiple sclerosis lesions are also provided in Table III . Results show that the proposed Fuzzy-VGAPS is more effective than the Fuzzy-VGA. This establish the fact that the symmetry based distance is more effective in segmenting the MRI brain image than the existing Euclidean distance.
IV. DISCUSSION AND CONCLUSION In this paper, the problem of automatic segmentation of MR images is posed as one of clustering in the intensity space. The search capability of the genetic algorithm is utilized for automatically evolving the cluster centers. The resultant partition matrix is associated with an optimum value of the fuzzy symmetry based validity index, FSymindex. Uncertainty in the medical image segmentation comes from imprecision in computations and vagueness in class definitions. Considering this, fuzzy set theory is incorporated for determining the membership values of different pixels to different clusters. In the proposed Fuzzy-VGAPS clustering technique, assignment of points to different clusters are made based on the newly proposed point symmetry distance rather than the Euclidean distance. This enables the proposed algorithm in identifying any types of clusters irrespective of its shape, size, convexity as long as the clusters possess the symmetry property. The proposed algorithm does not require the apriori specification of the number of clusters present in the data set. The effectiveness of the proposed algorithm is shown in segmenting several MRI brain images. The segmentation results are then compared with the available ground truth information. For the purpose of comparison, the well-known Fuzzy C-means and EM algorithms are also executed on these images. Experimental results show that Fuzzy-VGAPS clustering is not only able to automatically segment the MRI brain images into different tissue classes but the segmentation result is also the best than the two well-known clustering algorithms quantitatively. The present Fuzzy-VGAPS clustering algorithm will not work well for the data sets having clusters whose centers collide at a same point.
As a part of the future work some spatial information will be incorporated while segmenting the brain MR images. Because due to the noise and intensity inhomogeneities introduced in imaging process, different tissues at different locations may have similar intensity appearance, while the same tissue at different locations may have a different intensity appearance. Therefore, sometimes the segmentation result will be improved after incorporating the spatial information. Authors are currently working in this direction.
