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1. Introducció 
1.1. Objectiu 
L’objectiu d’aquest projecte és obtenir una aproximació en temps real de la 
posició i orientació d’un microhelicòpter mitjançant les imatges provinents d’un 
sistema de visió per computador. 
Es tracta de programar un algoritme que fusioni les imatges de dues càmeres 
fixes que apunten a un determinat espai de control en el qual vola lliurement el 
microhelicòpter. 
1.2. Justificació 
Una de les activitats a les que es dedica el departament d’ESAII (Enginyeria de 
Sistemes Automàtica i Informàtica Industrial) de la UPC (Universitat Politècnica 
de Catalunya), és a fer controladors.  
Alguns dels aparells per als quals es fan controladors són Vehicles Aèris no 
Tripulats (UAV per les seves sigles en anglès), concretament helicòpters amb 
motor de combustió per operar en exteriors. La instrumentació necessària per a 
controlar-los s’afegeix al mateix helicòpter (acceleròmetres, transmissor, 
receptor, etc.), ja que la planta propulsora és prou potent com per a fer volar 
l’aparell amb normalitat amb aquesta càrrega afegida.  
En el cas particular que es tracta en aquest projecte, l’aparell a controlar és un 
microhelicòpter (micro UAV, per les seves sigles en anglès, de Micro Vehicle Aèri 
No Tripulat), apte per volar al l’interior dels propis laboratoris. El microhelicòpter, 
com el seu nom indica, és d’unes dimensions força reduïdes i està dotat d’una 
bateria amb suficient energia per elevar el vol i maniobrar entre set i deu minuts 
(amb la bateria carregada al màxim, segons les especificacions del fabricant). 
Aquest fet obliga a no poder afegir la instrumentació a bord de l’aeronau, i per 
tant no queda més remei que situar-la fora.   
Per al control, cal conèixer la posició i l’orientació del microhelicòpter en temps 
real. Amb aquesta finalitat és fa necessari un sistema que observi l’aeronau 
mentre vola, processi les imatges que captura i obtingui les dades numèriques 
de les variables esmentades. Aquest fet justifica la necessitat de dissenyar un 
sensor software amb visió per computador.  
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2. Abast del projecte 
En aquest apartat es descriu què s’estudiarà i què no per tal de completar el 
disseny del sensor software.  
Solució 
- Es proposaran dues possibles solucions diferents. 
- S’exposaran els avantatges i inconvenients de les dues propostes. 
- S’escollirà una solució per a aquest projecte. 
- S’exposarà el tractament matemàtic per al càlcul de la posició i orientació 
d’acord amb la solució adoptada. 
Programació del Software 
- Es partirà d’un programa informàtic [5], ja preparat per funcionar amb 
l’equip de visió per computador, sobre el qual no s’actuarà per variar la 
manera de tractar la informació, comunicar-se amb el servidor ni la gestió 
dels fils d’execució del programa. 
- No s’explicarà el funcionament detallat del codi del qual es parteix, ja que 
l’essència informàtica del mateix no entra en els objectius d’aquest 
projecte (hom pot trobar-ne l’explicació a la referència [5]. 
- Es programarà les parts del codi corresponents al tractament de les 
imatges adquirides per les càmeres. 
- Es programarà l’extracció de la informació necessària per al càlcul 
matemàtic de la posició i orientació. 
- Es programarà la formulació matemàtica necessària per al càlcul de la 
posició i orientació de l’aeronau. 
- S’explicarà el funcionament del codi directament relacionat amb els 
objectius d’aquest projecte. 
Muntatge Hardware 
- No es muntarà l’equip de visió per computador, ja que al inici d’aquest 
projecte ja es troba en funcionament al laboratori de control avançat del 
departament d’ESAII, al campus de la UPC de Terrassa. Està format per 
dues càmeres connectades a un ordinador, posicionades de tal manera 
que observen un determinat espai de control. 
- El microhelicòpter sobre el que s’actuarà és un model disponible 
l’esmentat laboratori de control avançat, anomenat Walkera 5G4 i per tant 
no serà necessari escollir-ne un ni adquirir-lo. 
- S’actuarà sobre el microhelicòpter de la manera adequada per a que el 
sistema funcioni correctament d’acord amb la solució adoptada. 
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- S’explicaran els detalls de les actuacions que es decideixin implementar 
sobre l’helicòpter, d’acord amb l’avaluació de les solucions proposades i 
la solució escollida. 
Comprovació i estudi de resultats 
- Un cop el software estigui en funcionament, es comprovarà la certesa 
dels resultats numèrics que aquest proporcioni i la seva precisió. 
- S’estudiarà el comportament en estàtic als extrems del volum de control 
observat per les càmeres. 
- S’estudiarà el comportament dinàmic del sistema. 
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3. Antecedents existents i context 
En aquest apartat de la memòria s’introdueix l’estat de l’art pel que fa als 
vehicles aeris no tripulats i la visió per computador. A més a més, s’exposa el 
context en el qual s’ha iniciat a treballar en aquest projecte. En aquest sentit, es 
cita el material del que ja es disposava abans de començar, i els treballs o 
estudis duts a terme en el passat, en relació directa amb l’objectiu d’aquest 
estudi (tant a nivell intern de departament, com provinents de d’altres referències 
externes).  
Els vehicles aeris no tripulats (UAV per les seves sigles en anglès) són aeronaus 
en els quals no hi ha un pilot a bord, ni cap altra tripulació. Poden ser manegats 
mitjançant control remot (pilotats per exemple per un pilot situat en una estació 
terrestre) o poden volar de forma autònoma en base a un pla de vol 
preprogramat o sistemes d’automatització dinàmica més complexes. Un míssil 
de creuer podria ser considerat un UAV, però a la realitat es tracta separadament 
degut a que el propi vehicle és l’arma en si, i a més a més no és reutilitzable. 
Oficialment, el terme UAV fou substituït per la FAA pel terme UAS (Sistema Aeri 
No Tripulat, per les seves sigles en anglès). L’objectiu d’aquest canvi era 
considerar el fet que aquests sistemes complexos inclouen estacions de terra i 
altres elements a part dels propis vehicles aeris. Actualment, el seu ús en 
diverses aplicacions és cada cop més extens. Cal destacar la seva presència en 
dos àmbits ben diferenciats: el civil d’una banda i el militar de l’altra.  
Pel que fa a les aplicacions civils dels UAV’s destaquen: Teledetecció, Vigilància 
aèria comercial, Exploració i producció de petroli, gas i minerals, Transport de 
bens, Recerca científica, Rescats, etc. 
En l’àmbit militar ressalten les Missions d’intel·ligència, vigilància i reconeixement 
(ISR per les seves sigles en anglès), Atac electrònic, Missions ofensives, 
Destrucció de defenses aèries enemigues, Retransmissió de comunicacions o 
nodes de xarxa, Cerca de combat i rescat, i altres derivats d’aquests. [16] 
D’altra banda, la visió per computador, també coneguda com visió artificial 
(computer vision o machine vision en anglès), va aparèixer a principis dels anys 
70. Llavors aquesta s’associava a la percepció visual humana aplicable als 
robots amb comportament intel·ligent. Alguns dels pioners de la intel·ligència 
artificial i la robòtica creien que solucionant el problema de l’adquisició 
d’informació mitjançant una “entrada visual” facilitaria la resolució d’altres 
problemes de més dificultat, com ara el raonament i la planificació. [14] 
Havent transcorregut gairebé mig segle des de llavors, les aplicacions 
associades a la visió per computador actualment inclouen: Reconeixement Òptic 
de Caràcters (OCR per les seves sigles en anglès), Inspecció de Maquinària, 
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Teledetecció, Modelat 3D d’edificis, Imatges per medicina, Seguretat en 
l’automòbil, Captura de moviments, Vigilància, Reconeixement d’empremtes, etc. 
[6].  
En relació al món aeroespacial, la visió per computador també juga el seu paper, 
sobretot en l’àmbit militar. S’aplica per a la identificació i seguiment d’aeronaus, 
mines terrestres, detecció i seguiment de míssils, reconeixement i seguiment 
d’objectius, detecció de vehicles, etc. [3]. 
Al aplicar un sistema de visió per computador per assolir els objectius d’aquest 
projecte, s’espera obtenir avantatges com ara un baix cost, rica aportació 
d’informació i robustesa [7].  
Les dues càmeres que formen part del sistema de 
visió per computador provenen de la firma The 
Imaging Source. i són el model DMK 31AF03 (veure 
figura 3.1). Són monocromàtiques, contenen un 
sensor CCD Sony ICX204AL, la seva resolució és de 
1024x768, format Y800 i capten 30 imatges per 
segon.  
El microhelicòpter amb el que es treballa en aquest 
estudi és el model 5G4 de la firma xinesa Walkera, amb disposició de rotors 
coaxials (veure figura 3.2), i llurs característiques principals es resumeixen a 
continuació: 
 
Diàmetre del rotor principal superior: 340 mm 
Diàmetre del rotor principal inferior: 340 mm 
Longitud total (morro – cua): 365 mm 
Pes total: 188 g (Bateria inclosa) 
Bateria: 3,7V 1000mAh Li-Po 
Connectivitat transmissor – receptor: 2,4 GHz 
 
Es revisen a continuació els estudis més rellevants, realitzats en anterioritat a 
aquest projecte, al mateix departament d’ESAII.  
El més important és el realitzat pel senyor Daniele Laccetti [5]. En aquest, es 
posà en funcionament el sistema de visió per computador per tal de localitzar 
micro vehicles aeris no tripulats (captar les coordenades X, Y, Z de l’aparell 
respecte uns eixos definits). Tal i com s’ha dit a l’apartat 2 (Abast), l’algoritme del 
sensor software dissenyat al present estudi es programa a partir d’un software de 
base. El disseny de l’estructura informàtica i el tractament de les dades d’aquest 
software és el fruit del treball d’en Daniele.  
Figura 3.1: Càmera DMK 
31AF03 
Figura 3.2: Microhelicòpter Walkera 5G4 
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També cal citar un altre projecte en el que es va avaluar la possibilitat de 
conèixer la posició (en les mateixes condicions que al treball esmentat al 
paràgraf anterior), i l'orientació d'un objecte volador no tripulat mitjançant la visió 
per computador, i dins del marc d’un sistema on es coneixen dades d’instants 
anteriors. La resposta a aquesta possibilitat fou afirmativa, segons els resultats i 
conclusions a les que van arribar els autors. [11] 
A més a més, és una referència el projecte en el qual es dissenyà un algoritme 
de control per permetre mantenir l’alçada d’un helicòpter no tripulat en un punt 
determinat, mitjançant la localització de la posició amb el mateix sistema de visió 
artificial del que es ve tractant. [1]. 
A nivell extern, les referències més directament relacionades amb aquest 
projecte que s’han considerat més destacades es comenten a continuació.  
La referència que més relació guarda amb el present estudi, pertany al Centre 
d’Excel·lència per Sistemes Autònoms, de la Universitat de Sydney [15]. L’estudi 
es centra exactament amb el mateix objectiu que es busca en aquest projecte: 
estimar la posició i orientació d’un microhelicòpter (Mosquito en el seu cas 
concret) mitjançant visió per computador amb dues càmeres. Per aconseguir-ho, 
proposen utilitzar tres marcadors esfèrics de poliestirè, d’un color diferent 
cadascun d’ells per permetre’n la identificació, que han d’anar lligats al cos del  
microhelicòpter. La figura (3.3) mostra la disposició que proposen per a aquestes 
esferes. Els seus experiments inicials conclouen en afirmar que “les mesures 
aconseguides amb el mètode proposat, tant de posició com d’orientació, són 
prou exactes com per utilitzar-les per recuperar el moviment de l’aeronau”.  
 
Figura 3.3: Model de marcadors per al Mosquito [15] 
Un informe realitzat pel Departament de Ciència Computacional i Tecnologia, de 
la Universitat de Tsinghua [7], afirma que un microhelicòpter, per tal d’aconseguir 
un vol autònom, hauria de ser capaç d’estimar la informació del seu estat, 
incloent els paràmetres de posició i orientació. La línea de treball analitzada, 
recau sobre un objectiu especial utilitzat com una marca terrestre, la qual 
observarà des de l’aire un microhelicòpter amb un sistema de visió 
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computacional. L’informe compara diferents aproximacions al problema, com ara 
un algoritme d’optimització lineal i no lineal basat en quatre punts planars, i un 
mètode de fusió de dades basat en la visió i altres sensors. Finalment, es 
conclou que el sistema de fusió amb visió ofereix més bones prestacions.  
Finalment, un informe del Institut Americà d’Aeronàutica i Astronàutica descriu un 
model dinàmic en tres dimensions idealitzat d’un microhelicòpter, per al qual 
l’entrada de control és l’empenta del rotor principal i del rotor de cua. Per tal de 
validar el model en llaç tancat, es demostra experimentalment el control de 
l’altitud d’un únic microhelicòter amb un sistema de captura de moviment 
(actuant com a retroalimentador). L’informe no descriu en detall les 
característiques del sistema de visió, però s’indica que està compost per dues 
càmeres (veure figura 3.4) [9]. 
 
 
Figura 3.4: U. Maryland VICON Motion Capture Facility [9] 
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4. Requeriments 
El requeriment principal que s’ha imposat al inici d’aquest projecte és resoldre el 
problema plantejat amb alguna alternativa ideada o existent. A més a més, s’han  
fixat requeriments més concrets, i es llisten a continuació:  
 
Entorn 
- El sensor ha de funcionar amb el microhelicòpter Walkera 5G4. 
- Si s’ha d’actuar sobre l’aeronau, caldrà fer-ho sota la premissa 
d’incorporar-hi el mínim pes.  
- El llenguatge informàtic a utilitzar per programar el sensor software és 
C/C++. 
 
Posició 
- El sensor software ha de proporcionar dades referents a la posició de 
l’helicòpter en coordenades cartesianes referides a uns eixos fixos. 
S’estimarà la posició de l’helicòpter com una aproximació a la posició del 
seu centre de gravetat.  
- S’acceptarà un error en l’exactitud de les dades de posició menor al 20% 
de la longitud màxima de l’aeronau, de l’ordre de 7 cm. 
- S’acceptarà una precisió de les dades de posició de l’ordre dels 
centímetres.  
 
Orientació 
- El sensor software ha de proporcionar dades referents a l’orientació de 
l’helicòpter d’acord amb tres rotacions independents al voltant dels eixos 
lligats al cos de l’aeronau (angles d’Euler): capcineig, guinyada i balanç. 
- S’acceptarà un error en l’exactitud de les dades d’orientació menor a 10º. 
- S’acceptarà una precisió de les dades d’orientació de l’ordre de 5º.  
 
Temps 
- Els resultats pels paràmetres referents als sis graus de llibertat de 
l’aeronau s’han de calcular i proporcionar en temps real.  
  
  
14 
 
5. Desenvolupament del projecte: Alternatives i solució 
En primer lloc, es descriu com és el muntatge del sistema de visió per 
computador. Un cop aquest s’hagi introduït es podran exposar les dues solucions 
que es proposen en aquest projecte així com els arguments per escollir la més 
apropiada.  
Com ja s’ha indicat anteriorment, el sistema de visió per computador existent al 
laboratori de control avançat està format per dues càmeres monocromàtiques 
d’alta resolució i un ordinador encarregat de rebre les imatges i executar el 
software programat. Les càmeres estan fixades en una mateixa paret i enfoquen 
cap al mateix punt, a 90º una respecte de l’altra. Els camps de visió de les dues 
càmeres es creuen, formant un espai de control que es pot aproximar com un 
cub imaginari de 2 x 2 x 2 m. A l’interior d’aquest cub és on ha de volar 
l’helicòpter i així poder-ne calcular la posició i orientació.  Al dessota es pot veure 
la figura 5.1  que mostra un esquema d’aquest muntatge sobre el dibuix en 
planta del laboratori, i la figura 5.2, que mostra una imatge real del mateix. 
 
Figura 5.1 Esquema del sistema de visió per computador 
 
Figura 5.2: Disposició real al laboratori de control avançat 
Els objectius de les càmeres enfoquen al centre de les cares del cub imaginari.  
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El sistema de visió per computador pot ser capaç de detectar la posició del 
microhelicòpter sense actuar sobre l’aeronau, tal com s’explica en un altre 
projecte [5]. Tanmateix, per tal de calcular l’orientació, és a dir els angles d’Euler, 
es fa necessari poder localitzar amb facilitat determinats punts de l’aeronau. La 
posició relativa d’aquests punts és la que ens facilitarà la informació per poder 
realitzar el càlcul.  
Amb la intenció de facilitar la localització de diferents punts de l’helicòpter, es 
proposen les dues solucions que s’exposen a continuació: Marcadors esfèrics i 
LED’s.  
5.1. Marcadors esfèrics 
Aquesta solució ja fou proposada en un projecte d’estudi [11]. El mètode descrit 
es va provar en estàtic i sense ser implementat a sobre del microhelicòpter. En el 
cas que ens ocupa, aquesta opció també s’ha avaluat com a possible solució.  
Es tracta de posicionar una sèrie de marcadors a diferents punts de l’aeronau. 
Aquests marcadors poden ser esferes d’uns 5 cm de diàmetre, i d’un material 
ben lleuger, com ara el suro, o un polímer, del tipus de les pilotes de ping-pong. 
Per tal de fer els marcadors fàcilment reconeixedors i diferenciables entre si, 
se’ls pintaria un traçat (veure Figura 5.3). No es podrien identificar marcadors de 
colors diferents degut a que les càmeres són monocromàtiques.  
 
Figura 5.3: Marcadors esfèrics amb els corresponents estampats [11] 
La proposta és col·locar un marcador al morro de l’helicòpter, un altre a la part 
més allunyada de la cua i un a cada lateral de l’aeronau (els laterals amb el 
mateix traçat). El software tindria incorporats a la memòria els patrons dels 
diferents marcadors en forma de mapes de bits. La missió del sensor seria 
recórrer la matriu de bits de les imatges rebudes cercant els marcadors, utilitzant 
filtres de correlació estadística, redimensionant i aplicant petites rotacions 
d’imatge.  
Com s’ha dit, les càmeres són d’alta resolució. Cada càmera capta 30 imatges 
cada segon, amb la qual cosa l’ordinador rep 60 imatges d’alta resolució cada 
segon. La quantitat d’informació que l’ordinador ha de processar és elevada. El 
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resultat del càlcul de la posició i orientació ha de ser en temps real, i és per això 
que, en cas d’implementar aquesta solució, en primer lloc, el software hauria de 
realitzar un preprocessament de les imatges. Es tracta de, abans de començar 
l’experiment, captar una imatge amb cada càmera de l’espai de control sense el 
microhelicòpter al seu interior. Aquestes imatges s’anomenen fons. Un cop 
comença l’experiment, a les imatges que va rebent l’ordinador de les càmeres 
se’ls hi resta el fons, de tal manera que la imatge resultant és el relleu (només 
l’helicòpter) i la resta de la imatge queda en negre. Aquesta actuació afavoreix a 
que les operacions de processament no requereixin tants recursos de memòria, 
ja que la quantitat d’informació s’haurà reduït considerablement.  
A més a més, s’hauria d’introduir una regió d’interès (ROI, per les seves sigles 
en anglès). Aquesta regió és un rectangle que envolta la imatge de l’helicòpter 
que queda en relleu, i s’adapta a les seves dimensions respectant uns marges 
establerts.  
A l’interior d’aquesta regió d’interès és on el software recorreria tots els píxels, tot 
cercant la màxima correlació amb els patrons introduïts a la memòria. Quan en 
un conjunt de píxels la correlació fos màxima respecte un dels patrons, es podria 
afirmar que s’ha detectat la posició d’un dels marcadors. Segons els angles de 
balanç i guinyada de l’helicòpter la forma dels marcadors pot variar, i és per això 
que el software hauria de ser capaç de rotar les imatges per tractar de 
maximitzar la correlació amb els patrons.  
La imatge rebuda s’hauria de recórrer per tal d’intentar trobar-hi cadascun dels 
patrons, tenint en compte que algun d’ells pot quedar a l’ombra, eclipsat pel propi 
cos de l’helicòpter.  
5.2. LED’s 
Es pretén en aquest cas posicionar una sèrie de díodes emissors al voltant del 
cos de l’helicòpter, els quals es mouran solidàriament amb l’aparell. 
Matemàticament, per tal de poder calcular la posició i orientació serà necessari 
conèixer les coordenades d’un mínim de tres punts pertanyents al sòlid rígid.  
Ja que l’helicòpter a tractar és un aparell de petites dimensions i baixa potència 
és lògic cercar una solució que minimitzi els elements extra a afegir al propi pes 
de l’aparell. Així doncs, la solució ideal seria situar tres leds en punts que fossin 
sempre visibles per totes dues càmeres independentment de la posició i 
orientació de l’helicòpter.  
Amb aquest mètode es vol aconseguir destacar els punts on hi hagi els díodes 
emissors molt per sobre que qualsevol altra part de l’helicòpter. D’aquesta 
manera es facilitaria la seva localització. Es fa necessari doncs estudiar la 
  
17 
 
tipologia dels leds i les seves característiques tècniques, per tal d’aconseguir les 
característiques buscades de la manera més eficient.  
Els leds disponibles al mercat, no emeten de manera omnidireccional, sinó que 
l’ample del seu feix de llum és limitat. Així doncs, a partir d’ara es parlarà 
d’agrupacions de leds (on tota l’agrupació serà un punt emissor), i aquestes 
agrupacions estaran compostes per diferents leds posicionats de tal forma que 
l’agrupació emeti en totes direccions.  
Les càmeres monocromàtiques de les quals es disposa, tenen una sensitivitat 
espectral d’acord amb el gràfic que es mostra a la figura 5.4:  
 
Figura 5.4: Sensitivitat espectral de les càmeres DMK 31AF03 
Com es pot apreciar, la sensitivitat màxima es troba dins del rang visible de 
l’espectre electromagnètic. Així doncs, és fàcil pensar que el fet d’utilitzar leds 
amb el màxim d’emissivitat coincidint amb la sensitivitat màxima de les càmeres 
els faria fàcils de detectar. Tot i així, les càmeres també captarien tota la resta de 
l’espectre visible i el corresponent a l’infraroig, i les interferències podrien 
dificultar la tasca de localització. 
Tanmateix, també existeix sensitivitat a la zona de l’infraroig. S’ha demostrat al 
laboratori que les càmeres tracten l’infraroig de la mateixa manera que el color 
blanc pur, és a dir li assignen el valor 255 de l’escala de grisos (veure figura 5.5, 
detall del cercle vermell). En observar aquest fet, es va deduir que, muntant un 
filtre òptic a les càmeres que deixés passar només l’infraroig, i trunqués la resta 
de l’espectre, s’aïllaria l’efecte dels leds.  
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Figura 5.5: Punt de vista de la càmera 1 veient LED’s infrarojos  
D’acord amb la sensitivitat espectral de la càmera mostrada a la figura 5.4, els 
leds a escollir haurien d’emetre en la regió de l’infraroig proper, i com més a prop 
del visible millor ho captarà la càmera. El filtre necessari ha de deixar passar 
longituds d’ona majors a 0,7 µm i ser opac a totes les inferiors.  
Finalment s’ha arribat a la conclusió d’optar per leds infrarojos, que tinguin la 
propietat d’emetre la màxima potència radiant en una longitud d’ona tant propera 
com sigui possible al rang visible de l’espectre electromagnètic. També s’han 
cercat amb la propietat d’emetre un feix de llum amb el màxim angle possible. 
Així doncs el led escollit és l’OSRAM SFH 4250Z, i les seves propietats més 
rellevants són: 
𝜆𝑝𝑖𝑐 = 860 𝑛𝑚 
𝜑𝐿 = ±60
o 
Les especificacions tècniques detallades d’aquest tipus de LED s’adjunten a 
l’apartat 10.1 d’annexos. 
Pel que fa al tipus de filtre s’ha escollit el model amb la relació prestacions – preu 
més elevada en comparació amb la resta d’articles trobats. El model escollit és: 
Edmund Optics UV/VIS-Cut Filter R-72 Mounted M30.5 x 0.5mm. Les figures que 
es mostren a continuació són imatges dels díodes (5.6) i dels filtres (5.7). 
 
Figura 5.6: Detall d’un LED OSRAM SFH 4250Z 
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Figura 5.7: Filtres Edmund Optics UV/VIS-Cut Filter R-72 
Tal i com el seu nom indica, aquest filtre talla l’espectre visible i l’ultraviolat, 
deixant passar l’infraroig. Finalment, la figura següent (5.8) mostra una 
superposició de corbes (per a l’emissivitat dels díodes, sensitivitat de les 
càmeres i transmissivitat dels filtres) a sobre de l’espectre electromagnètic, per 
donar una idea intuïtiva de l’exposició prèvia.  
 
Figura 5.8: Superposició de corbes a l'espectre electromagnètic 
Val a dir que la franja a la que emeten els díodes escollits no és l’òptima (com es 
pot veure a la figura 5.8), però tot i així compleixen les expectatives funcionals. 
Algun altre model de díode detectat al mercat ofereix el pic d’emissivitat a una 
longitud d’ona un tant més baixa (820 nm en lloc de 860), com és el cas del 
HE8811, de la firma japonesa Opnext. Tot i així, el preu unitari d’aquests díodes 
és uns 100 cops superior als escollits, i per tant s’ha desestimat el seu ús.  
Amb tot el que s’ha exposat fins ara, es proposa una distribució per les 
agrupacions de LED’s tal com la que es mostra a la figura següent (5.9): 
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Figura 5.9: Disposició d’agrupacions de LED’s sobre el croquis del Walkera 5G4 
En aquesta distribució, les agrupacions 1, 2 i 3 es localitzen en el pla de simetria 
de l’helicòpter i cadascuna en el vèrtex d’un triangle rectangle imaginari. Aquesta 
disposició minimitza els casos en que es produeixen oclusions d’alguna de les 
agrupacions de leds. A aquesta conclusió s’hi ha arribat amb l’ajuda d’un petit 
estudi. Ha constat d’un anàlisis virtual mitjançant el programa 3D Studio Max.  
Amb aquest software, hom pot crear un escenari amb càmeres (configurades 
segons els seus paràmetres òptics reals) i objectes mòbils per ser observats. Per 
al cas que ens ocupa, s’ha simulat l’entorn del laboratori amb dues càmeres 
enfocant cap a un espai, determinat per un cub de 2 x 2 x 2 m, i disposades 
d’acord amb la geometria real. Com a model d’helicòpter s’ha importat, des de 
l’AutoCAD, un cos que pretén aproximar la seva forma. La figura 5.10 representa 
el cos dissenyat a l’entorn gràfic. A la mateixa s’hi poden apreciar els cons de 
colors groc, blau cel i blau marí representant els feixos d’infraroig emesos per 
cadascuna de les agrupacions de LED’s.  
 
Figura 5.10: Model d’helicòpter dissenyat amb AutoCad 
La figura 5.11 mostra la visió ortogràfica extreta de 3DS Max que un observador 
extern podria tenir de l’espai de control amb l’helicòpter en el seu interior. La 
figura 5.12 representa la visió que en tindria cada càmera per la mateixa 
disposició.  
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Figura 5.11: Visió ortogràfica de l’escenari a 3D Studio Max 
 
Figura 5.12: Visió de l’escenari per la càmera 1 (a l’esquerra) i de la càmera 2 (dreta) 
Per traure conclusions d’aquest experiment, s’ha creat una animació en la que 
l’helicòpter es mou a les posicions més crítiques (punts A, B, C, D, E i F). 
L’aeronau fa un gir de 360º en guinyada per a cada punt crític. Es produeixen 
alineacions entre agrupacions de LED’s i alguna oclusió deguda al propi cos de 
l’helicòpter, però majoritàriament, totes dues càmeres poden veure com a mínim 
dos agrupacions de LED’s. Es conclou doncs, que una disposició d’agrupacions 
de LED’s en el pla de simetria, i tant allunyades com sigui possible del propi cos 
de l’helicòpter (la cabina, més concretament), redueix els casos en que es 
produeixen alineacions i/o oclusions de LED’s.  
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5.3. Solució adoptada 
Per tal d’escollir quina de les dues solucions proposades és la més adequada, 
s’avaluen els avantatges i inconvenients que comporten les característiques 
intrínseques a cadascuna d’aquestes solucions.  
Per una banda es poden identificar els següents avantatges pel que fa als 
marcadors esfèrics: 
- L’augment de pes degut a les esferes és baix, ja que qualsevol material 
ben lleuger és útil per actuar de marcador. 
- Els marcadors són molt econòmics i simples de fabricar. 
- És una solució fàcilment exportable a altres microhelicòpters.  
Com a inconvenients dels marcadors esfèrics es té que: 
- Les imatges s’han de preprocessar per extraure el fons deixant de 
manifest només el relleu (només l’helicòpter).  
- Les imatges s’han de post processar buscant patrons amb operacions 
morfològiques d’imatges (alta càrrega de recursos informàtics). 
- Per localitzar i diferenciar els diferents marcadors s’utilitza la correlació. 
Pot complicar-se la tasca per qüestions òptiques. 
 
D’altra banda, la solució amb LED’s aporta els següents avantatges: 
- No és necessària cap operació de preprocessament d’imatges per 
extraure el fons, ja que amb el muntatge dels filtres i un ajust adequat 
dels objectius de les càmeres només es visualitzen els tres punts des 
dels que emeten les agrupacions de díodes.  
- No és necessari post processar les imatges amb operacions 
morfològiques per buscar coincidències amb patrons. Els recursos 
informàtics necessaris són molt menors. 
- La localització dels diferents punts és immediata.  
- És una solució fàcilment exportable a altres microhelicòpters.  
 
I els inconvenients dels LED’s: 
- Cal adquirir els LED’s i els filtres òptics, amb la qual cosa el cost 
econòmic de la solució és més elevat que els marcadors esfèrics.  
- Cal muntar un circuit electrònic al microhelicòpter amb les agrupacions de 
leds, una pila i els cables. El pes a afegir és major que per als marcadors 
esfèrics.  
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Finalment es decideix optar per la solució amb LED’s. Amb aquesta decisió es 
busca assegurar un ús mínim de recursos informàtics per tal que la solució 
s’adapti al màxim al requisit de valors per pantalla en temps real. També es 
busca assegurar la localització dels punts, minimitzant els efectes òptics que 
puguin aparèixer.  
Tot i que el pes del muntatge electrònic és major que el dels marcadors, aquest 
tampoc és tant elevat com per impedir el vol de l’aparell. En quant al cost 
econòmic hi ha una diferència notable. El preu de la solució LED’s és major que 
la dels marcadors, però continua essent assequible. El que més encareix la 
solució dels LED’s són els filtres òptics, ja que el preu unitari d’un LED és força 
baix. Tot i així es decideix continuar amb la solució dels LED’s mirant 
d’aconseguir majors prestacions del sensor software.   
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6. Càlculs matemàtics 
6.1. Conceptes previs 
Prèviament a l’exposició dels càlculs, necessaris per poder obtenir els 
paràmetres de posició i orientació del microhelicòpter, es defineixen alguns 
conceptes matemàtics necessaris per donar sentit a la solució.  
En primer lloc cal definir els sistemes de coordenades a utilitzar. Per a cada 
càmera es defineix un sistema de coordenades planes (2D) anomenat sistema 
de referència imatge. En aquest, l’origen de coordenades es troba a la 
cantonada superior esquerra de la imatge, vista segons la càmera. El sentit dels 
eixos va segons es mostra a la figura 6.1, i les distàncies es mesuren en píxels.  
 
Figura 6.1: Sistema de referència imatge 
També es defineixen uns eixos de coordenades tridimensionals per a cada 
càmera: sistema de coordenades càmera. L’origen de coordenades d’aquests es 
troba al centre òptic de cada càmera. Les unitats de mesura en aquest cas són 
metres. La representació, per a cada càmera, d’aquests sistemes es pot veure a 
la figura 6.2. Les coordenades dels punts d’una imatge en aquests eixos de 
referència es poden obtenir a partir de les coordenades en píxels (les úniques 
disponibles a partir de la imatge), coneixent les característiques de les càmeres. 
Aquestes característiques s’anomenen paràmetres intrínsecs i extrínsecs. 
Només com una petita pinzellada, els intrínsecs tenen a veure en com una 
càmera caracteritza la transformació de representar un punt d’una imatge de 
coordenades càmera a píxels. Els extrínsecs corresponen a una matriu de 
rotació i un vector de translació, tals que descriuen la posició i orientació relativa 
entre ambdues càmeres. L’obtenció d’aquests paràmetres, així com el calibrat 
del sistema, es va realitzar en el moment de la posada en funcionament del 
sistema de visió per computador [5]. Així doncs, tots ells són coneguts i ja 
estaven introduïts al software de base abans del inici d’aquest estudi.  
Cal, a més a més, definir el sistema de referència món, que serà aquell respecte 
al qual s’estimaran les coordenades de la posició de l’helicòpter. La referència 
món es fa coincidir amb el sistema de coordenades càmera (per la càmera 1, o 
càmera esquerra). Tot i així, per al sistema món s’inverteix el sentit de l’eix Y, per 
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tal que aquest coincideixi amb la respectiva referència imatge [5]. El sistema de 
referència món també està representat a la figura 6.2. 
 
Figura 6.2: Sistemes de referència càmera, món i cos 
Per tal d’esbrinar la posició 3D d’un punt concret, respecte a la base món, un cop 
conegudes les corresponents coordenades del mateix punt segons les 
referències imatge (2D) de cada càmera, s’utilitza un procés anomenat 
reconstrucció 3D. Paral·lelament, la majoria d’éssers vius disposen de dos ulls 
per a que el cervell, de manera inconscient pugui “reconstruir” i obtenir més 
informació d’allò que veu. L’operació de reconstrucció pot resultar més o menys 
exacta en funció del coneixement que es tingui dels esmentats paràmetres 
intrínsecs i extrínsecs del sistema de visió. Per al cas que ens ocupa, tant els 
paràmetres intrínsecs com extrínsecs són coneguts, i essent així, la 
reconstrucció es fa segons el mètode de la triangulació. Per conèixer en detall la 
formulació corresponent a la triangulació, hom es pot adreçar a la referència [5]. 
Es defineix un últim sistema de referència, que és el sistema cos, lligat a 
l’helicòpter. Es pot veure representat a la figura 6.2. Com s’aprecia, l’eix Xp 
segueix la direcció transversal de l’aeronau, el Zp segueix la direcció longitudinal, 
i l’eix Yp forma un tríedre a esquerres amb els dos anteriors. És a esquerres per 
tal de fer-lo coincidir amb la referència de la càmera esquerra, de tal manera que 
un valor nul pels tres angles d’Euler significaria que tots dos sistemes tenen la 
mateixa orientació.  
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Els tres angles d’Euler es defineixen de la següent forma (representats també a 
la figura 6.2; veure apratat “Càlcul de l’orientaicó”): l’angle de capcineig θ, és el 
gir respecte a l’eix Xp; l’angle de guinyada , correspon a la rotació respecte a 
l’eix Yp; finalment, l’angle de balanç , és el gir respecte a l’eix Zp. Tots tres 
angles són positius segons la regla de la mà esquerra (per congruència amb el 
tríedre a esquerres). Per reproduir l’orientació de l’aeronau donats els tres valors 
de θ,  i , en primer lloc, hom hauria d’orientar l’aparell segons el sistema de 
referència càmera esquerra. A continuació hauria d’aplicar les tres rotacions 
consecutives (en l’ordre capcineig, guinyada i balanç) al voltant dels tres eixos 
Xp, Yp i Zp, respectivament.  
6.2. Càlcul de la posició 
La posició de l’helicòpter s’aproxima com el centre geomètric definit pels tres 
punts localitzats en l’espai. Aquesta posició s’identificarà com a H, amb 
coordenades Xh, Yh i Zh. Es podria prendre directament la posició d’una de les 
agrupacions, però un dels requeriments és que la posició s’estimi com una 
aproximació a la posició del centre de gravetat. Utilitzar el centroide definit per 
les tres posicions tridimensionals no resulta exactament en la posició del centre 
de gravetat, però és una bona aproximació, i s’hi aproxima més que la posició 
aïllada de qualsevol de les tres agrupacions. A més a més, al utilitzar tres 
mesures, si l’error d’una d’elles s’incrementa per qualsevol raó, l’error del 
centroide no s’incrementarà tant al fer la mitjana de les tres posicions.  
Per exemple, posem per cas que una de les coordenades de la posició de 
l’helicòpter ha de valdre 2. Utilitzant una sola mesura, si aquesta val 3 l’error ha 
augmentat en una unitat. En canvi, si s’utilitzen tres mesures, amb valors per 
exemple 2, 2 i 3, i es calcula la mitja, resulta que la mateixa coordenada val 2,33. 
S’aprecia doncs com l’error comès és menor.  
Així doncs, es té que: 
 
𝐻 =  𝑋ℎ , 𝑌ℎ , 𝑍ℎ  
𝑋ℎ =
𝑥1 + 𝑥2 + 𝑥3
3
 
𝑌ℎ =
𝑦1 + 𝑦2 + 𝑦3
3
 
𝑍ℎ =
𝑧1 + 𝑧2 + 𝑧3
3
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6.3. Càlcul de l’orientació 
Coneguts els tres punts a l’espai (1, 2, i 3) respecte al sistema de referència món 
corresponents a cadascuna de les agrupacions de leds, es poden obtenir les 
direccions dels eixos de referència cos respecte a la base món. Ja que s’ha 
escollit localitzar les agrupacions de LED’s al pla de simetria de l’helicòpter, en 
primer lloc es troben les direccions dels eixos Yp i Zp. S’identifiquen com els 
vectors entre les agrupacions 1-2 i 1-3, respectivament, que pertanyen a 
l’esmentat pla. Es calculen directament amb les coordenades dels punts i segons 
les següents expressions: 
yp     =  x1 − x2 , y1 − y2 , z1 − z2  
A =  yp      =   x1 − x2 2 +  y1 − y2 2 +  z1 − z2 2 
Per a que el vector yp      sigui unitari, se’l divideix entre el seu mòdul, que és la 
distància que separa l’agrupació 1 de la 2.  
 i2, j2, k2 =  
x1 − x2
A
 ,
y1 − y2
A
 ,
z1 − z2
A
  
zp    =  x1 − x3 , y1 − y3 , z1 − z3  
B =  zp     =   x1 − x3 2 +  y1 − y3 2 +  z1 − z3 2 
Per a que el vector zp     sigui unitari, se’l divideix entre el seu mòdul, que és la 
distància que separa l’agrupació 1 de la 3.  
 i3, j3, k3 =  
x1 − x3
B
 ,
y1 − y3
B
 ,
z1 − z3
B
  
Val a dir que aquestes direccions seran perpendiculars entre si, ja que la línea 
que uneix l’agrupació 1 amb la 3 és perpendicular a la línea que uneix 
l’agrupació 1 amb la 2.  
Per trobar la direcció de l’eix Xp, d’acord amb com s’han definit dels eixos de 
referència cos, es fa ús del producte vectorial, tal i com s’indica a continuació: 
 
[i1, j1 , k1] =  
i j k  
i3 j3 k3
i2 j2 k2
 =   j3k2 − j2k3  ,  i2k3 − i3k2 , (i3j2 − i2j3)  
 
  
28 
 
Per representar matemàticament el sistema de referència món s’utilitza una 
matriu identitat de 3x3, ja que és la base de referència (sistema de referència 
inercial). La matriu D representa els tres vectors directors i unitaris del sistema 
de referència cos lligat a l’helicòpter respecte al sistema món.  
I =  
1 0 0
0 1 0
0 0 1
  
D =  
i1 i2 i3
j1 j2 j3
k1 k2 k3
  
La matriu D conté les components dels vectors dels eixos de referència cos 
respecte a la base món calculades anteriorment. 
Es pretén ara trobar la matriu de rotació que caldria multiplicar a D per a que 
totes dues bases tinguessin la mateixa orientació. Per fer-ho s’apliquen tres 
rotacions consecutives, una al voltant de cadascun dels tres eixos cos i segons 
l’ordre capcineig, guinyada i balanç (pitch, yaw and roll en anglès). El 
procediment que s’exposa a continuació està basat en la referència [13]. 
 
        
i p = i 
j p = cos θ j + sin θ k  
k  p = − sin θ j + cos θ k  
   R1 =  
1 0 0
0 cos θ sin θ
0 − sin θ cos θ
  
 
        
i p = − cosφ i − sin φ k  
j p = j 
k  p = sin φ i + cos φ k  
             R2 =  
−cos φ 0 − sin φ
0 1 0
sinφ 0 cos φ
  
 
 
        
i p = cos Ψ i + sin Ψ j 
j p = − sin Ψ i + cos Ψ j 
k  p = k  
   R3 =  
cos Ψ sin Ψ 0
− sinΨ cos Ψ 0
0 0 1
  
 
 
R = R1R2R3 =  
R11 R12 R13
R21 R22 R23
R31 R32 R33
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Aquesta matriu R es pot entendre com una seqüència de tres rotacions, una al 
voltant de cada eix principal (eixos cos). Degut a que el producte de matrius no 
satisfà la propietat commutativa, l’ordre en que hom apliqui les tres rotacions al 
voltant dels eixos afecta al resultat. En el cas que ens ocupa, es rota primer al 
voltant de l’eix Xp, desprès l’eix Yp i finalment al voltant de l’eix Zp. El resultat 
d’aquesta seqüència de rotacions es pot representar com: 
 
𝑅 =   
cos φ cos Ψ cos φsin Ψ − sin φ
sin θ sin φ cos Ψ − sin Ψ cos θ sin θ sinφ sin Ψ + cos θ cos Ψ sin θ cos φ
cos θ sin φ cos Ψ + sin θ sin Ψ cos θ sin φsin Ψ − sin θcos Ψ cos θ cos φ
  
Coneixent la matriu D, s’aïlla la matriu R com: 
I = RD      R = I D−1 = D−1 
 
Un cop tots els elements de la matriu R són coneguts, els angles d’Euler es 
poden calcular igualant els elements 𝑅𝑖𝑗  (𝑖 = 1, 2, 3;  𝑗 = 1, 2, 3) amb els 
corresponents per a la matriu resultant de multiplicar 𝑅1𝑅2𝑅3. Mitjançant aquest 
procediment s’obtenen nou equacions, útils per trobar els angles d’Euler.  
- Dos possibles solucions per l’angle de guinyada: 
𝑅13 = − sin φ          φ = − arcsinR13  
Es pot afirmar que:   sin(𝜋 − φ) = sin φ 
Per tant, en realitat existeixen dos possibles solucions per φ, sempre i quant 
𝑅13 ≠ ±1 (aquest cas particular es tracta més endavant). Així doncs, les dues 
solucions queden:  
φ1 = − arcsin R13  
φ2 = π − φ1 = π + arcsinR13  
- Els corresponents angles de capcineig: 
𝑅23
𝑅33
= tan θ          θ = arctan
𝑅23
𝑅33
 
La funció atan2 (y, x) és l’arc tangent de dos variables x i y. És semblant a 
calcular l’arc tangent de y/x, però la diferència recau en que s’utilitzen els signes 
de les dues variables per determinar el quadrant del resultat, comprès dins del 
interval [−𝜋, 𝜋]. Aquesta funció està disponible en diferents llenguatges de 
programació, inclòs C/C++. Així doncs, per calcular l’angle de capcineig s’utilitza: 
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θ = atan2  (𝑅23 , 𝑅33) 
Cal anar amb compte amb aquesta última expressió, ja que si cos 𝜑 > 0 es té 
que θ = atan2  (𝑅23 , 𝑅33), però si pel contrari cos 𝜑 < 0, llavors 
θ = atan2(−𝑅23 ,−𝑅33). Un bon mètode per tractar aquest fet és utilitzar l’equació 
següent: 
θ = atan2  (
𝑅23
cos𝜑
,
𝑅33
cos 𝜑
) 
Aquesta última equació és vàlida sempre exceptuant el cas en que cos 𝜑 = 0. 
Aquest cas particular es tractarà més endavant. Finalment, les dues solucions 
per a l’angle de capcineig, d’acord amb les dues solucions de l’angle de 
guinyada són:  
θ1 = atan2  (
𝑅23
cos 𝜑1
,
𝑅33
cos 𝜑1
) 
θ2 = atan2  (
𝑅23
cos𝜑2
,
𝑅33
cos 𝜑2
) 
- Els corresponents angles de balanç: 
Es procedeix a un anàlisi similar al immediatament anterior: 
𝑅12
𝑅11
= tan Ψ          Ψ = arctan
𝑅12
𝑅11
 
Per tant, 
Ψ = atan2 (
R12
cos φ
,
𝑅11
cos 𝜑
) 
De nou, es apareix una indeterminació quan cos 𝜑 = 0. Aquest cas es tracta més 
endavant. Per cadascuna de les dues solucions de 𝜑, es troben els 
corresponents valors de Ψ com: 
Ψ1 = atan2 (
R12
cosφ1
,
𝑅11
cos 𝜑1
) 
Ψ2 = atan2 (
R12
cos φ2
,
𝑅11
cos 𝜑2
) 
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- Cas particular: 𝑹𝟏𝟑 = ±𝟏 (𝐜𝐨𝐬𝝋 = 𝟎) 
La metodologia descrita anteriorment no funciona si l’element 𝑅13  de la matriu de 
rotació equival a 1 o −1, que correspon a 𝜑 = −𝜋/2 o 𝜑 = 𝜋/2, respectivament i 
a cos 𝜑 = 0. Intentar esbrinar els valors de 𝜃 o Ψ en aquesta situació mitjançant 
la tècnica descrita resultarà en un càlcul indeterminat, ja que els elements de la 
matriu de rotació 𝑅11 , 𝑅12 , 𝑅23 , 𝑅33 són nuls. Conseqüentment, les equacions per 
al càlcul del capcineig i del balanç quedarien de la següent forma:  
θ = atan2  (
0
0
,
0
0
) 
Ψ = atan2 (
0
0
,
0
0
) 
Aquest fet, tanmateix, no restringeix els valors de 𝜃 i Ψ, raó per la qual es poden 
utilitzar altres elements de la matriu de rotació per calcular-los.  
Si 𝝋 = 𝝅/𝟐: 
𝑅21 = sin θ cos Ψ − sin Ψ cos θ = sin 𝜃 − Ψ  
𝑅22 = sin θ sin Ψ + cos θcos Ψ = cos 𝜃 − Ψ  
𝑅31 = cos θ cos Ψ + sin θ sin Ψ = cos 𝜃 − Ψ = 𝑅22  
𝑅32 = cos θ sin Ψ − sin θ cos Ψ = − sin 𝜃 − Ψ = −𝑅12  
Qualsevol 𝜃 i Ψ que satisfacin les quatre equacions anteriors serà una solució 
vàlida. Utilitzant les equacions per 𝑅21  i 𝑅22 , s’arriba a: 
 𝜃 − Ψ = 𝑎𝑡𝑎𝑛2 (𝑅21 , 𝑅22)          θ = Ψ + 𝑎𝑡𝑎𝑛2 (𝑅21 ,𝑅22) 
 
Si 𝝋 = −𝝅/𝟐: 
𝑅21 = − sin θ cos Ψ − sin Ψ cos θ = − sin 𝜃 + Ψ  
𝑅22 = −sin θ sin Ψ + cos θcos Ψ = − cos 𝜃 + Ψ  
𝑅31 = − cos θ cos Ψ + sin θ sin Ψ = cos 𝜃 + Ψ = −𝑅22  
𝑅32 = − cos θ sin Ψ − sin θ cos Ψ = − sin 𝜃 + Ψ = 𝑅21  
De nou, a partir de les equacions per 𝑅21  i 𝑅22 , es dedueix que: 
 𝜃 + Ψ = 𝑎𝑡𝑎𝑛2 (−𝑅21 , −𝑅22)          𝜃 = −Ψ + 𝑎𝑡𝑎𝑛2 (−𝑅21 , −𝑅22) 
 
Per tots dos casos en que 𝜑 = 𝜋/2 i 𝜑 = −𝜋/2 , s’han deduït equacions en que 
els angles de capcineig i de balanç són dependents. Aquest fenomen es coneix 
amb el nom de Gimbal lock [13]. Així doncs, podrien existir infinites solucions al 
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problema, però a la pràctica sovint interessa trobar-ne només una. Amb aquest 
objectiu, s’ha d’assignar un valor a un dels dos angles i tot seguit calcular l’altre. 
Una primera aproximació per fer-ho, per al cas particular tractat en aquest 
projecte, seria extrapolar el valor de l’angle de balanç (per exemple) a partir dels 
valors coneguts del passat, i així poder calcular l’angle de capcineig.  
Resumint, el codi informàtic que es proposa per calcular els angles d’Euler a 
partir de la matriu de rotació queda de la següent manera: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
El codi realment programat al sensor software només imprimeix per pantalla una 
solució (per exemple, la corresponent al valor de 𝜑1.   
φ1 = − arcsinR13  
φ2 = π − φ1 = π + arcsinR13  
θ1 = atan2  (
𝑅23
cos𝜑1
,
𝑅33
cos 𝜑1
) 
θ2 = atan2  (
𝑅23
cos𝜑2
,
𝑅33
cos 𝜑2
) 
Ψ1 = atan2 (
R12
cosφ1
,
𝑅11
cos𝜑1
) 
Ψ2 = atan2 (
R12
cos φ2
,
𝑅11
cos 𝜑2
) 
𝜑 = 𝜋/2 
θ = Ψ + 𝑎𝑡𝑎𝑛2 (𝑅21 , 𝑅22) 
𝜑 = −𝜋/2 
𝜃 = −Ψ + 𝑎𝑡𝑎𝑛2 (−𝑅21 , −𝑅22) 
if (𝑅13 ≠ ±1) 
else 
           Ψ = a assignar. (Per exemple, extrapolació del passat). 
          If (𝑅13 = −1) 
          else 
          end if 
end if 
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7. Implementació 
7.1. Hardware 
En aquesta secció s’explica el muntatge del circuit electrònic a l’helicòpter així 
com la manera en que s’han agrupat els LED’S. El muntatge hardware de l’equip 
de visió per computador no entra a l’abast d’aquest projecte, ja que s’ha iniciat la 
feina amb el sistema ja muntat i en funcionament.  
En primer lloc cal conèixer quines són les característiques electròniques dels 
díodes escollits per tal de crear el circuit adequat. Tal i com indiquen les 
especificacions tècniques (annex 10.1), els LED’s poden treballar a 1,5V (on 
s’arribaria al màxim d’emissivitat en 20 ms) i també a 2,4V (arribant a l’emissivitat 
màxima després de 100µs). Per al funcionament del sistema que ens ocupa, els 
díodes no patiran cap tipus d’intermitència, sinó que funcionaran de forma 
continuada. Quan el sistema de visió per computador comenci a captar imatges, 
els díodes ja hauran d’estar en funcionament. Amb això es vol dir que no és 
important el temps que passi entre l’aplicació del voltatge i la màxima emissió.  
Així doncs, per tal d’escollir el voltatge de funcionament, el criteri utilitzat és el 
pes de la font d’energia. Es descarta consumir energia de la bateria del propi 
helicòpter per no restar-li potència disponible per a efectuar el vol, ja que 
aquesta ja és prou justa. Per tant s’opta per afegir una pila tant lleugera com 
sigui possible. Una pila de botó de 1,5 V és suficient.  
S’escull la secció dels cables com la mínima possible, per incrementar el mínim 
pes. Tots els díodes van connectats en paral·lel, sotmesos així a un voltatge per 
igual de 1,5 V (veure figura 7.1).  La intensitat que circularà per cada LED, sota 
un voltatge de 1,5 V, és de 100 mA (d’acord amb les especificacions tècniques). 
El cable que alimenta la connexió en paral·lel dels 9 LED’S suportarà per tant 
una intensitat de 0,9 A. Per aquest valor d’intensitat de corrent continua el cable 
escollit té una secció de 0,5 mm2 (unifilar i unipolar), que d’acord amb la taula 7.1 
és suficient per suportar la intensitat. 
 
Figura 7.1: Esquema del circuit electrònic 
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Taula 7.1: Intensitats màximes admissibles per a conductors aïllats MIE BT-004 [4] 
També de les especificacions tècniques dels díodes, s’obté el valor de l’angle del 
feix emissor d’infraroig. Aquest és de 120º (±60 º segons les especificacions). 
Aquest valor es determina mesurant a quin angle l’emissivitat del díode decau al 
50% del seu valor pic. Es decideix doncs que cada agrupació de LED’s estigui 
formada per tres díodes dirigits a 120º entre ells en el pla horitzontal de 
l’helicòpter. Aquesta disposició cobreix la totalitat dels 360º (s’ha comprovat al 
laboratori abans de fer el muntatge) en que pot rotar l’helicòpter lliurement 
respecte al seu eix vertical d’acord amb el moviment de guinyada (yaw). Els 
moviments de capcineig i balanç en un microhelicòpter de les característiques 
del Walkera 5G4 tenen una limitació en angle força menor als ±60º, raó per la 
qual aquesta disposició de LED’s és suficient per a que una agrupació es vegi 
amb les càmeres en tots els casos sempre i quant voli a l’interior de l’espai de 
control.  
Per tal d’aconseguir la separació angular desitjada entre els feixos dels LED’s 
s’han construït uns petits prismes triangulars. Les dimensions d’aquests prismes 
es poden apreciar a la figura 7.2. Els prismes són de cartolina, un material prou 
rígid com per a mantenir la geometria esperada i alhora ser prou lleugers com 
per a validar la solució proposada (veure figura 7.3). Amb la finalitat d’unir els 
propis díodes amb la cartolina, s’ha utilitzat una pasta aïllant (Ceys MS-Tech) 
que actua com a adhesiu. Aquest producte és resistent als canvis de 
temperatura que la intensitat de corrent pot induir als díodes. Prèviament, les 
pestanyes de connexió dels díodes han estat soldades amb estany als cables de 
connexió. Els prismes triangulars s’han unit a l’helicòpter mitjançant pegament 
instantani (LOCTITE) per a l’agrupació disposada a sobre de la cabina (1) i 
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retalls de fil ferro per a l’agrupació inferior (2) i l’agrupació de la cua (3). El fil 
ferro s’ha escollit per ser prou rígid com per mantenir els prismes solidaris a 
l’helicòpter i el més prim i lleuger possible. A continuació s’adjunten les figures 
7.4, 7.5, 7.6 i 7.7, que aclareixen la disposició dels díodes i del circuit en general 
muntat a sobre de l’aeronau.  
 
Figura 7.2: Dimensions (mm) del prisma Figura 7.3: Imatge d’un prisma i un LED 
 
 
Figura 7.4: Agrupació 1  Figura 7.5: Agrupació 3(a)  Figura 7.6: Agrupació 3(b) 
 
Figura 7.7: Agrupacions sobre l’helicòpter 
7.2. Software 
En aquesta secció s’exposa el funcionament del codi programat. S’explicarà com 
es tracten les imatges i com se n’extreu la informació necessària. S’explicarà 
també l’anàlisi de la casuística i com es tradueix a llenguatge informàtic. Tal i 
com s’indica a l’Abast d’aquest projecte, no s’explicarà en detall el funcionament 
de l’estructura informàtica del software, que si hom la vol conèixer la pot 
consultar a la referència [5]. Tanmateix, sí que se’n comentaran els conceptes 
bàsics.  
  
36 
 
El software del que es parteix és un codi basat en fils d’execució. Això significa 
que dins d’un mateix programa es poden executar diferents tasques de forma 
concurrent. Per aconseguir aquest fet, en realitat, seria necessari comptar amb la 
disponibilitat de diferents processadors. Tot i així, en les màquines en que només 
es disposa d’un processador, el que succeeix en realitat és que s’assigna una 
quantitat determinada de temps de processador a cada fil d’execució, i es va 
alternant d’un fil a l’altre. Si aquest procediment alternatiu és prou ràpid, 
aparentment els diferents fils d’execució s’executen en paral·lel.  
Com s’ha descrit a la secció de Càlculs matemàtics, per poder calcular la posició 
tridimensional de cadascuna de les agrupacions de LED’s cal conèixer les 
corresponents posicions planes per totes dues càmeres en les imatges que es 
van rebent de manera concurrent (veure figura 7.8).  
 
Figura 7.8: Correspondència entre les agrupacions de LED’s 
D’aquí es dedueix que s’han de processar les imatges que es reben d’una i altra 
càmera de manera paral·lela, ja que si no fos així, les coordenades planes d’una 
agrupació de LED’s per una determinada imatge de la càmera 1 potser no es 
correspondrien a les coordenades planes de la mateixa agrupació de LED’S per 
a la càmera 2. Aquest fet causaria un càlcul erroni de la posició tridimensional de 
les agrupacions de LED’s. En el cas que ens ocupa, aquesta característica de 
múltiples fils d’execució s’aplica per tal de realitzar les operacions programades 
de manera concurrent per a totes dues càmeres. Els fils d’execució de la càmera 
1 i 2 es van executant a una freqüència de 30 Hz, extraient informació de totes 
les imatges provinents de les càmeres. La figura següent (7.9) mostra en detall 
l’esquema de funcionament tant del fil d’execució 1 com del 2 (ja que s’hi 
executen les mateixes operacions).  
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Freqüència 
30 Hz 
 
 
 
Figura 7.9: Processos del fil d’execució 1 i 2 
També s’utilitza un altre fil d’execució per a conèixer la posició tridimensional de 
les agrupacions de LED’s. Aquest fil d’execució s’inicia de bon principi, i s’espera 
indefinidament fins que les coordenades planes de les agrupacions de LED’s són 
conegudes per ambdues càmeres. Quan això succeeix, el fil d’execució aplica el 
càlcul de triangulació i retorna totes les posicions tridimensionals. Finalment, un 
últim fil d’execució roman a l’espera fins a que les dades de posició i orientació 
estan disponibles. Quan això succeeix, aquest fil d’execució transmet les dades 
mitjançant un protocol TCP, i una aplicació client s’hi pot connectar per tal de 
rebre la informació. La figura que es mostra a continuació (7.10) és un esquema 
del funcionament global del sensor software i dels fils d’execució: 
 
Actualització de 
la ROI
Identificació dels 
blobs en la 
primera imatge
Instauració de la 
ROI
Seguiment dels 
blobs després de 
la segona imatge
Detecció de 3 
blobs
Detecció de 2 
blobs
Detecció de 
menys de 2 
blobs
Missatge per 
pantalla: ERROR
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Freqüència 
30 Hz 
Freqüència 
30 Hz 
Freqüència 
30 Hz 
Freqüència 
30 Hz 
 
Figura 7.10: Esquema de funcionament general del sensor software 
 
La part realment rellevant en aquest projecte és l’explicació del que succeeix a 
l’interior d’un fil d’execució dels encarregats de processar les imatges de les 
càmeres (fils 1 i 2). No és possible continuar amb aquesta explicació sense 
abans introduir les llibreries OpenCV (Open Source Computer Vision) i 
cvBlobsLib.  
La llibreria OpenCV conté funcions de programació per a visió per computador 
en temps real. És una llibreria que facilita i agilitza les operacions amb les 
imatges, ja que d’altra manera s’hauria de recórrer a bucles que actuessin píxel 
per píxel a cada imatge, i el codi resultaria molt espès. La llibreria cvBlobsLib 
facilita la detecció de components connectats en imatges binàries o d’escala de 
Inici del programa
Missatge per pantalla:
Col·locar l'aparell al volum de control amb els LED's ON i prémer una tecla per iniciar la 
captura d'imatges.
Fil d'execució 1
Càmera 1
Obtenció de les 
coordenades planes 
dels blobs 
Fil d'execució 2
Càmera 2
Obtenció de les 
coordenades  planes 
dels blobs 
Fil d'execució 3
Triangulació
Espera...
Reconstrucicó 3D
Càlcul de la posició 3D
+
Càlcul de l'orientaicó
Fil d'execució 4
Transmissió de dades
Espera...
Enviament dels 
resultats mitjançant 
TCP
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grisos (com ara la funció de Matlab regionprops). També conté funcions per 
manipular, filtrar i extraure resultats dels components localitzats en les imatges 
[10]. Aquests components connectats s’anomenen blobs.  
Un blob és un conjunt de píxels connectats entre sí. Aquesta connexió pot ésser 
o bé connexió-4 o bé connexió-8. La connexió 4 inclou aquells píxels que estan 
un al costat de l’altre (tant horitzontalment com vertical). Mentre que la connexió-
8 inclou, a més a més, els píxels que estan en contacte en diagonal. Les 
següents figures (7.11 i 7.12) clarifiquen aquesta explicació. En el cas del sensor 
software s’utilitza la connexió-8 pel fet de ser menys excloent.  
  
Figura 7.11: Píxels en connexió-4 Figura 7.12: Píxels en connexió-8 
 
La figura 7.11 mostra com els píxels pintats de verd estan tocant al píxel central 
A segons una connexió-4. La figura 7.12 mostra com els píxels pintats de beix 
estan en contacte amb el píxel central A segons una connexió-8.  
Arribats a aquest punt, es pot iniciar l’explicació del tractament de les imatges. La 
idea general és la següent: identificar cadascuna de les agrupacions de LED’s 
en la primera imatge de cada càmera (la primera imatge que es rep en executar 
el programa) i a partir de la segona imatge seguir cadascuna de les agrupacions 
sense haver de tornar a identificar-les.  
A pesar d’haver afirmat, com un dels avantatges de la solució de LED’s, que no 
és necessari preprocessar les imatges rebudes, s’ha considerat oportú tenir una 
funció de preprocessament, que només s’executa a la primera imatge rebuda de 
cada càmera (inici de l’experiment), i que realitza la tasca de identificació de les 
agrupacions de LED’s. Aquesta funció facilita separar les instruccions (codi) que 
ha de seguir el software per la primera imatge i per tota la resta. Al iniciar el 
programa, apareix un missatge per pantalla dient que es col·loqui l’aparell a 
l’espai de control amb els LED’s en marxa. S’espera fins que es premi qualsevol 
tecla. Un cop es prem, s’executa en primer lloc la funció de preprocessament i en 
acabar es passa al processament.  
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S’ha de notar que al inici de l’experiment és requisit indispensable que ambdues 
càmeres vegin les tres agrupacions de LED’s ben definides i separades, és a dir, 
que no es produeixi cap oclusió i que la intensitat a la que emeten els díodes 
sigui suficientment alta (si no és així s’ha de canviar la pila del circuit de LED’s). 
Aquest fet és necessari ja que sinó la tasca d’identificació no seria possible tal i 
com està programada. Aquesta tasca és purament geomètrica. Es basa en com 
estan disposades les agrupacions de LED’s al cos de l’helicòpter i les limitacions 
de capcineig i balanç de la pròpia aeronau (aquests angles s’estima que mai 
sobrepassen els ±25º, tant en capcineig com en balanç). En cas que totes dues 
càmeres no captin tres blobs a la primera imatge, el programà imprimirà un 
missatge per pantalla dient “ERROR!!! NO TINC 3 BLOBS”.  
Per poder identificar els blobs (és a dir, tenir clar quin d’ells és el corresponent a 
l’agrupació número 1, la 2 i la 3), primer cal detectar-los. A pesar que a les 
imatges provinents de les càmeres ja destaquen molt les taques blanques dels 
díodes sobre un fons pràcticament negre (gràcies a l’efecte dels filtres, tallant 
l’espectre visible i ultraviolat), s’aplica un llindar que deixa la imatge totalment 
binaritzada. Aquesta és una de les funcions (cvThreshold) que proporciona la 
llibreria OpenCV. Veiem un exemple: 
 
cvThreshold(Imatge_original, Imatge_resultant, 200, 255.0, 
CV_THRESH_BINARY); 
S’aplica un llindar a tots els píxels de la imatge original. Aquells píxels amb un 
valor d’escala de grisos major o igual a 200 passaran a valdre 255 (blanc pur) i la 
resta passaran a valdre 0 (negre). Com es pot apreciar és un llindar força alt. 
S’ha escollit aquest valor per tal d’assegurar que queden fora de la imatge els 
efectes lluminosos que no siguin els dels díodes. Les imatges de la figura (7.13 i 
7.14) mostren com les càmeres sense filtre capten les imatges del laboratori, les 
figures (7.15 i 7.16) corresponen al resultat després d’afegir el filtre. La figura 
(7.17) mostra com ressalten els leds respecte del fons gairebé negre, quan els 
filtres estan muntats. A la figura (7.18) s’hi aprecia el resultat després d’aplicar el 
llindar binari. 
 
Figura 7.13: Càmera esquerra sense filtre Figura 7.14: Càmera dreta sense filtre 
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Figura 7.15: Càmera esquerra amb filtre Figura 7.16; Càmera dreta sense filtre 
         
Figura 7.17: Càmera esquerra sense llindar Figura 7.18: Càmera dreta amb llindar 
Un cop la imatge està condicionada, es pot procedir a la detecció dels blobs. Se 
n’encarrega la funció CBlobResult. Aquesta emmagatzema tots els blobs que 
hagi trobat a la imatge en un vector. Els blobs, informàticament, són estructures 
de dades (del tipus CBlob) amb una sèrie d’atributs (àrea, perímetre...). D’acord 
amb les proves que s’han realitzat al laboratori, els blobs solen tenir una àrea 
entre 20  i 100 píxels. Per tal d’assegurar que els blobs detectats siguin els 
pertanyents al cos del microhelicòpter, s’aplica un filtre de blobs. Per donar cert 
marge, s’aplica un filtre inferior fixat a 10 píxels i un filtre superior fixat a 300 
píxels. Això significa que tots els blobs que es detectin i tinguin una àrea menor a 
10 o major a 300 no seran considerats (s’eliminaran del vector de blobs).  
En aquestes condicions es tenen a la memòria tres blobs numerats en el mateix 
ordre en que s’han detectat. Però aquesta numeració no té perquè ser la 
correcta. Aquí és on s’aplica el procediment de identificació. Consisteix en 
comparar la posició de dos dels blobs (segons les seves coordenades planes en 
píxels) i veure si cauen dins d’unes condicions geomètriques. Primer s’assumeix 
l’ordre imposat per la màquina. Sabent que dos de les agrupacions de leds estan 
pràcticament alineades en vertical (aquesta alineació dependrà del capcineig i 
balanç, però com s’ha dit els angles màxims són força limitats) es dedueixen les 
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condicions següents per comprovar si l’etiquetatge ha estat correcte (cal recordar 
que el sentit de l’eix y en coordenades planes de la imatge va cap a baix): 
- Si la diferència en valor absolut de la posició x del blob1 i el blob2 és 
menor que 10 píxels i la diferència de la posició y del blob2 i el blob1 és 
positiva: els blobs 1 i 2 s’han etiquetat correctament, i per tant el tercer 
també. Identificació completada. 
- Si la diferència en valor absolut de la posició x del blob1 i el blob2 és 
major que 10 píxels i la diferència de la posició y del blob2 i el blob1 és 
negativa: els blobs 1 i 2 s’han etiquetat a la inversa, però el tercer és 
correcte. Per tant s’inverteix l’ordre dels blobs 1 i 2. Identificació 
completada. 
- En cas que no es compleixi cap de les dues condicions anteriors, es rota 
una posició l’ordre dels blobs. El blob1 passa a ser el 2, el 2 passa a ser 
el 3 i el 3 passa a ser el blob1. Es torna a comprovar si les condicions 
anteriors es compleixen.  
Aquest procés es repeteix fins a un màxim de dos cops, i finalment es tenen els 
blobs ordenats d’acord amb la numeració que se’ls ha assignat matemàticament 
(veure secció Càlculs matemàtics). Aquí finalitza la missió de la funció de pre- 
processament. L’algoritme que segueix la funció de processament s’ha adjuntat 
a l’apartat 10.3 del capítol Annexos.  
Tot seguit s’inicia la funció de processament. La missió d’aquesta és esbrinar les 
coordenades planes de cadascun dels blobs corresponents a les agrupacions de 
LED’s. Segueix essent igual d’important conèixer quin blob és el número 1, el 2 i 
el 3 per poder fer la reconstrucció de la posició tridimensional correctament.  
Per a condicionar les imatges de tal manera que els blobs siguin més fàcils de 
detectar, es procedeix a aplicar el mateix tipus de llindar que s’ha explicat 
anteriorment per a la primera identificació. Així doncs les imatges també queden 
binaritzades. Per detectar els blobs s’utilitza la mateixa funció (CBlobResult) que 
s’ha explicat per la identificació. El filtre inferior i superior també funcionen de la 
mateixa manera (amb idèntics valors màxim i mínim).  
A continuació el software està programat per treballar en dos casos (i detectar el 
cas en que no es pugui continuar treballant): a) En el millor cas, es detecten 3 
blobs; b) Si es produeix una oclusió, o dos agrupacions de leds s’alineen, es 
detecten 2 blobs; c) Es tenen menys de dos blobs.  
a) Partint de la identificació en la primera imatge, a les imatges següents el 
software segueix sabent quin blob és quin segons la proximitat entre els 
blobs trobats a la imatge actual i els ja coneguts de la imatge anterior.  
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Figura 7.19 Aproximació que relaciona píxels amb metres 
Sigui la velocitat màxima de l’helicòpter igual a 1 m/s, i considerant el 
pitjor cas en que l’aparell vola a la màxima proximitat del focus d’una de 
les càmeres, en direcció perpendicular a l’eix longitudinal del focus (veure 
figura 7.19), es pot escriure la quantitat màxima de píxels que un blob es 
pot desplaçar, entre dues imatges consecutives, com: 
 
512 𝑝í𝑥𝑒𝑙𝑠/𝑠
30 𝑖𝑚𝑎𝑡𝑔𝑒𝑠/𝑠
≅ 17 𝑝í𝑥𝑒𝑙𝑠/𝑖𝑚𝑎𝑡𝑔𝑒 
 
D’acord amb l’estimació anterior, com que cada càmera transmet trenta 
imatges cada segon i la velocitat de l’helicòpter és petita en comparació a 
aquesta freqüència de mostreig, es pot afirmar que aquest mètode és 
prou fiable.  
Així doncs, el software detecta els blobs en la imatge actual i calcula els 
seus centres en coordenades planes. Tot seguit s’inicia un bucle que 
recorre tots els blobs trobats en la imatge actual, i calcula la diferència 
entre les coordenades del seu centre i les coordenades de cadascun dels 
centres dels blobs en la imatge anterior. Es calcula la distància en 
diagonal amb el teorema de Pitàgores, i finalment es busca la distància 
mínima entre el blob actual i cadascun dels anteriors. S’etiqueta el blob 
actual amb el mateix número que té el blob antic respecte al qual la 
distància en diagonal és la mínima.  
Com que el bucle fa aquest procés amb cadascun dels blobs de la imatge 
actual, tots ells queden etiquetats amb el número que els hi correspon. La 
imatge següent esquematitza aquesta explicació (7.20): 
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Figura 7.20: Seguiment dels blobs per proximitat 
A la figura anterior es veu com s’assigna el número 1 al blob actual 
(vermell) que està tractant el bucle, ja que la distància entre el seu centre 
i el centre del blob 1 de la imatge anterior és menor que la distància entre 
el seu centre i els centres dels blobs anteriors 2 i 3.  
 
b) En aquest cas, a la imatge actual s’hi detecten 2 blobs, i a la imatge 
anterior tant pot ser que s’hi haguessin detectat 2 blobs com 3. Es pretén 
esbrinar la posició del blob desaparegut en funció de la seva història. Es 
fa mitjançant una aproximació de primer ordre, utilitzant les coordenades i 
la velocitat del blob a la imatge anterior i l’increment de temps que 
transcorre d’una imatge a l’altra (que serà la inversa de la freqüència de 
mostreig de les càmeres).  
En més detall: el software detecta dos blobs i calcula les coordenades 
dels seus centres. Tot seguit, el programa inicia un bucle de dos cicles 
(un per a cada blob detectat). A cada cicle compara les coordenades del 
blob actual amb les coordenades que haurien de tenir els centres dels 
blobs detectats a la imatge anterior segons l’aproximació esmentada. De 
la mateixa manera que es procedeix quan es detecten tres blobs, 
s’etiqueta el blob actual amb el mateix número que té aquell blob antic 
per al qual s’ha aproximat unes coordenades del seu centre per a la 
imatge actual més pròximes al blob detectat en la imatge actual. Quan el 
bucle ha finalitzat els dos cicles, es sap quin número tenen els dos blobs 
detectats. Per conèixer la posició del blob desaparegut s’utilitza 
directament l’aproximació de les coordenades segons la velocitat del 
mateix blob en la imatge anterior. La imatge següent esquematitza 
aquesta explicació (7.21): 
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Figura 7.21: Aproximació de la posició d’un blob no detectat 
A la imatge anterior es veu com s’assigna el número 2 al blob actual 
considerat pel bucle, ja que la distància entre el seu centre i el centre de 
la posició aproximada del blob 2 per la imatge actual (creu vermella) és 
menor que la distància a les aproximacions pels blobs 1 i 3. Al blob 3 (no 
detectat) se li assigna directament la posició aproximada per a la imatge 
actual del blob 3 antic.   
Les equacions per aproximar les noves posicions s’exposen a 
continuació: 
Δ𝑡 =
1
30
 𝑠 
𝑥𝑛 = 𝑥𝑛−1 + 𝑣𝑥𝑛−1  Δ𝑡    [𝑝í𝑥𝑒𝑙𝑠] 
𝑦𝑛 = 𝑦𝑛−1 + 𝑣𝑦𝑛−1 Δ𝑡    [𝑝í𝑥𝑒𝑙𝑠] 
 
I les velocitats en una determinada imatge: 
 
𝑣𝑥 =
𝑥𝑛 − 𝑥𝑛−1
Δ𝑡
    [𝑝í𝑥𝑒𝑙𝑠/𝑠] 
𝑣𝑦 =
𝑦𝑛 − 𝑦𝑛−1
Δ𝑡
    [𝑝í𝑥𝑒𝑙𝑠/𝑠] 
 
Val a dir que el càlcul de les velocitats es fa a totes les imatges 
(exceptuant la primera), ja que no es sap quants blobs es detectaran a la 
següent imatge, i per tant cal tenir disponibilitat dels valors de velocitat 
per si s’ha de calcular l’aproximació.  
Cal afegir que l’aplicació d’aquesta aproximació de primer ordre funciona 
correctament si l’oclusió o alineament d’un blob no es manté 
prolongadament. En el cas que això succeeixi, l’error que es comet en 
l’aproximació de les coordenades, a mesura que passa el temps, és cada 
cop més gran.  
 
  
46 
 
c) En aquest cas no s’arriben a detectar ni tan sols 2 blobs. Així doncs el 
programa es limita a imprimir per pantalla un missatge tal com “ERROR!!! 
TINC MENYS DE 2 BLOBS”. 
Existeix una altra característica programada en aquest software de la qual ja s’ha 
parlat a la solució proposada dels marcadors esfèrics. És la regió d’interès (ROI 
per les seves sigles en anglès).  
Com el seu nom indica, la ROI és una àrea concreta de la imatge que interessa 
particularment. La finalitat de la seva existència és treballar en una regió més 
petita. Com que les imatges que transmeten les càmeres són d’alta resolució, les 
operacions en aquestes poden requerir una alta quantitat de recursos 
informàtics. Així doncs, si les operacions es realitzen en una àrea més reduïda 
s’assoleix el resultat buscat amb un menor consum de recursos informàtics.  
La regió d’interès en el software està programada com un rectangle, el centre del 
qual coincideix amb el centroide determinat per la posició dels blobs detectats a 
cada imatge. Les dimensions del rectangle es van adaptant a l’espai que ocupa 
la figura de l’helicòpter imatge rere imatge.  
Òbviament, les dimensions del rectangle han de deixar un cert marge des dels 
costats fins als propis blobs. La llei que es segueix és que el costat sigui el doble 
de llarg que distància en píxels entre els dos blobs que més separats estiguin 
(tant en x com en y). La següent figura (7.22) esquematitza aquesta llei: 
 
Figura 7.22: Dimensions de la regió d’interès 
Així doncs es pot afirmar que la ROI és com un marc que persegueix els tres 
blobs allí on vagin, i varia la longitud dels seus costats en funció de la posició 
dels blobs. A la primera imatge la ROI coincideix amb els límits de la imatge 
completa. Després, s’adapta i va perseguint els blobs en tot moment. Només en 
el cas que es detectin menys de dos blobs, les dimensions de la ROI passen a 
coincidir de nou amb les de la imatge completa.  
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Per facilitar la interpretació de l’usuari, no només es donen els resultats per 
pantalla per als paràmetres de posició i orientació de l’helicòpter, sinó que també 
es fan aparèixer quatre finestres. Les dos finestres superiors mostren la imatge 
sencera, tant de la càmera 1 com de la 2, després d’haver aplicat el llindar. La 
llibreria OpenCV permet dibuixar figures a sobre de les imatges tractades. Així 
doncs, s’han afegit línies de codi per a que l’usuari pugui veure per pantalla en 
tot moment el rectangle definit per la ROI. També es dibuixen tres cercles 
menors, un al voltant de cada blob, etiquetats amb un número que també apareix 
per pantalla segons el software els ha identificat. Un cercle major, es dibuixa 
centrat a la posició que el software calcula per al centroide dels tres blobs. Les 
altres dos finestres que apareixen per pantalla (inferiors), dibuixen en detall la 
zona de la imatge on es troba l’helicòpter, és a dir, un zoom enfocat a la ROI. 
L’algoritme corresponent a tot el processament de les imatges s’ha adjuntat a 
l’apartat 10.3 del capítol d’Annexos.  
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8. Resultats 
En aquesta secció es presenten els resultats obtinguts al sotmetre el sensor 
software a diferents proves per avaluar-ne el seu comportament funcional. Es 
pretén conèixer el seu comportament en estàtic, en dinàmic, i comparar les 
dades que proporciona amb les dades d’un altre sistema de mesura per així 
poder fer una estimació de l’error.  
En tots els experiments, per tal de recopilar les dades provinents del sensor 
software, s’ha utilitzat el programa Matlab. Amb dos algoritmes programats en 
aquest entorn, es crea una connexió al servidor TCP del sensor software i es 
recullen mostres durant un temps introduït per l’usuari al propi codi, per als sis 
graus de llibertat de l’helicòpter. El mateix codi guarda automàticament els valors 
en vectors de dades. Tot i que per pantalla, tant l’entorn del sensor software com 
l’entorn Matlab, imprimeixen per pantalla 10 mostres/s, en realitat s’estan 
processant i emmagatzemant 30 mostres/s. Aquesta reducció d’informació es fa 
per no atapeir la pantalla de números, permetent així que l’usuari pugui seguir 
amb més facilitat la variació de les dades.  
8.1. Comportament estàtic: posició 
En primer lloc es presenten els resultats obtinguts en situar l’aeronau en els 
punts més crítics de l’espai controlat per les càmeres. Aquests punts són els 6 
extrems del cub de control imaginari corresponents als vèrtexs més pròxims als 
focus de les càmeres. Quan el microhelicòpter es troba en ells, és més fàcil que 
el sensor deixi de detectar els LED’s (o dit d’una altra manera, és fàcil perdre de 
vista l’aparell). Les mesures avaluades en aquest cas són les tres coordenades 
de la posició Xh, Yh i Zh. Els punts esmentats es poden veure representats en la 
figura 8.1, així com els eixos de coordenades respecte als quals es mesuren les 
dades. Com a mètode comparatiu per aproximar l’error comès pel sensor s’ha 
utilitzat una cinta mètrica.  
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Figura 8.1: Localització i identificació dels punts crítics 
  
Punt 
Xh 
sensor  
Xh 
mesurat 
Error 
Yh 
sensor  
Yh 
mesurat 
Error 
Zh 
sensor  
Zh 
mesurat 
Error 
A -1,038 -1,050 0,012 -0,694 -0,640 0,054 2,324 2,270 0,054 
B -1,020 -1,050 0,030 0,629 0,590 0,039 2,360 2,270 0,090 
C 0,409 0,410 0,001 -0,506 -0,530 0,024 1,837 1,750 0,087 
D 0,348 0,410 0,062 0,565 0,590 0,025 1,807 1,750 0,057 
E 0,657 0,580 0,077 -0,530 -0,550 0,020 3,626 3,570 0,056 
F 0,740 0,580 0,160 0,399 0,420 0,021 3,661 3,570 0,091 
 
Taula 8.1: Mesures sensor, cinta mètrica i error 
A la taula 8.1 mostrada, les columnes “sensor” corresponen a els valors 
obtinguts amb el software i les columnes “mesurat” corresponen a les mesures 
obtingudes amb la cinta mètrica. L’helicòpter s’ha col·locat a cadascun dels 
punts sostingut a l’aire amb l’ajuda d’un fil ferro penjant del sostre. Tot seguit s’ha 
deixat transcorre el temps necessari per a que no existís moviment en cap dels 
sis graus de llibertat. A continuació s’ha iniciat un experiment a cada punt amb 
una duració de 30 segons, que amb les 30 mostres/s que proporciona el sensor, 
resulta un total de 900 mostres. Tot i així, per no barallar una quantitat excessiva 
de valors, el sensor mostra per pantalla 10 mostres/s. Els valors “sensor” 
mostrats a la taula 8.1 són el valor mig de totes les mostres obtingudes. Com es 
pot apreciar a la mateixa taula els valors d’error màxim i mínim són de 16 cm i 1 
mm respectivament. L’error mig tenint en compte totes les mesures per les tres 
coordenades equival a 5,3 cm. El fet d’utilitzar una cinta mètrica per prendre 
mesures i comparar-les amb les del sensor, no és un sistema d’allò més 
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sofisticat, i no facilita una mesura de l’error exacta, sinó que resulta més aviat en 
un ordre de magnitud.  
El mateix experiment aporta informació sobre la precisió (xifres significatives) de 
les dades proporcionades pel software. Mentre l’helicòpter roman en una posició 
i orientació fixa, les xifres que facilita el software tenen una petita variació, i amb 
ella es dedueix quines són els decimals significatius. A continuació es presenten 
els gràfics que mostren aquesta variació per a cadascun dels graus de llibertat 
de l’helicòpter i per a tots els punts crítics del cub de control. 
 
PUNT A 
 
Figura 8.2: Visualització del punt A per pantalla Figura 8.3: Visualització real del punt A 
 
La figura (8.2) mostra la imatge capturada per pantalla en el moment d’aquest 
experiment. A la figura (8.3) s’hi pot veure una fotografia de la posició que ocupa 
el microhelicòpter al laboratori, corresponent al punt imaginari A. Les figures 
següents (de la 8.4 a la 8.9) són els gràfics que representen a l’eix d’abscisses el 
temps de mostreig en segons i a l’eix d’ordenades la magnitud del grau de 
llibertat tractat (en metres o en graus).  
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Figura 8.4: Fluctuació coordenada X, punt A 
 
Figura 8.5: Fluctuació coordenada Y, punt A 
 
Figura 8.6: Fluctuació coordenada Z, punt A 
  
Figura 8.7: Fluctuació coordenada θ, punt A 
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Figura 8.8: Fluctuació coordenada , punt A 
  
Figura 8.9: Fluctuació coordenada , punt A 
(Veure taula 10.1 a l’apartat 10.2 d’annexos). 
Es pot veure com per a les coordenades de la posició (Xh, Yh, Zh), es produeix 
una variació de l’ordre de menys de 5 mil·lèsimes de metre. Així doncs, la 
precisió en aquestes coordenades arriba al mig centímetre. En canvi, pel que fa 
als tres angles d’Euler, es pot apreciar com la precisió és menor. La fluctuació de 
les dades en estàtic és al voltant dels 2º. Per tant, la precisió per aquestes tres 
coordenades del moviment és de 2º.  
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PUNT B 
 
Figura 8.10: Visualització del punt B per pantalla Figura 8.11: Visualització real del punt B 
La figura (8.10) mostra la imatge capturada per pantalla en el moment d’aquest 
experiment. A la figura (8.11) s’hi pot veure una fotografia de la posició que 
ocupa el microhelicòpter al laboratori, corresponent al punt imaginari B. Les 
figures següents (de la 8.12 a la 8.17) són els gràfics que representen a l’eix 
d’abscisses el temps de mostreig en segons i a l’eix d’ordenades la magnitud del 
grau de llibertat tractat (en metres o en graus).  
 
 
Figura 8.12: Fluctuació coordenada X, punt B 
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Figura 8.13: Fluctuació coordenada Y, punt B 
 
 
Figura 8.14: Fluctuació coordenada Z, punt B 
  
Figura 8.15: Fluctuació coordenada θ, punt B 
 
Figura 8.16: Fluctuació coordenada , punt B 
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Figura 8.17: Fluctuació coordenada  , punt B 
(Veure taula 10.2 a l’apartat 10.2 d’annexos). 
 
Quan la posició fixa és la corresponent al punt B, s’aprecia com per a les 
coordenades de la posició (Xh, Yh, Zh), es produeix una variació de l’ordre de 2 
centímetres. La precisió en aquest cas, és de 2 centímetres, per tant resulta 
menor que per la posició A. Pel que fa als tres angles d’Euler, es pot apreciar 
com la precisió també és menor que per al cas anterior. La fluctuació de les 
dades en capcineig i balanç resulta ser de 3 i 4º respectivament. Tanmateix, 
l’angle de guinyada experimenta una variació periòdica d’uns 20º. Aquest resultat 
difereix molt de l’obtingut per a la posició A, i dona a entendre, per la seva 
periodicitat i amplitud, que l’aparell estava experimentant un cert moviment que 
en el moment de la prova no es va detectar a simple vista.   
PUNT C 
 
Figura 8.18: Visualització del punt C per pantalla Figura 8.19: Visualització real del punt C 
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La figura (8.18) mostra la imatge capturada per pantalla en el moment d’aquest 
experiment. A la figura (8.19) s’hi pot veure una fotografia de la posició que 
ocupa el microhelicòpter al laboratori, corresponent al punt imaginari C. Les 
figures següents (de la 8.20 a la 8.25) són els gràfics que representen a l’eix 
d’abscisses el temps de mostreig en segons i a l’eix d’ordenades la magnitud del 
grau de llibertat tractat (en metres o en graus).  
 
 
Figura 8.20: Fluctuació coordenada X, punt C 
 
Figura 8.21: Fluctuació coordenada Y, punt C 
 
Figura 8.22: Fluctuació coordenada Z, punt C 
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Figura 8.23: Fluctuació coordenada θ, punt C 
 
Figura 8.24: Fluctuació coordenada , punt C 
 
Figura 8.25: Fluctuació coordenada  , punt C 
(Veure taula 10.3 a l’apartat 10.2 d’annexos). 
En aquesta posició (punt C) les gràfiques per a les coordenades Xh, Yh, i Zh 
demostren una precisió de l’odre d’un centímetre. La precisió per als tres angles 
d’orientació que s’extreu de les gràfiques és d’uns 5º. Com es veu, els resultats 
tornen a apropar-se més als obtinguts per al punt A, tot i ser un xic majors.  
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PUNT D 
 
Figura 8.26: Visualització del punt D per pantalla Figura 8.27: Visualització real del punt D 
La figura (8.26) mostra la imatge capturada per pantalla en el moment d’aquest 
experiment. A la figura (8.27) s’hi pot veure una fotografia de la posició que 
ocupa el microhelicòpter al laboratori, corresponent al punt imaginari D. Les 
figures següents (de la 8.28 a la 8.33) són els gràfics que representen a l’eix 
d’abscisses el temps de mostreig en segons i a l’eix d’ordenades la magnitud del 
grau de llibertat tractat (en metres o en graus).  
 
  
Figura 8.28: Fluctuació coordenada X, punt D 
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Figura 8.29: Fluctuació coordenada Y, punt D 
 
Figura 8.30: Fluctuació coordenada Z, punt D 
 
Figura 8.31: Fluctuació coordenada θ, punt D 
 
Figura 8.32: Fluctuació coordenada , punt D 
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Figura 8.33: Fluctuació coordenada  , punt D 
(Veure taula 10.4 a l’apartat 10.2 d’annexos). 
La precisió que demostren les gràfiques per a aquesta posició (punt D), per a les 
coordenades Xh, Yh, i Zh, és de l’ordre de 1,5 cm. És un valor força semblant a 
l’obtingut en el cas anterior. Pel que fa als angles d’orientació, es dedueix de les 
gràfiques una precisió de l’ordre de 5º, igual que per al punt C.  
 
PUNT E 
 
Figura 8.34: Visualització del punt E per pantalla Figura 8.35: Visualització real del punt E 
 
La figura (8.34) mostra la imatge capturada per pantalla en el moment d’aquest 
experiment. A la figura (8.35) s’hi pot veure una fotografia de la posició que 
ocupa el microhelicòpter al laboratori, corresponent al punt imaginari E. Les 
figures següents (de la 8.36 a la 8.41) són els gràfics que representen a l’eix 
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d’abscisses el temps de mostreig en segons i a l’eix d’ordenades la magnitud del 
grau de llibertat tractat (en metres o en graus).  
 
Figura 8.36: Fluctuació coordenada X, punt E 
 
Figura 8.37: Fluctuació coordenada Y, punt E 
 
Figura 8.38: Fluctuació coordenada Z, punt E 
 
Figura 8.39: Fluctuació coordenada θ, punt E 
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Figura 8.40: Fluctuació coordenada , punt E 
 
Figura 8.41: Fluctuació coordenada  , punt E 
(Veure taula 10.5 a l’apartat 10.2 d’annexos). 
Les gràfiques relatives a les coordenades Xh, Yh i Zh corresponents al punt E 
reflecteixen una precisió de l’ordre de 1,5 cm. És el mateix valor obtingut per al 
punt D. La precisió obtinguda a partir de les gràfiques de capcineig, guinyada i 
balanç per aquest punt és de l’ordre de 5º. 
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PUNT F 
 
Figura 8.42: Visualització del punt F per pantalla Figura 8.43: Visualització real del punt F 
La figura (8.42) mostra la imatge capturada per pantalla en el moment d’aquest 
experiment. A la figura (8.43) s’hi pot veure una fotografia de la posició que 
ocupa el microhelicòpter al laboratori, corresponent al punt imaginari F. Les 
figures següents (de la 8.44 a la 8.49) són els gràfics que representen a l’eix 
d’abscisses el temps de mostreig en segons i a l’eix d’ordenades la magnitud del 
grau de llibertat tractat (en metres o en graus).  
 
 
Figura 8.44: Fluctuació coordenada X, punt F 
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Figura 8.45: Fluctuació coordenada Y, punt F 
 
Figura 8.46: Fluctuació coordenada Z, punt F 
  
Figura 8.47: Fluctuació coordenada θ, punt F 
 
Figura 8.48: Fluctuació coordenada , punt F 
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Figura 8.49: Fluctuació coordenada  , punt F 
(Veure taula 10.6 a l’apartat 10.2 d’annexos). 
Per a aquest extrem del cub (punt F), les gràfiques corresponents a les 
coordenades de la posició demostren una precisió de l’ordre de 2 centímetres. 
Pel que fa als angles d’orientació s’aprecia una precisió de l’ordre de 5º.  
En resum, tenint en compte els resultats per a cadascun dels punts crítics, 
s’arriba a la conclusió que la precisió del sensor software en estàtic és de l’ordre 
de 2 centímetres per a les coordenades Xh, Yh i Zh, i de l’ordre de 5º per als tres 
angles d’orientació. A pesar d’haver obtingut una precisió força menor per a 
l’angle de guinyada al punt B, aquest cas s’ha desestimat al haver deduït que 
l’aeronau estava en moviment. L’homogeneïtat dels resultats obtinguts en tots 
els altres casos refermen aquesta afirmació.  
Val a dir que l’error en la reconstrucció 3D dels punts localitzats per cada càmera 
varia en funció de la posició que ocupa el cos observat pels sensors. Aquest és 
més gran com més s’apropi l’objecte als extrems [15]. Així doncs, s’ha avaluat 
l’error en els pitjors casos, i si el microhelicòpter vola en posicions més 
favorables l’error hauria de ser inferior. Comptar amb un sistema on les càmeres 
poguessin pivotar, aconseguint mantenir el microhelicòpter centrat en una 
posició dins del pla de la imatge en que l’error fos mínim, seria un avantatge. 
Això comportaria un desenvolupament d’algoritmes més complexos, capaços 
d’estimar els paràmetres de reconstrucció 3D i calibrat en funció de la posició de 
les càmeres.  
8.2. Comportament estàtic: angles d’Euler 
Un cop exposats els resultats als extrems del cub en estàtic per a la posició i 
avaluar-ne la precisió en els sis graus de llibertat, s’inclouen a continuació 
resultats obtinguts, també en estàtic, al centre del cub i avaluant-ne els angles 
d’orientació.  
Dos sistemes diferents s’han utilitzat per estimar l’exactitud del sensor software 
per als angles d’Euler. El primer ha servit per avaluar la guinyada del 
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microhelicòpter, utilitzant una plantilla en paper, i el segon sistema ha permès 
comparar els valors de tots tres angles d’Euler proporcionats pel sensor software 
amb aquells provinents d’un acceleròmetre.  
La plantilla ha estat dissenyada amb AutoCAD, i es tracta d’una anella de ratlles 
separades 5 graus entre elles. Aquesta plantilla serveix de referència per a 
imposar un cert angle de guinyada al microhelicòpter. La figura 8.50 mostra el 
dibuix d’aquesta plantilla: 
 
Figura 8.50: Plantilla angular 
 
Per preparar aquest experiment s’ha procedit de la següent manera: s’ha punxat 
una xinxeta al centre de la plantilla per fixar-la a la superfície d’una capça de 
cartró, situada al dessota del microhelicòpter. L’aeronau, també penjat del sostre 
amb un fil ferro per romandre en estàtic, s’ha connectat rígidament amb el centre 
de la plantilla segons l’eix dels rotors, utilitzant el forat de la xinxeta. D’aquesta 
manera el mircohelicòpter pot pivotar (segons el moviment de guinyada) 
respecte al centre de la plantilla, però no variar la resta de graus de llibertat. Tot 
seguit la plantilla s’ha alineat amb la direcció longitudinal del focus de la càmera 
1 per tal de fer coincidir els zeros dels dos sistemes de mesura (el sensor 
software i la plantilla), i un cop alineada s’ha fixat en aquesta posició mitjançant 
una xinxeta. Les figures següents (8.51) mostren aquesta disposició:  
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Figura 8.51: Alineació plantilla amb eix Z Figura 8.52: Alineació plantilla amb eix ZR 
 
També es pot apreciar a la figura (8.52) com la recta 90º-270º de la plantilla està 
alineada amb la direcció longitudinal del focus de la càmera 2, fet que demostra 
que l’helicòpter es troba al centre del cub de control. Un cop el muntatge està 
llest, es fixa la guinyada de l’helicòpter en un angle concret segons la plantilla, 
per exemple 10º. Un cop l’helicòpter no es mou s’inicia el sensor software i es 
recullen mostres durant 3 segons. El mateix procediment s’aplica a diferents 
angles fins a completar una volta sencera. Els resultats obtinguts es resumeixen 
en el gràfic de la figura següent (8.53): 
 
Figura 8.53: Relació entre els resultats del sensor i els angles imposats segons plantilla 
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Com es pot apreciar, es produeixen discontinuïtats al voltant dels 90º i els 270º. 
Es podria pensar que si només es varia l’angle de guinyada de l’helicòpter, els 
angles de capcineig i balanç haurien de romandre a 0. Tanmateix, segons la 
definició dels angles d’Euler, solen existir dues possibles solucions per obtenir 
l’orientació correcta. En aquest cas, s’aplicarà una adaptació matemàtica per 
obtenir les dades en el format que intuïtivament hom podria esperar.  
Capcineig:  
𝜃 =  
𝜃
180 − 𝜃
360 + 𝜃
   
𝑠𝑖 𝜑 𝜖 [0,90)
𝑠𝑖 𝜑 𝜖 [90,270)
𝑠𝑖 𝜑 𝜖 [270,360)
 
Guinyada: 
𝜑 =  
𝜑
180 − 𝜑
𝜑
   
𝑠𝑖 𝜑 𝜖 [0,90)
𝑠𝑖 𝜑 𝜖 [90,270)
𝑠𝑖 𝜑 𝜖 [270,360)
 
Balanç: 
Ψ =  
𝜃
180 − 𝜃
𝜃
   
𝑠𝑖 𝜑 𝜖 [0,90)
𝑠𝑖 𝜑 𝜖 [90,270)
𝑠𝑖 𝜑 𝜖 [270,360)
 
 
Aquesta adaptació matemàtica és una opció escollida en aquest cas per 
interpretar les dades amb més facilitat, però en el moment que les dades 
provinents del sensor software dissenyat en aquest projecte hagin de servir per 
retroalimentar un controlador, pot ser desitjable adaptar les dades a un altre 
format segons convingui.  
Així, el gràfic equivalent al presentat anteriorment, queda tal com el de la figura 
següent (8.54): 
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Figura 8.54: Relació adaptada entre els resultats del sensor i els angles imposats segons plantilla 
(Veure taula 10.7 a l’apartat 10.2 d’annexos). 
Es pot apreciar com, encara, al voltant dels 90 graus es produeix una certa 
inestabilitat de les dades, tant en capcineig com en balanç, deguda a la 
discontinuïtat de la que s’ha parlat prèviament. A part d’aquest fet, també es pot 
apreciar com la línea vermella, corresponent a l’angle de guinyada, és 
pràcticament una recta de pendent 1, i això significa que els valors de guinyada 
proporcionats pel sensor segueixen amb força fidelitat els valors imposats 
segons la plantilla.  
Com a primera aproximació, s’ha avaluat l’error comparant els valors provinents 
del sensor software amb els imposats segons la plantilla. S’ha obtingut el gràfic 
que es mostra a la figura següent (8.55): 
 
Figura 8.55: Error sensor-plantilla 
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(Veure taula 10.7 a l’apartat 10.2 d’annexos). 
Es pot apreciar al gràfic de la figura anterior (8.55) com l’error màxim és de 8º, i 
l’error mig de 3º. Tanmateix, val a dir que aquests valors són una mera 
orientació, ja que el valor d’angle de guinyada imposat segons la plantilla depèn 
directament de l’apreciació de l’ull humà, i aquest fet pot induir un cert error per 
sí mateix.  
Per aquesta raó s’ha decidit utilitzar un sistema alternatiu, d’acord amb els 
mitjans disponibles al laboratori, per tal de poder comparar els valors del sensor 
sofware i fer-ne una estimació de l’error més acurada. L’aparell utilitzat 
s’anomena MTi-G, de la firma Xsens Technologies B.V.. És una Unitat de 
Mesura Inercial (IMU per les seves sigles en anglès) amb un processador per al 
Sistema de Referència d’Orientació i Actitud (AHRS per les seves sigles en 
anglès). El MTi-G està basat en sensors inercials MEMS i un magnetòmetre 3D 
[17]. La figura següent (8.56) mostra una fotografia d’aquest aparell. 
 
Figura 8.56: MTi-G 
 
Algunes versions del mateix aparell també incorporen un receptor GPS i un 
sensor de pressió atmosfèrica, útils per captar la posició i realitzar correccions. 
La versió utilitzada per a aquest cas no els incorpora, però tot i així, no 
haguessin estat d’utilitat ja que la senyal GPS no s’hagués rebut amb prou 
intensitat a l’interior del laboratori. Si més no, encara que les dades GPS 
haguessin estat disponibles, l’error associat a aquestes (de l’ordre d’alguns 
metres) no hagués estat prou petit com per fer una comparació adequada amb 
els resultats del sensor software. Així doncs, aquest aparell ha estat útil per 
avaluar els resultats pel que fa als angles d’orientació. 
El fabricant del MTi-G facilita un software anomenat MT Manager que permet 
recopilar dades i exportar-les a fitxers en diversos formats. Mitjançant aquesta 
característica, s’ha dut a terme paral·lelament el mateix experiment de laboratori 
amb el sensor software i el MTi-G, permetent un anàlisi i comparació de dades a 
posteriori.  
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Figura 8.57: Muntatge MTi-G  
Com es pot apreciar a la figura (8.75), la unitat de mesura inercial s’ha situat a 
sobre de la cua del microhelicòpter, a la part més pròxima a l’eix del rotor. 
Aquesta posició busca ser la més pròxima al centre de gravetat i a més a més 
facilita la fixació de la unitat amb l’helicòpter mitjançant brides. També es pot 
veure el cable que connecta la unitat amb l’ordinador per a la transmissió de 
dades, eixint cap al darrera de l’helicòpter.  
Un cop preparat el muntatge, s’inicien tant el sensor software com la recopilació 
de dades del MTi-G. Quan ambdós sistemes es troben en funcionament, s’actua 
manualment sobre el microhelicòpter per tal de variar un dels angles d’orientació. 
La mateixa prova s’ha realitzat de manera independent per a cadascun dels 
angles, obtenint els resultats que es resumeixen en els gràfics mostrats a les 
figures següents (8.58, 8.59 i 8.60): 
(Notar que per als tres gràfics esmentats no s’han adjuntat les taules de valors a l’apartat d’annexos. Aquest fet 
és degut a la gran quantitat de mostres. Si hom desitja veure els valors contactar amb l’autor d’aquest projecte). 
 
Figura 8.58: Variació guinyada sensor – MTi-G 
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El primer angle sobre el qual s’ha actuat és el e guinyada, tractant de no variar 
els angles de capcineig ni de balanç. S’ha iniciat l’experiment a un angle de -20º i 
poc a poc s’ha anat variant la posició. Si fa o no fa, s’ha mantingut la mateixa 
orientació durant uns 3 segons, d’aquí la forma d’escala de les corbes que 
apareixen al gràfic de la figura (8.58). S’ha realitzat l’experiment fins arribar a un 
valor de guinyada d’uns -80º. 
Al gràfic de la figura (8.58) s’aprecia com la línea vermella, que representa 
l’angle de guinyada provinent del sensor software, segueix amb força fidelitat la 
línea blava, representant aquesta última el mateix angle segons el MTi-G. 
L’ombrejat morat que apareix al darrera de la línea blava representa una regió 
d’error de ±5º respecte als valors del MTi-G. En la major part de les mostres es 
veu com la línea vermella cau a l’interior d’aquesta regió d’error, exceptuant un 
petit tram al voltant dels -55º de guinyada. Tot i que la unitat de mesura inercial 
s’ha fixat al cos de l’helicòpter amb brides buscant una unió solidària, la 
presència del cable que la connecta amb l’ordinador ha pogut causar un petit 
moviment a la unitat respecte al cos de l’helicòpter durant la realització de 
l’experiment. Així doncs, com a primera aproximació es dedueix que l’error en 
guinyada és de l’ordre de 5º.   
 
Figura 8.59: Variació capcineig sensor – MTi-G 
En segon lloc s’ha actuat sobre l’angle de capcineig de l’helicòpter, sense variar 
ni la guinyada ni el balanç. El gràfic mostrat a la figura (8.59) representa, com en 
el cas anterior, en vermell l’angle de capcineig proporcionat pel sensor, mentre 
que la línea blava representa el mateix angle segons el MTi-G. L’experiment ha 
constat en augmentar i reduir l’angle de capcineig en el sentit positiu i negatiu, 
dins del rang de valors que pot assolir un microhelicòpter com el Walkera 5G4. 
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Es pot apreciar al mateix gràfic com la corba vermella cau dins la regió d’error de 
±5º durant gairebé tot l’experiment, a excepció del primer augment i l’última 
reducció brusca de l’angle de capcineig, en que l’error ha estat lleugerament 
major.  
 
Figura 8.60: Variació balanç sensor – MTi-G 
Finalment, s’ha actuat sobre l’angle de balanç, fixant la guinyada i el capcineig. 
El gràfic que es mostra a la figura (8.60) representa els resultats obtinguts a 
partir dels dos sistemes (en vermell pel sensor software i en blau pel MTi-G, com 
en els casos anteriors amb una regió d’error de ±5º).  
Es dedueix del mateix gràfic que el sensor software capta la tendència del 
moviment de balanç però no aporta uns valors extremadament exactes, ja que 
per exemple, quan hauria de marcar al voltant de -20º o 20º marca -40º o 40º 
respectivament. Als trams de l’experiment en que l’angle roman estàtic al voltant 
de 0 el sensor software en dedueix un valor amb un error inferior als ±5º.  
En resum, es pot concloure dels tres últims gràfics que el sensor software aporta 
uns valors de guinyada i capcineig amb un error de l’ordre de ±5º i menys 
fiabilitat en els valors de balanç (tot i que en segueix la tendència 
adequadament).  
La taula 8.2 mostra un resum dels ordres de magnitud per l’error i precisió 
obtinguts en estàtic, tant per a la posició com per l’orientació.  
Error Precisió 
Posició Orientació Posició Orientació 
~ 5 cm ~ 5o ~ 2 cm ~ 5o 
Taula 8.2: Resum errors i precisions obtingudes en estàtic 
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8.3. Comportament dinàmic 
Finalment, s’ha dut a terme una prova en vol per avaluar el comportament 
dinàmic del sensor software, és a dir, veure que realment el moviment de rotació 
de les pales no impedeix el correcte funcionament del sensor, així com 
demostrar la continuïtat del seu funcionament al llarg d’un vol.  
El gir dels rotors, després de la proba de laboratori, no impedeix ni dificulta 
l’execució del sensor. Tan sols s’ha pogut observar un petit efecte: aparentment 
la intensitat lluminosa dels díodes es veu un tant reduïda, però si la pila que els 
fa funcionar té una càrrega suficient, aquest efecte no impedeix una correcta 
detecció dels blobs. 
Per demostrar la continuïtat del sensor en dinàmic, s’ha realitzat un vol i se n’han 
recopilat les dades mitjançant la ja esmentada aplicació de Matlab. Com a 
resultat, s’ha pogut plotejar la trajectòria seguida per l’aeronau durant 
l’experiment, en tres dimensions. El resultat és el que es pot apreciar a les 
figures 8.61 i 8.62, des de dues perspectives diferents. Possiblement en paper 
no s’aprecia una trajectòria clarament definida, però la visualització orbital 
(variació del punt de vista) directament en Matlab sí que permet afirmar que la 
trajectòria és continua.  
 
Figura 8.61: Plot 3D trajectòria (a)  
 
 
Figura 8.62: Plot 3D trajectòria (b) 
  
75 
 
9. Conclusions i recomanacions 
Amb la realització d’aquest projecte s’havia de dissenyar i posar en funcionament 
un sensor software, que basat amb un sistema de visió artificial (dues càmeres), 
fos capaç d’estimar en temps real la posició i orientació d’un microhelicòpter. Per 
assolir aquesta fita, s’ha hagut de seguir una línea de treball que passa, seguin 
aquest ordre, per investigar solucions existents, proposar diferents solucions, 
escollir-ne una d’acord amb uns criteris, adquirir els elements necessaris per 
poder desenvolupar-la, escriure la formulació matemàtica que permeti estimar 
els paràmetres de posició i orientació, fer el muntatge pertinent, programar el 
software i, per acabar, posar-lo a prova.  
Per poder dissenyar controladors de microhelicòpters, cal tenir una entrada de 
dades que parametritzin els seus 6 graus de llibertat. L’estudi d’antecedents 
demostra com ja s’han dut a terme obres en el sentit de conèixer aquests 
paràmetres. Les maneres en que s’ha aconseguit inclouen actuar sobre el 
microhelicòpter (com ara marcadors esfèrics de colors) i actuacions sobre 
l’exterior (com ara disposar de marques terrestres que puguin ser observades 
per l’helicòpter i amb elles aquest conegui la seva posició i orientació). En casos 
en que s’ha assolit l’objectiu, la visió per computador hi ha jugat un paper 
fonamental.  
Així doncs, s’han proposat dues solucions. La primera consta d’afegir al cos de 
l’helicòpter uns marcadors esfèrics estampats en blanc i negre. Aquests 
facilitarien al sensor la detecció de punts concrets de l’aeronau. Després de 
detectar-los i identificar-los segons el seu estampat, seria possible calcular-ne 
les seves coordenades tridimensionals, i amb elles la posició i orientació. Tot i 
així, aquesta solució comporta l’ús d’una alta quantitat de recursos 
computacionals, i se li associen probabilitats de no assolir l’èxit esperat (en quant 
a detecció de marcadors). 
Com a alternativa a la primera solució, s’ha proposat incorporar al cos de 
l’helicòpter tres agrupacions de díodes emissors de llum infraroja. Cada 
agrupació consta de tres díodes disposats estratègicament per tal que el sistema 
de visió els capti independentment de la posició i orientació de l’aeronau (a 
excepció dels casos en que es produeix un alineament o oclusió). L’aplicació de 
filtres òptics a les càmeres, tallant la recepció de l’espectre electromagnètic 
corresponent al visible i ultraviolat, fa que el sensor pugui veure les agrupacions 
de LED’s ben destacades sobre un fons gairebé negre. Aquest fet augmenta 
molt les probabilitats d’èxit en la detecció de punts concrets de l’aeronau, i els 
recursos computacionals que aquesta solució implica, són força més reduïts en 
comparació a la primera proposta. És així com es descarta la utilització de 
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marcadors esfèrics, i es decideix continuar el desenvolupament del projecte 
segons la segona solució.  
Tot buscant la millor distribució per les agrupacions de LED’s, s’ha realitzat un 
petit estudi amb l’ajuda del software 3D Studio Max. Aquest, permet la 
reproducció virtual d’un escenari, així com la seva visualització des de diferents 
càmeres configurades segons els seus paràmetres reals. La conclusió a la que 
s’ha arribat és situar les agrupacions de LED’s al pla de simetria de l’helicòpter, i 
a posicions tant allunyades de la cabina com sigui possible. Aquesta disposició 
busca minimitzar els casos en que es produeixen oclusions dels díodes per part 
del propi cos de l’aeronau.  
En quant a la formulació matemàtica, s’han descrit les equacions que permeten 
calcular els paràmetres de posició i orientació un cop es coneixen les 
coordenades tridimensionals de cadascuna de les agrupacions de LED’s. Per a 
la posició, l’estimació que es duu a terme aproxima les coordenades del centre 
de gravetat del microheliòpter. Per a l’orientació, s’exposa un mètode que permet 
estimar els angles d’Euler a partir d’una matriu de rotació. Es demostra 
l’existència de més d’una solució, i la dependència que apareix entre els angles 
de capcineig i balanç quan la guinyada val ±90º. Amb aquests resultats es 
dedueix un algoritme amb instruccions condicionals per al càlcul dels angles 
d’orientació.  
Pel que fa a les funcions del software, essencialment és l’encarregat de rebre les 
imatges de les càmeres i extreure’n la informació necessària per després poder 
executar els càlculs de posició i orientació. Amb “informació necessària” es vol 
dir, les coordenades planes que caracteritzen la posició de cadascuna de les 
agrupacions de LED’s per a les imatges de totes dues càmeres. Les funcions 
programades per aconseguir-ho, basades en les llibreries OpenCV i CBlobsLib, 
binaritzen les imatges i operen amb components anomenats blobs. Els blobs són 
agrupacions de píxels connectats entre si. Llavors es computen les esmentades 
coordenades dels centres dels blobs, corresponents a les agrupacions de LED’s. 
És un mètode que funciona, però cal tenir en compte les casos en que es 
produeixen oclusions de LED’s o que dues agrupacions s’alineen. En tals casos 
es recorre a estimacions de les coordenades del blob “perdut” d’acord amb 
aproximacions de primer ordre, coneixent la informació del mateix blob en 
instants anteriors. Aquest fet, proporciona bons resultats sempre i quant no es 
mantingui en ús prolongadament. El sensor software té capacitat per seguir 
funcionant si es perd de vista un blob, però deixa de ser funcional en el cas que 
se’n perdin més.  
Un cop en funcionament, s’ha sotmès el sensor a proves en estàtic i en dinàmic. 
Aquestes, conclouen els següents resultats:  
  
77 
 
En estàtic, s’ha estimat un error per als paràmetres de posició de l’ordre de 5 cm. 
El mètode utilitzat no és molt fiable per donar un resultat exacte, i es podrien 
realitzar experiments amb algun mitjà més sofisticat, com ara sensors de 
distància. La precisió de les dades de posició és de l’ordre de 2 cm, d’acord amb 
la fluctuació de les dades. Per als angles d’orientació s’ha estimat un error de 
l’ordre de 5º, comparant les dades del sensor software amb les d’un sensor 
inercial anomenat MTi-G. La precisió ha resultat del mateix ordre de magnitud, 
5º, d’acord amb la fluctuació de les dades.  
Amb les proves dinàmiques s’ha demostrat en vol, que la rotació de les pales 
dels rotors principals no afecta al funcionament del sensor software. També s’ha 
comprovat que les dades de posició al llarg del temps dibuixen una trajectòria 
continua en l’espai. 
Ja per acabar, es proposen una sèrie de recomanacions o futures línies de 
treball, algunes de les quals ja s’han anat citant al llarg del treball. En primer lloc, 
fóra bo incloure més agrupacions de LED’s al cos de l’helicòpter. Al fer-ho, 
també seria necessari comptar amb algoritmes més potents que permetessin 
identificar les diferents agrupacions. La millora aportaria més robustesa al 
software i probablement més precisió als resultats.  També seria interessant 
poder comptar amb el model matemàtic que descrigués la dinàmica del 
microhelicòpter, fet que habilitaria la possibilitat de dur a terme millors 
aproximacions que no pas les de primer ordre.  
Una altra ampliació pel sistema, seria comptar amb càmeres que tinguessin la 
capacitat de pivotar respecte als seus enclavaments amb la paret. Aquesta 
propietat ajudaria a mantenir l’helicòpter al centre de les imatges en una gamma 
més àmplia de casos. Per aquesta raó, l’error en la reconstrucció tridimensional 
dels punts es reduiria. Com a contrapartida, de nou, caldria comptar amb 
algoritmes més avançats que fossin capaços de variar els paràmetres intrínsecs i 
extrínsecs de les càmeres en funció de l’orientació relativa entre aquestes. 
L’espai de control seria més ampli, però les càmeres també haurien de ser 
capaces d’enfocar adequadament per grans variacions de la posició del 
microhelicòpter.  
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10. Annexos 
10.1. Especificacions tècniques LED’s 
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10.2. Taules de resultats en estàtic 
 
PUNT A 
Temps (s) Xh (m) Yh (m) Zh (m) Capcineig (
o
) Guinyada (
o
) Balanç (
o
) 
0,100 -1,037 -0,694 2,324 -174,243 -40,547 -178,832 
0,200 -1,037 -0,693 2,324 -174,382 -40,514 -178,832 
0,300 -1,038 -0,694 2,325 -173,939 -39,685 -178,336 
0,400 -1,037 -0,693 2,324 -174,299 -40,555 -178,899 
0,500 -1,037 -0,694 2,324 -174,015 -40,535 -178,832 
0,600 -1,038 -0,694 2,326 -175,202 -40,274 -179,789 
0,700 -1,038 -0,694 2,325 -174,034 -39,685 -178,850 
0,800 -1,037 -0,694 2,324 -174,015 -40,535 -178,832 
0,900 -1,038 -0,694 2,324 -173,997 -40,093 -178,328 
1,000 -1,038 -0,694 2,325 -173,951 -39,727 -178,915 
1,100 -1,038 -0,694 2,323 -173,916 -40,536 -178,319 
1,200 -1,038 -0,694 2,325 -174,040 -39,771 -178,914 
1,300 -1,038 -0,694 2,325 -174,034 -39,685 -178,850 
1,400 -1,037 -0,693 2,324 -174,161 -40,589 -178,899 
1,500 -1,038 -0,694 2,325 -174,261 -39,697 -178,850 
1,600 -1,038 -0,694 2,325 -174,040 -39,771 -178,914 
1,700 -1,037 -0,694 2,324 -174,243 -40,547 -178,832 
1,800 -1,038 -0,694 2,324 -174,011 -40,134 -178,908 
1,900 -1,039 -0,694 2,326 -175,163 -40,071 -179,791 
2,000 -1,038 -0,694 2,324 -174,321 -40,104 -178,841 
2,100 -1,038 -0,693 2,324 -174,238 -40,145 -178,907 
2,200 -1,038 -0,694 2,325 -173,939 -39,685 -178,336 
2,300 -1,038 -0,694 2,325 -175,048 -40,675 -179,785 
2,400 -1,037 -0,693 2,324 -174,382 -40,514 -178,832 
2,500 -1,038 -0,694 2,325 -174,123 -39,730 -178,849 
2,600 -1,038 -0,694 2,325 -175,064 -40,310 -179,788 
2,700 -1,037 -0,694 2,324 -174,243 -40,547 -178,832 
2,800 -1,038 -0,694 2,324 -174,321 -40,104 -178,841 
2,900 -1,038 -0,694 2,325 -174,261 -39,697 -178,850 
3,000 -1,037 -0,694 2,324 -174,243 -40,547 -178,832 
 
Taula 10.1: Paràmetres de posició i orientació obtinguts en estàtic pel punt A 
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PUNT B 
Temps (s) Xh Yh Zh Capcineig (
o
) Guinyada (
o
) Balanç (
o
) 
0,100 -1,014 0,630 2,353 170,939 -38,232 179,119 
0,200 -1,025 0,629 2,353 170,391 -31,087 177,862 
0,300 -1,033 0,629 2,356 170,496 -22,951 176,361 
0,400 -1,032 0,629 2,361 171,384 -18,238 176,504 
0,500 -1,025 0,630 2,367 171,678 -18,516 176,847 
0,600 -1,016 0,629 2,369 171,469 -22,859 176,809 
0,700 -1,008 0,630 2,365 170,483 -30,621 175,641 
0,800 -1,009 0,630 2,357 169,866 -37,540 176,451 
0,900 -1,015 0,629 2,349 170,700 -41,791 178,655 
1,000 -1,023 0,629 2,349 170,293 -40,380 178,613 
1,100 -1,027 0,629 2,355 169,581 -33,606 176,006 
1,200 -1,027 0,629 2,363 170,843 -25,561 176,301 
1,300 -1,021 0,630 2,369 171,632 -20,539 176,459 
1,400 -1,017 0,630 2,370 171,909 -18,408 176,882 
1,500 -1,014 0,629 2,365 171,226 -21,285 175,933 
1,600 -1,017 0,629 2,359 170,277 -27,834 176,281 
1,700 -1,021 0,629 2,352 170,101 -35,463 177,996 
1,800 -1,023 0,629 2,349 170,616 -40,383 179,141 
1,900 -1,022 0,629 2,354 170,210 -40,542 178,615 
2,000 -1,018 0,629 2,360 170,812 -35,322 177,989 
2,100 -1,014 0,630 2,367 170,840 -29,077 176,227 
2,200 -1,014 0,630 2,368 171,365 -22,199 175,306 
2,300 -1,018 0,630 2,365 171,552 -19,322 175,704 
2,400 -1,024 0,630 2,360 171,235 -20,630 176,806 
2,500 -1,028 0,630 2,355 170,042 -25,522 176,300 
2,600 -1,028 0,628 2,353 170,599 -33,044 178,482 
2,700 -1,022 0,629 2,357 170,414 -38,506 178,581 
2,800 -1,013 0,629 2,360 170,701 -39,624 178,055 
2,900 -1,008 0,629 2,364 170,823 -37,401 178,036 
3,000 -1,010 0,630 2,365 170,071 -30,482 175,096 
 
Taula 10.2: Paràmetres de posició i orientació obtinguts en estàtic pel punt B 
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PUNT C 
Temps (s) Xh Yh Zh Capcineig (
o
) Guinyada (
o
) Balanç (
o
) 
0,100 0,407 -0,506 1,835 -7,587 -48,854 -3,910 
0,200 0,410 -0,506 1,837 -8,513 -50,033 -5,385 
0,300 0,408 -0,506 1,833 -6,985 -50,598 -2,707 
0,400 0,409 -0,505 1,836 -8,012 -47,746 -4,159 
0,500 0,410 -0,506 1,834 -7,097 -49,658 -3,834 
0,600 0,408 -0,506 1,836 -7,563 -50,004 -3,269 
0,700 0,409 -0,505 1,838 -8,509 -48,599 -3,381 
0,800 0,409 -0,505 1,833 -6,706 -49,036 -2,625 
0,900 0,412 -0,505 1,834 -7,715 -48,839 -4,814 
1,000 0,409 -0,506 1,836 -7,253 -48,392 -3,578 
1,100 0,406 -0,507 1,834 -6,767 -49,616 -3,163 
1,200 0,408 -0,508 1,843 -9,133 -50,579 -5,294 
1,300 0,405 -0,507 1,839 -7,924 -51,557 -3,336 
1,400 0,409 -0,506 1,836 -6,977 -48,879 -3,189 
1,500 0,412 -0,505 1,839 -8,586 -49,302 -4,359 
1,600 0,408 -0,506 1,833 -5,157 -50,118 -1,426 
1,700 0,407 -0,507 1,842 -9,360 -49,637 -4,267 
1,800 0,411 -0,507 1,837 -6,768 -49,108 -4,000 
1,900 0,408 -0,505 1,840 -7,773 -51,752 -1,748 
2,000 0,414 -0,506 1,836 -6,413 -47,504 -3,644 
2,100 0,408 -0,506 1,837 -7,475 -50,822 -2,804 
2,200 0,409 -0,506 1,838 -7,075 -50,252 -2,939 
2,300 0,413 -0,506 1,839 -8,361 -48,255 -4,782 
2,400 0,408 -0,506 1,837 -8,395 -51,384 -4,121 
2,500 0,410 -0,506 1,839 -7,908 -49,043 -3,660 
2,600 0,415 -0,506 1,836 -7,384 -48,217 -5,149 
2,700 0,409 -0,506 1,837 -7,517 -51,482 -2,941 
2,800 0,412 -0,506 1,838 -7,682 -47,433 -4,964 
2,900 0,411 -0,507 1,840 -7,500 -50,167 -3,656 
3,000 0,410 -0,506 1,837 -8,228 -50,929 -4,565 
 
Taula 10.3: Paràmetres de posició i orientació obtinguts en estàtic pel punt C 
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PUNT D 
Temps (s) Xh Yh Zh Capcineig (
o
) Guinyada (
o
) Balanç (
o
) 
0,100 0,350 0,565 1,809 19,088 -59,148 16,117 
0,200 0,351 0,565 1,810 16,804 -60,065 14,320 
0,300 0,350 0,565 1,812 18,969 -60,207 15,751 
0,400 0,354 0,565 1,807 18,758 -59,649 16,010 
0,500 0,353 0,565 1,810 15,908 -60,174 13,910 
0,600 0,351 0,565 1,809 18,213 -59,540 16,352 
0,700 0,351 0,566 1,807 18,588 -59,178 17,128 
0,800 0,349 0,565 1,807 17,820 -59,832 15,730 
0,900 0,348 0,565 1,807 18,481 -59,929 16,488 
1,000 0,349 0,565 1,807 18,959 -59,305 16,975 
1,100 0,351 0,565 1,805 17,276 -59,925 15,423 
1,200 0,350 0,565 1,804 18,719 -59,012 16,815 
1,300 0,350 0,565 1,805 17,916 -60,004 15,811 
1,400 0,350 0,565 1,805 17,955 -60,125 15,779 
1,500 0,350 0,565 1,805 18,214 -60,215 15,863 
1,600 0,349 0,566 1,805 15,344 -60,353 13,662 
1,700 0,350 0,565 1,804 17,794 -59,896 15,606 
1,800 0,349 0,565 1,804 17,333 -59,811 15,240 
1,900 0,349 0,565 1,804 17,829 -59,623 15,661 
2,000 0,350 0,565 1,804 17,425 -60,022 14,823 
2,100 0,348 0,565 1,806 18,561 -59,862 15,720 
2,200 0,346 0,565 1,807 16,617 -60,261 14,167 
2,300 0,345 0,564 1,807 18,397 -59,826 15,485 
2,400 0,345 0,564 1,806 18,313 -59,950 15,153 
2,500 0,344 0,564 1,806 20,115 -59,406 16,893 
2,600 0,342 0,564 1,806 17,941 -60,245 15,101 
2,700 0,342 0,564 1,806 18,351 -59,915 15,474 
2,800 0,342 0,564 1,807 18,063 -60,122 15,203 
2,900 0,341 0,563 1,808 20,714 -60,162 17,284 
3,000 0,342 0,563 1,808 19,264 -59,745 15,720 
 
Taula 10.4: Paràmetres de posició i orientació obtinguts en estàtic pel punt D 
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PUNT E 
Temps (s) Xh Yh Zh Capcineig (
o
) Guinyada (
o
) Balanç (
o
) 
0,100 0,656 -0,530 3,628 169,633 -31,797 178,851 
0,200 0,659 -0,530 3,624 168,637 -31,461 178,387 
0,300 0,657 -0,531 3,625 168,747 -29,962 178,379 
0,400 0,653 -0,530 3,630 169,726 -29,299 178,744 
0,500 0,657 -0,530 3,628 169,410 -31,005 178,995 
0,600 0,659 -0,530 3,623 168,788 -31,470 178,593 
0,700 0,656 -0,530 3,626 169,031 -31,089 178,778 
0,800 0,654 -0,530 3,630 169,628 -29,938 178,969 
0,900 0,656 -0,531 3,627 169,180 -28,899 178,685 
1,000 0,659 -0,530 3,623 168,368 -30,809 177,674 
1,100 0,657 -0,530 3,626 169,144 -32,373 178,853 
1,200 0,655 -0,530 3,629 169,657 -30,828 178,820 
1,300 0,657 -0,531 3,626 169,199 -28,508 178,680 
1,400 0,657 -0,530 3,624 168,402 -29,808 177,645 
1,500 0,655 -0,530 3,627 169,986 -32,111 179,825 
1,600 0,656 -0,530 3,628 169,439 -31,872 178,839 
1,700 0,659 -0,531 3,625 168,570 -29,354 177,631 
1,800 0,656 -0,530 3,625 169,032 -28,963 178,690 
1,900 0,655 -0,530 3,628 169,881 -31,736 179,823 
2,000 0,657 -0,530 3,628 169,190 -32,466 178,832 
2,100 0,659 -0,530 3,623 168,984 -30,452 178,753 
2,200 0,656 -0,531 3,626 169,125 -28,811 178,539 
2,300 0,655 -0,530 3,629 169,586 -30,320 178,778 
2,400 0,658 -0,530 3,626 168,671 -31,311 177,691 
2,500 0,659 -0,530 3,623 168,930 -31,470 178,781 
2,600 0,655 -0,531 3,626 169,204 -29,977 178,721 
2,700 0,655 -0,530 3,630 170,228 -29,518 179,868 
2,800 0,658 -0,530 3,626 169,065 -30,503 178,766 
2,900 0,659 -0,530 3,623 168,813 -31,496 178,781 
3,000 0,655 -0,530 3,626 169,220 -31,421 178,800 
 
Taula 10.5: Paràmetres de posició i orientació obtinguts en estàtic pel punt E 
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PUNT F 
Temps (s) Xh Yh Zh Capcineig (
o
) Guinyada (
o
) Balanç (
o
) 
0,100 0,750 0,399 3,664 -168,986 -35,750 -165,605 
0,200 0,748 0,399 3,666 -169,338 -35,174 -166,049 
0,300 0,742 0,398 3,664 -169,997 -34,243 -166,597 
0,400 0,732 0,400 3,660 -170,630 -32,507 -165,892 
0,500 0,729 0,400 3,656 -170,586 -32,061 -165,773 
0,600 0,733 0,400 3,656 -170,580 -32,704 -165,690 
0,700 0,742 0,399 3,660 -169,418 -33,514 -164,917 
0,800 0,749 0,399 3,664 -169,549 -34,729 -166,176 
0,900 0,749 0,399 3,666 -168,905 -35,672 -165,622 
1,000 0,743 0,399 3,664 -170,044 -35,738 -166,859 
1,100 0,734 0,399 3,660 -170,028 -35,001 -166,007 
1,200 0,730 0,400 3,656 -170,614 -33,148 -165,765 
1,300 0,733 0,400 3,656 -170,912 -32,185 -165,989 
1,400 0,741 0,400 3,659 -170,801 -32,701 -166,974 
1,500 0,747 0,399 3,664 -169,542 -32,600 -165,289 
1,600 0,747 0,399 3,667 -169,540 -34,089 -166,063 
1,700 0,743 0,399 3,664 -170,135 -35,946 -167,258 
1,800 0,735 0,400 3,660 -169,765 -35,730 -166,093 
1,900 0,732 0,400 3,656 -170,099 -35,662 -166,024 
2,000 0,735 0,400 3,655 -169,914 -34,001 -165,109 
2,100 0,740 0,400 3,660 -170,049 -32,516 -165,615 
2,200 0,747 0,399 3,664 -169,824 -32,102 -165,674 
2,300 0,746 0,399 3,667 -170,061 -32,708 -166,427 
2,400 0,742 0,399 3,665 -169,958 -33,634 -166,472 
2,500 0,735 0,400 3,662 -169,906 -35,001 -165,823 
2,600 0,732 0,400 3,656 -170,191 -35,720 -166,009 
2,700 0,735 0,400 3,655 -169,755 -36,105 -165,892 
2,800 0,741 0,400 3,659 -170,320 -34,798 -166,208 
2,900 0,745 0,399 3,664 -169,912 -33,703 -166,454 
3,000 0,746 0,399 3,667 -169,950 -32,598 -166,210 
 
Taula 10.6: Paràmetres de posició i orientació obtinguts en estàtic pel punt F 
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Graus  
plantilla 
Capcineig 
 adaptat (o) 
Guinyada  
adaptada (o) 
Balanç  
adaptat (o) 
º Error 
 guinyada 
10 -1,085 9,875 -4,706 0,125 
20 -1,037 20,053 -4,536 0,053 
30 -1,461 34,984 -2,637 4,984 
40 1,641 43,900 -7,233 3,900 
50 3,310 53,314 -8,419 3,314 
60 4,676 64,278 -9,126 4,278 
75 23,723 81,080 -27,644 6,080 
100 18,191 102,308 13,744 2,308 
110 6,545 113,777 61,134 3,777 
120 7,918 120,172 3,043 0,172 
130 7,128 131,224 1,604 1,224 
140 4,271 143,047 1,942 3,047 
150 4,401 150,620 3,196 0,620 
160 4,253 162,272 3,006 2,272 
170 4,368 170,367 2,956 0,367 
190 5,245 193,678 6,545 3,678 
200 5,884 204,222 7,878 4,222 
210 7,933 215,365 7,075 5,365 
220 7,824 227,866 8,190 7,866 
230 9,183 233,521 9,469 3,521 
235 10,967 235,108 9,753 0,108 
250 12,456 247,376 12,948 2,624 
260 12,262 264,434 11,747 4,434 
280 2,613 275,316 3,793 4,684 
295 4,509 297,248 6,492 2,248 
300 0,932 306,398 3,166 6,398 
310 0,932 306,398 3,166 3,602 
320 -2,235 319,911 -0,904 0,089 
330 -2,599 330,070 -1,707 0,070 
340 -2,898 341,755 -3,538 1,755 
350 -2,398 346,574 -3,621 3,426 
 
Taula 10.7: Paràmetres d’orientació adaptats, obtinguts variant l’angle de guinyada 
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10.3. Algoritmes 
IDENTIFICACIÓ DE BLOBS 
 
void CListener::IdentificaBlobs(IplImage* pImage) 
{ 
    //Identificació dels blobs a la primera imatge 
    cvThreshold(pImage, pTempImage, 200, 255.0, CV_THRESH_BINARY); 
//Source, Destination 
    blobs = CBlobResult( pTempImage, NULL, 0, false ); 
    blobs.Filter( blobs, B_EXCLUDE,CBlobGetArea(), B_LESS, 10); 
    blobs.Filter( blobs, B_EXCLUDE,CBlobGetArea(), B_GREATER, 300); 
    if(blobs.GetNumBlobs()==3) 
 { 
        blob1old=blobs.GetBlob(0); 
        blob2old=blobs.GetBlob(1); 
        blob3old=blobs.GetBlob(2); 
 
        while (t==0) 
        { 
            if (fabs(blob1old.minx-blob2old.minx)<10 && (blob2old.miny-
blob1old.miny)>0) 
                t=1; 
            else if (fabs(blob1old.minx-blob2old.minx)<10 && 
(blob2old.miny-blob1old.miny)<0) 
            { 
                blob=blob1old; 
                blob1old=blob2old; 
                blob2old=blob; 
                t=1; 
            } 
            else 
            { 
                blob=blob1old; 
                blob1old=blob3old; 
                blob3old=blob2old; 
                blob2old=blob; 
            }                          
        } 
 
 
        xreal1old=gxc.operator()(blob1old); 
     yreal1old=gyc.operator()(blob1old); 
        xreal2old=gxc.operator()(blob2old); 
     yreal2old=gyc.operator()(blob2old); 
        xreal3old=gxc.operator()(blob3old); 
     yreal3old=gyc.operator()(blob3old); 
   
   } 
     
    else 
 { 
        cout <<"Error!!! NO TINC 3 BLOBS\n"; 
    } 
} 
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SEGUIMENT DELS BLOBS i LOCALITZACIÓ DE COORDENADES 
 
void CListener::DoImageProcessing( smart_ptr<MemBuffer> pBuffer) 
{ 
    smart_ptr<BITMAPINFOHEADER> pInf = pBuffer->getBitmapInfoHeader(); 
    memcpy(pForegroundImage->imageData, pBuffer->getPtr(),786432 );             
// pForegroundImage és el que veuen ara les càmeres 
 
 if(last_blob_ex) 
 { 
        // Establiment de la regió d'interès 
  CvRect sROI = cvRect(xroi,yroi,widthroi, heightroi); 
  xroi = sROI.x; 
  yroi = sROI.y; 
  cvSetImageROI(pForegroundImage,sROI); 
  cvSetImageROI(pTempImage,sROI); 
  last_blob_ex=false; 
 } 
  
     
    cvThreshold(pForegroundImage, pTempImage, 200, 255.0, 
CV_THRESH_BINARY); //Origen, Destí 
     
    if(camera==   // Aquí mostro per pantalla com ha quedat la imatge 
binaritzada, per les dues càmeres. 
     { 
            cvResize(pTempImage, pScreenImage3); 
      cvShowImage("Left Camera 3", pScreenImage3); 
     } 
     else 
     { 
            cvResize(pTempImage, pScreenImage4); 
      cvShowImage("Right Camera 4", pScreenImage4); 
     } 
 
        // Dibuix de la regió d'interès 
 CvSize Rroisize=cvGetSize(pTempImage); 
 cvRectangle( pForegroundImage, cvPoint(0,0), cvPoint(Rroisize.width-
1, Rroisize.height-1), cvScalar(255,255,255), 1, 8, 0 );  
    
////////////////////////////////BLOBS//////////////////////////////////////
///////////// 
 
 blobs = CBlobResult( pTempImage, NULL, 0, false ); 
   
 blobs.Filter( blobs, B_EXCLUDE,CBlobGetArea(), B_LESS, 10); 
       blobs.Filter( blobs, B_EXCLUDE,CBlobGetArea(), B_GREATER, 300); 
    
 if(blobs.GetNumBlobs()==3) 
 { 
        //Ordeno els blobs trobats en aquesta frame segons la seva 
proximitat amb la frame anterior. 
        for (i=0;i<3;i++) 
        { 
            blob=blobs.GetBlob(i); 
            a=fabs((gxc.operator()(blob1old)+xroiold)-
(gxc.operator()(blob)+xroi));     //Distància x entre el centre del blob 
anterior i el centre del blob actual. 
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            b=fabs((gyc.operator()(blob1old)+yroiold)-
(gyc.operator()(blob)+yroi));     //Distància y entre el centre del blob 
anterior i el centre del blob actual. 
            c=fabs((gxc.operator()(blob2old)+xroiold)-
(gxc.operator()(blob)+xroi)); 
            d=fabs((gyc.operator()(blob2old)+yroiold)-
(gyc.operator()(blob)+yroi)); 
            e=fabs((gxc.operator()(blob3old)+xroiold)-
(gxc.operator()(blob)+xroi)); 
            f=fabs((gyc.operator()(blob3old)+yroiold)-
(gyc.operator()(blob)+yroi)); 
 
            k=sqrt(a*a+b*b); 
            l=sqrt(c*c+d*d); 
            m=sqrt(e*e+f*f); 
 
            if (k<l && k<m) 
                blob1=blob; 
            else if (l<k && l<m) 
                blob2=blob; 
            else 
                blob3=blob; 
        } 
 
        blob1old=blob1; 
        blob2old=blob2; 
        blob3old=blob3; 
 
        xc1=gxc.operator()(blob1);      //(blob1.maxx+blob1.minx)/2; 
  yc1=gyc.operator()(blob1);      //(blob1.maxy+blob1.miny)/2; 
        xc2=gxc.operator()(blob2);      //(blob2.maxx+blob2.minx)/2; 
  yc2=gyc.operator()(blob2);      //(blob2.maxy+blob2.miny)/2; 
        xc3=gxc.operator()(blob3);      //(blob3.maxx+blob3.minx)/2; 
  yc3=gyc.operator()(blob3);      //(blob3.maxy+blob3.miny)/2;  
   
        //centre de cada blob a la imatge: posición real en píxel 
        xreal1=xroi+xc1; 
  yreal1=yroi+yc1; 
        xreal2=xroi+xc2; 
  yreal2=yroi+yc2; 
        xreal3=xroi+xc3; 
  yreal3=yroi+yc3; 
 
        xg=(xc1+xc2+xc3)/3; 
        yg=(yc1+yc2+yc3)/3; 
 
        vx1=(xreal1-xreal1old)/deltat; 
        vy1=(yreal1-yreal1old)/deltat; 
        vx2=(xreal2-xreal2old)/deltat; 
        vy2=(yreal2-yreal2old)/deltat; 
        vx3=(xreal3-xreal3old)/deltat; 
        vy3=(yreal3-yreal3old)/deltat; 
 
        xreal1old=xreal1; 
  yreal1old=yreal1; 
        xreal2old=xreal2; 
  yreal2old=yreal2; 
        xreal3old=xreal3; 
  yreal3old=yreal3; 
 
  
94 
 
     if(camera==1) 
     { 
     
 CPosition::setImageCoo_1(xreal1,xreal2,xreal3,yreal1,yreal2,yreal3); 
 
            pEvent1->SetEvent(); 
      ::WaitForSingleObject( m_pCalcFinished1->m_hObject, 1 ); 
     } 
     else 
     { 
     
 CPosition::setImageCoo_2(xreal1,xreal2,xreal3,yreal1,yreal2,yreal3); 
      pEvent2->SetEvent(); 
      ::WaitForSingleObject( m_pCalcFinished2->m_hObject, 1 ); 
     } 
   
//Busco l'amplada i alçada de l'helicòpter en la imatge 2D. 
        if (fabs(xreal1-xreal2)>fabs(xreal1-xreal3)) 
            maxdif_x=fabs(xreal1-xreal2); 
        else 
            maxdif_x=fabs(xreal1-xreal3); 
 
        if (maxdif_x< fabs(xreal2-xreal3)) 
            maxdif_x=fabs(xreal2-xreal3); 
 
 
        if (fabs(yreal1-yreal2)> fabs(yreal1-yreal3)) 
            maxdif_y=fabs(yreal1-yreal2); 
        else 
            maxdif_y=fabs(yreal1-yreal3); 
 
        if (maxdif_y<fabs(yreal2-yreal3)) 
            maxdif_y=fabs(yreal2-yreal3); 
 
        xroiold=xroi; 
        yroiold=yroi; 
        //dimensions de la pròxima ROI 
 
        if (maxdif_x<60) maxdif_x=60; 
  xroi=xg+xroi-maxdif_x; 
  if(xroi<0) xroi=0; 
        if (maxdif_y<60) maxdif_y=60; 
  yroi=yg+yroi-maxdif_y; 
  if(yroi<0) yroi=0; 
     widthroi = 2*maxdif_x; 
  heightroi = 2*maxdif_y; 
   
  last_blob_ex=true; 
 } 
  
    else if (blobs.GetNumBlobs()==2)    // S'esbrina la posició del blob 
desaparegut en funció de la seva història. 
    { 
 
            for (i=0;i<2;i++)   //Ordeno els dos blobs trobats en aquesta 
frame segons la seva proximitat amb la posició estimada (calculada la 
velocitat a la frame anterior). 
            { 
                blob=blobs.GetBlob(i); 
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                a=fabs((gxc.operator()(blob1old)+xroiold+vx1*deltat)-
(gxc.operator()(blob)+xroi)); 
                b=fabs((gyc.operator()(blob1old)+yroiold+vy1*deltat)-
(gyc.operator()(blob)+yroi)); 
                c=fabs((gxc.operator()(blob2old)+xroiold+vx2*deltat)-
(gxc.operator()(blob)+xroi)); 
                d=fabs((gyc.operator()(blob2old)+yroiold+vy2*deltat)-
(gyc.operator()(blob)+yroi)); 
                e=fabs((gxc.operator()(blob3old)+xroiold+vx3*deltat)-
(gxc.operator()(blob)+xroi)); 
                f=fabs((gyc.operator()(blob3old)+yroiold+vy3*deltat)-
(gyc.operator()(blob)+yroi)); 
 
                k=sqrt(a*a+b*b); 
                l=sqrt(c*c+d*d); 
                m=sqrt(e*e+f*f); 
 
                if (k<l && k<m) 
                { 
                    blob1 = blob; 
                    blob1ex = true; 
                } 
                else if (l<k && l<m) 
                { 
                    blob2=blob; 
                    blob2ex = true; 
                } 
                else 
                { 
                    blob3=blob; 
                    blob3ex = true; 
                } 
            } 
 
            if (blob3ex == false) //Vol dir que el blob3 és el que s'ha 
perdut 
            { 
                xc1=gxc.operator()(blob1); 
          yc1=gyc.operator()(blob1); 
                xc2=gxc.operator()(blob2); 
          yc2=gyc.operator()(blob2);  
                 
                xreal1=xroi+xc1; 
    yreal1=yroi+yc1; 
                xreal2=xroi+xc2; 
    yreal2=yroi+yc2; 
                xreal3= xreal3old + vx3*deltat; 
    yreal3= yreal3old + vy3*deltat; 
 
                blob3.minx = xreal3-3-xroi; 
                blob3.miny = yreal3-3-yroi; 
                blob3.maxx = xreal3+3-xroi; 
                blob3.maxy = yreal3+3-yroi; 
            } 
            else if (blob2ex == false) //Vol dir que el blob 2 és el que 
s'ha perdut 
            { 
                xc1=gxc.operator()(blob1); 
          yc1=gyc.operator()(blob1); 
                xc3=gxc.operator()(blob3); 
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          yc3=gyc.operator()(blob3);  
             
                xreal1=xroi+xc1; 
    yreal1=yroi+yc1; 
                xreal2= xreal2old + vx2*deltat; 
    yreal2= yreal2old + vy2*deltat; 
                xreal3=xroi+xc3; 
    yreal3=yroi+yc3; 
 
                blob2.minx = xreal2-3-xroi; 
                blob2.miny = yreal2-3-yroi; 
                blob2.maxx = xreal2+3-xroi; 
                blob2.maxy = yreal2+3-yroi; 
            } 
            else if (blob1ex == false) //Vol dir que el blob 1 és el que 
s'ha perdut 
            { 
                xc2=gxc.operator()(blob2); 
          yc2=gyc.operator()(blob2); 
                xc3=gxc.operator()(blob3); 
          yc3=gyc.operator()(blob3);  
             
                xreal1= xreal1old + vx1*deltat; 
    yreal1= yreal1old + vy1*deltat; 
                xreal2=xroi+xc2; 
    yreal2=yroi+yc2; 
                xreal3=xroi+xc3; 
    yreal3=yroi+yc3; 
 
                blob1.minx = xreal1-3-xroi; 
                blob1.miny = yreal1-3-yroi; 
                blob1.maxx = xreal1+3-xroi; 
                blob1.maxy = yreal1+3-yroi; 
            } 
 
        blob1old=blob1; 
        blob2old=blob2; 
        blob3old=blob3; 
       
        xg=(xreal1+xreal2+xreal3)/3 - xroi; 
        yg=(yreal1+yreal2+yreal3)/3 - yroi; 
 
        vx1=(xreal1-xreal1old)/deltat; 
        vy1=(yreal1-yreal1old)/deltat; 
        vx2=(xreal2-xreal2old)/deltat; 
        vy2=(yreal2-yreal2old)/deltat; 
        vx3=(xreal3-xreal3old)/deltat; 
        vy3=(yreal3-yreal3old)/deltat; 
 
        xreal1old=xreal1; 
  yreal1old=yreal1; 
        xreal2old=xreal2; 
  yreal2old=yreal2; 
        xreal3old=xreal3; 
  yreal3old=yreal3; 
 
        if(camera==1) 
     { 
     
 CPosition::setImageCoo_1(xreal1,xreal2,xreal3,yreal1,yreal2,yreal3); 
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            pEvent1->SetEvent(); 
      ::WaitForSingleObject( m_pCalcFinished1->m_hObject, 1 ); 
     } 
     else 
     { 
     
 CPosition::setImageCoo_2(xreal1,xreal2,xreal3,yreal1,yreal2,yreal3); 
      pEvent2->SetEvent(); 
      ::WaitForSingleObject( m_pCalcFinished2->m_hObject, 1 ); 
     } 
   
//Busco l'amplada i alçada de l'helicòpter en la imatge 2D. 
        if (fabs(xreal1-xreal2)>fabs(xreal1-xreal3)) 
            maxdif_x=fabs(xreal1-xreal2); 
        else 
            maxdif_x=fabs(xreal1-xreal3); 
 
        if (maxdif_x< fabs(xreal2-xreal3)) 
            maxdif_x=fabs(xreal2-xreal3); 
 
 
        if (fabs(yreal1-yreal2)> fabs(yreal1-yreal3)) 
            maxdif_y=fabs(yreal1-yreal2); 
        else 
            maxdif_y=fabs(yreal1-yreal3); 
 
        if (maxdif_y<fabs(yreal2-yreal3)) 
            maxdif_y=fabs(yreal2-yreal3); 
 
        xroiold=xroi; 
        yroiold=yroi; 
        //dim of next roi 
  //xroi=blob.minx-xradius; 
        if (maxdif_x<60) maxdif_x=60; 
  xroi=xg+xroi-maxdif_x; 
  if(xroi<0) xroi=0; 
  //yroi=blob.miny-yradius; 
        if (maxdif_y<60) maxdif_y=60; 
  yroi=yg+yroi-maxdif_y; 
  if(yroi<0) yroi=0; 
     widthroi = 2*maxdif_x; 
  heightroi = 2*maxdif_y; 
 
        last_blob_ex = true; 
        blob1ex = false; 
        blob2ex = false; 
        blob3ex = false; 
    } 
     
    else //TINC MENYS DE 2 BLOBS!! 
 { 
        xroiold=xroi; 
        yroiold=yroi; 
  xroi=0; 
  yroi=0; 
        cout <<"Error!!! TINC MENYS DE 2 BLOBS\n"; 
    } 
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    //Deixo de considerar la ROI a les imatges per tornar-les a considerar 
totes senceres. 
 cvResetImageROI(pForegroundImage); 
 cvResetImageROI(pTempImage); 
 
   
 if(last_blob_ex)  
 {  
   
  cvCircle( pForegroundImage, cvPoint(xg+xroiold,yg+yroiold), 25 
, cvScalar(255,255,255), 3, 8, 0); 
 
        
cvInitFont(&font,CV_FONT_HERSHEY_SIMPLEX|CV_FONT_ITALIC,hScale,vScale,0,lin
eWidth); 
         
        cvCircle( pForegroundImage, cvPoint((xreal1-xroi+xroiold), (yreal1-
yroi+yroiold)), 10 , cvScalar(255,255,255), 1, 8, 0); 
        cvPutText( pForegroundImage,"1", cvPoint(xreal1-xroi+10+xroiold, 
yreal1-yroi+yroiold), &font, cvScalar (255, 255, 255)); 
 
        cvCircle( pForegroundImage, cvPoint((xreal2-xroi+xroiold), (yreal2-
yroi+yroiold)), 10 , cvScalar(255,255,255), 1, 8, 0); 
        cvPutText( pForegroundImage,"2", cvPoint(xreal2-xroi+10+xroiold, 
yreal2-yroi+yroiold), &font, cvScalar (255, 255, 255)); 
     
        cvCircle( pForegroundImage, cvPoint((xreal3-xroi+xroiold), (yreal3-
yroi+yroiold)), 10 , cvScalar(255,255,255), 1, 8, 0); 
        cvPutText( pForegroundImage,"3", cvPoint(xreal3-xroi+10+xroiold, 
yreal3-yroi+yroiold), &font, cvScalar (255, 255, 255)); 
 
 } 
   
    
    // screen visualization 
    if(camera==1) 
 { 
        cvResize(pForegroundImage, pScreenImage1); 
     cvShowImage("Left Camera 1", pScreenImage1); 
 } 
    else 
    { 
        cvResize(pForegroundImage, pScreenImage2); 
        cvShowImage("Right Camera 2", pScreenImage2); 
    } 
 cvWaitKey(1); 
} 
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12. Abreviacions i acrònims 
12.1. Abreviacions 
𝐴 Distància entre les agrupacions de LED’s 1 i 2 
𝐵 Distància entre les agrupacions de LED’s 1 i 3 
𝐷 Matriu de vectors directors unitaris de la base món 
𝐻 Punt corresponent a la posició a l’espai de l’helicòpter 
𝑖, 𝑗, 𝑘 Components unitàries de la base no rotada 
𝑖𝑝 , 𝑗𝑝 , 𝑘𝑝  Components unitàries de la base rotada 
𝑖1, 𝑗1, 𝑘1 Components unitàries del vector director de l’eix 𝑥𝑝      
𝑖2, 𝑗2, 𝑘2 Components unitàries del vector director de l’eix 𝑦𝑝      
𝑖3, 𝑗3, 𝑘3 Components unitàries del vector director de l’eix 𝑧𝑝      
𝐼 Matriu identitat (3 x 3) 
𝑅 Matriu de rotació global 
𝑅𝑖𝑗  Elements de la matriu de rotació global (𝑖 = 1, 2, 3     𝑗 = 1, 2, 3) 
𝑅1 , 𝑅2, 𝑅3 Matrius de rotació al voltant dels eixos 𝑋𝑝 , 𝑌𝑝 , 𝑍𝑝 , respectivament 
𝑥1, 𝑦1 , 𝑧1 Coordenades respecte la base món de l’agrupació de LED’s 1 
𝑥2, 𝑦2, 𝑧2 Coordenades respecte la base món de l’agrupació de LED’s 2 
𝑥3, 𝑦3, 𝑧3 Coordenades respecte la base món de l’agrupació de LED’s 3 
𝑋, 𝑌, 𝑍 Eixos de referència món 
𝑋ℎ , 𝑌ℎ ,𝑍ℎ  Coordenades de la posició de l’helicòpter respecte la base món 
𝑋𝑖𝑚 , 𝑌𝑖𝑚  Eixos de referència imatge 
𝑋𝐿 , 𝑌𝐿 ,𝑍𝐿  Eixos de referència càmera esquerra 
𝑋𝑅 , 𝑌𝑅 , 𝑍𝑅 Eixos de referència càmera dreta 
𝑋𝑝 , 𝑌𝑝 , 𝑍𝑝  Eixos de referència cos 
𝑦𝑝      Vector que va des de l’agrupació de LED’s 1 a la 2 
𝑧𝑝      Vector que va des de l’agrupació de LED’s 1 a la 3 
Δ𝑥 Increment de la coordenada x 
Δ𝑦 Increment de la coordenada y 
𝜆𝑝𝑖𝑐  Longitud d’ona a la que es produeix el pic d’emissivitat 
𝜑𝐿 Angle descrit pel feix lluminós d’un LED 
𝜃, 𝜑, Ψ Angles de capcineig, guinyada i balanç, respectivament 
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12.2. Acrònims 
2D Dues Dimensions 
3D Tres Dimensions 
AHRS Sistema de Referència d'Orientació i Actitud 
BLOB Gran Objecte Binari 
CCD Dispositiu de Càrrega Acoblada 
ESAII Enginyeria de Sistemes Automàtica i Informàtica Industrial 
FAA Administració Federal de l'Aviació 
GPS Sistema de Posicionament Global 
IMU Unitat de Mesura Inercial 
ISR Intel·ligència Vigilància i Reconeixement 
LED Díode Emissor de Llum 
MEMS Sistemes Micro Electromecànics 
OCR Reconeixement Òptic de Caràcters 
ROI Regió d'Interès 
TCP Protocol de Control de Transmissió 
UAS Sistema Aeri no Tripulat 
UAV Vehicle Aeri no Tripulat 
UPC Universitat Politècnica de Catalunya 
UV Espectre Ultraviolat 
VIS Espectre Visible 
 
