Decimating a uniformly sampled signal a factor D involves low-pass antialias filtering with normalized cutoff frequency 1/D followed by picking out every Dth sample. Alternatively, decimation can be done in the frequency domain using the fast Fourier transform (FFT) algorithm, after zero-padding the signal and truncating the FFT. We outline three approaches to decimate nonuniformly sampled signals, which are all based on interpolation. The interpolation is done in different domains, and the intersample behavior does not need to be known. The first one interpolates the signal to a uniformly sampling, after which standard decimation can be applied. The second one interpolates a continuous-time convolution integral, that implements the antialias filter, after which every Dth sample can be picked out. The third frequency domain approach computes an approximate Fourier transform, after which truncation and IFFT give the desired result. Simulations indicate that the second approach is particularly useful. A thorough analysis is therefore performed for this case, using the assumption that the non-uniformly distributed sampling instants are generated by a stochastic process.
INTRODUCTION
Downsampling is here considered for a non-uniformly sampled signal. Non-uniform sampling appears in many applications, while the cause for nonlinear sampling can be classified into one of the following two categories.
Event-based sampling
The sampling is determined by a nuisance event process. One typical example is data traffic in the Internet, where packet arrivals determine the sampling times and the queue length is the signal to be analyzed. Financial data, where the stock market valuations are determined by each transaction, is another example.
Uniform sampling in secondary domain
Some angular speed sensors give a pulse each time the shaft has passed a certain angle, so the sampling times depend on angular speed. Also biological signals such as ECGs are naturally sampled in the time domain, but preferably analyzed in another domain (heart rate domain).
A number of other applications and relevant references can be found in, for example, [1] .
It should be obvious from the examples above that for most applications, the original non-uniformly sampled signal is sampled much too fast, and that oscillation modes and interesting frequency modes are found at quite low frequencies compared to the inverse mean sampling interval.
The problem at hand is stated as follows. Also, the desired intersampling time, T, is much larger than the original mean intersampling time,
Conversion between arbitrary sampling rates has also been discussed in many contexts. The issues with efficient implementation of the algorithms are investigated in [3] [4] [5] [6] , and some of the results are beneficial also for the nonuniform case.
Resampling and reconstruction are closely connected, since a reconstructed signal can be used to sample at desired time points. The task of reconstruction is well investigated for different setups of non-uniform sampling. A number of iterative solutions have been proposed, for example, [1, 7, 8] , several more are also discussed in [9] . The algorithms are not well-suited for real-time implementations and are based on different assumptions on the sampling times, t m , such as bounds on the maximum separation or deviation from the nominal value mT u .
Russel [9] also investigates both uniform and nonuniform resampling thoroughly. Russell argues against the iterative solutions, since they are based on analysis with ideal filters, and no guarantees can be given for approximate solutions. A noniternative approach is given, which assumes periodic time grids, that is, the non-uniformity is repeated. Another overview of techniques for non-uniform sampling is given in [10] , where, for example, Ferreira [11] studies the special case of recovery of missing data and Lacaze [12] reconstructs stationary processes.
Reconstruction of functions with a convolutional approach was done by [13] , and later also by [14] . The sampling is done via basis functions, and reduces to the regular case if delta functions are used. These works are based on sampling sets that fulfill the non-uniform sampling theorem given in [15] .
Reconstruction has long been an interesting topic in image processing, especially in medical imaging, see, for example, [16] , where, in particular, problems with motion artifacts are addressed. Arbitrary sampling distributions are allowed, and the reconstruction is done through resampling to a uniform grid. The missing pixel problem is given attention in [9, 17] . In [18] , approximation of a function with bounded variation, with a band-limited function, is considered and the approximation error is derived. Pointwise reconstruction is investigated in [19] , and these results will be used in Section 5.
Here, we neither put any constraints on the non-uniform sampling times, nor assumptions on the signal's function class. Instead, we take a more application-oriented approach, and aim at good, implementable, resampling procedures. We will consider three different methods for converting from non-uniform to uniform sampling. The first and third algorithm are rather trivial modifications of the time and frequency-domain methods for uniformly sampled data, respectively, while the second one is a new truly non-uniform algorithm. We will compare performance of these three. In all three cases, different kinds of interpolation are possible, but we will focus on zero-order hold (nearest neighbor) and first order hold (linear interpolation). Of course, which interpolation is best depends on the signal and in particular on its inter-sample behavior. Though we prefer to talk about decimation, we want to point out that the theories hold for any type of filter h(t).
A major contribution in this work is a detailed analysis of the algorithms, where we assume additive random sampling, (ARS),
where τ m is stochastic additive sampling noise given by the known probability density function p τ (t). The theoretical results show that the downsampled signal is unbiased under fairly general conditions and present an equivalent filter that generates z(t) = h u(t), where h depends on the designed filter h and the characteristic function of the stochastic distribution. The paper is organized as follows. The algorithms are described in Section 2. The convolutional interpolation gives promising results in the simulations in Section 3, and the last sections are dedicated to this algorithm. In Section 4, theoretic analysis of both finite time and asymptotic performance is done. The section also includes illustrative examples of the theory. Section 5 investigates an application example and issues with choosing the filter h(t), while Section 6 concludes the paper.
INTERPOLATION ALGORITHMS
Time-domain interpolation can be used with subsequent filtering. Since LP-filtering is desired, we also propose two other methods that include the filter action directly. The main idea is to perform the interpolation at different levels and the problem was stated in Problem 1. 
where h d (t) is a discrete time realization of the impulse response h(t).
Algorithm 1: Time-domain interpolation.
Interpolation in time domain
It is well described in literature how to interpolate a signal or function in, for instance, the following cases.
(i) The signal is band-limited, in which case the sinc interpolation kernel gives a reconstruction with no error [20] . (ii) The signal has vanishing derivatives of order n + 1 and higher, in which case spline interpolation of order n is optimal [21] . (iii) The signal has a bounded second-order derivative, in which case the Epanechnikov kernel is the optimal interpolation kernel [19] .
The computation burden in the first case is a limiting factor in applications, and for the other two examples, the interpolation is not exact. We consider a simple spline interpolation, followed by filtering and decimation as in Algorithm 1. This is a slight modification of the known solution in the uniform case as was mentioned in Section 1.
Algorithm 1 is optimal only in the unrealistic case where the underlying signal u(t) is piecewise constant between the samples. The error will depend on the relation between the original and the wanted sampling; the larger the ratio M/N, the smaller the error. If one assumes a band-limited signal, where all energy of the Fourier transform U( f ) is restricted to f < 0.5N/t M , then a perfect reconstruction would be possible, after which any type of filtering and sampling can be performed without error. However, this is not a feasible solution in practice, and the band-limited assumption is not satisfied for real signals when the sensor is affected by additive noise. Remark 1. Algorithm 1 finds u( jT u ) by zero-order hold interpolation, where of course linear interpolation or higherorder splines could be used. However, simulations not included showed that this choice does not significantly affect the performance.
Interpolation in the convolution integral
Filtering of the continuous-time signal, u, yields
For Problem 1, compute
Algorithm 2: Convolution interpolation.
and using Riemann integration, we get Algorithm 2. The algorithm will be exact if the integrand, h(kT − τ)u(τ), is constant between the sampling points, t m , for all kT. As stated before, the error, when this is not the case, decreases when the ratio M/N increases. This algorithm can be further analyzed using the inverse Fourier transform, and the results in [22] , which will be done in Section 4.1.
Remark 2.
Higher-order interpolations of (5) were studied in [23] without finding any benefits.
When the filter h(t) is causal, the summation is only taken over m such that t m < kT, and thus Algorithm 2 is ready for online use.
Interpolation in the frequency domain
LP-filtering is given by a multiplication in the frequency domain, and we can form the approximate Fourier transform (AFT), [22] , given by Riemann integration of the Fourier transform, to get Algorithm 3. This is also a known approach in the uniform sampling case, where the DFT is used in each step. The AFT is formed for 2N frequencies to avoid circular convolution. This corresponds to zero-padding for uniform sampling. Then the inverse DFT gives the estimate.
Remark 3. The AFT used in Algorithm 3 is based on Riemann integration of the Fourier transform of u(t), and would be exact whenever u(t)e −i2π f t is constant between sampling times, which of course is rarely the case. As for the two previous algorithms, the approximation is less grave for large enough M/N. This paper does not include an investigation of error bounds.
More investigations of the AFT were done in [22] .
Complexity
In applications, implementation complexity is often an issue. We calculate the number of operations, N op , in terms of additions (a), multiplications (m), and exponentials (e). As stated before, we have M measurements at non-uniform times, and want the signal value at N time points, equally spaced with T.
(i)
Step (3) in Algorithm 1 is a linear filter, with one addition and one multiplication in each term,
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Here, Z is the complex conjugate of Z.
Computing the convolution in step (3) in the frequency domain would require the order of M log 2 (M) operations.
(ii) Algorithm 2 is similar to Algorithm 1,
where the extra multiplication comes from the factor τ m . (iii) Algorithm 3 performs an AFT in step (2), frequencydomain filtering in step (3) and an IDFT in step (4) ,
Using the IFFT algorithm in step (4) would give Nlog 2 (2N) instead, but the major part is still MN.
All three algorithms are thus of the order MN, though Algorithms 1 and 2 have smaller constants. Studying work on efficient implementation, for example, [9] , performance improvements, could be made also here, mainly for Algorithms 1 and 2, where the setup is similar.
Taking the length of the filter h(t) into account can significantly improve the implementation speed. If the impulse response is short, the number of terms in the sums in Algorithms 1 and 2 will be reduced, as well as the number of extra frequencies needed in Algorithm 3.
NUMERIC EVALUATION
We will use the following example to test the performance of these algorithms. The signal consists of three frequencies that are drawn randomly for each test run.
Example 1.
A signal with three frequencies, f j , drawn from a rectangular distribution, Re, is simulated
The desired uniform sampling is given by the intersampling time T = 4 seconds. The non-uniform sampling is defined by
and the limits t l and t h are varied. In the simulation, N is set to 64 and the number of non-uniform samples are chosen so that t M > NT is assured. This is not in exact correspondence with the problem formulation, but assures that the results for different τ m -distributions are comparable.
The samples are corrupted by additive measurement noise,
where
The filter is a second-order LP-filter of Butterworth type with cutoff frequency 1/2T, that is,
This setup is used for 500 different realizations of f j , τ m , and e(t m ).
We will test four different rectangular distributions (12) :
and the mean values, μ T , and standard deviations, σ T , are shown for reference. For every run, we use the algorithms presented in the previous section and compare their results to the exact, continuous-time, result,
We calculate the root mean square error, RMSE,
The algorithms are ordered according to lowest RMSE, (18) , and Table 1 presents the result. The number of first, second and third positions for each algorithm during the 500 runs, are also presented. Figure 1 presents one example of the result, though the algorithms are hard to be separated by visual inspection.
A number of conclusions can be drawn from the previous example. (i) Comparing a given algorithm for different nonuniform sampling time pdf, Table 1 shows that p τ (t), in (16a), (16b), (16c), (16d), has a clear effect on the performance. (ii) Comparing the algorithms for a given sampling time distribution shows that the lowest mean RMSE is no guarantee of best performance at all runs. Algorithm 2 has the lowest E[λ] for setup (16a), but still performs worst in 10% of the cases, and for (16d), Algorithm 3 is number 3 in 20% of the runs, while it has the lowest mean RMSE. (iii) Usually, Algorithm 3 has the lowest RMSE (1st position), but the spread is more than twice as large (standard deviation of λ), compared to the other two algorithms.
(iv) Algorithms 1 and 2 have similar RMSE statistics, though, of the two, Algorithm 2 performs slightly better in the mean, in all the four tested cases.
In this test, we find that Algorithm 3 is most often number one, but Algorithm 2 is almost as good and more stable in its performance. It seems that the realization of the frequencies, f j , is not as crucial for the performance of Algorithm 2. As stated before, the performance also depends on the downsampling factor for all the algorithms. The algorithms are comparable in performance and complexity. In the following, we focus on Algorithm 2, because of its nice analytical properties, its online compatibility, and, of course, its slightly better performance results.
THEORETIC ANALYSIS
Given the results for Algorithm 2 in the previous section, we will continue with a theoretic discussion of its behavior. We consider both finite time and asymptotic results. A small note is done on similar results for Algorithm 3.
Analysis of Algorithm 2
Here, we study the a priori stochastic properties of the estimate, z(kT), given by Algorithm 2. For the analytical calculations, we assume that the convolution is symmetric, and get
with
Let
denote the characteristic function for the sampling noise τ. Here, F is the Fourier transform operator. Then, [22, Theorem 2] gives
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where also an expression for the covariance, Cov(W( f )), is given. The expressions are given by straightforward calculations using the fact that the sampling noise sequences τ m are independent stochastic variables and t m = m k=1 τ k in (20) . These known properties of W( f ) make it possible to find E[ z(kT)] and Var( z(kT)) for any given characteristic function, ϕ τ ( f ), of the sampling noise, τ k .
The following lemma will be useful.
Lemma 1 (see [22, Lemma 1]). Assume that the continuoustime function h(t) with FT H( f ) fulfills the following conditions.
(
1) h(t) and H( f ) belong to the Schwartz class,
S. 1 (2) The sum g M (t) = M m=1 p m (t) obeys lim M−→∞ g M (t)h(t)dt = 1 μ T h(t)dt = 1 μ T H(0),(23)
for this h(t). (3)
The initial value is zero, h(0) = 0.
Then, it holds that
Proof. The proof is conducted using distributions from functional analysis and we refer to [22] for details.
Let us study the conditions on h(t) and H( f ) given in Lemma 1 a bit more. The restrictions from the Schwartz class could affect the usability of the lemma. However, all smooth functions with compact support (and their Fourier transforms) are in S, which should suffice for most cases. It is not intuitively clear how hard (23) is. Note that, for any ARS case with continuous sampling noise distribution, p m (t) is approximately a Gaussian for higher m, and we can confirm that, for a large enough fixed t,
with μ T and σ T being the mean and the standard deviation of the sampling noise τ, respectively. The integral in (23) can then serve as some kind of mean value approximation, and the edges of g N (t) will not be crucial. Also, condition 3 further restricts the behavior of h(t) for small t, which will make condition 2 easier to fulfill.
Theorem 1. The estimate given by Algorithm 2 can be written as
where h(t) is given by
with W( f ) as in (20) . Proof. First of all, (5) gives
Furthermore, if the filter h(t) and signal u(t) belong to the Schwartz class, then S [24],
and from (19), we get
which implies that we can identify H( f ) as the filter operation on the continuous-time signal u(t), and (26a) follows. From Lemma 1 and (22), we get
for any function y( f ) fulfilling the properties of Lemma 1. This gives
when H( f ) and U( f ) behave as requested, and (26c) follows. Using the same technique as in the proof of Lemma 1, (26d) also follows.
From the investigations in [22] , it is clear that H( f ), in (27b), is the AFT of the sequence h(t m ) (cf. the AFT of u(t m ) in step (2) of Algorithm 3).
Requiring that both h(t) and u(t) be in the Schwartz class is not, as indicated before, a major restriction. Though, some thought needs to be done for each specific case before applying the theorem.
Algorithm 3 can be investigated analogously.
Theorem 2. The estimate given by Algorithm 3 can be written as
z(kT) = h u(kT),(30a)
F. Eng and F. Gustafsson 7 where h(t) is given by the inverse Fourier transform of
and W( f ) was given in (20) .
Proof. First, observe that real signals u(t) and h(t) give
, respectively, the rest is completely in analogue with the proof of Theorem 1, with one of the integrals replaced with the corresponding sum.
Numerically, it is possible to confirm that the requirements on p m (t), in (26c), are true for Additive Random Sampling, since p m (t) then converges to a Gaussian distribution with μ = mμ T and σ 2 = mσ T . A smooth filter with compact support is noncausal, but with finite impulse response (see e.g., the optimal filter discussed in Section 5).
A noncausal filter is desired in theory, but often not possible in practice. The performance of z BW (kT) compared to the optimal noncausal filter in Table 2 is thus encouraging.
Illustration of Theorem 1
Theorem 1 shows that the originally designed filter H( f ) is effectively replaced by another linear filter H( f ) when using Algorithm 2. Since H( f ) only depends on H( f ) and the realization of the sampling times t m , we here study H( f ) to exclude the effects of the signal, u(t), on the estimate.
First, we illustrate (26b) by showing the influence of the sampling times, or, the distribution of τ m , on E[ H]. We use the four different sampling noise distributions in (16a), (16b), (16c), (16d), using the original filter h(t) from (14) with T = 4 seconds. Figure 2 shows the different filters H( f ), when the sampling noise distribution is changed. We conclude that both the mean and the variance affect |E[ H( f )]|, and that it seems possible to mitigate the static gain offset from H( f ) by multiplying z(kT) with a constant depending on the filter h(t) and the sampling time distribution p τ (t).
Second, we show that E H −→ H when M increases, for a smooth filter with compact support, (26c). Here, we use
where d f is the width of the filter. The sampling noise distribution is given by (16b). Figure 3 shows an example of the sampled filter h(t m ).
To produce a smooth causal filter, the time shift d f T is used. This in turn introduces a delay of d f T in the resampling procedure. We choose the scale factor d f = 8 for a better view of the convergence (higher d f gives slower convergence). The width of the filter covers approximately 2d f T/μ T = 160 nonuniform samples, and more than 140 of them are needed for 
APPLICATION EXAMPLE
As a motivating example, consider the ubiquitous wheel speed signals in vehicles that are instrumental for all driver assistance systems and other driver information systems. The wheel speed sensor considered here gives L = 48 pulses per revolution, and each pulse interval can be converted to a wheel speed. With a wheel radius of 1/π, one gets 24ν pulses per second. For instance, driving at ν = 25 m/s (90 km/h) gives an average sampling rate of 600 Hz. This illustrates the need for speed-adaptive downsampling. 
can be computed at every sample time. The average intersampling time, t M /M, is 2.3 milliseconds for the whole sampling set. The set is shown in Figure 5 . We also indicate the time interval where the following calculations are performed. A sampling time T = 0.1 second gives a signal suitable for driver assistance systems.
We begin with a discussion on finding the underlying signal in an offline setting and then continue with a test of different online estimates of the wheel speed.
The optimal nonparametric estimate
For the data set in Example 2, there is no true reference signal, but in an offline test like this, we can use computationally expensive methods to compute the best estimate. For this application, we can assume that the measurements are given by
with (i) independent measurement noise, e(t m ), with variance σ 2 , and (ii) bounded second derivative of the underlying noisefree function s(t), that is,
which in the car application means limited acceleration changes. Under these conditions, the work by [19] helps with optimally estimating z(kT). When estimating a function value z(kT) from a sequence u(t m ) at times t m , a local weighted linear approximation is investigated. The underlying function is approximated locally with a linear function
and m(kT) = θ 1 is then found from minimization,
where K B (t) is a kernel with bandwidth B, that is, K B (t) = 0 for |t| > B. The Epanechnikov kernel,
is the optimal choice for interior points, t 1 +B < kT < t M −B, both in minimizing MSE and error variance. Here, subscript + means taking the positive part. This corresponds to a noncausal filter for Algorithm 2. This gives the optimal estimate z opt (kT) = θ 1 , using the noncausal filter given by (35)-(37) with B = B opt from [19] ,
In order to find B opt , the values of σ 2 , C, and μ T were roughly estimated from data in each interval [kT −T/2, kT +T/2] and a mean value of the resulting bandwidth was used for B opt . The result from the optimal filter, z opt (kT), is shown compared to the original data in Figure 6 , and it follows a smooth line nicely.
For end points, that is, a causal filter, the error variance is still minimized by said kernel, (37), restricted to t ∈ [−B, 0], F. Eng and F. Gustafsson but K B (t) = (1 − t/B) + , t ∈ [−B, 0] is optimal in MSE sense. Fan and Gijbels still recommend to always use the Epanechnikov kernel, because of both performance and implementation issues. [19] does not include a result for the optimal bandwidth in this case. In our test we need a causal filter and then choose B = 2B opt in order to include the same number of points as in the noncausal estimate.
Online estimation
The investigation in the previous section gives a reference value to compare the online estimates to. Now, we test four different estimates: and compare them to the optimal z opt (kT). The last two estimates are included in order to show if the more clever estimates give significant improvements. Figure 7 shows the first two estimates, z E (kT) and z BW (kT), compared to the optimal z opt (kT). Table 2 shows the root mean square errors compared to the optimal estimate, z opt (kT), calculated over the interval indicated in Figure 5 . From this, it is clear that the casual "optimal" filter, giving z E (kT), needs tuning of the bandwidth, B, since the literature gave no result for the optimal choice of B in this case. Both the filtered estimates, z E (kT) and z BW (kT), are significantly better than the simple mean, z m (kT). The Butterworth filter performs very well, and is also much less computationally complex than using the Epanechnikov kernel. It is promising that the estimate from Algorithm 2, z BW (kT), is close to z opt (kT), and it encourages future investigations.
CONCLUSIONS
This work investigated three different algorithms for downsampling non-uniformly sampled signals, each using interpolation on different levels. Two algorithms are based on existing techniques for uniform sampling with interpolation in time and frequency domain, while the third alternative is truly non-uniform where interpolation is made in the convolution integral. The results in the paper indicate that this third alternative is preferable in more than one way. Numerical experiments presented the root mean square error, RMSE, for the three algorithms, and convolution interpolation has the lowest mean RMSE together with frequencydomain interpolation. It also has the lowest standard deviation of the RMSE together with time-domain interpolation.
Theoretic analysis showed that the algorithm gives asymptotically unbiased estimates for noncausal filters. It was also possible to show how the actual filter implemented by the algorithm was given by a convolution in the frequency domain with the original filter and a window depending only on the sampling times.
In a final example with empirical data, the algorithm gave significant improvement compared to the simple local mean estimate and was close to the optimal nonparameteric estimate that was computed beforehand.
Thus, the results are encouraging for further investigations, such as approximation error analysis and search for optimality conditions.
