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1 Introduction
The purpose of this chapter is to survey a new aspect of topological studies of
Riemann surfaces via infinite dimensional Lie algebras. More concretely, we
discuss a geometric approach to the Torelli-Johnson-Morita theory using an
infinite dimensional Lie algebra called the Goldman Lie algebra, which comes
from global structure of surfaces.
The Torelli-Johnson-Morita theory, initiated by Johnson [23] [24] and elab-
orated later by Morita [57], is a place where infinite dimensional Lie algebras
appear in the study of the mapping class groups and the Torelli groups. In
this chapter, surfaces are always assumed to be differentiable. Let Σ = Σg,1
be a compact oriented surface of genus g > 0 with one boundary component,
and Mg,1 the mapping class group of Σ relative to the boundary. The Torelli
group Ig,1 is a normal subgroup of Mg,1 consisting of mapping classes act-
ing trivially on the homology of Σ. There are many motivations from various
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fields of mathematics for studying this group, but still we are very far from
full understanding of it. To study Ig,1 we consider a central filtration of Ig,1
called the Johnson filtration, which is defined by the action of mapping classes
on the lower central series of the fundamental group of the surface. A central
object of the theory is an injective, graded Lie algebra homomorphism
τ :
∞⊕
k=1
grk(Ig,1)→
∞⊕
k=1
hZg,1(k). (1.1)
The k-th component τk : gr
k(Ig,1)→ hZg,1(k) is called the k-th Johnson homo-
morphism. Here the target is an infinite dimensional Lie algebra called the Lie
algebra of symplectic derivations of type “Lie” in the sense of Kontsevich [40].
It is purely algebraically defined and was introduced by Kontsevich [40] and
Morita [53] [54] independently. The image of τ is called the Johnson image.
Characterization of it is a hard but very important problem in the study of
Ig,1. Morally, the problem asks what the Lie algebra of the Torelli group is.
An infinite dimensional Lie algebra related to an oriented surface S also
arises in the following way. Let πˆ(S) be the set of homotopy classes of ori-
ented loops on S. Motivated by the study of the symplectic structure of the
moduli space of flat bundles over a surface, Goldman [17] introduced a Lie
bracket called the Goldman bracket on the free Z-module Zπˆ(S) with basis
the set πˆ(S). The definition of the Lie bracket involves the intersections of
two loops and this Lie algebra is called the Goldman Lie algebra. Later Tu-
raev [79] found a Lie cobracket called the Turaev cobracket on the quotient
Lie algebra Zπˆ′(S) = Zπˆ(S)/Z1, where 1 is the class of a constant loop, and
showed that Zπˆ′(S) has a structure of a Lie bialgebra. The definition of the
Lie cobracket involves the self-intersections of a loop. This Lie bialgebra is
called the Goldman-Turaev Lie bialgebra and will be our central object of
consideration. In this chapter we consider over the rationals Q and work with
Qπˆ(S) = Zπˆ(S)⊗Z Q.
Our primary goal is to show that the Goldman Lie algebra appears natu-
rally in the Torelli-Johnson-Morita theory. This relation is first found in [31]
and further developed in [33] [34]. Here we explain the main idea briefly. To
start with, the mapping class groupMg,1 acts on the fundamental group of Σ
by automorphisms, where we take a base point on the boundary of Σ. This is
a point of view illustrated in the Dehn-Nielsen theorem. A basic observation
is that the Goldman Lie algebra Qπˆ(Σ) also acts on the fundamental group,
but this time the action is by derivations. As for the relationship between Lie
algebras and Lie groups, derivations and automorphisms are related by the
exponential map. Here we come to a technical but inevitable point; since we
work with the exponential map, we have to consider completions of objects
and care about convergence. In any case we can construct suitable comple-
tions of the Goldman Lie algebra and the fundamental group, and we have
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the exponential map from a subset of the completion of Qπˆ(Σ) to the auto-
morphism group of the completion of the fundamental group. After that we
introduce a Lie subalgebra L+(Σ) of the completion of Qπˆ(Σ), and show that
the automorphisms of the completion of the fundamental group of Σ induced
by elements of Ig,1 are in the image of the derivations coming from L+(Σ)
by the exponential map. Taking the logarithm, we obtain an injective group
homomorphism
τ : Ig,1 → L
+(Σ), (1.2)
where the group structure of the target is described by the Hausdorff series.
We call (1.2) the geometric Johnson homomorphism, since taking the graded
quotients of it we can recover (1.1). Actually, τ is essentially the same as
Massuyeau’s total Johnson map [47]. However, our construction is free from
any choice and is more intrinsic. A practical advantage of our construction is
that it can be applied to other compact surfaces with more than one boundary
component.
The Turaev cobracket induces a map δ from the target of the geometric
Johnson homomorphism τ . By the fact that any diffeomorphism of a surface
preserves the self-intersections of loops on the surface, we show that δ ◦ τ = 0.
This gives a non-trivial geometric constraint on the Johnson image. Indeed, we
show that all the Morita traces [57], which are obstructions of the surjectivity
of (1.1) found first, can be derived from δ. We hope that some of other known
constraints on the Johnson image also can admit interpretations from our
geometric context.
This survey is organized as follows. In §2, we give an overview of the
construction of the Johnson homomorphisms and known results about the
Johnson image. We also discuss how to extend the Johnson homomorphisms
to the Torelli group or to the whole mapping class group. The main body of this
chapter is from §3 to §7. We always consider the mapping class groups relative
to the boundary; all the diffeomorphisms and the isotopies that we consider
are required to fix the boundary pointwise. Therefore, when the surface S has
more than one boundary component, it is natural to consider that the mapping
class group acts on the fundamental groupoid of the surface with base points
chosen from each boundary component, instead of the fundamental group.
In §3, we provide some languages to deal with such a situation. In §4, we
give the definition of the Goldman-Turaev Lie bialgebra, and explain how it
interacts with the homotopy set of based paths on the surface. In particular,
we show that Qπˆ(S) acts on the fundamental groupoid of S by derivations. We
also discuss other operations to curves on surfaces. In §5, we investigate Dehn
twists from our point of view in detail. We show that the action of a Dehn twist
on the completion of the fundamental groupoid has the canonical logarithm,
and specify it as an element of the completion of the Goldman Lie algebra.
This was first observed in [31], and leads us to introducing a “generalized
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Dehn twist”, which is an automorphism of the completion of the fundamental
groupoid associated to a loop on the surface which is not necessarily simple.
Generalized Dehn twists are first introduced in [41] and are further studied in
[33] [34]. Massuyeau and Turaev [49] also study them from a slight different
point of view. In §5.2 and §5.3 we present basic properties of generalized Dehn
twists. In §6 and §7, we define the geometric Johnson homomorphism. We
first treat the case S = Σ in §6, then the general case in §7. In the general
case, we obtain an injective group homomorphism
τ : IL(S)→ L+(S). (1.3)
Here IL(S) is the “largest” Torelli group in the sense of Putman [68], and
L+(S) is a Lie subalgebra of the completion of Qπˆ(S). Note that when S
has more than one boundary component, there are natural choices for the
Torelli group, see [68]. Recently Church [7] constructed the first Johnson
homomorphism for all kinds of Putman’s Torelli groups. We do not know any
relation between Church’s construction and ours. In §6 and §7, we also give
an algebraic description of the Goldman bracket. When S = Σ, this means
that the completion of Qπˆ(S) is isomorphic to (the degree completion of an
enhancement of) the Lie algebra of symplectic derivations of type “associative”
in the sense of Kontsevich [40]. Note that the tensorial description of the
Goldman bracket is also obtained by Massuyeau and Turaev [49] [50] by a
different approach. In the case S = Σ, we also mention a partial result about
a tensorial description of the Turaev cobracket based on a result of [49]. In §8,
we discuss other related topics.
Finally, we make a remark that is less relevant to the main part of the
text but is still worth mentioning. As for an infinite dimensional Lie alge-
bra coming from local structures of surfaces, there is an observation due to
Kontsevich [39] and Beilinson, Manin and Schechtman [3]. They discovered
that the Lie algebra of germs of meromorphic vector fields at the origin of C,
i.e., a complex analytic version of the Lie algebra Vect(S1), acts on the moduli
space of compact Riemann surfaces with local coordinates in an infinitesimally
transitive way. It enables us to regard the Lie algebra as the Lie algebra of
the stable mapping class group. This idea has been well-understood for the
last few decades. For example, from this fact, we can derive some topological
information on the stable cohomology of the mapping class group of a surface.
For details, see [1], [26], [27] and [28]. Compared with this idea, our approach,
which will be presented in this chapter, suggests us a quite new interaction be-
tween the mapping class group and an infinite dimensional Lie algebra coming
from the global nature of surfaces.
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2 Classical Torelli-Johnson-Morita theory
We describe the Torelli-Johnson-Morita theory for once bordered surface and
its recent developments. This theory, initiated by Johnson [23] [24] and elab-
orated later by Morita [57], studies a certain filtration of the mapping class
group and a graded Lie algebra associated to it. The treatment here is brief
and limited. In particular, we confine ourselves to compact surfaces with one
boundary component. For more details and other aspects, we refer to the
chapters of Habiro and Massuyeau [18], Morita [61], Sakasai [70] and Satoh
[73].
2.1 Lower central series and the higher Torelli groups
Let Σ = Σg,1 be a compact connected oriented surface of genus g > 0 with
one boundary component, and Mg,1 the mapping class group of Σ relative to
the boundary, i.e., the group of diffeomorphisms of Σ fixing the boundary ∂Σ
pointwise, modulo isotopies fixing ∂Σ pointwise. Taking a base point ∗ on ∂Σ,
we denote π = π1(Σ, ∗). The groupMg,1 acts naturally on π. Let Γk = Γk(π),
k ≥ 1, be the lower central series of π, i.e., a series of normal subgroups of π
successively defined by Γ1 = π and Γk = [Γk−1, π] for k ≥ 2. The intersection⋂∞
k=1 Γk is trivial since π is a free group. Since Γk is characteristic,Mg,1 acts
naturally on the k-th nilpotent quotient Nk = Nk(π) = π/Γk+1.
For k ≥ 1, the k-th Torelli group is defined as
Mg,1(k) = {ϕ ∈Mg,1|ϕ acts trivially on Nk}.
Then we obtain a decreasing filtration {Mg,1(k)}∞k=1 of normal subgroups of
Mg,1 called the Johnson filtration. The first term Mg,1(1) is nothing but the
Torelli group Ig,1 since N1 = π/[π, π] is canonically isomorphic to the first
homology group HZ = H1(Σ;Z). The second term Mg,1(2) is known as the
Johnson kernel Kg,1, which is by definition the kernel of the first Johnson
homomorphism τ1 (see §2.2). Due to a deep result by Johnson [25], Kg,1 is
equal to the group generated by Dehn twists along separating simple closed
curves on Σ.
It is known that the filtration {Mg,1(k)}∞k=1 is central, i.e.,
[Mg,1(k),Mg,1(ℓ)] ⊂Mg,1(k + ℓ) for k, ℓ ≥ 1 (2.1)
(see [55] Corollary 3.3). Thus commutator product induces a structure of a
graded Lie algebra on the graded module
⊕∞
k=1 gr
k(Ig,1), where gr
k(Ig,1) =
Mg,1(k)/Mg,1(k + 1). On the other hand, the intersection
⋂∞
k=1Mg,1(k) is
trivial since
⋂∞
k=1 Γk = {1}. We can regard the quotient groupsMg,1/Mg,1(k)
and Ig,1/Mg,1(k) as approximations of the whole group Mg,1 and the Torelli
group Ig,1. From this point of view it is important to understand grk(Ig,1)
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for a specific k or the whole graded Lie algebra
⊕∞
k=1 gr
k(Ig,1). The Johnson
homomorphisms are key tool to study them.
2.2 The Johnson homomorphisms and their images
We briefly recall the definition of the Johnson homomorphisms. Let us fix k ≥
1 and consider aMg,1-equivariant exact sequence 0→ Γk+1/Γk+2 → Nk+1 →
Nk → 1. Since π is free, the quotient Γk/Γk+1 is canonically isomorphic to
LZ(k), the degree k-part of the free Lie algebra generated by N1 = HZ (see
e.g., [46] [75]). Thus the exact sequence becomes a central extension
0→ LZ(k + 1)→ Nk+1 → Nk → 1. (2.2)
Take ϕ ∈ Mg,1(k). Since ϕ acts trivially on Nk, for any x ∈ π the image of
ϕ(x)x−1 in Nk+1 is actually an element of LZ(k + 1) in view of (2.2). Then
we obtain a mapping π → LZ(k + 1), x 7→ [ϕ(x)x−1]. One can show that this
mapping is a homomorphism, thus induces a homomorphism τk(ϕ) : HZ →
LZ(k + 1). The mapping τk : Mg,1(k) → Hom(HZ,LZ(k + 1)), ϕ 7→ τk(ϕ) is
in fact a homomorphism, and is called the k-th Johnson homomorphism. It
was introduced by Johnson [23] [24]. Note that using the intersection form
( · ) : HZ × HZ → Z on the surface, we can identify HZ and its dual H∗Z =
Hom(HZ,Z) by HZ → H∗Z, X 7→ (Y 7→ (Y · X)), where X,Y ∈ HZ. This
induces an isomorphism
Hom(HZ,LZ(k + 1)) = H
∗
Z ⊗ LZ(k + 1)
∼= HZ ⊗ LZ(k + 1),
through which we can also write τk as
τk : Mg,1(k)→ HZ ⊗ LZ(k + 1). (2.3)
One can easily see that the kernel of τk is Mg,1(k + 1), hence τk induces an
injective group homomorphism
τk : gr
k(Ig,1) →֒ HZ ⊗ LZ(k + 1) (2.4)
(using the same letter τk). In particular the graded quotient gr
k(Ig,1) is iso-
morphic to Im(τk).
Remark 2.1. Let Sp(HZ) be the group of Z-linear automorphisms of HZ
preserving the intersection form. Fixing a symplectic basis of HZ, we have
an isomorphism Sp(HZ) ∼= Sp(2g;Z). The group Sp(HZ) acts on both the
domain and the target of (2.4). First of all for each k ≥ 1 the group Mg,1
acts on Mg,1(k) by conjugation, hence on gr
k(Ig,1). From (2.1) we see that
the subgroup Mg,1(1) = Ig,1 acts trivially on grk(Ig,1). Since we have an
exact sequence 1 → Ig,1 → Mg,1 → Sp(HZ) → 1, the action of Sp(HZ)
on the domain is induced. The action of Sp(HZ) on the target is naturally
induced by the action of Sp(HZ) on HZ. Then one can see that the map (2.4)
8 Nariya Kawazumi and Yusuke Kuno
is Sp(HZ)-equivariant. This point of view is particularly important when we
study τk ⊗Z Q, since we can apply representation theory of Sp(2g;Q).
Johnson [23] proved τ1(Ig,1) = Λ3ZHZ ( HZ ⊗ LZ(2). Morita [57] found
that the target of τk can be smaller and the collection {τk}∞k=1 constitutes
a graded Lie algebra homomorphism. He introduced a submodule hZg,1(k) ⊂
HZ ⊗ LZ(k + 1) defined by
hZg,1(k) = Ker([ , ] : HZ ⊗ LZ(k + 1)→ LZ(k + 2)).
When k = 1, we have hZg,1(1) = Λ
3
ZHZ. Let LZ =
⊕∞
k=1 LZ(k) be the free
Lie algebra generated by HZ. Any element of h
Z
g,1(k) can be considered as
a symplectic derivation of LZ as follows. For u ∈ hZg,1(k), we define a Z-
linear map Du : HZ = LZ(1) → LZ(k + 1) by Du(X) = C12(X ⊗ u), where
C12 : H
⊗k+3 → H⊗k+1, X1⊗X2⊗X3⊗· · ·⊗Xk+3 7→ (X1 ·X2)X3⊗· · ·⊗Xk+3
is the contraction of the first and the second factor by the intersection form.
Then we can extend Du uniquely to a derivation Du : LZ → LZ (using the
same letter), that is, a Z-linear map satisfying the Leibniz rule Du([v, w]) =
[Du(v), w] + [v,Du(w)] for any v, w ∈ LZ. The derivation Du is of degree k
in the sense that Du(LZ(ℓ)) ⊂ LZ(k + ℓ) for any ℓ ≥ 1, and is symplectic in
the sense that Du(ω) = 0, where ω ∈ LZ(2) = Λ2HZ ⊂ H
⊗2
Z is the tensor
called the symplectic form, corresponding to −1H ∈ Hom(HZ, HZ) = H
∗
Z ⊗
HZ = HZ ⊗ HZ. Note that if {Ai, Bi}
g
i=1 ⊂ HZ is a symplectic basis, then
ω =
∑g
i=1Ai⊗Bi−Bi⊗Ai, cf. §6.2. The correspondence u 7→ Du is injective.
On the other hand any symplectic derivation of LZ of degree k can be written
as the form Du for some u ∈ hZg,1(k). Thus we can identify h
Z
g,1(k) with the
Z-module of symplectic derivations of LZ of degree k. Then the graded module⊕∞
k=1 h
Z
g,1(k) is the Z-module of symplectic derivations of LZ and naturally
has a structure of a graded Lie algebra. We will discuss more details of the
Lie algebra of symplectic derivations in §6.2.
Theorem 2.2 (Morita [57]). (1) The image of (2.3) is contained in hZg,1(k).
(2) The maps {τk}∞k=1 induce an injective homomorphism of graded Lie al-
gebras
τ :
∞⊕
k=1
grk(Ig,1)→
∞⊕
k=1
hZg,1(k).
By the result of Morita, we can write τk as
τk : Mg,1(k)→ h
Z
g,1(k). (2.5)
In this chapter, we understand the k-th Johnson homomorphism on the k-th
Torelli group to be (2.5).
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As posed in Morita [61], characterization of
⊕∞
k=1 gr
k(Ig,1) as a Lie subal-
gebra of
⊕∞
k=1 h
Z
g,1(k) is one of big and basic problems in the Torelli-Johnson-
Morita theory. Actually, τk is not surjective in general, which was observed
first by Morita [57]. One often considers the problem over Q to make use
of representation theory of Sp(2g;Q), (see Remark 2.1), but still it is very
hard. In this chapter we call the subalgebra
⊕∞
k=1 gr
k(Ig,1) tensored by the
rationals Q the Johnson image. In his monumental paper [20], Hain gave an
explicit presentation of the Malcev completion of the Torelli group Ig,1 when
g ≥ 6. In particular, from the presentation together with his other result,
Proposition 7.1 in [19], the Johnson image is generated by the first degree
component gr1(Ig,1)⊗Q = Λ3HZ ⊗ Q. In other words, the comprehension of
the Johnson image is completely determined by Hain. Hence what we want is
a complete system of the defining equations of the Johnson image in the Lie
algebra
⊕∞
k=1 h
Z
g,1(k) ⊗ Q. Such an equation is called a Johnson cokernel or
an obstruction of the surjectivity of the Johnson homomorphism.
First of all, Morita [57] first found an obstruction for the surjectivity of
τk. Let S
kHZ be the k-th symmetric power of HZ, C12 : H
⊗k+2
Z → H
⊗k
Z the
contraction of the first and the second factor, and s : H⊗kZ → S
kHZ the natural
projection. Let Trk : h
Z
g,1(k)→ S
kHZ be a Z-linear map defined by
Trk : h
Z
g,1(k) ⊂ HZ ⊗ LZ(k + 1) ⊂ H
⊗k+2
Z
C12→ H⊗kZ
s
→ SkHZ.
The map Trk is called the k-th Morita trace.
Theorem 2.3 (Morita [57]). (1) If k ≥ 2, we have Trk◦τk = 0: grk(Ig,1)→
SkHZ.
(2) If k is odd, then Trk is non-trivial. In fact, Trk ⊗Z Q is surjective.
(3) If k is even, then Trk = 0 on the whole h
Z
g,1(k).
In the original definition [57] the map Tr is defined as a map hZg,1(k− 1)→
Sk−1HZ, while we follow the grading in [59], p.376. In §6.4, we will give a
topological interpretation of the Morita traces by the Turaev cobracket [34].
In a natural way the absolute Galois group Gal(Q/Q) of the rational num-
ber field Q acts on the arithmetic fundamental group of a pointed algebraic
curve defined over the rationals Q, which is a group extension of the Galois
group Gal(Q/Q) by the (geometric) fundamental group of the curve. This in-
duces an image of the Galois group in the Lie algebra
⊕∞
k=1 h
Z
g,1(k)⊗Q, which
is called the Galois image. The origin of this constructtion is in Grothendieck,
Ihara and Deligne. For its precise description, see [64] and references therein.
The relation between the Johnson image and the Galois image has been stud-
ied by T. Oda, H. Nakamura, M. Matsumoto and others. For example, H.
Nakamura [64] introduced some explicit Johnson cokernels coming from the
Galois image. Such Johnson cokernels are called Galois obstructions.
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In his study of the IA-automorphism group of a free group, Satoh [71]
[72] discovered a refinement of the Morita traces. Let Fn be a free group of
rank n ≥ 2, and HZ its abelianization as in §2.2. We denote by H∗Z its dual
HomZ(HZ,Z), and by LZ(k) the degree k part of the free Lie algebra generated
by HZ. The cyclic group of degree k acts on the tensor space HZ
⊗k by cyclic
permutation of the components. Following Satoh, we denote by Cn(k) the
coinvariants of the action, i.e.,
Cn(k) := HZ
⊗k/〈X1 ⊗X2 ⊗ · · · ⊗Xk −X2 ⊗X3 ⊗ · · · ⊗Xk ⊗X1; Xi ∈ HZ〉.
The Satoh trace T̂rk : H
∗
Z ⊗ LZ(k + 1)→ Cn(k) is defined to be the composite
of the inclusion H∗Z ⊗ LZ(k + 1) →֒ H
∗
Z ⊗ HZ
⊗(k+1), the contraction map
C′12 : H
∗
Z⊗HZ
⊗(k+1) → HZ⊗k, f⊗X2⊗X3⊗· · ·⊗Xk+2 7→ f(X2)X3⊗· · ·⊗Xk+2,
(f ∈ H∗Z, Xi ∈ HZ), and the quotient map HZ
⊗k → Cn(k). Satoh [71] [72]
proved that the images of the lower central series of the IA-automorphism
group under the Johnson homomorphisms stably coincide with the kernels of
the Satoh traces T̂rk up to torsion. For details, see his own chapter [73].
The fundamental group π1(Σg,1, ∗) is free of rank 2g, so that we can consider
the Satoh traces T̂rk on the Lie algebra
⊕∞
k=1 h
Z
g,1(k). Then the contraction
map C′12 is exactly the same as the map C12 under the Poincare´ duality. From
Satoh’s result [71] together with Hain’s result [20], we have T̂rk ◦ τk = 0 on
Mg,1(k) for any k ≥ 2. Hence T̂rk is a refinement of the Morita trace Trk.
Enomoto and Satoh [13] carried out some explicit computation of T̂rk’s on⊕∞
k=1 h
Z
g,1(k) ⊗ Q, to prove that they have many non-trivial components of
the Johnson cokernels other than the Morita traces. Thus the restriction of
T̂rk to
⊕∞
k=1 h
Z
g,1(k) is called the Enomoto-Satoh trace.
2.3 Extensions of the Johnson homomorphisms
From Theorem 2.2 (2) by Morita, the totality of the Johnson homomorphisms
(tensored by the rationals Q)
τ :
∞⊕
k=1
grk(Ig,1)⊗Q→
∞⊕
k=1
hZg,1(k)⊗Q
is an injective homomorphism of graded Lie algebras. Hence the Johnson
image τ
(⊕∞
k=1 gr
k(Ig,1)⊗Q
)
can be regarded as the “Lie algebra” of the
Torelli group Ig,1. But the map τ is not defined on the Torelli group itself, but
on the graded quotients. So it is desirable to find a lift of τ , or equivalently, an
extension of τ to the Torelli group or to the whole mapping class groupMg,1.
As will be stated below, there are various ways to construct extensions of the
Johnson homomorphisms. The diversity of constructions comes from that of
realizations of the Malcev completion of the free group π = π1(Σg,1, ∗).
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The first result on this problem was given by Morita [56] [58] through an
explicit construction of the automorphism group of the group Nk, a trun-
cated Malcev completion. Here it should be remarked that the abelianization
Mg,1
abel is trivial (g ≥ 3) or finite (g = 2). Hence there exists no non-trivial
homomorphism fromMg,1 to any rational vector space if g ≥ 2. In [56] Morita
gave an extension as a crossed homomorphism k˜ : Mg,1 → gr1(Ig,1) ⊗ Q =
Λ3HZ ⊗ Q of the first Johnson homomorphism τ1. More precisely, he proved
that there is a unique cohomology class 2k˜ ∈ H1(Mg,1; Λ3HZ) whose restric-
tion to Ig,1 is twice the first Johnson homomorphism 2τ1. Here Λ3HZ is a
non-trivial Mg,1-module in an obvious way. Let ρ0 : Mg,1 → Sp(HZ) be the
natural action of Mg,1 on the first homology group HZ. The crossed homo-
morphism k˜ defines a group homomorphism
ρ1 : Mg,1 → (
1
2
Λ3HZ)⋊ Sp(HZ),
which induces a homomorphism of the cohomology groups
k˜∗ : H∗(
1
2
Λ3HZ;Q)Sp(HZ) → H∗((
1
2
Λ3HZ)⋊ Sp(HZ);Q)
ρ1
∗
→ H∗(Mg,1;Q).
Theorem 2.4 (Kawazumi-Morita [37]). The image Image(k˜∗) equals the sub-
algebra of H∗(Mg,1;Q) generated by the Morita-Mumford classes ei = (−1)i+1κi,
i ≥ 1.
We remark that the theorem holds also for the unstable range. So it is not
covered by the Madsen-Weiss theorem [45]. The original proof of Theorem 2.4
is obtained by interpreting the extended first Johnson homomorphism k˜ as the
(0, 3)-twisted Morita-Mumford class m0,3 [28].
As for the second Johnson homomorphism τ2, Morita [58] constructed a
group homomorphism
ρ2 : Mg,1 → ((
1
24
hZg,1(2))×˜(
1
2
hZg,1(1)))⋊ Sp(MZ)
extending the homomorphisms ρ1 and τ2, where ×˜ means some central exten-
sion of 12h
Z
g,1(1) by
1
24h
Z
g,1(2). From the Madsen-Weiss theorem, all the rational
cohomology classes coming from ρ2 in the stable range are generated by the
Morita-Mumford classes.
From Hain’s theorem [20] stated above follows the existence of an exten-
sion of the k-th Johnson homomorphism to the whole Mg,1 for any k ≥ 1.
On the other hand, Kawazumi [29] gave an explicit recipe for constructing
extensions of the totality of the Johnson homomorphisms from a generalized
Magnus expansion of a free group. For any k ≥ 1, Kitano [38] described
the k-th Johnson homomorphism in terms of the standard Magnus expan-
sion of the free group π = π1(Σg,1, ∗) associated to a symplectic generating
system. Moreover Perron [67] constructed an extension of the k-th Johnson
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homomorphism τk for any k ≥ 1 in terms of the standard Magnus expan-
sion. In general, consider a free group Fn of rank n ≥ 2 with a generating
system {x1, x2, . . . , xn}. Let H be the abelianization of Fn tensored by the
rationals Q, H := Fnabel ⊗Z Q, and T̂ = T̂ (H) the completed tensor algebra
generated by H , T̂ = T̂ (H) :=
∏∞
p=0H
⊗p, which has a decreasing filtration
{T̂m}
∞
m=1 of two-sided ideals defined by T̂m :=
∏∞
p≥mH
⊗p. The set 1 + T̂1
is a subgroup of the multiplicative group of the algebra T̂ . The standard
Magnus expansion of Fn associated to {x1, x2, . . . , xn} is the group homomor-
phism std : Fn → 1 + T̂1 defined by std(xi) := 1 + [xi], 1 ≤ i ≤ n. Here
[γ] := (γ mod [Fn, Fn]) ⊗ 1 ∈ H = Fn
abel ⊗Z Q is the homology class of
γ ∈ Fn. On the other hand, Bourbaki [5] developed a basic theory of group
homomorphisms Fn → 1+ T̂1. See also [75]. So we define the notion of a (gen-
eralized) Magnus expansion of the free group Fn by the minimum conditions
for describing the Johnson homomorphisms.
Definition 2.5 ([29]). A map θ : Fn → T̂ is a (Q-valued) Magnus expansion
of the free group Fn if it is a group homomorphism of Fn into 1 + T̂1 and
satisfies the condition θ(γ) ≡ 1 + [γ] (mod T̂2) for any γ ∈ Fn.
The standard Magnus expansion std is a Magnus expansion in this def-
inition. Let QFn be the rational group ring of the group Fn, and Q̂Fn its
completion
Q̂Fn := lim←−
m→∞
QFn/(IFn)m.
Here IFn is the augmentation ideal, or equivalently, the kernel of the augmen-
tation map aug: QFn → Q,
∑
γ∈Fn aγγ 7→
∑
γ∈Fn aγ . The algebra Q̂Fn has a
natural decreasing filtration {FmQ̂Fn}∞m=1 defined by FmQ̂Fn := Ker(Q̂Fn →
QFn/(IFn)m).
Fix an arbitrary Magnus expansion θ of the free group Fn. Then its Q-
linear extension θ : QFn → T̂ ,
∑
γ aγγ 7→
∑
γ aγθ(γ), induces an algebra iso-
morphism
θ : Q̂Fn
∼=
→ T̂ (2.6)
such that θ(FmQ̂Fn) = T̂m for any m ≥ 1. See, for example, [29] Theorem 1.3.
For any automorphism ϕ ∈ Aut(Fn) of the group Fn, we define an automor-
phism T θ(ϕ) of the algebra T̂ by T θ(ϕ) := θ ◦ϕ◦θ−1 : T̂
∼=
→ Q̂Fn
ϕ
→ Q̂Fn
∼=
→ T̂ ,
which satisfies T θ(ϕ)(T̂m) = T̂m for any m ≥ 1. Denote by Aut(T̂ ) the group
of all automorphisms U of the algebra T̂ satisfying the condition U(T̂m) = T̂m
for any m ≥ 1. Since the completion map QFn → Q̂Fn is injective, the group
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homomorphism
T θ : Aut(Fn)→ Aut(T̂ ), ϕ 7→ T
θ(ϕ),
is injective. All the Johnson homomorphisms come from the homomorphism
T θ. So we call T θ the total Johnson map of the automorphism group Aut(Fn)
[29]. There are at least two ways to extract an extension of the k-th Johnson
homomorphism τk from the map T
θ. One way [29] was prepared for the group
cohomology of Aut(Fn), and the other [47] suitable for the Mal’cev completion
of the group Fn.
First we explain the original Johnson map introduced in [29]. Let IA(T̂ )
be the kernel of the natural action of Aut(T̂ ) on the space T̂1/T̂2 = H . Then
the restriction to the subspace H ⊂ T̂ induces a linear isomorphism
IA(T̂ ) ∼= Hom(H, T̂2) =
∞∏
k=1
Hom(H,H⊗(k+1)),
by which we identify these linear spaces. For any ϕ ∈ Aut(Fn) the induced
map |ϕ| on H = Fn
abel ⊗ Q acts on the algebra T̂ in an obvious way, so
that we may regard the composite T θ(ϕ) ◦ |ϕ|−1 as an element of IA(T̂ ) =∏∞
k=1 Hom(H,H
⊗(k+1)). We define the k-th Johnson map τθk : Aut(Fn) →
Hom(H,H⊗(k+1)), k ≥ 1, by
T θ(ϕ) ◦ |ϕ|−1 = (τθk (ϕ))
∞
k=1 ∈ IA(T̂ ) =
∞∏
k=1
Hom(H,H⊗(k+1)).
The maps τθk ’s are no longer group homomorphisms. Instead they satisfy an
infinite sequence of coboundary equations. For example, we have
− dτθ1 (ϕ) = 0 ∈ C
2(Aut(Fn); Hom(H,H
⊗2)),
− dτθ2 (ϕ) = (τ
θ
1 ⊗ 1H + 1H ⊗ τ
θ
1 ) ∪ τ
θ
1 ∈ C
2(Aut(Fn); Hom(H,H
⊗3)). (2.7)
Here C∗(Aut(Fn);M) is the normalized cochain complex of the group Aut(Fn)
with values in an Aut(Fn)-module M , d the coboundary operator, and ∪
the Alexander-Whitney cup product. From the equation (2.7) we obtain a
straightforward proof of Theorem 2.4. Let IAn be the kernel of the natu-
ral action of Aut(Fn) on the abelianization Fn
abel, which is called the IA-
automorphism group, and an analogue of the Torelli group. Then we have an
injective group homomorphism T θ : IAn → IA(T̂ ). In the case n = 2g and
Fn = π = π1(Σg,1, ∗), the restriction τθk |Mg,1(k) equals the (original) k-th John-
son homomorphism τk. In other words, the graded quotient of the restriction
T θ|Ig,1 equals the totality of the (original) Johnson homomorphisms
gr(T θ|Ig,1) = τ :
∞⊕
k=1
grk(Ig,1)→
∞⊕
k=1
hZg,1(k) ⊂
∞⊕
k=1
Hom(H,H⊗(k+1)). (2.8)
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For details, see [29].
Next we discuss Massuyeau’s total Johnson map [47]
τθ : IAn → Hom(H,L
+(T̂ )).
We need some generalities on a complete Hopf algebra to explain the definition
of the target. The completed group ring Q̂Fn and the completed tensor algebra
T̂ = T̂ (H) are complete Hopf algebras, whose coproducts ∆ are given by
∆(γ) = γ⊗̂γ ∈ Q̂Fn⊗̂Q̂Fn for γ ∈ Fn, and by ∆(X) = X⊗̂1 + 1⊗̂X ∈ T̂ ⊗̂T̂
for X ∈ H , respectively. We denote by Gr(R) the set of all group-like elements
in a complete Hopf algebra R, or equivalently Gr(R) := {r ∈ R \ {0}; ∆(r) =
r⊗̂r ∈ R⊗̂R}, which is a subgroup of the multiplicative group of the algebra
R. The group Gr(Q̂Fn) is, by definition, the Mal’cev completion of the group
Fn. Similarly we denote by L(R) := {u ∈ R; ∆(u) = u⊗̂1 + 1⊗̂u} the set of
all primitive elements, which is a Lie subalgebra of the associative algebra R.
The Lie algebra L(T̂ ) equals the degree completion of
⊕∞
k=1 LZ(k) ⊗ Q. As
is known [69], the exponential exp: L(R)→ Gr(R), exp(u) :=
∑∞
k=1(1/k!)u
k,
and the logarithm log: Gr(R) → L(R), log(r) :=
∑∞
k=1((−1)
k−1/k)(r − 1)k,
are the inverses of each other.
Let IA∆(T̂ ) be the stabilizer of the coproduct ∆ in the group IA(T̂ ),
and L+(T̂ ) the degree completion of the Lie algebra
⊕∞
k=2 LZ(k) ⊗ Q. Then
the Lie algebra consisting of continuous derivations of T̂ which stabilize the
coproduct ∆ and vanish on the quotient H = T̂1/T̂2 is naturally identified
with Hom(H,L+(T̂ )), which is the target of the map τθ. The exponential
exp: Hom(H,L+(T̂ )) → IA∆(T̂ ), exp(D) :=
∑∞
k=1(1/k!)D
k, and the loga-
rithm log : IA∆(T̂ )→ Hom(H,L+(T̂ )), log(U) :=
∑∞
k=1((−1)
k−1/k)(U − 1)k,
are the inverses of each other. Massuyeau [47] introduced the notion of a
group-like expansion of the group Fn.
Definition 2.6 (Massuyeau [47]). A Magnus expansion θ : Fn → T̂ of the free
group Fn is group-like if θ(Fn) ⊂ Gr(T̂ ), or equivalently ∆(θ(γ)) = θ(γ)⊗̂θ(γ)
for any γ ∈ Fn.
Fix a group-like expansion θ. Then the isomorphism θ : Q̂Fn
∼=
→ T̂ (2.6)
preserves the coproduct, so that the Malcev completion of Fn is isomorphic to
the group of the group-like elements of T̂ through θ, and we have T θ(IAn) ⊂
IA∆(T̂ ). Massuyeau introduced the composite
τθ := log ◦T θ : IAn → Hom(H,L
+(T̂ )), ϕ 7→
∞∑
k=1
(−1)k+1
k
(T θ(ϕ) − 1)k|H ,
(2.9)
which we call Massuyeau’s total Johnson map. From (2.8) the graded quo-
tient of τθ equals the totality of the (original) Johnson homomorphisms (for
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Aut(Fn)). In the case n = 2g and Fn = π = π1(Σg,1, ∗), it is desirable that
τθ(Ig,1) ⊂ l+g :=
∏∞
k=1 h
Z
g,1(k)⊗Q $ Hom(H,L+(T̂ )). A symplectic expansion
introduced by Massuyeau [47] makes it possible as will be stated in §6.1. Our
purpose is to re-construct the map τθ in a geometric context with no use of
Magnus expansions.
We conclude this subsection by reviewing some other approaches to extend-
ing the Johnson homomorphisms or their enlargement to the whole mapping
class group or some wider objects. The fatgraph decompositions of the sur-
face Σg,1 define the Ptolemy groupoid of Σg,1, which includes the mapping
class group Mg,1. Morita and Penner [62] introduced an explicit 1-cocycle on
the Ptolemy groupoid representing the extended first Johnson homomorphism
k˜. Bene, Kawazumi and Penner [4] discovered a canonical way to associate
a group-like expansion to any bordered trivalent fatgraph with one tail. Un-
fortunately it is not symplectic. But the 1-cocycle in [62] is the first term of
the difference of two group-like expansions associated to two fatgraphs adja-
cent by one Whitehead move. Contracting the coefficients Λ3H → H by the
intersection form on the homology group H = H1(Σg,1;Q), we have the Earle
class k ∈ H1(Mg,1;HZ). Kuno, Penner and Turaev [43] introduced an explicit
1-cocycle on the Ptolemy groupoid representing the Earle class, which is sim-
pler than the contraction of the Morita-Penner cocycle. On the other hand,
in [57], Morita introduced a refinement of the k-th Johnson homomorphism
Mg,1(k)→ H3(Nk) for any k ≥ 1. Here H3(Nk) is the third homology group
of the nilpotent group Nk in §2.2. Massuyeau [48] discovered a canonical way
to attach a 3-chain of the group π modulo the boundaries to each marked
trivalent fatgraph, which is an extension of Morita’s refinement of the John-
son homomorphisms to the Ptolemy groupoid. It is unknown that the cocycle
representing the Johnson homomorphisms induced from Massuyeau’s and that
in [4] coincide with each other or not. As was proved by Massuyeau [47] The-
orem 4.4, Morita’s refinement is equivalent to the sum
⊕2k−1
j=k τ
θ
j . In [47], he
gave an extension of all of Morita’s refinements to the monoid of homology
cylinders, which includes the mapping class group Mg,1. See the chapter by
Habiro and Massuyeau [18]. M. Day [8] [9] realized truncations of the Malcev
completion of the group π in the framework of general Lie theory of nilpotent
groups [65] to present two geometric ways to extend Morita’s refinements to
the whole mapping class groupMg,1. It is also unknown whether one of them
coincides with any of what we have stated above or not.
3 Dehn-Nielsen embedding
In study of the mapping class group of a surface, it is often useful to consider
its action on curves on the surface. In the classical case, the surface is Σ = Σg,1
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as in §2 and the mapping class group Mg,1 acts on π = π1(Σ, ∗). This action
induces an injective group homomorphism
DN : Mg,1 → Aut(π), (3.1)
whose image is characterized as the automorphisms of π preserving the bound-
ary loop of Σ. This is the Dehn-Nielsen theorem.
In this section we work with general oriented surfaces and consider an
analogue of (3.1) for their mapping class groups. Instead of the fundamental
group as in the case Σ = Σg,1, we consider the fundamental groupoid of the
surface with suitably chosen base points and the action of the mapping class
group on it.
3.1 Groupoids and their completions
We begin by some general discussions about groupoids.
Let us recall a classical construction for a group G (see [69]). The group
ring QG is a Q-vector space with basis the set G. Extending Q-bilinearly the
product of G, it is a Q-algebra. Also it is a Hopf algebra with respect to the
coproduct ∆: QG→ QG⊗QG, G ∋ g 7→ g⊗g and the antipode ι : QG→ QG,
G ∋ g 7→ g−1. The augmentation ideal IG is the kernel of the Q-algebra
homomorphism QG → Q, G ∋ g 7→ 1. The powers (IG)n, n ≥ 0, are two
sided ideals of QG. We denote by Q̂G the projective limit lim
←−n
QG/(IG)n.
The product, the coproduct, and the antipode of Q̂G are induced by those of
QG. It is called the completed group ring ofG, and is naturally a complete Hopf
algebra with respect to the filtration FnQ̂G = Ker(Q̂G→ QG/(IG)n), n ≥ 0.
The set of group-like elements Ĝ = {g ∈ Q̂G; ∆(g) = g⊗̂g, g 6= 0} is a group
with respect to the product of Q̂G, and is called the Malcev completion of G.
We have a canonical group homomorphism G→ Ĝ. This map is not injective
in general. Note that in §2.3 we have already seen the above construction for
a free group.
Let us consider an analogous construction for groupoids. Let G be a
groupoid such that the set of objects is Ob(G) and the set of morphisms from
p0 ∈ Ob(G) to p1 ∈ Ob(G) is G(p0, p1). First we consider the “group ring”
for G. Let QG be the following small category. The set of objects of QG is
the same as that of G, i.e., Ob(G). The set of morphisms from p0 ∈ Ob(G) to
p1 ∈ Ob(G) is QG(p0, p1), the Q-vector space with basis the set G(p0, p1). By
an obvious manner the product of morphisms in QG is induced from that in G.
For any p0, p1, p2 ∈ Ob(G) the product QG(p0, p1) × QG(p1, p2)→ QG(p0, p2)
is Q-bilinear. We define the coproduct, the antipode, and the augmentation of
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QG as the collections
{∆p0,p1 : QG(p0, p1)→ QG(p0, p1)⊗QG(p0, p1)}p0,p1∈Ob(G),
{ιp0,p1 : QG(p0, p1)→ QG(p1, p0)}p0,p1∈Ob(G), and
{augp0,p1 : QG(p0, p1)→ Q}p0,p1∈Ob(G),
of Q-linear maps respectively, where ∆p0,p1 is defined by ∆p0,p1(ℓ) = ℓ ⊗ ℓ
for ℓ ∈ ΠS(p0, p1), ιp0,p1 is induced by taking the inverse of morphisms in G,
and augp0,p1 is defined by augp0,p1(ℓ) = 1 for ℓ ∈ G(p0, p1). For ℓ ∈ G(p0, p1),
we denote ℓ := ιp0,p1(ℓ). If there is no fear of confusion, we simply write
∆, ι, and aug instead of ∆p0,p1 , ιp0,p1 , and augp0,p1 , respectively. Clearly ι
is a contravariant functor from QG to itself. Let QG ⊗ QG be the following
small category. The set of objects of QG ⊗QG is Ob(G), the set of morphisms
from p0 ∈ Ob(G) to p1 ∈ Ob(G) is QG(p0, p1) ⊗ QG(p0, p1), and the product
of morphisms in QG ⊗ QG is the tensor product of morphisms in QG. We
call QG ⊗ QG the tensor product. Then we can regard the coproduct ∆ as a
covariant functor from QG to QG ⊗QG.
We next consider a concept corresponding to the augmentation ideal IG
and its powers. Notice that for any p ∈ Ob(G) the set Gp = G(p, p) is a
group. Let p0, p1 ∈ Ob(G) and n ≥ 0. If there is no morphism from p0 to p1,
i.e., G(p0, p1) = ∅, we set FnQG(p0, p1) = 0. Otherwise, taking a morphism
ℓ ∈ G(p0, p1) we set FnQG(p0, p1) = (IGp0)nℓ. Here IGp0 is the augmentation
ideal of the group Gp0 . We understand that FnQG(p0, p1) = QG(p0, p1) for
n < 0.
Proposition 3.1. (1) The subspace FnQG(p0, p1) is independent of the choice
of ℓ, and {FnQG(p0, p1)}n≥0 is a decreasing filtration of QG(p0, p1). The
augmentation induces an isomorphism QG(p0, p1)/F1QG(p0, p1) ∼= Q.
(2) For any p0, p1, p2 ∈ Ob(G) and n1, n2 ≥ 0, we have
Fn1QG(p0, p1) · Fn2QG(p1, p2) ⊂ Fn1+n2QG(p0, p2).
(3) For any p0, p1 ∈ Ob(G) and n ≥ 0, we have
∆FnQG(p0, p1) ⊂
∑
n1+n2=n
Fn1QG(p0, p1)⊗ Fn2QG(p0, p1),
ιFnQG(p0, p1) ⊂ FnQG(p1, p0).
Clearly FnQG(p, p) = (IGp)n for any p ∈ Ob(G) and n ≥ 0, and F1QG(p0, p1) =
Ker(aug) for any p0, p1 ∈ Ob(G).
Now we construct a completion of QG. Let Q̂G be the following small
category. The set of objects of Q̂G is Ob(G). For p0, p1 ∈ Ob(G) we set
Q̂G(p0, p1) := lim←−
n
QG(p0, p1)/FnQG(p0, p1),
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and define the set of morphisms from p0 to p1 to be Q̂G(p0, p1). By Proposition
3.1 (2), the product of morphisms in Q̂G is induced from that in QG. Also, by
Proposition 3.1 (1)(3) the coproduct, the antipode, and the augmentation of
Q̂G are induced naturally. We shall use the same letters ∆, ι, ε for them. For
example the coproduct of Q̂G is the collection of maps ∆ = ∆p0,p1 , p0, p1 ∈
Ob(G), where ∆ is a map from Q̂G(p0, p1) to the completed tensor product
Q̂G(p0, p1)⊗̂Q̂G(p0, p1)
= lim
←−
n
(QG(p0, p1)⊗QG(p0, p1))/
∑
n1+n2=n
Fn1QG(p0, p1)⊗ Fn2QG(p0, p1).
Again, introducing a small category Q̂G⊗̂Q̂G by an obvious manner, we can
regard ∆ as a covariant functor from Q̂G to Q̂G⊗̂Q̂G.
We call Q̂G the completion of QG. We define a filtration of Q̂G(p0, p1) by
FnQ̂G(p0, p1) := Ker(Q̂G(p0, p1)→ QG(p0, p1)/FnQG(p0, p1)), for n ≥ 0.
There is a canonical isomorphism Q̂G(p0, p1) ∼= lim←−n Q̂G(p0, p1)/FnQ̂G(p0, p1).
This filtration enjoys a property similar to Proposition 3.1, and endows Q̂G(p0, p1)
with a topology. We shall say u ∈ Q̂G(p0, p1) is group-like if ∆(u) = u⊗̂u and
u 6= 0. Note that the set of group like elements of Q̂G is closed under the
product of morphisms and the antipode, and any group like element of Q̂G
is an isomorphism. Thus the set of group like elements of Q̂G constitutes
a subcategory Gr(Q̂G) of Q̂G and is in fact a groupoid. There is a natural
homomorphism of groupoids from G to Gr(Q̂G). We call Gr(Q̂G) the Malcev
completion of the groupoid G.
We end this subsection by recording the following fact which will be used
later. Let n ≥ 1 and p0, p1, . . . , pn ∈ Ob(G), and assume G(pi−1, pi) 6= ∅ for 1 ≤
i ≤ n. Then the multiplication
⊗n
i=1 F1QG(pi−1, pi)→ FnQG(p0, pn) is surjec-
tive, and the sum of the multiplication and the inclusion
⊗n
i=1 F1Q̂G(pi−1, pi)⊕
Fn+1Q̂G(p0, pn)→ FnQ̂G(p0, pn) is surjective.
3.2 Derivations and their exponentials
Let G be a groupoid. Recall that a derivation of an associativeQ-algebra A is a
Q-endomorphismD : A→ A satisfying the Leibniz ruleD(ab) = (Da)b+a(Db)
for any a, b ∈ A. We generalize this notion to QG and Q̂G. We define a deriva-
tion of QG to be a collection D = {Dp0,p1}p0,p1∈Ob(G) of Q-endomorphisms
Dp0,p1 : QG(p0, p1)→ QG(p0, p1) satisfying the Leibniz rule in the sense that
Dp0,p2(uv) = (Dp0,p1u)v + u(Dp1,p2v)
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for any p0, p1, p2 ∈ Ob(G), u ∈ QG(p0, p1) and v ∈ QG(p1, p2). To sim-
plify the notation we often write D instead of Dp0,p1 . The derivations of QG
form a Lie algebra Der(QG) with the Lie bracket [D1, D2] = D1D2 − D2D1,
D1, D2 ∈ Der(QG). Similarly, we define a derivation of Q̂G to be a collection
of continuous Q-endomorphisms of Q̂G(p0, p1), p0, p1 ∈ Ob(G), satisfying the
Leibniz rule in the same sense as before. We denote by Der(Q̂G) the set of
derivations of Q̂G. This is a Lie algebra by an obvious manner. For later use
we introduce a filtration of Der(Q̂G). For n ∈ Z, we define FnDer(Q̂G) to be
the set of D ∈ Der(Q̂G) such that
D(FℓQ̂G(p0, p1)) ⊂ Fℓ+nQ̂G(p0, p1)
for any p0, p1 ∈ Ob(G) and l ≥ 0. We say that a derivation D ∈ Der(Q̂G)
stabilizes the coproduct if ∆D = (D⊗̂1 + 1⊗̂D)∆: Q̂G(p0, p1) → Q̂G(p0, p1)
for any p0, p1 ∈ Ob(G). The derivations of Q̂G stabilizing the coproduct form
a Lie subalgebra Der∆(Q̂G) of Der(Q̂G).
We show that a derivation of QG naturally induces a derivation of Q̂G. Let
D ∈ Der(QG). We claim that for any p0, p1 ∈ Ob(G) and n ≥ 0 we have
D(FnQG(p0, p1)) ⊂ Fn−1QG(p0, p1).
To prove this, we may assume that G(p0, p1) 6= ∅. By the remark at the end of
§3.1 there exist u1, . . . , un−1 ∈ F1QG(p0, p0) and un ∈ F1QG(p0, p1) such that
u = u1 · · ·un−1un. Then
D(u1 · · ·un) =
n∑
i=1
u1 · · ·ui−1(Dui)ui+1 · · ·un ∈ Fn−1QG(p0, p1),
as desired. This shows that D = Dp0,p1 induces a continuous Q-endomorphism
of Q̂G(p0, p1), and there is a natural Lie algebra homomorphism Der(QG) →
Der(Q̂G).
We next discuss the exponential of derivations. Recall that if A is an as-
sociative Q-algebra and D is a derivation of A, then the formal power series
exp(D) =
∑∞
n=0(1/n!)D
n is a Q-algebra automorphism of A, provided it con-
verges. To prove this note that for any a, b ∈ A and n ≥ 0, we have
Dn(ab) =
∑
n1,n2≥0,
n1+n2=n
n!
n1!n2!
Dn1(a)Dn2(b)
by the Leibniz rule. Now let us consider the exponential of derivations of Q̂G.
Lemma 3.2 ([33] Lemma 1.3.2). Suppose D ∈ Der(Q̂G) satisfies the following
conditions.
(1) For any p0, p1 ∈ Ob(G), n ≥ 0, we have D(FnQ̂G(p0, p1)) ⊂ FnQ̂G(p0, p1).
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(2) For any p0, p1 ∈ Ob(G), we have D(QG(p0, p1)) ⊂ F1Q̂G(p0, p1).
(3) For any p0, p1 ∈ Ob(G), there exists ν > 0 such that Dν(F1Q̂G(p0, p1)) ⊂
F2Q̂G(p0, p1).
Then for any p0, p1 ∈ Ob(G) the series exp(D) =
∑∞
n=0(1/n!)D
n converges
and is a Q-linear homeomorphism of Q̂G(p0, p1). Moreover, if D′ ∈ Der(Q̂G)
satisfies the above conditions and exp(D) = exp(D′), then we have D = D′.
Assume that D ∈ Der(Q̂G) satisfies the assumption of Lemma 3.2. It is a
formal consequence of the Leibniz rule that exp(D)(uv) = (exp(D)u)(exp(D)v)
for any p0, p1, p2 ∈ Ob(G), u ∈ Q̂G(p0, p1), and v ∈ Q̂G(p1, p2). Thus exp(D)
is an automorphism of the small category Q̂G acting on the set of objects
as the identity. Moreover, by the condition (2) of the assumption of Lemma
3.2 the automorphism exp(D) preserves the augmentation in the sense that
aug ◦ exp(D) = aug : Q̂G(p0, p1)→ Q for any p0, p1 ∈ Ob(G).
3.3 Fundamental groupoid
Let us consider the construction in §3.1 for surfaces. Let S be an oriented
surface. For p0, p1 ∈ S, let
ΠS(p0, p1) = [([0, 1], 0, 1), (S, p0, p1)]
be the homotopy set of paths from p0 to p1. Throughout this chapter, we often
ignore the distinction between a path and its homotopy class.
Let E be a non-empty closed subset of S, which is the disjoint union of
finitely many simple closed curves and finitely many points. We denote by
ΠS|E the fundamental groupoid of S based at E. Namely, the set of objects of
ΠS|E is E, and the set of morphisms from p0 ∈ E to p1 ∈ E is ΠS(p0, p1). The
product of morphisms is induced by conjunction of paths. For p0, p1 ∈ E we de-
note QΠS(p0, p1) and Q̂ΠS(p0, p1) instead of ΠS|E(p0, p1) and Q̂ΠS|E(p0, p1),
respectively.
3.4 Dehn-Nielsen homomorphism
Let S and E be as in §3.3. We define the mapping class group of the pair
(S,E), denoted byM(S,E), as the group of diffeomorphisms of S fixing E∪∂S
pointwise, modulo isotopies fixing E ∪ ∂S pointwise. If E ⊂ ∂S, we denote
M(S, ∂S) orM(S) instead ofM(S,E). Unless otherwise stated we ignore the
distinction between a diffeomorphism and its mapping class in M(S,E).
The mapping class group M(S,E) acts naturally on the groupoid ΠS|E .
Let Aut(ΠS|E) be the group of automorphisms of the groupoid ΠS|E acting
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on the set of objects as the identity. If ϕ is a diffeomorphism fixing E ∪ ∂S
pointwise, then for any p0, p1 ∈ E and any path ℓ from p0 to p1 the path ϕ(ℓ)
is from p0 to p1. Moreover the homotopy class ϕ(ℓ) ∈ ΠS(p0, p1) depends only
on the isotopy class of ϕ and the homotopy class of ℓ. In this way (the mapping
class of) ϕ induces an automorphism of ΠS|E , giving a group homomorphism
DN : M(S,E)→ Aut(ΠS|E). (3.2)
We call it the Dehn-Nielsen homomorphism.
We are interested in the case that DN is injective. We say S is of finite
type, if S is a compact oriented surface, or a surface obtained from a compact
oriented surface by removing finitely many points in the interior.
Theorem 3.3. Suppose S is of finite type and any component of S has the
non-empty boundary, E ⊂ ∂S, and any connected component of ∂S has an
element of E. Then the homomorphism DN : M(S, ∂S) → Aut(ΠS|E) is in-
jective.
To prove Theorem 3.3, we argue as follows. Let ϕ ∈M(S, ∂S) and suppose
DN(ϕ) = 1. Take a system of proper arcs in S such that the surface obtained
from S by cutting along these arcs is the union of disks and punctured disks.
Since DN(ϕ) = 1, we may assume that ϕ is identity on these arcs. Finally we
deform ϕ out side of these arcs to the identity to conclude that ϕ = 1. For
more detail, see the proof of Theorem 3.1.1 in [33].
Let Aut(QΠS|E) be the group of automorphisms of the small category
QΠS|E acting on the set of objects as the identity and on the set of morphisms
Q-linearly. Further, let Q̂ΠS|E be the completion of QΠS|E introduced in
§3.1. We introduce the group Aut(Q̂ΠS|E) by the same manner as for QΠS|E
except for considering only the automorphisms acting on the set of morphisms
continuously. Then we have natural group homomorphisms Aut(ΠS|E) →
Aut(QΠS|E) and Aut(QΠS|E) → Aut(Q̂ΠS|E). By post-composing them to
DN, we get a group homomorphism
D̂N : M(S,E)→ Aut(Q̂ΠS|E)
which we call the completed Dehn-Nielsen homomorphism.
For technical reasons and topological considerations, we introduce a sub-
group of Aut(Q̂ΠS|E) in which the homomorphism D̂N takes value.
Definition 3.4. Define the group A(S,E) as the subgroup of Aut(Q̂ΠS|E)
consisting of automorphisms U satisfying the following conditions.
(1) If γ ∈ ΠS(p0, p1) is represented by a path included in E, then U(γ) = γ.
(2) We have aug ◦ U = aug: Q̂ΠS(p0, p1)→ Q for any p0, p1 ∈ E.
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(3) We have ∆U = (U⊗̂U)∆: Q̂ΠS(p0, p1)→ Q̂ΠS(p0, p1)⊗̂Q̂ΠS(p0, p1) for
any p0, p1 ∈ E.
By (3), any U ∈ A(S,E) preserves the group-like elements of Q̂ΠS|E . For
any ϕ ∈ M(S,E), the element D̂N(ϕ) satisfies the three conditions above.
Note that D̂N(ϕ) satisfies (1) since ϕ fixes E ∪ ∂S pointwise. Thus we can
write
D̂N : M(S,E)→ A(S,E). (3.3)
If S and E satisfy the assumption of Theorem 3.3, the fundamental group
of each component of S is a finitely generated free group. Then for any p ∈ E
the natural map π1(S, p) → ̂Qπ1(S, p) is injective, since
⋂∞
n=1 Iπ1(S, p)
n = 0
(see [46]). It follows that for any p0, p1 ∈ E, the natural map ΠS(p0, p1) →
Q̂ΠS(p0, p1) is also injective.
Corollary 3.5. If S and E satisfy the assumption of Theorem 3.3, the com-
pleted Dehn-Nielsen homomorphism (3.3) is injective.
3.5 Cut and paste arguments
Notice that the construction of QG and Q̂G for a groupoid G is functorial.
If S is a subsurface of an oriented surface S′, and E ⊂ S and E′ ⊂ S′ are
closed subsets as in §3.3 such that E ⊂ E′, then the inclusion map S →֒ S′
induces a groupoid homomorphism from ΠS|E to ΠS′|E′ , called the inclusion
homomorphism. In this subsection we study certain kind of cut and paste
arguments associated to the inclusion homomorphism.
First we show the easier half of the van Kampen theorem for ΠS|E . Let S
and E be as in §3.3, and let S1 and S2 be closed subsurfaces of S such that
S1 ∪ S2 = S and S1 ∩ S2 is a disjoint union of finitely many simple closed
curves on S. We further assume that for i = 1, 2, the set Ei := Si ∩ E is a
disjoint union of finitely many simple closed curves and finitely many points,
and any connected component of S1 ∩ S2 has an element of E. We denote
Ci := ΠSi|Ei , i = 1, 2.
We claim that ΠS|E is “generated by C1 and C2”. To formulate this claim
we prepare some notations. For p0, p1 ∈ E, we denote by E(p0, p1) the set of
finite sequences of points in E, λ = (q0, q1, . . . , qn) ∈ En+1, n ≥ 0, such that
(1) We have q0 = p0 and qn = p1,
(2) For 1 ≤ j ≤ n, either {qj−1, qj} ⊂ S1 or {qj−1, qj} ⊂ S2.
Further let be E(p0, p1) the set of pairs (λ, µ), λ = (q0, q1, . . . , qn) ∈ E(p0, p1),
µ = (µ1, . . . , µn) ∈ {1, 2}n such that {qj−1, qj} ⊂ Sµj for any 1 ≤ j ≤ n.
For (λ, µ) ∈ E(p0, p1), we set QC(λ, µ) :=
⊗n
j=1QCµj (qj−1, qj). Then the
multiplication map QC(λ, µ)→ QΠS(p0, p1) is defined.
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Proposition 3.6 (the easier half of the van Kampen theorem, [33]). Keep the
notations as above. For any p0, p1 ∈ E the multiplication map⊗
(λ,µ)∈E(p0,p1)
QC(λ, µ)→ QΠS(p0, p1)
is surjective.
We next consider the forgetful homomorphisms. Let S and E be as in
§3.3, and we assume that S is of finite type and has the non-empty boundary.
If C is a simple closed curve on Int(S) \ E, we can consider the forgetful
homomorphism M(S,E ∪ C)→M(S,E), and the kernel of this is generated
by push maps along simple closed curves on Int(S) \ (E ∪ C) parallel to C.
This can be proved by a standard argument found in e.g., [15] §3.6. We shall
give a corresponding result for A(S,E).
Let Ci ⊂ Int(S) \ E, 1 ≤ i ≤ n, be disjoint simple closed curves not null-
homotopic in S. Set E1 :=
⋃n
i=1 Ci. The inclusion homomorphism ΠS|E →
ΠS|E∪E1 naturally induces the forgetful homomorphism φ : A(S,E ∪ E1) →
A(S,E). We study the kernel of φ. For definiteness, we fix an orientation of
each curve Ci, 1 ≤ i ≤ n. For 1 ≤ i ≤ n and p ∈ Ci, we denote by ηi,p the
loop Ci based at p. We can regard that ηi,p ∈ π1(S, p). Then for a rational
number a ∈ Q, we can define
ηai,p := exp(a log ηi,p) ∈
̂Qπ1(S, p).
Proposition 3.7 ([33]). Keep the notations as above. Let U ∈ A(S,E ∪ E1)
and suppose φ(U) = 1 ∈ A(S,E). Then there exist rational numbers ai =
aUi ∈ Q, 1 ≤ i ≤ n, such that for any p0, p1 ∈ E ∪ E1 and v ∈ Q̂ΠS(p0, p1),
we have
Uv =

v, if p0, p1 ∈ E,
η
ai0
i0,p0
v, if p0 ∈ Ci0 , p1 ∈ E,
v(η
ai1
i1,p1
)−1, if p0 ∈ E, p1 ∈ Ci1 ,
η
ai0
i0,p0
v(η
ai1
i1,p1
)−1, if p0 ∈ Ci0 , p1 ∈ Ci1 .
Morally, this proposition says that the kernel of φ is generated by “rational
push maps” along Ci.
4 Operations to curves on surfaces
Let S be an oriented surface. In this section we consider several operations to
(the homotopy classes of) curves on S. Here a curve on S means a loop or a
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path on S. These operations are first defined for curves in general position,
then shown to be homotopy invariant.
The quite natural but important property of these operations is that they
are equivariant with the action of the mapping class group. In later sections
we will see applications of this fact. Rather technical but worth mentioning
is that these operations are compatible with filtrations on the Q-vector spaces
based on curves coming from the augmentation ideal of Qπ1(S) (see §3). This
point will be explained in §4.5.
We say that a curve on S is generic if it is an immersion and its self
intersections consist of transverse double points. Likewise, we say that finitely
many curves on S are in general position if each of the curves is generic and
their intersections consist of transverse double points. We often identify a
generic curve, which is a map to S, with its image, which is a subset of S.
For simplicity, we will consider over the rationals Q. However, all the
constructions in this section works well over the integers Z as well as over any
commutative ring with unit.
4.1 Goldman-Turaev Lie bialgebra
Let πˆ(S) = [S1, S] be the homotopy set of oriented free loops on S. For p ∈ S
we denote by | | : π1(S) = π1(S, p)→ πˆ(S) the map obtained by forgetting the
base point of a based loop. If S is connected, | | is surjective. Let Qπˆ(S) be
the Q-vector space with basis the set πˆ(S). The map | | extends Q-linearly to
| | : Qπ1(S)→ Qπˆ(S).
Let us recall the definition of the Goldman bracket. We use the intersection
of two generic oriented loops on S. Let α and β be oriented loops on S in
general position. For each p ∈ α ∩ β, let ε(p;α, β) ∈ {±1} be the local
intersection number of α and β at p. Also let αp be the loop α based at p and
define βp similarly. Then the conjunction αpβp ∈ π1(S, p), and |αpβp| ∈ πˆ(S)
are defined. The Goldman bracket [17] of α and β is
[α, β] :=
∑
p∈α∩β
ε(p;α, β)|αpβp| ∈ Qπˆ(S). (4.1)
Theorem 4.1 (Goldman [17]). The Goldman bracket (4.1) induces a Lie
bracket [ , ] : Qπˆ(S)⊗Qπˆ(S)→ Qπˆ(S).
We call Qπˆ(S) the Goldman Lie algebra of S. Goldman introduced this
Lie algebra along the study of the Poisson bracket of two trace functions on
the moduli space of flat G-bundles Hom(π1(S), G)/G, where G is a Lie group
satisfying very general conditions. The proof of Theorem 4.1 goes as follows.
(1) To prove that the Goldman bracket is well-defined, it suffices to check
that [α, β] is unchanged under the three local moves in Figure 1. For,
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←→
(ω1) birth-death of monogons
←→
(ω2) birth-death of bigons
←→
(ω3) jumping over a double point
Figure 1. the three moves
every pair of free loops on S is homotopic to a generic pair of free loops,
and if two generic pairs of free loops on S are homotopic to each other,
then they are related by a sequence of the three moves. For another
proof using twisted homology, see [31] Proposition 3.4.3.
(2) To prove that the Goldman bracket is a Lie bracket, one needs to check
that it is skew-symmetric and satisfies the Jacobi identity. The skew-
symmetry is clear from (4.1) since |αpβp| = |βpαp| and ε(p;α, β) =
−ε(p;β, α) for p ∈ α ∩ β. To prove the Jacobi identity, take three free
loops α, β, γ in general position. Then one can directly check [α, [β, γ]]+
[β, [γ, α]] + [γ, [α, β]] = 0 using (4.1).
In this section we will see statements similar to Theorem 4.1, e.g., Theorems
4.2, 4.3, 4.5, and 4.8. They can be proved by the same method as above. Note
that if S =
∐
λ Sλ is the decomposition of S into connected components, then
Qπˆ(S) =
⊕
λQπˆ(Sλ) as Lie algebras.
Next let us recall the definition of the Turaev cobracket. We use the self-
intersection of a generic oriented loop on S. For simplicity and a direct sum
decomposition given in the last sentence of the proceeding paragraph we as-
sume that S is connected. We denote by 1 ∈ πˆ(S) the class of a constant loop.
The Q-linear subspace Q1 is an ideal of Qπˆ(S). We denote by Qπˆ′(S) the quo-
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tient Lie algebra Qπˆ(S)/Q1, and let ̟ : Qπˆ(S) → Qπˆ′(S) be the projection.
We write | |′ := ̟ ◦ | | : Qπ1(S)→ Qπˆ′(S).
Let α : S1 → S be a generic oriented loop. Set D = Dα := {(t1, t2) ∈
S1 × S1; t1 6= t2, α(t1) = α(t2)}. For (t1, t2) ∈ D, let αt1t2 (resp. αt2t1) be the
restriction of α to the interval [t1, t2] (resp. [t2, t1]) ⊂ S1 (they are indeed loops
since α(t1) = α(t2)). Also, let ε(α˙(t1), α˙(t2)) ∈ {±1} be the local intersection
number of the velocity vectors α˙(ti) ∈ Tα(ti)S, i = 1, 2. The Turaev cobracket
[79] of α is
δ(α) :=
∑
(t1,t2)∈D
ε(α˙(t1), α˙(t2))|αt1t2 |
′ ⊗ |αt2t1 |
′ ∈ Qπˆ′(S)⊗Qπˆ′(S). (4.2)
Theorem 4.2 (Turaev [79], the involutivity is due to Chas [6]). The Turaev
cobracket (4.2) induces a Lie cobracket δ : Qπˆ′(S)→ Qπˆ′(S)⊗Qπˆ′(S). More-
over, the Q-vector space Qπˆ′(S) is an involutive Lie bialgebra with respect to
the Goldman bracket and the Turaev cobracket.
To be more precise we have the following.
(1) The space Qπˆ′(S) is a Lie algebra with respect to the Goldman bracket.
(2) The spaceQπˆ′(S) is a Lie coalgebra with respect to the Turaev cobracket.
(3) We have δ[u, v] = σ(u)(δv) − σ(v)(δu) for any u, v ∈ Qπˆ′(S). Here
σ(u)(v ⊗ w) = [u, v]⊗ w + v ⊗ [u,w] for u, v, w ∈ Qπˆ′(S).
(4) We have [ , ] ◦ δ = 0: Qπˆ′(S)→ Qπˆ′(S).
The condition (3) is called the compatibility, and (4) is called the involu-
tivity. We call Qπˆ′(S) the Goldman-Turaev Lie bialgebra. He introduced this
Lie bialgebra along the study of a skein quantization of Poisson algebras of
loops on surfaces, and he showed that some skein bialgebra of links in S× [0, 1]
quantizes the Goldman-Turaev Lie bialgebra ([79] Theorem 10.1).
4.2 The action of free loops on based paths
We introduce an operation denoted by σ, using the intersection of an oriented
loop and a based path in general position. Let S and E be as in §3.3. Put
S∗ = S \ (E \ ∂S). Note that S∗ = S if E ⊂ ∂S. We show that the Goldman
Lie algebra Qπˆ(S∗) acts on QΠS|E by derivations.
Take two points ∗0, ∗1 ∈ E which are not necessarily distinct. Let α be an
oriented loop on S∗ and β : [0, 1]→ S a path from ∗0 to ∗1, and assume that
they are in general position. For p ∈ α∩β, let ε(p;α, β) be the local intersection
number as before. Also let β∗0p be the path from ∗0 to p traversing β, and
define βp∗1 similarly. Then the conjunction β∗0pαpβp∗1 ∈ ΠS(∗0, ∗1) is defined.
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Set
σ(α⊗ β) :=
∑
p∈α∩β
ε(p;α, β)β∗0pαpβp∗1 ∈ QΠS(∗0, ∗1). (4.3)
Theorem 4.3 ([31]). The formula (4.3) induces a Q-linear map σ : Qπˆ(S∗)⊗
QΠS(∗0, ∗1) → QΠS(∗0, ∗1). Moreover, with respect to σ and the Goldman
bracket, the vector space QΠS(∗0, ∗1) is a left Qπˆ(S∗)-module.
Recall that 1 ∈ πˆ(S∗) denotes the class of a constant loop. We have
σ(1 ⊗ v) = 0 for any v ∈ QΠS(∗0, ∗1). Thus σ naturally induces a map
Qπˆ′(S∗)⊗QΠS(∗0, ∗1)→ QΠS(∗0, ∗1), which we denote by the same letter σ.
For u ∈ Qπˆ(S∗) and m ∈ QΠS(∗0, ∗1) we often write σ(u)m or um for short
instead of σ(u⊗m). That QΠS(∗0, ∗1) is a left Qπˆ(S∗)-module means
[u, v]m = u(vm)− v(um)
for u, v ∈ Qπˆ(S∗) and m ∈ QΠS(∗0, ∗1).
If we consider not only a single pair (∗0, ∗1) but also all the ordered pairs of
elements of E, we obtain a derivation ofQΠS|E . First notice that the operation
σ satisfies the Leibniz rule in the following sense. For any ∗0, ∗1, ∗2 ∈ E and
α ∈ Qπˆ(S∗), β1 ∈ QΠS(∗0, ∗1), β2 ∈ QΠS(∗1, ∗2), we have
σ(α)(β1β2) = (σ(α)β1)β2 + β1(σ(α)β2). (4.4)
This shows that for any α ∈ Qπˆ(S∗) the collection σ(α) = σ(α)∗0,∗1 , ∗0, ∗1 ∈
E, determines a derivation of QΠS|E in the sense of §3.2. Thus we get a
Q-linear map
σ : Qπˆ(S∗)→ Der(QΠS|E), (4.5)
and by the second sentence of Theorem 4.3, this is a Lie algebra homomor-
phism. As a special case, if E = {∗} is a singleton with ∗ ∈ ∂S, the group
ring Qπ1(S, ∗) is a Qπˆ(S)-module and we have a Lie algebra homomorphism
σ : Qπˆ(S)→ Der(Qπ1(S, ∗)). Note that for any u ∈ Qπˆ(S) and v ∈ Qπ1(S, ∗)
we have
[u, |v|] = |σ(u ⊗ v)|. (4.6)
4.3 Intersection of based paths
Take points ∗1, ∗2, ∗3, ∗4 on the boundary of S. We define a Q-linear map
κ : QΠS(∗1, ∗2)⊗QΠS(∗3, ∗4)→ QΠS(∗1, ∗4)⊗QΠS(∗3, ∗2),
using the intersection of two based paths in general position. Then we show
that this is closely related to an operation called the homotopy intersection
form by Massuyeau and Turaev [49].
28 Nariya Kawazumi and Yusuke Kuno
S
∂S
∗
•
ν
Figure 2. the base points ∗ and •
First we discuss the most generic case. Namely, we assume {∗1, ∗2} ∩
{∗3, ∗4} = ∅. Let x : [0, 1] → S be a path from ∗1 to ∗2 and y : [0, 1] → S a
path from ∗3 to ∗4, and assume that they are in general position. Set
κ(x, y) : = −
∑
p∈x∩y
ε(p;x, y)(x∗1pyp∗4)⊗ (y∗3pxp∗2) (4.7)
∈ QΠS(∗1, ∗4)⊗QΠS(∗3, ∗2).
Here x∗1p is the path from ∗1 to p traversing x, etc. One can show that (4.7)
gives rise to a well-defined Q-linear map
κ : QΠS(∗1, ∗2)⊗QΠS(∗3, ∗4)→ QΠS(∗1, ∗4)⊗QΠS(∗3, ∗2).
The operation κ is introduced in [34]. It satisfies the following product formula.
Lemma 4.4. (1) Let ∗1, ∗2, ∗′2, ∗3, ∗4 be points on the boundary of S such
that {∗1, ∗2, ∗′2} ∩ {∗3, ∗4} = ∅. Then for any u ∈ QΠS(∗1, ∗2), v ∈
QΠS(∗2, ∗′2) and w ∈ QΠS(∗3, ∗4), we have
κ(uv, w) = κ(u,w)(1⊗ v) + (u ⊗ 1)κ(v, w). (4.8)
(2) Let ∗1, ∗2, ∗3, ∗4, ∗
′
4 be points on the boundary of S such that {∗1, ∗2} ∩
{∗3, ∗4, ∗′4} = ∅. Then for any u ∈ QΠS(∗1, ∗2), v ∈ QΠS(∗3, ∗4) and
w ∈ QΠS(∗4, ∗′4), we have
κ(u, vw) = κ(u, v)(w ⊗ 1) + (1 ⊗ v)κ(u,w). (4.9)
Here, κ(u,w)(1⊗ v) is the image of κ(u,w)⊗ v by the map QΠS(∗1, ∗4)⊗
QΠS(∗3, ∗2)⊗QΠS(∗2, ∗′2)→ QΠS(∗1, ∗4)⊗QΠS(∗3, ∗
′
2), a⊗ b⊗ c 7→ a⊗ bc,
etc.
Next we consider the degenerate case. Let ∗1, ∗2, ∗3, ∗4 ∈ ∂S be points on
the boundary of S and assume {∗1, ∗2} ∩ {∗3, ∗4} 6= ∅. To define κ for this
case, we move the points ∗1, ∗2 slightly along the negatively oriented boundary
of S to achieve {∗1, ∗2}∩ {∗3, ∗4} = ∅, then apply the formula (4.7). For more
precise explanation we use an example, which is the most extreme. Namely,
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let us consider the case ∗1 = ∗2 = ∗3 = ∗4. Take a base point ∗ ∈ ∂S and pick
an orientation preserving embedding ν : [0, 1] → ∂S such that ν(1) = ∗. Set
ν(0) = •. See Figure 2. Then we have three isomorphisms π1(S, ∗) ∼= π1(S, •),
x 7→ νxν, π1(S, ∗) ∼= ΠS(•, ∗), x 7→ νx, and π1(S, ∗) ∼= ΠS(∗, •), x 7→ xν. Now
we define
κ : Qπ1(S, ∗)⊗Qπ1(S, ∗)→ Qπ1(S, ∗)⊗Qπ1(S, ∗) (4.10)
so that the diagram
Qπ1(S, ∗)⊗Qπ1(S, ∗)
κ
−−−−→ Qπ1(S, ∗)⊗Qπ1(S, ∗)
∼=
y ∼=y
Qπ1(S, •)⊗Qπ1(S, ∗)
κ
−−−−→ QΠS(•, ∗)⊗QΠS(∗, •)
commutes. Here the vertical maps are via the above isomorphisms, and the
bottom horizontal arrow is the map already defined. To write down κ in (4.10)
explicitly, let α be a loop based at •, and β a loop based at ∗ and assume that
they are in general position. By the isomorphism π1(S, ∗) ∼= π1(S, •) given by
ν, we regard that α represents an element of π1(S, ∗). Then
κ(α, β) := −
∑
p∈α∩β
ε(p;α, β)(να•pβp∗)⊗ (β∗pαp•ν). (4.11)
Note this κ satisfies (4.8) (4.9) for any u, v, w ∈ Qπ1(S, ∗). By a similar way
for any four points ∗1, ∗2, ∗3, ∗4 ∈ ∂S, which are not necessarily distinct, we
can define the operation κ. Since we use only the most extreme case (4.10),
we omit the detail of the construction.
Post-composing−1⊗aug: Qπ1(S, ∗)⊗Qπ1(S, ∗)→ Qπ1(S, ∗)⊗Q ∼= Qπ1(S, ∗)
to (4.10), we obtain a Q-linear map
η : Qπ1(S, ∗)⊗Qπ1(S, ∗)→ Qπ1(S, ∗).
By (4.11), an explicit formula for η is given by
η(α, β) :=
∑
p∈α∩β
ε(p;α, β)να•pβp∗ ∈ Qπ1(S, ∗), (4.12)
where notations are the same as in the preceding paragraph. The map η is
introduced by Massuyeau and Turaev [49], and is called the homotopy inter-
section form. It is actually a modification of the operation λ : Qπ1(S, ∗) ×
Qπ1(S, ∗) → Qπ1(S, ∗) introduced by Papakyriakopoulos [66] and Turaev
[78] independently. The relationship between λ and η is given by λ(α, β) =
η(α, β)β−1 for α, β ∈ π1(S, ∗). By (4.8) (4.9), we have the following, which is
essentially due to Papakyriakopoulos [66] and Turaev [78].
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Proposition 4.5 ([49]). The homotopy intersection form satisfies the follow-
ing identities:
η(α1α2, β) = η(α1, β)aug(α2) + α1η(α2, β),
η(α, β1β2) = η(α, β1)β2 + aug(β1)η(α, β2), (4.13)
where α, α1, α2, β, β1, β2 ∈ Qπ1(S, ∗). Here aug : Qπ1(S, ∗) → Q is the aug-
mentation map.
In [49], a bilinear pairing on the group ring satisfying (4.13) is called a
Fox pairing. In their theory, given a Fox pairing one can consider its derived
form. Actually the derived form η turns out to be σ. Let u, v ∈ Qπ1(S, ∗).
The element v is uniquely written as v =
∑
x∈π cxx where cx ∈ Q. We denote
uv =
∑
x∈π cxx
−1ux. We define a Q-linear map ση : Qπ1(S, ∗)⊗Qπ1(S, ∗)→
Qπ1(S, ∗) by setting ση(x ⊗ y) = y(xη(x,y)) for x, y ∈ π1(S, ∗) and extending
Q-linearly to Qπ1(S, ∗) ⊗ Qπ1(S, ∗). In [49], ση is called the derived form of
η. From (4.13), we have
ση(u, vw) = ση(u, v)w + vση(u,w),
ση(uv, w) = ση(vu, w) (4.14)
for u, v, w ∈ Qπ1(S, ∗).
Lemma 4.6 (Massuyeau-Turaev [49]). The composition of | |⊗1: Qπ1(S, ∗)⊗
Qπ1(S, ∗)→ Qπˆ(S)⊗Qπ1(S, ∗) and σ : Qπˆ(S)⊗Qπ1(S, ∗)→ Qπ1(S, ∗) coin-
cides with the map ση.
We end this subsection by a remark that one can recover κ from η.
Proposition 4.7. Let κ be the map in (4.10). We have
κ = −(1⊗m)(1⊗ 1⊗m)P2431(1⊗ ((1 ⊗ ι)∆η) ⊗ 1)(∆⊗∆).
Here, 1 is the identity map, ∆, ι, and m are the coproduct, the antipode, and
the product of the group ring Qπ1(S, ∗), and P2431 : Qπ1(S, ∗)⊗4 → Qπ1(S, ∗)⊗4
is the Q-linear map given by P2431(x1 ⊗ x2 ⊗ x3 ⊗ x4) = x2 ⊗ x4 ⊗ x3 ⊗ x1.
4.4 Self intersections
Take two points ∗0, ∗1 on the boundary of S. We define a Q-linear map
µ : QΠS(∗0, ∗1)→ QΠS(∗0, ∗1)⊗Qπˆ′(S),
using the self intersections of a generic path from ∗0 to ∗1. Then we mention
a certain product formula for µ and a relationship with the Turaev cobracket.
First we consider the general case ∗0 6= ∗1. Let γ : [0, 1] → S be a generic
path from ∗0 to ∗1. We denote by Γ ⊂ S the set of double points of γ. For
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p ∈ Γ, we denote γ−1(p) = {tp1, t
p
2}, so that t
p
1 < t
p
2. Let ε(γ˙(t
p
1), γ˙(t
p
2)) be the
local intersection number as in §4.1. We also define γ0tp1 to be the restriction
of γ to the interval [0, tp1], and define γtp21 and γt
p
1t
p
2
similarly. Set
µ(γ) := −
∑
p∈Γ
ε(γ˙(tp1), γ˙(t
p
2))(γ0tp1γt
p
21
)⊗ |γtp1t
p
2
|′ ∈ QΠS(∗0, ∗1)⊗Qπˆ′(S).
(4.15)
One can show that this gives rise to a well-definedQ-linear map µ : QΠS(∗0, ∗1)→
QΠS(∗0, ∗1) ⊗ Qπˆ′(S). Next we consider the case ∗0 = ∗1. Let ∗ ∈ ∂S,
ν : [0, 1] → ∂S, and • = ν(0) be as in §4.3. Then we have an isomorphism
ν : Qπ1(S, ∗) = QΠS(∗, ∗) ∼= QΠS(•, ∗), u 7→ νu. We define µ : Qπ1(S, ∗) →
Qπ1(S, ∗)⊗Qπˆ′(S) so that the diagram
Qπ1(S, ∗)
µ
−−−−→ Qπ1(S, ∗)⊗Qπˆ′(S)
ν
y ν⊗1y
QΠS(•, ∗)
µ
−−−−→ QΠS(•, ∗)⊗Qπˆ′(S)
commutes.
Theorem 4.8 ([34]). The Q-vector space QΠS(∗0, ∗1) is an involutive right
Qπˆ′(S)-bimodule with respect to σ and µ.
To be more precise we have the following.
(1) The space QΠS(∗0, ∗1) is a left Qπˆ′(S)-module with respect to σ (see
Theorem 4.3).
(2) The space QΠS(∗0, ∗1) is a right Qπˆ′(S)-comodule with respect to µ.
That is, the diagram
QΠS(∗0, ∗1)
µ
−−−−→ QΠS(∗0, ∗1)⊗Qπˆ′(S)
µ
y 1⊗δy
QΠS(∗0, ∗1)⊗Qπˆ′(S)
(1⊗(1−T ))(µ⊗1)
−−−−−−−−−−−→ QΠS(∗0, ∗1)⊗Qπˆ′(S)⊗Qπˆ′(S)
commutes. Here δ is the Turaev cobracket and T : Qπˆ′(S) ⊗ Qπˆ′(S) →
Qπˆ′(S)⊗Qπˆ′(S), u⊗ v 7→ v ⊗ u is the switch map.
(3) The operations σ and µ satisfy the compatibility in the sense that
σ(u)µ(m) − µ(σ(u)m)− (σ ⊗ 1)(1⊗ δ)(m⊗ u) = 0
for u ∈ Qπˆ′(S), m ∈ QΠS(∗0, ∗1). Here σ : QΠS(∗0, ∗1) ⊗ Qπˆ′(S) →
QΠS(∗0, ∗1) is given by σ(m ⊗ u) = −σ(u ⊗m), and σ(u)µ(m) = (σ ⊗
1)(u⊗ µ(m)) + (1⊗ ad(u))µ(m).
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(4) The operation s σ and µ satisfy the involutivity condition
σµ = 0: QΠS(∗0, ∗1)→ QΠS(∗0, ∗1).
The operation µ is introduced in [34], and inspired by Turaev’s self inter-
section µ = µT : π1(S, ∗)→ Zπ1(S, ∗) in [78] §1.4. Indeed, for any γ ∈ π1(S, ∗)
we have µT (γ)γ = −(1 ⊗ ε)µ(γ), where ε : Qπˆ′(S) → Q is the Q-linear map
given by ε(̟(α)) = 1 for α ∈ πˆ(S) \ {1}.
We end this subsection by stating two results about µ. The first one is
a certain product formula, and the second one is a relation with the Turaev
cobracket.
Lemma 4.9. For any ∗1, ∗2, ∗3 ∈ E and u ∈ QΠS(∗1, ∗2), v ∈ QΠS(∗2, ∗3),
we have
µ(uv) = µ(u)(v ⊗ 1) + (u ⊗ 1)µ(v) + (1⊗ | |′)κ(u, v).
Here µ(u)(v ⊗ 1) is the image of µ(u) ⊗ v by the map Qπ1(S, ∗) ⊗ Qπˆ′(S) ⊗
Qπ1(S, ∗)→ Qπ1(S, ∗)⊗Qπˆ′(S), a⊗ b⊗ c 7→ ac⊗ b, etc.
As a corollary, for any n ≥ 2 and ∗0, . . . , ∗n ∈ ∂S, ui ∈ QΠS(∗i−1, ∗i),
1 ≤ i ≤ n, we have
µ(u1 · · ·un) =
n∑
i=1
((u1 · · ·ui−1)⊗ 1)µ(ui)((ui+1 · · ·un)⊗ 1)
+
∑
i<j
((u1 · · ·ui−1)⊗ 1)Ki,j((uj+1 · · ·un)⊗ 1), (4.16)
where Ki,j = (1⊗ | |′)(κ(ui, uj)(1⊗ (ui+1 · · ·uj−1))).
Proposition 4.10. The following diagram is commutative:
Qπ1(S, ∗)
µ
−−−−→ Qπ1(S, ∗)⊗Qπˆ′(S)
| |′
y (1−T )(| |′⊗1)y
Qπˆ′(S) δ−−−−→ Qπˆ′(S)⊗Qπˆ′(S)
4.5 Completions of the operations
We shall see that the operations we have considered extends naturally to com-
pletions.
First of all let us introduce a filtration of the vector space Qπˆ(S) and its
completion. Recall from §4.1 the map | | : Qπ1(S) → Qπˆ(S). Note that the
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constant loop 1 is always in the kernel of the homomorphism (4.5). For n ≥ 0,
set
Qπˆ(S)(n) := |Q1 + (Iπ1(S))n|
and Qπˆ′(S)(n) := ̟(Qπˆ(S)(n)). We define the Q-vector space Q̂πˆ(S) by
Q̂πˆ(S) := lim
←−
n
Qπˆ(S)/Qπˆ(S)(n) ∼= lim←−
n
Qπˆ′(S)/Qπˆ′(S)(n),
and introduce its filtration by
Q̂πˆ(S)(n) := Ker(Q̂πˆ(S)→ Qπˆ(S)/Qπˆ(S)(n)), n ≥ 0.
The map | | naturally induces a Q-linear map | | : Q̂π1(S) → Q̂πˆ(S). We
understand that if n < 0, Qπˆ(S)(n) = Qπˆ(S).
Proposition 4.11 ([33] [34]). Let m,n be integers ≥ 0.
(1) Let S and E be as in §3.3. For any ∗0, ∗1 ∈ E we have
σ (Qπˆ(S∗)(m)⊗ FnQΠS(∗0, ∗1)) ⊂ Fm+n−2QΠS(∗0, ∗1).
(2) For any ∗0, ∗1 ∈ ∂S we have
µ(FnQΠS(∗0, ∗1)) ⊂
∑
p+q=n−2
FpQΠS(∗0, ∗1)⊗Qπˆ′(S)(q).
We remark that (2) follows from (4.16). As an immediate consequence, we
see that σ and µ extends to completions:
σ : Q̂πˆ(S∗)⊗̂Q̂ΠS(∗0, ∗1)→ Q̂ΠS(∗0, ∗1),
µ : Q̂ΠS(∗0, ∗1)→ Q̂ΠS(∗0, ∗1)⊗̂Q̂πˆ(S). (4.17)
Here ⊗̂ means the complete tensor product. From (4.6) and Proposition 4.10,
we have the following corollary to Proposition 4.11.
Corollary 4.12. (1) For u ∈ Qπˆ(S)(m) and v ∈ Qπˆ(S)(n), we have [u, v] ∈
Qπˆ(S)(m+n− 2). In particular, the Goldman bracket naturally induces
a complete Lie bracket [ , ] : Q̂πˆ(S)⊗̂Q̂πˆ(S)→ Q̂πˆ(S).
(2) If u ∈ Qπˆ′(S)(n), then δ(u) ∈
∑
p+q=n−2Qπˆ
′(S)(p)⊗Qπˆ′(S)(q). In par-
ticular, the Turaev cobracket naturally induces a complete Lie cobracket
δ : Q̂πˆ(S)→ Q̂πˆ(S)⊗̂Q̂πˆ(S).
It is easy to see that the completed Lie bracket and cobracket on Q̂πˆ(S)
inherit the compatibility and the involutivity from those on Qπˆ′(S). We call
Q̂πˆ(S) the completed Goldman-Turaev Lie bialgebra. Also if ∗0, ∗1 ∈ ∂S, the
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vector space Q̂ΠS(∗0, ∗1) is a complete Q̂πˆ(S)-bimodule with respect to the
completed operations (4.17).
Let S be a compact connected oriented surface with non-empty boundary,
and E ⊂ ∂S a finite subset consisting of one point from each component of
the boundary ∂S. Then we have S∗ = S, so that the homomorphism (4.5)
induces a Lie algebra homomorphism σ : Q̂πˆ(S) → Der(Q̂ΠS|E). We denote
by Der∂(Q̂ΠS|E) the Lie subalgebra consisting of continuous derivations on
Q̂ΠS|E annihilating all based loops inside the boundary ∂S. Clearly it includes
the image σ(Q̂πˆ(S)). The following is an inifinitesimal version of the Dehn-
Nielsen theorem in §3.
Theorem 4.13. Let S and E be as above. Then the Lie algebra homomor-
phism
σ : Q̂πˆ(S)→ Der∂(Q̂ΠS|E)
is an isomorphism.
The injectivity is proved in [33]. The proof of the surjectivity, which follows
from a tensorial description of Q̂πˆ(S), will appear in our forthcoming paper
[35]. in §7.2 we will give an outline of the proof.
Finally we consider κ and η. From Lemma 4.4, for any integers m,n ≥ 0,
and points ∗i ∈ ∂S, 1 ≤ i ≤ 4, we have
κ(FmQΠS(∗1, ∗2)⊗ FnQΠS(∗3, ∗4))
⊂
⊕
p+q=m+n−2
FpQΠS(∗1, ∗4)⊗ FqQΠS(∗3, ∗2).
We conclude that κ extends naturally to completions:
κ : Q̂ΠS(∗1, ∗2)⊗̂Q̂ΠS(∗3, ∗4)→ Q̂ΠS(∗1, ∗4)⊗̂Q̂ΠS(∗3, ∗2),
and by η = (−1⊗ aug)κ so does η:
η : ̂Qπ1(S, ∗)⊗̂ ̂Qπ1(S, ∗)→ ̂Qπ1(S, ∗).
We end this section with a couple of remarks.
Remark 4.14. (1) In later sections we consider the logarithms on the com-
pleted group ring of the fundamental group of the surface, which is de-
fined by a formal power series with coefficients in Q. Thus we have to
work with coefficients in a commutative ring including Q. For simplicity
we confine ourselves to the case of Q.
(2) To define κ for the degenerate case {∗1, ∗2} ∩ {∗3, ∗4} 6= ∅, we move the
points ∗1, ∗2 slightly along the negatively oriented boundary. However
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ℓ
C C
tC(ℓ)
Figure 3. the right handed Dehn twist
this is not a unique way. Our aim is to achieve {∗1, ∗2} ∩ {∗3, ∗4} =
∅ by moving the endpoints of paths we consider. We may move the
points ∗1, ∗2 slightly along the positively oriented boundary, etc., and we
obtain a similar but different operation. A similar matter occurs for the
definition of µ. It is possible and might be desirable to develop this point
in full generalities, but here we avoid it for simplicity. Our convention,
in particular the choice of ∗ and • in Figure 2, follows that of Massuyeau
and Turaev [49].
5 Dehn twists
Let S be an oriented surface and C ⊂ S \ ∂S a simple closed curve. The
right handed Dehn twist along C, denoted by tC , is a diffeomorphism of the
surface as in Figure 3. By definition, a Dehn twist is local in the sense that the
support of tC is contained in a regular neighborhood of C. Dehn twists play
a fundamental role in study of the mapping class group from combinatorial
group theory. For example, they give a generating set for the group, cf. Dehn
[10], Lickorish [44] and Humphries [22], and a finite presentation of the group
can be given in terms of Dehn twists. The explicit presentation given first was
Wajnryb [80] based on a result of Hatcher-Thurston [21], see also Matsumoto
[52] and Gervais [16].
In this section, we introduce an invariant of unoriented closed curves on
S, and using this invariant we give a formula for the image of tC by the
completed Dehn-Nielsen homomorphism (3.3). The formula naturally leads
us to introducing the generalized Dehn twist along an unoriented loop which
are not necessarily simple. This generalization takes value in A(S,E), a group
introduced in §3.4. We can ask whether a generalized Dehn twist comes from
a diffeomorphism of the surface. We partially give a negative answer to this
question.
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5.1 The logarithms of Dehn twists
Let S and E be as in §3.3. Recall that S∗ = S \ (E \ ∂S). The homotopy set
πˆ(S∗) = [S1, S∗] has an involution which maps each γ ∈ πˆ(S∗) to γ, the loop γ
with the reversed orientation. An unoriented loop on S∗ means an element of
the quotient set πˆ(S∗)/(γ ∼ γ). We say that a (based) oriented loop x on S∗
represents an unoriented loop γ on S∗ if a suitable lift of γ to [S1, S∗] equals
(the homotopy class of) x. As in §4, we often identify an unoriented loop on
S∗ with its image. Likewise we use the word “generic” for unoriented loops
with the same meaning as before.
Let us consider the formal power series L(t) := (1/2)(log t)2 ∈ Q[[t − 1]],
where log t =
∑∞
n=1((−1)
n−1/n)(t− 1)n.
Definition 5.1. Let γ be an unoriented loop on S∗ \ ∂S. Take a base point
q ∈ S∗ on the connected component of S∗ containing γ, and a based oriented
loop x ∈ π1(S
∗, q) representing γ. Set
L(γ) := |L(x)| ∈ Q̂πˆ(S∗)(2).
Here | | : ̂Qπ1(S∗, q) → Q̂πˆ(S∗) is the map introduced in §4.5. Since
L(t) = (1/2)(t−1)2+(higher term), we have L(x) ∈ F2 ̂Qπ1(S, ∗) and |L(x)| ∈
Q̂πˆ(S∗)(2). The element L(γ) does not depend on the choice of q and x,
because the operation | | is conjugate invariant and L(t) = L(t−1).
We show that the invariant L(γ) gives rise to an element of A(S,E). Recall
from §3.2 the Lie algebra Der(Q̂ΠS|E) and its Lie subalgebra Der∆(Q̂ΠS|E).
By Proposition 4.11 (1) (see also (4.17)), the Lie algebra homomorphism (4.5)
induces a Lie algebra homomorphism
σ : Q̂πˆ(S∗)→ Der(Q̂ΠS|E). (5.1)
We claim that for any unoriented loop γ on S∗ \ ∂S, the derivation σ(L(γ))
belongs to Der∆(Q̂ΠS|E). To see this, take an oriented loop α representing γ.
Let ∗0, ∗1 ∈ E and take a path β from ∗0 to ∗1, and assume that α and β are
in general position. It is sufficient to show that ∆σ(L(γ))β = (σ(L(γ))⊗̂1 +
1⊗̂σ(L(γ)))∆β. For n ≥ 0, we have σ(αn)β =
∑
p∈α∩β nε(p;α, β)β∗0pα
n
pβp∗1 ,
thus for any formal power series f(t) ∈ Q[[t− 1]] we have
σ(f(α))β =
∑
p∈α∩β
β∗0pαpf
′(αp)βp∗1 .
Here f ′(t) is the derivative of f(t). In particular, since L′(t) = (log t)/t,
σ(L(γ))β =
∑
p∈α∩β
ε(p;α, β)β∗0p(logαp)βp∗1 .
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On the other hand, ∆(logαp) = logαp⊗̂1 + 1⊗̂ logαp ∈ ̂Qπ1(S∗, p)
⊗̂2
. Thus
∆σ(L(γ))β =
∑
p∈α∩β
ε(p;α, β)(β∗0p⊗̂β∗0p)(logαp⊗̂1 + 1⊗̂ logαp)(βp∗1⊗̂βp∗1)
=(σ(L(γ))β)⊗̂β + β⊗̂(σ(L(γ))β) = (σ(L(γ))⊗̂1 + 1⊗̂σ(L(γ)))∆β,
as was to be shown.
Lemma 5.2 ([33]). The derivation σ(L(γ)) ∈ Der(Q̂ΠS|E) satisfies the three
assumptions of Lemma 3.2.
For the proof of this Lemma we refer to [33] Lemma 5.1.1. We remark
that for any ∗0, ∗1 ∈ E we can take ν = 2 in the assumption (3), and this
corresponds to the following fact. Using the intersection form ( · ) : H1(S∗)⊗
H1(S
∗, ∂S∗) → Q on the surface, we can assign any X ∈ H1(S∗) an endo-
morphism DX of H1(S
∗, ∂S∗) given by DX(Y ) = (Y · X)X . Since ( · ) is
skew-symmetric, the square of DX is zero.
Following the construction in §3.2 we obtain exp(σ(L(γ))) ∈ Aut(Q̂ΠS|E).
In fact, we have exp(σ(L(γ))) ∈ A(S,E), where A(S,E) is the group in-
troduced in Definition 3.4. The condition (1) follows from the fact that
if α ∈ Qπˆ(S∗) and a path β ∈ ΠS(∗0, ∗1) are disjoint, then σ(α)β = 0.
The condition (2) is automatic (see the end of §3.2), and (3) follows from
σ(L(γ)) ∈ Der∆(Q̂ΠS|E).
Now we have finished the main construction in this section. The reason we
are interested in exp(σ(L(γ))) comes from the following result.
Theorem 5.3 ([33]). Let S and E be as in §3.3, and C a simple closed curve
on S∗ \ ∂S, where S∗ = S \ (E \ ∂S). Then we have
D̂N(tC) = exp(σ(L(C))) ∈ A(S,E).
Using a toy model, we illustrate how the formula in Theorem 5.3 comes
up. Let S be an annulus and E = {p0, p1} as in Figure 4. We consider
the Dehn twist along a core C of S. Take curves x and y as in Figure
4. Then x is a representative of C. For n ≥ 0 we have σ(|xn|)x = 0 and
σ(|xn|)y = nxny. Thus for any formal power series f(t) ∈ Q[[t − 1]] we have
σ(|f(x)|)x = 0 and σ(|f(x)|)y = xf ′(x)y. In particular, since tL′(t) = log t
we have σ(L(C))x = 0 and σ(L(C))y = (log x)y. By the Leibniz rule (4.4)
we obtain exp(σ(L(C)))x = x and exp(σ(L(C)))y = xy. On the other hand,
clearly tC(x) = x and tC(y) = xy. Since x and y generate the fundamental
groupoid ΠS|E , we obtain exp(σ(L(C))) = D̂N(tC). In fact, this is an essential
part of the proof; Theorem 5.3 for general S is proved by the theorem for an
annulus and Proposition 3.6.
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Figure 4. the annulus
As an immediate consequence of Theorem 5.3, for any n > 0 the Dehn-
Nielsen image D̂N(tC) has a canonical n-th root: D̂N(tC)
1/n = exp((1/n)σ(L(C))).
Also, for any a ∈ Q we can consider the rational Dehn twist (tC)a := exp(aσ(L(C))) ∈
A(S,E). Suppose a generic path ℓ from p0 ∈ E to p1 ∈ E intersects C trans-
versely and ℓ ∩ C = {p}. We orient C so that ε(p;C, ℓ) = +1 and define
η ∈ π1(S, p) to be a oriented loop C based at p. Setting ηa = exp(a log η) ∈
̂Qπ1(S, p) as in §3.5, we have
(tC)
aℓ = ℓp0pη
aℓpp1 . (5.2)
Remark 5.4. Theorem 5.3 was originally proved in [31] for a compact sur-
face with one boundary component. The formulation and proof in [31] use a
symplectic expansion of the fundamental group of the surface. See also §6 and
8. Massuyeau and Turaev [49] proved a similar result from another point of
view. See also Remark 5.6.
5.2 Generalized Dehn twists
Let S and E be as in §3.3. Motivated by Theorem 5.3, we introduce the
following generalization of Dehn twists.
Definition 5.5 ([33]). Let γ be an unoriented loop on S∗ \ ∂S. We define the
generalized Dehn twist along γ to be tγ := exp(σ(L(γ))) ∈ A(S,E).
Remark 5.6. Generalized Dehn twists were introduced first for a compact
surface with one boundary component [41], based on a main result of [31].
Then the definition for any oriented surfaces and their fundamental groupoids
was given as above. In [49] Massuyeau and Turaev gave a similar construction.
They introduced the notion of a Fox pairing on the group ring of a group,
which generalizes the homotopy intersection form in §4.3, and worked in a
more general framework. Massuyeau and Turaev further discussed generalized
Dehn twists for closed surfaces.
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We state two properties of generalized Dehn twists. First of all, if γ is an
unoriented loop on S∗ \ ∂S and n ≥ 0 is an integer, we can consider the n-th
power of γ, denoted by γn. Then
tγn = (tγ)
n2 . (5.3)
This follows from L(tn) = n2L(t). Secondly, we have the following.
Proposition 5.7. For any ∗i ∈ E ∩ ∂S, 1 ≤ i ≤ 4, and u ∈ Q̂ΠS(∗1, ∗2),
v ∈ Q̂ΠS(∗3, ∗4), we have
κ(tγ(u)⊗̂tγ(v)) = (tγ⊗̂tγ)κ(u⊗̂v).
Namely, tγ preserves the intersections of two paths on S. This is first
proved by Massuyeau and Turaev for the homotopy intersection form η, see
[49] Lemma 8.2. The proof of Proposition 5.7 follows the same line as the proof
of [49] Lemma 8.2 by Massuyeau and Turaev. Indeed, we first prove that
κ(σ(x)u, v) + κ(u, σ(x)v) = σ(x)(κ(u, v)) (5.4)
for any u ∈ QΠS(∗1, ∗2), v ∈ QΠS(∗3, ∗4), and x ∈ Qπˆ(S) (see [49] Lemma
7.4). Here, σ(x)(a ⊗ b) = (σ(x)a) ⊗ b + a ⊗ (σ(x)b) for a ∈ QΠS(∗1, ∗4), b ∈
QΠS(∗3, ∗2). The equation (5.4) naturally induces an equality on completions.
Putting x = L(γ) ∈ Q̂πˆ(S∗)(2), we compute
(tγ⊗̂tγ)κ(u⊗̂v) = (e
D⊗̂eD)κ(u⊗̂v) =
∑
r≥0
1
r!
Dr(κ(u⊗̂v))
=
∑
r≥0
1
r!
r∑
i=0
(
r
i
)
κ(Diu⊗̂Dr−iv) =
∑
i,j≥0
1
i!j!
κ(Diu⊗̂Djv) = κ(eDu⊗̂eDv),
where D = σ(L(γ)). This proves Proposition 5.7.
We say that tγ is realizable as a diffeomorphism, or realizable in short, if
tγ is in the image of the completed Dehn-Nielsen homomorphism (3.3). For
example, if C is a simple closed curve on S∗ \ ∂S and n ≥ 0 is an integer, tCn
is realizable by Theorem 5.3 and (5.3).
Question. For which unoriented loop γ on S∗ \ ∂S, is tγ realizable as a dif-
feomorphism?
To study this question, we confine ourselves mainly to the case that D̂N
is injective. Then if tγ is realizable, there exists uniquely up to isotopy an
orientation diffeomorphism ϕ of S fixing E ∪ ∂S pointwise such that D̂N(ϕ) =
tγ . We call ϕ a representative for tγ . Generalized Dehn twists are local in the
following sense.
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Theorem 5.8 ([41], [33]). Suppose S and E satisfy the assumption of Theorem
3.3. Let γ be an unoriented loop on S \ ∂S, and suppose tγ is realizable as a
diffeomorphism. Then there is an representative of tγ whose support lies in a
regular neighborhood of γ.
Here the support of a diffeomorphism ϕ : S → S is the closure of the set
{x ∈ S;ϕ(x) 6= x}.
5.3 Criterion using the self intersection
We give an application of the operation µ in §4.4 to generalized Dehn twists.
Assume that S and E satisfy the assumption of Theorem 3.3. Let γ be
an unoriented loop on S \ ∂S. Suppose tγ is realizable as a diffeomorphism
and ϕ is a representative of tγ . Let ∗0, ∗1 ∈ E ⊂ ∂S be distinct points
and ℓ a simple path from ∗0 to ∗1. Since µ maps simple paths to zero and
any diffeomorphism preserves the simplicity of paths, for any n ≥ 0 we have
µ(ϕn(ℓ)) = µ(exp(nσ(L(γ)))) = 0. Therefore, we must have
µ(σ(L(γ))ℓ) = 0 ∈ Q̂ΠS(∗0, ∗1)⊗̂Q̂πˆ(S). (5.5)
This observation is useful to detect the non-realizability of generalized Dehn
twists. Using our cut and paste arguments in §3.5, let us consider this in a
more refined form.
Let N ⊂ S \ ∂S be a connected compact subsurface which is a neighbor-
hood of γ. First of all we give the following variant of Proposition 3.7. Let
N ⊂ S∗ \ ∂S be a connected compact subsurface with non-empty boundary,
which is not diffeomorphic to the disk. Assume that the inclusion homomor-
phism of fundamental groups π1(N) → π1(S) is injective. We number the
components of ∂N as ∂N =
∐n
i=1 Ci. For rational numbers ai, 1 ≤ i ≤ n,
we set F (a1, . . . , an) :=
∑n
i=1 aiL(Ci) ∈ Q̂πˆ(N)(2). Note that since Ci are
disjoint, the derivations L(Ci) commute with each other.
Proposition 5.9 ([33]). Keep the assumptions as above. Let U ∈ A(N, ∂N)
and U˜ ∈ A(S,E ∪ ∂N) and assume U˜(i(u)) = iU(u) for any p0, p1 ∈ ∂N
and u ∈ Q̂ΠN(p0, p1). Here i : ΠN |∂N → ΠS|E∪∂N is the inclusion homo-
morphism. Further assume φ(U˜ ) = 1, where φ : A(S,E ∪ ∂N) → A(S,E) is
the forgetful homomorphism. Then there exist rational numbers ai = a
U
i ∈ Q,
1 ≤ i ≤ n, such that U = exp(σ(F (a1, . . . , an))).
Morally, this proposition says such U is a product of rational Dehn twists:
U =
∏n
i=1(tCi)
ai . From the observation (5.5), Theorem 5.8, and Proposition
5.9, we can prove the following theorem.
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γ
Figure 5. the Pochhammer contour
Theorem 5.10 ([34]). Keep the notations as above and suppose that the in-
clusion homomorphism π1(N) → π1(S) is injective. If the generalized Dehn
twist tγ is realizable as a diffeomorphism, we have
µ(σ(L(γ))ℓ) = 0 ∈ Q̂ΠN(∗0, ∗1)⊗̂Q̂πˆ(N)
for any distinct points ∗0, ∗1 ∈ ∂N and any simple path ℓ ∈ ΠN(∗0, ∗1).
The following theorem provides many examples of unoriented loops γ such
that tγ is not realizable as a diffeomorphism. The proof is by taking N to be
a regular neighborhood of γ and ℓ a simple path intersecting γ transversely in
a single point, and showing that µ(σ(L(γ))ℓ) 6= 0.
Theorem 5.11 ([34]). Let γ ⊂ S\∂S be a generic non-simple loop and assume
that the inclusion homomorphism π1(N(γ))→ π1(S) is injective, where N(γ)
is a closed regular neighborhood of γ. Then the generalized Dehn twist tγ is
not realizable as a diffeomorphism.
For example, the generalized Dehn twist along a figure eight is not realiz-
able as a diffeomorphism. This is first proved in [41] [33] by a rather ad hoc
way. Here we say that an oriented generic loop γ is a figure eight if γ has a
single self intersection and the inclusion homomorphism π1(N(γ)) → π1(S)
is injective. For another example, suppose that γ is generic and non-simple,
and the inclusion map N(γ) →֒ S is a homotopy equivalence. Then tγ is not
realizable as a diffeomorphism. This shows that locally, a generalized Dehn
twist is never realized as a diffeomorphism. On the otherhand, let γ be an
unoriented loop shown in Figure 5. Since π1(N(γ)) → π1(S) is not injective,
Theorem 5.11 cannot be applied. However, if N is a neighborhood of γ dif-
feomorphic to a pair of pants as shown in Figure 5, and π1(N) → π1(S) is
injective, then we can apply Theorem 5.10 to conclude that tγ is not realizable
as a diffeomorphism.
We end this section with a conjecture about the characterization of simple
closed curves.
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Conjecture. Suppose tγ is realizable as a diffeomorphism. Then γ is homo-
topic to a power of a simple closed curve.
6 Classical theory revisited
In this section we reconsider the classical Torelli-Johnson-Morita theory for
the surface Σ = Σg,1, g > 0, in §2. Let l+g :=
∏∞
k=1 h
Z
g,1(k) ⊗ Q be the
degree completion of the target of the Johnson homomorphisms tensored by
the rationals Q. Massuyeau’s total Johnson map τθ associated to a symplectic
expansion θ of the group π = π1(Σ, ∗), introduced by Massuyeau [47], is an
embedding of the Torelli group Ig,1 into the pro-nilpotent Lie algebra l+g .
We introduce a Lie subalgebra L+(Σ) of the completed Goldman Lie algebra
Q̂πˆ(Σ), and decompose the map τθ into a natural embedding of the group Ig,1
into the pro-nilpotent Lie algebra L+(Σ) and an isomorphism of Lie algebras
−λθ : L+(Σ)
∼=
→ l+g induced by a tensorial description of Q̂πˆ(Σ) through the
symplectic expansion θ. Then we can give an algebraic description of the
geometric constraint on the Johnson image in §6.3. In particular, we show
that the Morita traces are recovered from this geometric constraint. In the
next section §7 we generalize some of these results to an arbitrary compact
oriented surface with non-empty boundary.
6.1 Symplectic expansions
We begin by considering a tensorial description of the completed group ring
Q̂π, where π = π1(Σ, ∗). As in §1.3, let H = H1(Σ;Q) = HZ ⊗Z Q be
the first rational homology group of the surface Σ, and let T̂ :=
∏∞
n=0H
⊗n
be the completed tensor algebra generated by H . The algebra T̂ has the
decreasing filtration given by T̂p :=
∏
n≥pH
⊗n, p ≥ 0, and is a complete Hopf
algebra with the coproduct ∆ given by ∆(X) = X⊗̂1 + 1⊗̂X for X ∈ H ,
and the antipode ι given by ι(X) = −X for X ∈ H . Note that the subset
1 + T̂1 is a subgroup of the multiplicative group of the algebra T̂ . For the
rest of this chapter we omit the symbol ⊗ for the multiplication in the algebra
T̂ . For example, we denote ω =
∑g
i=1 AiBi − BiAi ∈ H
⊗2
Z ⊂ H
⊗2 ⊂ T̂
for the symplectic form (see §2.2). Massuyeau [47] introduced the notion of
a symplectic expansion, which is a group like expansion of the free group
π = π1(Σ, ∗) ∼= F2g satisfying the symplectic condition (4) stated below. Let
ζ ∈ π be the based loop parallel to the negatively oriented boundary of Σ.
Definition 6.1 (Massuyeau [47]). A map θ : π → 1+ T̂1 is called a symplectic
expansion of π if
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(1) The map θ : π → 1 + T̂1 is a group homomorphism.
(2) For any x ∈ π we have θ(x) ≡ 1 + [x] mod T̂2.
(3) For any x ∈ π the element θ(x) is group-like, i.e., ∆θ(x) = θ(x)⊗̂θ(x).
(4) We have θ(ζ) = exp(ω) =
∑∞
n=0(1/n!)ω
⊗n.
Let L̂ ⊂ T̂ be the completed free Lie algebra generated by H . In other
words, L̂ is the set of primitive elements of the complete Hopf algebra T̂ ,
L̂ = L(T̂ ). For a map θ satisfying the condition (1)(2), we denote ℓθ := log θ.
If θ satisfies the condition (3), then ℓθ takes values in L̂. In general, we have
ℓθ(ζ) = ω+(higher term). The condition (4) is equivalent to ℓθ(ζ) = ω, i.e., all
the higher terms vanish, which we call the symplectic condition. This seems
a quite severe condition, however, symplectic expansions do exist and there
are infinitely many. The first example (with real coefficients) was given by
Kawazumi [30] via iterated integrals and the Green operator, and Massuyeau
[47] gave the second example using the LMO functor. There is also a purely
combinatorial construction by Kuno [42].
Fix a symplectic expansion θ. Then θ induces a filter-preserving isomor-
phism θ : Q̂π
∼=
→ T̂ of complete Hopf algebras. Moreover, from the condition
(4) we have an isomorphism θ : (Q̂π, Q̂〈ζ〉) → (T̂ ,Q[[ω]]) of pairs of complete
Hopf algebras. Here 〈ζ〉 is the infinite cyclic group generated by ζ and Q[[ω]]
is a formal power series ring generated by a primitive element ω.
6.2 The Lie algebra of symplectic derivations
We recall the definition of the Lie algebra of symplectic derivations. First we
make a couple of remarks about the intersection form on the surface Σ. The
first homology group H is equipped with a skew symmetric non-degenerate
bilinear form ( · ) : H ⊗H → Q called the intersection form. We identify H
and its dual H∗ = Hom(H,Q) by
H
∼=
→ H∗, X 7→ (Y 7→ (Y ·X)). (6.1)
A symplectic basis of H is a subset {Ai, Bi}
g
i=1 ⊂ H satisfying (Ai ·Bj) = δij ,
(Ai · Aj) = (Bi · Bj) = 0. Then the symplectic form ω is given by ω =∑g
i=1 AiBi −BiAi.
By definition, the Lie algebra of symplectic derivations, denoted by a−g
or Derω(T̂ ), is the Lie algebra of continuous derivations on the algebra T̂
annihilating ω. Since the algebra T̂ is generated by the degree 1 part as a
complete algebra, the restriction
a−g → Hom(H, T̂ ) = H
∗ ⊗ T̂ = H ⊗ T̂ = T̂1, D 7→ D|H (6.2)
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is injective. It is easy to show that the image coincides with Ker([ , ] : H ⊗
T̂ → T̂1). In other words, a−g is identified with the space of cyclically in-
variant tensors. If we define a homogeneous Q-linear map N : T̂ → T̂ by
N(X1 · · ·Xm) =
∑m
i=1Xi · · ·XmX1 · · ·Xi−1, for m ≥ 1, X1, . . . , Xm ∈ H ,
and N |H⊗0 = 0, then we have an identification
a−g =
∞∏
m=1
N(H⊗m). (6.3)
By a straightforward computation, we have the following.
Lemma 6.2. Under the identification (6.3), the Lie bracket of a−g is given by
[N(X1 · · ·Xm), N(Y1 · · ·Yn)]
=−
∑
i,j
(Xi · Yj)N(Xi+1 · · ·XmX1 · · ·Xi−1Yj+1 · · ·YnY1 · · ·Yj−1),
where m,n ≥ 1 and Xi, Yj ∈ H.
The Lie subalgebra ag := N(T̂2) is nothing but (the completion of) Kont-
sevich’s “associative” ag [40].
Let lg be the Lie subalgebra of a
−
g consisting of derivations D stabilizing
the coproduct of T̂ in the sense that ∆D = (D⊗̂1+1⊗̂D)∆. This condition is
equivalent to D(H) ⊂ L̂, thus the restriction of (6.2) to lg gives an identifica-
tion lg = Ker([ , ] : H ⊗ L̂ → L̂). Moreover, we have Ker([ , ] : H ⊗ L̂ → L̂) =
N(L̂⊗̂L̂) (see [31] Lemma 2.7.2). The Lie algebra lg is the degree completion
of Kontsevich’s “Lie” ℓg [40]. It should be remarked that the Lie algebra ℓg
was introduced earlier by Morita [53] [54] as a target of the Johnson homo-
morphisms. Let l+g be the ideal of lg consisting of derivations D such that
D(H) ⊂ L̂ ∩ T̂2. In fact, the Lie algebra l
+
g is nothing but the completion of
the Lie algebra
⊕∞
k=1 h
Z
g,1(k)⊗Q (see §2.2).
6.3 Algebraic interpretation of the Goldman bracket
Let θ be a symplectic expansion of π. Consider the Q-linear map Qπ →
N(T̂1) = a
−
g , π ∋ x 7→ Nθ(x). Since N(uv) = N(vu) for any u, v ∈ T̂ , this
map factors through to a map λθ : Qπˆ(Σ) → a−g . Namely if x ∈ π, then
λθ(|x|) = Nθ(x).
Using a symplectic expansion, we can relate the Goldman Lie algebra with
the Lie algebra of symplectic derivations.
Theorem 6.3 ([31]). (1) The map
−λθ : Qπˆ(Σ)→ N(T̂1) = a−g
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is a filter preserving Lie algebra homomorphism. The kernel is spanned
by the class of a constant loop 1 and the image is dense with respect to
the T̂1-adic topology.
(2) The following diagram commutes:
Qπˆ(Σ)× Qπ σ−−−−→ Qπ
−λθ×θ
y θy
a−g × T̂ −−−−→ T̂
Here the bottom horizontal arrow is the action by derivations.
Note that the minus sign comes from our convention about the isomorphism
(6.1). From Theorem 6.3 (1) the map λθ induces a filtered Lie algebra isomor-
phism Q̂πˆ(Σ)
∼=
→ a−g . As was shown in [42], Theorem 6.3 holds also for any Mag-
nus expansion satisfying the symplectic condition (4) in Definition 6.1. By def-
inition, we have a−g = {D ∈ Der(T̂ ); D(ω) = 0} = {D ∈ Der(T̂ ); D(e
ω) = 0}.
Hence, from Theorem 6.3, we have a filtration-preserving isomorphism
σ : Q̂πˆ(Σ)
∼=
→ Der∂(Q̂π), (6.4)
This is Theorem 4.13 for (S,E) = (Σ, {∗}).
Now consider the Torelli group Ig,1. For any ϕ ∈ Ig,1, the logarithm of
D̂N(ϕ) converges as an element of F1Der(Q̂π), since DN(ϕ)((Iπ)m) ⊂ (Iπ)m+1
for any m ≥ 1. From the fact ϕ(ζ) = ζ ∈ π follows log D̂N(ϕ) ∈ Der∂(Q̂π).
Hence we define the geometric Johnson homomorphism by
τ := σ−1 ◦ log ◦D̂N : Ig,1 → Q̂πˆ(Σ)(3), ϕ 7→ σ−1(log D̂N(ϕ)).
We remark D̂N(ϕ) = eσ(τ(ϕ)) for any ϕ ∈ Ig,1. Hence, if ϕ is the right
handed Dehn twist along a separating simple closed curve C ⊂ Σ, then we
have τ(tC) = L(C) by Theorem 5.3.
Recall that the action of the group Mg,1 on Q̂π preserves the coproduct
∆. Hence τ(Ig,1) is included in the stabilizer of ∆, which we denote
L(Σ) := {u ∈ Q̂πˆ(Σ); (σ(u)⊗̂σ(u))∆ = ∆σ(u)}, and
L+(Σ) := L(Σ) ∩ Q̂πˆ(Σ)(3).
The Lie algebra L+(Σ) is pro-nilpotent, so that the Hausdorff series define a
natural group structure on it. Hence the geometric Johnson homomorphism
τ : Ig,1 → L
+(Σ)
is an injective group homomorphism.
On the other hand, recall that lg =
∏∞
k=0 h
Z
g,1(k)⊗Q and l
+
g =
∏∞
k=1 h
Z
g,1(k)⊗
Q are exactly the stabilizer of ∆ in a−g and a
+
g := N(T̂3), respectively. Since
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θ : Q̂π
∼=
→ T̂ is a filtration-preserving isomorphism of complete Hopf alge-
bras, the isomorphism −λθ induces isomorphisms −λθ : L+(Σ)
∼=
→ l+g and
−λθ : L(Σ)
∼=
→ lg. From the construction, Massuyeau’s total Johnson map
τθ is decomposed as
τθ = −λθ ◦ τ : Ig,1 → L
+(Σ)
∼=
→ l+g .
In particular, the graded quotient of the geometric Johnson homomorphism τ
is the totality of the (original) Johnson homomorphims.
Our geometric re-construction of the Johnson homomorphisms leads us to
finding a geometric constraint of the Johnson image. We look at the map µ as
in §5.3. It is clear that the action of any ϕ ∈ Ig,1 preserves the map µ : Q̂π →
Q̂π⊗̂Q̂πˆ(Σ). Hence µ(enσ(τ(ϕ))v) = (enσ(τ(ϕ))⊗̂enσ(τ(ϕ)))µ(v) for any n ∈ Z
and v ∈ Q̂π. Taking the linear terms in n, we have µ(σ(τ(ϕ))v) = σ(τ(ϕ))µ(v).
This means (σ ⊗ 1)(v ⊗ δ(τ(ϕ))) = 0 from Theorem 4.8 (3), and δ(τ(ϕ)) = 0
from the isomorphism (6.4). Hence we obtain the following theorem.
Theorem 6.4 ([34]).
δ ◦ τ = 0: Ig,1 → L
+(Σ)→ Q̂πˆ(Σ)⊗̂Q̂πˆ(Σ).
6.4 The Turaev cobracket and the Morita trace
From Theorem 6.3, the space a−g has a structure of a complete Lie bialgebra
with a (θ-dependent) Lie cobracket δθ := ((−λθ)⊗̂(−λθ))◦δ ◦ (−λθ)
−1. In this
subsection we shall study the Laurent expansion of δθ. The key ingredients
is a tensorial description of the homotopy intersection form (see §4.3) due to
Massuyeau and Turaev [49]. As in §4.5, we see that η extends to η : Q̂π⊗̂Q̂π →
Q̂π. Let ε : T̂ → T̂ /T̂1 = Q be the augmentation map. Define a Q-bilinear
map
•
❀ : T̂1⊗̂T̂1 → T̂ by
X1 · · ·Xm
•
❀ Y1 · · ·Yn := (Xm · Y1)X1 · · ·Xm−1Y2 · · ·Yn ∈ H⊗m+n−2
for any m, n ≥ 1, and Xi, Yj ∈ H . Here (Xm · Y1) ∈ Q is the intersection
pairing of Xm and Y1 ∈ H . A Q-linear map ρ : T̂ ⊗̂T̂ → T̂ is defined by
ρ(a⊗̂b) = ρ(a, b) := (a− ε(a))
•
❀ (b− ε(b)) + (a− ε(a))s(ω)(b − ε(b)) (6.5)
for any a and b ∈ T̂ , where s(z) is the formal power series
s(z) =
1
e−z − 1
+
1
z
= −
1
2
−
∑
k≥1
B2k
(2k)!
z2k−1 = −
1
2
−
z
12
+
z3
720
−
z5
30240
+ · · · .
Here B2k’s are the Bernoulli numbers.
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Theorem 6.5 ([49]). Let θ : π → T̂ be a symplectic expansion. Then the
following diagram commutes:
Q̂π⊗̂Q̂π
η
−−−−→ Q̂π
θ⊗̂θ
y θy
T̂ ⊗̂T̂
ρ
−−−−→ T̂ .
Let us fix a symplectic expansion θ. We define Q-linear maps κθ : T̂ ⊗̂T̂ →
T̂ ⊗̂T̂ and µθ : T̂ → T̂ ⊗̂a−g so that the diagrams
Q̂π⊗̂Q̂π κ−−−−→ Q̂π⊗̂Q̂π
θ⊗̂θ
y θ⊗̂θy
T̂ ⊗̂T̂
κθ
−−−−→ T̂ ⊗̂T̂ .
and
Q̂π
µ
−−−−→ Q̂π⊗̂Q̂πˆ
θ
y −θ⊗̂λθy
T̂
µθ
−−−−→ T̂ ⊗̂a−g .
commute. From Proposition 4.7 and Theorem 6.5, the map κ = κθ does not
depend on the choice of θ. Explicitly, for X,Y ∈ H we have
κ(X ⊗ Y ) = −(1⊗̂1)((1⊗̂ι)∆ρ(X,Y ))(1⊗̂1)
= −(X · Y )(1⊗̂1)− (1⊗̂ι)∆(Xs(ω)Y ). (6.6)
On the other hand, the map µθ depends on the choice of θ. By Proposition
4.16, for any m ≥ 0 and Xi ∈ H , 1 ≤ i ≤ m, we have
µθ(X1 · · ·Xm)
=(1⊗̂(−N))
∑
i<j
(X1 · · ·Xi−1⊗̂1)κ(Xi, Xj)(Xj+1 · · ·Xm⊗̂Xi+1 · · ·Xj−1)
+
m∑
i=1
(X1 · · ·Xi−1⊗̂1)µθ(Xi)(Xi+1 · · ·Xm⊗̂1). (6.7)
We consider the Laurent expansion of µθ. We denote by µθ(k) the degree k
part of µθ. In other words, we have
µθ(X1 · · ·Xm) =
∞∑
k=−∞
µθ(k)(X1 · · ·Xm), µ
θ
(k)(X1 · · ·Xm) ∈ H
⊗(m+k)
for Xi ∈ H , 1 ≤ i ≤ m. We define the homogeneous Q-linear map µalg : T̂ →
T̂ ⊗̂a−g by
µalg(X1 · · ·Xm) =
∑
i<j
(Xi ·Xj)X1 · · ·Xi−1Xj+1 · · ·Xm⊗̂N(Xi+1 · · ·Xj−1)
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for m ≥ 0 and Xi ∈ H , 1 ≤ i ≤ m. Looking at (6.7) and (6.6) in detail,
we have the following. As is announced in [50] Remark 7.4.3, this result is
obtained independently by Massuyeau and Turaev [51].
Theorem 6.6 ([34][51]). For any u ∈ T̂ we have
(1) µθ(k)(u) = 0 for k ≤ −3 and k = −1,
(2) µθ(−2)(u) = µ
alg(u), and
(3) µθ(0)(u) = (−1/2)(1⊗̂N(u)).
Therefore, for any u ∈ T̂ we can write
µθ(u) = µalg(u)−
1
2
(1⊗̂N(u)) + µθ(1)(u) + µ
θ
(2)(u) + · · · .
In general, the higher terms µθ(k)(u), k ≥ 1, do depend on the choice of θ.
Now we consider the Lie cobracket δθ. We denote by δθ(k) the degree k part
of δθ, i.e.,
δθ(N(X1 · · ·Xm)) =
∞∑
k=−∞
δθ(k)(N(X1 · · ·Xm)),
and δθ(k)(N(X1 · · ·Xm)) ∈ N(H
⊗(m+k)) for Xi ∈ H , 1 ≤ i ≤ m. We define the
homogeneous Q-linear map δalg : a−g → a
−
g ⊗̂a
−
g by
δalg(N(X1 · · ·Xm))
=−
∑
i<j
(Xi ·Xj)
{
N(Xi+1 · · ·Xj−1)⊗̂N(Xj+1 · · ·XmX1 · · ·Xi−1)
−N(Xj+1 · · ·XmX1 · · ·Xi−1)⊗̂N(Xi+1 · · ·Xj−1)
}
for m ≥ 1 and Xi ∈ H , 1 ≤ i ≤ m. We call δalg Schedler’s cobracket since it
was introduced by Schedler [74]. By Proposition 4.10, and Theorem 6.6, for
any u ∈ a−g we have
δθ(u) = δalg(u) + δθ(1)(u) + δ
θ
(2)(u) + · · · ,
and in general the higher terms δθ(k)(u), k ≥ 1, depend on the choice of θ. As
a corollary of Theorem 6.4, we have
δalg ◦ τ = 0:
∞⊕
k=1
grk(Ig,1)→
∞⊕
k=1
hZg,1(k)→ a
−
g ⊗̂a
−
g .
Finally we show that Schedler’s cobracket δalg restricted to l+g recovers the
Morita traces of all degrees Trk : (l
+
g )(k+2) := h
Z
g,1(k) ⊗ Q → S
kH , k ≥ 3
(see §2.2). Here SkH is the k-th symmetric power of H . Let p1 : a−g =
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m=1N(H
⊗m)→ N(H⊗1) = H be the first projection, i : a−g =
∏∞
m=1N(H
⊗m) →֒∏∞
m=1H
⊗m = T̂1 the inclusion map, and ̟ : T̂ → Ŝym(H) :=
∏∞
m=0 S
m(H)
the natural projection. We define
s := ̟ ◦ (p1⊗̂i) : a
−
g ⊗̂a
−
g → H ⊗ T̂1 = T̂2 → Ŝym(H).
By some straightforward computation we obtain the following.
Theorem 6.7 ([34]). For any k ≥ 3, we have
s ◦ δalg|(l+g )(k+2) = (−k)× Trk : (l
+
g )(k+2) = h
Z
g,1(k)⊗Q→ S
kH.
Thus all the Morita traces are derived from the geometric fact that any
diffeomorphism preserves the self-intersection of any curve on the surface. Very
recently Enomoto [12] proved that the Enomoto-Satoh traces [13] are inside of
Schedler’s cobracket δalg. But we do not know whether they are inside of the
Turaev cobracket δθ itself or not.
7 Compact surfaces with non-empty boundary
Let Σg,r be a compact connected oriented surface of genus g with r boundary
components. Now we generalize some of the results in §6 to such a surface with
r > 0. Throughout this section we work over the rationals Q. In particular, we
denote by H∗(X,A) the rational homology group H∗(X,A;Q) for any pair of
spaces (X,A). Let S = Σg,n+1 for some g and n ≥ 0. Note that the interior of
the surface S has a complete hyperbolic structure. We number the components
of the boundary ∂S =
∐n
j=0 ∂jS. Choose one point ∗j from each ∂jS to form
a finite set E := {∗j}nj=0 ⊂ ∂S. Gluing (n + 1) copies of the 2-disks on the
surface S along the boundary, we obtain a closed surface S ∼= Σg.
In §7.1 we construct an analogous Lie algebra associated to the surface
S for the degree completion a−g of an enhancement of Kontsevich’s associa-
tive ag, where we need an additional data on the inclusion homomorphism
H1(S) → H1(S). In §7.2 we introduce a Magnus expansion of the groupoid
ΠS|E satisfying some boundary condition, which induces an isomorphism of
Lie algebras from the completed Goldman Lie algebra onto the Lie algebra
constructed in §7.1. As a consequence of the isomorphism, we obtain Theo-
rem 4.13. The geometric Johnson homomorphism on the largest Torelli group
of S in the sense of Putman [68] is defined to be an embedding of the Torelli
group into some pro-nilpotent Lie subalgebra of Q̂πˆ(S) in §7.3. Its image is
included in the kernel of the Turaev cobracket in a similar way to Σg,1.
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7.1 The “associative” Lie algebra for a compact surface
We use similar notation to that in §2.3 and §6. Let H be a finite-dimensional Q
vector space. Then let T̂ (H) :=
∏∞
m=0H
⊗m be the completed tensor algebra
over H , and N = NH : T̂ (H)→ T̂ (H) the cyclic symmetrizer or the cyclicizer
defined by N |H⊗0 := 0 and N(X1 · · ·Xm) :=
∑m
i=1Xi · · ·XmX1 · · ·Xi−1 for
m ≥ 1 and Xi ∈ H . As in §6 we omit the symbol ⊗ if it means the product
in the algebra T̂ (H). The filtered Q-vector space N(T̂ (H)1) is an analogue of
the Lie algebra a−g , the degree completion of an enhancement of Kontsevich’s
“associative” Lie algebra ag. The algebra T̂ (H) is filtered by the two-sided
ideals T̂ (H)p :=
∏∞
m≥pH
⊗m, p ≥ 1, and constitutes a complete Hopf algebra
whose coproduct ∆: T̂ (H) → T̂ (H)⊗̂T̂ (H) is given by ∆(X) = X⊗̂1 + 1⊗̂X
for any X ∈ H .
Let S be a surface as above. Then the fundamental group π1(S) is a free
group of finite rank, where we may choose any point in S. The reason why we
introduce a Lie algebra structure on the filtered Q-vector space N(T̂ (H1(S))1)
comes from the following proposition.
Proposition 7.1 ([33] Corollary 4.3.5.). For any group-like expansion θ : π1(S)→
T̂ (H1(S)), the map Nθ : Qπˆ(S) → N(T̂ (H1(S))1), given by (Nθ)(|x|) :=
N(θ(x)) for any x ∈ π1(S), is injective, and induces an isomorphism of filtered
Q-vector space
Nθ : Q̂πˆ(S)
∼=
→ N(T̂ (H1(S))1).
Proof. We simply write π = π1(S) and πˆ = πˆ(S). Let Qπc and Q̂π
c
be
the group ring of the group π and its completion, respectively, which we re-
gard as left Qπ-modules by conjugation of the group π. Since the interior
of S has a complete hyperbolic structure, we have a natural injective map
λ : Qπˆ/Q1 → H1(π;Qπc) introduced in Proposition 3.4.3 [31]. The comple-
tion map Qπc → Q̂π
c
is injective, so that the induced map H1(π;Qπc) →
H1(π; Q̂π
c
) is also injective, since π is free and so H2(π; Q̂π
c
/Qπc) = 0. The
group-like expansion θ induces an isomorphism H1(π; Q̂π
c
)
∼=
→ N(T̂ (H1(S))1)
in the context of twisted homology of (complete) Hopf algebras. By straight-
forward computation in Lemma 5.3.2 [31] using the group-like condition of
θ, we can prove that the composite of these maps equals the map Nθ. In
particular, Nθ : Qπˆ′(S) → N(T̂ (H1(S))1) is injective. Clearly the image of
Nθ is dense in N(T̂ (H1(S))1), and N(T̂ (H1(S))1) is complete with respect
to the filtration {N(T̂ (H1(S))m}∞m=1. As was proved in Lemma 4.3.3 [33],
(Nθ)−1(N(T̂ (H1(S))m)) = |Q1+ Iπm| for any m ≥ 1. This proves the rest of
the assertions of the proposition.
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Through the isomorphism Nθ we can consider a Lie algebra structure on
N(T̂ (H1(S)1). In this subsection we will give a candidate for such a structure.
As will be stated in the next subsection, the map −Nθ is an isomorphism of
Lie algebras for some expansion θ.
Recall S ∼= Σg,n+1, ∂S =
∐n
j=0 ∂jS and S is a closed surface of genus g
obtained from capping the boundary components of S by (n + 1) disks. The
first homology group H1(S) is a symplectic vector space of dimension 2g. We
denote by ω ∈ H1(S)⊗2 the symplectic form on it. If {Ai, Bi}
g
i=1 ⊂ H1(S) is a
symplectic basis, then we have ω =
∑g
i=1 AiBi−BiAi. Let Cj ∈ H1(S) be the
homology class of a boundary loop on ∂jS in the positive direction. Consider
the inclusion map i : S →֒ S. In the homology exact sequence
H2(S, S)
∂∗−→ H1(S)
i∗−→ H1(S) −→ 0, (7.1)
the set {Cj}nj=1 is a basis of the image Im(∂∗). To define our Lie bracket
on N(T̂1(H1(S))), we need to choose a section of the surjection i∗ : H1(S) →
H1(S). We denote by Sect(i∗) the set of all sections of the surjection i∗.
Any complex structure of the surface S defines a canonical R-valued section
of the surjection i∗ : H1(S;R)→ H1(S;R) induced by the normalized Abelian
integrals of the third kind if we regard the interior of S as a punctured Riemann
surface.
Fix a section s ∈ Sect(i∗). We denote Asi := s(Ai), B
s
i := s(Bi) ∈ H1(S)
and ωs := s
⊗2(ω) =
∑g
i=1 A
s
iB
s
i − B
s
iA
s
i ∈ H1(S)
⊗2. The set {Asi , B
s
i }
g
i=1 ∪
{Cj}
n
j=1 is a basis of H1(S). Let u =
∑g
i=1 A
s
iu
′
i +
∑g
i=1 B
s
i u
′′
i +
∑n
j=1 Cju
0
j
and v =
∑g
i=1A
s
i v
′
i +
∑g
i=1 B
s
i v
′′
i +
∑n
j=1 Cjv
0
j be elements of N(T̂ (H1(S))1),
where u′i, u
′′
i , u
0
j , v
′
i, v
′′
i , v
0
j ∈ T̂ (H1(S)). Then a bracket [u, v] = [u, v]s of u and
v is defined by
[u, v]s := −N
 g∑
i=1
u′iv
′′
i − u
′′
i v
′
i +
n∑
j=1
Cj(u
0
jv
0
j − v
0
ju
0
j)
 ∈ N(T̂ (H1(S))1).
(7.2)
It is easy to prove that the bracket does not depend on the choice of the
symplectic basis {Ai, Bi}
g
i=1 and satisfies the Jacobi identity. We denote by
N(T̂1)s = N(T̂ (H1(S))1)s the Lie algebra N(T̂ (H1(S))1) equipped with the
Lie bracket [ , ]s. As Massuyeau and Turaev [50] [51] point out, this Lie algebra
structure is related to quiver theory. If g = 0 or n = 0, then the set Sect(i∗)
is a singleton, and N(T̂1)s is just the Lie algebra of special derivations of the
algebra T̂ or that of symplectic derivations, a−g , respectively.
For any compact connected oriented surface S the map −Nθ is a Lie al-
gebra isomorphism if an expansion θ satisfies some condition, which will be
formulated in the next subsection.
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7.2 A tensorial description of the Goldman Lie algebra
Let (S,E) be as above. We begin this subsection by introducing the notion
of a Magnus expansion of the groupoid ΠS|E . In this subsection we simply
write H = H1(S), T̂ = T̂ (H1(S)) and so on. If M is a monoid, then we denote
by ME the small category such that the set of objects is E, and the set of
morphisms from ∗a to ∗b, 0 ≤ a, b ≤ n, is defined by (ME)(∗a, ∗b) := M . The
composite and the unit in the monoid M induce the composite and the units
in the category ME . For example, we consider the small category T̂E and the
groupoid (1 + T̂1)E over the set E.
Definition 7.2. A homomorphism θ : ΠS|E → (1+T̂1)E of groupoids over the
set E is a Magnus expansion of the pair (S,E), if the restriction to π1(S, ∗a),
θ : π1(S, ∗a) → 1 + T̂1, is a Magnus expansion in Definition 2.5 for any a,
0 ≤ a ≤ n.
It is easy to show that a homomorphism θ : ΠS|E → (1 + T̂1)E is a Mag-
nus expansion if θ : π1(S, ∗b) → 1 + T̂1 is a Magnus expansion of the free
group π1(S, ∗b) for some b, 0 ≤ b ≤ n. Any Magnus expansion θ induces
an isomorphism θ : Q̂ΠS|E
∼=−→ T̂E . Hence, for any two Magnus expan-
sions θ and θ′, there exists a unique derivation uˆ0 ∈ F1Der(T̂E) such that
θ′ = (exp uˆ0) ◦ θ : ΠS|E → (1+ T̂1)E . Here F1Der(T̂E) is the Lie subalgebra of
all derivations D increasing the filtration on T̂E strictly (see §3.2). A group-
like expansion is defined to be a Magnus expansion whose target is reduced to
Gr(T̂ )E , where Gr(T̂ ) is the set of group-like elements in the complete Hopf
algebra T̂ .
Let s ∈ Sect(i∗) be a section of the surjection i∗ as in §7.1. Then we
introduce some boundary condition on a Magnus expansion θ with respect to
the section s. Let ξj ∈ π1(S, ∗j), 0 ≤ j ≤ n, be a based boundary loop along
∂jS in the positive direction. We define the boundary condition with respect
to the section s, which we denote by (♯s), by
θ(ξj) =
{
exp(−ωs + C0) = exp(−ωs −
∑n
j=1 Cj), if j = 0,
exp(Cj), if 1 ≤ j ≤ n.
(7.3)
A group-like expansion satisfying the condition (♯s) is a generalization of a
symplectic expansion. If we fix a complex structure on the surface S and
regard the interior of S as a punctured Riemann surface, then we can construct
a canonical R-valued group-like expansion satisfying the condition (♯s) with
respect to the canonical section stated above by a similar way to [30].
Now we can state the following theorem.
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Theorem 7.3 ([35][51]). If a Magnus expansion θ satisfies the condition (♯s),
then the map
−Nθ : Q̂πˆ(S)→ N(T̂1)s
is a Lie algebra isomorphism.
Recall the natural action of Q̂πˆ(S) on the completion Q̂ΠS|E and the Lie
algebra homomorphism
σ : Q̂πˆ(S)→ Der∂(Q̂ΠS|E)
stated in §4.5. Theorem 4.13 asserts that the map σ is an isomorphism.
Here we remark that σ does not preserve the filtrations if S 6= Σg,1. This
seems to be related to the diversity of the Torelli groups [68]. A homomor-
phism similar to σ is constructed for the Lie algebra N(T̂1)s and the small
category T̂E. We begin by defining a derivation on T̂ = (T̂E)(∗0, ∗0). Let
u =
∑g
i=1 A
s
iu
′
i +
∑g
i=1B
s
i u
′′
i +
∑n
j=1 Cju
0
j be an element of N(T̂1)s. Then a
continuous derivation σ0s (u) of the algebra T̂ is defined by
σ0s(u)(A
s
i ) := u
′′
i , σ
0
s (u)(B
s
i ) := −u
′
i and σ
0
s(u)(Cj) := u
0
jCj − Cju
0
j
for 1 ≤ i ≤ g and 1 ≤ j ≤ n. We define u00 := 0 for our convenience. Then a
continuous derivation σs(u) of the small category T̂E is defined by
σs(u)(v) := −u
0
av + σ
0
s (u)(v) + vu
0
b (7.4)
for any v ∈ (T̂E)(∗a, ∗b) = T̂ , 0 ≤ a, b ≤ n. Similarly we denote by Der∂(T̂E)
the Lie algebra of continuous derivations annihilating −ωs+C0 ∈ (T̂E)(∗0, ∗0)
and Cj ∈ (T̂E)(∗j , ∗j), 1 ≤ j ≤ n. Then we have a Lie algebra homomorphism
σs : N(T̂1)s → Der∂(T̂E).
By some straightforward computation, we can prove that σs is an isomorphism.
Theorem 7.4 ([35][51]). If θ is a Magnus expansion of the pair (S,E) satis-
fying the condition (♯s), then the diagram
Q̂πˆ(S) σ−−−−→ Der∂(Q̂ΠS|E)
−Nθ
y θy
N(T̂1)s
σs−−−−→ Der∂(T̂E)
commutes.
To prove Theorems 7.3 and 7.4, we consider a group-like expansion θ¯ ob-
tained by gluing a symplectic expansion of Σg,1 and a special expansion of
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Σ0,n+2. Here a group-like expansion θ : ΠΣ0,n+2|E → (1 + T̂ (H1(Σ0,n+2))1)E
is called a special expansion if it satisfies θ(ξj) = e
Cj for any j ≥ 0. By a simi-
lar argument to that in [31] on relative twisted homology we deduce Theorems
7.3 and 7.4 for the expansion θ¯. As a corollary of them, we obtain Theorem
4.13, from which Theorems 7.3 and 7.4 for any expansion with the condition
(♯s) follow.
Independently Massuyeau and Turaev [51] give a proof of Theorems 7.3
and 7.4 in the context of quiver theory. See also [50].
7.3 The geometric Johnson homomorphism
Let (S,E) be as above, andM(S) =M(S, ∂S) the mapping class group of the
surface S fixing the boundary ∂S pointwise (see §3.4). The largest Torelli group
IL(S) in the sense of Putman [68] is defined to be the kernel of the natural
action on the quotient H1(S)/(
∑n
j=0QCj). In this subsection we introduce
a pro-nilpotent Lie subalgebra L+(S) of the completed Goldman Lie algebra
Q̂πˆ(S), and construct a natural embedding τ : IL(S) →֒ L+(S), the geometric
Johnson homomorphism for the surface S, using the isomorphism
σ : Q̂πˆ(S)
∼=
→ Der∂(Q̂ΠS|E)
in Theorem 4.13.
By Theorem 3.3, the Dehn-Nielsen map D̂N : M(S) → Aut(Q̂ΠS|E) is
injective. If ϕ ∈ IL(S), then, by some straightforward argument, we have
the logarithm log D̂N(ϕ) =
∑∞
n=1((−1)
n−1/n)(D̂N(ϕ) − 1)n as an element of
Der∂(Q̂ΠS|E). From Theorem 4.13 we can define
τ(ϕ) := σ−1
(
log D̂N(ϕ)
)
∈ Q̂πˆ(S).
Hence we obtain a natural embedding τ : IL(S) →֒ Q̂πˆ(S).
We use Putman’s capping argument [68] to define Lie subalgebras Q̂πˆ(S)(2 13 )
and L+(S). Let gj ≥ 1 be a positive integer for 1 ≤ j ≤ n. We glue Σgj ,1 on
S along ∂jS for each j ≥ 1 to obtain a compact connected oriented surface
S˜ := S∪∂S\∂0S
⋃n
j=1 Σgj ,1 of genus g+
∑n
j=1 gj with one boundary component.
We denote by ι : S →֒ S˜ the inclusion map. Then the kernel of the induced
homomorphism ι∗ : Q̂πˆ(S) → Q̂πˆ(S˜) is spanned by the set {| log ξj |}nj=1 [33]
Lemma 6.2.3 (2). Choose a section s ∈ Sect(i∗). We define a weight wts on
the algebra T̂ by wts(A
s
i ) = wts(B
s
i ) = 1 and wts(Cj) = 2 for 1 ≤ i ≤ g and
1 ≤ j ≤ n. The following is the key lemma to define Q̂πˆ(S)(2 13 ) and L
+(S).
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Lemma 7.5. If θ : ΠS|E → (1+T̂1)E is a Magnus expansion of the pair (S,E)
satisfying the condition (♯s), then we have
(ι∗)−1(Q̂πˆ(S˜)(3)) = Ker(ι∗)⊕ (Nθ)−1
(
{u ∈ N(T̂1) ⊂ T̂1; wtsu ≥ 3}
)
.
We define
Q̂πˆ(S)(2
1
3
) := Q̂πˆ(S)(2) ∩ (ι∗)−1(Q̂πˆ(S˜)(3))
= (Nθ)−1
(
{u ∈ N(T̂1) ⊂ T̂1; wtsu ≥ 3}
)
,
which does not depend on the choice of integers gj’s, a Magnus expansion θ
nor a section s by Lemma 7.5. We have Q̂πˆ(S)(3) ⊂ Q̂πˆ(S)(2 13 ) ⊂ Q̂πˆ(S)(2).
The restriction of ι∗ to Q̂πˆ(S)(2) is injective, and Q̂πˆ(S˜)(3) is pro-nilpotent.
Hence Q̂πˆ(S)(2 13 ) is also pro-nilpotent, so that it has a natural group struc-
ture induced by the Hausdorff series. The inclusion τ(IL(S)) ⊂ Q̂πˆ(S)(2 13 )
follows from some straightforward argument. By construction the injective
map τ : IL(S) → Q̂πˆ(S)(2 13 ) is a group homomorphism. We define a Lie
subalgebra L+(S) by
L+(S) := {u ∈ Q̂πˆ(S)(2
1
3
); (σ(u)⊗̂σ(u))∆ = ∆σ(u)}.
Here we have Q̂πˆ(Σg,1)(2 13 ) = Q̂πˆ(Σg,1)(3), and so L
+(Σg,1) equals what we
have defined in §6. For an arbitrary S, the subalgebra L+(S) can be regarded
as a subgroup of Q̂πˆ(S)(2 13 ). The image τ(I
L(S)) is included in L+(S), since
any element of M(S) preserves the coproduct ∆ in Q̂ΠS|E . Consequently we
obtain an injective group homomorphism
τ : IL(S) →֒ L+(S),
which we call the geometric Johnson homomorphism for the surface S. Note
that notation here is different from [33] §6.3 and [34] §5.1, where we discussed
Putman’s “smallest Torelli group”. In fact, when S 6= Σg,1 the Lie algebra
L+(S,E) in [33] [34] is a proper subspace of L+(S). Recently Church [7]
constructed the first Johnson homomorphism for all kinds of Putman’s Torelli
groups [68]. We do not know any relation between Church’s construction and
ours.
From the same argument as in Theorem 6.4 follows
Theorem 7.6.
δ ◦ τ = 0: IL(S)→ L+(S)→ Q̂πˆ(S)⊗̂Q̂πˆ(S).
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8 Other topics and applications
In this section, we discuss other related topics. In §8.1, continuing the discus-
sion in §5, we study the action of a Dehn twist on the fundamental groupoid
of the surface. In §8.2, we describe the Lie algebra of chord diagrams, which
comes from the Sp-invariants of the Lie algebra of symplectic derivations. An
idea of using chord diagrams for description of the Sp-invariant tensors inH⊗m
goes back to a classical result due to Weyl [81]. In §8.3, we make remarks on
the center of the Goldman Lie algebra and show a result on a surface of infinite
genus. In §8.4, we make a review on the homological Goldman Lie algebra,
which is a quotient of the Goldman Lie algebra. It is easier to handle than the
Goldman Lie algebra, but still we have not reached a full understanding of it.
We especially focus on its homological properties.
8.1 The action of Dehn twists on the nilpotent quotients
Let S and E be as in §3.3. Fix an integer k ≥ 1. For p0, p1 ∈ E, we define
NkQΠS(p0, p1) : = F1QΠS(p0, p1)/Fk+1QΠS(p0, p1)
∼= F1Q̂ΠS(p0, p1)/Fk+1Q̂ΠS(p0, p1).
The mapping class group M(S,E) acts on the Q-vector space NkQΠS(p0, p1)
through the Dehn-Nielsen homomorphism (3.2). In this subsection we mention
a few results about this action.
Notice that generalized Dehn twists induce Q-linear automorphisms of
NkQΠS(p0, p1). Let γ ⊂ S∗ \ ∂S be an unoriented loop. Since L(γ) ∈
Q̂πˆ(S∗)(2), we have σ(L(γ))u ∈ Fk+1Q̂ΠS(p0, p1) for any u ∈ Fk+1Q̂ΠS(p0, p1),
cf. Proposition 4.11. This implies that σ(L(γ)) induces a Q-linear endomor-
phism of NkQΠS(p0, p1), and tγ = exp(σ(L(γ))) induces a Q-linear automor-
phism of NkQΠS(p0, p1). Fix q ∈ S∗ and let γ1 and γ2 be unoriented loops
on S∗ represented by loops x1 and x2 based at q, respectively. As in §2.1,
let Nkπ1(S
∗, q) = π1(S∗, q)/Γk+1(π1(S∗, q)) be the k-th nilpotent quotient of
π1(S
∗, q).
Proposition 8.1. If x1 = x2 ∈ Nkπ1(S∗, q), then tγ1 = tγ2 on NkQΠS(p0, p1).
Moreover, if the homology classes [x1], [x2] ∈ H1(S∗;Z) are zero, then tγ1 = tγ2
on Nk+1QΠS(p0, p1).
Proof. For simplicity we denote π∗ = π1(S∗, q). Since x1 = x2 ∈ Nk(π∗) there
exists some a ∈ Γk+1(π
∗) such that x1 = x2a. Then a− 1 ∈ (Iπ∗)k+1. Since
(x1 − 1)− (x2 − 1) = x2(a − 1) ∈ (Iπ∗)k+1, (1/2)(logx1)2 − (1/2)(log x2)2 ∈
Fk+2Q̂π∗. Therefore, L(γ1) − L(γ2) ∈ Q̂πˆ(S∗)(k + 2). By Proposition 4.11,
σ(L(γ1)) = σ(L(γ2)) on NkQΠS(p0, p1).
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The condition [x1] = [x2] = 0 ∈ H1(S∗;Z) means that x1 − 1 and x2 − 1
are elements of (Iπ∗)2. Hence (1/2)(log x1)2 − (1/2)(logx2)2 ∈ Fk+3Q̂π∗ and
L(γ1)− L(γ2) ∈ Q̂πˆ(S∗)(k + 3). This proves the latter part.
Suppose S and E satisfy the assumption of Theorem 3.3 and p0 = p1.
The map π1(S, p0)→ NkQΠS(p0, p0) = Iπ1(S, p0)/(Iπ1(S, p0))k+1, x 7→ x− 1
induces a M(S,E)-equivariant injection Nk(π1(S, p0))→ NkQΠS(p0, p0).
Corollary 8.2. Keep the assumptions as above and choose q ∈ S. Let C1
and C2 be simple closed curves on S, and let x1 and x1 be loops based at q
representing C1 and C2. If x1 = x2 ∈ Nk(π1(S, p0)), then the action of the
Dehn twists tC1 and tC2 on Nk(π1(S, p0)) coincide. Moreover, if C1 and C2
are separating, the the action of tC1 and tC2 on Nk+1(π1(S, p0)) coincide.
This is first proved for the classical case S = Σg,1 in [31] Theorem 1.1.2.
We do not know whether this corollary can be proved without using the results
in §5.
Now we consider the case the surface is Σ = Σg,1 as in §2 and §6. We
shall give a partial result about formulas for the Johnson maps of a Dehn
twist, which is closely related to the action of a Dehn twist on the nilpotent
quotients of the fundamental group π = π1(Σ, ∗). Fix a symplectic expansion
θ of π, cf. Definition 6.1. Recall from §2.3 the total Johnson map T θ and
the k-th Johnson map τθk associated to θ. Note that the action of ϕ ∈ Mg,1
on the k-th nilpotent quotient Nk = Nk(π) is determined by |ϕ| and τθi (ϕ),
1 ≤ i ≤ k − 1.
Recall from §6.3 that any symplectic expansion θ induces a filtered Lie
algebra isomorphism −λθ : Q̂πˆ
∼=→ a−g . Let γ be an unoriented free loop on
Σ. We set Lθ(γ) := λθ(L(γ)) = (1/2)N(ℓ
θ(x)ℓθ(x)) ∈ lg, where x ∈ π is a
representative of γ. By Theorems 5.3 and 6.3, if C is a simple closed curve on
Σ, then
T θ(tC) = exp(−L
θ(C)) ∈ Aut(T̂ ). (8.1)
Let Lθk be the degree k part of L
θ. For example, Lθ2(C) = [C][C] ∈ H
⊗2,
where [C] ∈ H is the homology class of C with a fixed orientation. For X ∈ H
we have Lθ2(C)X = (X · [C])[C], thus (L
θ
2(C))
2|H = 0. From (8.1), computing
modulo T̂2 we obtain
|tC |X = X − L
θ
2(C)X = X − (X · [C])[C], for X ∈ H.
This is the classical transvection formula. Computing modulo higher tensors,
we obtain explicit formulas for τθk (tC).
Theorem 8.3 ([31]). Let θ be a symplectic expansion and C a non-separating
simple closed curve on Σ. For simplicity we denote Lk = L
θ
k(C). Then we
have
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(1) τθ1 (tC) = −L3,
(2) τθ2 (tC) = −L4 +
1
2
[L2, L4] +
1
2
(L3)
2.
Note that if x ∈ π is a representative of C, then Lθ3(C) = [x] ∧ ℓ
θ
2(x) ∈
Λ3H ⊂ H⊗3 (see [31] Lemma 6.4.1). At the present stage we do not know
explicit formulas for τθk (tC), k ≥ 3 and C non-separating. If C is separating,
the formula for τθk becomes simple since L
θ
2(C) = 0. See [31] Theorem 6.3.1.
8.2 Lie algebras based on chord diagrams
As in §6, let H = H1(Σ;Q) be the first rational homology group of the surface
Σ = Σg,1 and Sp = Sp(H) ∼= Sp(2g;Q). A classical result of Weyl [81] is that
the space of Sp-invariant tensors in H⊗m is generated by chord diagrams. The
idea is to make the symplectic form ω correspond to a labeled chord. This
description of Sp-invariant tensors has been used in several works such as [40]
[37] [60] [59].
In this subsection we review Lie algebra structures on the spaces of chord
diagrams introduced in [32], which come from the Lie bracket on the Sp-
invariants of the Lie algebras Der(T ) and Derω(T ). Here T =
⊕∞
m=0H
⊗m is
the tensor algebra generated by H , Der(T ) is the Lie algebra of derivations
of T , and Derω(T ) is the Lie subalgebra of Der(T ) consisting of derivations
annihilating ω. Note that the degree completion of Derω(T ) is the Lie algebra
a−g in §6.2. The symplectic group Sp acts naturally on Der(T ), and this action
preserves Derω(T ). As in §6.2 we can identify Der(T ) with
⊕∞
m=1H
⊗m by
the restriction
Der(T )
∼=
→ Hom(H,T ) = H∗ ⊗ T ∼= H ⊗ T =
∞⊕
m=1
H⊗m, D 7→ D|H .
Also we have Derω(T ) =
⊕∞
m=1N(H
⊗m). The action of Sp coincides with the
diagonal action on the tensor spaces H⊗m. The Sp-invariant parts Der(T )Sp
and Derω(T )
Sp are Lie subalgebras of Der(T ) and Derω(T ), respectively.
Let m be a positive integer. A labeled linear chord diagram of m chords is a
set ofm ordered pairsC = {(i1, j1), (i2, j2), . . . , (im, jm)} satisfying {i1, . . . , im,
j1, . . . , jm} = {1, 2, . . . , 2m}. We draw a picture of a labeled linear chord di-
agram as in Figure 6. If ik < jk for any 1 ≤ k ≤ m, we say the label of C is
standard. If C′ is another labeled linear chord diagram such that
C′ = {(i1, j1), . . . , (ik−1, jk−1), (jk, ik), (ik+1, jk+1), . . . , (im, jm)}
for some 1 ≤ k ≤ m, we say C′ is obtained from C by a single label change.
Let LCm be the Q-linear space spanned by the labeled linear chord diagram
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1 2 3 4 5 6
Figure 6. C = {(1, 2), (3, 5), (4, 6)}
of m chords modulo the Q-linear subspace generated by the set
{C + C′;C′ is obtained from C by a single label change}.
Note that LCm is (2m− 1)!! dimensional, and the set of linear chord diagrams
with standard label is a basis for LCm.
The symmetric group S2m acts naturally on the tensor space H
⊗2m. For
a labeled linear chord diagram C, we define
a(C) :=
(
1 2 · · · 2m− 1 2m
i1 j1 · · · im jm
)
(ω⊗m) ∈ H⊗2m.
This is an Sp-invariant tensor. Since a(C′) = −a(C) if C′ is obtained from C
by a single label change, the correspondence a induces a Q-linear map
a : LCm → (H
⊗2m)Sp, C 7→ a(C).
The following proposition is due to Weyl [81] except for “only if” part of (3)
which is due to Morita [59].
Proposition 8.4. (1) If n is odd, the space of Sp-invariant tensors (H⊗n)Sp
is zero.
(2) The map a : LCm → (H⊗2m)Sp is surjective for any m ≥ 1.
(3) The map a : LCm → (H⊗2m)Sp is an isomorphism if and only if m ≥ g.
Set LC :=
⊕∞
m=1 LCm. From Proposition 8.4 the map
a : LC →
∞⊕
m=1
(H⊗2m)Sp = Der(T )Sp (8.2)
is a stable isomorphism, and we can introduce a Lie bracket on LC so that
(8.2) is a Lie algebra homomorphism.
To describe the Lie bracket on LC, we define the amalgamation of two linear
chord diagrams. Let C and C′ be linear chord diagrams with standard label of
m and l chords, respectively. For 2 ≤ t ≤ 2l, we define the t-th amalgamation
C ∗t C′ as a linear chord diagram with standard label as follows. We first cut
C′ at the t-th vertex and C at the first vertex, insert C into the t-th hole of
the cut C′, then connect the first vertex of C to the t-th vertex of C′. See
Figure 7. The amalgamation C ∗t C′ is the linear chord diagram of the result
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C C′
tC>1 C
′
<t C
′
>t
C ∗t C′
C>1C
′
<t C
′
>t
Figure 7. the t-th amalgamation C ∗t C
′
with standard label. Then the bracket [C,C′] ∈ LCm+l−1 is given by
[C,C′] = −
2l∑
t=2
C ∗t C
′ +
2m∑
s=2
C′ ∗s C. (8.3)
We next consider the Lie algebra Derω(T )
Sp. Let νm = ν ∈ S2m be the
cyclic permutation
ν =
(
1 2 3 · · · 2m
2m 1 2 · · · 2m− 1
)
.
For a labeled linear chord diagram C = {(i1, j1), (i2, j2), . . . , (im, jm)} and
s ∈ Z, we define
νs(C) := {(νs(i1), ν
s(j1)), (ν
s(i2), ν
s(j2)), . . . , (ν
s(im), ν
s(jm))}.
The cyclic group of order 2m, generated by ν, acts on the Q-vector space
LCm. Let Cm ⊂ LCm be the Z2m-invarints under this action. If m = 1 and
C = {(1, 2)}, then ν(C) = −C ∈ LC1. This means that C1 = 0. The Q-linear
space Cm is generated by labeled circular chord diagrams. More precisely, the
space Cm is generated by element of the form N(C) =
∑2m−1
s=0 ν
s(C), where
C is a labeled linear chord diagram of m chords. We draw a picture of N(C)
as in Figure 8. Here the picture is a labeled circular chord diagram obtained
as the “closing” of the picture of C = {(1, 2), (3, 5), (4, 6)} in Figure 6. We
call Cm the space of oriented circular chord diagram of m chords. The direct
sum C =
⊕∞
m=2 Cm is a Lie subalgebra of LC. Since the tensor a(N(C)) is
cyclically invariant, (8.2) induces a Lie algebra homomorphism
a : C →
∞⊕
m=2
(N(H⊗2m))Sp = Derω(T )Sp.
The Lie bracket on C is given as follows. Let D and D′ be labeled circular
chord diagrams of m and m′ chords, respectively. For vertices p of D and q
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Figure 8. A labeled circular chord diagram
D D′
p
q
p
qp−
p+ q−
q+
p
qp−
p+ q−
q+
D(D, p,D′, q)
Figure 9. D(D, p,D′, q)
of D′, we define the labeled circular chord diagram D(D, p,D′, q) as the result
of a certain surgery at p and q illustrated in Figure 9. Here the label of the
chord connecting p and q are determined by the rule in Figure 10. Then the
bracket [D,D′] ∈ Cm+m′−1 is given by
[D,D′] =
∑
(p,q)
D(D, p,D′, q), (8.4)
where the sum is taken over all pairs of the vertices of D and D′.
The structure of graded Lie algebras LC and C are not fully understood.
The Lie algebra LC has the trivial center and its homology H∗(LC) is the
same as the homology of the circle S1. However, the homology of the Lie
subalgebra LC1 :=
⊕∞
m=2 LCm is highly non-trivial, and so is the homol-
D D′
p p q q p q
the added chord
Figure 10. The label of the chord pq
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ogy of C. In [32], the center of C was computed. For an integer m ≥ 2 let
Cm = {(1, 2), (3, 4), . . . , (2m− 1, 2m)} and set Ωm = N(Cm) ∈ Cm. Note that
a(Ωm) = N(ω
⊗m).
Theorem 8.5 ([32]). The center of the Lie algebra C is spanned by Ωm, m ≥ 2:
Z(C) =
∞⊕
m=2
QΩm.
8.3 The center of the Goldman Lie algebra
Let g be a Lie algebra. The center of g, denoted by Z(g), is the set of X ∈ g
such that [X,Y ] = 0 for any Y ∈ g. It is a fundamental problem to compute
the center of g.
Let S be an oriented surface. It is clear from the definition of the Goldman
bracket that if ξ is a loop parallel to a boundary component of S, ξ and its
powers ξn, n ∈ Z, are in the center Z(Qπˆ(S)). The question is whether these
elements span Z(Qπˆ(S)). Goldman gave a partial result in this direction.
Theorem 8.6 (Goldman [17], Theorem 5.17). Let α, β ∈ πˆ(S) and assume
that α is represented by a simple closed curve. Then [α, β] = 0 in Qπˆ(S) if
and only if α and β are freely homotopic to disjoint curves.
For example, we see that if S is compact then πˆ(S)∩Z(Qπˆ(S)) is the set of
loops parallel to some boundary component of S and their powers. To see this,
we take a system of simple closed curves that fills S. This means that each
component of the complement of these curves is a disk or an annulus whose
boundary contains some boundary component of S. If β ∈ πˆ(S) ∩ Z(Qπˆ(S)),
by Theorem 8.6 one can assume that β is disjoint from each member of the
filling curves. Therefore, β is homotopic to a point or a power of a boundary
loop.
Whether the set πˆ(S) ∩ Z(Qπˆ(S)) spans the center Z(Qπˆ(S)) or not is an
open question. If S is closed, this is affirmative. The following result was
conjectured by Chas and Sullivan.
Theorem 8.7 (Etingof [14]). If S is closed, the center Z(Qπˆ(S)) is spanned
by the constant loop 1 ∈ πˆ(S).
The proof of Etingof uses symplectic geometry of the moduli space of flat
GLN(C)-bundles over the surface S.
As a bi-product of the proof of Therem 8.5, we obtain a partial result on
the center Z(Qπˆ(Σg,1)) The idea is to use the relation between Qπˆ(Σg,1) and
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a−g in Theorem 6.3 and the fact that any element of Z(a
−
g ) must be an Sp-
invariant tensor since it commutes with the degree two part N(H⊗2) ∼= sp(H).
Let ζ ∈ π1(Σg,1) be the boundary loop as in §6.
Theorem 8.8 ([32]). For a positive integer g, set m(g) := [(g−1)/4]+1. Here
[x] is the greatest integer less than or equal to x. For any u ∈ Z(Qπˆ(Σg,1)),
there exists a polynomial f(ζ) ∈ Q[ζ] such that
u ≡ |f(ζ)| (mod Qπˆ(Σg,1)(2m(g))).
Let Σ∞,1 be the inductive limit of the embeddings Σg,1 →֒ Σg+1,1, g > 0,
obtained by gluing Σ1,2 on Σg,1 along the boundary. Based on Theorem 8.8,
we can determine the center of Z(Qπˆ(Σ∞,1)).
Theorem 8.9 ([32]). The center Z(Qπˆ(Σ∞,1)) is spanned by the constant loop
1 ∈ πˆ(Σ∞,1).
8.4 Homological Goldman Lie algebra
As was mentioned in §4.1, the Goldman bracket comes from the Poisson
bracket of two trace functions on the moduli space of flat G-bundles over
the surface, Hom(π1(S), G)/G. Goldman [17] §3 already showed the explicit
formula for the Poisson bracket depends heavily on the choice of a Lie group
G. This fact led him to introducing some variants of the (original) Goldman
Lie algebra. Later Andersen, Mattes and Reshetikhin [2] unified diversity of
the Poisson structures into the Poisson algebra of chord diagrams on a surface.
It would be very interesting if some phenomena analogous to what was stated
in §4 and §6.3 could be found for this Poisson algebra.
In this subsection we discuss a variant which appears for an abelian G, and
some relation to the first and the second homology groups of the original one.
Results on the second homology group are due to Toda [77]. If G is abelian,
the Poisson action of Zπˆ(S) on Hom(π1(S), G)/G factors through the group
ring of the integral homology group HZ = H1(S;Z), ZHZ, which we call the
homological Goldman Lie algebra of the surface S. We denote by [X ] ∈ ZHZ
the basis element corresponding to X ∈ HZ. Then the Lie bracket on ZHZ is
given by
[[X ], [Y ]] = (X · Y )[X + Y ] ∈ ZHZ (8.5)
for any X,Y ∈ HZ, cf. [17] §5.10. Here (X ·Y ) is the intersection number of X
and Y . More generally, if H is an additive group with a bi-additive alternating
pairing ( · ) : H ×H → Z, then the formula (8.5) defines a structure of a Lie
algebra on the group ring ZH , which we also call the homological Goldman Lie
algebra associated to the alternating pairing ( · ). We remark that the pairing
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( · ) is not necessarily non-degenerate. In the last part of this subsection, we
will present an outline of Toda’s works [76] [77] on the algebraic structure of
the homological Goldman Lie algebra in this general setting.
In §6.3 we constructed a Lie algebra homomorphism of Qπˆ(Σg,1) into the
Lie algebra of symplectic derivations. A similar homomorphism for RHZ was
already given in [17] §5.10. In the first half of this subsection, until Corollary
8.15, we suppose S = Σg,1, g ≥ 1. Note that H1(Σg,1;Z) = H1(Σg;Z) ∼= Z2g,
and that the intersection pairing is non-degenerate. Here we give a slightly
modified version of Goldman’s homomorphism. The 2g-dimensional torus
T 2g := H1(Σg,1;R/Z) has a natural symplectic form ω ∈ Ω2(T 2g) derived
from the intersection form on the surface Σg,1. Hence the Poisson bracket
makes C∞(T 2g) = C∞(T 2g;C) a complex Lie algebra. We define a linear map
ρ : CHZ → C∞(T 2g) by
ρ([X ])(Z) := −
1
4π2
e2π
√−1(X·Z)
for any X ∈ HZ and Z ∈ T 2g. It is easy to check that ρ is a Lie algebra
homomorphism.
On the other hand, for any closed 2g-dimensional symplectic manifold
(M,ω) the linear map ϕM : C∞(M)→ C given by
ϕM (f) :=
∫
M
fωg ∈ C
induces a linear map on the abelianization C∞(M)abel of the Poisson Lie alge-
bra C∞(M). In fact, we have ϕM ({f, h}) =
∫
M Hf (h)ω
g =
∫
M LHf (hω
g) = 0
for any f and h ∈ C∞(M). Here Hf ∈ X (M) is the Hamiltonian vector field
associated to f . In our situation, we have
(ϕT
2g
◦ ρ)([X ]) =
0, if X 6= 0,− g!
4π2
, if X = 0.
(8.6)
This induces a non-trivial element of the first cohomology group of the Lie
algebra CHZ, H1(CHZ).
From (8.6) we have
16π2
g!
∫
T 2g
ρ([X ])ρ([Y ])ωg =
{
0, if X 6= Y ,
1, if X = Y .
Hence the homomorphism ρ : CHZ → C∞(T 2g) is injective. We can use ρ to
compute the center of CHZ in a similar way to that in §8.3.
Proposition 8.10. The center of CHZ, Z(CHZ), is spanned by [0].
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Proof. Let {Ai, Bi}
g
i=1 ⊂ HZ be a symplectic basis, and (xi, yi) the global
coordinates of T 2g corresponding to the basis. We have ω =
∑g
i=1 dxi ∧ dyi,
ρ([Ai]) = −
1
4π2 e
2π
√−1yi and ρ([Bi]) = − 14π2 e
−2π√−1xi . Suppose u ∈ Z(CHZ).
Then 0 = ρ([[Ai], u]) = −
1
4π2 {e
2π
√−1yi , ρ(u)} = 14π2
(
∂
∂yi
e2π
√−1yi
)(
∂
∂xi
ρ(u)
)
,
and so ∂∂xi ρ(u) = 0. Similarly
∂
∂yi
ρ(u) = 0. Hence ρ(u) ∈ C∞(T 2g) is a con-
stant function ∈ C = Cρ([0]). Since ρ is injective, we obtain u ∈ C[0]. Clearly
we have [0] ∈ Z(CHZ). This proves the proposition.
As will be stated in Theorem 8.19 , Toda [76] classifies the ideals of the
homological Goldman Lie algebra over the rationals Q in the most general
setting. This proposition follows also from his result.
Next we discuss the abelianization, i.e., the first homology group of the
Goldman Lie algebra Zπˆ(Σg,1). We begin by computing the abelianization
of the homological Goldman Lie algebra ZHZ. Let {Ai, Bi}
g
i=1 ⊂ HZ be
a symplectic basis. We define ν(X) ∈ Z>0 for X ∈ HZ \ {0} by ν(X) =
g.c.d.{ai, bi; 1 ≤ i ≤ g} where X =
∑
aiAi + biBi. In other words, ν(X)
−1X
is in HZ, and primitive. We define ν(0) := 0 for 0 ∈ HZ.
Lemma 8.11.
[ZHZ,ZHZ] =
⊕
X∈HZ\{0}
Zν(X)[X ].
Proof. We have (X · Y ) = ((X + Y ) · Y ) for any X and Y ∈ HZ. Hence
[[X ], [Y ]] ∈ Zν(X +Y )[X +Y ]. Conversely, for any X ∈ HZ \ {0}, there exists
Y ∈ HZ such that (X · Y ) = ν(X). Then we have [[X − Y ], [Y ]] = ν(X)[X ].
This porves the lemma.
Corollary 8.12.
ZHZabel =
⊕
X∈HZ
(Z/ν(X)).
In particular, the Lie algebra ZHZ is not finitely generated, while QHZabel = Q.
The result QHZabel = Q follows also from Toda’s Theorem 8.19 [76]. Fur-
thermore we have
Theorem 8.13 ([36]). There is a subset S of HZ such that {[X ];X ∈ S}
generates QHZ as a Lie algebra and ♯S = 2g+2. In particular, the Lie algebra
QHZ is finitely generated. Moreover, if S is a subset of H and {[X ];X ∈ S}
generates QHZ as a Lie algebra, we have ♯S ≥ 2g + 2.
Since we have a natural surjection of Lie algebras Zπˆ(Σg,1) → ZHZ, we
obtain the following from Corollary 8.12
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Corollary 8.14. The Goldman Lie algebra Zπˆ(Σg,1) is not finitely generated.
The following question arises from this Corollary.
Question. Is the abelianization Qπˆ(Σg,1)abel finite dimensional, or not? Fur-
thermore, is the (rational) Goldman Lie algebra Qπˆ(Σg,1) finitely generated,
or not?
This question is open. As was explained in §6.3, we have a Lie algebra
homomorphism of Qπˆ(Σg,1) into the Lie algebra of symplectic derivations a−g .
Recently Morita, Sakasai and Suzuki [63] proved that a stable part of the
abelianization of the Lie algebra a−g is finite dimensional. But the Lie algebra
homomorphism does not fit to the homomorphisms ϕ{1} and ϕ[π,π] stated be-
low. They do not induce maps on a−g . On the other hand, from Toda’s classifi-
cation of the ideals, Theorem 8.19 [76], QH1(Σg,r;Z)
abel
is infinite-dimensional
if r ≥ 2.
The abelianization QHZabel is spanned by [0]. The map ϕ[π,π] : QHZ → Q
defined by
ϕ[π,π]([X ]) =
{
0, if X 6= 0,
1, if X = 0,
(8.7)
is proportional to the map ϕT
2g
◦ ρ in (8.6). Hence it induces an isomorphism
ϕ[π,π] : QHZ
abel ∼=→ Q. Since we have a natural surjection of Lie algebras
Qπˆ(Σg,1)→ QHZ, the map ϕ[π,π] : Qπˆ(Σg,1)abel → QHZ
abel → Q is nontrivial.
Moreover, as will be shown later in Corollary 8.17, the map ϕ{1} : Qπˆ(Σg,1)→
Q defined in (8.8) descends to Qπˆ(Σg,1)abel. Since ϕ{1} and ϕ[π,π] are linearly
independent, we obtain
Corollary 8.15.
dimQQπˆ(Σg,1)abel ≥ 2.
Now let S be any connected oriented surface. Choose a base point ∗ ∈ S,
and denote π := π1(S, ∗). Consider a normal subgroup Γ ⊂ π. We denote by
N̂ = N̂Γ the set of conjugacy classes in the quotient N = NΓ := π/Γ. We have
a natural surjection ̟ = ̟Γ : Qπˆ(S)→ QN̂ .
Now the following question seems to be natural.
Question. Does the Goldman bracket descend to QN̂Γ? Or, equivalently, is
the subspace Ker(̟Γ) an ideal of Qπˆ(S)?
Clearly the answer is yes if Γ = {1} or Γ = [π, π]. Remark that N[π,π] =
N̂[π,π] = HZ. The answer is no if S = Σg,1, g ≥ 2 and Γ = [π, [π, π]]. To see this
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choose a symplectic generator system {αi, βi}
g
i=1 ⊂ π. By a straightforward
computation, we obtain
[|α1|, |[[β1, α2], α2
−1]α1−1|−|α1−1|] = |(1−[α2, α1])(1−[α1, α2])| ∈ Q ̂N[π,[π,π]],
which is not zero. This implies that the Goldman bracket does not descend to
QN̂[π,[π,π]].
The question is open for the other normal subgroups. It is closely related
to the former question. We introduce a map ϕΓ : Qπˆ(S)→ Q by
ϕΓ(|x|) =
{
0, if x ∈ π \ Γ,
1, if x ∈ Γ.
(8.8)
It is well-defined since Γ is a normal subgroup of π.
Lemma 8.16. If the Goldman bracket descends to QN̂Γ, then
ϕΓ([Qπˆ(S),Qπˆ(S)]) = 0.
In other words, ϕΓ induces a nonzero element of H
1(Qπˆ(S)).
Proof. Assume ϕΓ([α, β]) 6= 0 for some α and β ∈ πˆ(S), from which we will
deduce a contradiction. We may assume α is in π1(S, ∗), and α
∐
β a generic
immersion. Then we have ϕΓ(|αpβp|) = 1 for some p0 ∈ α∩β. If we write γ :=
α∗p0αp0βp0α∗p0
−1 = αα∗p0βp0α∗p0
−1 ∈ π1(S, ∗), then γ ∈ Γ and β = |γα−1|.
Since the Goldman bracket descends to N̂Γ, we have
0 6= ϕΓ([α, β]) = ϕΓ([̟Γα,̟Γβ]) = ϕΓ([̟Γα,̟Γα
−1]) = ϕΓ([α, α−1]).
On the other hand, let α−1 be represented by a generic immersion such that
α ∪ α−1 bounds a narrow annulus, as in [17], p.295. Let p be a double point
of the loop α. It divides the loop α into two based loops α1 and α2 with base
point p as in Figure 11. The two intersection points derived from p contributes
α1α2α1
−1α2−1 and α2α1α2−1α1−1, respectively, with the opposite sign. Then
α1α2α1
−1α2−1 ∈ Γ is equivalent to α2α1α2−1α1−1 ∈ Γ. This implies that
the contributions of the two points cancel, namely, ϕΓ([α, α
−1]) = 0. This
contradicts what we proved above, and proves the lemma.
In the case Γ = {1}, we have
Corollary 8.17 ([17] Proposition 5.9). If we write πˆ′(S) := πˆ(S) \ {1}, then
[Qπˆ(S),Qπˆ(S)] ⊂ Qπˆ′(S).
Goldman’s original proof [17] pp.294–294 is not correct. For details, see
[31] Remark 3.1.2.
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p
α1
α2
α−1
α−1+
−
Figure 11. loops α1 and α2
Corollary 8.18. If S = Σg or Σg,1, g ≥ 1, then the Goldman bracket does
not descend to QN̂Γ for any normal subgroup Γ with [π, π] $ Γ $ π.
Proof. This follows from QHZabel ∼= Q, Lemma 8.12.
We conclude this chapter by giving an outline of Toda’s works [76] [77]
on the algebraic structure of the rational homological Goldman Lie algebra
for any additive group H equipped with a bi-additive alternating pairing
( · ) : H × H → Z. The pairing induces the map µ : H → Hom(H,Z) de-
fined by µ(x)(y) = (x · y) for any x and y ∈ H . In Toda’s results, the set
Ker(µ) and its complement subset H \Ker(µ) play some important roles.
Toda classified all the ideals of the rational homological Goldman Lie al-
gebra QH as follows. For any x ∈ H , we define T (X) : QH → QH by
T (X)([Y ]) := [X + Y ] for any Y ∈ H .
Theorem 8.19 ([76]). For any ideal h in QH, there exists a unique pair
(V0, V ) such that
(1) V0 and V are subspaces of the linear span of Ker(µ),
(2) For any Z ∈ Ker(µ) we have T (Z)(V ) ⊂ V , and
(3) h = V0 ⊕
∑
X∈H\Ker(µ) T (X)(V ).
If µ = 0, we define V = 0. Conversely, a subset h ⊂ QH satisfying the
conditions (1),(2) and (3) is an ideal of QH.
As a corollary, the center of QH equals the Q-linear span of Ker(µ), and it
is isomorphic to the abelianization of the Lie algebra QH .
Corollary 8.20 ([11]). If ( · ) is non-degenerate, then any ideal of QH equals
one of the followings
0, Q[0], QH and Q(H \ {0}.
This corollary was already obtained by Dokovic´ and Zhao [11]. Moreover
they asserted that their results covered the degenerate cases. But it was based
on the non-correct claim on p.154, l.-10 that the quotient QH/QKer(µ) would
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be isomorphic to the rational homological Goldman Lie algebra associated to
the quotient H/Ker(µ).
In [77] he computed the second homology group of QH in the general
setting. Let QH(1) be the derived ideal of QH , which equals Q(H \ Ker(µ))
by Theorem 8.19.
Theorem 8.21 ([77] Theorem 1). If the pairing ( · ) is non-zero, then we
have natural isomorphisms
H2(QH) ∼= (∧2QKer(µ))⊕H2(QH(1)), (8.9)
H2(QH(1)) ∼=
⊕
z∈Ker(µ)
Q⊗ (H/Zz).
Corollary 8.22 ([11]). If the pairing ( · ) is non-degenerate, then we have
H2(QH) = H ⊗Q.
In [77] Theorem 13, Toda proved that the third homology group of QH is
non-trivial if the pairing is non-zero.
Finally we go back to the (original) Goldman Lie algebra. Let S be a
compact connected oriented surface. Then Toda [77] proved
Theorem 8.23 ([77] Theorem 11). The composite of the map induced by the
natural surjection Qπˆ(S)→ QH1(S;Z) and the projection in the decomposion
(8.9)
H2(Qπˆ(S))→ H2(QH1(S;Z))→ H2(QH1(S;Z)(1))
is surjective.
To prove the theorem, he constructed some explicit abelian 2-cycles in the
Goldman Lie algebra Qπˆ(S).
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