ABSTRACT. This paper considers a mean field game model inspired by crowd motion where agents want to leave a given bounded domain through a part of its boundary in minimal time. Each agent is free to move in any direction, but their maximal speed is bounded in terms of the average density of agents around their position in order to take into account congestion phenomena.
and independently by Peter E. Caines, Minyi Huang, and Roland P. Malhamé [47] [48] [49] , mean field games (written simply MFGs in this paper for short) are differential games with a continuum of players, assumed to be rational, indistinguishable, individually neglectable, and influenced only by the average behavior of other players through a mean-field type interaction. Their original purpose was to provide approximations of Nash equilibria of games with a large number of symmetric players, with motivations from economics [54] [55] [56] and engineering [47] [48] [49] . In this paper, we use the words "player" and "agent" interchangeably to refer to those taking part in a game.
Since their introduction, mean field games have attracted much research effort and several works have investigated subjects such as approximation results (how games with a large number of symmetric players converge to MFGs [22, 52] ), numerical approximations [1, 2, 28, 40] , games with large time horizon [19, 24] , variational mean field games [6, 25, 59, 61] , games on graphs or networks [14, 15, 37, 41] , or the characterization of equilibria using the master equation [7, 23, 29] . We refer to [20, 38, 42] for more details and further references on mean field games.
The goal of this paper is to study a simple mean field game model for crowd motion. The mathematical modeling and analysis of crowd motion has been the subject of a very large number of works from many different perspectives, motivated not only by understanding but also by controlling and optimizing crowd behavior [35, 44, 45, 57, 58, 60] . Some mean field game models inspired by crowd motion have been considered in the literature, such as in [6, 13, 25, 53] . Most of these models, as well as most mean field games model in general, consider that the movement of agents takes place in a fixed time interval, and that each agent is free to choose their speed, which is only penalized in the cost. The goal of this paper is to propose and study a novel model where the final time for the movement of an agent is free, and is actually the agent's minimization criterion, and an agent's maximal speed is constrained in terms of the average distribution of agents around their position. This is motivated by the fact that, in some crowd motion situations, an agent may not be able to move faster by simply paying some additional cost, since the congestion provoked by other agents may work as a physical barrier for the agent to increase their speed.
The model we consider in this paper is related to Hughes' model for crowd motion [50, 51] . As the model we propose here, Hughes' model also considers agents that want to leave a bounded domain in minimal time with congestion-dependent constraint in their speeds. The main difference is that, in Hughes' model, at each time, an agent moves in the optimal direction to the boundary assuming that the distribution of agents remains constant, whereas in our model, agents take into account the future evolution of the distribution of agents in the computation of their optimal trajectories. This accounts for the time derivative in the Hamilton-Jacobi equation from (6.1), which is the main difference between (6.1) and the equations describing the motion of agents in Hughes' model. The knowledge of the future necessary for solving the minimization problem in our model can be interpreted, similarly to other mean field games, as an anticipation of future behavior of other agents based on past experiences in the same situation. In particular, a mean field game model such as ours should be suitable for modeling the behavior of a crowd walking on the streets or subway tunnels, but not for panic situations such as emergency evacuations.
We formulate the notion of equilibrium of a mean field game in this paper in a Lagrangian setting. Contrarily to the classical approach for mean field games consisting on defining an equilibrium in terms of a time-varying measure m t describing the distribution of agents at time t, the Lagrangian approach relies instead on describing the motion of agents by a measure on the set of all possible trajectories. This is a classical approach in optimal transport problems (see, e.g., [3, 64, 67] ), which has been used for instance in [12] to study incompressible flows, in [26] for Wardrop equilibria in traffic flow, or in [8] for branched transport problems. The Lagrangian approach has also been used for defining equilibria of mean field games, for instance in [6, 16, 21, 25] .
Our main results are (i) Theorem 5.1, stating the existence of an equilibrium for the mean field game model we propose in this paper, and (ii) Theorem 6.1, stating that equilibria satisfy a continuity equation on the time-dependent measure representing the distribution of agents coupled with a Hamilton-Jacobi equation on the value function of the time-minimization problem solved by each agent. The proof of Theorem 5.1 relies on a reformulation of the notion of equilibrium (provided in Definition 3.3) in terms of a fixed point and on Kakutani fixed point theorem. The Hamilton-Jacobi equation from Theorem 6.1 can be obtained by standard methods on optimal control, but the continuity equation relies on further properties of the value function, and in particular its semiconcavity, obtained thanks to a detailed study of optimal trajectories.
The notion of equilibrium used in this paper is standard in non-atomic congestion games, and a typical example of these games can be observed in Wardrop equilibria. This notion of equilibrium, introduced in [68] for vehicular traffic flow models, has many connections with MFGs and in particular with minimal-time MFGs, and has been studied in several other works [26, 27, 36, 43] . In Wardrop equilibria the players are the vehicles and their goal is to minimize their traveling time; a major difference with respect to the notion used in this paper is that Wardrop equilibria are usually considered in the stationary case where the flow of vehicles is constant, whereas MFGs explicitly address the case of a time-dependent flow of agents.
The paper is organized as follows. Section 2 provides the main notations used in this paper and recalls some classical results and definitions. Section 3 presents the mean field game model that we consider, together with an associated optimal control problem, presenting and discussing the main assumptions that are used in this paper. The associated optimal control problem is studied in Section 4, its main results being used in Section 5 to obtain existence of an equilibrium to our mean field game and in Section 6 to prove that the distribution of agents and the value function of the optimal control problem solved by each agent satisfy a system of partial differential equations. Examples and numerical simulations are provided in Section 7.
NOTATIONS AND PRELIMINARY DEFINITIONS
Let us set the main notations used in this paper. The usual Euclidean norm in R d is denoted by |·|, and we write S d−1 for the usual unit Euclidean sphere in R d , i.e., S d−1 = {x ∈ R d | |x| = 1}. Given two sets A, B, the notation f : A ⇒ B indicates that f is a set-valued map from A to B, i.e., f maps a point x ∈ A to a subset f (x) ⊂ B.
For a metric space X, x ∈ X, and r ∈ R + , the open and closed balls of center x and radius r are denoted respectively by B X (x, r) and B X (x, r), these notations being simplified respectively to B d (x, r) and B d (x, r) when X = R d , with a further simplification to B d and B d if x = 0 and r = 1. Given two metric spaces X and Y , we denote by C(X,Y ) the set of continuous functions from X to Y and by Lip(X,Y ) the set of those which are Lipschitz continuous. When X ⊂ R d , we will also make use of the space C 1,1 (X, R).
Given a complete, separable, and bounded metric space X with metric d, let C X = C(R + , X) be endowed with the topology of uniform convergence on compact sets (C X is a Polish space for this distance, see, e.g., [10, Corollary 3, page X.9; Corollary, page X.20; and Corollary, page X.25]). Whenever needed, we endow C X with the complete distance
d(γ 1 (t), γ 2 (t)).
For c ≥ 0, we denote by Lip c (X) the subset of C X containing all c-Lipschitz continuous functions. Recall that, if X is compact, then, thanks to Arzelà-Ascoli Theorem [10, Corollary 3, page X.19], Lip c (X) is compact. For t ∈ R + , we denote by e t : C X → X the evaluation map e t (γ) = γ(t).
For a given topological space X, let P(X) denote the set of all Borel probability measures on X. If X, endowed with a metric d, is a complete, separable, and bounded metric space, we endow P(X) with the usual Wasserstein distance W 1 defined by its dual formulation (see, e.g., [3, Chapter 7] and [64, Chapter 5] ):
Let X be a metric space with metric d, a, b ∈ R with a < b, and γ : (a, b) → X. The metric derivative of γ at a point t ∈ (a, b) is defined by
|s − t| whenever this limit exists. Recall that, if γ is absolutely continuous, then |γ| (t) exists for almost every t ∈ (a, b) (see, e.g., [3, Theorem 1.
1.2]).
We shall also need in this paper some classical tools from non-smooth analysis, which we briefly recall now, following the presentation from [32, Chapter 2] .
and the generalized gradient
The generalized gradient is also sometimes referred to as Clarke's gradient in the literature, which explains the notation ∂ C used here. We shall also need the notion of partial generalized gradients.
is defined as the generalized gradient of the function x 1 → φ (x 1 , x 2 ). The partial generalized gradient ∂ C 2 φ = ∂ C x 2 φ is defined similarly.
Recall that, in general, there is no link between
, and the normal cone N C (x) to C at x by
We refer to [31, Chapter 10] and [32, Chapter 2] for standard properties of generalized directional derivatives, generalized gradients, and tangent and normal cones.
THE MFG MODEL
We provide in this section a mathematical description of the mean field game model considered in this paper. Let (X, d) be a complete and separable metric space, Γ ⊂ X be non-empty and closed, and K : P(X) × X → R + . We consider the following mean field game, denoted by MFG(X, Γ, K). Agents evolve in X, their distribution at time t ∈ R + being given by a probability measure m t ∈ P(X). The goal of each agent is to reach the exit Γ in minimal time, and, in order to model congestion, we assume the speed of an agent at a position x in time t to be bounded by K(m t , x).
Notice that, for a given agent, their choice of trajectory γ depends on the distribution of all agents m t , since the speed of γ, i.e. its metric derivative |γ|, should not exceed K(m t , x). On the other hand, the distribution of the agents m t itself depends on how agents choose their trajectories γ. We are interested here in the equilibrium situations, meaning that, starting from a time evolution of the distribution of agents m : R + → P(X), the trajectories γ chosen by agents induce an evolution of the initial distribution of agents m 0 that is precisely given by m.
In order to provide a more mathematically precise definition of this mean field game and the notion of equilibrium, we first introduce an optimal control problem where agents evolving in X want to reach Γ in minimal time, their speed being bounded by some time-and state-dependent function k : R + ×X → R + . Here k will not depend on the density of the agents, it will be considered as given. This optimal control problem is denoted in the sequel by OCP(X, Γ, k).
Definition 3.1 (OCP(X, Γ, k)). Let (X, d) be a complete and separable metric space, Γ ⊂ X be non-empty and closed, and k : R + × X → R + be continuous.
(a) A curve γ ∈ Lip(R + , X) is said to be k-admissible for OCP(X, Γ, k) if its metric derivative |γ| satisfies |γ| (t) ≤ k(t, γ(t)) for almost every t ∈ R + . The set of all k-admissible curves is denoted by Adm(k). (b) Let t 0 ∈ R + . The first exit time after t 0 of a curve γ ∈ Lip(R + , X) is the number
(c) Let t 0 ∈ R + and x 0 ∈ X. A curve γ ∈ Lip(R + , X) is said to be a time-optimal curve or timeoptimal trajectory (or simply optimal curve or optimal trajectory) for (k,t 0 ,
The set of all optimal curves for (k,t 0 , x 0 ) is denoted by Opt(k,t 0 , x 0 ).
, the metric derivative of a curve γ ∈ Lip(R + , X) coincides with the norm of the usual derivative when it exists (cf. e.g. [3, Remark 1.1.3]), and one obtains that a curve γ is k-admissible if and only if there exists a measurable function u :
System (3.2) can be seen as a control system, where γ(t) ∈ X ⊂ R d is the state and u(t) ∈ B d is the control input. This point of view allows one to formulate (3.1) as an optimal control problem, justifying the terminology used in this paper. Optimal control techniques are a key point in the study of equilibria for MFG(X, Γ, K) carried out in the sequel.
The relation between the optimal control problem OCP(X, Γ, k) and the mean field game MFG (X, Γ, K) is that, given K : P(X) × X → R + , players from the mean field game MFG(X, Γ, K) solve the optimal control problem OCP(X, Γ, k) with k : R + ×X → R + given by k(t, x) = K(m t , x), where m t is the distribution of players at time t. Using this relation, one can provide the definition of an equilibrium for MFG(X, Γ, K).
) be a complete and separable metric space, Γ ⊂ X be non-empty and closed, and K : P(X) × X → R + be continuous. Let m 0 ∈ P(X). A measure Q ∈ P(C X ) is said to be a Lagrangian equilibrium (or simply equilibrium) of MFG(X, Γ, K) with initial condition m 0 if e 0# Q = m 0 and Q-almost every γ ∈ C X is an optimal curve for (k, 0, γ(0)), where k : R + × X → R + is defined by k(t, x) = K(e t # Q, x).
In order to simplify the notations in the sequel, given K : P(X) × X → R + and m : R + → P(X), we define k : R + × X → R + by k(t, x) = K(m t , x) for (t, x) ∈ R + × X and say that γ ∈ Lip(R + , X) is m-admissible for MFG(X, Γ, K) if it is k-admissible for OCP(X, Γ, k), and denote Adm(k) simply by Adm(m). We also say that, given (t 0 , x 0 ) ∈ R + × X, γ ∈ Lip(R + , X) is an optimal trajectory for (m,t 0 , x 0 ) if it is an optimal trajectory for (k,t 0 , x 0 ) for the optimal control problem OCP(X, Γ, k), and denote the set of optimal trajectories for (m,t 0 , x 0 ) by Opt(m,t 0 , x 0 ). Given Q ∈ P(C X ), we also consider the time-dependent measure µ Q : R + → P(X) given by µ Q t = e t # Q, and denote Adm(µ Q ) and Opt(µ Q ,t 0 , x 0 ) simply by Adm(Q) and Opt(Q,t 0 , x 0 ), respectively. Remark 3.4. Since players do not necessarily arrive at the target set Γ all at the same time, the behavior of players who have not yet arrived may be influenced by the players who already arrived at Γ since K is not necessarily local, i.e., K(m t , x) may depend on the measure m t on points other than only x. On the other hand, after arriving at Γ, players are no longer submitted to the time minimization criterion, and thus their trajectory might in principle be arbitrary after their arrival time. In order to avoid ambiguity, we have decided to fix the behavior of players who already arrived at Γ by saying that a trajectory is optimal only when it remains at its arrival position after its arrival time. Similarly, we assume that optimal trajectories starting at a time t 0 > 0 remain constant on the interval [0,t 0 ].
The study of OCP(X, Γ, k) and MFG(X, Γ, K) carried out in this paper requires some assumptions on X, Γ, K and k. For simplicity, we state all such assumptions here, and refer to them wherever needed in the sequel. 
(c) There exists D > 0 such that, for every x, y ∈ X, there exist T ∈ [0, Dd(x, y)] and γ ∈ Lip([0, T ], X) such that γ(0) = x, γ(T ) = y, and |γ| (t) = 1 for almost every t ∈ [0, T ]. 
(i) The function K : P(X) × X → R + is Lipschitz continuous and there exist
, χ and η bounded, and η(x) = 0 and ∇η(x) = 0 for every x ∈ ∂ Ω.
Hypotheses 3.5(a)-(c) are the standard assumptions needed in all the results from Section 4 for studying OCP(X, Γ, k). Notice that (c) is satisfied when the geodesic metric induced by d is equivalent to d itself. In particular, it is satisfied if X is a length space. Moreover, (c) implies that X is path-connected.
One uses Hypotheses 3.5(d)-(h) in Section 4 to obtain more properties of OCP(X, Γ, k), such as the facts that the value function satisfies a Hamilton-Jacobi equation and is semiconcave, and that optimal trajectories can be described via the Pontryagin Maximum Principle. Assumption (d) allows one to work on a subset of an Euclidean space, making it easier to give a meaning to the Hamilton-Jacobi equation, for instance. The simplifying assumption (e) is first used when applying Pontryagin Maximum Principle to OCP(X, Γ, k), and, even though it is not strictly needed at this point, as remarked in the beginning of Section 4.3, it is important in Section 4.4 to deduce the semiconcavity of the value function.
Assumption (f) is not restrictive with respect to (b), stating that one considers k to be extended to the whole space R × R d in a Lipschitz manner, and is included in the list of hypotheses only for simplifying the statements of the results. A classical technique to obtain Lipschitz extensions of Lipschitz continuous functions is by inf-convolution (see, e.g., [46] ). Assumptions (g) and (h) are important to obtain the semiconcavity of the value function of OCP(X, Γ, k) in Section 4.4.
Concerning Hypotheses 3.5(i) and (j), they are used in Sections 5 and 6 to study MFG(X, Γ, K). Assumption (i) is the counterpart of (b), with (b) being obtained from (i) when k is given by k(t, x) = K(e t # Q, x) (see Corollary 5.3). Assumption (j), which is reasonable for modeling reasons (the function g is typically required to be non-increasing, but this is not crucial for the mathematical results we present), will be important in order for this k to satisfy also (g) when Q is an equilibrium (see Proposition 6.2). Notice that (j) implies (i); more precisely, we have the following result. 
Then K satisfies Hypothesis 3.5(i).
Proof. Let E : P(Ω) × Ω → R + be defined by (3.3) . Let M 1 > 0 be a Lipschitz constant for χ and η and M 2 = max{max x∈Ω η(x), max (x,y)∈Ω 2 χ(x − y)}. Then, for every y ∈ Ω, the function
Let us first show that K ∈ Lip(P(Ω) × Ω, R + ). Take µ, ν ∈ P(Ω) and x, y ∈ Ω. Then
where we use (2.1). A similar computation starting from E(ν, y) − E(µ, x) completes the proof of the fact that E ∈ Lip(P(Ω) × Ω, R + ), and then
2 for all (µ, x) ∈ P(Ω) × Ω, and thus
g(x) > 0,
g(x) < +∞, as required.
PRELIMINARY STUDY OF THE MINIMAL-TIME OPTIMAL CONTROL PROBLEM
In this section, we provide several properties for the optimal control problem OCP(X, Γ, k). We first study the corresponding value function ϕ in Section 4.1, specializing to the case of an optimal control problem on Ω ⊂ R d and establish a Hamilton-Jacobi equation for ϕ in Section 4.2, before proving further properties of optimal trajectories obtained from Pontryagin Maximum Principle in Section 4.3. We conclude this section by a characterization of the optimal control in terms of a normalized gradient in Section 4.4, which also considers the continuity of the normalized gradient.
4.1.
Elementary properties of the value function. As stated in Remark 3.2, at least in the case where X is a subset of a normed vector space, admissible trajectories for some k : R + × X → R + can be seen as trajectories of the control system (3.2) and the minimization problem (3.1), as an optimal control problem. Inspired by this interpretation, we make use of an usual strategy in optimal control, namely that of considering the value function associated with the optimal control problem. We start by recalling the classical definition of the value function for OCP(X, Γ, k).
Definition 4.1. Let (X, Γ, k) be as in Definition 3.1. The value function of OCP(X, Γ, k) is the function ϕ :
The goal of this section is to provide some properties of ϕ, in particular its Lipschitz continuity and the fact that it satisfies a Hamilton-Jacobi equation. We gather in the next proposition some elementary properties of ϕ. (a) There exists M > 0 such that, for every (t, x) ∈ R + × X, one has ϕ(t, x) ≤ M. (b) For every (t, x) ∈ R + × X, there exists an optimal trajectory γ ∈ Lip(R + , X) for (k,t, x). In particular, the infimum in (4.1) is attained at γ.
The proof of Proposition 4.2 follows from standard techniques: the upper bound M in (a) can be taken as M =
, where diam(X) = sup x,y∈X d(x, y) < +∞ is the diameter of X, and the existence of an optimal trajectory proven using compactness of minimizing sequences.
We now turn to the proof of Lipschitz continuity of ϕ. We first show, in Proposition 4.3, that ϕ is Lipschitz continuous with respect to t, uniformly with respect to x, before completing the proof of Lipschitz continuity of ϕ in Proposition 4.4. Proof. Let t 1 ,t 2 ∈ R + and assume, with no loss of generality, that t 1 ≤ t 2 . We prove the result by showing that one has both
for some constant C > 0 independent of t 1 , t 2 , and x. Let us first prove (4.2). Let γ 2 ∈ Opt(k,t 2 , x). Define γ 1 ∈ Lip(R + , X) by
, |γ 1 | (s) = 0 for s < t 2 , and |γ 1 | (s) ≤ k(s, γ 1 (s)) for almost every s > t 2 , which proves that γ 1 ∈ Adm(k) and
We now turn to the proof of (4.3). Let M > 0 be as in Proposition 4.2(a) and take γ 1 ∈ Opt(k,t 1 , x). Notice that, thanks to Hypothesis 3.5(b), the map
is lower bounded by
, upper bounded by
, and globally Lipschitz continuous. Let M 0 > 0 be a Lipschitz constant for this map. Let φ : [t 2 , +∞) → R be the unique function satisfying
Notice that φ is strictly increasing and maps [t 2 , +∞) onto [t 1 , +∞), its inverse φ −1 being defined on [t 1 , +∞). Let γ 2 : R + → X be given by x) ), and, for almost every
and thus
which proves that
which concludes the proof of (4.3). Proof. Let D be as in Hypothesis 3.5(c), x 1 , x 2 ∈ X, and t 1 ,t 2 ∈ R + . According to Hypothesis 3.5(c),
, which is independent of x ∈ X according to Proposition 4.3.
, and |γ 1 | (t) ≤ k(t, γ 1 (t)) for almost every t ≥ 0, which proves that γ 1 ∈ Adm(k) and
. Hence, using Proposition 4.3, one obtains that
One can bound ϕ(t 2 , x 2 ) − ϕ(t 1 , x 1 ) in exactly the same manner by exchanging the roles of (t 1 , x 1 ) and (t 2 , x 2 ) and replacing γ 0 by γ 0 (T 0 − ·).
Another important property of the value function is presented in the next proposition, and is useful for providing a lower bound on the time derivative of the value function when it exists.
Proposition 4.5. Consider the optimal control problem OCP(X, Γ, k) and assume that Hypotheses 3.5(a)-(c) hold. There exists c > 0 such that, for every x ∈ X and t 1 ,t 2 ∈ R + with t 1 = t 2 , one has
In particular, if
The last statement of the proposition means that, if two optimal trajectories start at the same point x on different times, the one which started sooner will arrive first at Γ.
Proof. It suffices to prove (4.4) in the case t 2 > t 1 , the other case being obtained by exchanging the role of t 1 and t 2 . We then assume from now on that t 2 > t 1 . Notice also that, if (4.4) holds, then, for
Let γ 2 ∈ Opt(k,t 2 , x) and φ : [t 1 , +∞) → R be the unique function satisfying
Notice that φ is strictly increasing and maps
Let M > 0 be as in Proposition 4.2(a) and M 0 > 0 be a Lipschitz constant for k. Notice that, for every t ∈ R + , one hasφ
which yields
and thus, by Gronwall's inequality, for every t ∈ [t 1 ,t 0 ],
In particular, using the fact that φ (t) > t for every t ∈ R + , one obtains from the above, setting
where c = e
K min . Let γ 1 ∈ Lip(R + , X) be defined by γ 1 (t) = γ 2 (φ (t)) for t > t 1 and γ 1 (t) = x for t ≤ t 1 . Then, for almost every t ∈ [t 1 , +∞), one has |γ 1 | (t) = φ (t) |γ 2 | (φ (t)) ≤ k(t, γ 1 (t)), which proves that γ 1 ∈ Adm(k). Moreover, γ 1 (t 1 ) = x and γ 1 (φ −1 (t 2 + ϕ(t 2 , x))) ∈ Γ, which proves that the first exit time after t 1 of γ 1 satisfies τ(t 1 , γ 1 ) ≤ φ −1 (t 2 +ϕ(t 2 , x)), and hence ϕ(t 1 , x) ≤ φ −1 (t 2 +ϕ(t 2 , x))−t 1 . Thus φ (t 1 + ϕ(t 1 , x)) ≤ t 2 + ϕ(t 2 , x), and, using (4.5), we get that
We gather in the next result two further properties of the value function and of optimal trajectories; the proof is straightforward and thus omitted here. Proposition 4.6. Consider the optimal control problem OCP(X, Γ, k) and assume that Hypotheses 3.5(a)-(c) hold. Let (t 0 , x 0 ) ∈ R + × X and γ ∈ Opt(k,t 0 , x 0 ).
and consider the trajectory γ : R + → X defined by γ(t) = γ(t) for t > t 1 and γ(t) = γ(t 1 ) for t ≤ t 1 . Then γ ∈ Opt(k,t 1 , γ(t 1 )).
4.2.
Hamilton-Jacobi equation. In this section, we collect further results on the value function ϕ under the additional assumption that Hypothesis 3.5(d) holds. Before establishing the main result of this section, Theorem 4.9, which provides a Hamilton-Jacobi equation for ϕ, we recall the definition of superdifferential of a function and obtain a lower bound on the time component of any vector on the superdifferential of ϕ as consequence of Proposition 4.5.
Lemma 4.8. Consider the optimal control problem OCP(X, Γ, k) and assume that Hypotheses 3.5(a)-(d) hold. There exists c > 0 such that, for every
For h > 0 small, one has, using Proposition 4.5,
and thus, taking the limit as h 0, one obtains from (4.6) that c − 1 − p 0 ≤ 0.
Our next result provides a Hamilton-Jacobi equation for ϕ. Its proof is based on classical techniques on optimal control and is omitted here (see, e.g., [5, Chapter IV, Proposition 2.3]). 
Then ϕ is a viscosity subsolution of (4.7) on R + × Ω, a viscosity supersolution of (4.7) on R + × (Ω \ Γ), and satisfies ϕ(t, x) = 0 for (t, x) ∈ R + × Γ.
Proposition 4.5 yields a lower bound on the time derivative of ϕ, which can be used to obtain information on the gradient of ϕ and on the optimal control of optimal trajectories thanks to the Hamilton-Jacobi equation (4.7).
Corollary 4.10. Consider the optimal control problem OCP(X, Γ, k), assume that Hypotheses 3.5 (a)-(d) hold, and let Ω be as in Hypothesis 3.5(d) and
∈ Ω, and ϕ is differentiable at (t, γ(t)). Then
Proof. To prove (a), notice first that, for
Since ϕ is a viscosity supersolution of (4.7) on
In order to prove (b), notice that, since γ ∈ Adm(k) and γ is differentiable at t, we can writė γ(t) = k(t, γ(t))u for a certain u ∈ B d . Applying Proposition 4.6(a), one obtains, for small h,
Differentiating with respect to h at h = 0 yields
On the other hand, since ϕ is differentiable at (t, γ(t)), (4.7) holds pointwisely at (t, γ(t)) (see, e.g., [34, Corollary I.6] ). Then, comparing the two expressions, we obtain
and, by (a), ∇ x ϕ(t, γ(t)) = 0, this implies that
and thus (4.8) holds.
Notice that, since ϕ is Lipschitz continuous, one obtains as a consequence of Corollary 4.10(a) that ∂ t ϕ(t, x) > −1 and ∇ x ϕ(t, x) = 0 for almost every (t, x) ∈ R + × Ω. Definition 4.11. Consider the optimal control problem OCP(X, Γ, k) and assume that Hypothesis 3.5(d) holds. Given (t 0 , x 0 ) ∈ R + × Ω and γ ∈ Opt(k,t 0 , x 0 ), we say that a measurable function u : R + → B d is an optimal control associated with γ ifγ(t) = k(t, γ(t))u(t) for almost every t ∈ R + .
In terms of Definition 4.11, Corollary 4.10(b) states that any optimal control u associated with an optimal trajectory γ satisfies u(t) = −
∈ Ω, and ϕ is differentiable at (t, γ(t)). Even though ϕ and γ are both Lipschitz continuous, and hence differentiable almost everywhere, ϕ may be nowhere differentiable along a given optimal trajectory when d ≥ 2, and thus Corollary 4.10(b) is not sufficient to characterize the optimal control for every optimal trajectory. 4.3. Consequences of Pontryagin Maximum Principle. As a first step towards providing a characterization of the optimal control associated with an optimal trajectory γ ∈ Opt(k,t 0 , x 0 ), we apply Pontryagin Maximum Principle to OCP(X, Γ, k) to obtain a relation between the optimal control and the costate from Pontryagin Principle and deduce a differential inclusion for the optimal control. To do so, we will assume the more restrictive Hypothesis 3.5(e) on the target set Γ. Notice that, under Hypothesis 3.5(d), OCP(Ω, Γ, k) is an optimal control problem with the state constraint γ(t) ∈ Ω for every t ∈ R + , but such a state constraint becomes redundant when one assumes that Γ = ∂ Ω, since optimal trajectories starting at Ω stop as soon as they reach the target set ∂ Ω, meaning that they will automatically always remain in Ω.
Even though versions of Pontryagin Maximum Principle for non-smooth dynamics and state constraints are available [32, Theorem 5.2.3] , as well as techniques for adapting the unconstrained maximum principle to the constrained case [17] , which could be used to study OCP(Ω, Γ, k) without Hypothesis 3.5(e), we prefer to state its conclusions under Hypothesis 3.5(e) for simplicity since this assumption will be needed in the sequel in Section 4.4. However, notice the need for non-smooth statements of the Pontryagin Maximum Principle (which involve differential inclusions), the reason being that we are not assuming Hypothesis 3.5(g).
In the next result, π t : R × R d → R and π x : R × R d → R d denote the canonical projections onto the factors of the product R × R d .
Proposition 4.12. Consider the optimal control problem OCP(X, Γ, k), assume that Hypotheses 3.5(a)-(f) hold, and let Ω be as in Hypothesis 3.
, and u : R + → B d be a measurable optimal control associated with γ. Then there exist λ ∈ {0, 1} and absolutely continuous functions p :
Proposition 4.12 can be obtained from [32, Theorem 5.2.3] using a classical technique of state augmentation to transform (3.2) into an autonomous control system on the augmented state variable z = (t, γ).
Notice that Proposition 4.12(b) characterizes the optimal control in terms of the costate p whenever the costate is non-zero. Our next result states that this happens everywhere on [t 0 ,t 0 + T ].
Lemma 4.13. Consider the optimal control problem OCP(X, Γ, k), assume that Hypotheses 3.5(a) -(f) hold, and let Ω, (t 0 , x 0 ), γ, T , λ , p, and h be as in the statement of Proposition 4.12. Then p(t) = 0 for every t ∈ [t 0 ,t 0 + T ].
Proof. Let M be a Lipschitz constant for k and β :
Hence, by Grönwall's inequality, for every t,
One then concludes that, if there exists
Thus, by Proposition 4.12(c), one has h(t) = −λ for every t ∈ [t 0 ,t 0 + T ], and, since h(t 0 + T ) = 0, it follows that λ = 0, contradicting Proposition 4.12(e). Thus p(t) = 0 for every
Combining Lemma 4.13 with the differential inclusion for p from (4.9), one obtains the following differential inclusion for u. Corollary 4.14. Consider the optimal control problem OCP(X, Γ, k), assume that Hypotheses 3.5(a)-(f) hold, and let Ω, (t 0 , x 0 ), γ, T , and u be as in the statement of Proposition 4.12. Then
, and (γ, u) solves the system (4.10)
where, for x ∈ S d−1 , Pr
Proof. Let p be as in the statement of Proposition 4.12. Thanks to Lemma 4.13, it follows from Proposition 4.12(b) that u(t) = p(t) |p(t)| , and in particular u is absolutely continuous and takes values in
which yields the differential inclusion for u in (4.10). Since k is Lipschitz continuous, one obtains that |u(t)| is bounded for almost every t ∈ [t 0 ,t 0 + T ], and thus u is Lipschitz continuous. It follows from the differential equation on γ in (4.10) thatγ is Lipschitz continuous on [t 0 ,t 0 + T ], and hence
Corollary 4.14 states that every optimal trajectory satisfies, together with its optimal control, (4.10). However, given (t 0 , x 0 ) ∈ R + × Ω, u 0 ∈ S d−1 , a solution (γ, u) of (4.10) with initial condition γ(t 0 ) = x 0 and u(t 0 ) = u 0 may not yield an optimal trajectory. In order to understand when a solution of (4.10) is an optimal trajectory, we introduce the following definition.
Definition 4.15. Let (t 0 , x 0 ) ∈ R + × Ω. We define the set U (t 0 ,x 0 ) of optimal directions at (t 0 , x 0 ) as the set of all u 0 ∈ S d−1 such that there exists a solution (γ, u) of (4.10) with γ(t 0 ) = x 0 and u(t 0 ) = u 0 satisfying γ ∈ Opt(k,t 0 , x 0 ).
Thanks to Proposition 4.2 and Corollary 4.14, U (t 0 ,x 0 ) is non-empty. Our next result shows that, along an optimal trajectory γ, U (t,γ(t)) is a singleton, except possibly at its initial and final points. Proposition 4.16. Consider the optimal control problem OCP(X, Γ, k) and assume that Hypotheses 3.5(a)-(f) hold. Let (t 0 , x 0 ) ∈ R + × Ω, γ ∈ Opt(k,t 0 , x 0 ). Then, for every t ∈ (t 0 ,t 0 + ϕ(t 0 , x 0 )), U (t,γ(t)) contains exactly one element.
Proof. In order to simplify the notations, set T = ϕ(t 0 , x 0 ), fix t 1 ∈ (t 0 ,t 0 + T ) and let x 1 = γ(t 1 ). Let u be an optimal control associated with γ. By Corollary 4.14, x 1 ) ; suppose to have another element u 1 ∈ U (t 1 ,x 1 ) : we will prove that u 1 = u(t 1 ).
Since u 1 ∈ U (t 1 ,x 1 ) , there exists a solution ( γ, u) of (4.10) with γ(t 1 ) = x 1 , u(t 1 ) = u 1 , and γ ∈ Opt(k,t 1 , x 1 ). Let ( γ, u) be defined on R + by
We can see that γ ∈ Opt(k,t 0 , x 0 ) and u is an optimal control associated with γ. Hence, by Corollary 4.14,
. In particular, u is continuous, which proves that u(t 1 ) = u(t 1 ) = u 1 and that u(t 1 ) is the unique element of U (t 1 ,x 1 ) .
4.4.
Normalized gradient and the optimal control. In this section, we are interested in the additional properties one gets when assuming Hypothesis 3.5(g), the main goal being to characterize the optimal control u in a similar way to Corollary 4.10(b) but for all optimal trajectories and all times. A first result obtained from the extra regularity from Hypothesis 3.5(g) is the following immediate consequence of Corollary 4.14.
Corollary 4.17. Consider the optimal control problem OCP(X, Γ, k), assume that Hypotheses 3.5(a)-(g) hold, and let Ω, (t 0 , x 0 ), γ, T , and u be as in the statement of Proposition 4.12. Then
, and (γ, u) solves the system (4.11)
Thanks to the extra regularity assumption from Hypothesis 3.5(g) and to Hypothesis 3.5(h), one may also use classical results in optimal control to conclude that ϕ is a semiconcave function.
Proposition 4.18. Consider the optimal control problem OCP(X, Γ, k) and assume that Hypotheses 3.5(a)-(h) hold. Then ϕ is semiconcave in R + × Ω.
Proof. This is a classical fact and we will use [18, Theorem 8.2.7] . This Theorem is stated on the whole time-space R × R d , and requires an autonomous control system.
Hence, we will set K = R d \ Ω: K is closed and, due to the uniform exterior sphere property of Ω, K satisfies a uniform interior sphere property. Consider the optimal control problem of reaching K in minimal time with dynamics (3.2), starting at time t ∈ R from a point x ∈ R d , and denote by ϕ its value function (the only difference from OCP(Ω, ∂ Ω, k) is that we allow negative initial times). Of course, ϕ and ϕ coincide on R + × Ω.
We rewrite (3.2) as an autonomous control system on the variable z = (t, γ) and apply [18, Theorem 8.2.7] to the corresponding autonomous optimal control problem with target set R × K to conclude that ϕ is locally semiconcave on R × Ω. Notice that, since one has an upper bound on the exit time for all optimal trajectories thanks to Proposition 4.2(a) (and its immediate generalization to the optimal control problem for ϕ), it follows from the proof of [18, Theorem 8.2.7] that ϕ is semiconcave on R × Ω. Hence, ϕ is semiconcave on R + × Ω.
(a) Let w : A → R and x ∈ A. We say that p ∈ R d is a reachable gradient of w at x if there exists a sequence (x n ) n∈N in A \ {x} such that, for every n ∈ N, w is differentiable at x n , and x n → x and Dw(x n ) → p as n → ∞. The set of all reachable gradients of w at x is denoted by D * w(x). (b) Let w : B × A → R and (t, x) ∈ B × A. We say that ω ∈ S d−1 is the normalized gradient of w with respect to x at (t, x) if D + w(t, x) is non-empty and, for every (p 0 , p 1 ) ∈ D + w(t, x), one has p 1 = 0 and
In this case, ω is denoted by ∇w(t, x).
Recall that, for a semiconcave function w defined on an open set A ⊂ R d , for every x ∈ A, one has D + w(x) = co D * w(x) = ∂ C w(x) and these sets are non-empty (see, e.g., [18, Proposition 3.3.4 and Theorem 3.3.6]). Here, co B denotes the convex hull of B.
Theorem 4.20. Consider the optimal control problem OCP(X, Γ, k) and assume that Hypotheses 3.5(a)-(h) hold. Let (t 0 , x 0 ) ∈ R * + × Ω. Then ϕ admits a normalized gradient at (t 0 , x 0 ) if and only if U (t 0 ,x 0 ) contains only one element. In this case, U (t 0 ,x 0 ) = {− ∇ϕ(t 0 , x 0 )}.
Proof. Assume that ϕ admits a normalized gradient at (t 0 , x 0 ) and take u 0 ∈ U (t 0 ,x 0 ) . Let (γ, u) be a solution of (4.10) with γ(t 0 ) = x 0 , u(t 0 ) = u 0 , and γ ∈ Opt(k,t 0 , x 0 ). By Proposition 4.6(a), for every h ∈ [0, ϕ(t 0 , x 0 )], one has
, with ψ (h) = (1,γ(t 0 + h)). Hence, by the chain rule for generalized gradients (see, e.g., [32, Theorem 2.3.10]), one has, for every h ∈ (0, ϕ(t 0 , x 0 )),
Notice moreover that, since ϕ is semiconcave, one has
Since ϕ is Lipschitz continuous, the family ((p 0,h , p 1,h )) h∈(0,ϕ(t 0 ,x 0 )) is bounded, and thus there exists a sequence (h n ) n∈N with h n → 0 as n → ∞ and a point
One also has thatγ(t 0 + h) = k(t 0 + h, γ(t 0 + h))u(t 0 + h) and thus, taking h = h n in (4.12) and letting n → ∞, one obtains that (4.13)
Letting c > 0 be as in Lemma 4.8, one obtains that −p 1 · u 0 k(t 0 , x 0 ) ≥ c, and thus, in particular, p 1 = 0. Since ϕ admits a normalized gradient at (t 0 , x 0 ), one then concludes that
Since ϕ is a viscosity subsolution of (4.7) on R + × Ω, one concludes that
Combining the above inequality with (4.13), one obtains that
. Since this holds for every u 0 ∈ U (t 0 ,x 0 ) , one concludes that the unique element in
Assume now that U (t 0 ,x 0 ) contains only one element, which we denote by u 0 . Since
. Hence there exists a sequence ((t 0,n , x 0,n )) n∈N such that ϕ is differentiable at (t 0,n , x 0,n ) for every n ∈ N and t 0,n → t 0 , x 0,n → x 0 , and Dϕ(t 0,n , x 0,n ) → p as n → ∞. For n ∈ N, write (p 0,n , p 1,n ) = Dϕ(t 0,n , x 0,n ), and let γ n ∈ Opt(k,t 0,n , x 0,n ) and u n be an optimal control associated with γ n . By Proposition 4.5 and Corollary 4.10, there exists c > 0 such that, for every n ∈ N, |p 1,n | ≥ c and u n (t 0,n ) = − p 1,n |p1,n| In particular, |p 1 | ≥ c, and thus p 1 = 0. Using Corollary 4.17, one obtains that (γ n , u n ) solves
We modify u n outside of the interval [t 0,n ,t 0,n + ϕ(t 0,n , x 0,n )] by setting u n (t) = u n (t 0,n ) for t ∈ [0,t 0,n ) and u n (t) = u n (t 0,n + ϕ(t 0,n , x 0,n )) for t > t 0,n + ϕ(t 0,n , x 0,n ). We have
, where M is a Lipschitz constant for k, and thus, by Arzelà-Ascoli Theorem, there exist subsequences, which we still denote by (γ n ) n∈N and (u n ) n∈N for simplicity, and elements γ ∈ Lip K max (Ω), u ∈ Lip M (S d−1 ) such that γ n → γ and u n → u uniformly on compact time intervals.
Since ϕ is Lipschitz continuous, one has ϕ(t 0,n , x 0,n ) → ϕ(t 0 , x 0 ) as n → ∞. Since γ n (t) = γ n (t 0,n ) and u n (t) = u n (t 0,n ) for t ∈ [0,t 0,n ] and γ n (t) = γ n (t 0,n + ϕ(t 0,n , x 0,n )) and u n (t) = u n (t 0,n + ϕ(t 0,n , x 0,n )) for t ≥ t 0,n + ϕ(t 0,n , x 0,n ), one obtains that γ(t) = γ(t 0 ) and u(t) = u(t 0 ) for t ∈ [0,t 0 ] and γ(t) = γ(t 0 + ϕ(t 0 , x 0 )), u(t) = u(t 0 + ϕ(t 0 , x 0 )) for t ≥ t 0 + ϕ(t 0 , x 0 ). Since γ n (t 0,n + ϕ(t 0,n , x 0,n )) ∈ ∂ Ω, one also obtains that γ(t 0 + ϕ(t 0 , x 0 )) ∈ ∂ Ω, and in particular its exit time satisfies τ(t 0 , γ) ≤ ϕ(t 0 , x 0 ). Fromγ n = k(·, γ n )u n , the local uniform convergence of (γ n ) n∈N and (u n ) n∈N provides, at the limit,γ = k(·, γ)u. Hence γ ∈ Opt(k,t 0 , x 0 ) and u is an optimal control associated with γ.
Since u(t 0 ) = lim n→∞ u n (t 0,n ) = lim n→∞ −
As an immediate consequence of Proposition 4.16 and Theorem 4.20, one obtains the following characterization of the optimal control. Corollary 4.21. Consider the optimal control problem OCP(X, Γ, k) and assume that Hypotheses 3.5(a)-(h) hold. Let (t 0 , x 0 ) ∈ R + × Ω, γ ∈ Opt(k,t 0 , x 0 ), and u be the optimal control associated with γ. Then, for every t ∈ (t 0 ,t 0 + ϕ(t 0 , x 0 )), ϕ admits a normalized gradient at (t, γ(t)) and u(t) = − ∇ϕ(t, γ(t)), i.e.,γ (t) = −k(t, γ(t)) ∇ϕ(t, γ(t)).
Corollary 4.21 can be seen as an improved version of Corollary 4.10(b)
, where we now characterize the optimal control for every optimal trajectory and every time, replacing the normalization of the gradient of ϕ by its normalized gradient.
Notice that, combining Corollaries 4.17 and 4.21, we obtain that t → ∇ϕ(t, γ(t)) is C 1,1 for every optimal trajectory γ, as long as γ(t) ∈ Ω and t is larger than the initial time of γ. However, this provides no information on the regularity of (t, x) → ∇ϕ(t, x). We are now interested in proving continuity of this map in a set where ∇ϕ is defined. Set (4.14)
This set (which can be easily seen to be a countable union of compact sets, and in particular a Borel measurable set) contains all points (t, x) ∈ R * + × Ω which are not starting points of optimal trajectories. In particular, it follows from Corollary 4.21 that ∇ϕ(t, x) exists for every (t, x) ∈ ϒ. Proposition 4.22. Consider the optimal control problem OCP(X, Γ, k) and assume that Hypotheses 3.5(a)-(h) hold. Then the normalized gradient ∇ϕ of ϕ is continuous on ϒ.
Proof. Let (t * , x * ) ∈ ϒ and ((t n , x n )) n∈N be a sequence in ϒ converging to (t * , x * ) as n → ∞. For n ∈ N, let t 0,n ∈ [0,t n ), x 0,n ∈ Ω and γ n ∈ Opt(k,t 0,n , x 0,n ) be such that γ n (t n ) = x n . Let u n be an optimal control associated with γ n , and modify u n outside of [t 0,n ,t 0,n + ϕ(t 0,n , x 0,n )] for u n to be constant on [0,t 0,n ] and on [t 0,n + ϕ(t 0,n , x 0,n ), +∞). Notice that, since x n ∈ Ω, one has t n ∈ (t 0,n ,t 0,n + ϕ(t 0,n , x 0,n )) and, by Corollary 4.21, u n (t n ) = − ∇ϕ(t n , x n ). We want to prove that u n (t n ) → − ∇ϕ(t * , x * ) as n → ∞. Since (u n (t n )) n∈N is bounded, it is enough to prove that every convergent subsequence of (u n (t n )) n∈N converges to − ∇ϕ(t * , x * ) as n → ∞.
Assume that (u n k (t n k )) k∈N is a converging subsequence of (u n (t n )) n∈N , and denote by u * its limit. Up to subsequences (using Arzelà-Ascoli Theorem together with Corollary 4.14), we can assume that γ n k and u n k also converge, uniformly on every compact time interval, and that (t 0,n k ) k∈N and (x 0,n k ) k∈N also converge. Let γ = lim k→∞ γ n k , u = lim k→∞ u n k , t 0 = lim k→∞ t 0,n k , and x 0 = lim k→∞ x 0,k .
Since γ n (t) = x 0,n for t ∈ [0,t 0,n ], u n (t) = u n (t 0,n ) for t ∈ [0,t 0,n ], γ n (t) = γ n (t 0,n +ϕ(t 0,n , x 0,n )) for t ≥ t 0,n + ϕ(t 0,n , x 0,n ), and u n (t) = u n (t 0,n + ϕ(t 0,n , x 0,n )) for t ≥ t 0,n + ϕ(t 0,n , x 0,n ), one obtains that γ(t) = x 0 for t ∈ [0,t 0 ], u(t) = u(t 0 ) for t ∈ [0,t 0 ], γ(t) = γ(t 0 + ϕ(t 0 , x 0 )) for t ≥ t 0 + ϕ(t 0 , x 0 ), and u(t) = u(t 0 + ϕ(t 0 , x 0 )) for t ≥ t 0 + ϕ(t 0 , x 0 ), which proves in particular that τ(t 0 , γ) ≤ ϕ(t 0 , x 0 ), and one will obtain that γ ∈ Opt(k,t 0 , x 0 ) as soon as one proves that γ ∈ Adm(k). This can be done exactly as in the proof of Theorem 4.20, also obtaining that u is an optimal control associated with γ. Notice moreover that γ(t * ) = lim k→∞ γ n k (t n k ) = lim k→∞ x n k = x * .
Since (t * , x * ) ∈ ϒ, there exist t 0, * ∈ [0,t * ), x 0, * ∈ Ω, and γ * ∈ Opt(k,t 0, * , x 0, * ) such that γ * (t * ) = x * . Let u * be an optimal control associated with γ * , assumed to be constant on [0,t 0, * ] and on [t 0, * + ϕ(t 0, * , x 0, * ), +∞). Since x * ∈ Ω, one has t * ∈ (t 0, * ,t 0, * + ϕ(t 0, * , x 0, * )), and one also has, from Corollary 4.21, that u * (t * ) = − ∇ϕ(t * , x * ). Define γ : R + → Ω and u :
Since γ * ∈ Opt(k,t 0, * , x 0, * ), γ ∈ Opt(k,t 0 , x 0 ), and γ * (t * ) = γ(t * ) = x * , one obtains that γ ∈ Opt (k,t 0, * , x 0, * ), and u is an optimal control associated with γ. Hence, by Corollary 4.17, the restrictions of γ and u to [t 0, * ,t 0, * + ϕ(t 0, * , x 0, * )], still denoted by γ and u for simplicity, satisfy γ ∈ C 2,1 ([t 0, * ,t 0, * + ϕ(t 0, * , x 0, * )], Ω) and u ∈ C 1,1 ([t 0, * ,t 0, * + ϕ(t 0, * , x 0, * )], S d−1 ). In particular, since t * ∈ (t 0, * ,t 0, * + ϕ(t 0, * , x 0, * )), u is continuous at t * , which finally proves that − ∇ϕ(t * , x * ) = u * (t * ) = u(t * ) = lim k→∞ u n k (t n k ) = u * .
EXISTENCE OF EQUILIBRIA FOR MINIMAL-TIME MFG
After the preliminary study of the optimal control problem OCP(X, Γ, k) from Section 4, we finally turn to our main problem, the mean field game MFG(X, Γ, K). This section is concerned with the existence of equilibria for MFG(X, Γ, K). We shall need here only some elementary results on the value function from Section 4.1, and our main result is the following.
Theorem 5.1. Consider the mean field game MFG(X, Γ, K) and assume that Hypotheses 3.5(a), (c), and (i) hold. Then, for every m 0 ∈ P(X), there exists an equilibrium Q ∈ P(C X ) for MFG(X, Γ, K) with initial condition m 0 .
The remainder of the section provides the proof of Theorem 5.1, which is decomposed in several steps. First, for a fixed Q ∈ P(C X ), we consider in Section 5.1 the optimal control problem OCP(X, Γ, k) where k is given by k(t, x) = K(e t # Q, x), proving first that k is Lipschitz continuous, in order to be able to apply the results from Section 4.1, and then that the value function ϕ is also Lipschitz continuous with respect to Q. Such properties are then used in Section 5.2 to prove that one may choose an optimal trajectory for each starting point in a measurable way. Finally, Section 5.3 characterizes equilibria of MFG(X, Γ, K) as fixed points of a suitable multi-valued function and concludes the proof of Theorem 5.1 by the application of a suitable fixed point theorem.
5.1. Lipschitz continuity of the value function. Notice that, under Hypothesis 3.5(i), any equilibrium Q of MFG(X, Γ, K) should be concentrated on K max -Lipschitz continuous trajectories. Define
Notice that Q is convex, and one can prove by standard arguments that it is also tight and closed, obtaining, as a consequence of Prohorov's Theorem (see, e.g., [9, Chapter 1, Theorem 5.1]), that Q is compact. We now prove that the push-forward of a measure Q ∈ Q by the evaluation map e t is Lipschitz continuous in both variables t and Q.
Proposition 5.2. Assume that Hypothesis 3.5(a) holds.
(a) For every Q ∈ Q, the map R + t → e t # Q ∈ P(X) is K max -Lipschitz continuous.
(b) For every t ∈ R + , the map P(C X ) Q → e t # Q ∈ P(X) is 2 t+1 -Lipschitz continuous.
Proof. To prove (a), take t, s ∈ R + . By (2.1) and using the fact that Q(Lip K max (X)) = 1, we have
and thus t → e t # Q is K max -Lipschitz continuous.
In order to prove (b), we just need to observe that, due to the definition of d C X , the evaluation map e t is 2 n -Lipschitz continuous for every n ∈ N with n ≥ t. Hence, this map is 2 t+1 -Lipschitz continuous and this implies (b).
As an immediate consequence of Proposition 5.2, we obtain the following.
Corollary 5.3. Let Q ∈ Q and assume that Hypothesis 3.5(a) holds and K : P(X) × X → R + satisfies Hypothesis 3.5(i). Define k : R + × X → R + by k(t, x) = K(e t # Q, x). Then k satisfies Hypothesis 3.5(b), i.e., k is Lipschitz continuous on R + × X and k(t, x) ∈ [K min , K max ] for every (t, x) ∈ R + × X.
In particular, when k is constructed from K as in Corollary 5.3, the results of Section 4.1 apply to k. Notice that the value function ϕ from Definition 4.1 depends on Q through k. In the sequel, whenever needed, we make this dependence explicit in the notation of the value function by writing it as ϕ Q .
Proposition 5.4. Consider the mean field game MFG(X, Γ, K) and assume that Hypotheses 3.5(a), (c), and (i) hold. Let (t, x) ∈ R + × X. Then the map Q Q → ϕ Q (t, x) is Lipschitz continuous in Q, its Lipschitz constant being independent of x and a non-decreasing function of t.
Proof. Consider OCP(X, Γ, k) with k defined from K as in Corollary 5.3. Let M > 0 be as in Proposition 4.2(a). Let Q 1 , Q 2 ∈ Q. Let γ 1 ∈ Opt(Q 1 ,t, x) and define φ : [t, +∞) → R as the unique function satisfying
Similarly to the proof of Proposition 4.3, φ is a well-defined C 1 function whose derivative takes values in
Moreover, φ is strictly increasing and maps [t, +∞) onto itself, its inverse
Then γ 2 ∈ Lip(R + , X), γ 2 (s) = x for every s ≤ t, γ 2 (s) = γ 2 (φ −1 (t + ϕ Q 1 (t, x))) ∈ Γ for every s ≥ φ −1 (t + ϕ Q 1 (t, x)), and |γ 2 | (s) ≤ K(e s# Q 2 , γ 2 (s)) for almost every s ≥ t. Thus γ 2 ∈ Adm(Q 2 ) and t + ϕ Q 2 (t, x) ≤ φ −1 (t + ϕ Q 1 (t, x)), i.e., φ (t + ϕ Q 2 (t, x)) ≤ t + ϕ Q 1 (t, x). By Hypothesis 3.5(i) and Proposition 5.2, there exists M 0 > 0, independent of (t, x), such that, for every s ∈ R + ,
One has, from (5.1),
and thus, for every s ∈ [t,t + M],
which yields, by Gronwall's inequality, that, for every s ∈ [t,t + M],
where C t is non-decreasing on t. We then conclude that
and finally
. By exchanging Q 1 and Q 2 in the above inequality, one obtains the Lipschitz continuity of Q → ϕ Q (t, x) with Lipschitz constant C t .
5.2.
Measurable selection of optimal trajectories. Proposition 4.2(b) and Corollary 5.3 imply that, given Q ∈ Q, for every x ∈ X, there exists an optimal trajectory γ for (Q, 0, x). Such a trajectory depends on x, and one may thus construct a map that, to each point x ∈ X, associates some optimal trajectory for (Q, 0, x). The main result of this section, Proposition 5.6, asserts that it is possible to construct such a map in a measurable way.
For Q ∈ Q, let G Q be the graph of the set-valued map x → Opt(Q, 0, x), given by
Lemma 5.5. Consider the mean field game MFG(X, Γ, K) and assume that Hypotheses 3.5(a), (c), and (i) hold. Let Q ∈ Q. Then the graph G Q is compact.
Proof. Let us first prove that G Q is a closed subset of X × C X . Let ((x n , γ n )) n∈N be a sequence in G Q such that, as n → ∞, x n → x for some x ∈ X and γ n → γ for some γ ∈ C X (uniformly on compact time intervals). Since γ n ∈ Opt(Q, 0, x n ), one has that γ n ∈ Lip K max (X), and thus, since Lip K max (X) is closed, one has γ ∈ Lip K max (X). Since γ n (0) = x n , it follows that γ(0) = x. The continuity of the value function ϕ Q also implies that ϕ Q (0, x n ) → ϕ Q (0, x) as n → ∞. Since γ n (ϕ Q (0, x n )) ∈ Γ and Γ is closed, one concludes that γ(ϕ Q (0, x)) ∈ Γ. Moreover, if t ∈ R + is such that t > ϕ Q (0, x), then t > ϕ Q (0, x n ) for n large enough, and thus γ n (t) = γ n (ϕ Q (0, x n )) for n large enough, which shows that γ(t) = γ(ϕ Q (0, x)) for every t > ϕ Q (0, x). Notice, in particular, that the exit time of γ satisfies τ(0, γ) ≤ ϕ Q (0, x), and thus, to conclude that γ ∈ Opt(Q, 0, x), one is only left to prove that γ ∈ Adm(Q).
For n ∈ N, since γ n ∈ Adm(Q), one has |γ n | (t) ≤ K(e t # Q, γ n (t)), a condition which passes to the limit as n → ∞, providing |γ| (t) ≤ K(e t # Q, γ(t)) for almost every t ∈ R + . Hence γ ∈ Adm(Q), which concludes the proof that G Q is closed.
Since Opt(Q, 0, x) ⊂ Lip K max (X) for every x ∈ X, one has G Q ⊂ X × Lip K max (X) and, since X × Lip K max (X) is compact and G Q is closed, one concludes that G Q is compact.
As a consequence of Lemma 5.5 and the fact that Opt(Q, 0, x) is non-empty for every x ∈ X, one obtains the following measurable selection of optimal trajectories immediately from von Neumann-Aumann Selection Theorem (see, e.g., [30, Theorem III.22] or [63, Theorem 3] ).
Proposition 5.6. Consider the mean field game MFG(X, Γ, K) and assume that Hypotheses 3.5(a), (c), and (i) hold. Let Q ∈ Q, m 0 = e 0# Q ∈ P(X), and B be the completion of the Borel σ -algebra of X with respect to m 0 . Then there exists a function γ γ γ Q : X → C X such that γ γ γ Q (x) ∈ Opt(Q, 0, x) for every x ∈ X and γ γ γ Q is measurable with respect to B in X and to the Borel σ -algebra in C X .
5.3.
Fixed point formulation for equilibria. To prove Theorem 5.1, we reformulate the question of the existence of an equilibrium for MFG(X, Γ, K) into a question of the existence of a fixed point for a set-valued map. Let m 0 ∈ P(X) and define
Lemma 5.7. Assume that Hypothesis 3.5(a) holds. For every m 0 ∈ P(X), Q m 0 is non-empty, convex, and compact.
Proof. The convexity of Q m 0 follows immediately from its definition. To prove that it is nonempty, denote by ψ : X → C X the function that associates with each x ∈ X the curve ψ(x) ∈ C X which remains at x for every time t ≥ 0. Then ψ # m 0 ∈ Q m 0 , and hence Q m 0 is non-empty. One also has that Q m 0 is closed in Q, since, by Proposition 5.2, Q → e 0# Q is continuous. In particular, since Q m 0 ⊂ Q and Q is compact, one obtains that Q m 0 is compact.
We now define a set-valued map F m 0 : Q m 0 ⇒ Q m 0 by setting, for Q ∈ Q m 0 ,
By the definition of equilibria for MFG(X, Γ, K), Q ∈ Q m 0 is an equilibrium for MFG(X, Γ, K) with initial condition m 0 if and only if Q ∈ F m 0 (Q). Introduce the set Opt(Q) of all optimal trajectories for Q starting at time 0, i.e.,
Notice that Opt(Q) is compact as the projection into C X of the compact set G Q from (5.2). The set F m 0 (Q) can be rewritten in terms of Opt(Q) as
Let us provide some properties of the set-valued map F m 0 .
Lemma 5.8. Consider the mean field game MFG(X, Γ, K) and assume that Hypotheses 3.5(a), (c), and (i) hold. Then, for every Q ∈ Q m 0 , F m 0 (Q) is non-empty and compact.
Proof. Let γ γ γ Q : X → C X be the function from Proposition 5.6. Write m 0 for the completion of the measure m 0 , which is defined in the σ -algebra B from Proposition 5.6. Let Q = γ γ γ Q # m 0 , which is well-defined thanks to Proposition 5.6.
for every x ∈ X. Moreover, for every Borel set B in X, one has e 0# Q(B) = Q e Since γ γ γ Q (X) ⊂ Opt(Q), one has Q(Opt(Q)) ≥ Q(γ γ γ Q (X)) = m 0 (X) = 1, which proves that Q ∈ F m 0 (Q), and thus F m 0 (Q) is non-empty.
Let us now prove that F m 0 (Q) is compact. Since F m 0 (Q) ⊂ Q m 0 and Q m 0 is compact, it suffices to prove that F m 0 (Q) is closed in Q m 0 . Let ( Q n ) n∈N be a sequence in F m 0 (Q) converging as n → ∞ to some Q ∈ Q m 0 . Since Opt(Q) is closed in C X , one obtains (see, e.g., [ Lemma 5.9. Consider the mean field game MFG(X, Γ, K) and assume that Hypotheses 3.5(a), (c), and (i) hold. Let m 0 ∈ P(X) and Opt : Q m 0 ⇒ Lip K max (X) be the set-valued map defined for Q ∈ Q m 0 by (5.3). Then Opt is upper semi-continuous.
Proof. Since Opt(Q) is a non-empty compact subset of the compact set Lip K max (X) for every Q ∈ Q m 0 , it suffices to show that the graph of Opt is closed (see, e.g., [4, Proposition 1.4.8]).
Let (Q n ) n∈N be a sequence in Q m 0 with Q n → Q as n → ∞ for some Q ∈ Q m 0 and (γ n ) n∈N be a sequence in Lip K max (X) with γ n ∈ Opt(Q n ) for every n ∈ N and γ n → γ as n → ∞ for some γ ∈ C X . Notice that γ ∈ Lip K max (X) since Lip L max (X) is closed. Since γ n ∈ Opt(Q n ), then γ n (t) = γ n (ϕ Q n (0, γ n (0))) ∈ Γ for t ≥ ϕ Q n (0, γ n (0)) and |γ n | (t) ≤ K(e t # Q n , γ n (t)) for almost every t ≥ 0.
By Propositions 4.4 and 5.4, one has that ϕ Q n (0, γ n (0)) → ϕ Q (0, γ(0)) as n → ∞, which implies that γ(t) = γ(ϕ Q (0, γ(0))) ∈ Γ for every t ≥ ϕ Q (0, γ(0)). In particular, the exit time of γ satisfies τ(0, γ) ≤ ϕ Q (0, γ(0)). The condition |γ n | (t) ≤ K(e t # Q n , γ n (t)) passes to the limit as n → ∞, proving that γ ∈ Adm(Q). Hence γ ∈ Opt(Q, 0, γ(0)) ⊂ Opt(Q), and thus the graph of Opt is closed. , it suffices to show that the graph of F m 0 is closed. Let (Q n ) n∈N be a sequence in Q m 0 with Q n → Q as n → ∞ for some Q ∈ Q m 0 and ( Q n ) n∈N be a sequence in Q m 0 with Q n ∈ F m 0 (Q n ) for every n ∈ N and Q n → Q as n → ∞ for some Q ∈ Q m 0 .
For
, it follows from Lemma 5.9 that there exists a neighborhood W k of Q in Q m 0 such that Opt( Q) ⊂ V k for every Q ∈ W k . Since Q n → Q as n → ∞, there exists N k ∈ N such that, for every n ≥ N k , one has Q n ∈ W k , and thus Opt(Q n ) ⊂ V k . Since Q n (Opt(Q n )) = 1, one obtains that Q n (V k ) = 1 for every n ≥ N k . Since Q n → Q as n → ∞ and V k is closed, it follows that Q(V k ) ≥ lim sup n→∞ Q n (V k ) = 1, and thus Q(V k ) = 1. Since this holds for every k ∈ N * and (V k ) k∈N * is a non-increasing family of sets with k∈N * V k = Opt(Q), one concludes that Q(Opt(Q)) = lim k→∞ Q(V k ) = 1. Hence Q ∈ F m 0 (Q), which proves that the graph of F m 0 is closed.
We can now conclude the proof of Theorem 5.1.
Proof of Theorem 5.1. By Lemmas 5.7, 5.8, and 5.10, Q m 0 is convex, F m 0 : Q m 0 ⇒ Q m 0 is upper semi-continuous, and F m 0 (Q) is non-empty, compact, and convex for every Q ∈ Q m 0 . This means that F m 0 is a Kakutani map (see, e.g., [39, §7, Definition 8.1]), and hence, thanks to Kakutani fixed point theorem (see, e.g., [39, §7, Theorem 8.6]), it admits a fixed point, i.e., an element Q ∈ Q m 0 such that Q ∈ F m 0 (Q), which means that Q is an equilibrium for MFG(X, Γ, K) with initial condition m 0 .
THE MFG SYSTEM
In most of the works on mean field games, such as the classical references [49, [54] [55] [56] , equilibria are characterized as solutions of a system of partial differential equations: the time evolution of the distribution of agents m : R + → P(X) satisfies a certain continuity equation, coupled with a Hamilton-Jacobi equation characterizing the value function ϕ of the optimal control problem solved by each agent. This section provides such a characterization for the mean field game MFG(X, Γ, K): Theorem 6.1. Consider the mean field game MFG(X, Γ, K) and assume that Hypotheses 3.5(a), (c)-(e), and (h)-(j) hold. Let m 0 ∈ P(Ω), Q ∈ Q be an equilibrium of MFG(Ω, ∂ Ω, K) with initial condition m 0 , k be defined from K and Q as in Corollary 5.3, ϕ be the value function defined in (4.1), and m = µ Q . Then (m, ϕ) solve the MFG system (6.1)
where the first and second equations are satisfied, respectively, in the sense of distributions and in the viscosity sense.
Recall that µ Q : R + → P(X) is the measure defined from Q by µ Concerning the continuity equation on m, it is clear that m satisfies an equation of the form ∂ t m + div(mv) = 0 for some velocity field v (Proposition 5.2(a) can be easily adapted to show that t → e t # Q is Lipschitz continuous with respect to the W p Wasserstein distance in P(X) for every p ≥ 1, and thus one can apply [3, Theorem 8.3 .1]). The point of Theorem 6.1 is to identify this velocity field as v = −K ∇ϕ.
This identification is possible thanks to Corollary 4.21 when k is constructed from K and Q as in Corollary 5.3. However, for a function K satisfying Hypothesis 3.5(i), k does not necessarily satisfies Hypothesis 3.5(g), which is needed for applying Corollary 4.21. The goal of this section is to prove that, if K satisfies the more restrictive Hypothesis 3.5(j) and Q is an equilibrium of MFG(X, Γ, K), then k satisfies Hypothesis 3.5(g), and thus Corollary 5.3 applies. We shall also prove that the measures m t are concentrated on the set ϒ introduced in (4.14), on which ∇ϕ is continuous.
Proposition 6.2. Consider the mean field game MFG(X, Γ, K) and assume that Hypotheses 3.5(a), (c), (e), and (j) hold. Let Q be an equilibrium of MFG(X, Γ, K) and define k :
and it admits an extension to a C 1,1 function on
Proof. Notice that, as in Corollary 5.3, one has k ∈ Lip(R + × R d , R + ), and one may extend k to a Lipschitz continuous function k defined on R × R d by setting k(t, x) = k(0, x) for t < 0. This allows one to apply Corollary 4.14 with k to obtain in particular that, for every γ ∈ Opt(Q), one has γ ∈ C 1,1 ([0, ϕ(0, γ(0))], R d ). We extend each curve γ ∈ Opt(Q) to a curve γ in C 1,1 ((−∞, ϕ(0, γ(0))], R d ) by setting γ(t) = γ(0) + tγ(0) for t < 0, and we denote by Q the measure on C(R, R d ) defined as the pushforward of Q by such extension operator. We define k(t, x) = K(e t # Q, x), which is defined on R × R d and coincides with k on R + × R d .
Let E : P(Ω) × R d → R + be as in Hypothesis 3.5(j). Notice that E can be easily extended to a function defined on
and in particular, proceeding as in the proof of Proposition 3.6 and using Proposition 5.2, we obtain that ∇ x E 0 is locally Lipschitz continuous on R × R d . Let us consider now ∂ t E 0 . One has
For given x ∈ R d , since Q is concentrated on curves γ belonging to C 1,1 ((−∞, ϕ(0, γ(0))], R d ) and constant for t ≥ ϕ(0, γ(0)), then, for Q-almost every γ, the function t → χ(x − γ(t))η( γ(t)) is differentiable everywhere, except possibly at t = ϕ(0, γ(0)), with
Since η(x) = 0 and ∇η(x) = 0 for x ∈ ∂ Ω and γ(t) ∈ ∂ Ω for t = ϕ(0, γ(0)), one can also prove that the above function is differentiable at t = ϕ(0, γ(0)). Moreover, thanks to (6.2), its derivative is Lipschitz continuous and upper bounded, and thus ∂ t E 0 (t, x) exists, with
and one immediately verifies using the previous assumptions that ∂ t E 0 is Lipschitz continuous in R×R d . Together with the corresponding property for ∇ x E 0 , we obtain that
Proposition 6.2 allows one to apply all the results of Section 4, and in particular Corollary 4.21, to the optimal control problem OCP(Ω, ∂ Ω, k) when k is constructed from K as in Proposition 6.2. To conclude the proof of Theorem 6.1, we show that the set where ∇ϕ is discontinuous has m t measure zero. Proposition 6.3. Consider the mean field game MFG(X, Γ, K) and assume that Hypotheses 3.5(a), (c), (e), and (j) hold. Let Q ∈ Q be an equilibrium of MFG(Ω, ∂ Ω, K), m = µ Q , k be defined from K and Q as in Proposition 6.2, and ϒ t be defined for t ≥ 0 via
Proof. Notice that, since Q is an equilibrium of MFG(Ω, ∂ Ω, K), then Q(Opt(Q)) = 1. It follows easily from the definition of ϒ that, for
Thanks to Propositions 6.2 and 6.3, one can easily obtain from Corollary 4.21 and Proposition (4.22) that m satisfies the continuity equation in (6.1).
7. EXAMPLES 7.1. Mean field game on a segment. Consider the mean field game MFG(X, Γ, K) with Ω = (0, 1) ⊂ R, X = Ω, Γ = ∂ Ω = {0, 1}, and K satisfying the assumptions from Hypothesis 3.5(j). This situation can be interpreted as the movement of agents on a long corridor, with one exit at each end, and where we assume that agents have no preference on which exit they take. We first remark that the equilibrium of such mean field game consists on agents on a certain segment (0, κ) going left and agents on (κ, 1) going right, the position κ of the splitting point depending on the initial distribution of agents m 0 .
Proposition 7.1. Let m 0 ∈ P([0, 1]), K satisfy Hypothesis 3.5(j), Q ∈ Q be an equilibrium of MFG([0, 1], {0, 1}, K) with initial condition m 0 , and m = µ Q . Then there exists κ ∈ (0, 1) such that, for every γ ∈ Opt(Q), γ satisfies, for every t ∈ [0, ϕ(0, γ(0))),
The fact that agents move in a constant direction is a consequence of Corollary 4.14, since the optimal control u is Lipschitz continuous and takes values in {−1, 1}, being thus necessarily constant. Existence of κ can be determined by defining, for a given equilibrium Q, the functions T l , T r : [0, 1] → R + by setting, for x ∈ [0, 1], T l (x) and T r (x) as the times needed for solutions oḟ γ(t) = −K(m t , γ(t)) andγ(t) = K(m t , γ(t)), respectively, to reach the boundary when their initial condition is γ(0) = x. Thanks to a characterization of T l and T r as implicit functions in terms of the flows of such differential equations, one can prove that T l (x) > 0 and T r (x) < 0 for every x ∈ (0, 1), yielding, thanks to the fact that T l (0) = T r (1) = 0, the existence of a unique κ ∈ (0, 1) such that T l (κ) = T r (κ). One can then verify that such κ satisfies the required properties.
We consider in the sequel the particular case where all agents are concentrated at some point ∈ [0, 1] at the starting time, i.e., m 0 = δ , in which one can completely describe Lagrangian equilibria. This is one of the interesting points of the non-local congested dynamics K, the fact that it allows to study the case of Dirac masses (local dynamics in MFG are usually not welldefined for non-absolutely continuous measures). 
where γ l , γ r ∈ Opt(Q) are the unique solutions of (7.3)
with initial condition γ l (0) = γ r (0) = . In particular,
for every t ≥ 0.
Proof. By definition of equilibrium, one has Q(Opt(Q)) = 1. Moreover, since e 0# Q = δ , one has
is such that γ(0) = , then, by Corollary 4.14, its associated optimal control u satisfies u ∈ Lip([0,
with initial condition γ(0) = , and, since γ ∈ Opt(Q), one hasγ(t) = 0 for t > ϕ(0, ). Thus one has either γ = γ l or γ = γ r , which proves that {γ ∈ Opt(Q) | γ(0) = } ⊂ {γ l , γ r }, and then Q({γ l , γ r }) = 1, yielding the existence of α ∈ [0, 1] such that (7.2) holds. In particular, (7.4) also holds. Proposition 7.4. Let K be defined from g ∈ C 1,1 (R + , R * + ), χ ∈ C 1,1 (R, R + ), and η ∈ C 1,1 (R, R + ) as in Hypothesis 3.5(j). Assume further that η(x) = 0 for every x ∈ R \ (0, 1). Let , α ∈ [0, 1] and γ l , γ r : R + → R be the unique solutions of
Define T l , T r ∈ R + and γ l , γ r : When Q is an equilibrium, the fact that one of the conditions (a)-(c) is satisfied can be deduced from Proposition 7.2. Conversely, to prove that Q is an equilibrium when one of (a)-(c) is satisfied, it suffices to show that γ l and γ r are optimal trajectories, which can be easily done after observing that any other Q-admissible trajectory γ must satisfy γ l (t) ≤ γ(t) ≤ γ r (t) for every t ≥ 0.
For fixed ∈ [0, 1], one can consider T l and T r defined in (7.6) as functions of α ∈ [0, 1]. Notice that, denoting by γ l (·; α) and γ r (·; α) the solutions of (7.5) for a given α ∈ [0, 1], T l (α) and T r (α) can be characterized by the equations γ l (T l (α); α) = 0 and γ r (T r (α); α) = 1, and it follows from the implicit function theorem that T l and T r belong to . Otherwise, one has T l (0) < T r (0) and T l (1) > T r (1) , and one can thus find α ∈ (0, 1) such that T l (α) = T r (α) by using standard numerical methods.
This simulation has been done by approximating the solution of (7.5) using an explicit Euler method with time step ∆t = 10 −4 . We have chosen g, χ, and η as
where ε = Figure 7 .1(a) shows that T l (α) < T r (α) for every α ∈ [0, 1], and thus the unique equilibrium in this case is Q = δ γ l , which corresponds to all agents moving left. For = 0.4, Figure  7 .1(b) shows that T l (0) < T r (0), T l (1) > T r (1) , and that there exists a unique α ≈ 0.683 such that T l (α) = T r (α), giving thus a unique equilibrium where approximately 68.3% of the agents move left and 31.7% of the agents move right.
Using this method, one can compute, for each ∈ [0, 1], a value α for which (7.2) is an equilibrium, and the corresponding minimal exit time ϕ Q (0, ). Even though α need not be unique in general, as seen in Remark 7.3, it seems from the simulations that, for every , T l is increasing and T r is decreasing, and thus one has uniqueness of the equilibrium in the framework of our simulations. From Figure 7 .2(b), one remarks that, close to the boundary {0, 1}, the exit time is small, increasing as one gets further away from the boundary, up to the point where agents start splitting instead of going all in the same direction. At these points where splitting starts to occur, a seemingly counter-intuitive situation happens: the further agents start from the boundary, the faster they arrive at the exit, and the points where splitting starts to occur are maxima of the exit time.
As a final remark for these simulations, notice that Figure 7 .2(b) is not the graph of the value function at time 0, since the equilibrium Q used to compute ϕ Q (0, ) depends on .
7.2. A Braess-type paradox. Consider the mean field game MFG(X, Γ, K) where X is a network whose set of vertices and edges are, respectively, V = {A, B,C, D} and E = {{A,C}, {A, D}, {C, D}, {B,C}, {B, D}}, the lengths L e of the edges e ∈ E being L {A,C} = L {B,D} = 1, L {A,D} = L {B,C} = L > 1, and L {C,D} = ∈ (0, 1), and Γ = {B}. We identify each edge e ∈ E with a segment of length L e and consider X as the union of such segments with the suitable endpoints identified, endowed with its natural distance d along the edges. This network is represented in Figure 7 .3. We are interested in numerically simulating equilibria of MFG(X, Γ, K) with initial condition δ A .
3. Network considered in the example of Section 7.2.
The motivation for considering this model comes from Braess' paradox in traffic flow. The original model studied by Braess in [11] is a static traffic flow on an oriented network similar to X where agents move from A to B and, instead of prescribing lengths, one prescribes the travel time of an edge as an increasing affine function of its vehicular flow. The paradox consists on the fact that the total travel time from A to B at equilibrium may be reduced (according to how the travel times on individual edges are prescribed) when the edge {C, D} is suppressed from the network. Similar phenomena have later been observed on other traffic flow models [65, 66] as well as on mechanical, electrical, or computer networks [33, 62] .
We assume in this section that K is given by
with χ : R + → R + a smooth decreasing convolution kernel sufficiently concentrated around 0 and g a smooth decreasing function. Notice that, by Proposition 3.6, this K satisfies Hypothesis 3.5(i). Contrarily to Section 7.1, we provide here only an informal description of the behavior of equilibria. Let Q ∈ P(X) be an equilibrium of MFG(X, Γ, K) with initial condition δ A and m = µ Q . For t > 0, the Dirac mass at A splits in two, one mass α 1 ∈ [0, 1] moving along a trajectory γ AC on the edge {A,C}, and the remaining mass 1 − α 1 moving along γ AD on the edge {A, D}. If γ AD reaches D before γ AC reaches C, then, since g is decreasing, one has 1 − α 1 < α 1 . Since d(D, B) < d(C, B) and 1 − α 1 < α 1 , one concludes that the mass 1 − α 1 arriving at D will reach the boundary before the mass α 1 traveling to C, which contradicts the fact that Q is an equilibrium. Hence, γ AC reaches C before γ AD reaches D. Let T 1 > 0 be the time at which γ AC reaches C.
The mass α 1 arriving at C splits into a mass α 1 α 2 moving along a trajectory γ CD on the edge {C, D} and a mass α 1 (1 − α 2 ) moving along γ CB on the edge {B,C}, where α 2 ∈ [0, 1]. Clearly, γ CB cannot arrive at B before γ CD arrives at D, for otherwise Q would not be an equilibrium. Let T 2 > T 1 be the time at which γ CD reaches D.
If γ AD reaches D before γ CD does, then any part of mass from γ AD moving on {B, D} would be in advance with respect to a part of the mass from γ CD moving on the same edge, and would thus arrive at B before, since optimal trajectories cannot merge (see Proposition 4.5). Similarly, γ CD cannot reach D before γ AD , and thus one concludes that both must arrive at D at the same time T 2 .
At time T 2 , one has a proportion α 1 (1 − α 2 ) of the mass moving on γ CB at some point in the edge {B,C}, and a proportion 1 − α 1 + α 1 α 2 at the point D. For the latter mass, it is not optimal for any part of it to take the edges {A, D} or {C, D}, since it would certainly arrive at B after the mass moving on γ CB . Hence, for t > T 2 , the mass 1 − α 1 + α 1 α 2 moves along a trajectory γ DB on the edge {B, D}. Since Q is an equilibrium, both masses arrive at D at the same time T > T 2 .
The previous arguments show that m = µ Q is given by
Notice moreover that, since agents move at maximal speed,
where i ∈ {AC, AD,CD,CB, DB} and u i (t) ∈ {−1, 1}, according to the direction of the movement and the orientation chosen for the edges. The expression (7.9) allows one to numerically simulate the equilibrium by searching for α 1 , α 2 ∈ [0, 1] such that, when solving (7.9)-(7.10), one obtains γ CD (T 2 ) = γ AD (T 2 ) = D and γ DB (T ) = γ CB (T ) = B. We describe a first method of implementing the numerical simulation, which is decomposed in two steps. As a first step, we implement a function that, for each α 2 ∈ [0, 1], finds α 1 ∈ [0, 1] such that, similarly to Proposition 7.4, one is in one of the following situations:
• α 1 ∈ (0, 1) and
The second step consists on finding α 2 ∈ [0, 1] such that, when α 1 is computed from α 2 using the first step, one is in one of the following situations:
• α 2 ∈ (0, 1) and γ DB (T ) = γ CB (T ) = B; or • α 2 = 0 and γ CB reaches B before γ DB ; or • α 2 = 1 and γ DB reaches B before γ CB .
The searches for α 1 and α 2 in both steps are implemented using a bisection method. Notice that, in the case α 2 = 0, the only possible equilibrium is when α 1 = 1 2 . A second method of implementing the numerical simulation, which is much faster, can be obtained if one is in a situation where the equilibrium is unique. Indeed, notice that, by transforming t into T −t, one obtains an equilibrium of a mean field game on the same network with initial condition δ B and exit at Γ = {A}. Up to relabeling the vertices, this is an equilibrium of MFG(X, Γ, K), and, by uniqueness, one concludes that α 1 = 1 − α 1 + α 1 α 2 and 1 − α 1 = α 1 (1 − α 2 ), yielding the relation (7.11)
Hence, the second method for the simulation consists on finding α 2 ∈ [0, 1] such that, if α 1 is computed from α 2 by (7.11), then, similarly to Proposition 7.4, one is in one of the following situations:
• α 2 ∈ (0, 1) and
Notice that it suffices here to guarantee that γ CD and γ AD arrive at D at the same time (or one of the corresponding masses is zero), since (7.11) guarantees the symmetry of the equilibrium. We have performed this simulation for L = 1.25 and different values of on the interval (0, 0.35], approximating the solutions of (7.10) by an explicit Euler method with time step ∆t = 10 −4 . The functions g and χ we chose were those from (7.7) with ε = We observe in Figure 7 .4(a) that, as expected, α 2 decreases with , eventually reaching zero when ≈ 0.294: as the length of CD increases, fewer people will go through it, until CD is so long that no agent wants to move on this edge. The value of α 1 also decreases with , since it increases with α 2 : when the length of CD is small, people anticipate the fact that they will go through the edge CD and so a higher proportion of people start by taking the edge AC in order to move through CD later. When ≥ 0.294, no one travels on the edge CD, and the equilibrium is the same as the one we would get if the edge CD did not exist and we had only two edges connecting A to B, both of length 1 + L.
As regards the behavior of the exit time at the equilibrium, shown in Figure 7 .4(b), for ≥ 0.294, the exit time is constant, which is expected since no agents move on CD and hence the presence and the length of CD do not influence the equilibrium. As decreases, one observes a small decrease of the exit time, until it reaches its global minimum at * ≈ 0.239. As decreases below * , the exit time increases (very sharply when < 0.05), which may at first look counter-intuitive since decreasing means decreasing the length of the shortest path from A to B, which is the sequence of edges (AC,CD, DB) when < 0.25. This exactly corresponds to a Braess-type paradox.
As in the original Braess paradox, this situation can be explained by the congestion terms. Indeed, as decreases below * , more agents will go through the path CD, which means that more agents will also move through AC and DB, increasing congestion on those edges. 7.3. Mean field game on a disk. As a last example, consider the mean field game MFG(X, Γ, K) with Ω = B d (0, 1), X = Ω, Γ = ∂ Ω = S d−1 , and K satisfying Hypothesis 3.5(j). We assume further that the functions χ and η from Hypothesis 3.5(j) are radial, i.e., there exist χ 0 , η 0 : R + → R + such that χ(x) = χ 0 (|x|) and η(x) = η 0 (|x|) for every x ∈ R d . When the initial condition is a Dirac mass at the center of the ball, one can obtain an explicit expression for an equilibrium, given in the following proposition.
Proposition 7.5. Let K, g, χ, and η satisfy Hypothesis 3.5(j) and assume that there exist χ 0 , η 0 : R + → R + such that χ and η are given by χ(x) = χ 0 (|x|) and η(x) = η 0 (|x|) for every x ∈ R d . Let e ∈ S d−1 , ν be the normalized uniform measure on S d−1 , and r : R + → R + be the unique solution of (7.12)   ˙ r(t) = g η 0 ( r(t))
χ 0 ( r(t) |e − ω|) dν(ω) , r(0) = 0.
Then r does not depend on e ∈ S d−1 . Define r : R + → [0, 1] by r(t) = min{ r(t), 1} and let R : S d−1 → C Ω be the function defined by R(ω)(t) = r(t)ω for every ω ∈ S d−1 and t ∈ R + . Then Q = R # ν is an equilibrium of MFG(X, Γ, K) with initial condition δ 0 , and, letting m = µ Q , m t is the normalized uniform measure on the sphere of radius r(t) and centered at 0 for every t > 0.
As in the proof of Proposition 7.4, the main idea for the proof of Proposition 7.5 is to show that R(ω) is an optimal trajectory for every ω ∈ S d−1 , which is done by observing that |R(ω)(t)| = r(t) and |γ(t)| ≤ r(t) for every admissible trajectory γ and every t ≥ 0.
Notice that the equilibrium from Proposition 7.5 is not necessarily unique. Indeed, if g is constant and equal to 1, then the measure Q ω concentrated on the curve t → min{t, 1}ω is an equilibrium for every ω ∈ S d−1 .
We are now interested in the case where the initial condition is δ p for some point p ∈ B d (0, 1). Notice that, when g = 1 and p = 0, there exists a unique equilibrium Q of MFG(X, Γ, K) with initial condition δ p , which is concentrated on the segment joining p to its closest point on the boundary with unit speed. However, when g is decreasing and χ is a sufficiently concentrated radially decreasing convolution kernel, one may expect that agents will avoid congestion, concentrating on a surface evolving in time, and arriving at the boundary at a same time. Moreover, if p is close to the origin, one may expect to find equilibria with closed surfaces similar to the circles from the equilibrium of Proposition 7.5.
Since an explicit characterization of an equilibrium similar to Proposition 7.5 is too hard to obtain with initial condition δ p , p = 0, we validate the previous intuition of the behavior of equilibria by a numerical simulation. The idea for our simulation goes as follows.
Given an equilibrium Q, let µ be the measure on S d−1 obtained as the pushforward of Q by the map that, to each optimal trajectory γ, associates the value of the corresponding optimal control at time 0, u(0). If µ is known, then one can obtain an approximation of m t using (4.11). Indeed, for N ∈ N, we can approximate µ as a sum of finitely many Dirac masses, µ N = ∑ N k=1 µ k δ z k , where z k ∈ S d−1 and µ k ∈ [0, 1], ∑ N k=1 µ k = 1. One can thus compute N trajectories γ 1 , . . . , γ N and their associated optimal controls u 1 , . . . , u N by solving (4.11) with initial conditions γ k (0) = p, u k (0) = z k for k ∈ {1, . . . , N}, where we approximate m t by m N t = ∑ N k=1 µ k δ γ k (t) . Since all optimal trajectories arrive at ∂ Ω at the same time, one expects that the approximated trajectories γ 1 , . . . , γ N corresponding to a weight µ k > 0 will arrive at ∂ Ω at approximately the same time.
One may thus search for an equilibrium by searching for µ ∈ P(S d−1 ) such that the above approximated trajectories with positive weigth arrive at ∂ Ω at the same time. This motivates the introduction of Algorithm 7.1, based on a fixed-point strategy, to compute an equilibrium for MFG(X, Γ, K) with initial condition δ p .
We have implemented Algorithm 7.1 in dimension d = 2, identifying the plane R 2 with the complex plane C for simplicity, and choosing g, χ 0 , and η 0 as Choose an initial measure µ ∈ P(S d−1 ) for u(0).
Compute N optimal trajectories using (4.11).
Do all trajectories with positive mass arrive at ∂ Ω at the same time?
µ yields an equilibrium.
Choose another µ, putting more mass on those who arrived early and less mass on those who arrived late. The choice of the initial measure µ ∈ P(S d−1 ) is important: from the numerical simulations, the algorithm seems to converge only if the initial measure is sufficiently close to a measure yielding an equilibrium. When p is close to 0, a good choice, based on Proposition 7.5, is to take µ as the normalized uniform measure on S d−1 . For p further from 0, a possible technique is to choose points p 0 , p 1 , . . . , p n with p 0 = 0, p n = p, and |p i − p i−1 | small for every i ∈ {1, . . . , n}, and apply the algorithm to compute successively an equilibrium with initial condition δ p i using as initial measure the one that yields an equilibrium with initial condition δ p i−1 (in the spirit of the so-called continuation method).
The initial measure µ was numerically approximated by a finite sum of N equally spaced Dirac masses on S 1 , µ ≈ ∑ N (k + 1)}) for k ∈ {1, . . . , N}. For our simulations, we chose N = 1000. In order to compute an equilibrium for the initial condition δ p with p = (0.1, 0), as described before, we have computed equilibria with initial conditions δ p k with p k = k 100 , 0 for k ∈ {1, . . . , 10}, using at each step the measure µ yielding an equilibrium for p k as an initial measure for p k+1 .
Concerning the computations of the optimal trajectories from (4.11), the time discretization was done by an explicit Euler method with time step ∆t = 10 −2 . The simulation is stopped at the time T when the first trajectory γ k with positive mass reaches the boundary, and we say that all trajectories have reached the boundary at the same time if max k∈{1,...,N}|µ k >0 ||γ k (T )| − 1| < ζ , where the tolerance ζ was chosen as ζ = 3 · 10 −3 .
The intuition for the construction of a new initial measure µ from µ and the final positions (γ k (T )) N k=1 is that µ should contain less mass at the points that ended further from the boundary. To do so, our choice was to first construct a measure µ = ∑ N k=1 µ k δ z k given by (7.13) µ
, and then define µ = ∑ N k=1 µ k δ z k by (7.14)
The construction of µ in (7.13) uses the condition |γ k (T )| < 1 for trajectories that did not arrive at the boundary as a mean to reduce the mass given to such trajectories. The renormalization will then increase the mass of trajectories that arrived first at the boundary. The average computed in (7.14) was used in order to improve stability of the method, even though it reduces convergence speed. Figure 7 .5 shows that, as expected, the measure µ yielding an equilibrium is uniform when p = (0, 0) and its density around the angle π decreases as the x-component of p increases, with a very sharp decrease when p = (0.1, 0). Figure 7 .6 shows the behavior of the support of m N t and 20 optimal trajectories at different times from 0 until the final time t ≈ 1.85. The 20 trajectories represented were chosen in such a way that the total mass of agents between any two neighbor trajectories is the same, and thus their positions at time t provide an illustration of the measure m N t . One can observe that, even though p is close to the origin in this case, agents are much more concentrated on the right half-ball, with a few proportion of agents moving into the left half-ball.
