State Space Local Linear Prediction by A. Soofi et al.
Contribution for the book
“Nonlinear Deterministic Modelling and Forecasting
of Economic and Financial Time Series”
by A. Sooﬁ and L. Cao
15 September 2000
State Space Local Linear Prediction
D. Kugiumtzis
Department of Statistics, University of Glasgow,
Glasgow G12 8QW, UK
Key word index: time series, nonlinearity, chaos, local linear prediction, regularisation
Abstract
Local linear prediction is one of several methods that have been applied to pre-
diction of real time series including ﬁnancial time series. The difference from global
linear prediction is that, for every single point prediction, a different linear autore-
gressive (AR) model is estimated based only on a number of selected past scalar data
segments. Geometrically, these data segments correspond to points close to the target
point when the time series is viewed in a pseudo-state space with dimension equal to
the order of the local AR model.
Theparametersofthelocallinearmodelaretypicallyestimatedusingordinaryleast
squares (OLS). Apart from potential linearisation errors, a drawback of this approach
is the high variance of the predictions under certain conditions. It has been shown
that a different set of so-called regularisation techniques, originally derived to solve
ill-posed regression problems, gives more stable solutions (and thus better predictions)
than OLS on noisy chaotic time series. Three regularisation techniques are consid-
ered, i.e. principal component regression (PCR), partial least squares (PLS) and ridge
regression (RR). These methods reduce the variance compared to OLS, but introduce
more bias. A main tool of this analysis is the Singular Value Decomposition (SVD),
and a key to successful regularisation is to dampen the higher order SVD components.
For the sake of completeness, truncated total least squares is discussed as well, which
is designed to solve “error-in-variables” problems. Even though it would be expected
that this method is more appropriate for noisy time series, it turns out to give the worst
predictions.
This chapter will describe the general features of local linear prediction and par-
ticularly the OLS solution and the regularisations. The statistical properties of the
methods will be highlighted and explained in the setting of local linear prediction. The
superiority of the predictions using regularised solutions over OLS predictions will be
demonstrated using simulated data and ﬁnancial data.
1 Introduction
Nonlinear dynamics and chaos offer a different perspective in understanding random-like
phenomena, ranging from heart function to monetary system evolution, as well as new com-
putational tools for analysing the measured data, e.g. heart rates and exchange rates. The
1rationale isthat the apparently complex behaviour ofthe data maybedue tolow-dimensional
nonlinear dynamics, which can possibly be identiﬁed and modelled using appropriate non-
linear tools. Methods based on nonlinear dynamics and chaos have been widely used for the
analysis of real world time series with varying degrees of success [1, 2].
For some applications, especially in ﬁnance, the interest is in short term predictions
rather than identiﬁcation of the underlying system. A variety of more or less complex pre-
diction techniques has been used for this scope, including neural networks and radial basis
functions, but there is little variation in the quality of ﬁt across the methods (see Chap-
ters 8-14; for a comparative study see [3]). In this respect, local linear methods represent
simple and attractive alternatives for prediction purposes. Moreover, when enriched with
sophisticated techniques for state space representation and ﬁltering, localisation and map
smoothing, local linear models can usually attain high levels of predictability. For exam-
ple, during the last decade local linear models were the winning entries in two prediction
competitions [4, 5], in the ﬁrst of which they competed against a neural network model.
Local modelling in terms of kernel regression estimation is discussed in Chapter 7 (see
also [6]). Here, local linear prediction is studied in the frame of nonlinear dynamics and
so-called chaotic time series analysis, taking up techniques from linear regression.
The local linear prediction model is simply the linear regression model applied locally,
in the sense that the ﬁtted hyper-plane is restricted to a small area around the target point
in the state space, reconstructed from the scalar data. This approach can be seen as an
extension of piecewise linear regression and threshold autoregressive models [7]. Since
the ﬁrst implementation of the idea of local linear prediction on chaotic time series in [8],
additional reﬁnements have been suggested with respect to the selection of the points in the
vicinity of the target point and the weighting of the points, as well as the parameters for the
reconstruction of the state space (see [1] and the references therein).
For the estimation of the regression parameters, the ordinary least squares (OLS) solu-
tion has been routinely employed, but recently it was shown that so-called regularisation
techniques may modify the OLS solution towards better predictions [9]. Well-known regu-
larisation techniques include principal components regression, partial least squares and ridge
regression [10]. In our study we include also the method of total least squares [11], which
solves “error-in-variables” problems. A variation of this method was used successfully to
model the underlying dynamics in [12], but it is found to perform poorly on prediction
tasks. The regularisation techniques were initially developed to tackle ill-posed linear prob-
lems where the regression matrix is poorly conditioned. Later it was found that they could
also reduce the effect of noise on the parameter estimation. In local linear prediction with
noisy data, the OLS solution can have large variance and the regularisation methods, de-
signed to be more robust against noise, may provide better results. For example, a simple
version of principal component regression was applied in [13] and in the winning entry of
the ﬁrst prediction competition [14]. This method was also used successfully in [15] for
local prediction with small multivariate data sets.
The OLS and regularisation techniques will be presented within the framework of state
space local linear prediction of time series in Section2. In Section3, the application of the
models will be discussed and will be presented.
22 Local prediction
Suppose a scalar time series
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is sought for a prediction time
￿. The principal idea of local prediction goes back to the
analogue method of Lorenz [16], where the prediction of
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￿ is estimated from the scalar
state being
￿ time step ahead of the past segment of the time series, which is most similar to
the segment consisting of the current samples. More than one past similar segment may also
be utilised. Many improvements of this idea can be realised once the segments are viewed
as points in a pseudo state space.
2.1 State space representation
Using the method of delays (MOD), the scalar data can be represented in I R
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dimension,
￿ is the delay time in units of
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￿ and the superscript T denotes the transpose [17].
In this way, the scalar time series is transformed to a trajectory in the reconstructed state
space I R
￿, and the points of the trajectory are the data segments of time length
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￿.
In the setting of deterministic systems, the set of these points, so-called attractor, is meant to
preserve the topological properties of the original unknown attractor if
￿
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￿
￿
￿, where
￿
is the fractal dimension of the original attractor [18]. However, in practice, this theoretical
result cannot be validated and it is assumed to hold approximately, given the limitations of
data size and noise.
The idea of analogies, i.e. ﬁnding similar segments of scalar data, is directly related to
the property of recurrence for the orbits of dynamical systems, which constitutes the main
theoretical grounds for attempting local predictions. So, the problem of ﬁnding segments
similar to the target segment is formulated as that of ﬁnding the neighbour points to the
point
￿
￿
￿ and using them to predict
￿
￿
￿
￿. Even if the original dynamics is chaotic, close
orbits deviate gradually and some degree of short-term prediction can still be achieved.
However, the reconstructed orbits starting from
￿
￿
￿ and its neighbours may not deviate as
smoothly as the original orbits, e.g. because the dimension of the reconstructed state space
is too low and the orbits are badly projected on it or too high and noise dominates along
the redundant directions. In this respect, careful state space reconstruction is of immense
importance for local prediction, and this does not simply rely on the selection of
￿,b u t
rather on the selection of
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￿ holds) are qualitatively the same [19].
Certainly,
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￿accounts for the most detailed representation of the data segments, as all
samples in the segments are considered, but at the cost of a high dimensional state space
(
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￿). In the next sections, we will discuss how we can retain
￿
￿
￿, and combine
large
￿
￿ with low dimensions.
32.2 Functional approximation
Thesimplest form of local prediction isto consider only the most similar segment, or equiva-
lently the nearest neighbour point,
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￿, say, for some timeindex
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￿. For small or noisy data, this approach has limited predictive power,
but due to its simplicity and computational efﬁciency it is useful for other purposes, e.g. for
discriminating different data sets [20] or for long-term predictions [21]. An improvement
is to take the average of the mappings of the
￿ nearest neighbours,
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The average may be modiﬁed to account for the location of the neighbour points, either by
weighting the mappings according to the distance of the respective neighbour points from
the target point
￿
￿
￿ [22], or by considering only the
￿
￿
￿ neighbour points closest to
￿
￿
￿ under
the constraint that they form a simplex including
￿
￿
￿ [23]. Here, we will not consider these
geometric or zero order approaches, but we will study predictions provided through the es-
timation of a local map, i.e. the neighbour points are taken as regressors of their respective
future scalar states.
Assuming that the data are generated from a dynamical system and the state space re-
construction is sufﬁcient, there is a functional dependence of
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The graph of the reconstructed dynamics for
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in the augmented state space I R
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higher degree may also be used to approximate
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which can be written as
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￿T is the gradient of
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are the centred differences for
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￿, respectively. The error term
￿
￿
￿ is assumed to
have zero mean and variance
￿
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￿, and accounts for model errors due to linearisation as
well as due to incomplete reconstruction of the dynamics, e.g. due to inappropriate selection
of the MOD parameters. For the extension to higher-order approximation, additional terms
are included in the Taylor expansion in eq.(1), ending up with a linear model of the same
form as in eq.(2) but with augmented
￿ and
￿
￿, where
￿
￿ includes also higher order terms
of component-wise centre differences. A computational advantage of centring the points is
the suppression of the constant term in the local linear model.
The model in eq.(2) applies also to the neighbour points. The centred versions of the
matrix oftheneighbour points
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￿ vector of ones. The centre point
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￿ can be simply taken as the column
vector of averages of the
￿ columns of
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￿, and the centred mapping
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￿ as the average of the
4components of
￿
￿. Thus the following linear regression model is derived:
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For the linear (ﬁrst order) approximation,
￿
￿ IR
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￿ is the predictor matrix formed by the
centred neighbour points,
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￿ IR
￿ is the response vector of the centred mappings of the
neighbour points,
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￿ is the vector of regression parameters and
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￿ is the vector of
model errors with expectation
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is the identity matrix. For higher-order approximations,
￿ and
￿ are expanded to account
for higher-order terms, aiming to reduce
￿
￿. However, the advantage of using more degrees
of freedom in the approximation is down-weighted by the shortcoming of having more co-
efﬁcients to estimate, so it is not certain that high order approximation is better when
￿ is
not sufﬁciently large. In the following, we assume only ﬁrst order approximation.
2.3 Noise in the data
So far, we have not considered any error sources apart from the model error
￿
￿. When we
deal with real data, this error term may include also other uncertainties regarding the hypoth-
esised dynamics (random effects on the system evolution and exogenous factors interacting
with the system) and is referred to as dynamical error. Other errors not related to the system
evolution may be present as well, such as measurement uncertainty and round-off errors,
referred to as measurement noise and denoted by
￿
￿. In regression problems, the predic-
tor matrix
￿ is assumed to be known exactly and the error
￿
￿ is associated only with the
response
￿, so that the model becomes
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In principle, the model in eq.(3) is not appropriate when
￿ and
￿ are derived from
the time series because they are both corrupted by the same level of measurement noise
￿
￿. Thus the implicit assumption in eq.(3) is that
￿ is linearly related to the corrupted
￿
rather than the true
￿true. A more realistic approach is to model the measurement error
in
￿ explicitly. This is referred to as an “errors-in-variables” problem and the total least
squares (TLS) solution is called for [24]. The TLS solution is more appropriate than OLS
for parameter estimation in the modelling of noisy time series [12], but not for prediction
purposes [9]. In the next section, we will discuss the problem of dealing with noisy
￿,b u t
we will base our analysis on the model in eq.(3) with the assumption that
￿ is ﬁxed.
It should be stressed that though the noise variance may be small compared to the data
variance (high signal to noise ratio), the error term
￿ in eq.(3) may be comparatively large
because the model is local. For example, a relatively small measurement noise level of
￿
￿
of the data magnitude gives an error term in eq.(3) with higher variance than the variance
of the predictor and response data if the radius for the neighbourhood is
￿
￿ of the standard
deviation of the data, which is not an extreme choice for the neighbourhood size. Therefore,
techniques robust to noise are sought in the estimation of the local linear prediction model.
52.4 Estimation of the linear prediction map
In this section, we focus on the estimation of the parameter vector
￿ in order to make in-
ference statements about a future scalar response
￿
￿ at a prespeciﬁed point
￿
￿ (see eq.(2)),
given
￿ and
￿.
In our analysis, we use the singular value decomposition (SVD) of
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values of
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￿-dimensional range spaces
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￿, respectively.
The prediction estimator of
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￿, where
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￿ is an estimate for
￿. From
eq.(3), an estimate
￿
￿ can be found from the pseudo-inverse of
￿. We consider a general
approximation to the pseudo-inverse of
￿ involving a diagonal matrix
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The estimators for
￿ are then expressed in the following form using the SVD of
￿ [25]:
￿
￿
￿
￿
￿
￿
￿
￿
￿T
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿T
￿
￿
￿
￿
￿
￿ (4)
where the inner products
￿
￿T
￿
￿
￿ are usually referred to as the Fourier coefﬁcients for
￿.
Estimators of this form differ only in their choice of the diagonal elements of
￿, called ﬁlter
factors. Each
￿
￿ weights the corresponding singular direction
￿
￿ and determines the extent
of shrinking, when
￿
￿
￿
￿
￿
￿, or stretching, when
￿
￿
￿
￿, along
￿
￿. The ordinary least
squares (OLS) and most of the well-known regularisation estimators can be expressed in
terms of the ﬁlter factors as follows [25, 26].
The ﬁlter factors for the OLS estimator are simply
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i.e. all directions of
￿
￿
￿
￿ spanned by the columns of
￿ contribute equally to
￿
￿OLS.
Themethod ofprincipal components regression (PCR)usesasubspace of
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showing that only the ﬁrst
￿ terms are used in eq.(4) to determine
￿
￿PCR, i.e. the effective
dimension for the estimation problem falls from
￿ to
￿.
The Partial least squares regression (PLS) estimator shrinks the OLS solution similarly
to PCRusing a shrinkage parameter
￿, but takes into account not only the size of the singular
values, as does PCR, but also the size of the Fourier coefﬁcients [27]. The ﬁlter factors are
not the best descriptors of the shrinkage in the case of PLS, as a subspace other than the one
spanned by the principal vectors
￿
￿ is utilised. In [26], the relevant expressions for the PLS
ﬁlter factors are given as
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￿ are the Ritz values (for the deﬁnition of Ritz values see e.g. [28]).
Notice that
￿
￿, for
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿, are not set to zero and that some ﬁlter factors can even
be larger than one, but in an ordered manner so that
￿
￿
￿PLS
￿
￿
￿
￿
￿
￿OLS
￿
￿ always holds [26],
as it holds in general for every regularisation of OLS (
￿
￿
￿
￿ is the Euclidean norm of vector
￿).
The ridge regression (RR) estimator is deﬁned simply by adding a constant
￿ to the
diagonal elements of the matrix
￿T
￿ [29]. The ﬁlter factors for the RR estimator are given
by
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Thus the ridge regression estimator
￿
￿RR shrinks the OLS estimator
￿
￿OLS in every direction
when
￿
￿
￿ by an amount depending on
￿ and on the corresponding singular values
￿
￿.
For problems with noisy
￿ and
￿, the total least squares (TLS) solution, is supposed to
be more suitable. Actually, more useful is the truncated total least squares (TTLS)estimator
for a given truncation parameter
￿
￿
￿ [11]. It is difﬁcult to express the estimator
￿
￿TTLS in
the form of eq.(4). The exact expressions for the ﬁlter factors are complicated and can be
found in [25]. In the TLS literature prediction is not discussed, probably because TLS does
not perform well in prediction problems. This is not surprising considering that
￿
￿
￿
￿ for
￿
￿
￿
￿
￿
￿
￿
￿
￿, i.e. TTLS does the opposite of regularisation in the ﬁrst
￿ directions.
Using the expression for the general estimate
￿
￿ in eq.(4), the uncertainty of the pre-
diction estimate
￿
￿
￿ can be estimated in terms of the mean squared error, bias and variance.
The expressions for these quantities when assuming that the centred target vector
￿
￿ is cor-
rupted by noise are given in [9]. In particular, the prediction variance can be large due to
several factors, one being small singular values of the design matrix
￿. The variance can
be decreased by reducing the ﬁlter factors
￿
￿ at the cost of introducing extra bias. The opti-
mal trade-off between bias and variance consists of ﬁnding ﬁlter factors such that the mean
squared error is minimised.
2.5 Selection of regularisation parameters
The performance of the regularised estimates is heavily dependent on the selection of the
shrinkage parameter (
￿ for PCR, PLS or TTLS and
￿ for RR), the aim being to obtain best
possible trade-off between prediction bias and variance. Several model selection techniques
exist for linear estimators, the most popular being cross-validation (CV) and generalised
cross-validation (GCV), the latter found to be superior to other selection procedures, e.g.
see [30]. Cross-validatory procedures make use of a risk measure or measure of ﬁt, and the
effect of the measures on the estimation of the shrinkage parameter has been investigated in
particular in the case of RR [31]. Cross-validation is also the usual practice when choosing
￿
for PLS. For PCR and TTLS, there are simpler ways to choose
￿ making use of the singular
spectrum alone, either by ﬁnding a threshold value that represents the noise variance, or by
requiring that the included singular values account for at least a speciﬁed proportion of the
total data variation in
￿. For RR, there are a number of data dependent choices for the
estimation of
￿ based on the length of
￿
￿RR and some measure of the residuals [10].
7In local prediction, the problem of the selection of the regularisation parameter is more
involved because the parameter has to be selected or estimated from the data for each target
point. A simpler approach is to use the same value for the regularisation parameter in all
local predictions for a given time series. Under the assumption of the presence of nonlinear
dynamics, a reasonable choice for a ﬁxed
￿ is the topological dimension of the underlying
attractor, if this can somehow be estimated, e.g. from a dimension estimation method [1].
However, the local curvature of the graph of
￿
￿ may vary substantially and then it may be
more appropriate to let the regularisation parameter vary with the target point.
In applications with chaotic time series, it was found in [9] that CV often overestimates
the regularisation parameters of the local models. Regarding the singular spectrum based
choices for the
￿ of PCRand TTLS,there is seldom a gap in the spectrum that could indicate
a clear cut-off level. Also, using noise variance to judge the cut-off level gives
￿ close to
￿. The proportion of the total variance does not constitute a robust criterion either because
the estimated
￿ increases with
￿. When the local model is given by the RR solution, a
simple choice of
￿ from the residual variance estimate
￿
￿
￿ was suggested in [9]. The larger
the residuals are, the larger the prediction variance becomes and hence the stronger the
regularisation should be to deal with this. Overall, the selection of “best” regularisation
parameters is an open problem and “trial and error” seems to be the choice of practice.
We end this Section illustrating the shrinkage properties of the different estimators by
means of the ﬁlter factors. In Fig.1, the results are shown for a single local prediction
using 2000 noise-free data from the chaotic Ikeda map [32]. The residual standard error
￿
￿
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Figure 1: (a) The singular values
￿
￿, the magnitude of the Fourier coefﬁcients
￿
￿T
￿
￿
￿, and the
level of the residual standard error
￿
￿ for a single local prediction using data from the Ikeda
map (
￿
￿
￿
￿,
￿
￿
￿). (b) The ﬁlter factors of the estimators as shown in the legend. For RR,
￿
￿
￿
￿
￿ and for PCR, PLS and TTLS,
￿
￿
￿.
accounts only for the model error because the data are noise-free and it is small compared
to the principal singular values
￿
￿ and the magnitude of the Fourier coefﬁcients
￿
￿T
￿
￿
￿. The
last three
￿
￿ and
￿
￿T
￿
￿
￿ are close to zero and the corresponding ﬁlter factors are zero also
for all regularisations, so that regularisation is justiﬁed for this example. However, PCR
8with
￿
￿
￿appears to be too conservative, ﬁltering out directions
￿
￿,
￿
￿
￿
￿
￿, which explain
some variation in
￿ and are correlated with
￿. For both PLS and TTLS, some of the ﬁlter
factors
￿
￿ are well above one. The common practice with noisy data is that
￿
￿ for TTLS
gets substantially larger than one and then the solution becomes unstable.
3 Implementation of Local Prediction Estimators on Time Se-
ries
In the standard global linear or polynomial prediction of time series, the free parameters are
the order
￿ of the regression model (or equivalently the embedding dimension
￿), possibly
the delay time
￿, and the regularisation parameter (
￿ or
￿) if shrinkage of the OLS estimator
is wanted. In local prediction, an additional free parameter determines the local region.
This can be a distance length, so that all points within this distance from the target point
￿
￿
￿
are included in the model, or a number
￿, so that only the closest
￿ points are considered.
This parameter is usually ﬁxed for all target points, but it can also be optimised through
cross-validation.
For noise-free data from a low-dimensional system embedded in a state space of suf-
ﬁciently large dimension
￿, typically the points will have locally little variance in some
directions, in which case the data matrix
￿ becomes ill-conditioned. The reason for this is
that locally the attractor of the system is mainly conﬁned to some subspace of I R
￿. However,
small variations outside this subspace may still contain valuable information, so that regu-
larisation will actually worsen the prediction unless the condition number of
￿ is so large
that numerical problems are encountered. Regularisation can be useful for noise-free data
when
￿
￿
￿, as for this situation the OLSestimate becomes unstable. On the other hand, the
solutions with PCR and PLS are stable because the actual dimension of the regression prob-
lem is as small as
￿ even though the dimensionality of the state space is large. For data from
continuous systems, this property is appreciated when one wants to use
￿
￿
￿and a large
￿
to include all the samples within the time window length
￿
￿ in the point representation.
When measurement noise is present,
￿ tends to be better conditioned. However, the
prediction capability of OLS deteriorates because the part of the OLS solution that relates
the directions masked with noise to the future state does not really contain any useful infor-
mation. For the regularisation, the problem is how to identify this part of the solution and
ﬁlter it out and, as mentioned in Section2, there is no obvious universal strategy to do this
one and for all target predictions.
To validate the predictive power of a model, the available data set is simply split into
two parts, one for ﬁtting and one for testing. Cross-validatory procedures can be used here
as well. Usually the normalised root mean squared error (NRMSE), computed on all points
in the test set, is used to measure the quality of prediction. A value of NRMSE at
￿ means
that the prediction is as good as the mean value prediction whereas NRMSE at
￿ accounts
for perfect prediction.
93.1 An example with simulated data
We illustrate how the performance of the linear models (OLS and regularisations) changes
with noise using a simple chaotic low-dimensional system, the Henon map [33]. The
NRMSE for one time step ahead predictions of the noise-free and noisy Henon data with
the prediction estimators presented in Section2 are shown in Fig.2 for a range of
￿ values
and two choices of
￿. The regularisation parameter
￿
￿
￿is chosen to match the topological
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Figure 2: Prediction for different
￿ with OLS and regularised estimates for the Henon data.
The ﬁrst
￿
￿
￿
￿ samples are used to ﬁt the one time step ahead models and the NRMSE is
computed on the next
￿
￿
￿ data points. (a) Noise-free data,
￿
￿
￿
￿. (b) Noise-free data,
￿
￿
￿.
(c) Data corrupted with
￿
￿ normal white measurement noise,
￿
￿
￿
￿ . (d) Data corrupted
with
￿
￿ normal white measurement noise,
￿
￿
￿. The regularisation parameters are
￿
￿
￿
for PCR, PLS and TTLS and
￿
￿
￿
￿
￿ for RR.
dimension of the Henon attractor. When the data are noise-free OLS predicts better than
PCR, PLS and TTLS, as the regularisations ﬁlter out valuable predictive information. How-
ever, RR does not seem to shrink the OLS estimator as the estimate
￿
￿
￿
￿
￿ is close to zero
10because the residual variance is very small. The results do not change signiﬁcantly when the
number of neighbours
￿ drops from
￿
￿ to
￿, indicating that the linear approximation for the
Henon data is good over a range of sizes of the local regions. For noisy data, OLS solutions
are more unstable and deteriorate as
￿ increases. In particular, when
￿ approaches
￿,a si n
the case of
￿
￿
￿in Fig.2d, the error gets very large. The PCR predictor is consistently the
best for all
￿ and
￿ values, followed closely by the PLS predictor, while TTLS performs
worst. The RR prediction fails for
￿ close to
￿, probably because the residual variance is
underestimated and thus the solution is not sufﬁciently shrunk along the noisy redundant
directions.
TTLS does not predict well whenever the data are noisy even though it was initially
designed to deal with noise. PCR and PLS perform equivalently well in general. This can
be explained by the fact that the response
￿ and the predictor
￿ are both formed from the
same data, sothat the correlation between
￿ and
￿ (on which PLSis based) canbe explained
in some extent by the correlations within the columns of
￿ (on which PCR is based). The
success of the prediction with PCR and PLS relies heavily on the proper selection of the
regularisation parameter
￿. When little is known about the dimension of the underlying
system it is safer to make a conservative choice of
￿ to avoid unstable solutions. This choice
is doomed to failure for noise-free data, as shown in Fig.2a and Fig.2b, but this situation
is rather unrealistic in practice as noise is always present. The RR estimate when applied
with
￿
￿
￿
￿
￿ is classiﬁed, with regard to regularisation, in between the OLS estimate and the
PLS or PCR estimates (assuming
￿ is small). More elaborate results on chaotic time series
including chaotic ﬂows, direct and iterative multi-step predictions and conﬁdence intervals
are reported in [9].
3.2 An example with ﬁnancial data
Chaos theory has been appealing toeconomists and nonlinear prediction of ﬁnancial data has
become a hot area of research and practice [34, 35]. Local linear prediction has been used
in a number of applications and notably for the prediction of exchange rates with reported
success [36, 37, 38, 39]. The objective in these works is to ﬁnd prediction models that
perform better than random walk.
The monthly exchange rates of british pound to US dollar (GBP/USD) are used here
to illustrate the predictive power of some of the methods discussed in Section2. The time
series of the ﬁrst differences of the monthly exchange rates is shown in Fig.3. The data set
appears stationary and has very weak correlations if any (the autocorrelation function drops
to 0.35 at the ﬁrst lag and then oscillates around zero).
We used the ﬁrst 20 years (235 samples) to ﬁnd the neighbour points for the local
models OLS, RR with
￿
￿
￿
￿
￿, and PCR with
￿
￿
￿ and
￿
￿
￿, and the rest 10 years
(120 samples) to compute the NRMSE of one step predictions. In pursuit for the best pa-
rameter setup, we considered three free parameters monitored as follows: the delay time,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (in accordance with the use of delays in [39]), the embed-
ding dimension,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿, and the number of neighbours,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿.
For all but very few combinations of
￿,
￿ and
￿ (basically for very small
￿) PCRwas by far
superior to RR, and RR was slightly better than OLS. As an example, in Fig.4, the results
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Figure 3: The ﬁrst differences of the monthly exchange rates GBP/USD from January 1971
to August 2000; in the abscissa is simply the running index of the data. The vertical line at
July 1990 distinguishes the learning set from the test set (at time index 235).
for the different
￿ and
￿ are shown for
￿
￿
￿. Note that OLS and RR models are not com-
puted for
￿
￿
￿ and for
￿ close to
￿ the prediction is huge, whereas the PCR predictions
deteriorate for
￿ or
￿ values close to
￿. Moreover, PCR predictions are better than mean
value prediction, i.e.
￿
￿
￿
￿
￿NRMSE
￿
￿, for a long range of
￿ and
￿ values. On the other
hand, OLS and RR predictions gave at the best NRMSE
￿
￿ only for
￿
￿
￿and large
￿ (in
Fig.4a and Fig.4b, respectively, this corresponds to the levelling of the graph of NRMSE to
1 for
￿
￿
￿).
Actually, better predictions were obtained for larger
￿ for all models and the overall best
prediction result was NRMSE
￿
￿
￿
￿
￿
￿, found with PCR and
￿
￿
￿for
￿
￿
￿
￿ ,
￿
￿
￿and
￿
￿
￿
￿ . For comparison, the results are shown for the whole range of
￿ values (
￿
￿
￿
￿ ,
￿
￿
￿
￿) in Fig.5a and for the whole range of
￿ values (
￿
￿
￿
￿,
￿
￿
￿) in Fig.5b. The OLS
and RR perform very similarly and much worse than PCR for almost the whole range of
￿ in Fig.5a and for small
￿ in Fig.5b. Note that in Fig.5a, NRMSE increases for larger
￿ because the time window length,
￿
￿
￿
￿
￿
￿
￿
￿
￿, spanned by the reconstructed points,
approaches the size of the learning set, i.e. the data base of past points from which the 13
neighbours are to be found. Overall, the four models attained best predictions for
￿
￿
￿
￿
with OLS and RR giving the same NRMSE
￿
￿
￿
￿
￿
￿ for
￿
￿
￿and
￿
￿
￿
￿.
The results above are very optimistic as they suggest that the prediction with local linear
models, and particularly using strong regularisation such as PCR and
￿
￿
￿ , is better than
the mean value prediction by up to 11% (or 20% if NMSE is considered instead, as used in
other reports, see [39]). Note that the persistent prediction estimate,
￿
￿
￿
￿
￿
￿
￿
￿, which can be
used to estimate the random walk prediction, gives for this test set NRMSE
￿
￿
￿
￿. However,
the signiﬁcance of NRMSE
￿
￿ obtained for this test set may be attributed solely to some
large samples of rate differences in the ﬁrst part of the test set. Indeed, the prediction results
were generally worse when only the last 90 or 60 samples were used as test set. Moreover,
we could not explain why the best predictions were obtained for
￿
￿
￿
￿and
￿
￿
￿, which
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Figure 4: The graph of the NRMSE given as a function of
￿ and
￿ for
￿
￿
￿and for the
predictions with OLS in (a), RR (
￿
￿
￿
￿
￿) in (b), PCR (
￿
￿
￿ ) in (c) and PCR (
￿
￿
￿ )i n
(d). The horizontal plane at 1.0 denotes the mean value prediction level, and hides the graph
whenever it is larger.
gives a time window
￿
￿ of about 5 years.
4 Discussion
In this chapter, the state space local linear prediction of time series has been discussed with
emphasis on regularisation of the standard solution provided by OLS. All the regularisation
methods attempt to reduce the variance of the OLS solution, while keeping the bias small.
Regularisation certainly improves the prediction of noisy data compared to OLS, with the
notable exception of TTLS. Although TTLS is designed to obtain improved parameter es-
timates when the predictor matrix
￿ is error-corrupted, it turns out to be inappropriate for
prediction purposes.
PCRand PLSoften give the best local linear predictions, with only marginal differences.
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Figure 5: The NRMSE as a function of
￿ (
￿
￿
￿
￿,
￿
￿
￿
￿) in (a) as a function of
￿ (
￿
￿
￿
￿,
￿
￿
￿) in (b) for the four models as denoted in the legends. The horizontal line denotes the
mean value prediction level.
As PCR is by far simpler to implement it turns out to be the method of choice. The PCR
solution is derived directly from the SVD of
￿. As for RR, it performs better than OLS on
noisy data but generally worse than PCRand PLS,at least when the regularisation parameter
of RR is set to the residual variance.
Best results require careful selection of the regularisation parameter at each target point
and further investigation of this is needed. For example, for data giving rise to varying local
curvatures, different dimensions of the local state space may be required, and then PCRwith
ﬁxed
￿ would not give the best results. Each target point poses a separate problem where a
different parameter may be the most appropriate. However, cross-validation does not seem
to improve the estimation of
￿.
When
￿ is close to
￿, OLS deteriorates but the regularised methods do not seem to be
affected. This is an important advantage of regularisation because
￿
￿
￿ may sometimes be
desired, when
￿ has to be small (e.g. due to few available data) or when
￿ has to be large
(e.g. to resolve completely the attractor). Moreover, the condition
￿
￿
￿is allowed and it
sufﬁces that
￿
￿min
￿
￿
￿
￿
￿ to ensure numerically stable regularised solutions.
Regularisation in local linear prediction is found to be successful whenever the time se-
ries is noisy. If incorporated together with other sophisticated approaches, such as search for
optimal neighbourhoods or proper weighting of neighbour points, or even for multivariate
data analysis, it may turn into a powerful tool for the prediction of apparently random time
series, such as the ﬁnancial data.
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