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Resumen: En este artículo se presenta un modelo innovador para la Recuperación de Información 
monolingüe en inglés y español. El modelo usa técnicas de Procesamiento de Lenguaje Natural (un 
etiquetador de categorías gramaticales –POS tagger–, un analizador sintáctico parcial y un módulo 
para la resolución de la anáfora) para mejorar la precisión de los sistemas tradicionales de 
Recuperación de Información; para ello, se realiza una indexación de las “entidades” y las 
“relaciones” entre estas entidades en los documentos. Para la evaluación del modelo se ha utilizado 
los corpus CLEF en español e inglés. Para las preguntas en inglés, se ha obtenido una mejora de 
35,11% en la precisión media. Para las preguntas en español, el aumento máximo es de 37,18%. 
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Abstract: In this paper, a novel model for monolingual Information Retrieval in English and 
Spanish language is proposed. This model uses Natural Language Processing techniques (a POS-
tagger, a Partial Parser, and an Anaphora Resolver) in order to improve the precision of traditional 
IR systems, by means of indexing the “entities” and the “relations” between these entities in the 
documents. This model is evaluated on the Spanish and English CLEF corpora. For the English 
queries, there is a maximum increase of 35.11% in the average precision. For the Spanish queries, 
the maximum increase is 37.18%. 
Keywords: Natural Language Processing, Information Retrieval 
 
 
 
1. Introducción 
Una aplicación de Recuperación de Información 
(RI) recibe como entrada una pregunta de un 
usuario y tiene que devolver un conjunto de 
documentos ordenados por su relevancia a la 
pregunta. En la actualidad esta clase de aplicación 
es muy importante  debido al elevado aumento de 
información disponible para los usuarios, 
principalmente a través de Internet. 
En la literatura, las técnicas de Procesamiento 
de Lenguaje Natural (PLN) no han mostrado 
mejoras significativas en el rendimiento de la 
recuperación de información, aunque parece que 
éstas pueden superar los inconvenientes de los 
métodos puramente cuantitativos de RI, como los 
métodos estadísticos o las representaciones de 
sacos de palabras. Como intentos de superar estos 
inconvenientes están los trabajos de Strzalkowski 
(1999a) o Baeza-Yates (2004). Tal y como ellos 
mencionan, una posible explicación son las 
limitaciones del análisis sintáctico obtenido. Otra 
posible explicación, quizás más apropiada, sería 
que las predicciones de uniformidad semántica 
realizadas sobre la base de las estructuras 
sintácticas son menos fiables de lo esperado. Por 
supuesto, la relativa baja calidad del análisis 
sintáctico puede ser un problema mayor. Voorhees 
(1999) expone que la falta de buenas técnicas para 
calcular el peso de los términos compuestos es un 
factor importante que afecta al PLN comparado 
con las técnicas actuales de RI. 
 En este artículo proponemos un método de RI 
innovador que incorpora técnicas de PLN tales 
como el etiquetado de las categorías gramaticales 
de las palabras y el análisis sintáctico para mejorar 
las representaciones tradicionales de sacos de 
palabras. Este modelo indexa las entidades y las 
relaciones entre las mismas. Estas relaciones están 
basadas en la división de cláusulas del documento, 
y en la resolución del fenómeno de la anáfora 
entre estas entidades. Nuestra propuesta mejora 
otras aproximaciones que usan PLN para la RI, 
porque mezcla más conocimiento que otras 
propuestas (morfológico, sintáctico y resolución 
de la anáfora), y este conocimiento es explotado 
satisfactoriamente (se han obtenido incrementos 
de hasta un 37,18%) con el modelo vectorial 
indexando términos compuestos de una forma 
efectiva. Además, el modelo es 
computacionalmente muy eficiente. 
En la siguiente sección se presentan los 
antecedentes de la incorporación del PLN para las 
tareas de RI. Posteriormente se presenta, de una 
manera intuitiva, el modelo propuesto en este 
artículo y su inclusión en el modelo vectorial. 
Finalmente, se evalúa en los corpus CLEF1 en 
español e inglés y es comparado con diversas 
medidas de similitud.  
2. Antecedentes de PLN en RI 
Los sistemas estadísticos tradicionales de RI 
buscan las palabras de la pregunta del usuario en 
los documentos, por lo que consideran relevantes 
los documentos que tienen estas palabras. Ellos 
ordenan los documentos relevantes usando 
distintas medidas de similitud (por ejemplo el 
modelo vectorial y la medida del coseno). En el 
conjunto de las Text REtrieval Conferences2 
(TREC) aparecen distintas aproximaciones 
estadísticas. 
Con el objetivo de mejorar la eficiencia de los 
sistemas de RI, han aparecido distintas líneas, 
como los modelos de Recuperación de Pasajes y 
la aplicación de técnicas de PLN. Sin embargo, 
                                                     
 
 
 
1 Cross Language Evaluation Forum. http://www.clef-
campaign.org/  
2 http://trec.nist.gov  
hasta el momento las técnicas de PLN no han 
obtenido mejoras significativas con  respecto al 
esfuerzo computacional que supone la utilización 
de esta clase de conocimiento. 
Los sistemas de RI que usan PLN se pueden 
clasificar según el tipo de conocimiento que ellos 
usan. Por ejemplo, algunos de ellos usan 
información morfológica para usar el lema en vez 
del “stem” de las palabras, así como diversas 
derivaciones morfológicas, por ejemplo Vilares et 
al. (2003).  
Otros sistemas usan técnicas de expansión de 
las preguntas sumando nuevos términos obtenidos 
de los sinónimos extraídos de WordNet, Gonzalo 
et al. (1998) o Arampatzis et al. (2000), 
obteniendo normalmente mejoras en la cobertura 
(recall) pero empeorando la precisión. 
Finalmente, la tercera clase de conocimiento 
que se ha usado extensivamente para la RI es el 
sintáctico. La idea básica es indexar grupos de 
palabras relacionados, en vez de palabras 
separadas como ocurre en los sistemas 
tradicionales de RI. El problema principal que 
tienen estos sistemas es que un mismo concepto se 
puede expresar mediante distintos árboles 
sintácticos, por lo que es necesario utilizar una 
ordenación de la medida de similitud entre 
diferentes árboles. Otro problema es la calidad, 
profundidad y robustez del análisis sintáctico. 
Muchos sistemas han intentado evitar estos 
problemas indexando palabras contiguas como 
pares, expresiones ternarias (Zhai et al. 1997, 
Mitra et al. 1997, Strzalkowski et al. 1999b) o 
sintagmas (Arampatzis et al. 2000). Con respecto 
a los pares y expresiones ternarias, estos sistemas 
normalmente indexan el núcleo de los 
constituyentes (principalmente sintagmas 
nominales y verbales) junto con sus 
modificadores. Por ejemplo, Byung-Kwan et al. 
(2000) indexan sólo los nombres compuestos 
coreanos obteniendo únicamente un 0,84% de 
mejora en la precisión media. Con respecto a los 
sintagmas, ellos tienen que definir complejas 
medidas de similitud entre árboles sintácticos. 
Algunos sistemas intentan mezclar diferentes 
clases de conocimiento, incluso junto con el 
modelo vectorial, como se presenta en Cornelis 
(2004). Otro ejemplo es Strzalkowski et al. 
(1999b), en el que usan pares núcleo-modificador 
para crear un nuevo indicador. Junto con los stems 
de las palabras y otras cadenas de datos, ellos son 
 capaces de mejorar un 7% la precisión media en 
preguntas cortas (con pocas palabras) y un 20% en 
preguntas largas (más descriptivas), con respecto a 
un sistema vectorial base sólo con stems. Sin 
embargo, el componente más importante del 
sistema continúa siendo el modelo vectorial con 
stems, donde los pares se usan de forma 
secundaria. Otro trabajo similar es Alonso et al. 
(2002), en el que los autores combinan stems, 
lemas y derivación, junto con pares núcleo-
modificador en los corpus CLEF en español, 
obteniendo únicamente una mejora de 1,59%. 
Nuestra propuesta mejora a estas propuestas 
porque más conocimiento de PLN se mezcla en el 
mismo modelo: morfológico, sintáctico y 
resolución de la anáfora. Conocimiento 
morfológico significa usar un etiquetador de 
categorías gramaticales para obtener el lema de 
cada palabra, así como su categoría (nombre 
común o propio, verbo, etc.). El conocimiento 
sintáctico usa un analizador sintáctico parcial que 
lleva a cabo un análisis profundo de los 
constituyentes que consideramos importantes para 
extraer los conceptos (sintagmas nominales, 
oraciones de relativo, aposiciones, sintagmas 
preposicionales, etc.) y relaciones de estos 
conceptos (segmentación de cláusulas). La 
resolución de la anáfora se realiza sobre las 
descripciones definidas y los pronombres. 
La mayor parte de este conocimiento no se ha 
usado en trabajos previos. Además, nuestra 
propuesta obtiene resultados satisfactorios con 
incrementos de hasta un 37,18% en la precisión 
media, mientras que las otras propuestas 
normalmente obtienen una mejora alrededor de un 
3%. Esto es debido a que nosotros modelamos 
todo este conocimiento de una manera diferente, 
ya que no indexamos sólo pares núcleo-
modificador, sino que indexamos sintagmas 
(sintagmas nominales y preposicionales y 
cláusulas). De este modo, también consideramos 
que es muy importante la relación entre diferentes 
modificadores y capturamos más información por 
medio de la resolución de la anáfora pronominal y 
las descripciones definidas. Además, el modelo de 
indexación de los sintagmas permite una mayor 
normalización de diferentes árboles sintácticos en 
la misma estructura. Finalmente, nuestro modelo 
es computacionalmente muy eficiente lo que 
permite su implementación en aplicaciones reales 
de RI. 
3. El modelo propuesto 
Nuestro modelo se basa en la idea intuitiva de que 
un documento se represente por medio de sus 
“entidades” y las “relaciones entre sus entidades”. 
Ya que este modelo se basa principalmente en el 
conocimiento sintáctico, las entidades se 
representan por medio de sintagmas nominales 
(NP, Noun Phrase), mientras que las relaciones 
entre ellas se representan mediante cláusulas, en 
las que el verbo es el núcleo y sus modificadores 
son los NP y los sintagmas preposicionales (PP, 
Prepositional Phrase). Estas relaciones se 
completan con la resolución de la anáfora. 
Veamos el ejemplo (1) donde hay dos entidades: 
Mary Blake y Mary Spencer, y del conocimiento 
sintáctico, obtenemos información adicional 
acerca de la segunda (the secretary of ARS). 
Además, como se resuelve la referencia anafórica 
entre her y Mary Blake, obtenemos más 
información acerca de esta entidad (Mary Blake es 
the president of ISS). 
 
(1) Mary Blake arrived late, so Mary Spencer who is the secretary of 
ARS fined her, the president of ISS, with 1000€. 
 
De este modo, podemos resolver con éxito una 
pregunta del usuario pidiendo información acerca 
de Mary Blake, the president of ISS, y puede ser 
descartada para otras preguntas, por ejemplo 
acerca de Mary Blake, the president of ARS. 
4. La inclusión de nuestro modelo en el 
modelo vectorial 
En esta sección, el modelo intuitivo se 
implementa en una representación estadística 
tradicional o saco de palabras, con el objetivo de 
superar el problema principal de los métodos 
estadísticos, es decir, la suposición de que los 
términos ocurren independientemente de los otros, 
que no es cierta. Este problema se supera 
transformando los términos en entidades e 
introduciendo conocimiento de PLN. 
Específicamente, el método estadístico de RI 
para usar es el modelo vectorial, en el que las 
preguntas y los documentos se representan como 
vectores en un espacio n-dimensional, donde n es 
el número de términos indexados, y después son 
comparados aplicando una medida de similitud tal 
 pregunta y el documento. La mencionada medida 
cuantitativa permite ordenar los documentos 
recuperados. 
En la primera subsección, se describen 
superficialmente las herramientas de PLN usadas 
para la implementación del modelo. En la 
subsección siguiente, se introducen las 
modificaciones del modelo vectorial necesarias 
para transformar los términos en entidades. 
Finalmente, se presentan las modificaciones 
introducidas en la medida de similitud. 
4.1 Las herramientas de PLN 
Para obtener el conocimiento mencionado en el 
modelo intuitivo, hemos trabajado sobre la salida 
del sistema computacional llamado Slot 
Unification Parser for Anaphora Resolution 
(SUPAR). Este sistema, presentado en Ferrández 
et al. (1999), resuelve la anáfora en español e 
inglés, aunque se puede extender fácilmente a 
otros idiomas3.  
SUPAR trabaja sobre la salida de un 
etiquetador, POS tagger (se ha usado el 
TreeTagger4 para inglés y para español el Maco5), 
y realiza un análisis sintáctico parcial del texto. 
SUPAR analiza NP coordinados, PP coordinados, 
sintagmas verbales y conjunciones, en los que los 
NP pueden incluir oraciones de relativo, 
aposiciones, PP coordinados y adjetivos 
coordinados. Las conjunciones se usan para 
dividir las oraciones en cláusulas. De este modo, 
seleccionamos los NP como las entidades del 
documento y las cláusulas como las relaciones 
entre las entidades. En (2) se puede observar un 
ejemplo del proceso de análisis y la detección de 
las entidades (NP) en una oración (en este caso 10 
entidades). 
 
                                                     
 
 
 
3 El sistema SUPAR se puede probar en 
http://supar.dlsi.ua.es/supar/. Resuelve la anáfora 
pronominal en inglés con un 74% de éxito y la anáfora 
pronominal en español con un 81%. 
4 http://www.ims.uni-
stuttgart.de/projekte/corplex/TreeTagger/ 
DecisionTreeTagger.html 
5  http://nipadio.lsi.upc.es/cgi-bin/demo/demo.pl  
(2) [[David R. Marples’s]1 new book, his second on [the Chernobyl 
accident of [April 26, 1986]2]3]4, is [a shining example of [the 
best type of [non-Soviet analysis into [topics]5]6]7]8 that only 
recently were [absolutely taboo in [Moscow official circles]9]10. 
4.2 La transformación de los términos 
en entidades 
Para implementar las entidades y las relaciones 
entre ellas en el modelo vectorial, éstas se 
representan en tres tablas: NPT, PPT y  CCT. 
NPT almacena información acerca de las 
entidades sintácticamente representadas como NP. 
Las dos tablas restantes almacenan información 
adicional sobre estas entidades o relaciones entre 
ellas, en la forma de sintagmas preposicionales 
(PPT) y cláusulas (CCT). La tabla PPT representa 
algún conocimiento específico acerca de las 
entidades que se obtienen de la pregunta. Por 
ejemplo, en la pregunta architecture in San Louis, 
la preposición in significa que San Louis puede 
ser una entidad lugar en lugar de una entidad 
persona. Por lo tanto, un documento en el que 
aparezca un PP in San Louis es valorado más alto 
que otros documentos en los que San Louis no 
aparezca con esa preposición. Finalmente, la tabla 
CCT almacena el verbo de la cláusula y todas sus 
entidades. Por ejemplo, en la segunda cláusula de 
(1), la tabla CCT almacena el verbo fine junto con 
el NP Mary Spencer y Mary Blake y 1000€. De 
este modo, en el modelo se almacena alguna 
información extra que no está presente en el 
modelo vectorial tradicional, por ejemplo las 
preposiciones y los pronombres (que pertenecen a 
la lista de palabras de parada6), así como la 
información de cada entidad y las relaciones entre 
ellas. 
Para almacenar las entidades de una manera 
eficiente computacionalmente, cada tabla 
almacena el núcleo del constituyente (que será 
usado para buscar el constituyente) y una lista de 
modificadores de la entidad (que se usan para 
afinar la búsqueda). Por ejemplo, en (1) se 
almacena la siguiente entrada en NPT: Mary 
[[Blake, president, ISS], [Spencer, secretary, 
                                                     
 
 
 
6 Palabras consideradas que no tienen valor de indexación y 
que son eliminadas del texto. 
 ARS]], que significa que hay dos entidades con el 
mismo núcleo (Mary), con toda la información 
obtenida de cada una (Mary Blake the president of 
ISS y Mary Spencer the secretary of ARS). De este 
modo, los NP complejos se representan por 
estructuras compuestas de núcleos de sintagmas y 
modificadores. Las estructuras intentan preservar 
la lógica original del sintagma, a diferencia de 
otras propuestas anteriores en las que éstas se 
rompían en pares independientes núcleo-
modificadores. 
Para cada entrada de la las tablas, también se 
almacena la información de la frecuencia del 
modelo vectorial: la frecuencia de la entidad en el 
documento y la frecuencia en la colección de 
documentos, así como información adicional que 
se explicará en las siguientes subsecciones. 
En la Tabla 1, se presentan las tablas NPT, 
PPT y CCT obtenidas para el ejemplo (1), en 
contraste con la tabla que se obtiene con el 
modelo vectorial tradicional. En la sección 4.3, 
explicaremos el modo en que esta información es 
usada para devolver satisfactoriamente el 
documento donde se requiere la información 
acerca de Mary Blake, the president of ISS, y no 
donde se requiere la información acerca de Mary 
Blake, the president of ARS. Las dos subsecciones 
siguientes dan más detalles sobre estas tablas. 
 
Tabla vectorial 
tradicional 
Término Frecuencia 
Mary 2 
Blake 1 
arrived 1 
late 1 
Spencer 1 
secretary 1 
ARS 1 
fined 1 
President 1 
ISS 1 
1000 1 
€ 1 
 
Tabla NPT  
Núcleo Modificadores Cat Orac. Frecuencia
Mary  [Blake, president, ISS], [Spencer, secretary, ARS] PN 1 2 
1000 [€] CD 1 1 
 
Tabla PPT  
Preposición Núcleos de NP  Orac. Frecuencia
of [ARS], [ISS] 1 2 
with [1000, €] 1 1 
 
Tabla CCT  
Verbo Palabras con contenido Orac. Frecuencia
arrived [Mary,Blake] 1 1 
fined [Mary,Spencer,Mary,Blake,1000,€]  1 1 
Tabla 1. Vectorial tradicional, tablas NPT, PPT y CCT 
obtenidas para el ejemplo (1).  
4.2.1 La tabla NPT 
La tabla NPT almacena cada NP del texto. Por 
ejemplo, a convertible car se almacena como car 
[convertible], es decir, car como núcleo y 
convertible como su modificador. Sin embargo, 
también se almacena la rotación de esta entrada 
como convertible [car] con el objetivo de resolver 
referencias a esta entidad como the convertible. El 
mismo proceso se sigue para las personas, por 
ejemplo John Fitzgerald Kennedy se almacena 
como Kennedy [John, Fitzgerald], Fitzgerald 
[John, Kennedy] y Kennedy [John, Fitzgerald], 
que permite capturar referencias como John o 
Kennedy. En los casos en que el valor semántico 
depende del orden, por ejemplo junior college y 
college junior, nuestro sistema distingue entre 
ambas entidades mediante un conjunto de 
penalizaciones según el tipo léxico del núcleo del 
constituyente. Estas penalizaciones se obtienen en 
la fase de entrenamiento del sistema y serán 
presentadas en detalle en la sección 4.3. Por 
ejemplo, un nombre propio se valora como 1,4; un 
nombre común con 1,0 y un adjetivo con 0,9. Esto 
significa que si en una pregunta se pide 
información acerca de junior college, y un 
documento contiene college junior, éste se valora 
más bajo que otro que contenga junior college, ya 
que la rotación del primero se penaliza con 0,9 en 
su entrada rotada collegeadjective [junior]. Estas 
rotaciones no se aplican en las oraciones de 
relativo o PP que puedan aparecer en un NP. 
Hay que mencionar que cada  núcleo o 
modificador se almacena como el stem del lema 
(por ejemplo, para la palabra escaped, el lema es 
escape, y su stem escap). De este modo se han 
obtenido los mejores resultados en la fase de 
evaluación, en comparación con los resultados 
obtenidos usando el lema o el stem por separado. 
Usando esta estrategia, nuestro sistema supera 
el inconveniente tradicional de las aproximaciones 
que usan PLN para RI: podemos normalizar 
fácilmente diferentes estructuras de árboles 
sintácticos en la misma entidad o concepto. Por 
ejemplo, China communist invasion, invasion of 
