Neurons can detect weak target signals from complex background signals through stochastic resonance (SR) and vibrational resonance (VR) mechanisms. However, random phase variation of rapidly fluctuating background signals is generally ignored in classical VR or SR studies. Here, the rapidly fluctuating background signals are modeled by bounded noise with random rapidly fluctuating phase derived from Wiener process. Then, the influences of bounded noise on the weak signal detection are discussed in the FitzHugh-Nagumo (FHN) neuron. Numerical results reveal the occurrence of bounded noise-induced single-and biresonance as well as a transition between them. Randomness in phase can enhance the adaptability of neurons, but at the cost of signal detection performance so that neurons can work in more complex environments with a wider frequency range. More interestingly, bounded noise with appropriate parameters can not only optimize information transmission but also simultaneously reduce energy consumption. Finally, the potential mechanism of bounded noise is explained.
Introduction
Neurons are the basic information processing devices of the nervous system, and they work in very noisy and complex environments [1, 2] . The roles and environmental features of neurons demand them to reliably detect extremely weak extrinsic target stimuli (or signals) from noisy background signals with certain specialized mechanisms [1] . Therefore, a pivotal and interesting problem in neuroscience is to explore the relation between noise and signal detection and to look for signal detection mechanisms in the nervous system [2] . In the last century, many efforts had revealed the constructive role of noise. While investigating the periodically recurrent ice ages, Benzi and collaborators firstly discovered noiseinduced stochastic resonance (SR) where an external weak signal can be enhanced and optimized by noise [3] . Later, it was discovered that noise can also induce coherent oscillations in a simple two-dimensional system even without an external signal [4] . This noise-induced coherent oscillation phenomenon (called coherence resonance) also appears in the excitable FitzHugh-Nagumo (FHN) system subjected only to noise [5] . In fact, noise-induced resonance can be widely observed in various neuronal models, such as Hodgkin-Huxley (HH) [6] , Hindermarsh-Rose (HR) [7] , and Morris-Lecar (ML) [8] . In particular, in the last two decades, many efforts revealed that sensory systems can use noises to enhance their sensitivity for detecting weak periodic signals [9] [10] [11] . Therefore, noise-induced enhancement of response is considered to be a possible mechanism for signal detection.
Nonlinear systems are driven by two periodic forces: a low-frequency (LF) one (considered as a signal) and an HF one (considered as a carrier) [12] . The HF force with an appropriate strength and frequency may augment the processing of a weak LF signal [13] . This phenomenon is called vibrational resonance (VR) [14] . It should be mentioned 2 Complexity that two-frequency driving systems can be found in many different fields, such as the communication field where HF carrier waves are usually used to enhance the target signal [13] , neuroscience [15] , acoustics [16] , and laser physics [17] . The influences of VR on signal detection and amplification have been widely investigated in these systems subjected to LF and HF driving forces. For example, Ullner et al. studied the influence of additive noise and the interplay between SR and VR and found that the response of an excitable system to a low-frequency signal can be enhanced by high-frequency driving [12] . Deng et al. investigated the effect of HF force on the detection of a subthreshold low-frequency signal in neuron populations with different topology structures and hybrid synapses [18, 19] . Yao and Zhan found that signal detection and transmission can be effectively enhanced by VR in oneway coupled bistable systems [20] or a spatially periodic force in the reaction-diffusion system [21] . In our previous study, the occurrence and mechanism of VR were discussed in detail within the whole parameter plane of amplitude and frequency of HF force based on an excitable FHN neuron model driven by two regular periodic signals [13] . We found that VR can be induced by the transition between different phase-locking modes since each maximum of response measure appears exactly at the transition boundary of phase patterns of the LFsignal-free FHN model [13] . Therefore, VR is also regarded as a possible mechanism for understanding how neurons extract target signals from a noisy environment. As a matter of fact, besides noise and HF force, there are many other factors that influence signal detection, such as network topology [22] , autapse [23] [24] [25] , time delay [26, 27] , and electromagnetic induction [28] [29] [30] .
However, most previous studies mainly paid much attention to individual or combined effects of amplitude and frequency of HF force and did not consider the effect of random phase variation on the response of excitability systems [13] . In fact, besides amplitude and frequency, phase is also an important factor that influences the response of excitability systems to external signals [1, 31, 32] . Furthermore, real-world external signals are always irregular and the phase of signals may vary randomly with time. For example, a time-varying phase occurs when a periodic wave travels through a random medium or interface [33] .
It is very important to find a model that appropriately describes the effects of noise when investigating a dynamical system under random perturbation. Gaussian noise is usually adopted in many cases for convenience of analysis. It is worth mentioning that the widely used Gaussian noise has the probability of taking very large values, which violates the notion that real physical quantities in real systems always take values in bounded intervals [34] [35] [36] . In fact, unbounded Gaussian noise is not always suitable for modeling all realistic random processes. Many stochastic processes in real-life systems do not follow either white or colored Gaussian laws [37] . Moreover, most parameters in real-life systems are required to be strictly positive quantities, such as the time-varying fluctuation of reaction rates [37] . If unbounded Gaussian noise is used rather than bounded noise, unrealistic model-based inferences may occur due to the infinite domain of Gaussian noise [37] . For example, biologically paradoxical results occur in the pharmacokinetics model of antitumor chemotherapy: antitumor drugs have the probability of increasing the number of the tumor cells [37, 38] . Moreover, experimental studies in sensory and other biological systems support the necessity of using nonGaussian noises [39] [40] [41] . More importantly, Gaussian noise is inappropriate to directly mimic the signals with a rapidly fluctuating phase. The rapidly fluctuating background signals around neurons can be modeled by bounded noise with a random rapidly fluctuating phase derived from the Wiener process. In addition, bounded noise is a simple non-Gaussian noise in mathematical presentation, and its spectrum may be either narrowband or broadband by appropriately choosing relevant parameters [42] . Therefore, as a reasonable and versatile random model, it has been long used in electrical engineering and has been recently used in mechanical and structural engineering and biological systems [43] [44] [45] .
Many bounded noise-induced phenomena, such as resonance [46, 47] , transitions [39, 48] , and spatial synchronization [42] , have been reported. We have also investigated the effect of bounded noise on the formation and instability of spiral waves [35, 36] . In particular, the combined effects of correlated bounded noises and weak periodic signal were investigated in a recent study, and related results suggest that bounded noise can enhance the detection of external signals [49, 50] . Although the effects of the time-varying initial phase of the received signal on signal detection have been reported in excitable systems using phase noise to mimic the timevarying initial phase of the target signal [1, [51] [52] [53] , the related studies mainly focus on target signals and take no account of rapidly fluctuating background signals received by neurons. To the best of our knowledge, the resonance behavior and signal detection and amplification in rapidly fluctuating background signals have not previously been studied. In this study, the rapidly fluctuating background signals are modeled by bounded noise with constant amplitude and random rapidly fluctuating phase derived from the Wiener process. Then, the effects of bounded noise on signal detection and amplification are mainly investigated based on the Fourier coefficient for measuring the system response to input signals.
Model and Simulation
As a simplified variant of the famous Hodgkin-Huxley model, the FHN model is simple but can represent the major characteristics of the electrophysiological activity of neurons. The FHN model is described by the following coupled equations [13, 15] .
where fast variable ( ) stands for the membrane voltage of the neuron, whereas slow variable ( ) is linked to the conductivity of the potassium channels embedded in the neuron membrane. A small parameter of time scale = 0.02 results
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in the separation of all motions into fast and slow ones. The characteristics of solutions of the system are controlled by a time independent external signal . Only one stable excitable steady state occurs and the system is excitable when is less than 0.898. Small but finite deviations from steady state may give rise to a transition to the unstable point = = 1 only after a large excursion. Here, is set to 0 throughout this paper. cos( ) denotes an external LF periodic signal. We set = 0.32 and = 0.3 throughout this paper so that this signal is too weak to evoke firing by itself. Namely, this signal is subthreshold.
In (1), represents the external bounded noise with a random rapidly fluctuating phase. For convenience, we call it simply HF bounded noise or irregular HF signal in the rest of this article. Notice that HF bounded noise is not an exclusive name for noise. The expression of is described as follows [44] :
where denotes the amplitude of the external HF bounded noise and the angular frequency = of HF bounded noise is (>1) times the angular frequency of the LF signal; ( ) is the unit Wiener process, and denotes the intensity of the unit Wiener process ( ). For → ∞, the mean, autocorrelation function, and power spectral density of bounded noise are, respectively, represented as follows [44] :
Clearly, (6) shows two symmetrical peaks at = ± . When → 0, the two peaks merge into one. The position of the peak of power spectral density is mainly dominated by , and the bandwidth of bounded noise mainly depends on the value of . Thus, the spectrum of bounded noise may be either narrowband or broadband by appropriately choosing relevant parameters. It turns into a narrowband process when is small enough, whereas it approaches white noise when → ∞. The random phase fluctuation of bounded noise can be tuned by changing , and larger results in faster fluctuation ( Figure 1 ). When is sufficiently large, the phase of is mainly dominated by Wiener process and the behavior of is completely like bounded noise rather than a regular HF periodic signal. Conversely, the decreasing makes the behavior of more like a regular periodic signal. In particular, bounded noise turns into a cosine periodic signal when is equal to 0 (Figure 1(a) ). Therefore, in this study, the intensity of the unit Wiener process, angular frequency ratio , and amplitude of are important parameters that influence the weak signal detection. In the computation, bounded noise can be obtained by directly simulating the unit Wiener process [54] . As reported previously, the time evolution of a unit Wiener process is determined in our numerical simulations by the following formula [35, 48] :
Here, 1 and 2 are two independent random numbers which are uniformly distributed on the unit interval. We set a time step Δ = 0.001 time units through this paper. In addition, according to Euler's method, (1) and (2) are discretized in our numerical simulations as follows:
In this study, the Fourier coefficient (also called response measure and synchronization factor) is used to quantitatively measure the correlation between the input frequency and the output temporal activity of the neuron. Its expression is as follows [13] :
A sufficiently large 0 = 1,000 time units is chosen to discard the transient process. A sufficiently large = 500 periods of weak LF periodic forcing is used in the calculation of . Large spikes rather than subthreshold oscillations carry information in neuronal systems [13] . Therefore, we set the threshold = 0 in the calculation of . If < , is replaced by a fixed value = −1; otherwise, remains the same [13, 18] . Larger indicates better synchronization between input LF signal and the output of the system and thus also suggests more information transported through a particular forcing frequency [13] .
Main Results
We firstly discuss how the intensity of the unit Wiener process affects the output temporal activity of the neuron. For comparison, the LF input signals are also drawn and marked with red lines in Figure 2 . When the amplitude and frequency of HF bounded noise are not too high, such as = 0.2 and = 10 0.56 , for = 0, the output of the system is below the threshold and cannot carry any information about LF signal (Figure 2(a) ), and thus there is no synchronization between the input signal and the output of the system (Figure 2(a) ). With the increase of , firing of system output begins to occur and the synchronization between the input signal and the output of the system gradually occurs during the positive half cycle of LF signal, while the response of the system fluctuates around the resting state during the negative half cycle of LF signal (Figures 2(b), 2(c), and 2(d) ). The synchronization between the input signal and the output of the system is clearly observed and information carried by the LF input signal is amplified remarkably for an appropriate intensity of the unit Wiener process (Figure 2(c) ). However, if is further increased, the synchronization between the input signal and the output of the system is decreased (Figure 2(d) ), which implies that the capacity of information processing of neurons is degraded. Therefore, there is the optimal intensity of the unit Wiener process to obtain the best performance of weak signal detection. In other words, HF bounded noiseinduced resonance can be observed.
To further confirm the above results quantitatively and investigate the effect of angular frequency ratio , the curve of response measure versus increasing log 10 is plotted in Figure 3 for different intensities of the unit Wiener process. When the angular frequency ratio is small, for example, log 10 < 1, only a regular HF periodic signal (i.e., = 0) is insufficient to excite firing of a neuron so that the value of is zero. However, with the increase of , increases firstly, reaches a maximum, and then decreases, which indicates that the existence of an optimal intensity makes the LF input signal and the output of the system more synchronized (Figure 3(a) ). When the angular frequency ratio is moderate, for example, 1 < log 10 < 2, the regular HF periodic signal itself (i.e., = 0) is completely sufficient to excite firing of a neuron and the value of in this case (i.e., = 0) is larger than that in all other cases (i.e., > 0) (Figure 3(a) ), which suggests that HF bounded noise represses synchronization between the input signal and the output of the system. However, with the further increase of log 10 , for example, log 10 > 2, HF bounded noise facilitates synchronization again (Figure 3(a) ). Therefore, HF bounded noise can have a facilitation or repression effect on synchronization between the input signal and the output of the system. Furthermore, for small (such as = 0 and = 1), two almost symmetrical peaks can be observed in the curve of -log 10 , which indicates the existence of the biresonance phenomenon (Figure 3(a) ). However, with the increase of , the two peaks turn into a single peak, which suggests a transition from biresonance to single resonance. With the further increase of , peaks finally disappear and a platform can be observed in a wider frequency range. The occurrence of a platform indicates that, for larger (such as = 6 and = 10), the response measure of the system is insensitive to the variation of the angular frequency ratio
. The values of in a wider plateau region are not zero, but less than the optimal value of . This result suggests that randomness in phase (i.e., > 0) is helpful in enhancing the adaptability of neurons, but at the cost of part of the performance, so that neurons can work in more complex environments with a wider frequency range. Moreover, to give a better global view of the above results, we further draw a landscape and contour plot of with increasing and log 10 , as shown in Figure 3(b) . Two peaks clearly indicate the biresonance phenomenon. The changes of from two peaks to a single peak and even to a platform show resonance transitions and improvement of adaptability of neurons.
Next, we investigate how the amplitude of HF bounded noise affects the response measure of a system for angular frequency ratio and different intensities . When the angular frequency ratio is small, such as = 10 0.56
( Figure 4(a) ), for = 0, increases at first, reaches a maximum of 0.11 near = 0.9, and then decreases (Figure 4(a) ), which indicates that the existence of an optimal amplitude makes the output of system and LF input signal more synchronized. For = 1, there is no clear peak in the curve of - (Figure 4(a) ). With the further increase of , a maximum of 0.13 can be observed evidently near = 0.2 (Figure 4 ( ≈ 0.13) in the cases of = 6 and = 10 are slightly larger than that ( ≈ 0.11) in the case of = 0 (Figure 4(a) ). These findings can be clearly observed in the landscape and contour plot of (Figure 4(b) ). It is noted that, for simple harmonic oscillation, the lower amplitude stands for the lower energy consumption. Thus, the above results suggest that HF bounded noise with appropriate parameters can not only optimize information transmission but also simultaneously reduce energy consumption.
In what follows, we investigate how angular frequency ratio and amplitude affect the response measure of a system with different intensities . To get a global view, the contour plots of in the -log 10 plane are depicted for different intensities in Figure 5 . There are some red regions, which show the occurrence of the resonance phenomenon ( Figure 5(a) ). Particularly, the weak LF input signal is enhanced greatly in the two deep red regions ( Figure 5(a) ). In addition, when is fixed, varies with log 10 , and the plots of versus log 10 present a resonant behavior ( Figure 5(a) ). Moreover, the intensity of the unit Wiener process of HF bounded noise can alter significantly the topography of contour plots ( Figure 5 ). Overall, for larger , the optimal value of is smaller, but the frequency range where has suboptimal values is greatly expanded (Figure 5(b) ), which suggests that neurons may balance between using randomness in phase to enhance the performance of signal detection and strengthening their capacity to adapt to the complex environment.
These phenomena raise a question: what is the mechanism of HF bounded noise? To answer this problem, we plot the time series of the FHN model during a period of LF signal in Figure 6(a) , where the dotted line denotes LF input signal for clarity. During the whole period of LF signal, the neuron subjected to only regular HF periodic signal (i.e., = 0) cannot fire ( Figure 6(a) ), whereas the neuron subjected to only irregular HF signal (i.e., = 6) can fire during the positive and negative half cycles of LF signal (Figure 6(a) ). Therefore, we assume that randomness in phase makes neurons more easily go into a firing or excitable state even without LF input signal. In order to more clearly illustrate this point, the regular LF signal and irregular HF signal (i.e., = 6) are simultaneously imposed on a neuron; we can observe that 8 Complexity the neuron can fire during the positive half cycle of LF signal (Figure 6(a) ). From the green boxes in Figure 6 (a), we can see that the values of of the neuron subjected to the regular HF period signal (i.e., = 0, blue line) are lower than that of the neuron subjected to an irregular HF period signal (i.e., = 6, red line). Considering that, the green boxes denote where neurons subjected to LF signal and irregular HF signal (i.e., = 6, black line) fire (Figure 6(a) ). Consequently, we can come to a conclusion that the neuron subjected to the irregular HF signal (i.e., = 6) is virtually in an excitable state (marked by green boxes) or firing state (marked by violet boxes), and the neuron can fire once there is an LF input signal and the neuron is in the positive half cycle of LF signal. In addition, we also observe that neurons subjected to LF signal and irregular HF signal (i.e., = 6) cannot fire during the negative half cycle of LF signal (marked by a gray box) (Figure 6(a) ). Compared with that, neurons subjected to only irregular HF signals (i.e., = 6) can fire during this time; the above observations can be explained by the fact that the values of LF signal are less than zero during the negative half cycle of LF signal so that the LF signal suppresses the firing of the neuron. Furthermore, the steady-state probability distribution (SPD) of is used to discuss the mechanism of HF bounded noise. Figure 6(b) shows that the unimodal SPD near −0.85 of turns into a bimodal structure that has the second peak near 1 (as shown in the inset of Figure 6(b) ). As shown in Figure 6 , with the increase of , nonzero values of appear between −0.5 and 1, which means HF bounded noise-induced transition from resting state to excitable state or even to firing state ( Figure 6(b) ). Taken together, the potential mechanism of HF bounded noise is that randomness in phase makes neurons more easily go into a firing or excitable state.
Conclusions
Real neurons are often surrounded in very noisy environments. Neurons are requested to detect generally feeble target signals (or stimuli) from noisy background signals. It is very interesting and significant to elucidate the mechanisms of weak signal detection in an excitable nervous system. A number of efforts have been contributed to this area. But the understanding of these mechanisms for a nervous system subjected to HF bounded noise has remained incomplete. Bounded noise with constant amplitude and time-varying random phase not only is a versatile model for simulating irregularity included in real-world external signals, but also meets the fact that the real physical quantities in a real system are always bounded.
In this study, we study in detail the effect of HF bounded noise on the detection of a weak LF periodic signal in the FHN neuron. It is found that HF bounded noise has a facilitation or repression effect on synchronization between the input signal and the output of the system. Moreover, the numerical results also demonstrate the occurrence of HF bounded noise-induced single-and biresonance as well as a transition between them. Through this resonance mechanism, the response of neurons in random rapidly fluctuating background signals to the external subthreshold target signal can be significantly enhanced. The numerical results also reveal that randomness in phase (i.e., > 0) is helpful in enhancing the adaptability of neurons, but at the cost of part of the performance so that neurons can work in more complex environments with a wider frequency range. Therefore, neurons may balance between using randomness in phase to enhance the performance of signal detection and strengthening their capacity to adapt to complex environments. More interestingly, HF bounded noise with appropriate parameters can not only optimize information transmission, but also simultaneously reduce energy consumption. The above results may support the fact that the animals have the capacity to detect target signals from heterogeneous and complex signals and thus adapt to complex and fluctuating environments. We also attempt to qualitatively explain the potential mechanism of time-varying random phase through analyzing SPD and time series of of FHN neuron model separately or simultaneously subjected to LF signal, regular HF signal (i.e., = 0), and irregular HF signal (i.e., ̸ = 0). The potential mechanism of HF bounded noise is that randomness in phase makes neuron more easily go into a firing or excitable state. All in all, the results we report here not only provide a possible mechanism for amplifying or detecting the weak signal in many fields, such as neuroscience, acoustics, and communication technologies, but also lay the foundations for related researches involving bounded noise.
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