Introduction
The notion of information system, which is a starting point of the present paper, was introduced by Pawlak (see [1] ) in 1981, and since then it has been intensively investigated.
In particular related notions of a nondeterministic information system (see [2] , [3] ) and an approximation space (see [4] , [5] , [6] ) were also examined. These notions are used to analyse computer and empirical data, being helpful in understanding indiscernibility and similarity of objects.
In sections 2, 3, 4 we recall basic notions and we give the short motivation for considering generalized approximation space. In section 5 we examine several approximation operations E^, E^, i=0...4, in view of elementary lattice theory.
In section 6 we introduce the notion of approximation algebra and we use this notion to characterize families of definable sets with respect to the operations E^, Ë^ i=0...4.
Throughout the paper we use the standard mathematical notation,in particular P(X) stands for the family of all subsets of the set X. A family ESP(X) such that l^J E = X is called a cover of X. Frequently we will consider the cover E whose elements are nonempty, pairwise disjoint subsets of X.
In such a case it is called a partition of X. Any relation τ on a set U which is reflexive and symmetric is called the tolerance relation. A set ESU such that ΕχΕετ and which is maximal with respect to inclusion is called a tolerance class (see [8] ).
Information system and approximation space
He recall basic notions from papers [l]- [4] .
Throughout the paper U will be an arbitrary fixed set, traditionally called universe. It is easy to verify that J is a partition; the equivalence relation determined by J will be denoted by I. If xly then we say that x, y are E-inseparable. The mapping G is said to be monotonie iff (if X£Y then G(X)£G(Y) for any X,Y£U). Any monotonie and lower or monotonie and upper operation will be called an approximation operation. The most important examples of operations satisfying this definition are the lower £ and upper R approximation operations of Pawlak (see [2] ). The mapping G is said to be idempotent iff for every XSU, G(X) = G(G(X)). If G is an upper, monotonie and idempotent mapping then G is called a closure mapping and the pair (U, G) is called a closure space (see [7] ).
An information system is a quadruple

Let -X stand for U-X. We say that two operations G,G':P(U)->P(U) are conjugated iff for any X U, the following condition is satisfied: G(X) = -G'(-X).
Now we apply the introduced notions to define some special pairs of conjugated approximation operations in the space (U, E). When E is a partition of U, all those operations
To summarize this section we recall that a closure operator H on the set U is an algebraic (resp. topological) closure operator if for every XS U H(X) H (X') : X' SX and X' is finite } (resp. for every X,YS U Η(ΧυΥ) = H(X) υ H(Y)). Proof. It is easy to prove (a), (b) and (c). For a little bit more dificult (d) see [6] .
Approximation algebra
In applications it is often considered a family of all definable subsets of the universe U. To formulate definitions of these families in a unified way, we introduce the following approximation algebra:
An algebra (P(U),i€l>) is called an approximation algebra on U if, for any X, Y ε U and iel, it satisfies: 
