Despite significant progress in the theory of evolutionary algorithms, the theoretical understanding of true population-based evolutionary algorithms remains challenging and only few rigorous results exist. Already for the most basic problem, the determination of the asymptotic runtime of the (µ + λ) evolutionary algorithm on the simple OneMax benchmark function, only the special cases µ = 1 and λ = 1 have been solved.
INTRODUCTION
Evolutionary algorithms are general-purpose optimization heuristics and have been successfully applied to a range of computational problems. While the majority of the research in evolutionary computation is applied and experimental, the last decades have seen a growing number of theoretical analyses of evolutionary algorithms. Due to the difficult nature of the stochastic processes describing the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. GECCO '18, July [15] [16] [17] [18] [19] 2018 , Kyoto, Japan runs of evolutionary algorithms, the vast majority of these works regards very simple algorithms like the (1 + 1) EA, which has both a parent population and an offspring population of size one. Such works, while innocent looking in their problem statement, can be surprisingly challenging from the mathematical point of view, see, e.g., the long series of works on how the (1 + 1) EA optimizes pseudo-Boolean linear functions, which started with the seminal paper [15] . Also, while these example problems are far from the real applications, many of the theoretical works have contributed to the understanding of the working principles of evolutionary algorithms, have given advice on how to choose parameters and design evolutionary algorithms, and even have proposed new algorithms.
Still, it remains dissatisfying that there are only very few works on true population-based algorithms as this bears the risk that we do not really understand the role of populations from a theoretical point of view. What is clearly true, and the reason for the lack of such works, is that the stochastic processes become much more complicated when non-trivial populations come into play.
To make some progress towards a better understanding of population-based algorithms, we regard the most simple population-based problem, namely how the elitist (µ + λ) EA optimizes the OneMax benchmark problem (see Section 2 for the details of this problem). With the corresponding problem for the (1 + λ) EA mostly solved in 2005 [21] (see [12, Section 8] for a more complete picture) and the problem for the (µ + 1) EA solved in 2006 [27] , it is fair to call this a long-standing open problem. In the conclusion of his paper [27] , Witt writes "the most interesting direction seems to be an extension to (µ + λ) strategies by a combination with the existing theory on the (1 + λ) EA. "
Our results: We give a complete answer to this question and prove that for arbitrary values of µ and λ (which can be functions of the problem size n), the expected number of iterations the (µ +λ) EA takes to find the optimum of the OneMax function is
where log + x := max{1, log x } for all x > 0. This result subsumes the previous results for the (1 + λ) EA and (µ + 1) EA. This runtime guarantee shows, e.g., that using a true parent population of size at most max{log n, λ} does not reduce the asymptotic runtime compared to µ = 1. Such information can be useful since it is known that larger parent population sizes can increase the robustness to noise, see, e.g., [16] .
To prove our bounds, we in particular extend Witt's [27] family tree argument to algorithms allowing more than one offspring per generation. We also simplify his approach slightly by not first bounding the depth of the tree and then estimating the probability to find the optimum, but doing this with one large union bound argument. We hope that this makes the family argument more accessible.
Previous works: Most previous works in this field consider non-populational algorithms. These algorithms may seem trivial, however the obtained results are impressive, like the proof of the O(n log n) expected runtime of the (1 + 1) EA on all linear pseudoBoolean functions [15, 28] , and have spurred the development of many useful analysis methods [10, 19] .
Among the few works having at least one non-trivial population, the following are most relevant for our work. In [12] , the runtime of the (1 + λ) EA on linear functions is analyzed. Besides different runtimes for other linear functions, a tight bound of Θ( n log n λ + n log log λ log λ ) is proven for the expected runtime (number of iterations until the optimum is found) of the (1 + λ) EA maximizing the OneMax function. This extends the earlier result [21] , which shows this bound for λ = O(log(n) log log(n)/log log log(n)), note that in this case the bound simplifies to Θ(n log(n)/λ), and which shows further that for asymtotically larger values of λ, the expected runtime is ω(n log(n)/λ).
Witt [27] studied the (µ + 1) EA on the three pseudo-Boolean functions LeadingOnes, OneMax and SPC. For the OneMax problem, he proved that the expected runtime of the (µ + 1) EA is Θ(µn + n log n).
For algorithms with non-trivial parent and offspring population sizes, the following is known. The only work regarding the (µ + λ) EA for general µ and λ is [23] . Using the recent switch analysis technique, it is shown that the (µ +λ) EA needs an expected number of Ω(n log(n)/λ + µ/λ + n log log n log n ) iterations to find the optimum of any function f : {0, 1} n → R with unique optimum.
For the case µ = λ and the additional variant that each parent generates exactly one offspring, Chen et al. [2] analyzed the runtime of this (λ +λ) EA on the LeadingOnes and OneMax problems. They proved upper bounds on the expected runtime of O(n log λ + n 2 λ ) and O(n log λ + n log n λ ), respectively. They also conjectured the bounds of O(n log n + n 2 λ ) and O(n log log n + n log n λ ), respectively. Note that these are stronger for large population sizes.
We omit a formal proof, but we note that our result improves the results of [23] and [2] . Using a stochastic domination argument, one could show that OneMax is the easiest function with unique optimum for the (µ + λ) EA. Consequently, our lower bound of
is valid as well in the setting regarded in [23] and improves the bound Ω(n log(n)/λ + µ/λ + n log log n log n ) proven there. Again without a formal proof, we remark that our proof methods work equally well (and in fact, easier) in the setting where µ = λ and each parent creates exactly one offspring. Hence we obtain a runtime estimate of Θ(n + n log n λ ) in this case, which is tighter then the bound O(n log λ + n log n λ ) from [2] . The remainder of the paper is organized as follows. Section 2 gives a formal description of the (µ + λ) EA and introduces the notation that we use in the paper. In Section 3, the upper bound for Algorithm 1: The (µ + λ) EA, maximizing a given function f : {0, 1} n → R, with population size µ, offspring population size λ and mutation probability p. Choose some x from the population X (t ) uniformly at random; Create x ′ by flipping each bit of x with probability p (= 1/n);
Selection phase:
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Create the multiset X (t +1) , the population at time (t + 1), by deleting the λ individuals with lowest f -value in X ′ u.a.r.;
the general case and the tighter bound for the case of λ µ > e e are proven. Section 4 introduces the notion of complete tree and proves the two lower bounds corresponding to the upper bounds.
PRELIMINARIES
In this section, we provide the definitions necessary to formalize the problem. Our study focuses on evolutionary algorithms that aim at optimizing pseudo-Boolean functions, that is, functions of the form f : {0, 1} n → R. The (µ +λ) EA formulated as Algorithm 1 is a simple mutation-based elitist evolutionary algorithm. In each iteration of the algorithm, we independently generate λ offspring by selecting an individual from the parent population uniformly at random (u.a.r. for brevity) and mutating it. We use standard-bit mutation with the standard mutation rate p = 1/n, that is, we flip each bit independently with probability 1/n. We note without proof that our results hold as well for any other mutation rate p = c/n, where c is a constant. They also hold for the heavy-tailed mutation operator suggested in [13] .
As objective function f , also called fitness function, we consider the classic OneMax function, which was the starting point for many theoretical investigations in this field. This function OneMax : {0, 1} n → R is defined by OneMax(x) = n i=1 x i for all x ∈ {0, 1} n . In other words, OneMax returns the number of one-bits in its argument.
To ease the presentation, we use the following language. We say that the algorithm is on fitness level i, if the best individual in the current parent population has fitness i. We also say that the algorithm gains fitness levels, if it creates an offspring that is strictly better than the best individual in the parent population.
UPPER BOUNDS
In this section, we prove separately two upper bounds for the runtime of the (µ + λ) EA on the OneMax problem, the first one being valid for all values of µ and λ and the second one giving an improvement for the case that λ is large compared to µ, more precisely, that λ/µ ≥ e e .
The main idea of our analysis is to first reduce the process to another one that has a greater runtime but is easier to analyze and then study the behaviour of the evolution of the population in the reduced process.
In this section, if not specified differently, we denote the current fitness level by i and we denote the number of the best individuals in the population by j.
Reduced Version of the Algorithm
To estimate the upper bound on the runtime of the (µ + λ) EA on OneMax problem we introduce another algorithm that has a greater expected runtime, but this algorithm is easier to analyze. The modified algorithm differs from the original (µ + λ) on several points.
(1) If the number of the best individuals in the population that has a fitness value of i is less than µ 0 (i) ∈ [1..µ], then the modified algorithm does not accept any individual with fitness greater than i to the next population. µ 0 (i) will be defined for each i later. (2) Before reaching µ 0 (i) best individuals, the algorithm may only create new best individuals by copying one of the already existing best individuals (all the best individuals that are made by mutating inferior individuals are not accepted). (3) As soon as the modified algorithm has in its current population µ 0 (i) best individuals, it stops accepting any individual
In the case when the algorithm has less than µ 0 (i) best individuals, but generates several new best individuals so that their number becomes greater than µ 0 (i), the algorithm will accept exactly µ 0 (i) best individuals to the next generation. (4) If having µ 0 (i) best individuals, the algorithm generates several individuals x such that OneMax(x) = n − k + 1, then it accepts only one of these individuals. It is very natural that this reduced algorithm, missing several opportunities to make progress, is rather slower than the (µ + λ) EA. Formally, we have the following statement. Lemma 3.1. Let T be the runtime (number of generations until the optimum is found) of the (µ + λ) EA and T ′ be the runtime of the reduced algorithm, both on the OneMax benchmark function. Then T is stochastically dominated by T ′ , in particular,
For reasons of space, we omit a formal proof of this intuitive statement. To prove this statement, we would argue (in a similar fashion as in the proof of Theorem 6 in [5] ) that when comparing the runs of the two algorithms, then at each time the parent population of the (µ + λ) EA is better than the one of the reduced algorithm in the domination sense, that is, if we sort the two populations according to fitness, then the fitness of the k-th individual in the (µ + λ) EA population stochastically dominates the fitness of the k-th individual in the other population. This can be shown via a simple induction over time by using the fact that better individuals create better offspring in the domination sense [29, Lemma 6.1].
Unconditional Upper Bound
We first prove the following upper bound, which is valid for all values of µ and λ. When λ is not significantly larger than µ, then the (µ + λ) EA typically gains at most a constant number of fitness levels per iteration. For this reason, we can use the classic fitness level technique of Wegener [25] and obtain tight bounds for this case.
Theorem 3.2. The expected number of iterations for the (µ + λ) EA to optimize the OneMax problem is bounded by O(
Proof. The main idea of the fitness levels technique [25] is to bound the expected runtime by the sum (over all fitness levels) of the expected times taken to leave these levels (that is, to gain a level). We estimate these leaving times for the reduced algorithm from Subsection 3.1. Since the expected runtime of the reduced algorithm is not smaller than the expected runtime of the original algorithm, we thus obtain an upper bound for the (µ + λ) EA.
To estimate the times needed to leave a level, we first estimate this time for a general value of µ(i) and then optimize this value. The reduced algorithm starts each level with only one best individual in the population. In order to gain the fitness the reduced algorithm first has to have µ 0 (i) best individuals in the population. To obtain this number of the best individuals it creates copies of the best individuals. The probability to create a copy of the best individual p 1 (j) is the probability to select one of the best individuals multiplied by the probability not to flip any bit in it, that is,
where the inequality follows from the growth of (1 − 1/n) n when n ≥ 1. The probability p 2 (j) to create at least one copy of the best individual among the λ offspring satisfies
where the second inequality follows from Bernoulli inequality. Let τ →µ 0 (i) denote the number of iterations that the modified algorithm needs to obtain µ 0 (i) best individuals starting from one best individual. By linearity of the expectation we have
Given the number of the best individuals µ 0 (i), the probability p 3 (i) to create a superior individual is the probability to select one of the best individuals and flip exactly one zero-bit in it. Hence
and the probability to create at least one superior individual in the λ offspring is
Therefore, we have
We now minimize this expression in terms of µ 0 (i). To simplify notations, we define
The probability of improvement is so small that it makes no harm to wait until the whole population consists only of the best individuals. By (2) the expected waiting time before the fitness gain is µ + 
Summing up the time for all fitness levels, we obtain the upper bound for the runtime
Upper Bound with Large λ
We will observe that the number of best individuals in the population in expectation grows by a factor of at least (1 + λ 2e µ ) per iteration (but of course not beyond µ best individuals). Whereas expected multiplicative decreases can be easily turned into hitting times via the multiplicative drift theorem [10] , a corresponding drift theorem does not exist for multiplicative increases (in fact, such a theorem solely relying on the expected progress cannot exist as easy counter-examples show). For this reason, we need to argue that in addition to the expected progress we also have that such a progress is obtained with a suitable probability. To this aim, we shall use the following result from [18] . An elementary proof for it was given in [6] . Proof. The probability that the reduced algorithm creates a copy of the best individual in one reproduction is p 1 (j)
It implies that in every iteration the number of the best individuals is multiplied by the factor of (1 + λ 2e µ ) with probability at least 1/4. The expected number of iterations before it happens is not greater than 4. If the number of the best individuals is multiplied by this factor for at least ⌈
⌉ times, it becomes greater than µ 0 (i). Therefore,
If the reduced algorithm is on fitness level i and j = µ 0 (i), the expected runtime before the algorithm gains fitness is not greater than
Proof. The probability to create a superior offspring is p 4 (i) ≥
1+
e µ n λ(n−i )µ 0 (i )
, so the expected runtime before this event is p −1
The reduced algorithm can gain only one fitness level in one iteration. However, in this section we need to modify it to get better upper bounds. So we let the reduced algorithm to accept the individuals that have more than one new one-bit. But the algorithm still can do it only if it already has µ 0 (i) best individuals in the population. This modification does not make the reduced algorithm better than the original (µ + λ) EA as the assertion and the proof of Lemma 3.1 remain true for this variant of the algorithm. Lemma 3.6. Given the current fitness level is i, the expected number of iterations before the reduced algorithm gains γ fitness levels in one iteration is not greater than [12] , we estimate the probability of increasing the fitness by several levels at once. The probability of gaining γ levels with one offspring is
Proof. Using the technique similar to the technique in
Thus, the expected number of iterations before gaining γ fitness levels is not larger than
□
We are now able to prove the second upper bound.
Theorem 3.7. If λ µ ≥ e e and µ is at most polynomial in n, then the expected number of iterations for the (µ + λ) EA to optimize the OneMax problem is O n log log λ µ log λ µ + n log n λ .
Proof. We divide the optimization process into four phases. (1) while the fitness of the best individual in the population is less than n − n log λ µ , with constant probability we generate an offspring gaining γ = ⌊ log λ µ 2 log log λ µ ⌋ fitness levels; (2) after the first phase while the fitness of the best individual in the population is less than n− µn λ , the progress is harder, but we still gain at least one fitness level with constant probability; note that in these first two phases, the probability for making a progress is large enough so that there is not need to wait for having a larger number of best individualsin other words, we have µ 0 (i) = 1 for these fitness levels; (3) after the second phase while i ≤ n − n λ , making progress is again a little tougher, so the best performance is obtained from waiting until we have a certain number µ 0 (i) < µ of best individuals which then enable us to gain a fitness level with constant probability; (4) on high fitness levels, we wait until we have µ best individuals, that is, the whole population is on the best-so-far fitness level; still making progress in this region is so difficult that even then we often need more than a constant number of iterations to gain a fitness level. We denote by R 1 , R 2 , R 3 , and R 4 the number of iterations spent in each phase. Phase 1. During this phase, we assume that i ≤ n − n log λ µ
. We define µ 0 (i) = 1 for all these fitness levels. Since λ µ ≥ e e , we have
Therefore, by Lemma 3.6, the expected time to gain γ fitness levels is at most 1 + e. Since this phase ends earlier than after n/γ such improvements, we have
Phase 2. This phase consists of the fitness levels i with n − n/log λ µ < i ≤ n − nµ/λ. Again, we define µ 0 (i) = 1 for all these levels. By Lemma 3.5 the expected runtime before one fitness gain is 1 + e µn λ(n−i) . Therefore,
Phase 3. During this phase, consisting of the fitness levels i with n − nµ/λ < i ≤ n − n/λ, we non-trivially define µ 0 (i) = ⌈ 
We estimate ⌈n−n/λ ⌉ i= ⌈n−nµ/λ ⌉ log nµ (n−i)λ via the corresponding integral as follows.
Note that since µ is polynomial in n, we have log µ = O(log n). Therefore,
Phase 4. In this phase, µ 0 (i) = µ and i > n − n λ . We estimate the expected runtime before gaining one fitness level in the same way as in Phase 3, but we have a fixed µ 0 (i). So the expected runtime before gaining one fitness level is 4 log µ log λ 2e µ + 5 + e µn λ(n−i)µ . Summing up these expected runtime over the levels of this phase we get
The total runtime is therefore bounded by

LOWER BOUNDS
In this section, we show the lower bounds corresponding to the upper bounds we proved in the previous section. They in particular imply the lower bounds for the (µ + 1) EA given in [27] and the (1 + λ) EA given in [12] . Hence our proof method is a unified approach to both these algorithms as well.
The main problem when proving lower bounds for populationbased algorithms is that many individuals which are created during the run of the EA are removed at some stage by selection operations. This creates a complicated population dynamics which is very hard to follow via mathematical means.
One way to overcome this difficulty is to try to disregard the effect of selection and instead regard an optimistic version of the evolutionary process in which no individuals are removed. This idea can be traced back to [24] . In the context of evolutionary computation, it has been first used in [26] in the analysis of a steady-state genetic algorithm with fitness-proportionate selection. In [20] , this argument was used in the analysis of an evolution strategy in continuous search spaces. Not surprisingly, the analysis of the (µ + 1) EA uses the artificial populations argument as well. The artificial populations argument can also be used to overcome the difficulties imposed by other removal mechanisms, e.g., Pareto domination in evolutionary multi-objective optimization [11] .
Of course, to make the new process really an optimistic version of the original one, we have to ensure that, despite the larger population present, each individual which is also present in the true population has the same power of creating good solutions as in the original process. To ensure this in our process, we assume that in the artificial process each individual creates Bin(λ, 1/µ) offspring. This assumption, in fact, leads to a much more drastic growth of the artificial population than the fact that we disregard selection.
When working with such an artificially enlarged population, there is a risk that the larger population finds it easier to create the optimal solution. This would give weaker lower bounds. So the main art in this proof approach is setting up the arguments in a way that the larger population does still, in an asymptotic sense, not find the optimum earlier than the original process. The reason why this is possible at all is that once selection is disregarded, the process consists only of independent applications of the mutation operator. This allows to use strong-concentration arguments which in the end give the desired result that none of the many members of the artificial population is the optimal solution.
To make this approach formal, we use the following the notion of a complete tree, which is similar to other family tree notions used to model artificial populations. The complete tree describes all possible (iterated) offspring which could occur in a run of the evolutionary algorithm. This is equivalent to saying that we run the EA, but we let in each iteration each individual generate λ offspring and we do not remove any individual from the population at the end of each iteration.
More precisely, the complete tree with initial individual x 0 is defined recursively as follow. The tree T 0 = (V 0 , E 0 ) at time t = 0 consists of the single (root) vertex v 0 that is labeled with the bitstring c(v 0 ) = x 0 . Hence E 0 = ∅. If T t = (V t , E t ) is defined for some t ≥ 0, then we define the tree T t +1 = (V t +1 , E t +1 ) as follows. For each vertex in V t , we add λ vertices, connect them to this vertex, and generate their labels via standard-bit mutation from the parent. More precisely, let
.λ]} and V t +1 = V t ∪N t +1 . We call v t the parent of (v t , t + 1, i) and (v t , t, i) the i-th child of v t in iteration t + 1. We generate the label c(v t , t + 1, i) by applying standard-bit mutation to c(v t ). We connect each new vertex with its parent, that is, we define
It is easy to see that a complete tree at time t contains exactly (λ + 1) t nodes. As said earlier, it thus massively overestimates the size of the true population of the EA.
For our purposes, it is not so much the total size of the tree that is important, but rather the number of nodes in a certain distance from the root. We estimate these in the following elementary lemma. Here and in the remainder, by distance we mean the graph theoretic distance, that is, the length of the (in this case unique) path between the two vertices. Observe that this can be different from the iteration in which a node was generated. For example, the vertex (v 0 , t, i), which is generated in iteration t from the initial vertex, has distance one from v 0 .
Lemma 4.1. Let T t be a complete tree at time t. Let ℓ ∈ N 0 . Then T t contains exactly t ℓ λ ℓ nodes in distance exactly ℓ from the root.
Proof. Let v be a vertex in distance exactly ℓ from the root. Then there are times 1 ≤ t 1 < · · · < t ℓ ≤ t and offspring numbers i 1 , . . . , i ℓ ∈ [1..λ] such that with the recursive definition of the Since there is no selection in the complete tree, the vertex labels simply arise from repeated mutation. More precisely, a vertex in distance ℓ from the root has a label that is obtained from ℓ times applying mutation to the root label. This elementary observation allows to estimate the probability that a node label is equal to some target string. Lemma 4.2. Consider a complete tree with root label c(v 0 ) = x 0 . Let x * ∈ {0, 1} with H (x * , x 0 ) ≥ n/4 (where H is the Hamming distance). Let x be the node label of a node in distance ℓ from v 0 . Then
p(ℓ, n).
Proof. The probability for x = x * is at most the probability that each of the H (x 0 , x * ) bits in which x 0 and x * differ was flipped in at least one of the ℓ applications of the mutation operator which generated x from x 0 . This probability is
, where we used the estimates (1 − 1/n) nr ≥ exp(−2r ) valid for all n ≥ 1 and any positive r ∈ R, and exp(−r ) ≥ 1 − r valid for all r ∈ R. □
We are now ready to prove our lower bound. Proof. We first note that the bound Ω( n log n λ ) is easy to prove. A short, but deep argument is that the (µ + λ) EA is an unary unbiased black-box complexity algorithm in the sense of Lehre and Witt [22] . Any such algorithm needs an expected number of Ω(n log n) [22] or, more precisely, of at least en ln(n) − O(n) [8] fitness evaluations to find the optimum of the OneMax function.
An elementary argument essentially identical to the one of [27] is as follows. The lower bound Ω( n log n λ ) needs to be shown only in the case µ ≤ c log n, where c is an arbitrarily small constant. In this case, there is an expected number of at least √ n bit positions which in all initial individuals are different from the optimal assignment ("totally wrong positions"). Since the bit values of the initial population are chosen independently, a standard Chernoff bound (e.g., Corollary 1.10 (a) in [4] ) gives that with overwhelming probability 1 − 2 −Ω( √ n) , there are at least √ n/2 totally wrong bit positions. With at least some constant probability at least one of these bits is never flipped within the first t := ⌊(n − 1)(log n)/(2λ)⌋ iterations. This give an expected runtime of Ω( n log n λ ) iterations. To prove the remaining two bounds, we argue as follows. Again using a simple Chernoff bound argument, we first observe that with high probability, all µ individuals of the initial population have a Hamming distance of at least n/4 from the optimum x * of the OneMax function. Clearly, a run of the (µ +λ) EA creates a subforest of µ disjoint complete trees with random root labels (complete forest). Whether a node of the complete forest appears in the forest describing the run of the (µ+λ) EA depends on the node labels (more precisely, on their fitness). However, regardless of the node labels the following is true: If some node v s is present in the population at iteration t, then the edge (v s , (v s , t, i)) is present in the subforest at most with probability 1/µ, because for this it is necessary that the i-th offspring generated in iteration t chooses v s as parent. Consequently, regardless of the nodes labels, the probability that a node in distance ℓ from the root in the complete forest enters the population of the (µ + λ) EA, is at most µ −ℓ . Since we have not taken into account the node labels, we observe that the probability that a particular node of the complete forest (i) is labeled with the optimum and (ii) makes it into the population of the (µ + λ) EA, is at most µ −ℓ p(ℓ, n) with p(ℓ, n) as defined in Lemma 4.2.
Using a union bound over all nodes in the complete forest up to iteration t, cf. Lemma 4.1, we see that the probability that the (µ + λ) EA finds the optimum within t iterations, is at most
If ℓ < n/4, we estimate
and hence
Consequently, the probability that the (µ + λ) EA finds the optimum in at most t iterations, is at most µ(t + 1)(1/2) n/4 = o(1), since we assumed µ to be at most polynomial in n. .
where we used the estimates θ ℓ − θ ℓ log θ ℓ < 3 2 , log θ ℓ 5 < 0, log x x ≤ 1 e valid for all x ∈ R and log λ µ ≥ e.
This quantity decreases towards 0, since we have
≤ µ(log λ µ ) −β n and µ = Poly(n). The probability to find the optimum in t iterations is therefore bounded below by µ n log log For n big enough, this becomes less than 1/2. We can conclude using
Chernoff bounds, that the bound on the runtime is Ω( n log log λ µ log λ µ ).
□
DISCUSSION AND CONCLUSION
In this work, we determined asymptotically precisely the runtime of the (µ + λ) EA on the OneMax benchmark problem. This is thus one of the few precise runtime analyses taking into account more than a single parameter ( [7, 17] are the other two such works we are aware of). Not surprisingly for a simple function like OneMax, our result does not indicate that it is advantageous to use larger parent or offspring populations. Indeed, it follows from [29, Theorem 6.2] (see [5] for a simplified proof) that for any µ and λ the runtime of the (µ +λ) EA stochastically dominates the runtime of the (1+1) EA with best-of-µ initialization. The runtime difference between the (1 + 1) EA with best-of-µ initialization and with the usual random initialization is small, roughly an additive Θ( n ln µ) term [3] .
While our result does not show an advantage of using larger populations, it does show that using moderate-size populations is not overly costly. For example, as long as µ, λ = O(log n), the (µ + λ) EA takes Θ(n log n) fitness evaluations to find the optimum. This observation could indicate that using such population sizes is generally an interesting idea -we could speculate that there is no harm from using such populations, but there could be other advantages.
In the light of recent other work, our work suggests two directions for further research. In [17] , a precise runtime analysis for the (1 + λ) EA with general mutation rate c/n, c a constant, on the OneMax benchmark was conducted. It suggests that the precise mutation rate is important when λ is small, but less decisive when λ is large. It would be interesting to know to what extent this result carries over to the (µ +λ) EA. In [1, 9, 14] , it was shown that various dynamic choices of the mutation rate can reduce the runtime of the (1 + λ) EA on OneMax. Again, it would be interesting to see to what extend a similar behavior is true for the (µ + λ) EA.
