Abstract. We consider the motion of two superposed immiscible, viscous, incompressible, capillary fluids that are separated by a sharp interface which needs to be determined as part of the problem. Allowing for gravity to act on the fluids, we prove local well-posedness of the problem. In particular, we obtain well-posedness for the case where the heavy fluid lies on top of the light one, that is, for the case where the Rayleigh-Taylor instability is present. Additionally we show that solutions become real analytic instantaneously.
Introduction and Main Results
We consider a free boundary problem describing the motion of two immiscible, viscous, incompressible capillary fluids, fluid 1 and fluid 2 , occupying the regions Ω i (t) = {(x, y) ∈ R n × R : (−1) i (y − h(t, x)) > 0, t ≥ 0}, i = 1, 2.
The fluids, thus, are separated by the interface Γ(t) := {(x, y) ∈ R n × R : y = h(t, x) : x ∈ R n , t ≥ 0}, called the free boundary, which needs to be determined as part of the problem. The motion of the fluids is governed by the incompressible Navier-Stokes equations where surface tension on the free boundary is included. In addition, we also allow for gravity to act on the fluids. (1.1)
Here ρ and µ are given by ρ = ρ 1 χ Ω1(t) + ρ 2 χ Ω2(t) , µ = µ 1 χ Ω1(t) + µ 2 χ Ω2(t) ,
with χ the indicator function, where the constants ρ i and µ i denote the densities and viscosities of the respective fluids. The constant σ > 0 denotes the surface tension, and γ a is the acceleration of gravity. Moreover, S(u, q) is the stress tensor defined by S(u, q) = µ i ∇u + (∇u) T − qI in Ω i (t), where q =q + ργ a y denotes the modified pressure incorporating the potential of the gravity force, and
denotes the jump of the quantity v, defined on the respective domains Ω i (t), across the interface Γ(t). Finally, κ = κ(t, ·) is the mean curvature of the free boundary Γ(t), ν = ν(t, ·) is the unit normal field on Γ(t), and V = V (t, ·) is the normal velocity of Γ(t). Here we use the convention that ν(t, ·) points from Ω 1 (t) into Ω 2 (t), and that κ(x, t) is negative when Ω 1 (t) is convex in a neighborhood of x ∈ Γ(t). Given are the initial position Γ 0 = graph (h 0 ) of the interface, and the initial velocity
The unknowns are the velocity field u(t, ·) : Ω(t) → R n+1 , the pressure field q(t, ·) : Ω(t) → R, and the free boundary Γ(t), where Ω(t) := Ω 1 (t) ∪ Ω 2 (t). Our main result shows that problem (1.1) admits a unique local smooth solution, provided that ∇h 0 ∞ := sup x∈R n |∇h 0 (x)| is sufficiently small. 
. In addition, Γ(t) is a graph over R n given by a function h(t) and M =
Also interesting is the fact that the surface pressure jump is analytic on M as well.
(b) It is possible to relax the assumption p > n + 3. In fact, p > (n + 3)/2 turns out to be sufficient. In order to keep the arguments simple, we impose here the stronger condition p > n + 3.
(c) It is well-known that the situation where gravity is acting on two superposed immiscible fluids -with the heavier fluid lying above a fluid of lesser density -leads to an instability, the Rayleigh-Taylor instability. In this case, small disturbances of the equilibrium situation (u, h) = (0, 0) can cause instabilities, where the heavy fluid moves down under the influence of gravity, and the light material is displaced upwards, leading to vortices. Our results show that problem (1.1) is also well-posed in this case, provided ∇h 0 ∞ is small enough, yielding smooth solutions for a short time. In the forthcoming publication [29] we will give a rigorous proof showing that the equilibrium solution (u, h) = (0, 0) is L p -unstable. To the best of our knowledge these are the first rigorous results concerning the Navier-Stokes equations subject to the Rayleigh-Taylor instability. are sufficiently small (depending on t 0 ).
(e) We point out that in Theorem 1.1 we only need a smallness condition on the sup-norm of ∇h 0 (relative to the vertical component of the velocity). In case of a more general geometry, this condition can always be achieved by a judicious choice of a reference manifold.
The motion of a layer of viscous, incompressible fluid in an ocean of infinite extent, bounded below by a solid surface and above by a free surface which includes the effects of surface tension and gravity (in which case Ω 0 is a strip, bounded above by Γ 0 and below by a fixed surface Γ b ) has been considered by Allain [1] , Beale [7] , Beale and Nishida [8] , Tani [35] , by Tani and Tanaka [36] , and by Shibata and Shimizu [32] . If the initial state and the initial velocity are close to equilibrium, global existence of solutions is proved in [7] for σ > 0, and in [36] for σ ≥ 0, and the asymptotic decay rate for t → ∞ is studied in [8] . We also refer to [9] , where in addition the presence of a surfactant on the free boundary and in one of the bulk phases is considered. In case that Ω 1 (t) is a bounded domain, γ a = 0, and Ω 2 (t) = ∅, one obtains the one-phase Navier-Stokes equations with surface tension, describing the motion of an isolated volume of fluid. For an overview of the existing literature in this case we refer to the recent publications [28, 31, 32, 33] . Results concerning the two-phase problem (1.1) with γ a = 0 in the 3D-case are obtained in [11, 12, 13, 34] . In more detail, Densiova [12] establishes existence and uniqueness of solutions (of the transformed problem in Lagrangian coordinates) with v ∈ W s,s/2 2 for s ∈ (5/2, 3) in case that one of the domains is bounded. Tanaka [34] considers the two-phase Navier-Stokes equations with thermo-capillary convection in bounded domains, and he obtains existence and uniqueness of solutions with (v, θ) ∈ W s,s/2 2 for s ∈ (7/2, 4), with θ denoting the temperature. In order to prove our main result we transform problem (1.1) into a problem on a fixed domain. The transformation is expressed in terms of the unknown height function h describing the free boundary. Our analysis proceeds with establishing maximal regularity results for an associated linear problem. relying on the powerful theory of maximal regularity, in particular on the H ∞ -calculus for sectorial operators, the Dore-Venni theorem, and the Kalton-Weis theorem, see for instance [2, 14, 16, 22, 23, 26, 30] .
Based on the linear estimates we can solve the nonlinear problem by the contraction mapping principle. Analyticity of solutions is obtained as in [28] by the implicit function theorem in conjunction with a scaling argument, relying on an idea that goes back to Angenent [4, 5] and Masuda [24] ; see also [17, 18, 20] .
The plan for this paper is as follows. Section 2 contains the transformation of the problem to a half-space and the determination of the proper underlying linear problem. In Section 3 we analyze this linearization and prove the crucial maximal regularity result in an L p -setting. Section 4 is then devoted to the nonlinear problem and contains the proof of our main result. Finally we collect and prove in an appendix some of the technical results used in order to estimate the nonlinear terms.
The transformed problem
The nonlinear problem (1.1) can be transformed to a problem on a fixed domain by means of the transformations v(t, x, y) := (u 1 , . . . , u n )(t, x, y + h(t, x)), w(t, x, y) := u n+1 (t, x, y + h(t, x)), π(t, x, y) := q(t, x, y + h(t, x)), where t ∈ J = [0, a], x ∈ R n , y ∈ R, y = 0. With a slight abuse of notation we will in the sequel denote the transformed velocity again by u, that is, we set u = (v, w). With this notation we obtain the transformed problem
The nonlinear functions have been computed in [28] and are given by:
y w − ∆h∂ y w} + ρ{−(v|∇ x )w + (∇h|v)∂ y w − w∂ y w} + ρ∂ t h∂ y w,
where ∇ 2 h denotes the Hessian matrix of all second order derivatives of h.
Before studying solvability results for problem (2.1) let us first introduce suitable function spaces. Let Ω ⊆ R m be open and X be an arbitrary Banach space. By L p (Ω; X) and H s p (Ω; X), for 1 ≤ p ≤ ∞, s ∈ R, we denote the X-valued Lebegue and the Bessel potential spaces of order s, respectively. We will also frequently make use of the fractional Sobolev-Slobodeckij spaces W
where [s] denotes the largest integer smaller than s. Let a ∈ (0, ∞] and
The spaces 0 H s p (J; X) are defined analogously. Here we remind that H 
is a Banach space, provided we factor out the constant functions and equip the resulting space with the corresponding quotient norm, see for instance [21, Lemma II.5.1]. We will in the sequel always consider the quotient space topology without change of notation. In case that Ω is locally Lipschitz, it is known thaṫ H For s ∈ R and 1 < p < ∞ we also consider the homogeneous Bessel-potential spacesḢ
where S ′ (R n ) denotes the space of all tempered distributions, andİ s is the Riesz potential given byİ
By factoring out all polynomials,Ḣ s p (R n ) becomes a Banach space with the natural quotient norm. For s ∈ R\ Z, the homogeneous Sobolev-Slobodeckij spacesẆ s p (R n ) of fractional order can be obtained by real interpolation aṡ
where (·, ·) θ,p is the real interpolation method. It follows thaṫ n , s = 1, and 1 < p < ∞. We note in passing that
define equivalent norms onẆ 
The Linearized Two-Phase Stokes Problem with Free boundary
It turns out that, unfortunately, the nonlinear term (γv|∇h) occurring in (2.1) cannot be made small in the norm of F 4 (a), defined below in (4.2), by merely taking ∇h ∞ small. This can, however, be achieved for the modified term (b − γv|∇h), provided b is properly chosen so that b(0) = γv 0 . As a consequence, we now need to consider the modified linear problem
Here we mention that the simpler case where b = 0 and γ a = 0 was studied in [28, Theorem 5.1] . We obtain the following maximal regularity result. 
and set b(·) = b 0 + b 1 (·). Then the Stokes problem with free boundary (3.1) admits a unique solution (u, π, h) with regularity
if and only if the data (f, f d , g, g h , u 0 , h 0 ) satisfy the following regularity and compatibility conditions: Proof. (i) Since F 4 (a), defined by
is a multiplication algebra for p > n + 3, the operator [h → (b|∇)h] maps the space
continuously into F 4 (a) with bound |b 0 | + C a b 1 F4(a) , see Lemma 5.5(a).
As in the proof of [28, Theorem 5.1] it suffices to consider the reduced problem
where the functiong h ∈ 0 F 4 (a) is defined in a similar way as in formula (5.5) in [28] . This can be accomplished by choosing
and then settingg h :=g h,b : (ii) We first consider the reduced problem (3.3) for the case where b ≡ b 0 is constant.
The corresponding boundary symbol s b0 (λ, ξ) is given by
where we use the same notation as in the proof of [28, Theorem 5.1]. Here we remind that k has the following properties: k is holomorphic in C \ R − and
(3.6) In the following we fix β > 0. For further analysis it will be convenient to introduce the related extended symbol
where (λ, τ ) ∈ Σ π/2+η × Σ η with η sufficiently small, z := λ/τ 2 , and ζ ∈ U β,δ with U β,δ := {ζ ∈ C : |Re ζ| < β + 1, |Im ζ| < δ} and δ
We are going to show that for every fixed β > 0 there are positive constants λ 0 , δ, η = η(β), and c j = c j (β, λ 0 , δ, η) such that
The upper estimate is easy to obtain: fixing ϑ ∈ (π/2, π) and λ 0 > 0, it follows from (3.6) and the identity
In order to obtain a lower estimate we proceed as follows. Suppose first that β, λ 0 > 0 are fixed and η 0 is as above. Then we obtain
]|γ a N/λ 0 . Next we will derive an estimate from below in case that |λ| ≤ M |τ | 2 with M a positive constant. From (3.5) follows that there are constants H, L, R > 0, depending on M , such that
whenever (λ, τ ) ∈ Σ π/2+η × Σ η , for η ∈ (0, η 0 ) and |λ| ≤ M |τ | 2 , where z = λ/τ 2 . By choosing δ small enough we obtain from (3.11) and the definition of U β,δ
We can additionally assume that η is chosen so that ψ := π/2 − α − η > 0. This implies
2 and |λ| ≥ λ 1 , where λ 1 is chosen big enough.
Noting that the curves |λ| = m|τ | and |λ|
(iii) In the following, we fix β > 0 and we assume that b 0 ∈ R n with |b 0 | ≤ β. Let then S b0 be the operator corresponding to the symbol s b0 . It is clear that S b0 is bounded from 0 E 4 (a) to 0 F 4 (a) =: X and it remains to prove that it is boundedly invertible. For this we use the H ∞ -calculus and similar arguments as in [27, Section 4] and [28, Section 5] . First we note that D n admits an R-bounded H ∞ -calculus in X with angle 0; this follows from [14, Theorem 4.11] . Therefore by the estimates obtained in (3.8), the operator family
with angle π/2, the theorem of Kalton and Weis [22, Theorem 4.4] implies that the operator family
n , ζ) : ζ ∈ U β,δ } is bounded and holomorphic on U β,δ . Finally, we employ the Dunford calculus for the bounded linear operator R b0 := (b 0 |R), where R denotes the Riesz operator with symbol ξ/|ξ|, ξ ∈Ṙ n . The operator R b0 is bounded and its spectrum is σ(R b0 ) = [−|b 0 |, |b 0 |], as e.g. the Mikhlin theorem shows. Since the operator family
n , ζ) : ζ ∈ U β,δ } is bounded and holomorphic in a neighborhood of σ(R b0 ), the classical Dunford calculus shows that the operator
n , R b0 ) is bounded in X, uniformly for all b 0 ∈ R n with |b 0 | ≤ β. This shows that S b0 :
is boundedly invertible, uniformly for all b 0 ∈ R n with |b 0 | ≤ β. We emphasize that the bound for the operator S 
(v) In the general case we use a localization technique, similar to [3, Section 9] . For this purpose we first decompose J into subintervals J k = [kδ, (k + 1)δ] of length δ > 0 and solve the problem successively on these subintervals. Since b ∈ BUC(J; C 0 (R n , R n )), given any η > 0 we may choose δ > 0 and ε > 0 such that
Let φ be a smooth cut-off function with support contained in (ε/2)Q such that φ ≡ 1 on (ε/4)Q. Define
where (τ xj φ)(x) := φ(x − x j ). Consequently, φ j is a smooth cut-off function with supp(φ j ) ⊂ U j and j φ
Similarly as in [3, Section 9] one shows that
for F(J; R n ) ∈ {F 4 (a), E 4 (a)}. Let θ be a smooth cut-off function with supp(θ) ⊂ (ε/2)Q such that θ ≡ 1 on supp(φ) and let θ j := τ xj θ. Define
It follows that
provided δ is chosen small enough. Indeed, the estimates for b j,k BC(J k ,R n ) follow immediately from (3.14), while the estimates for b j,k F4(J k ) can be shown by approximating b by functions that have better time regularity and by carefully estimating the products
We now concentrate on the first interval
If follows from (3.16) and step (iii) that the operator
is invertible. Moreover, there is a constant C 0 , depending only on sup j |b(0, x j )| -and therefore only on
(vi) Suppose that for a given g ∈ 0 F 4 (δ) we have a solution h ∈ 0 E 4 (δ) of
Multiplying this equation by
where [·, ·] denotes the commutator. We now interpret this equation as an equation
We shall show below in step (vi) that the commutators satisfy
Assuming this property, it follows from (3.15) that
for some α depending only on p and n. Therefore, choosing δ small enough we can conclude that
Replacing b by ρb, ρ ∈ [0, 1], we have a continuous family {S ρb } of operators S ρb which all satisfy the a-priori estimate (3.19) uniformly in ρ ∈ [0, 1]. Since S 0 is an isomorphism, we can infer from a homotopy argument that S b is an isomorphism as well. Repeating successively these arguments for the intervals J k , including the reduction from step (i), proves the assertion of the corollary.
(vii) We still have to verify the estimate in (3.18). Since the covering {U j : j ∈ N} has finite multiplicity, one obtains
This together with Proposition 5.5(b) shows that
The estimates for the commutators [L, φ j ] are more involved. The operator A = GD −1 n with canonical domain is sectorial and admits a bounded H ∞ -calculus with
) by real interpolation. Hence fixing θ ∈ (0, π/2), the following resolvent estimate holds in these spaces:
The function k(z) is holomorphic in C \ (−∞, −2δ 0 ] for some δ 0 > 0 and behaves like 1/z as |z| → ∞. Choose the contour
where π > ψ > π − θ. Then we have the Dunford integral
which is absolutely convergent. This shows that k(A) is bounded, as is Ak(A) thanks to A ∈ H ∞ , thus A 1/2 k(A) is bounded as well. Therefore the identity
Using the Dunford integral for k(A) this yields
Let h ∈ 0 F 4 be given. Then we obtain from
from (3.20) , and from Minkowski's inequality for integrals
where we also used that G −1/2 is bounded on compact intervals. In the same way we can estimate the second term in the integral representation of [k(A), φ j ]D 1/2 , this time using the fact that R is bounded.
To estimate the commutators [D
with e −Dnt denoting the bounded analytic semigroup generated by the Laplacian in H s p (R n ) which extends by real interpolation to W s p (R n ), and then canonically to 0 F 4 . Thus by (3.20) there is a constant C > 0 such that for h ∈ 0 F 4 we have
) denote the Gaussian kernel. Then for fixed t > 0, the operator D n e −Dnt is the convolution with kernel −∆k t (x), which is of class C ∞ . It is not difficult to see that there are constants C, c > 0 such that
and we denote by T l the convolution operators with kernels 1 0 k l,t t −1/2 dt, l = 3, 4. For the kernel of T 3 we obtain from (3.21) the estimate
as k 3,t (x) = 0 for |x| ≤ ρ. Thus this kernel is in L 1 (R n ) and hence we may estimate the commutator [T 3 , φ j ] in the same way as [T 2 , φ j ].
For the remaining commutator [T 4 , φ j ] note that
This shows that it is enough to estimate the commutator [ 
where |r j,α (x, y)| ≤ C|x − y| 2 , with some constant C independent of j and |α| ≤ 2. Therefore
We observe that the support of the kernel k 4,t is contained in B 2ρ (0), and consequently we may replace h by ψ j h, where ψ j is a cut-off function which equals 1 on supp(φ j ) + B 2ρ (0). In the following we fix a smooth cut-off function ψ which equals 1 on supp(φ) + B 2ρ (0) and then set ψ j := τ xj ψ. We then have
provided we can show that the operators T l,k are L p -bounded with bound independent of k ∈ N for l = 5, 6. The operators T l,j satisfy
The Fourier transform of q is given by q(ξ) = C χ * 
Finally, in order to estimate T 6,j we infer from (3.21) that
It follows that r ∈ L 1 (R n ) which implies by Young's inequality T 6,j h p ≤ C h p with a uniform constant C. for all (λ, τ, ζ) ∈ Σ π/2+η × Σ η × U β,δ and |λ| ≥ λ 0 . For this we observe that estimates (3.9) and (3.10) certainly also hold in case that ρ 2 ≤ ρ 1 . On the other hand, given M > 0 we conclude as in (3.11) that L ≤ Re ((ρ 1 − ρ 2 )γ a k(z)) ≤ R and |Im ((ρ 1 − ρ 2 )γ a k(z))| ≤ H, with appropriate positive constants L, R, H. This shows that there exists α = α(M, η) ∈ (0, π/2) such that
with η ∈ (0, η 0 ) chosen small enough, where we can assume that α coincides with the angle in (3.12). Combining (3.12) and (3.23) yields (e) Further mapping properties of the boundary symbol s(λ, τ ) :=s(λ, τ, 0) and the associated operator S in case that γ a = 0 have been derived in [27] . In particular, we have investigated the singularities and zeros of s, and we have studied the mapping properties of S in case of low and high frequencies, respectively.
The nonlinear problem
In this section we prove existence und uniqueness of solutions for the nonlinear problem (2.1), and we show additionally that solutions immediately regularize and are real analytic in space and time. In order to facilitate this task, we first introduce some notation. We set
The space E(a) is given the natural norm
which turns it into a Banach space. Moreover, we set
The generic elements of F(a) are the functions (f, f d , g, g h ).
Let b ∈ F 4 (a) n be a given function. Then we define the nonlinear mapping
for (u, π, q, h) ∈ E(a), where, as before, u = (v, w), F = (F v , F w ) and G = (G v , G w ).
We will now study the mapping properties of N b and we will derive estimates for the Fréchet derivative of N b .
Proposition 4.1. Suppose p > n + 3 and b ∈ F 4 (a) n . Then
, and for any number a 0 > 0 there is a positive
for all (u, π, q, h) ∈ E(a) and all a ∈ (0, a 0 ]. Here, P and Q are fixed polynomials with coefficients equal to one.
Proof. The proof of the proposition is relegated to the end of the appendix.
and Ω h0 := Ω h0,1 ∪ Ω h0,2 we obtain from Sobolev's embedding theorem that
+ , Ω h0,2 ), i.e., Θ h0 yields a C 2 -diffeomrphism between the indicated domains. The inverse transformation obviously is given by Θ −1 h0 (x, y) = (x, y − h 0 (x)). It then follows from the chain rule and the transformation rule for integrals that
, where we use the notation Θ *
We are now ready to prove our main result of this section. 
satisfying the compatibility conditions
and the smallness-boundedness condition
there is a number t 0 = t 0 (u 0 , h 0 ) such that the nonlinear problem (2.1)
The solution has the additional regularity properties
In particular, M = t∈(0,t0) {t} × Γ(t) is a real analytic manifold.
Proof. The proof of this result proceeds in a similar way as the proof of Theorem 6.3 in [28] . For a given function b ∈ F 4 (a) n we consider the nonlinear problem
which clearly is equivalent to (2.1).
In order to economize our notation we set z := (u, π, q, h) for (u, π, q, h) ∈ E(a). With this notation, the nonlinear problem (2.1) can be restated as
where L b denotes the linear operator on the left-hand side of (4.9), and N b correspondently denotes the nonlinear mapping on the right-hand site of (4.9). It is convenient to first introduce an auxiliary function z * = z * b ∈ E(a) which resolves the compatibility conditions and the initial conditions in (4.10), and then to solve the resulting reduced problem
by means of a fixed point argument.
(i) Suppose that (u 0 , h 0 ) satisfies the (first) compatibility condition in (4.6), and let 
where, as before, u 0 = (v 0 , w 0 ). Next we introduce special functions (0, f * d , g * , g * h ) ∈ F(a) which resolve the necessary compatibility conditions. First we set
where
) is an appropriate extension operator and R ± is the restriction operator. Due to
Consequently,
It then follows from (4.14) and [19, Lemma 8.2] 
(4.12) and the second condition in (4.6) show that the necessary compatibility conditions of Theorem 3.1 are satisfied and we can conclude that the linear problem
has a unique solution z * = z * b ∈ E(a). With the auxiliary function z * now determined, we can focus on the reduced equation (4.11), which can be converted into the fixed point equation
(4.17)
Due to the choice of (f * d , g * , g * h ) we have K b (z) ∈ 0 F(a) for any z ∈ 0 E(a), and it follows from Proposition 4.1 that
is well defined and smooth. (ii) An inspection of the proof of Theorem 3.1 shows that given β > 0 we can find a positive number
It should be pointed out that the bound M is universal for all functions b ∈ F 4 (a) n with b ∞ ≤ β, whereas the number δ 0 = δ(b) may depend on b.
(iii) We will now fix a pair of initial values
(R n ) satisfying (4.6) and (4.7) with η := 1/(16M 0 M ), (4.19) where the constants M 0 and M are given in (4.1) and (4.18), respectively. We choose
Hence the estimate (4.18) holds true for this (and any other choice) of initial values. It should be pointed out once more that the bound M is universal for all initial values u 0 with v 0 ∞ ≤ β -and hence for b(t) := e −Dnt γv 0 -whereas the number δ 0 may depend on γv 0 . We note in passing that g * h = 0 for this particular choice of the function b. Without loss of generality we can assume that M 0 , M ≥ 1. We shall show that L
We remark that a and r are independent parameters that can be chosen as we please. Let then r 0 > 0 be fixed. It is not difficult to see that there exists a number
for all u ∈ 0 B E1(a) (0, r) and h ∈ 0 B E4(a) (0, r), with a ∈ (0, δ 0 ] and r ∈ (0, r 0 ] arbitrary, where 
for all z ∈ 0 B E(a) (0, r) and a ∈ (0, δ 0 ].
(iv) For (u 0 , h 0 ) fixed, the norm of z * in E(a) (which involves various integral expressions evaluated over the interval (0, a)) can be made as small as we like by choosing a ∈ (0, δ 0 ] small. Let then a 1 ∈ (0, δ 0 ] be fixed so that
) and ∇h * (0) ∞ = ∇h 0 ∞ ≤ η, the estimates in (4.22) certainly hold for a 1 sufficiently small. In a next step we choose 2r 1 ∈ (0, r 0 ] so that
for all h ∈ 0 B E(a1) (0, 2r 1 ), v ∈ 0 B E(a1) (0, 2r 1 ), and z ∈ 0 B E(a1) (0, 2r 1 ). It follows from Proposition 5.1 that (4.23) can indeed be achieved. Combining (4.19)-(4.23) gives
showing that L
is a contraction, where 0 B E(a1) (0, r 1 ) denotes the closed ball in 0 E(a 1 ) with center at 0 and radius r 1 . (4.24) and the mean value theorem follows
It remains so show that
Here we observe that the norm of L
in 0 E(a 1 ) can be made as small as we wish by choosing a 1 small enough. We may assume that a 1 was already chosen so that L
is a contraction. By the contraction mapping theorem L −1 b K b has a unique fixed pointẑ ∈ 0 B E(a1) (0, r 1 ) ⊂ 0 E(a 1 ) and it follows immediately from (4.10)-(4.11) thatẑ + z * is the (unique) solution of the nonlinear problem (2.1) in 0 B E(a1) (z * , r 1 ). Setting t 0 = a 1 gives the assertion in part (a) of the Theorem.
(vi) The proof that (u, π, q, h) is analytic in space and time proceeds exactly in the same way as in steps (vi)-(vii) of the proof of Theorem 6.3 in [28] , with the only difference that here g * h = g * h,λ,ν = 0, and that the operator D ν in formula (6.30) of [28] is to be replaced by D λ,ν , defined by
We note that D 1,0 = (b|∇·). In the same way as in [25, Lemma 8.2] one obtains that
is real analytic. The remaining arguments are now the same as in [28] , and this completes the proof of Theorem 4.2.
Proof of Theorem 1.1: Clearly, the compatibility conditions of Theorem 1.1 are satisfied if and only if (4.6) is satisfied. Moreover, the smallness-boundedness condition of Theorem 1.1 is equivalent to (4.7), where we have slightly abused notation by using the same symbol for u 0 and its transformed version Θ * h0 u 0 . Theorem 4.2 yields a unique solution (v, w, π, [π], h) ∈ E(t 0 ) which satisfies the additional regularity properties listed in part (b) of the theorem. Setting (u, q)(t, x, y) = (v, w, π)(t, x, y − h(t, x)), (t, x, y) ∈ O, we then conclude that (u, q) ∈ C ω (O, R n+2 ) and [q] ∈ C ω (M). The regularity properties listed in Remark 1.2(a) are implied by Proposition 5.1(a),(c). Finally, since π(t, x, y) is defined for every (t, x, y) ∈ O, we can conclude that
for every t ∈ (0, t 0 ).
where X is an arbitrary Banach space and r ∈ [0, 1]. This follows from Hardy's inequality as follows: for r ∈ (0, 1) fixed we have
where ∂g is the derivative of g, and this readily yields (5.2).
Our next result will be important in order to derive estimates for the nonlinearities in (2.1).
is a multiplication algebra and we have the following estimate
and let β(t, x) := 1 + ψ 2 (t, x). Then g β k ∈ E 3 (a) for k ∈ N and the following estimate holds
Proof. The assertions in (a)-(b) follow from (the proof of) Proposition 6.6.(ii) and (iv) in [25] .
(c) To economize our notation we set r = 1/2 − 1/2p and θ = 1 − 1/p. Suppose that (g, h) ∈ E 3 (a) × 0 E 4 (a). We first observe that 
). Next we note that
, and 
is a multiplication algebra. The last inequality then follows from Sobolov's embedding theorem.
Remark 5.4. It can be shown that the estimate in (5.5) can be improved as follows: For every a 0 ∈ (0, ∞) there is a constant C 0 = C 0 (a 0 , p) > 0 and a constant θ = θ(p) > 0 such that
holds for all (g, h) ∈ E 3 (a) × 0 E 4 (a) and a ∈ (0, a 0 ]. In the same way, the constant C 0 in Corollary 5.3(b) can be replaced by C 0 a θ .
Lemma 5.5. Suppose p > n + 3. Let a 0 ∈ (0, ∞) be given. Then (a) F 4 (a) is a multiplication algebra and we have the estimate
, where the constant C a depends on a. (b) There exists a constant C 0 = C 0 (a 0 , p) such that 11) for all (g, h) ∈ F 4 (a) × 0 E 4 (a) and a ∈ (0, a 0 ].
Proof. Here we equip F 4 (a) with the (equivalent) norm
(a) This follows from Proposition 5.1(c) by similar arguments as in the proof of Proposition 6.6(ii) and (iv) in [25] .
(b) It follows from part (a) and Proposition 5.1(c) that
where r = 1 − 1/2p. Next, observe that again by Proposition 5.1(c)
where θ = 1 − 1/p. Moreover,
The estimates above in conjunction with (5.12) yields (5.10).
(c) follows from (b) by setting g 2 = ∂ j h and from Proposition 5.1(e), which certainly is also true for 0 E 4 (a).
Proof of Proposition 4.1:
It follows as in the proof of [28, Proposition 6.2] that N b ∈ C ω (E(a), F(a)), and moreover, that DH b (z) ∈ L( 0 E(a), 0 F(a)) for z ∈ E(a). It thus remains to prove the estimates stated in the proposition.
Without always writing this explicitly, all the estimates derived below will be uniform in a ∈ (0, a 0 ], for a 0 > 0 fixed. Moreover, all estimates will be uniform for (ū,π,q,h) ∈ 0 E(a).
(i) Without changing notation we consider here the extension of h from R n to R n+1 defined by h(t, x, y) = h(t, x) for (x, y) ∈ R n ×R and t ∈ J. With this interpretation we have
where · ∞,U denotes the sup-norm for the set U ⊂ J × R n+1 . Next we observe that 14) that is, multiplication is continuous and bilinear in the indicated function spaces (with norm equal to 1).
Let us first consider the term F 1 (u, h) := |∇h| 2 ∂ 2 y u appearing in the definition of F . Its Fréchet derivative at (u, h) is given by From (5.13) , the first and third line in (5.14) and Proposition 5.1(d) follows the estimate
It is important to note that the constant C 0 does not depend on the length of the interval J = (0, a) for a ∈ (0, a 0 ].
Next, let us take a closer look at the term F 2 (u, h) := ∆h∂ y u in the definition of F . The Fréchet derivative is DF 2 (u, h)[ū,h] = ∆h∂ yū + ∆h∂ y u. We infer from (5.13), the first and second line in (5.14), and Proposition 5.1 that
The derivative of F 3 (u, h) := (u|∇h)∂ y u, where ∇h := (∇h, 0), is given by
and it follows from (5.13)-(5.14) and Proposition 5.1(a),(d) that there is a constant C 0 > 0 such that
Let us also consider the term F 4 (u, h) := ∂ t h∂ y u. Observing that
is linear and continuous and
we conclude from (5.13)-(5.15) and Proposition 5.1(a),(c) that there is a constant
The derivative of F 5 (π, h) := ∂ y π∇h is given by
It follows from (5.13)-(5.14) and Proposition 5.1(d) that there exists C 0 such that
The remaining terms in the definition of F can be analyzed in the same way. Summarizing we have shown that there is a constant C 0 such that
for all (u, π, h) ∈ E(a) and all a ∈ (0, a 0 ].
(ii) We will now consider the nonlinear function F d (u, h) = (∇h|∂ y v), stemming from the transformed divergence. Since h(x, y) := h(x) does not depend on y we have
18) The norm of this linear mapping does not depend on the length of the interval J = [0, a]. It is easy to see that multiplication is continuous in the following function spaces:
The derivative of F d at (u, h) ∈ E 1 (a) × E 4 (a) is given by . These estimates in combination with (5.18) show that there is a constant C 0 such that (∇h|∂ yū ) + (∂ y u|∇h) for all (u, h) ∈ E 1 (a) × E 4 (a) and all a ∈ (0, a 0 ].
The terms G 3 (q, h) := q∂ j h and G 4 (h) := ∆h∂ j h can be analyzed in the same way as the term G 1 , yielding the following estimates for all h ∈ E 4 (a) and all a ∈ (0, a], where P and Q are polynomials with coefficients equal to one and vanishing zero-order terms. Analogous arguments can be used for the remaining terms (∇h|∇ 2 h∇h)/β 3 and G κ (h)∂ j h appearing in G, yielding the same estimate as in (5.26) . 
