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1Abstract
Asymmetric kernels are quite useful for the estimation of density functions with
bounded support. Gamma kernels are designed to handle density functions
whose supports are bounded from one end only, whereas beta kernels are partic-
ularly convenient for the estimation of density functions with compact support.
These asymmetric kernels are nonnegative and free of boundary bias. More-
over, their shape varies according to the location of the data point, thus also
changing the amount of smoothing. This paper applies the central limit theo-
rem for degenerate U-statistics to compute the limiting distribution of a class
of asymmetric kernel functionals.
Keywords
asymmetric kernel, beta kernel, boundary bias, central limit theorem, density
estimation, gamma kernel, U-statistic theory.
21 Introduction
Fixed kernels are not appropriate to estimate density functions whose supports
are bounded in view that they engender boundary bias due to the allocation
of weight outside the support in the event that smoothing is applied near the
boundary. A proper asymmetric kernel never assigns weight outside the den-
sity support and therefore should produce better estimates of the density near
the boundary. Chen (1999 and 2000) show indeed that replacing ﬁxed with
asymmetric kernels substantially increases the precision of density estimation
close to the boundary. In particular, beta kernels are particularly appropriate
to estimate densities with compact support, whereas gamma kernels are more
convenient to handle density functions whose supports are bounded from one
end only. These asymmetric kernels are nonnegative and free of boundary bias.
Moreover, their shape varies according to the location of the data point, thus
also changing the amount of smoothing.
This paper derives the asymptotic behavior of asymmetric kernel functionals
by applying a central limit theorem for degenerate U-statistics with variable
kernel. The motivation is simple. It is often the case that one must derive the






ˆ f(x) − f(x)
i2
dx, (1.1)
where ϕ(·) is a bounded regular function and ˆ f is an asymmetric kernel estimate
of the true density f with support A. Examples abound in econometrics and
statistics. Indeed, a central limit theorem for the density functional (1.1) is use-
ful to study the order of closeness between the integrated square error and the
mean integrated squared error in the ambit of nonparametric kernel estimation
of densities with bounded support. Although there are sharp results for non-
parametric density estimation based on ﬁxed kernels, e.g. Bickel and Rosenblatt
(1973) and Hall (1984), no results are available for asymmetric kernel density
estimation.
Further, goodness-of-ﬁt test statistics are usually driven by second-order
asymptotics (e.g. A¨ ıt-Sahalia, Bickel and Stoker, 2001), hence density function-
3als such as (1.1) arise very naturally in that context. Consider, for instance,
one of the goodness-of-ﬁt tests advanced by Fernandes and Grammig (2004) for








where Γθ(·) and Γf(·) denote the parametric and nonparametric hazard rate
functions, respectively. It follows from the functional delta method that the







ˆ f(x) − f(x)
i2
dx.
As duration data are nonnegative by deﬁnition, gamma kernels are called for so
as to avoid boundary bias in the density estimation.
Let X1,...,Xn be a random sample from an unknown probability density
function f deﬁned on a support A, which is either A = [0,∞) or A = [0,1].
The nonparametric estimate ˆ f of the density function f uses the appropriate
asymmetric kernel estimator, namely the gamma kernel for A = [0,∞) and the
beta kernel for A = [0,1]. As in any kernel density estimation, the smoothing
bandwidth, say b, converges to zero as the sample size grows. We are now ready
to formulate the main result.
Theorem. Suppose that ϕ is a bounded regular function and the density
function f and its ﬁrst and second derivatives are bounded and square integrable
on A. Assuming further that b is of order o
¡
n−4/9¢


























and the boundary correction depends
on the support A with c[0,∞)(x) = x and c[0,1](x) = x(1 − x).
As is apparent, the boundary correction cA(·) is the sole distinction between
the limiting distributions of the two asymmetric kernel functionals. Because
the support is bounded only from below in the gamma kernel case, it suﬃces to
4control for values of x close to the origin. In the context of beta kernels, it is
necessary to deal with x in the vicinity of both boundaries of the unit interval.
We defer until the next section, which reviews the properties of beta and gamma




split the proof of the theorem into two parts: Sections 3 and 4 demonstrate the
result for the gamma and beta kernel functionals, respectively.
2 Asymmetric kernels












where K is a ﬁxed kernel function and h is a smoothing bandwidth, consider







where KA(·) corresponds either to the gamma kernel
Kx/b+1,b(u) =
ux/b exp(−u/b)




or to the beta kernel
Kx/b+1,(1−x)/b+1(u) =
ux/b(1 − u)(1−x)/b
B(x/b + 1,(1 − x)/b + 1)
1 1
¡
0 ≤ u ≤ 1
¢
according to the density support A. As usual, the smoothing bandwidth b
converges to zero as the sample size n grows.
Asymmetric kernel estimators are boundary bias free in that the bias is of
order O(b) both near the boundaries and in the interior of the support (Chen,
1999 and 2000). The absence of boundary bias is due to the fact that asymmetric
kernels have the same support of the underlying density, and hence no weight is
assigned outside the density support. The trick is that asymmetric kernels are
ﬂexible enough to vary their shape and the amount of smoothing according to
the location within the support.








. Nonetheless, the impact on the integrated variance is neg-
ligible, so that it does not aﬀect the mean integrated square error. Furthermore,








, where h∗ is the optimal band-
width for ﬁxed nonnegative kernel estimators (Chen, 1999 and 2000). Accord-
ingly, both beta and gamma kernel density estimators achieve the optimal rate
of convergence for the mean integrated squared error of nonnegative kernels.1




dersmoothing in the density estimation. Other limiting conditions on the band-
width are also applicable, but they would result in diﬀerent terms for the bias




asymptotically optimal pointwise density estimates yields an additional term
driving the asymptotic distribution of (1.1). Accordingly, that would lead to
another component in the variance whose estimation would require the estimate
of the second-order derivative of the density function as in H¨ ardle and Mammen
(1993), for example.
3 Gamma kernel functionals
In this section, we show that the asymptotic behavior of gamma kernel func-
tionals of the form (1.1) is indeed as claimed in (1.3). The proof builds on
U-statistic theory in that we decompose the functional so as to force the emer-
gence of a degenerate U-statistic. Let rn(x,X) = ϕ1/2(x)Kx/b+1,b(X) and




, where the subscript of the expectation
operator indicates the random quantity that it refers to. In addition, denote
by
R
the integral over the density support A = [0,∞) and by
H
multiple inte-
grals. Letting the absence of subscript in the expectation operator denote the
1 Nonnegative kernels deﬁne the class of second-order kernel functions. Higher-order kernels
may bring about some bias reduction at the expense of assuming negative values (see M¨ uller,
1984, for a list).
















£ ˆ f(x) − E ˆ f(x)
¤£
E ˆ f(x) − f(x)
¤
dx,


























£ ˆ f(x) − E ˆ f(x)
¤£
E ˆ f(x) − f(x)
¤
dx.
The ﬁrst term stands for a degenerate U-statistic and contributes with the vari-
ance in the limiting distribution, whereas the second term gives the asymptotic
bias. In turn, the third and the fourth terms are negligible provided that the






















= f(x) + O(b),
illustrating the fact that the gamma kernel density estimation has a uniform
bias of order O(b) as singled out by Chen (2000). Put diﬀerently, the order
of magnitude of the bias does not depend on the location within the density




= ϕ1/2(x)f(x) + O(b).
We compute the second moment of rn(x,X) in a similar fashion. It ensues











































































According to Brown and Chen’s (1999) Lemma 3, R(z) is a monotonic increasing
function that converges to one as z → ∞ and R(z) ≤ 1 for any z > 0. Moreover,
if x/b is large enough, the diﬀerence between one and the ﬁrst fraction in (3.2) is



























It then suﬃces to write the ﬁrst integral in terms of ω = x/b to show that the










x−1/2 ϕ(x)f(x)dx + O
¡
n−1¢
















In addition, we show in the appendix that




8It then follows that V (nb1/4I2n) = n2b1/2 V (I2n) = O
¡
n−1b−3/2¢
, which is by











The fact that b = o
¡
n−4/9¢
also ensures that the third and fourth terms are
negligible if properly normalized. Indeed, I3n is proportional to the integrated












£ ˆ f(x) − E ˆ f(x)
¤£























, and thus it stems from Cheby-
shev’s inequality that nb1/4I4n = op(1).


































˘ rn(x,Xj)E[˘ rn(x,Xi)] dx,
which equals zero because the mean of ˘ rn(x,X) is by construction zero. We then
apply Theorem 4.7.3 of Koroljuk and Borovskich (1994, page 163) for degenerate
































9We start by establishing that the denominator is of order O(n−4k b−k/2) as a
by-product of the derivation of the asymptotic variance σ2

















˘ rn(x,X1)˘ rn(x,X2)˘ rn(y,X1)˘ rn(y,X2)f(X1)f(X2)d(x,y,X1,X2)
= 2b1/2
I ·Z




















¯ Cn(x,y) ≡ EX[rn(x,X)]EX[rn(y,X)]. It is easy to show that the latter equals








where ς ∼ G[(x + y)/b + 1,b/2] and
Bb(x,y) =
Γ[(x + y)/b + 1]
Γ(x/b + 1)Γ(y/b + 1)
b−1
2(x+y)/b+1. (3.5)



















































































































x1/2 ϕ2(x) ¯ B2
b(x,x)f(x)dF(x) {1 + o(1)},
by Lemma A.4 in the appendix.
The second and third terms on the right-hand side of (3.6) equal one if x = y,











































for b small enough.
Denote by Ψn and Λn the ﬁrst and second terms of the numerator in (3.4),
respectively. We show that Ψn ≤ O
¡
n−4k b1−5k/4¢




























2 There is no loss of generality in treating k as an integer. For any k > 1, there is an









any nonnegative random variable Z.
11Jensen’s inequality then ensures that













k EX |˘ rn(y,X)|
k dF(x,y).
However, centering implies that EX |˘ rn(u,X)|








































in view that γn(x,y) = O
¡
b−1/4¢
. In turn, the second term of the numerator
in (3.4) reads






























by Lemma A.5 in the appendix. The quan-

















This proves the main result for the gamma kernel functionals.
4 Beta kernel functionals
In the sequel, we derive in similar fashion the limiting distribution of the beta
kernel functional using the decomposition In = I1n + I2n + I3n + I4n. The
12only diﬀerence is that rn(x,X) now represents ϕ1/2(x)Kx/b+1,(1−x)/b+1(X) and
R
denotes the integral over the unit interval A = [0,1]. Again, the ﬁrst term
stands for a degenerate U-statistic and contributes with the asymptotic variance,
whereas the second term provides the asymptotic bias. The third and the fourth








as shown in Chen (1999).








, where ζ has a beta
distribution B(x/b + 1,(1 − x)/b + 1). Chen (1999) demonstrates that the beta





= ϕ1/2(x)f(x) + O(b).















where η ∼ B(2x/b + 1,2(1 − x)/b + 1) and
Ab(x) =
B[2x/b + 1,2(1 − x)/b + 1]
B2[x/b + 1,(1 − x)/b + 1]
.




































For b small enough, Chen (1999) shows that Ab(x) may be approximated
according to the location of x within the support. More precisely, x/b and
(1−x)/b grows without bound as b shrinks to zero in the interior of the support,
whereas either x/b or (1−x)/b converges to some nonnegative constant c in the








π b−1/2[x(1 − x)]−1/2 if x/b and (1 − x)/b → ∞
Γ(2c+1)/b
22c+1Γ2(c+1) if x/b or (1 − x)/b → c,
which implies that Ab(x) is of larger order near the boundary. As before, there
is no impact in E(I2n).

















































as in the previous section, V (I2n) = O
¡
n−3b−2 + n−3b−1¢
, which means that
V (nb1/4I2n) = O
¡
n−1b−5/2¢
= o(1). It thus ensues from the Chebyshev’s









Applying the same techniques as in the previous section, it is straightforward
to demonstrate that the third and fourth terms are negligible provided that the
bandwidth is of order o
¡
n−4/9¢
. It remains to compute the variance of the














Cn(x,y) − ¯ Cn(x,y)
¤2
d(x,y),








where ς ∼ B[(x + y)/b + 1,(2 − x − y)/b + 1] and
Ab(x,y) =
B[(x + y)/b + 1,(1 − x − y)/b + 1]
B[x/b + 1,(1 − x)/b + 1]B[y/b + 1,(1 − y)/b + 1]
.
Expressing the beta functions in terms of the R-function then yields




where ¯ ∆(u,v) ≡ ∆(u,v)∆(1 − u,1 − v) and

































































by Taylor expanding Eς[f(ς)]. However, the term ¯ ∆(x,y) works similarly to the




















ϕ2(x)[x(1 − x)]−1/2 f(x)
o
{1 + o(1)}
for b small enough. Applying then Koroljuk and Borovskich’s (1994) central















which completes the proof.3
3 To demonstrate that condition (3.4) holds, it suﬃces to apply the same technique as
before. The only diﬀerence is that, instead of B
(k)
b (·), there will be an analogous residual
term, say A
(k)
b (·), stemming from the extraction of a unique beta density out of the product
of k beta kernels.
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16Appendix
Derivation of (3.3) Because V (I2n) is at most of the same order of E(I2
2n),




























































whereas the fourth term is O
¡
n−3¢
. It then remains to show that the ﬁrst term














































































17Because R(·) is a monotonic increasing function that never exceeds one (Brown






















Because both x and y are at most of order O
¡
b1−ε¢
, where ε > 0, the ﬁrst
term is at most of order O
¡
bε/2−1/2¢




which implies that Υn is at most of order O
¡
b−2¢
, completing the proof.
Lemma A.1 If y ≥ x, then ¯ ∆(y) ≡ log∆(x,y) ≥ − 1
4x (y − x)2.
Proof The argument relies on the third-order Taylor series expansion of
¯ ∆(y) = (x + y)log(x + y) − (x + y)log2 − xlogx − y logy around x. It follows
from ¯ ∆0(y) = log(x + y) − log2 − logy, ¯ ∆00(y) = (x + y)−1 − y−1 < 0 and
¯ ∆000(y) = −(x + y)−2 + y−2 > 0 that ¯ ∆(x) = ¯ ∆0(x) = 0, ¯ ∆00(x) = −1/(2x) and
¯ ∆000(x) = 3/(4x2). It thus holds that, for x ≤ x∗ ≤ y,







The result then immediately follows from the fact that ¯ ∆000(·) ≥ 0. ¥
Lemma A.2 If t > 0, then ¯ ∆(y) ≥ 1
8x2 (y −x)2(y −x) for x(1−t) ≤ y ≤ x.
Proof As before, the following Taylor expansion holds







where x ≤ x∗ ≤ x(1 − t). As ¯ ∆000 is a decreasing function, ¯ ∆000(x∗) ≤ ¯ ∆000(x)
and thus ¯ ∆000(x∗)(y − x)3 ≥ ¯ ∆000(x)(y − x)3 for y ≤ x. It then ensues that






(y − x)2(y − x)
8x2 ,
completing the proof. ¥
Lemma A.3 For every y, ¯ ∆(y) ≤ 1
8x2 (y − x)2(y − x).
Proof In view that ¯ ∆0000(y) = 2(x + y)−3 − 2y−3 < 0, the result readily
follows from the fourth-order Taylor expansion




(y − x)2(y − x)




18where x∗ lies in the interval between x and y. ¥




0 ∆2/b(x,y)g(x,y)d(x,y) with ∆ as in (3.7)
and ˜ g(y) =
R ∞
0 g(x,y)dx such that |˜ g|∞ exists. It then holds that `(b) =
(2πb)1/2 R ∞
0 x1/2 g(x,x)dx.




















































































































































































































However, for every y ≥ x(t + 1),







so that ∆(x,y) ≤ ax
t , where at ≡
(t+2)
t+2























where ˜ g(x) ≡
R





















































































which yields the desired result for t → 0. ¥
















is bounded and there exists h(x1) ∈ L1 such that g(x(m)) ≤ h(x1) if xi ≥ x1 for
















Gm(α) = log ∆m(x(m−1),α)








xi logxi − αlogα.


















































































21As in the proof of Lemma A.4, we let 0 < t < 1 and decompose the integral in
`m(b) into the sum of the integral over xm ≥ s∗
m−1 ≡ (1 + t)sm−1/(m − 1) and
the integral over xm ≤ s∗






























































































































As for the integral over xm ≤ s∗




































22for α ≤ ξ ≤ s∗




















































However, xm ≤ s∗




































for xm ≤ s∗











































To complete the proof, it suﬃces to proceeding by induction so as to conclude
that `m(b) is at most of order O
³
b
m−1
2
´
.
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