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Classes play a dual role in mainstream statically typed object-oriented languages, serving as both
object generators and object types. In such languages, inheritance implies subtyping. In contrast, the
theoretical language community has viewed this linkage as a mistake and has focused on subtyping
relationships determined by the structure of object types, without regard to their underlying imple-
mentations. In this paper, we explore why inheritance-based subtyping relations are useful, and we
describe two different approaches to extending the MOBY programming language with inheritance-
based subtyping relations. In addition, we present a typed object calculus that supports both struc-
tural and inheritance-based subtyping, and which provides a formal accounting of our extensions to
MOBY. C© 2002 Elsevier Science (USA)
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1. INTRODUCTION
There is a great divide between the formal study of object-oriented languages and the practice of
mainstream languages such as JAVA [AG98] and C++ [Str97]. One of the most striking examples of
this divide is the role that class inheritance plays in defining subtyping relations. In most foundational
descriptions of object-oriented languages, and in the language designs that these studies have informed,
inheritance does not define any subtyping relation, whereas in languages such as JAVA and C++, inheri-
tance defines a subtyping hierarchy.1 What is interesting about the distinction between inheritance-based
and structural subtyping is that there are certain idioms, such as friend functions, binary methods, and
object cloning operations, which are natural to write in an inheritance-based framework, but which are
difficult to express in a structural framework. In this paper, we explore how inheritance-based subtyping
relations are useful by examining the common object-oriented idiom of friend functions. Through a
series of examples in Section 2, we investigate how one might implement this idiom in MOBY [FR99a],
a language with only structural subtyping. We selected friend functions for our case study because they
are the canonical example of a class permitting outside code to access its internal representation, which
is the forte´ of inheritance-based subtyping. This example illustrates a deficiency of relying solely on
structural subtyping in object-oriented language design.
We describe how to extend the MOBY programming language with inheritance-based subtyping by
adding class types. Class types are a form of object type that are in a one-to-one correspondence with the
class hierarchy. If an object has a given class type, then that object was instantiated from the associated
class or one of its descendants. One class type can be a subtype of a second only if the class associated
∗ Current address: Department of Computer Science, University of Chicago, Chicago, IL.
1 It is important not to confuse inheritance-based subtyping with by-name subtyping. With by-name subtyping, relationships
between object types are declared explicitly (e.g., JAVA’s interfaces). While both inheritance-based and by-name subtyping avoid
the accidental subtyping problem that afflicts structural subtyping (the common example of which is a cowboy and widget that
both have draw methods), the type names in an inheritance-based scheme are tied to specific implementations, whereas multiple,
unrelated classes may be declared to implement the same type name in a by-name scheme.
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with the first inherits from the class associated with the second, i.e., inheritance is a necessary condition
for inheritance-based subtyping. Inheritance need not be a sufficient condition for inheritance-based
subtyping, however. In other words, two classes may be related via inheritance, but their associated
class types need not be related via subtyping. In discussing this extension, we often treat class names
as object types that relate via inheritance-based subtyping.
In designing Extended MOBY, we discovered two design alternatives that differ on precisely this
question: when should a subclass be considered a subtype of its superclass? In the first alternative, a
subclass is a subtype of its parent precisely when the interface of the subclass is a structural subtype
of the interface of its parent. In the second, a subclass is always a subtype of its parent. The first
alternative leads to a simpler type system, while the second is more expressive. Aside from this one
distinction, the two alternatives are quite similar. Hence we use the name Extended MOBY to refer to
either extension, using more precise terminology only when necessary to highlight a difference between
the two alternatives. We explore these alternatives in Sections 4 and 5, respectively.
To validate the design of Extended MOBY, we designed a formal object calculus called XMOC which
models the type system of both versions of Extended MOBY. Specifically, XMOC supports both structural
and inheritance-based subtyping, as well as a privacy mechanism that allows the interface of a deriving
class to be smaller than the interface of its parent. We present XMOC in Section 6 and sketch a type
soundness proof for it. A more detailed proof appears in Appendix D.
In Section 7 we discuss related work. We conclude in Section 8.
2. THE PROBLEM WITH FRIENDS
Both C++ and JAVA have mechanisms that allow some classes and functions to have greater access priv-
ileges to a class’s members than others. In C++, a class grants this access by declaring that certain other
classes and functions are friends. In JAVA, members that are not annotated as public, protected,
or private are visible to other classes in the same package, but not to those outside the package. In
this section, we examine how to support this idiom in MOBY, a language with only structural subtyping.
This study demonstrates that while it is possible to encode the friends idiom in a language with only
structural subtyping, the resulting encoding is not very appealing.
MOBY is a language that combines an ML-style module system with classes and objects [FR99a].
Object types are related by structural subtyping, which is extended to other types in the standard way.
One of MOBY’s most important features is that it provides flexible control over class-member visibility
using a combination of the class and module mechanisms. The class mechanism provides a visibility
distinction between clients that use the class to create objects and clients that use the class to derive
subclasses, while the module mechanism provides hiding of class members via signature matching. The
names of class members that are hidden by signature matching are truly private and can be redefined in
a subclass. MOBY does not provide a mytype mechanism because of the complexity of such mechanisms
and because mytype interferes with flexible privacy mechanisms. A brief introduction to MOBY is given
in Appendix A.
2.1. Friends via Partial Type Abstraction
A standard way to encode friends is to use partially abstract types [PT93, KLM94]. For example,
Fig. 1 gives the MOBY code for a module BagM that defines a Bag class and a union function on the
bags generated from the class. It also defines the type Rep to be the object type containing the public
members of class Bag.2 The BagM module does not restrict access to the internals of the Bag class, so we
define another module FinalBagM by ascribing BagM with a signature that makes the Rep type partially
abstract to the clients of the module. Signature matching in MOBY is opaque, so outside the FinalBagM
module we can use both the union function and the addmethod on an object of type Rep, but we cannot
access its items field. Hence we have produced a friend function (union) with privileged access to the
representation of objects instantiated from the Bag class.
Unfortunately, this approach only works for final classes. If we want to extend the Bag class, we must
reveal the class in the signature of the module. Figure 2 defines the ExtBagM module by ascribing the
2 The notation typeof(C) is shorthand for the object type that consists of the public members of class C.
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module BagM {
objtype Rep = typeof(Bag)
objtype Bag { meth add : Int -> () }
class Bag {
public field items : var List(Int)
public meth add (x : Int) -> () {
self.items := x :: self.items
}
public maker mk () { field items = Nil }
}
fun union (s1 : Rep, s2 : Rep) -> () {
List.app s1.add s2.items
}
fun mkBag () -> Rep { new mk() }
}
module FinalBagM : {
type Rep <: Bag
objtype Bag { meth add : Int -> () }
val union : (Rep, Rep) -> ()
val mkBag : () -> Rep
} = BagM
FIG. 1. Bags and friends using type abstraction.
BagM module with a more revealing signature. Note that although this signature exposes the Bag class,
it does not mention the items field. Hence this field is now private to the Bag class and is thus not a
member of the type typeof(Bag).
While the ExtBagM module allows clients to extend the Bag class, its union function cannot be used
on objects created from the Bag class or its descendants. This fatal limitation arises because objects
instantiated from the ExtBagM.Bag class have type typeof(ExtBagM.Bag). Outside of the module,
this type is not known to be a structural subtype of type Rep.
2.2. Friends via Representation Methods
Supporting friends and class extension for the same class requires a public mechanism for mapping
from an object to its abstract representation type. With such a mechanism, we can recover the represen-
tation type required by the friend functions. One such technique is to require programmers to augment
their classes with methods that return the self object with the representation type. To illustrate, suppose
we create a counting bag class CBag by extending our Bag class to count the number of elements in
its bags. We want to use the union function on objects created from the CBag class. Figure 3 defines
this new implementation. We have added a public method bagRep to the interface of the Bag class.
The implementation of this method returns self at the representation type (Rep). To apply the union
function to two bags b1 and b2, we write
Bag.union (b1.bagRep(), b2.bagRep())
This expression computes the desired result even when b1 and/or b2 are counting bags.
module ExtBagM : {
type Rep <: typeof(Bag)
class Bag {
public meth add : Int -> ()
public maker mk of ()
}
val union : (Rep, Rep) -> ()
val mkBag : () -> Rep
} = BagM
FIG. 2. Revealing the Bag class.
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module BagM : {
type Rep <: typeof(Bag)
class Bag : {
public meth add : Int -> ()
public meth bagRep : () -> Rep
public maker mkBag of ()
}
val union : (Rep, Rep) -> ()
} {
objtype Rep = typeof(Bag)
class Bag {
public field items : var List(Int)
public meth add (x : Int) -> () {
self.items := x :: self.items
}
public meth bagRep () -> Rep { self }
public maker mkBag () { field items = Nil }
}
fun union (s1 : Rep, s2 : Rep) -> () {
List.app s1.add s2.items
}
}
module CBagM : {
type Rep <: typeof(CBag)
class CBag : {
public meth add : Int -> ()
public meth bagRep : () -> BagM.Rep
public meth size : () -> Int
public meth cbagRep : () -> Rep
public maker mkCBag of ()
}
} {
objtype Rep = typeof(CBag)
class CBag {
inherits BagM.Bag
public field nItems : var Int
public meth add (x : Int) -> () {
self.nItems := self.nItems+1;
super.add(x)
}
public meth size () -> Int { self.nItems }
public meth cbagRep () -> Rep { self }
public maker mkCBag () { super mkBag(); field nItems = 0 }
}
}
FIG. 3. Bags and friends using representation methods.
Although this example does not require friends for the CBag class, we have included nevertheless the
necessary representation method in its interface to illustrate the main weakness of this approach. Namely,
for each level in the class hierarchy, we must add representation types and methods. These methods
pollute the method namespace and, in effect, partially encode the class hierarchy in the object types.
Furthermore, this approach suffers from the source-code version of the fragile base-class problem: if we
refactor the class hierarchy to add a new intermediate class, we have to add a new representation method,
which changes the types of the objects created below that point in the hierarchy. While this encoding
approach appears to be adequate to express most of the examples that require a strong connection
between the implementations and interfaces of classes, it is awkward and unpleasant.
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3. EXTENDED MOBY
In the previous section, we showed how to use abstract representation types and representation
methods to tie object types to specific classes. From the programmer’s perspective, a more natural
approach is to make the classes themselves play the role of types when this connection is needed.
Objects are then given class types that correspond to their instantiating classes and subtyping between
class types follows the inheritance hierarchy. Because class types specify the implementation of the
object, and not just its interface, they provide the added benefit of constant-time method and field
access. Furthermore, when the dispatched method is final in the class, the compiler can eliminate the
dispatch altogether and call the method directly. In contrast, when an object has an object type, the
compiler knows nothing about the layout of the object, making access more expensive.3
Supporting class types in MOBY requires the following additions and modifications to MOBY’s type
system:
Class Types. For any class C, we define #C to be its class type. This type can be used in any
context that is in the scope of C. The methods and fields available from a given class type depend on
its context: within a method body, the class type of the host class permits access to all members, while
outside the class, it permits access only to public members.
Typing Rules for Selection. We modify the typing rules to permit method and field selection from
objects with class types.
Typing for self and super. When typing the methods of a class C, we give self the type #C.
Likewise, if B is C’s superclass, then super has the type #B.
Typing for new. When typing a new expression, we assign the corresponding class type to the
result.
inherits Clauses. We extend class interfaces to allow an optional inherits clause. If, in
a given context, a class C has an interface that includes an “inherits B” clause, then we view #C as
a subtype of #B. Omitting the inherits clause from C’s interface causes the relationship between B
and C to be hidden.
Subtyping Rules. We say that #C is a subtype oftypeof(C). This relation corresponds to Fisher’s
observation that implementation types are subtypes of interface types [Fis96].
At first glance, the type typeof(C)may seem similar to #C, since they both provide access to the same
set of members in a given context. The key difference is that objects derived from classes completely
unrelated to C may have the type typeof(C), whereas an object of type #C must have been generated
from class C or one of its descendants. In other words, typeof(C) is an interface type and #C is an
implementation type.
At this point, there are two design alternatives, distinguished by when they allow a subclass to be
viewed as a subtype of its parent class. In the first alternative, a class C is viewed as a subtype of its parent
class B only when typeof(C) is a subtype of typeof(B). In our second design, C may be viewed
as a subtype of B even when typeof(C) is not a subtype of typeof(B). Such relations are possible
because MOBY allows the subclass C to hide (or make private) inherited public members. Indeed, the
type typeof(B) might even be a subtype of typeof(C).
In both design alternatives, it is possible to hide inheritance relationships so that they do not induce
subtyping relationships. As we discuss in the following sections, these alternatives have consequences
for how we type method and field selection.
4. FIRST ALTERNATIVE
The first alternative imposes the following condition under which a subclass may be considered a
subtype of its parent:
3 Of course, sophisticated compiler and method-caching techniques can make member access for object types constant-time
in practice.
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Restricted inherits Clause. When a class interface declares that its class inherits from a class
B, we require that the object type defined by the public members of the interface be a subtype of
typeof(B).
With this condition, we can use the standard technique to generalize MOBY’s typing rule for method and
field selection to allow such operations from objects typed with class types. In particular, MOBY’s typing
judgments for method and field selection require the argument to have an object type that includes the
given method or field. We modify these rules to require that the argument be a subtype of an object
type that includes the given method or field. Thus when the argument type is a class type, the subtyping
relation between class types and their corresponding object types allows the selection to be typed. The
following pseudo-typing rule specifies this behavior:
obj has type τ and τ <: τ ′
τ ′ is an object type with a method m that has type τm
obj.m has type τm
4.1. Friends Revisited
We can now revisit our bag class example using the inheritance-based subtyping features of Extended
MOBY. In the new implementation given in Fig. 4, we use the class type #Bag instead of the Rep type,
which allows us to simplify the code by both eliminating the Rep type and the representation method.
Note that the interface for the CBag class includes an inherits clause that specifies that CBag is a
subclass of Bag. This relation allows the union function to be used on values that have the #CBag type.
4.2. Binary Methods
Binary methods are methods that take another object of the same class as an argument. There are
a number of different flavors of binary methods. Using class types, we can implement the form of
binary methods that require access to the private fields of their argument objects. For example, Fig. 5
shows how the union function in the previous example can be implemented as a binary method. This
style of binary method is akin to those found in C++ and JAVA. Objects generated from subclasses (e.g.,
the CBag class) can be passed as arguments to the union method, as shown in Fig. 5, but inside the
method they are treated as Bag objects. This behavior is in contrast to the covariant specialization of
binary methods found in languages that support some form of mytype [BCC+96]. In such languages, the
subclass overrides the binary method with a new definition that works only on objects of the subclass.
4.3. Object Cloning
Another case where inheritance-based subtyping is useful is in the typing of copy constructors. Copy
constructors are useful for implementing object cloning. For example, Fig. 6 gives a small Extended
MOBY class hierarchy that supports object cloning. Each class in the hierarchy supports a clone method
that is implemented by creating a new object of the class using the class’s copy constructor applied to
self.4 The clone method in class C overrides the clone method from B.5 In the case of the derived
class C, the copy constructor copyC invokes B’s copy constructor copyB to copy any fields defined by
B. In particular, this invocation copies the field pvtX, which is not mentioned in B’s interface, and thus
is hidden from C.
It is instructive to look at the relationships between the various types in this example. Using the
notation B for the class B as seen from inside module M and M.B for the class B as seen from outside
module M, Fig. 7 illustrates the various type relationships. Note that because of the hiding of the pvtX
field, typeof(C) is not related to typeof(B), but since typeof(C) is a subtype of typeof(M.B),
we are allowed to declare that C inherits from B.
If we were to replace the class types in this example with their corresponding object types (e.g.,
typeof(C) for #C), the example would not typecheck because the type of the copyB maker function
in B’s interface would be a subtype of its type in B’s body. This failure is what one would expect, since
4 Note that in MOBY, object constructors are called makers.
5 MOBY allows return types to be specialized during method override, but not argument types.
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module BagM : {
class Bag : {
public meth add : Int -> ()
public maker mkBag of ()
}
val union : (#Bag, #Bag) -> ()
} {
class Bag {
public field items : var List(Int)
public meth add (x : Int) -> () {
self.items := x :: self.items
}
public maker mkBag () { field items = Nil }
}
fun union (s1 : #Bag, s2 : #Bag) -> () {
List.app s1.add s2.items
}
}
module CBagM : {
class CBag : {
inherits BagM.Bag
public meth size : () -> Int
public maker mkCBag of ()
}
} {
class CBag {
inherits BagM.Bag
public field nItems : var Int
public meth add (x : Int) -> () {
self.nItems := self.nItems+1;
super.add(x)
}
public meth size () -> Int { self.nItems }
public maker mkCBag () { super mkBag(); field nItems = 0 }
}
}
FIG. 4. Bags with friends in Extended MOBY.
an object of typeof(B) is not guaranteed to have a pvtX field in its implementation. Using class types,
however, avoids this problem, since an object that has type #B is guaranteed to be implemented by class
B (or one of its subclasses) and thus will have a pvtX field in its representation.
5. SECOND ALTERNATIVE
The second alternative allows inheritance-based subtyping even when the object type implemented
by the subclass is not a subtype of the parent class’s object type. More formally, this corresponds to
dropping the “restricted inherits clause” condition from Section 4. Because this second form of
inheritance-based subtyping admits more subtyping relationships, it is strictly more expressive than
the first. In Section 5.1, we give an example that demonstrates this greater expressiveness. All of the
previous examples of inheritance-based subtyping carry though without change.
To ensure type soundness, the second design must use a different scheme for typing method and
field selection. In particular, there is a potential problem in the interaction between inheritance-based
subtyping and MOBY’s support for privacy. Without the restriction on the inherits clause, the fact
that MOBY allows signature ascription to hide object members (e.g., the items field in Fig. 2) means
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class Bag {
field items : var List(Int)
public meth add (x : Int) -> () {
self.items := x :: self.items
}
public meth union (s : #Bag) -> () {
List.app self.add s.items
}
public maker mkBag () { field items = Nil }
}
class CBag {
inherits Bag
public field nItems : var Int
public meth add (x : Int) -> () {
self.nItems := self.nItems+1;
super.add(x)
}
public meth size () -> Int { self.nItems }
public maker mkCBag () { super mkBag(); field nItems = 0 }
}
... (new mkBag()).union (new mkCBag()) ...
FIG. 5. Bags with a binary union method.
that #C can be a subtype of #B even when typeof(C) is not a subtype of typeof(B). The situation
arises when a class C defines a method with the same name as a method that exists in its superclass
B but is hidden from C. For example, consider the code fragment in Fig. 8.6 Given these definitions,
the question is how to typecheck the expression (new mkC()).m1(). If we allow subsumption on
the left-hand side of the method selection, then there are two incompatible ways to typecheck this
expression.7
To solve this problem, we use a different approach to typing method and field selection. Instead of
adding subsumption to the standard MOBY rules for method and field selection, as we did in the previous
alternative, we add new judgments for the case where the argument has a class type, as illustrated in the
following pseudo typing rule.
obj has class type #C
class C has method m with type τm
obj.m has type τm
The rule for field selection is analogous.
Under this design, coercing an object’s type from a subclass to a superclass type can have the effect
of widening its type (i.e., the superclass may have public members that are private in the subclass). We
use this mechanism in the following section to encode mixins.
5.1. Encoding Mixins
MOBY does not support any form of multiple inheritance, but with the combination of parameterized
modules and class types, it is possible to encode mixins [BC90, FKF98]. In this encoding, a mixin
6 This example uses a class interface annotation on the class B; this syntactic form avoids the need to wrap B in a module and
signature to hide the method m1.
7 As is common for type systems for programming languages, MOBY does not have a general subsumption rule. Instead, it folds
subsumption into the other typing rules.
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module M : {
class B : {
public meth getX : () -> Int
public meth clone : () -> #B
public maker mkB of Int
maker copyB of #B
}
} {
class B {
public meth getX () -> Int { self.pvtX }
public meth clone () -> #B { new copyB(self) }
public maker mkB (x : Int) { field pvtX = x }
public field pvtX : Int
maker copyB (orig : #B) { field pvtX = orig.pvtX }
}
}
...
class C {
inherits M.B
public meth clone () -> #C { new copyC(self) }
public maker mkC (a : Int, b : Int) {
super mkB(a);
field y = b
}
maker copyC (orig : #C) {
super copyB(orig)
field y = orig.y
}
public field y : Int
}
FIG. 6. Cloning with privacy in Extended MOBY.
is implemented as a class parameterized over its base class using a parameterized module. The class
interface of the base class contains only those components that are necessary for the mixin. After
applying the mixin to a particular base class, we create a new class that inherits from the mixed base
class and uses the class types to reconstitute the methods of the base class that were hidden as a result
FIG. 7. The subtyping relationships in the clone example.
INHERITANCE-BASED SUBTYPING 37
class B {
public meth m1 () -> Int { ... }
public meth m2 ...
...
}
class C {
inherits B : { public meth m2 ... }
public meth m1 () -> Bool { ... }
maker mkC of () { ... }
...
}
... (new mkC()).m1() ...
FIG. 8. Example of reusing a private method name.
of the module application. Without class types, it would not be possible to make the original class’s
methods visible again. For example, Fig. 9 gives the encoding of a mixin class that adds a print
method to a class that has a show method. After applying PrintMix to class A, we define a class PrA
that reconstitutes A’s anotherMeth method. Notice that we need to use an explicit type constraint
to convert the type of self from #PrA to #A. While this encoding is cumbersome, it illustrates the
signature HAS_SHOW {
type InitB
class B : {
public meth show : () -> String
maker mk of InitB
}
}
module PrintMix (M : HAS_SHOW)
{
class Pr {
inherits M.B
public meth print () -> () {
ConsoleIO.print(self.show())
}
maker mk (x : M.InitB) { super mk(x) }
}
}
class A {
val s : String
public meth show () -> String { self.s }
public meth anotherMeth () -> () { ... }
maker mk (t : String) { field s = t }
}
module P = PrintMix({type InitB = String; class B = A})
class PrA {
inherits P.Pr
public meth anotherMeth () -> () {
(self : #A).anotherMeth()
}
}
FIG. 9. Encoding mixins in Extended MOBY.
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FIG. 10. The subtyping relationships in the mixin example.
power of class types. Also, it might serve as the definition of a derived form that directly supports
mixins.
This example does not typecheck under the more restrictive form of inheritance-based subtyping
described in Section 4. To see the problem, consider the subtyping hierarchy shown in Fig. 10. For
the application of the PrintMix module to be type correct, the inherits M.B clause in P.Pr must
be legal when M.B is bound to A. Under the inherits clause restriction, this clause is legal only
if typeof(P.Pr) is a subtype of typeof(A). But this subtyping relation does not hold because
the PrintMix module application ascribes the HAS_SHOW.B interface to A, hiding all but the show
method. As a result, typeof(A) contains method anotherMeth, for example, while typeof(P.Pr)
does not.
6. XMOC
We have developed a functional object calculus, called XMOC, that is expressive enough to capture
the type system of both variants of Extended MOBY. XMOC supports both traditional structural subtyping
and inheritance-based subtyping. In this section, we discuss the intuitions behind XMOC and state type
soundness results. The full system and an outline of our soundness theorem appears in Appendices B,
C, and D.
6.1. Syntax
The term syntax of XMOC is given in Fig. 11. An XMOC program consists of a sequence of class
declarations terminated by an expression. Each declaration binds a class name to a class definition; we
do not allow rebinding of class names. The set of class names includes the distinguished name None,
which we use to denote the super-class of base classes. We follow the convention of using C for class
names other than None and B for class names including None. Class declarations come in two forms.
In the first, a class C is defined by extending an optional parent class (b) by overriding and adding
methods. The notation tm∈Mm is shorthand for tm1 · · · tmn , whereM= {m1, . . . , mn} and t is a syntactic
term. When no parent is specified, we say that C is a base-class; otherwise, we say that C inherits from
its parent class. To model the notion of object state, we parameterize this form of class declaration by
a variable x . When an object is created, the argument bound to x is included in the representation of
the object as its state. In addition, if the class has a superclass, x may be used to compute the argument
to be passed to the superclass initialization function. Since an object’s implementation is spread over
a hierarchy of classes, it has a piece of state for each class in its implementation. Methods defined in
a given class may access the state for that class using the form self!state. In the second form of
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p ::= d; p
| e
d ::= class C (x : τ ) {∣∣b m = µm∈Mm ∣∣}
| class C : σ = C ′
b ::=
| inheritsC(e);
σ ::= (τ ) {∣∣inherits B; m : τm∈Mm ∣∣}
τ ::= α
| τ → τ ′
| objα.{∣∣m : τm∈Mm ∣∣}
| #C
µ ::= (x : τ ) ⇒ e
e ::= x
| fn(x : τ ) ⇒ e
| e(e′)
| new C(e)
| self
| e.m
| self!state
| e @ C
FIG. 11. Syntax of XMOC terms.
class declaration, a class C can be derived from an existing class C ′ by class-interface ascription, which
produces a class that inherits its implementation from C ′, but has a more restrictive class interface σ . A
class interface σ specifies the type of the class’s state, the name of the nearest revealed ancestor class
(or None), and a typed list of available methods. The types of XMOC include type variables, function
types, recursive object types, and class types.
Each method (µ) takes a single parameter and has an expression for its body. The syntax of expres-
sions (e) includes variables, functions, function application, new object creation, the special variable
self (only allowed inside method bodies), method dispatch, and access to the object’s state. The last
expression form (e @ C) is an object-view coercion.
6.1.1. Mapping from Extended MOBY to XMOC
For the most part, the mapping from either variant of Extended MOBY into XMOC is straightforward.
The only significant difference is in the treatment of the inheritance-based subtyping relation. Unlike
either variant of Extended MOBY, XMOC does not map the inheritance relation directly to the subtyping
relation. Instead, we rely on object-view coercions to coerce the type of an expression from a class to one
of its superclasses explicitly. This approach avoids the problem discussed in Section 5 without requiring
two typing judgments for method dispatch. It is possible to insert these coercions automatically into
the XMOC representation of a program as part of typechecking (such a translation is similar to the
type-directed representation wrapping that has been done for polymorphic languages [Ler92]).
6.2. Dynamic Semantics
Evaluation of an XMOC program occurs in two phases. The first phase is defined by the class linking
relation, writtenK, p  K′, p′, which takes a dynamic class environmentK and links the left-most class
definition in p to produce a new dynamic class environmentK′ and a residual program p′. Class linking
terminates with a residual expression once all of the class declarations have been linked. The second
phase evaluates the residual expression to a value (assuming termination). This phase is defined by the
expression evaluation relation, which we write asK, e  K, e′. (We also use the notationK  e ↪→ e′
to emphasize that the dynamic class environment does not change during this phase.) Defining the
semantics of linking and evaluation requires extending the term syntax with run-time forms.
Correctly handling class-interface ascription provides the greatest challenge in defining the semantics
of XMOC. Using this mechanism, a public method m in B can be made private in a subclass C , and
subsequently m can be reused to name an unrelated method in some descendant class D of C (recall
the example in Fig. 8). Methods inherited from B must invoke the original m method when they send
the m message to self, while methods defined in D must get the new version. We use a variation
of the Riecke–Stone dictionary technique [RS98, FR99b] to solve this problem. Intuitively, dictionaries
provide the α-conversion needed to avoid capture by mapping method names to slots in method suites.
To adapt this technique to XMOC, when we link a class C , we replace each occurrence of self in the
methods that C defines with the object view expression “self @C .” Rule B.5 in Appendix B describes
this annotation formally. At runtime, we represent each object as a pair of a raw object (denoted by
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meta-variable obj) and a view (denoted by a class name). The raw object consists of the object’s state
and the name of its instantiating class; this class name is used to find the object’s method suite. The view
represents the visibility context in which a message send occurs; those methods in scope in the view
class are available. To look up method m in runtime object 〈obj, C〉, we use the dictionary associated
with C in the class environment K to find the relevant slot. We use this slot to index into the method
suite associated with obj. Rule B.3 in Appendix B formally specifies method lookup.
6.3. Static Semantics
The XMOC typing judgments are written with respect to a static environment 
, which consists of a
set of bound type variables (A), a subtype assumption map (S), a class environment (C), and a variable
environment (V). We define these environments and give the complete set of XMOC typing judgments
in Appendix C. Here we briefly discuss some of the more important rules.
As mentioned earlier, each XMOC class name doubles as an object type. We associate such a type
with an object whenever we instantiate an object from a class, according to the typing rule
(C of 
)(C) = (τ ) {∣∣inherits B; m : τm∈Mm ∣∣} 
  e  τ ′ 
  τ ′ <: τ

  new C(e)  #C
which looks up class C in 
, infers a type τ ′ for the constructor argument e, and ensures that this type
is a subtype of the type of the class parameter τ .
In contexts that allow subsumption, we can treat a class type as an object type according to the
following subtyping judgment:

  Ok (C of 
)(C) = (τ ) {∣∣inherits B; m : τm∈Mm ∣∣}

  #C <: objα.{∣∣m : τm∈Mm ∣∣}
This rule exposes all the methods publicly available from class C because we install all such methods
in the class interface that we associate with C in 
. This rule corresponds to the property that #C is a
subtype of typeof(C) in Extended MOBY. Note that although α cannot appear free in the types τm , the
recursive winding rule (Rule C.14) can be applied to the type objα {|m : τm∈Mm |}, making the binding
of α nonvacuous. For example, suppose we had the type
Pt ≡ objα.{|mv : int ⇒ α|}
Because α appears free in the type of the mv method, this type cannot be produced directly from the
above rule. However, Rule C.14 allows us to equate this type with type
objα.{|mv : int ⇒ Pt|}
which the above rule can produce.
Unlike Extended MOBY, we do not treat a class type #C as being a subtype of its superclass type.
Instead we use an object view constraint, which is typed as follows:

  e  #C ′ H(
)  C ′  C

  e @ C  #C
The judgment H(
)  C ′  C states that C ′ inherits from C in the class hierarchy H(
) (the meta-
function H projects the class hierarchy from the environment 
). Because we do not treat inheritance
directly as subtyping in XMOC, we only need one rule for typing method dispatch.

  e  τ 
  τ <: objα.{∣∣m : τm∈Mm ∣∣} m ∈ M

  e.m  τm
[
α → objα.{∣∣m : τm∈Mm ∣∣}]
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6.4. Soundness
We have proven the type soundness of XMOC. We outline this result here and give a more detailed
description in Appendix D. We start with a subject reduction theorem, which states that the evaluation
relation preserves the type of programs and class environments.
THEOREM 6.1 (Subject reduction). If K is a closed dynamic class environment such that 
  K
and for a closed program p we have 
,H(K)  p  
 f , τ f and K, p  K′, p′, then there exists an
environment 
′ and a type τ ′ such that
• 
′,H(K′)  p′  
 f , τ ′,
• 
′  τ ′ <: τ f , and
• 
′  K′.
Furthermore, if p is an expression, then 
 f = 
′.
The proof has two steps: first we show that linking preserves types and produces a well-typed class
environment, and then we show that expression evaluation preserves the type of expressions.
The next step is a progress theorem, which states that well-typed programs do not get stuck.
THEOREM 6.2 (Progress). If K is a closed dynamic class environment such that 
  K and for a
program p we have 
,H(K)  p  
 f , τ f with p and τ f both closed, then either p is a value or there
exists K′ and p′ such that K, p  K′, p′.
Here we useH to project the dynamic class hierarchy from the dynamic class environment K.
DEFINITION 6.1. We say that a program p yields K′, p′ if ∅, p  K′, p′ and there does not exist
K′′, p′′ such that K′, p′  K′′, p′′.
Finally, we show the type soundness of XMOC.
THEOREM 6.3 (Type soundness). If ∅  p  
 f , τ f and p yields K′, p′, then p′ is a value w such
that 
 f ,H(K′)  w  τ ′ with 
 f  τ ′ <: τ f .
7. RELATED WORK
In this section, we compare our work on class types and inheritance-based subtyping to existing work.
A detailed comparison of MOBY with other object-oriented languages appears in the paper [FR99a].
Our class types are motivated by the role that classes play in languages such as C++ and JAVA.
There are several differences, however, between Extended MOBY and these other languages. Extended
MOBY supports both inheritance-based and structural subtyping, whereas neither C++ or JAVA supports
structural subtyping. Another important difference is in the way that abstraction is supported. MOBY
and Extended MOBY allow partial hiding of inherited components using signature ascription, which
means that typeof(C) may not be a subtype of typeof(B) even when C is known to inherit from
B (see Section 5). JAVA does not support private inheritance, but C++ allows a class to privately inherit
from another class. In that case, all of the base-class members are hidden and there is no subtyping
relationship. Extended MOBY is more flexible, since it allows hiding to be done on a per-member basis.
It also allows the class hierarchy to be hidden by omitting the inherits clause in class interfaces. In
C++ and JAVA the full class hierarchy is manifest in the class types (except for C++’s private inheritance).
Another point of difference is that Extended MOBY supports structural subtyping on object types; JAVA
has object types (called interfaces), but subtyping is by-name. C++ does not have an independent notion
of object type.
In contrast, languages such as OCAML [Ler98] and LOOM [BFP97] support object types and structural
subtyping, but provide no analogue to our class types or inheritance-based subtyping. Both of these lan-
guages do support for mytype, however. We chose to omit mytype from MOBY because of its complexity
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and because of a tension between privacy and the mytype mechanism. With mytype, once a class has
exposed a member, that member cannot be hidden without sacrificing type safety.
Class types provide some of the benefits of mytype, without weakening the privacy model of the
language. For example, using class types, programmers can mimic the effect of covariant specialization.
Consider the standard Point and ColorPoint classes with a move method. In a language with mytype,
the return type of move would be mytype. In Extended MOBY, the return type of move in the Point
class would be #Point. To mimic mytype, the programmer could override the move method in class
ColorPoint to return #ColorPoint instead.
Fisher’s Ph.D. dissertation [Fis96] is the earliest formalization of class types that we are aware of.
In her work, each implementation is tagged with a row variable using a form of bounded existential
rows. In our work, we adopt classes as a primitive notion and use the names of such classes in a
fashion analogous to Fisher’s row variables. A weakness of the earlier work is its treatment of private
names; it provides no way to hide a method and then later add an unrelated method with the same
name.
Our use of dictionaries to specify the semantics of method dispatch in the presence of privacy is
adapted from the work of Riecke and Stone [RS98]. The main difference is that XMOC has an explicit
notion of class and we introduce dictionaries as a side-effect of linking classes. Flat et al. describe a
calculus for adding mixins to JAVA [FKF98]. Their dynamic mixins suffer from an ambiguous method
name problem similar to the one we describe in Section 5 and they adopt a technique similar to ours to
resolve the problem.
More recently, Igarashi et al. have described Featherweight Java, which is an object calculus designed
to model the core features of JAVA’s type system [IPW99]. Like our calculus, Featherweight Java has a
notion of subtyping based on class inheritance. Our calculus is richer, however, in that it models private
members and narrowing of class interfaces. In addition, we have a notion of structural subtyping, and
we relate the inheritance-based and structural subtyping notions.
The notion of type identity based on implementation was present in the original definition of Standard
ML in the form of structure sharing [MTH90]. The benefits of structure sharing were fairly limited and
it was dropped in the 1997 revision of SML [MTHM97].
8. CONCLUSION
This paper presents an extension to MOBY that supports classes as types and inheritance-based sub-
typing. We believe that Extended MOBY is the first design that incorporates types for objects that range
from class types to structural object types.8 We have described two alternative type systems for this
extension and have illustrated its utility with a number of examples. These alternatives are distinguished
by when they allow a subclass to be viewed as a subtype of its parent class. Our first alternative restricts
inheritance-based subtyping to those situations where the object type implemented by the subclass is a
subtype of the object type implemented by its superclass. Our second alternative relaxes this restriction
at the cost of more complicated rules for typing method and field selection and of requiring explicit
type coercions in some situations. While the latter system is more expressive, and there are plausible
examples of the usefulness of the extra expressiveness, we believe that the former design is a better
choice for integrating into MOBY.
We have also developed a formal model of this extension and have proven type soundness for it.
We are continuing to work on improving our formal treatment of class types and implementation-
based inheritance. One minor issue is that XMOC requires that class names be unique in a program;
this restriction can be avoided by introducing some mechanism, such as stamps, to distinguish top-
level names (e.g., see Leroy’s approach to module system semantics [Ler96]). We would also like to
generalize the rule that relates class types with object types (rule C.24 in Appendix C) to allow positive
occurrences of #C to be replaced by the object type’s bound type variable. While we believe that this
generalization is sound, we have not yet proven it.
8 JAVA is close to Extended Moby in this respect, but interface subtyping relations in JAVA must be declared ahead of time by
the programmer, whereas object-type subtyping in MOBY is based on the structure of the types.
INHERITANCE-BASED SUBTYPING 43
APPENDIX A
A Brief Introduction to MOBY
This appendix provides a brief introduction to some of MOBY’s features to help the reader understand
the examples in the paper. A more detailed description of MOBY’s object-oriented features can be found
in [FR99a].
MOBY programs are organized into a collection of modules, which have signatures. A module’s
signature controls the visibility of its components. Signatures are the primary mechanism for data and
type abstraction in MOBY. To support object-oriented programming, MOBY provides classes and object
types. The following example illustrates these features:
module M : {
class Hi : {
public meth hello : () -> ()
public maker mk of String
}
val hi : typeof(Hi)
} {
fun pr (s : String) -> () { ConsoleIO.print s }
class Hi {
field msg : String
public meth hello () -> () {
pr ("hello " + self.msg + "\n")
}
public maker mk (s : String) { field msg = s }
}
val hi : typeof(Hi) = new mk "world"
}
This code defines a module M that is constrained by a signature with two specifications: the class
Hi and the value hi. The interface of the Hi class specifies that it has two public components: a
method hello and a maker mk (“maker” is the MOBY name for constructor functions). The signa-
ture specifies that hi is an object; the type expression “typeof(Hi)” denotes the object type in-
duced by reading off the public methods and fields of the class Hi. It is equivalent to the object type
definition
objtype HiTy { meth hello : () -> () }
The body of M defines a function pr for printing strings and gives the definitions of Hi and hi. Since
pr is not mentioned in the signature of M, it is not exported. Note that the Hi class has a field msg
in its definition. Since this field does not have a public annotation, it is only visible to subclasses.
Furthermore, since msg is not mentioned in M’s signature, it is not visible to subclasses of Hi outside of
M. Thus, the msg field is protected inside M and is private outside. This example illustrates MOBY’s use
of module signatures to implement private class members.
APPENDIX B
Dynamic Semantics of XMOC
B.1. Notation
If A and B are two sets, we write A\B for the set difference and A B if they are disjoint. We use the
notation A fin→ B to denote the set of finite maps from A to B. We write {a1 → b1, . . . , an → bn} for
the finite map that maps a1 to b1, etc. For a finite map f , we write dom( f ) for its domain and rng( f )
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for its range. If f and g are finite maps, we write f ± g for the finite map
{x → g(x) | x ∈ dom(g)} ∪ {x → f (x) | x ∈ dom( f )\dom(g)}
and f ↓ A for the restriction of f ’s domain to the set A. We write t[x → t ′] for the capture-free
substitution of t ′ for x in the term t .
B.2. Syntax
We use the following classes of identifiers in the syntax of XMOC.
α ∈ TYVAR Type variables
τ ∈ TYPE Types
σ ∈ INTERFACE Class interfaces
B, C ∈ CLASSNAME = {None, . . .} Class names
#B, #C ∈ CLASSTYPE Class types
m ∈ METHNAME Method names
M ∈ Fin(METHNAME) Method name sets
x ∈ VAR Variables
µ ∈ METHBODY Method bodies
e ∈ EXP Expressions
obj ∈ OBJEXP Object expressions
We follow the convention of using C when referring to a class name other than None.
Figure 12 describes the full syntax of XMOC. In this grammar, we mark the run-time forms with a
(∗) on the right. The form 〈obj, C〉 denotes a dynamic object. The obj portion, which we refer to as
a raw object, stores the object’s state and the name of its defining class. The C portion indicates the
current view of the object, which encodes the object’s visibility context. Only those methods visible in
class C are available in the current context.
During evaluation, we use several syntactic forms to denote raw objects. In the first such form,
C :: {|e; obj|}, class C is the instantiating class of the object, e denotes its local state, and obj represents
the portion of the object inherited from its parent class. The methods associated with class C are found
in the dynamic class environment, defined below. The second such form, None, is used to denote the
inherited portion of raw objects that were not defined via inheritance. The third form C(e) is used
during evaluation to specify the computation that initializes the portion of a raw object defined in class
C . Expression e denotes the argument to this initialization function.
p ::= d; p
| e
d ::= class C (x : τ ) {∣∣b m = µm∈Mm ∣∣}
| class C : σ = C ′
σ ::= (τ ) {∣∣inherits B; m : τm∈Mm ∣∣}
τ ::= α
| τ → τ ′
| objα.{∣∣m : τm∈Mm ∣∣}
| #B
b ::=
| inheritsC(e);
µ ::= (x : τ ) ⇒ e
e ::= x
| fn(x : τ ) ⇒ e
| e(e′)
| new C(e)
| self
| e!state
| e @ C
| e.m
| 〈obj, C〉 (∗)
obj ::= C :: {∣∣e; obj∣∣} (∗)
None (∗)
C(e) (∗)
FIG. 12. The full syntax of XMOC.
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B.3. Evaluation
To define the evaluation relation, we need some additional definitions:
SLOT Method suite slots
φ ∈ DICT = METHNAME fin→ SLOT Dictionaries
µT ∈ METHSUITE = SLOT fin→ METHBODY Method suites
H ∈ HIERARCHY = CLASSNAME fin→ CLASSNAME Class hierarchy
A dictionary φ is a one-to-one finite function from method names to slots. We say that φ is a slot
assignment for a set of method names M if and only if dom(φ) = M . A method suite is a finite function
from slots to method bodies. A class hierarchy describes the inheritance relationship between classes
by mapping each class name to the name of its superclass.
The dynamic semantics is split into two phases; the first phase links class declarations to produce
a dynamic class environment and a residual expression. The dynamic class environment maps each
class name in its domain to a tuple that stores the name of the parent class, a constructor expression for
initializing instantiated objects, a method suite, and a dictionary.
K∈ DYNCLASSENV = CLASSNAME fin→ ( CLASSNAME × EXP × METHSUITE × DICT)
We write the linking relation as K, p  K′, p′. The second phase evaluates the residual expression
using the dynamic class environment to instantiate objects and resolve method dispatch. The evaluation
relation is written formally as K, e  K, e′, but we abbreviate this notation to K  e ↪→ e′ when
convenient.
B.4. Dynamic Class Hierarchy
We construct the dynamic class hierarchy from the dynamic class environment K as follows:
H(K) = {C → B | C ∈ dom(K) and K(C) = (B, , , )}
B.5. Evaluation Contexts and Values
We specify the dynamic semantics using the standard technique of evaluation contexts. We distinguish
two kinds of contexts in the specification of the evaluation relation: expression contexts, E , and object
initialization contexts, F . The syntax of these contexts is as follows:
E ::= [ ] | E(e) | w(E) | new C(E) | E!state | E @ C | E.m | 〈F, C〉
F ::= [ ] | C(E) | C :: {|E ; obj|} | C :: {|w; F |}
We also define the syntactic classes of values (w) and raw object values (ov) by the following grammar:
w ::= fn(x : τ ) ⇒ e | 〈ov, C〉
ov ::= None | C :: {|w; ov|}
B.6. Field Lookup
We use the auxiliary field lookup relation Cv  C :: {|w; ov|}❀ f w′ to specify the semantics of state
selection. In this judgment form, the class name on the left of the turnstile denotes the visibility context
of the field selection operation.
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C  C :: {|w; ov|}❀ f w (B.1)
Cv = C Cv  ov❀ f w′
Cv  C :: {|w; ov|}❀ f w′ (B.2)
In the first of these rules, the defining class of the raw object matches the context class. Hence the
value w is the state we are looking for. In the second rule, the classes do not match. In this case, the
desired state must have been defined by a parent class, so we continue our search with the parent raw
object, ov.
B.7. Method Lookup
We define the auxiliary method lookup relationK  〈ov, Cv〉 .m❀m w, which specifies how method
dispatching is resolved, as follows:
K(Cv) = ( , , , φ) K(C) = ( , , µT , )
µT (φ(m)) = (x : τ ) ⇒ e
K  〈C :: {|w; ov|}, Cv〉 .m❀m fn(x : τ ) ⇒ e[self → C :: {|w; ov|}] (B.3)
In this rule, Cv is the view of the object being sent the message m, while C is the class that defined
the object. We use Cv to index into the dynamic class environment to retrieve the method dictionary φ
associated with class Cv . The method names in the domain of this dictionary are the methods currently
available from the object. We use class C to access the method suite µT associated with C . The method
bodies stored in µT are the implementations provided by the object. We look up the slot associated
with method name m in φ and then index into µT using that slot to obtain the desired method body.
The type system ensures that the range of φ is a subset of the domain of µT . We convert the method
body into a function and replace all occurrences of self with the receiver object. We return the resulting
expression.
B.8. Class Linking
The evaluation relation for class linking is defined by the following three rules, which each link
one class declaration into the dynamic class hierarchy. The first rule describes the case of a base-class
declaration. Since a base class has no superclass, the tuple associated with this class stores None as the
name of the parent class and does not require a parent initialization expression. It constructs the method
suite from the method bodies defined in the class, first rewriting all occurrences of self to self @C to
set the appropriate view for invocations through self.
K,class C (x : τ ) {∣∣m = µm∈Mm ∣∣}; p  K ± {C → (None, –, µT , φ)}, p
where µ¯m = µm[self → self @C]
φ is a slot assignment for M .
µT = {φ(m) → µ¯m |m ∈ M}
(B.4)
The second rule handles the case of a subclass declaration. This rule constructs the dictionary for the
new class (C) by augmenting the dictionary of the parent class (C ′) with fresh slot assignments for
newly defined methods (those in M\dom(φC ′ )). It constructs the method suite for C by extending the
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C ′ suite with mappings from the freshly allocated slots to the new method bodies and replacing the
method bodies for overridden methods.
K,class C (x : τ ) {∣∣inheritsC ′(e); m = µm∈Mm ∣∣}; p
 K ± {C → (C ′, fn(x : τ ) ⇒ e, µTC , φC )}, p
where K(C ′) = ( , , µTC ′ , φC ′ )
φ is a slot assignment for M\dom(φC ′ ) such that rng(φ)  dom(µTC ′ )
φC = φC ′ ∪ φ
µ¯m = µm[self → self @C]
µTC = µTC ′ ± {φC (m) → µ¯m | m ∈ M}.
(B.5)
The third linking rule describes class signature ascription. This declaration hides the portions of the C ′
class not explicitly mentioned in the class signature. Dynamically, we capture this behavior by adopting
for C the dictionary associated with C ′ after all but the methods in M have been removed from its
domain.
K,class C : (τ ) {∣∣inherits B; m : τm∈Mm ∣∣} = C ′; p
 K ± {C → (C ′, fn(x : τ ) ⇒ x, µTC , φC )}, p
where K(C ′) = ( , , µTC ′ , φC ′ )
µTC = µTC ′
φC = φC ′↓ M .
(B.6)
B.9. Expression Evaluation
The following rules specify the semantics of expression evaluation. We use the notationK eo ↪→ eo′
(where meta-variable eo ranges over either e or obj) as a shorthand for the notation K, eo  K, eo′
when the run-time environment does not change.
K  E[fn(x : τ ) ⇒ e(w)] ↪→ E[e[x → w]] (B.7)
K  E[new C(w)] ↪→ E[〈C(w), C〉] (B.8)
K  E[〈ov, Cv〉!state] ↪→ E[w] where Cv  ov❀ f w (B.9)
K  E[〈ov, Cv〉 @ C ′v] ↪→ E[〈ov, C ′v〉] (B.10)
K  E[w .m] ↪→ E[w′] where K  w .m❀m w′ (B.11)
K  F[C(w)] ↪→ F[C :: {|w; obj|}]
where obj =
{ None if K(C) = (None, , , )
C ′(e(w)) if K(C) = (C ′, e, , )
(B.12)
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APPENDIX C
Typing Rules for XMOC
The typing rules for XMOC are written with respect to an environment 
, which has four parts:
A ∈ TYVARSET = Fin(TYVAR) Bound type variables
S ∈ SUBTYENV = TYVAR fin→ TYPE Subtyping assumptions
C ∈ CLASSENV = CLASSNAME fin→ INTERFACE Class typing environment
V ∈ VARENV = VAR fin→ TYPE Variable typing environment

 ∈ ENV = TYVARSET × SUBTYENV × CLASSENV × VARENV Typing environment
C.1. Static Class Hierarchy
We construct the static class hierarchy from the environment 
 as follows:
H(
) = {(C → B) | (C of 
)(C) = (τ ) {∣∣inherits B; m : τm∈Mm ∣∣}}
C.2. Judgment Forms
The XMOC type system uses the following judgment forms:

  τ  Ok Type τ is well formed w.r.t. 
. (rules C.1–C.5)

  σ  Ok Class interface σ is well formed w.r.t. 
. (rule C.6)
H  Ok Class hierarchy H is well formed. (rule C.7)

  Ok Environment 
 is well formed. (rule C.8)

  τ = τ ′ Type τ is equal to τ ′. (rules C.9–C.14)
H  B1  B2 Class B1 inherits from B2. (rules C.15–C.18)

  τ <: τ ′ Type τ is a subtype of τ ′. (rules C.19–C.24)

  σ <: σ ′ Class interface σ is a subtype of σ ′. (rule C.25)

  p  
′, τ Program p defines environment 
′ and has
type τ . (rules C.26–C.27)

  d  
′ Declaration d defines environment 
′. (rules C.28–C.30)

  µ  τ Method µ has type τ . (rule C.31)

  e  τ Expression e has type τ . (rules C.32–C.39)

,H  obj  #B Parent class obj has class type #B. (rules C.40–C.42)

,H  e  τ Run-time expression e has type τ . (rules C.43 and C.44)

,H , C  con  σ Constructor con, associated with class C , has
interface σ . (rules C.45–C.46)

  K Static environment 
 types dynamic class
environment K.
(rule C.47)
C.3. Well-Formedness Judgments

  Ok α ∈ (A of 
)

  α  Ok (C.1)
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  Ok

  #None  Ok (C.2)

  τ  Ok 
  τ ′  Ok

  τ → τ ′  Ok (C.3)

  Ok #C ∈ dom(C of 
)

  #C  Ok (C.4)

  Ok ∀m ∈ M 
 ∪ {α}  τm  Ok

  objα.{∣∣m : τm∈Mm ∣∣}  Ok (C.5)

  τ  Ok 
  #B  Ok ∀m ∈ M 
  τm  Ok

  (τ ) {∣∣inherits B; m : τm∈Mm ∣∣}  Ok (C.6)
∀C ∈ dom(H ) H(C) ∈ dom(H ) ∪ {None}
H  Ok (C.7)
∀τ ∈ rng(S of 
) 
  τ  Ok
∀σ ∈ rng(C of 
) 
  σ  Ok
∀τ ′ ∈ rng(V of 
) 
  τ ′  Ok

  Ok (C.8)
C.4. Equality Judgments

  τ  Ok

  τ = τ (C.9)

  τ ′ = τ

  τ = τ ′ (C.10)

  τ = τ ′ 
  τ ′ = τ ′′

  τ = τ ′′ (C.11)

  τ1 = τ2 
  τ ′1 = τ ′2

  τ1 → τ ′1 = τ2 → τ ′2
(C.12)
M′ =M ∀m ∈ M 
 ∪ {α}  τm = τ ′m

  objα.{∣∣m : τm∈Mm ∣∣} = objα.{∣∣m : τ ′m∈M′m ∣∣} (C.13)

  objα.{∣∣m : τm∈Mm ∣∣}  Ok

  objα.{∣∣m : τm∈Mm ∣∣}
= objα.{∣∣m : τm[α → objα.{∣∣m : τm∈Mm ∣∣}]m∈M∣∣}
(C.14)
C.5. Class Hierarchy Judgments
B ∈ dom(H ) ∪ {None}
H  B  B (C.15)
C ∈ dom(H )
H  C  None (C.16)
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H  B1  B2 H  B2  B3
H  B1  B3 (C.17)
H (C) = B
H  C  B (C.18)
C.6. Subtyping Judgments

  τ = τ ′

  τ <: τ ′ (C.19)

  τ <: τ ′ 
  τ ′ <: τ ′′

  τ <: τ ′′ (C.20)

  Ok α ∈ dom(S of 
)

  α <: S(α) (C.21)

  τ2 <: τ1 
  τ ′1 <: τ ′2

  τ1 → τ ′1 <: τ2 → τ ′2
(C.22)
M′ ⊆ M α′ ∈ FV(objα.{∣∣m : τm∈Mm ∣∣})
∀m ∈ M′ α ∈ FV(τ ′m) and (
 ∪ {α′}) ± {α → α′}  τm <: τ ′m

  objα.{∣∣m : τm∈Mm ∣∣} <: objα′.{∣∣m : τ ′m∈M′m ∣∣} (C.23)

  Ok (C of 
)(C) = (τ ) {∣∣inherits B; m : τm∈Mm ∣∣}

  #C <: objα.{∣∣m : τm∈Mm ∣∣} (C.24)

  τ ′ <: τ H  B  B ′ M′ ⊆ M ∀m ∈ M′ 
  τm = τ ′m
∀m ∈ (M\M′) 
  τm  Ok

  (τ ) {∣∣inherits B; m : τm∈Mm ∣∣} <: (τ ′) {∣∣inherits B ′; m : τ ′m∈M′m ∣∣} (C.25)
C.7. Typing Judgments
As a notational convenience, we define the argument type of a class C in an environment 
 (written
ArgTy(
, C)) to be τ if 
(C) = (τ ) {|inherits B; m : τm∈Mm |}.

  d  
′ 
′  p  
′′, τ

  d; p  
′′, τ (C.26)

  e  τ

  e  
, τ (C.27)
C ∈ dom(C of 
) 
  τ  Ok

′ = 
 ± {C → (τ ) {∣∣inheritsNone; m : τm∈Mm ∣∣}}
∀m ∈ M 
′ ± {self → #C}  µm  τ ′m 
′  τ ′m <: τm

  class C (x : τ ) {∣∣m = µm∈Mm ∣∣}  
′ (C.28)
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C ∈ dom(C of 
)
(C of 
)(C ′) = (τ ′) {∣∣inherits B ′; m : τ ′m∈M′m ∣∣}

′ = 
 ± {C → (τ ) {∣∣inheritsC ′; m : τ ′m∈(M′\M)m m : τm∈Mm ∣∣}}

′ ± {x → τ }  e  τ ′′ 
′  τ ′′ <: τ ′
∀m ∈ (M ∩M′) 
′  τm <: τ ′m
∀m ∈ M 
′ ± {self → #C}  µm  τ ′′m 
′  τ ′′m <: τm

  class C(x : τ ) {∣∣inheritsC ′(e); m = µm∈Mm ∣∣}  
′ (C.29)
C ∈ dom(C of 
) 
′ = 
 ± {C → σ } 
′  (C of 
)(C ′) <: σ

  class C : σ = C ′  
′ (C.30)

 ± {x → τ }  e  τ ′

  (x : τ ) ⇒ e  τ → τ ′ (C.31)

  Ok (V of 
)(x) = τ

  x  τ (C.32)

  Ok (V of 
)(self) = τ

  self  τ (C.33)

 ± {x → τ }  e  τ ′

  fn(x : τ ) ⇒ e  τ → τ ′ (C.34)

  e  τ ′ → τ 
  e′  τ ′′ 
  τ ′′ <: τ ′

  e(e′)  τ (C.35)

  e  τ ′ 
  τ ′ <: ArgTy(
, C)

  new C(e)  #C (C.36)

  e  #C

  e!state  ArgTy(
, C) (C.37)

  e  #C ′ H(
)  C ′  C

  e @C  #C (C.38)

  e  τ m ∈ M 
  τ <: objα.{∣∣m : τm∈Mm ∣∣}

  e .m  τm
[
α → objα.{∣∣m : τm∈Mm ∣∣}] (C.39)
C.8. Typing Rules for Run-Time Forms
The typing rules for the run-time forms include rules C.31 through C.39 augmented with a dynamic
class hierarchy H on the left-hand side of the turnstile. Rules C.28 through C.30 return an augmented
class hierarchy in addition to an augmented static environment. In each case, the augmented hierarchy
is just the old one extended with a mapping from the newly declared class name to the name of its
parent (or None for base classes). In addition, rule C.38 is replaced by rule C.43. The remaining rules
are given below.
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,H  e  τ ′ 
  τ ′ <: ArgTy(
, C)

,H  C(e)  #C (C.40)
H (C) = B 
,H  obj  #B 
,H  e  τ ′ 
  τ ′ <: ArgTy(
, C)

,H  C :: {|e; obj|}  #C (C.41)

  Ok K  Ok

,H  None  #None (C.42)

,H  e  #C ′ H  C ′  C

,H  e @C  #C (C.43)

,H  obj  #C ′ H  C ′  C

,H  〈obj, C〉  #C (C.44)
σ = (τ ) {∣∣inheritsNone; m : τm∈Mm ∣∣}
M= dom(φ) rng(φ) ⊆ dom(µT )
∀m ∈ M 
 ± {self → #C},H  µT (φ(m))  τ ′m

  τ ′m <: τm

,H , C  (None, , µT , φ)  σ (C.45)
σ = (τ ) {∣∣inheritsC ′; m : τm∈Mm ∣∣}

(C ′) = (τ ′) {∣∣inherits B ′; m : τ ′m∈M′m ∣∣}

,H  e  τ → τ ′′ 
  τ ′′ <: τ ′
M= dom(φ) rng(φ) ⊆ dom(µT )
∀m ∈ M 
 ± {self → #C},H  µT (φ(m))  τ ′′m

  τ ′′m <: τm
∀m ∈ M ∩M′ 
  τm <: τ ′m

,H , C  (C ′, e, µT , φ)  σ (C.46)
dom(K) = dom(C of 
)
∀C ∈ dom(K) 
(C) = σ and 
,H (K), C  K(C)  σ ′ and 
  σ ′ <: σ

  K (C.47)
APPENDIX D
Proofs
The proof of soundness proceeds via a standard subject reduction argument; i.e., we first prove that
evaluation preserves types in Theorem D.1 and then show that no well-typed program can get stuck
in Theorem D.2. Consequently, well-typed programs either diverge or yield a value of the appropriate
type (Theorem D.3).
The subject reduction proof breaks into two pieces. In the first, we show that linking in a new class
declaration (using Rule B.4, B.5, or B.6) preserves the program type and produces a well-typed dynamic
class environment. The challenge in this portion of the proof is to show that the new class environment
is well typed. These cases follow directly from an analysis of the reduction rules.
In the second part, we show that evaluating the program expression preserves its type. This portion
follows the standard pattern for establishing subject reduction. In particular, we show in Lemma D.1 that
every closed expression can be factored uniquely into an evaluation context and a redex. Lemma D.2
shows that evaluation does not introduce any free variables, so that if we start with a closed program,
every intermediate program during reduction will be closed and hence may be factored into an evaluation
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context and a redex. Lemma D.3 proves that if we have typed an expression and that expression has
been divided into an evaluation context and a redex, then we may also type the redex in the context
that we typed the original expression. Furthermore, if we replace the redex with another expression
with a better (in the sense of subtyping) type, then the new expression will have a better type than the
original. This lemma means that we may prove the second piece of our subject reduction theorem by
showing for each reduction rule (Rules B.7 to B.12) that the type of the reduct on the right-hand side
of the rule is better than the type of the redex on the left-hand side. For Rule B.7, this property follows
from a standard substitution lemma (Lemma D.4). For Rules B.9 and B.11, this property follows from
Lemmas D.5 and D.6, respectively. The remaining cases are straightforward.
The proof of progress also breaks into two pieces. The first piece shows that well-typed programs do
not get stuck during linking, while the second shows that well-typed expressions do not get stuck during
evaluation. The linking piece proceeds by a case analysis on the rule used to link in the pending class.
The expression piece proceeds by induction on the typing derivation used to infer that the expression
was well typed.
Type soundness follows from Theorems D.1 and D.2.
In the remainder of this section, we formally state the definitions and major lemmas and theorems
necessary to prove our subject reduction, progress, and type soundness theorems.
DEFINITION D.1 (Closure).
• We say that an expression form e or an object form obj is closed if it contains no free variables.
We say that it is self-closed if it is closed and does not contain the special symbol self.
• A class declaration is closed if its method bodies contain no free variables and any initialization
expression is self-closed after that expression is converted to a function from the class parameter.
• A program is closed if its class declarations are closed and its final expression is self-closed.
• A dynamic class environmentK is closed if for all C ∈ dom(K), ifK(C) = ( , e, µT , ), then
e is self-closed and for all i ∈ dom(µT ), µT (i) is closed.
To state our unique decomposition lemma, we need to define expression redeces (er ) and object
redeces (or ).
er ::= w1(w2) | new C(w) | w!state | w @C | w .m | 〈ov, C〉
or ::= C(w) | C :: {|w; ov|}
In the following lemma, we use the symbol ≡ to denote syntactic equality.
LEMMA D.1 (Unique decomposition).
• If e is a self-closed expression, then either e is a value w or there exists a unique evaluation
context E and redex er such that e ≡ E[er ].
• If obj is a self-closed raw object, then either obj is a value ov or there exists a unique evaluation
context F and redex or such that obj ≡ F[or ].
The proof is by mutual induction on the structure of e and obj.
LEMMA D.2 (Evaluation preserves closure). IfK and p are both closed andK, p  K′, p′, thenK′
and p′ are both closed as well.
The proof is by a case analysis on the rule used to derive the reduction K, p  K′, p′.
LEMMA D.3 (Context). If we may derive the judgment 
,H  G[e]  τ , where the meta-variable
G ranges over either E or F, then for some type τg, we may also derive the judgment 
,H  e  τg.
Furthermore, if the judgment 
,H  e′  τ ′g is also derivable, where 
  τ ′g <: τg , then we may derive

,H  G[e′]  τ ′, where 
  τ ′ <: τ .
The proof is by induction on the derivation of 
,H  G[e]  τ .
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LEMMA D.4 (Substitution). If we may derive the judgments 
 ± {x → τa},H  e  τ and

,H  e′  τ ′a, and 
  τ ′a <: τa, then we may also derive the judgment 
,H  e[x → e′]  τ ′,
where 
  τ ′ <: τ .
The proof is by induction on the derivation of 
 ± {x → τa},H  e  τ .
LEMMA D.5 (State selection). If we may derive the judgments 
,H  obj  #C ′ and
C  obj❀ f w, then we may derive the judgments 
,H  w  τ and 
  τ <: ArgTy(
, C).
The proof is by induction on the derivation of C  obj❀ f w.
LEMMA D.6 (Method selection). If we may derive the judgments 
  K and 
,H(K)  w .m  τ
and K  w .m❀mw′, then we may also derive the judgments 
,H(K)  w′  τ ′ and 
  τ ′ <: τ .
This proof is the crux of the subject reduction theorem. Hence, we describe its structure in some
detail. To have derived the judgment K  w .m❀mw′, we must have determined that
• w = 〈C :: {|ws ; ov|}, Cv〉,
• K(C) = ( , , µTC , ),
• K(Cv) = ( , , , φv), and
• w′ = µTC (φv(m))[self → C :: {|ws ; ov|}].
To have derived the judgment 
,H(K)  w .m  τ , we must have derived the judgments
• H(K)  C  Cv ,
• 
  #Cv <: objα.{|m : τm∈Mm |}, and
• 
,H(K)  C :: {|ws ; ov|}  #C .
Furthermore, τ must be syntactically equivalent to τm[α → objα.{|m : τm∈Mm |}]. Let Cv ≡ C0, . . . ,
CN ≡ C be the inheritance chain from Cv to C in K. Let CL be the class in the chain the furthest from
Cv such that φv(m) = φL (m), where φL is the dictionary that K associates with class CL . Note that CL
can be equal to Cv , C , or both. By the construction of method tables during class linking, it must be the
case that
µTC (φv(m)) = µT L (φv(m))
= µT L (φL (m)).
Since 
  K, we must have derived the judgment 
 ± {self → #C L},H(K)  µT L (φL (m))  τ L ′′m ,
where τ L ′′m is the type inferred by Rule C.46 for method m in class CL . By tracing the necessary
subtyping and equality relations through Rules C.24, C.25, C.46, and C.47, we may determine that

  τ L ′′m <: τm
[
α → objα.{∣∣m : τm∈Mm ∣∣}].
By the construction of method suites, all occurrences of self in µT L (φL (m)) appear in the form self @C ′,
where C ′ is some ancestor class of C . Consequently, we may derive via a modified substitution lemma
the judgment

,H(K)  µT L (φL (m))[self → C :: {|ws ; ov|}]  τ L
′′
m
which is what we needed to show.
THEOREM D.1 (Subject reduction). If K is a closed dynamic class environment such that 
  K
and for a closed program p we have 
,H(K)  p  
 f , τ f and K, p  K′, p′, then there exists an
environment 
′ and a type τ ′, such that
• 
′,H(K′)  p′  
 f , τ ′,
• 
′  τ ′ <: τ f , and
• 
′  K′.
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Furthermore, p′ is closed and if p is an expression, then 
 f = 
′.
The proof proceeds by a case analysis on the reduction rule used to derive K, p  K′, p′.
THEOREM D.2 (Progress). If K is a closed dynamic class environment such that 
  K and for a
program p we have 
,H(K)  p  
 f , τ f with p and τ f both closed, then either p is a value or there
exists K′ and p′ such that K, p  K′, p′.
The proof is by induction on the derivation of 
,H(K)  p  
 f , τ f .
DEFINITION D.2. We say that a program p yields K′, p′ if ∅, p  K′, p′ and there does not exist
K′′, p′′ such that K′, p′  K′′, p′′.
THEOREM D.3 (Type soundness). If ∅  p  
 f , τ f and p yields K′, p′, then p′ is a value w such
that 
 f ,H(K′)  w  τ ′ with 
 f  τ ′ <: τ f .
The proof is by induction on the number of steps needed to produce K′, p′.
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