Abstract-Although initially proposed as the deployable alternative to IP multicast, the overlay network actually revolutionizes the way network applications can be built. In this paper, we study the rate allocation problem in overlay-based multirate multicast, which can be understood as a utility-based resource allocation problem. Each receiver is associated with a utility defined as a function of its streaming rate. Our goal is to maximize the aggregate utility of all receivers, subject to network capacity constraint and data constraint. The latter constraint is unique in overlay multicast, mainly due to the dual role of end hosts as both receivers and senders. We use a price-based approach to address this problem. Two types of prices, network price and data price, are generated with regard to the two constraints of the problem. A distributed algorithm is proposed, where each receiver adjusts its flow rate according to the associated network price and data price. The algorithm is proved to converge to the optimal point, where the aggregate utility of all receivers is maximized. We implement our algorithm using an end-host-based protocol. Our protocol purely relies on the coordination of end hosts to accomplish tasks originally assigned to network routers, which makes it directly deployable to the existing network infrastructure.
INTRODUCTION

Motivation
M
ULTICAST is an important communication paradigm to support many network applications, such as teleconferencing, multimedia distribution, etc. In this paper, we are particularly interested in overlay multicast [2] , a special form of multicast, where end hosts self-organize into an overlay network and accomplish multicast by relaying data to each other via unicast. Overlay multicast not only provides a working solution to address the deficiency of infrastructure support, i.e., IP multicast is largely unavailable in the Internet, but also marks a paradigm shift, which radically changes the way network applications can be built. In IP multicast, the network is mainly composed of routers, whose task is no more than forwarding packets. In contrast, each overlay node is an intelligent one that can carry out more sophisticated operations and contribute various resources such as its CPU power, storage space, and access bandwidth.
Such a paradigm shift can be illustrated via an example of overlay-based streaming multicast shown in Fig. 1 . First, each receiver can have a different streaming rate to accommodate network heterogeneity. For example, if host 2's access link has lower capacity, it can have a lower rate than host 1. This is also achievable in IP multicast through layered streaming techniques [3] , [4] . In overlay multicast, however, besides the layered approach [5] , all end-to-end stream adaptation techniques (frame dropping, transcoding [6] , etc.) can be applied, as all data relays happen via unicast. This way enables the rate control in a much finer granularity than the layered approach. Second, one can freely rearrange the overlay multicast tree. For example, if host 2's access link has higher capacity than host 1, we can switch their positions, so that host 3 can have a better chance to receive the stream at a higher rate from its parent. Given the above flexibilities to adjust the streaming rate of each receiver within an overlay multicast session, does there exist an optimal rate allocation which maximizes the utilization of network resource, meanwhile maintaining certain fairness among all receivers? If so, how is this goal achievable? Is it doable in a distributed manner, where each end host makes its own rate adaptation decision without any central authority involved? This paper tries to answer these questions.
Challenges
Finding the optimal rate allocation in overlay multicast can be understood as a utility-based resource allocation problem. Here, each receiver is associated with a utility, which is defined as a function of the receiver's streaming rate. The function value can be understood as the perceived quality, user satisfaction, etc. The solution space of this problem is illustrated in Fig. 2 . The "Aggregated Utility" axis represents the sum of all receivers' utilities with regard to a rate allocation. Along the "Rate Allocation" axis, we can see that, for any given overlay multicast tree, there exists a unique "maximum utility" rate allocation, at which point the network resource utilization is pareto-optimal. Meanwhile, certain fairness objectives (max-min, proportional, etc.) can be achieved when we choose appropriate utility functions for receivers [7] , [8] .
Utility-based resource allocation has been studied in the rate control of unicast [9] , [8] , [10] and IP multicast [11] , [12] via a price-based approach. In this approach, a "price" is associated with each individual network link, which reflects the traffic load on this link. The receiver in turn collects the prices of all links on its unicast/multicast path and calculates the overall network price. Then, it adjusts the streaming rate such that its "net benefit," the receiver utility minus the network cost, is maximized. It is shown that this iterative algorithm converges to the optimal point, where the aggregate utility of all receivers is maximized. Although using a similar approach, we show that resource allocation in overlay multicast faces unique challenges both theoretically and practically, making this problem a completely different one to which none of the past solutions can be applied.
Theoretically, resource allocation in overlay multicast is not only subject to the network capacity constraint, but also the data constraint on the relaying node. This is mainly due to the dual role of end hosts as both receivers and senders. Obviously, a receiver cannot relay the stream to its downstream receiver at a rate higher than its own receiving rate. This issue never arises in the context of unicast or IP multicast, where the receiver is always the sink of a unicast/multicast path. An example can be found in Section 3.4 to justify our argument.
Practically, existing solutions [9] , [12] require the network link (actually, the router connected to it) to be capable of measuring flow rates, calculating link price, and communicating price signal, none of which exists in the Internet today. In fact, they are against the initial design objective of the overlay network, which is to avoid any change to the existing infrastructure by migrating the required functionalities to the end hosts. In accordance with the same objective, a practical solution should purely depend on the coordination of end hosts.
Contributions
The main purpose of our work is to address the above challenges. Our contributions are as follows:
On the theoretical challenge, we model the overlay resource allocation problem using nonlinear optimization theory. Our formalization incorporates not only the network constraint proposed in previous works such as [9] , but also the data constraint. We address this constraint by pricing the data relay in overlay multicast, i.e., a receiver has to pay its parent for relaying the stream. We propose a distributed algorithm, where each overlay flow adjusts its rate according to both its network price and its "data price." It is proven that the rate allocation converges to the optimal point, at which the aggregate utility of all receivers is maximized. We then extend our algorithm to the asynchronous setting, i.e., the flow rate and price update do not need to be synchronized, and prove that all properties of the original algorithm still hold.
On the practical challenge, we propose an end-hostbased solution, where the tasks originally assigned to the network links and overlay flows are handled by end hosts. It purely relies on the coordination of end hosts to calculate and exchange network/data price signals and adjust the flow rate. In contrast to past solutions [9] , [12] , our solution can be deployed without any change to the existing infrastructure.
Practicability
Note that another important problem of overlay multicast is the tree construction. In Fig. 2 , we see that, along the "Multicast Tree" axis, each tree has its own "maximum utility" rate allocation. In our latest study [13] , we show that there are ðH þ 1Þ HÀ1 ways to construct a tree (H is the number of receivers), and finding among all trees the one with the optimal "maximum utility" rate allocation is NPhard. To further complicate the problem, many factors other than rate allocation need to be taken into account during the tree construction depending on application semantics, such as the delay bound from source to leaf nodes in video conferencing. Our solution does not try to solve this problem. Instead, it coexists with any multicast group management and tree construction solutions and tries to optimize the rate allocation within the current tree setting in a distributed and dynamic fashion. This property makes our solution general enough to fit into a variety of multicast scenarios, including conferencing, broadcasting, VoD, etc.
The remainder of this paper is organized as follows: Section 2 introduces the network model. Section 3 presents the problem formulation and proposes a distributed algorithm. Section 4 extends the algorithm into the asynchronous setting. Section 5 discusses the protocol design and implementation in overlay network environment. Finally, we show experimental results in Section 6, discuss the related work in Section 7, and conclude in Section 8. Due to space constraints, we eliminate proofs to all propositions and theorems in this paper. The entire proof can be found in our technical report [14] . We consider an overlay network consisting of H end hosts, denoted as H ¼ f1; 2; . . . ; Hg. One end host is the server and, hence, the source of the multicast session. Other end hosts relay the multicast stream via unicast in a peer-to-peer fashion. The multicast session consists of F unicast end-toend flows, 1 denoted as F ¼ f1; 2; . . . ; F g. Each flow f 2 F has a rate x f . We collect them into a rate vector x x ¼ ðx f ; f 2 FÞ. If a host is the destination of a flow f and the source of another flow f 0 , then f 0 is the child flow of f, denoted as f ! f 0 . Likewise, if the source of f and the destination of f p turns out to be one host, then f p is the parent flow of f, denoted as
Let us suppose that the overlay network consists of L physical network links, denoted as L ¼ f1; 2; . . . ; Lg. The bandwidth capacity of each link l 2 L is c l . We collect them into a link capacity vector c c ¼ ðc l ; l 2 LÞ. Each flow f passes a subset of physical network links, denoted as LðfÞ L. For each link l, F ðlÞ ¼ ff 2 F j l 2 LðfÞg is the set of flows that pass through it. Now, we define a L Â F matrix A A. A lf ¼ 1, if flow f goes through the link l, i.e., f 2 FðlÞ. Otherwise, A lf ¼ 0. A A gives the physical network resource usage pattern of an overlay network. It is determined by unicast routing in the physical network. It follows that the sum rate of all flows that go through the link l should not exceed its capacity c l . Formally, such capacity constraint is expressed as follows:
Moreover, the data constraint of overlay multicast states that a host cannot relay the stream to its downstream host at a rate higher than its receiving rate, i.e., a flow's rate cannot exceed its parent flow's rate, if it has one. Formally, if f ! f 0 , then x f 0 x f . We define a F Â F matrix B B B B as follows:
if f 0 ¼ f and f has a parent flow 0 otherwise:
B B B B specifies the relaying relationship and data dependency in overlay multicast. It is determined by the overlay multicast tree [2] . Hence, the data constraint can be formalized as follows:
We collect the above notations into Table 1. In the example by 
Throughout the paper, we will use this example to illustrate our algorithm and protocol.
OPTIMAL RESOURCE ALLOCATION
Problem Formulation
We associate each flow (or a receiver) f 2 F with a utility function U f ðx f Þ : < þ ! < þ . We make the following assumptions about U f .
. A1. On the interval I f ¼ ½m f ; M f , the utility functions U f are increasing, strictly concave, and twice continuously differentiable. . A2. The curvatures of U f are bounded away from zero on I f : ÀU 00 f ðx f Þ ! 1= f > 0. . A3. U f is additive, so that the aggregated utility of rate allocation x x ¼ ðx f ; f 2 FÞ is P f2F U f ðx f Þ. We investigate the optimal rate allocation in the sense of maximizing the aggregated utility function. We now formulate the problem of optimal resource allocation in an overlay network as the following constrained nonlinear optimization problem:
subject to A A Á x x c c; ð5Þ
We now demonstrate that, by optimizing toward such an objective, both optimal resource utilization and fair resource allocation can be achieved among all multicast receivers.
Pareto Optimality
With respect to optimal resource utilization, we show that the resource allocation is Pareto optimal if the optimization problem P can be solved. Formally, the Pareto optimality is defined as follows:
1. It is obvious that, in overlay multicast, F ¼ H À 1.
TABLE 1 Notations in Section 2
Definition 1 (Pareto optimality). A rate allocation x x ¼ ðx f ; f 2 F Þ is Pareto optimal if it satisfies the following two conditions: 1) x x x x is feasible, i.e., x x ! 0 and (5) and (6) hold, and 2) 8x x 0 which is feasible, if x x 0 ! x x, then x x 0 ¼ x x. In the second condition, The ! relation is defined such that, two vectors x x and x x 0 satisfy x x 0 ! x x, if and only if for all f 2 F , x 0 f ! x f . Proposition 1. A rate allocation x x is Pareto optimal, if it solves the problem P, with increasing and strictly concave utility functions U f ðx f Þ, for f 2 F .
Fairness
By choosing appropriate utility functions, the optimal resource allocation can implement different fairness models among the flows. We illustrate this fact using two commonly adopted fairness models: weighted proportional and max-min fairness.
Definition 2 (weighted proportional fairness). A vector of rates x x ¼ ðx f ; f 2 F Þ is weighted proportionally fair with the vector of weights w f if it satisfies the following two conditions: 1) x x is feasible, and 2) for any other feasible vector x x 0 ¼ ðx 0 f ; f 2 F Þ, the aggregate of proportional changes is zero or negative:
Proposition 2. A rate allocation x x is weighted proportional fair with the weight vector w f , if and only if it solves the problem P, with
As shown in [8] , by the optimality condition (4), this proposition can be derived according to the following relation:
where the strict inequality follows from the strict concavity of U f .
Definition 3 (max-min fairness)
. A vector of rates x x ¼ ðx f ; f 2 F Þ is max-min fair if it satisfies the following two conditions: 1) x x x x is feasible, and 2) for any f 2 F , increasing x f cannot be achieved without decreasing the fair share x f 0 of another flow f 0 2 F that satisfies x f ! x f 0 .
Proposition 3.
A rate allocation x x is max-min fair if and only if it solves the problem P, with
It is now clear that the solution to the primal problem P outlined in (4) to (6) is of significant interest and importance in overlay multicast, due to its favorable properties with respect to achieving both optimal resource utilization and fairness. We claim that achieving such an optimal allocation is nontrivial, even with the excellent theoretical starting point provided by the problem P. The remainder of this paper largely seeks to solve this problem and, thus, achieve optimality with respect to resource allocations among endto-end flows.
By Assumption A1, objective function (4) is differentiable and strictly concave. Also, the feasible region of constraints (5) and (6) is compact. By nonlinear optimization theory, there exists a maximizing value of argument x x for the above optimization problem, which can be solved by Lagrangian method. Let us consider the Lagrangian form of this optimization problem: ;
We then define two new vectors ¼ ð f ; f 2 FÞ and ¼ ð f ; f 2 FÞ as follows: 
Now, (11) becomes
For , l can be understood as the link price of l. Consequently, for , f (12) is the summation of prices of all links that f goes through, or in other words, the network price that f has to pay. These two vectors correspond to the network constraint stated in (5) .
For , f is the relay price that f must pay its parent flow f p for relaying data to f. If f has no parent flow,
f can be understood as its relay benefit for doing so. Now, for , we can interpret f (13) as f's data price, which is the difference of f's relay price f and its relay benefit from all its children
There are four cases:
1. f has both parent and children (flow 3 in Fig. 3 ).
2. f has parent but no children (flows 4 and 5 in Fig. 3 ), where
f has no parent but children (flow 2 in Fig. 3 ), where
4. f has neither parent nor children (flow 1 in Fig. 3) , where
and correspond to the data constraint stated in (6).
Dual Problem
Solving the objective function (4) requires global coordination of all flows, which is impractical in a distributed environment such as the overlay network. In order to achieve a distributed solution, we first look at the dual problem of P as follows:
where
Since f and f are, respectively, the network price and data price of f, it is clear that ð f þ f Þx f is the overall cost for f. Then, Èðx f Þ is f's "net benefit," i.e., the difference of its utility and cost. By the separation nature of Lagrangian form, maximizing Lðx x; ; Þ can be decomposed into separately maximizing Èðx f Þ for each flow f 2 F (Section 3.4.2 in [15] ). Now, we have
By Assumption A1, U f is strictly concave and twice continuously differentiable. Therefore, a unique maximizer of Èðx f Þ exists when
We define the maximizer as below:
By Assumption A1, I f ¼ ½m f ; M f is the feasible region of U f ðx f Þ. Therefore, x f must be no greater than M f and no less than m f . Since U f is concave and the constraints (5) and (6) 
Ã Þ is also primal optimal, given that x f is primal feasible (Proposition 5.1.5 in [16] ). Now, we can claim that once the optimal prices Ã and Ã are available, the optimal rate x Ã f can be achieved by solving (17) . The role of and is two-fold. First, they serve as the pricing signal for a flow f to adjust its rate x f . Second, they decouple the primal problem P (global utility optimization) into individual rate optimization by each flow f 2 F.
Algorithm
We solve the dual problem D using the gradient projection method [15] . In this method, and are adjusted in opposite direction to the gradient rDð ; Þ:
is a step size. Substituting (17) into (16), we have
Dð ; Þ is continuously differentiable since U f is strictly concave [15] . Thus, it follows that
where f p is the parent flow of f.
Substituting (21) into (18), (22) into (19), we have
Equation (23) reflects the law of supply and demand. If the demand for bandwidth at link l exceeds its supply c l , the network constraint is violated. Thus, the link price l is raised. Otherwise, l is reduced. Similarly, in (24) , if f demands a flow rate higher than its parent flow f p , the data constraint is violated. Thus, the relay price f is raised. Otherwise, f is reduced.
2 Also, at time t, when f receives the updated prices ðtÞ and ðtÞ, f ðtÞ and f ðtÞ can be acquired by substituting ðtÞ and ðtÞ into (12) and (13) .
Then, f can adjust the flow rate x f by solving (17) . We present our algorithm in Table 3 . Link l and flow f are deemed as entities capable of computing and communicating. 3 Let us define
UðlÞ;
Theorem 1. Assume that 0 < < 2=" " Y Y " Z Z, starting from any initial rates m f x f ð0Þ M f , and prices ð0Þ ! 0 and ð0Þ ! 0, every limit point ðx x Ã ; Ã ; Ã Þ of the sequence ðx xðtÞ; ðtÞ; ðtÞÞ generated by the algorithm in Table 3 is primal-dual optimal.
We collect all notations appearing in this section into Table 2 .
Example
We use the example in Fig. 3 to illustrate the algorithm. We set U f ðx f Þ ¼ lnðx f Þ for each f 2 F. The range of U f is I f ¼ ½1; 1Þ. The resulting optimal rates are x
One might wonder if the same result can be obtained if we first acquire the optimal rates by treating each f as independent unicast flow, then enforce the data constraint. We now verify this conjecture. In the first step, we temporarily remove constraint (6) in problem P. Consequently, the relay price vector is removed from the Lagrangian form (10) .
is also removed. In fact, the problem falls back to the unicast flow rate allocation, whose details can be found in [9] . Reflected in the algorithm, the rate adaptation function is modified as
Finally, we get a different set of optimal rates:
In the second step, we reapply constraint (6) to this set of rates. As a result, x Ã 3 is changed to 3, in accordance with its parent flow rate x Ã 2 . Now, the aggregate utility is
682, which is suboptimal to the original result.
The reason lies at the link from Host 1 to R 1 (Fig. 3b) . Flows 1 and 2 share this bottleneck link. In the alternative approach, these two flows equally share the bottleneck bandwidth. In fact, flow 2 has a subtree of children flows, while flow 1 has no children at all. Apparently, flow 2 should be assigned more bandwidth, as it can get more relay benefit to increase the utility of its children, hence, the aggregate utility. This example confirms our argument that both network constraint and data constraint have to be simultaneously addressed, which is a unique property of 2. Equations (22) and (24) do not apply when f has no parent flow (flow 1 in Fig. 3 ). In this case, f will always be 0. For the same reason, the Relay Price Update part in Table 3 is only for those flows which have a parent flow 3. As these assumptions do not hold in practice, Section 5 will discuss the implementation issues of our algorithm. the optimal resource allocation problem in overlay multicast.
DISTRIBUTED ASYNCHRONOUS ALGORITHM
So far, our algorithm has assumed that the flow rate updates and link/relay price updates are synchronized within the entire overlay session at times t ¼ 1; 2; . . . . In realistic network environments, however, such synchronization is extremely expensive, if not impossible, to maintain. In this section, we improve the algorithm to an asynchronous setting, where different links or flows update their rates or prices at different times.
Asynchronous Model
We first introduce the asynchronous model used by our algorithm. Let T ¼ f0; 1; 2; . . .g be the set of time instances at which either a flow rate or a link/relay price is updated. We define
T
f T -the set of time instances at which a flow f updates its relay price f . We further make the following assumption:
. A4. There exists a positive integer T such that 1) for every flow f and link l, the time between consecutive updates is bounded by T for both price and rate updates; 2) the one-way communication delay between any two entities (links or flows) is, at most, T time units.
Link Price Update
In the asynchronous model, a link l, which updates its price l at time t 2 T l , may not have the knowledge of rate information x f ðtÞ of all flows going through it, i.e., f 2 FðlÞ. Instead, it only keeps track of all recent rate updates x f ðt 0 Þ, which satisfy ðt À T Þ t 0 t, and calculates f's estimated ratex x l f ðtÞ by using a weighted average of these values:
Then, link l computes its price according to
Note that at all times t = 2 T l , l stays unchanged, i.e., l ðt þ 1Þ ¼ l ðtÞ.
Relay Price Update
The relay price is updated in a similar way. A flow f collects all recent rate updates of its parent flow x f p ðt 0 Þ, which satisfy ðt À T Þ t 0 t and calculates its estimated ratex x f p f ðtÞ by using a weighted average of these values:
Then, f computes its price according to
Note that, at all times, t = 2 T f , f stays unchanged, i.e., f ðt þ 1Þ ¼ f ðtÞ.
Flow Rate Update
To update the flow rate, a flow f needs to first acquire the estimated prices lf ðtÞ of all links it goes through, i.e., l 2 LðfÞ, and the estimated prices 
Then, flow f computes its rate according to:
where f ðtÞ ¼ P l2LðfÞ
lf ðtÞ, and
Note that, at all times, t = 2 T f , x f stays unchanged, i.e., x f ðt þ 1Þ ¼ x f ðtÞ.
Algorithm
We present the asynchronous algorithm in Table 4 . Link l and flow f are deemed as entities capable of computing and communicating. 4 In this algorithm the elements of T can be viewed as the indices of the sequence of physical times at which updates to either prices or rates occur. The sets T f , T f , and T f , as well as the physical times they represent, need not be known to any other nodes since their 4 . Again, as these assumptions do not hold in practice, Section 5 will discuss the implementation issues of our algorithm.
TABLE 4 Notations in Section 4
knowledge is not required in the price and rate computation. Thus, there is no requirement for synchronizing the local clocks at different nodes.
Theorem 2.
Assume that the step size is sufficiently small, then starting from any initial rates m f x f ð0Þ M f , and prices ð0Þ ! 0 and ð0Þ ! 0, every limit point ðx x x x Ã ; Ã ; Ã Þ of the sequence ðx xðtÞ; ðtÞ; ðtÞÞ generated by the algorithm in Table 5 
PROTOCOL DESIGN AND IMPLEMENTATION
The algorithm presented in Section 3.3 treat each flow f and link l as entities capable of computing and communicating. In practice, we propose to let end hosts delegate the tasks of f and l. This idea has not been explored by existing works [9] , [11] , which assume that the network link (actually the router connected to it) is capable of measuring flow rates, calculating link price, and, hence, updating the price signal to the end host, none of which exists in the current Internet.
However, this assumption is not valid in the context of overlay network, whose fundamental design objective is to leave the existing infrastructure unchanged. Therefore, our protocol design and implementation should purely depend on the coordination of end hosts. We collect all notations appearing in this section into Table 6 .
Assumptions
First, we assume that a flow f's rate is controlled and adjusted by the end host, denoted as the flow owner, O f . If the flow rate adaptation is receiver-based, O f is the receiver of f. Otherwise, in sender-based rate adaptation, O f is the sender of f. Second, we assume that each end host h is connected to only one router, i.e., it has only one access link. Thus, this link is shared by all flows originated and terminated at h. Our observation is that most end hosts today have only one activated network interface to the Internet.
Third, we assume that the underlying route of a flow path can be found by network path finding tools such as traceroute. This enables a receiver to have explicit knowledge of what physical links are passed from the sender to itself. In our implementation, each receiver updates its flow route information to the server upon joining the overlay multicast, or when the route is changed. Considering the fact that most routes in the Internet today are relatively stable [17] , the update overhead is small.
Our final assumption is that the available bandwidth of each physical link can be measured by tools such as pathchar, pathchar and pathrate, pathrate in an end-to-end manner. Note that we do not need to measure each individual physical link separately. For two adjacent links l and l 0 , if they are shared by the same set of flows (F ðlÞ ¼ Fðl 0 Þ), they can be seen as one link from end-to-end perspective. The available bandwidth of this link is the smallest available bandwidth of l and l 0 . This "merging" process generally applies for the case of a chain of links.
Protocol
In this protocol, each physical link l is assigned to an end host, denoted as D l , which delegates the task of l. D l measures the available bandwidth of l. Now, since each link l or flow f is assigned to an end host, we see that assumption A4 in Section 4 can be satisfied if the one-way communication delay between any two end hosts within the overlay multicast session is bounded by T time units. Therefore, the asynchronous algorithm in Table 5 can be directly applied.
Note that to calculate the data price f ðt þ 1Þ, a flow f must know its own relay price f ðtÞ and estimated relay prices of its child flows f 0 f ðtÞ (f ! f 0 ). By (28) , the relay price of f 0 is calculated based on its own rate x f 0 ðtÞ and the estimated rate of its parent flowx x ff 0 ðtÞ. This means that each time f 0 updates its relay price, it can simply send its rate x f 0 ðtÞ to its parent flow f, and f is still able to derive its relay price f 0 ðtÞ by (27) , if 1) f remembers its own rates in the previous T time units: x f ðt 0 Þ (t À T t 0 t), and 2) f knows the weights f 0 assigns to each of them:
f 0 f ðt 0 ; tÞ. While the first condition is easily achievable, the second one can also be satisfied if all hosts agree upon a certain update policy as described at the end of Section 4. From the flow owner's point of view, O f can independently calculate f ðt þ 1Þ if it receives the stream rate reports from all hosts in the set N ðfÞ:
In this way, we remove the need for a relay price update. We do so mainly to save messaging overhead. Now, we show how it is done. For all flows sharing l, we collect their owners into a set CðlÞ as below:
ð33Þ
Consider an end host h, which is both the flow owner O f of some flow f, and the link delegate D l of some link l. Then, it is possible that N ðfÞ \ CðlÞ 6 ¼ . Therefore, messaging overhead can be saved if we maximize this intersection set by choosing O f or D l in some appropriate way. While O f is statically assigned to either receiver or sender of f, we make the following rules on choosing D l :
1. It must satisfy that D l 2 CðlÞ. 2. If l is an access link connecting some end host h, then it follows that D l ¼ h, if the first rule is not violated. We use the same example in Fig. 3 to illustrate the above rules. In Fig. 4 , a host is grayed if it acts as the delegate of some links. Each link l is marked with CðlÞ, the set of all hosts sharing l. Inside CðlÞ, the bolded one is the selected link delegate. In Fig. 4a , the link from R 1 to R 2 is delegated by host 3 (based on Rule 1). In this way, it saves to send a message to itself. Host 3 also delegates the access link from itself to R 2 (based on Rule 2), as this link is shared by all its child flows (recall the second assumption in Section 5.1). Therefore, the owners of the child flows, hosts 4 and 5, belong to both N ðfÞ and CðlÞ. As a result, they only need to report their stream rates to host 3 once.
We present the protocol in Table 8 . The message formats are listed in Table 7 . There are two types of messages: Flow Rate Report (FRR) and Link Price Update (LPU). Each end host h maintains the following sets.
1. IP h caches all received LPU messages. 2. IR h caches all received FRR messages. By the asynchronous algorithm in Table 5 , h also needs to maintain a set containing all time instances at which it sends out FRR messages on behalf of all flows it owns, and all time instances at which it sends out LPU messages on 
Discussions
Our protocol requires the receiver/sender of each flow f to be aware of the physical routes of a subset of other flows, which share certain links with f. Our implementation chooses a centralized approach, where the server (host 0 in Fig. 4 ) collects the physical route information of all flows, and then constructs the global topology accordingly. In this way, the server is able to arbitrate the selection of D l for each link l. When a new node joins the multicast, a new flow f is created. The flow owner OðfÞ finds all physical links along the unicast route and reports the new route information to the server. The server in turn incorporates such information to create the up-to-date global topology. Of all links along the new route, some are new, and some are already included in the existing topology. For the new links, the server simply assigns the new flow owner OðfÞ to be their delegates. For an old link l, the server first notifies the OðfÞ of its delegate D l and then notifies D l to expand its flow set CðlÞ to include the OðfÞ. When some node h leaves the multicast, the server updates the global topology by removing the corresponding physical route. It then contacts the delegate of each link along this route to remove h from its flow set. If h turns out to be the delegate of certain link l, the server first removes it from the flow set CðlÞ and then sees whether the set becomes empty. If so, l does not belong to the multicast anymore and is simply discarded. Otherwise, the server chooses one node in CðlÞ as the new delegate and notifies other nodes in the same set.
Besides the above centralized scheme, we can use distributed publish/subscribe mechanisms to group together end hosts sharing certain physical link. Without the server arbitration, the link delegate selection can also be achieved by election or first-come-first-serve (the delegate of l is chosen to be the oldest member in the flow set C l ).
In the ideal condition, optimal rate allocation should fully utilize the physical link capacity. However, over networks with aggregate traffic such as the Internet, saturating the link often results in increased delay, which is not desired by applications requiring delay bound. In this case, our solution can be simply modified to operate below the saturation point to ensure delay bound at the price of suboptimal link utilization. Reflected in our protocol, this can be done through manipulation of link prices. Since the price of a link is generated based on its available bandwidth, it can be raised by understating the amount of available supply, i.e., available bandwidth. In light of the price change, the end hosts will suppress their demands, i.e., streaming rates. Eventually, the entire system will still converge to fair resource allocation where the delay bound of each individual flow is satisfied. 
Experimental Setup
We use the Boston BRITE [20] topology generator to set up our experimental network. We choose the hierarchical topology model, as shown in Fig. 5 . We first generate an AS-level topology consisting of 10 nodes. Each node in the AS-level topology generates a router-level topology of 100 nodes. Therefore, the size of our experimental network is 1,000 nodes. Each overlay node is an end host attached to a single router. The bandwidths of all links in Fig. 5 are uniformly distributed between 10 and 100 Mbps. The average propagation delay of each individual link is 1.20 ms.
A single overlay multicast session runs on our experimental network. The multicast tree is constructed as follows: Each new host h attaches itself to one of the existing multicast members, which is closest to h in terms of end-to-end latency and whose degree in the multicast tree is less than k. In our experiment, k ¼ 4.
Flow Rate Convergence
We first test the performance of our solution at converging to the optimal flow rate. We setup an overlay multicast session of 10 members. The multicast tree is shown in Fig. 6 . Host 0 is the server. Initially, host 1 joins the session. In every minute thereafter, a new member joins. Each member updates its flow rate every 0.1 second. The utility function of every flow f is U f ðx f Þ ¼ lnðx f Þ. The minimal rate (m f in (17)) is 1 Mbps. The maximal rate (M f in (17)) is 35 Mbps.
We first show the result of synchronous algorithm (Table 3) , where the step size ( in (18) and (19)) is 0.0005. Fig. 7 shows the rate adaptation procedure of flows 1 and 3. We can see that the computed rates track close to the optimal rates. They are disturbed when new members join the multicast session, but quickly converge back to the optimal rates within no more than 200 iterations.
The final optimal rates of all flows are shown in Table 9 . The aggregate utility is
We also compute the optimal rates using the unicast-based resource allocation mechanism reported in [9] , without considering the data constraint. These rates are then adjusted so that they are no higher than their parent flow rates (as listed in parentheses). The aggregate utility of all adjusted flow rates is 30.83, which is suboptimal to the result of overlay-based mechanism.
We also measure the performance of asynchronous algorithm (Table 5) . Here, the step size ¼ 0:00005, the average link price and flow rate updates on each node is 10 ms, and the estimation window T ¼ 100 ms. First, the algorithm converges to the same optimal rates shown in Table 9 . Second, as shown in Fig. 8 , the rate adaptation procedures of flow 1 (using Latest Update Only policy) and flow 3 (using Latest Average policy) follow the same pattern as in Fig. 7 : The curves stay close to the track of the optimal ones, and are disturbed when new members join the multicast session but quickly converge back to the optimal rates within no more than 20 seconds. 
Utility, Rate, and Link Utilization
We compare the performance of our solution and the unicast-based resource allocation scheme as we further grow the multicast session. Fig. 9 shows that our approach always results in higher aggregate utility than the unicast-based scheme, which is supported by our theoretical evidence.
Interpreted in terms of streaming rates, higher aggregate utility means higher average streaming rate of all receivers (Fig. 10 ) and higher average link utilization ratio (Fig. 11) . Note that when computing the link utilization, we only count links which are included within the multicast. Therefore, the decreased utilization ratio is mainly caused by the increased number of links as the multicast session expands.
Link Measurement Overhead
We now proceed to evaluate the performance of our protocol. One of its tasks is to periodically measure the available bandwidths of network links, through which the overlay flows travel. The network price of a flow can be determined only when the available bandwidths of all links along its path is known. Now we measure the overhead of this task. Fig. 12a shows the number of links the overlay multicast tree contains. This number grows sublinearly when we expand the tree size because, as the number of flows increases, many of them begin to share some common links. Relaxing the degree constraint (k) also helps to reduce the link number since more receivers can choose to stream from their closest neighbors, which shortens the flow's physical route. The figure also shows that, when k ¼ 4, the link number is already very close to the unconstrained case (k ¼ 1). Finally, when we adopt the "link merging" approach (introduced in Section 5.1) by treating adjacent links sharing the same set of flows as one link, the number of links can be further reduced. The reduction factor gradually dwindles from 50 percent (100 flows) to 23 percent (1,000 flows) as the multicast session expands. The reason for this diminishing return is that, when the network is saturated by more flows, the flow set of each link becomes more diversified, which makes it less likely for two adjacent links to happen to share exactly the same set of flows. Fig. 12b shows the average link measurement overhead per host, where the receiver-based protocol exhibits great scalability. The average number of link measurement operations per receiver slightly decreases as the multicast session expands. This phenomenon corresponds to the sublinear growth of link number in Fig. 12a . However, for the sender-based protocol, the same overhead is almost doubled, although the sender-based approach is more efficient than the receiver-based approach in terms of overall measurement overhead. Since there are fewer senders than receivers and only senders are entitled to participate the link measurement, the average load on each sender is aggravated, compared to the receiver-based protocols. Furthermore, relaxing the degree constraint also has a negative effect here: Increasing k results in even fewer number of senders. Thus, each sender can be further overloaded.
Messaging Overhead
Another task of our protocol is exchanging LPU and FRR messages among end hosts to facilitate the link price update and flow rate adaptation. We now evaluate the messaging overhead. Fig. 13a shows the overall messaging overhead, the total number of messages sent out in one round of flow rate adaptation. Note that since our protocol is asynchronous, we cannot strictly indicate which message belongs to which round. Instead, we measure the messaging overhead in a larger time scale (1,000 times the average update interval) and take the average overhead per interval as the result. We observe that the sender-based approach is more efficient than the receiver-based approach. This observation can be illustrated by the example in Section 6.4. Consider a link l shared by two flows, which have the same sender. In the receiver-based approach, the receivers of these flows have to exchange FRR messages to each other in order to calculate the price of l. In the senderbased approach, the sender owns both flows on l, which enables it to calculate the price of l independently without any message exchange. Fig. 13b shows that the average messaging overhead per host remains stable as the size of the multicast session grows. Fig. 14 shows the messaging overhead when we piggyback the message packet into the data packet if two of them share the same source and destination. Compared to the results in Fig. 13 , the average message saving is 30 percent. The lowest message saving is 27 percent for the receiverbased protocol when k ¼ 3. The highest message saving is 31 percent for the sender-based protocol when k ¼ 1.
In both Fig. 13 and Fig. 14 , we find out that increasing k results in less messaging overhead, since it helps reduce the number of links in a multicast session (Fig. 12a) , which in turn helps reduce the total number of messages for link price calculation.
We conclude the experimental results of Section 6.4 and 6.5 as follows: First, the sender-based approach is more efficient than the receiver-based approach on both messaging and link measurement overhead. The fundamental reason is that in the receiver-based approach, the flow information are distributed within the group of receivers, which contains all multicast members. In the sender-based approach, the same information are limited within the group of senders, a subset of multicast members. Clearly, a smaller group introduces less communication and control overhead. However, the side effect is that each individual member in this group can be overloaded compared to the receiver-based approach, regarding the link measurement overhead. Second, the protocol overhead is affected by the way the multicast tree is built: Increasing k results in fewer number of network links in a multicast session; thus, fewer messages are required for link price calculation. However, doing so might cause a host to have too many children, which becomes the bottleneck to further increase the streaming rate. Finally, piggybacking messages to data packets also help to reduce significant messaging overhead for both sender-based and receiver-based protocols.
RELATED WORK
Due to the difficulty of deployment of IP multicast, algorithms promoting application-layer overlay multicast have recently been proposed as remedial solutions, focusing on the issue of constructing and maintaining a multicast tree. The common objective is to perform multicast with only unicasts between end hosts, and to minimize the inefficiency brought forth by link stress and stretch. Narada's method [2] , for example, constructs trees in a two-step process: It first constructs an efficient mesh among members, and in the second step it constructs a spanning tree of the mesh. Soon realizing the tremendous potential of such a new communication paradigm, many studies start to extend its usage into a variety of network and application designs, such as data/ service indirection [21] , resilient routing [22] , and peer-topeer streaming [23] , etc. Our study further expands the boundary by proposing to achieve multirate multicast streaming in the setting overlay network.
The price-based resource allocation strategies have been extensively explored in the context of IP unicast and multicast. In [7] and [8] , Kelly et al. associate a shadow price with each network link. The prices work as signals to reflect the traffic load and the end hosts choose a transmission rate to optimize its net benefit, i.e., the difference of its utility and network cost. Low et al. [9] presents a distributed algorithm based on the dual approach of the same problem, while Kunniyur and Srikant [10] use a penalty-based approach. Kar et al. are the first to apply the price-based resource allocation mechanism into multirate multicast. They design a distributed algorithm using subgradient projection and proximal approximation techniques [15] . Then, in [12] , they propose a low-overhead implementation of the algorithm, which associates a congestion bit with each link to replace the explicit price signal.
The fundamental difference of our work from the above ones, as we have argued in Section 1, is that our resource allocation scheme incorporates the data constraint, a unique challenge only taking place in the scenario of overlay multicast. Plus, all previous works require the underlying network to be capable of measuring network traffic and calculating and communicating price signals, which obviously is an unrealistic assumption in the context of overlay network. For the purpose of practicability, our protocols are designed to purely depend on the coordination of end hosts. Besides the price-based schemes, network resource allocation can be also achieved via fair packet scheduling at routers. Zhong [24] provides an excellent survey for works in this domain.
In this study, we assume the utility function of overlay multicast to be continuous. For applications with noncontinuous utility function, such as layered video, the solution, which guarantees optimal resource utilization, may not exist at all [25] . Hence, our approach can only achieve the best possible resource efficiency. Practically, the optimal rate allocation returned by our solution only indicates achievable, not actual, rates. In the case of layered streaming, the receiver can maximally utilize the achievable rate by maximizing the number of layers allowed by it.
The solution presented in this paper is targeted on single-tree multirate overlay multicast. Recent studies [26] , [27] , [28] show that building multiple trees or mesh can greatly help exploiting network resources. However, as revealed in our latest study [13] , finding the tree(s) with the best allocation is an intractable problem since there exist exponential number of ways to construct a tree. Overall, it remains an open question of whether the nonlinear optimization framework can be extended to incorporate such a new paradigm.
CONCLUDING REMARKS
In this paper, we target the problem of optimal network resource allocation in overlay multicast. We identify both theoretical and practical challenges from this problem. Theoretically, resource allocation among overlay flows is not only subject to the network capacity constraint, but also the data availability constraint due to the dual role of end hosts as both receiver and senders. Practically, our solution has to be purely end-host-based in accordance with the design objective of overlay network. With respect to these challenges, we propose a distributed algorithm, which maximizes the aggregate utility of all multicast members, subject to both network and data constraints. We then implement our algorithm in a series of protocols purely depending on the coordination of end hosts. Our experiments prove the scalability and efficiency of our solution.
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