x n , n ≥ 1, where a j ni ∈ 0, 1 for all j ∈ {1, 2, . . . , r}, n ∈ N and i 1, 2, . . . , j. In this paper, weak and strong convergence theorems of the sequence {x n } to a common fixed point of a finite family of nonexpansive mappings T i i 1, 2, . . . , r are established under some certain control conditions.
Introduction
Let X be a real Banach space, C a nonempty closed convex subset of X, and T : C → C a mapping. Recall that T is nonexpansive if Tx − Ty ≤ x − y for all x, y ∈ C. Let T i : C → C, i 1, 2, . . . , r, be nonexpansive mappings. Let Fix T i denote the fixed points set of T i , that is, Fix T i : {x ∈ C : T i x x}, and let F : If r 2 and a 2 n1 : 0 for all n ∈ N, then 1.1 reduces to a generalization of Mann and Ishikawa iteration given by Das and Debata 5 and Takahashi and Tamura 6 . This scheme dealts with two mappings:
where {a 
Preliminaries
In this section, we recall the well-known results and give a useful lemma that will be used in the next section.
Recall that a Banach space X is said to satisfy Opial's condition 7 if x n → x weakly as n → ∞ and x / y imply that lim sup n → ∞ x n − x < lim sup n → ∞ x n − y . A finite family of mappings T i : C → C i 1, 2, . . . , r with F : 
for all x, y in B r {x ∈ X : x ≤ r}, λ ∈ 0, 1 , where 
for all x i ∈ B r and all α i ∈ 0, 1 i 1, 2, . . . , n with
Proof. Clearly 2.3 holds for n 1, 2, by Lemma 2.1. Next, suppose that 2.3 is true when n k − 1. Let x i ∈ B r and α i ∈ 0, 1 , i 1, 2, . . . , k with
. By Lemma 2.1, we obtain that 
2.6
Hence, we have the lemma.
Main Results
In this section, we prove weak and strong convergence theorems of the iterative scheme 1.1 for a finite family of nonexpansive mappings in a uniformly convex Banach space. In order to prove our main results, the following lemmas are needed. The next lemma is crucial for proving the main theorems. Proof. Let p ∈ F. For each n ≥ 1, we note that
x n − p x n − p .
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It follows from 3.1 that
3.2
By 3.1 and 3.2 , we have
3.3
By continuing the above argument, we obtain that
In particular, we get x n 1 − p ≤ x n − p for all n ∈ N, which implies that lim n → ∞ x n − p exists. ii For i ∈ {1, 2, . . . , r}, we have
3.8
It follows from i that
iii For i ∈ {1, 2, . . . , r}, it follows from i that Proof. Let p ∈ F. Then by Lemma 3.1, lim n → ∞ x n − p exists and x n 1 − p ≤ x n − p for all n ≥ 1. This implies that d x n 1 , F ≤ d x n , F for all n ≥ 1, therefore, we get lim n → ∞ d x n , F exists. By Lemma 3.2 ii , we have lim n → ∞ T i x n − x n 0 for each i 1, 2, . . . , r. It follows, by the condition B that lim n → ∞ f d x n , F 0. Since f is nondecreasing and f 0 0, therefore, we get lim n → ∞ d x n , F 0. Next we show that {x n } is a Cauchy sequence. Since
