Answering the question of existence of efficient quantum algorithms for NP-hard problems require deep theoretical understanding of the properties of the low-energy eigenstates and long-time coherent dynamics in quantum spin glasses. We discovered and described analytically the property of asymptotic orthogonality resulting in a new type of structure in quantum spin glass. Its eigenspectrum is split into the alternating sequence of bands formed by quantum states of two distinct types (x and z). Those of z-type are non-ergodic extended eigenstates (NEE) in the basis of {σz} operators that inherit the structure of the classical spin glass with exponentially long decay times of Edwards Anderson order parameter at any finite value of transverse field B ⊥ . Those of x-type form narrow bands of NEEs that conserve the integer-valued x-magnetization. Quantum evolution within a given band of each type is described by a Hamiltonian that belongs to either the ensemble of Preferred Basis Levi matrices (z-type) or Gaussian Orthogonal ensemble (x-type). We characterize the non-equilibrium dynamics using fractal dimension D that depends on energy density (temperature) and plays a role of thermodynamic potential: D = 0 in MBL phase, 0 < D < 1 in NEE phase, D → 1 in ergodic phase in infinite temperature limit. MBL states coexist with NEEs in the same range of energies even at very large B ⊥ . Bands of NEE states can be used for new quantum search-like algorithms of population transfer in the low-energy part of spin-configuration space. Remarkably, the intermitted structure of the eigenspectrum emerges in quantum version of a statistically featureless Random Energy Model and is expected to exist in a class of paractically important NP-hard problems that unlike REM can be implemented on a computer with polynomial resources.
Answering the question of existence of efficient quantum algorithms for NP-hard problems require deep theoretical understanding of the properties of the low-energy eigenstates and long-time coherent dynamics in quantum spin glasses. We discovered and described analytically the property of asymptotic orthogonality resulting in a new type of structure in quantum spin glass. Its eigenspectrum is split into the alternating sequence of bands formed by quantum states of two distinct types (x and z). Those of z-type are non-ergodic extended eigenstates (NEE) in the basis of {σz} operators that inherit the structure of the classical spin glass with exponentially long decay times of Edwards Anderson order parameter at any finite value of transverse field B ⊥ . Those of x-type form narrow bands of NEEs that conserve the integer-valued x-magnetization. Quantum evolution within a given band of each type is described by a Hamiltonian that belongs to either the ensemble of Preferred Basis Levi matrices (z-type) or Gaussian Orthogonal ensemble (x-type). We characterize the non-equilibrium dynamics using fractal dimension D that depends on energy density (temperature) and plays a role of thermodynamic potential: D = 0 in MBL phase, 0 < D < 1 in NEE phase, D → 1 in ergodic phase in infinite temperature limit. MBL states coexist with NEEs in the same range of energies even at very large B ⊥ . Bands of NEE states can be used for new quantum search-like algorithms of population transfer in the low-energy part of spin-configuration space. Remarkably, the intermitted structure of the eigenspectrum emerges in quantum version of a statistically featureless Random Energy Model and is expected to exist in a class of paractically important NP-hard problems that unlike REM can be implemented on a computer with polynomial resources.
The structure of the low-energy eigenstates and longtime coherent dynamics in quantum spin glasses is yet to be understood. Until now the main emphasis was on the study of the thermodynamical quantities and equilibrium phase diagrams. Rapid advances in quantum computation in recent decades brought a significant interest in understanding the coherent dynamics related to the quantum algorithms for discreet optimization and search problems, such as Quantum Annealing [1] [2] [3] [4] [5] [6] [7] [8] [9] , Quantum Approximate Optimization [10] and Population Transfer [11, 12] .
The connection between the properties of classical frustrated disordered systems and the structure of the solution space of random discreet optimization problems has been noted first by Fu and Anderson [13] . Energy landscapes in these problems are characterized by the presence of a large number of deep local minima far away from each other in spin-configuration space. This structure is at the root of computational hardness of optimization problems that require exponential resources on a classical computer [14] .
In quantum computing applications the spin glasses dynamics is often described by a Hamiltonian
Here the first term encodes a discreet optimization problem with an energy function E(s) defined over the set of 2 n configurations of n Ising spins s = (s 1 , s 2 , . . . , s n ), where s k = ±1. It is diagonal in the eigenbasis {|s } of {σ k z } n k=1 operators to be referred to as the computational basis. In the second term B ⊥ denotes the transverse field that gives rise to tunneling between the quantum states defined within individual spin-glass valleys.
To understand the performance of quantum algorithms in spin glass models one should note that the number of possible transitions from a given state |s grows exponentially with the number d of spin flips during the transition. This rapid growth can partially cancel the rapid decrease of the tunneling matrix elements with d and lead to the eigenspectrum [11] that is qualitatively different from the finite-dimensional single-particle systems. The ergodic and localized parts of the spectrum are separated by the new phase of non-ergodic extended eigenstates (NEE) [15] . They are sparse superpositions of spin configurations corresponding to deep local minima within narrow energy belt at the tail of the density of states. These states are known to form bands with a rich structure of many-body correlations, including multifractal features, in both configuration and energy spaces [16] . This potentially makes such states of a substantial interest to quantum discreet optimization and machine learning [17, 18] .
Until now the quantum dynamics associated with NEEs has been neither discovered nor described in practically relevant and implementable spin glass models. This problem remains challenging due to the extreme complex-ity of the distribution of the tunneling matrix elements between the local minima of the spin glass energy landscape. Computing this distribution numerically can only be done via direct diagonalization for a relatively small number of spins where finite size effects dominate. As will become apparent below it also cannot be obtained with perturbative methods such as Forward Scattering Approximation (FSA).
There exist a broad class of random discreet optimization problems with important practical applications such as Number Partitioning Problem, [19, 20] , Multiprocessor Scheduling [21] , Knapsack [22] , Binary Quadratic Programming, etc., that deal with high precision integer numbers and can be mapped onto classical Ising spin models with 2-spin interactions. These models can be encoded in a quantum circuit with a parameter set P polynomial in n. Rigorous analysis shows [23] [24] [25] that the statistical properties of these models in the low energy part of the spectrum are identical to those of the Random Energy Model (REM) [26] . This model is also important in its own right as a solvable example of a classical spin glass that arises in the theory of structural glasses [27] and the error correcting codes in information theory [14] .
In REM the energies E(s) are samples from the zeromean normal distribution with standard deviation σ √ n. The density of states equals
The aforementioned models share several crucial properties (as illustrated in SM): (i) the energies in the low part of the spectrum |E(s)| = O(n), and the corresponding spin configurations are statistically independent from each other; (ii) the energy function E(s) can be written in such a form that low energy states satisfy 0 > E(s) = O(n), the typical value of |E(s)| and the width of its distribution are O(n 1/2 ), and flipping one spin in a low energy configuration changes energy by O(n). In that region all states are deep local minima separated by O(n) spin flips.
Despite lack of statistical correlations in the above models the specific many-body structure of NEE is encoded by the same parameter set P as the model instance itself. This can potentially be used for data classification in analogy with quantum Boltzmann machines [18, 28] .
These properties of the REM give rise to the two types of thermodynamic phases for its transverse field quantum version (QREM) with Hamiltonian (1). They are separated by the transition line B ⊥ (β) = β arccosh( 1 2 exp(β √ log 2)) where β is inverse temperature. In the first type B ⊥ > B ⊥ (β) the free energy of the system is that of the independent spins in transverse field with finite temperature-dependent magnetization along x axis. In the second type B ⊥ > B ⊥ (β) the free energy equals to that of the classical REM and x-magnetization is zero. A naive inference of the properties of non-equilibrium dynamics from the above picture suggests that for B ⊥ > B ⊥ (β) the initial state |s corresponding to a spin configuration s with low-lying energy |E(s)| = O(n) quickly decays into the eigenstates of the system with finite values of S x = O(n), each dominated by the classical energies E(s) = O( √ n). However a detailed analytical solution of nonequilibrium dynamics of QREM (1) reveals a qualitatively different picture: in a broad range of transverse fields
most of the states |s corresponding to low-energy spin configurations are either exponentially (in n) long-lived or localized. This picture is a result of the remarkable intermittency feature in the low energy part of the eigenspectrum of H. The eigenspectrum is partitioned into the alternating sequence of bands of two qualitatively different types, which will be called x-type and z-type. Eigenstates of z-type compose the rest of the lowenergy spectrum outside of the exponentially small ∼ Γ x m vicinities of the energy values −2B ⊥ m. For sufficiently low energies |cE(s)| = O(n) the z-states are Many Body Localized (MBL) and their wave-functions are each peaked at a single local minimum and has a weak admixture of the states from the middle of the spectrum E(s) = O(n 1/2 ). As will be shown below, above the MBL phase the z-eigenstates form NEE minibands via hybridization of the exponentially many in n computational basis states |s from narrow intervals of the classical energies with the width O(1/n). These basis states are separated by a large number of spin flips, their average x-magnetization is zero, and the tunnelling matrix elements between them are exponentially small in n, which is at the root of their longevity as will be shown below.
Starting from a computational basis state with energy E the quantum evolution is confined within the corresponding z-miniband and can be described by an effective
Hamming distance (17) . Inside this region the ρ-dependence of V is entirely due to the binomial factor in (16) . The expression for V (nρ, a) outside this region is given in SM. The inset is the plot of the exponential factor θ(a) in V (16). (d). Cartoon of the log-plot of the density of states ln ρz(|E|) vs |E| for z-miniband (red) and ln ρx(|E|) vs |E| for x-miniband (blue). ln ρx(|E|) is peaked around |E| = B ⊥ |n − 2m|, m ∈ [0, n] (eigenvalues of HD (1)) with peaks coalescing in the region |E| = O(n 1/2 ). Peak heights are decreasing with increasing |E|. Thin red lines in inset depict z-minibands. For m > 0 the width Γ x m is at least 2 −n/2 and the ratio Γ
downfolded Hamiltonian H defined over a subset S of computational basis states |s with low-lying energies inside the strip [E − W/2, E + W/2], where W B ⊥ . The projection of the eigenstate |Ψ of the full Hamiltonian H |Ψ = λ |Ψ onto the low-energy subset S is a solution of the nonlinear eigenproblem
where Ψ s ≡ s|Ψ , s ∈ S and G(λ) is a Green function defined over the complement S of the subset S in the Hilbert space so that
and P = s∈S |s s| is the projector onto S . We first solve Eq. (4) by neglecting the exponentially small in n off-diagonal matrix elements Λ s,s (λ). The eigenvalues are given by a series expansion in 1/n
Here the energy shifts depend quadratically on B ⊥ because the change in energy after a single spin flip O(n) is much larger than transverse field B ⊥ and disorder strength O(n 1/2 ). We choose the width W to be much larger than the state-dependent dispersion of the energy shifts neglected in (7)
Including the off-diagonal matrix elements in (4) will give rise to the repulsion between the eigenvalues (7). Off-diagonal matrix elements: The transverse field Hamiltonian
x connects the states separated by one spin flip. Due to the statistical independence of the states in the low-energy subset S the typical Hamming distance between them (number of spin flips) is d = n/2 and the typical smallest distance is extensive d = O(n). Therefore, the effective matrix element Λ s,s for the coupling between the two states corresponds to the sum over all elementary spin-flip processes with large number of spin flips. Each process begins in the state |s ∈ S and reaches a high-energy state with typical energy |E(s)| = O( √ n) in one spin flip, overcoming a large energy gap O(n). It then proceeds through virtual high-energy states, and returns back to the subset S only at the last step, at the state |s , see Fig. 1 
(a).
Despite this deceptively simple picture, the leading order term in the perturbation theory in B ⊥ does not capture the behavior of the off-diagonal matrix element Λ s,s =s even qualitatively in the regime nB ⊥ /|λ| ≥ 1. There exists a cancellation between the leading order and higher order in B ⊥ terms containing loops, i.e., multiple visits of the high-energy virtual states, see Fig. 1 
(d).
The long spin-flip paths in the above picture correspond to the tunneling processes with energy λ connecting the deep minima separated by an energy barrier O(n). Typical fluctuations of the barrier height E(s) = O( √ n) are relatively small compared to its mean and determined by the width of the classical density function ρ(E) (2), see Fig. 1(a) .
The effect of the barrier fluctuations {E(s)} s∈S on Λ, Eq. (5), can be inferred from the infinite series expansion of the Green function G(λ) in terms of the disorder Hamiltonian H 0 given in (6),
Here G(λ) is a random quantity determined by the instance of the disorder H 0 . The bare Green function G 0 (λ) describes tunneling under the barrier without scattering off the height fluctuations. We begin by computing the disorder average G(λ) of the infinite series in the r.h.s of Eq. (9) over the ensemble of H 0 . Because {E(s)} are zero mean uncorrelated Gaussian random variables we use Wick's theorem to express the result in terms of the product of all possible pairings each corresponding to an element of the covariance matrix,
where δ ss is the Kronecker delta. This gives the infinite series shown diagrammatically in Fig. 2(a) . Applying the disordered diagrammatic technique [29] we introduce Σ(λ) which is the sum of all irreducible diagrams in the disorder-averaged series in Fig. 2(a) . A diagram is irreducible if it cannot be split into disconnected parts by cutting a bare Green function G −1 0 . This results in the Dyson series shown in Fig. 2(b) that can be resumed to obtain the Dyson equation,
The structure of the diagrams in the sum in Fig. 2 is complicated since operators are defined in the 2 n -dimensional Hilbert space. Nonetheless, we show that Σ is well approximated by the leading order diagram depicted in Fig. 2 (d) and proportional to an identity matrixÎ, so that the only effect of disorder is to renormalize the energy, λ →λ
While the details are given in the SM, here we provide a qualitative picture explaining the result. Because the transverse field Hamiltonian H D is symmetric with respect to permutations of individual spins the matrix elements of G 0 (λ),
depend only on the Hamming distance d ss between the spin configurations s, s , decaying exponentially with d ss . As a result, G 0 (λ, d) corresponds to an effectively one-dimensional tunneling under the barrier |λ| = O(n) that is well described by an eikonal approach Ref. 11 . The wave function under the barrier changes significantly when Hamming distance changes by δd ∼ 1. On this scale the correction to the eikonal due to the disorder is E(s)/λ. Because of the high barrier the disorder in Eq. (10) is effectively weak and the eikonal corrections are small, (E(s)/λ) 2 ∼ 1/n. Therefore the effective "scattering length" is O(n) and much larger than the "de Broile wavelength" under the barrier which is O(1). As a result the weak disorder perturbation theory is asymptotically correct in the limit n 1. It follows from the above that the relative standard deviation (RSD) of the off-diagonal matrix elements RSD (Λ s,s ) = O(σ/n) is small. Therefore Λ s,s =s (λ) in the non-linear eigenvalue problem (4) are well approximated by their disorder averaged values,
(s = s ). It follows from (9) that Λ s,s =s (λ) changes significantly on the scale of the level separation 2B ⊥ of the driver Hamiltonian H D that greatly exceeds the strip width W (8). Therefore Λ s,s =s (λ) Λ ss (E), reducing the non-linear eigenproblem to a linear one.
Downfolded Hamiltonian: Using the asymptotic expression for G 0 (λ, d) at d = O(n) [11] , the matrix elements of the linearized downfolded Hamiltonian H can be written as,
where s = E(s)−E and we subtracted a uniform shift E + nB 2 ⊥ /E. The energy per spin e = E/n and the expression (16) applies for sufficiently large transverse fields B ⊥ and
The phase φ ss = φ(d ss ) in (15) describes fast oscillations of tunneling matrix elements under the barrier with d. The amplitude V (d, a) (16) is shown in Fig. 1(d) , its behavior in the range (17) is predominantly determined by the binomial coefficient, while the prefactor A is a smooth function of ρ. The function θ(a) is shown in the inset of Fig. 1(d) , and θ(a) ≈ 1/(4a 2 ) for a 1. A total weight Q = s∈S |Ψ s | 2 of a low energy eigenstate in the downfolding subspace S corresponding to the energy strip W can be calculated within the weak disorder perturbation theory, Q = −1/(E 2 ∂ λ G 0 (λ, 0)) + O(1/n). Using Eq. (13) we obtain Q = 1 − B ⊥ 2 /n + O(1/n), where omitted 1/n corrections are due to disorder. This underscores a crucial observation that under the condition (3) the dense Hamiltonian H (15) provides a self-contained description of the eigenspectrum of QREM within the Hilbert subspace spanned by the M = W ρ(E) basis vectors |s with energies E(s) inside the narrow strip of the width W centered at E = ne.
The eigenspectrum of z-type: The eigenspectrum of the random matrix H has been studied in a different context [11] . Its rescaled off-diagonal matrix elements x ≡ V (d ss , a)/V (n/2, a) obey the heavy-tailed distribution P (x) = c x 3 / √ ln x defined over the interval x ≥ 1 with the maximum at x = 1 corresponding to a typical Hamming distance d ss = n/2. The typical off-diagonal matrix element
is much smaller than the dispersion of the diagonal elements, W V (n/2). The random matrix H belongs to the ensemble of Preferred Basis Levi Matrices (PBLM) [11] .
The control parameter of the ensemble is the ratio of the typical off-diagonal matrix element to the mean inter-
n . Fractal dimension D of the set S equals (see also Fig. 3 )
We note that in our spin glass model unlike NEEs in tight binding models on random graphs the fractal dimension explicitly depends on energy density (or temperature). For the set of eigenstates |ψ β in a given NEE miniband one can define a corresponding spread of the eigenvalues λ β , the miniband width Γ z . In the matrix ensemble of H the width Γ z is a random variable that obeys a Levi stable distribution [11] with typical value Γ z typ ∝ V (n/2, a)2 nD/2 and characteristic dispersion C that depend on the fractal dimension D(e, B ⊥ )
Now the physical meaning of the energy strip W ∼ 1/n Γ z typ (8) becomes transparent: it corresponds to the dispersion of classical energies E(s) of the states |s ∈ S from the support set of a given miniband, see Fig. 1(b) .
This structure of NEEs manifests in the nonequilibrium dynamics and can be observed in the following experiment on quantum computer implementing "population transfer" [11] protocol. Starting from an initial state |s 0 with classical energy E(s 0 ) we let the system evolve with the Hamiltonian H at constant value of B ⊥ over a time of population transfer t PT 1/Γ z typ where a finite fraction of the miniband support set S will be popiulated. We then perform measurements in the computational basis. The dispersion of classical energies E(s) increases from 0 to W over the time scale t t PT . The distribution of miniband widths could be observed using phase estimation on a quantum computer or in a simpler setting by studying the statistics of the Edwards-Anderson (EA) order parame- ter q EA (t, s 0 ) = n
. At short times q EA (t, s 0 ) ≈ 1 because spins are frozen parallel to zaxis. On the time scale t t PT the order parameter decays as e −Γ z (s0)t due to the tunneling from |s 0 into the states from the same miniband. Starting from different initial states s distribution of minibands width p(Γ z ) can be determined as a function of energy density e and transverse field B ⊥ . At the longer time scale t t PT , q EA (∞, s 0 ) ∼ 2 −nD(e,B ⊥ ) . The above asymptotic value q EA (∞, s 0 ) of the EA order parameter undergoes a sharp transition from exponentially small in n value to q EA ≈ 1 at the mobility edge e = e c (B ⊥ ), where the fractal dimension D(e c , B ⊥ ) = 0, corresponding to the onset of MBL phase. The form of the mobility edge is given in Fig. 3 . It is a nearly linear function e c ≈ B ⊥ + 2B The closest state in a miniband to a given state |s 0 is located at the distance d min where Ω(d min ) = 0. In a certain region of parameters (B ⊥ , e) (area under black line in Fig. 3 ) the value of d min is sufficiently small so that the condition (17) is violated. As can be seen from Fig. 1(d) , in this case the decrease of V (d, a) with d is exponentially steeper than that given in Eq. (16) . Before a state |s 0 has a chance to decay into the states on a distance d = n/2 it will hybridize with its nearest neighbors, they will hybridize with their own nearest neighbors, etc, forming a tree of "resonances" inside the miniband. The width of the miniband in this case is determined by the matrix element to the nearest resonance V (d min ) (see SM for details). After a sufficiently long time the transition channels with d = n/2 will begin to play a role and eventually all states inside the band V (d min ) will be populated. The fractal dimension of the eigenstates in the miniband is
1/n where e is the energy density at the miniband (see SM).
Asymptotic orthogonality: Remarkably, MBL and low-energy NEE phases exist in the entire range of B ⊥ (3), even at B ⊥ 1, see Fig. 3 . This happens because for B ⊥ 1 the weight of the low-energy eigenstate |Ψ with the eigenvalue λ ne at a typical off-resonant computational basis state with energy E(s)
. Whereas the number of such states is 2 n . Therefore the cumulative weight of |Ψ over the typical off-resonant states is exponentially small ∼ e −ne 2 /(2B 2 ⊥ ) . The cumulative weight of |Ψ over atypical states with E(s) = O(n 1/2 ) (close in Hamming distance to the support set of |Ψ ) is also small, O(1/n). This "asymptotic orthogonality" prevents substantial mixing of the low energy support sets and leads to the longevity of the z-and x-states even at the large transverse fields B ⊥ 1 (3). This orthogonality feature is ubiquitous in a number of computational problems that share statistical features of low energy spectrum with REM described in the paper. This coexistence of bands of NEE and MBL states for any finite (n-independent) transverse field is a quintessentially quantum effect and a qualitatively new feature of the quantum spin glass models. This behavior is not limited to spin glasses in transverse field and could be generalized to other local driver Hamiltonians. The resulting non-equilibrium dynamics of NEE in the quantum spin glass and the many-body correlations across their support sets may have important implications for quantum population transfer [11, 12] , reverse annealing [30] and quantum machine learning [31, 32] . clusions contained herein are those of the authors and should not be interpreted as necessarily representing the official policies or endorsements, either expressed or implied, of ODNI, IARPA, AFRL, or the U.S. Government. The U.S. Government is authorized to reproduce and distribute reprints for Governmental purpose notwithstanding any copyright annotation thereon.
. In this section we provide the details of the calculation of the matrix element of the Green function at large Hamming distance d = O(n). Eigenstates of QREM in the finite energy density subspace S can be found from the non-linear eigenvalue equation, Eq. (4), which contains the Green function G(λ) of the subspace S taken at the low energy |λ| ∼ O(n). G(λ) is the inverse of a sum of two non-commuting operators: λ − H 0 diagonal in the computation basis and H D = −2B ⊥Ŝ x as a results its the explicit expression is not trivial. Perturbation theory in weak transverse field B ⊥ / 1 gives adequate qualitative description of the eignestates within the many-body localized region. In this regime, each eigenstate has a sharp peak at a single bitstring weakly dressed by coupling to bitstrings at Hamming distances d ∼ O(n 0 ). Outside many-body localized regime REM eigenstates are qualitatively different and their description requires careful non-perturbative calculation of G(λ). The first step in such calculation is to consider matrix elements of the disorder-free Green function in the basis of bistrings
Denominator in the sum over |x
is symmetric with respect to permutations of bits in bitstring z i ⊕ z j , and depends only on the Hamming distance d i,j . Using this symmetry Eq. (A1) can be rewritten as a sum over Hamming distances d,
where
, and a ≡ nB ⊥ / |λ|. We further exploit the permutation symmetry of G(λ, d ij ) by setting |z i=0 = |0...0 , which corresponds to trivial relabeling of bitstrings. In this case the Green function is proportional to the projector on the permutation symmetric subspace,
where α=x,y,z Ŝ α 2 |m,
Here we related Hamming distance to z-axis magnetization m = n 2 − d and used,
In Eq. (A4) we recognize the Green function of a large spin G n
in the maximum spin subspace. It satisfies a tridiagonal recurrence relation,
where we approximated
. Eq. (A6) can be analyzed using WKB [33] method resulting in,
with quasiclassical momentum defined by,
which can be explicitly inverted to obtain,
Turning points, defined by the condition p(m 0 , λ) = 0,
separate classically forbidden and allowed regions of the Green function behavior, see Fig. 4 , corresponding to exponential decay and oscillatory behavior respectively. Within exponential accuracy the transverse field Green function takes the form,
where we used Stirling's asymptotic of the binomial coefficient,
where the phases θ(a, ρ) and φ(a, ρ) are determined by the large spin Green function G n In the case a ≡ nB ⊥ |λ| > 1 (regions I, II, III in Fig. 4) ,
In the case a ≡
In all of the above expressions,
Dependence of the exponent S( (I) matrix element decays exponentially; (II) the WKB exponent is real and results in oscillatory behavior of the Green function whereas the exponent is determined completely by the QREM entropy (see region below dashed line in Fig. 5) ; (III) the growing WKB exponent competes with the decaying QREM entropy resulting in the exponent decaying with d/n. These two regimes are separated by the resonance nB ⊥ |λ| = 1, atd > n/2 the WKB exactly compensates the QREM entropy and the exponent S(a, d/n) is independent of Hamming distance and equals,
with S 1,
This resonance is exploited in the analog implementations of the Grover algorithm. 
Weak disorder perturbation theory
It is convenient to represent the series for the Green function G(λ) in the form of diagrams shown in Fig. 8 , where the solid lines correspond to the bare Green function G 0 (λ) and crosses to the "disorder potential" represented by the Hamiltonian H 0 which contains classical energies outside the downfolding subspace S (energy strip W ). Green function G is obtained by averaging with respect to realizations of disorder (shown with double line in Fig. 8 )
and taking into account that E(s) = 0 and E 2 (s) = nσ 2 /2.
Introducing irreducible blocks in the diagramatic series Σ(λ) (diagrams that cannot be split into disconnected pieces by cutting a single Green function line) and resumming the series in terms of these blocks Fig. 8(b) we obtain the Dyson equation for the average Green function G(λ), Fig. 8(c) . The formal solution of the Dyson reads,
The self energy contains contribution of all possible scattering processes which can be represented as two types of blocks that we address separately below: (1) diagrams corresponding to multiple scattering on the same impurity; (2) diagrams corresponding to scattering off multiple impurities that include interference between them. The analysis of the diagramatic series requires understanding of the behavior of the matrix elements of the bare Green function and its tensor contractions with itself
We consider p = 1 case first. For Hamming distances
For d = O(n) the matrix element is exponentially small,
where function S(a, d/n) is depicted in the main text and explained in detail in the SM, see Eq. (A12). In higher order diagrams we encounter tensor contractions of the Green function. For small Hamming distances d = O(1) we get,
This relation could be obtained by comparing the first equation of Eq. (A23) to the WKB expression Eq. (A25), also see Fig. 7 . We notice that for d = O(1) the ratio of G is of the same order as G 0 (λ, d) itself (except for the factor B −p ⊥ that can be small at large fields).
3.
Multiple scatterings from the same impurity
In the series of diagrams for Σ multple scattering off the same impurity correspond to the "renormalization" of the disorder potential E(s). Below we calculate this renormalization with the help of T -matrix. We rewrite the Dyson series for G(λ) before averaging in terms of T -matrix that accounts for scattering exactly,
Effect of multiple scatterings on the same impurity can be estimated by independent impurities approximation. We start considering a single impurity,
where E(s i ) = O( √ n). In this simple case we can sum the perturbation series for the T -matrix exactly,
The average Green function for the case of a single impurity,
Independent impurities approximation for the average Green function G ind corresponds to summing the second term over impurity locations resulting in the tensor contraction of two bare Green functions
Here Note that this coincides exactly with the first nonvanishing correction in the disorder-averaged series depicted in Fig. 8(a) . We conclude that keeping terms corresponding to scattering on the same impurity at most twice in the disorder averaged series amounts to neglecting subleading corrections. This situation is analogous to the standard weak disorder perturbation theory where it is sufficient to keep track of only second order scattering amplitude and full T -matrix describing the exact scattering amplitude does not introduce qualitatively new terms in the perturbation series.
Scatterings from multiple impurities
In the following we account for interference of the trajectories scattered off multiple impurities. The selfenergy correction operator Σ(λ) is given by the series in H 0 with the leading order corresponding to the first term in Fig. 8(e) ,
already given in the main text, and I is the identity matrix. The leading order expression for the Green function = Σ 
The first corrections to the leading term in the self-energy Σ
A + Σ
B are given by the second and third diagrams in Fig. 8(e) , respectively.
We first consider Σ
A . Impurity lines (dashed lines in Fig. 8(a) ) correspond to the constrains s 4 = s 1 = s 3 = s 2 resulting in the following expression for the diagram,
Here again I is an identity matrix, we used E 2 = nσ 2 /2 and the asymptotical expression for s 1 | G 2 0 (λ) |s 1 given above. We remind the reader that G (2) 0 (λ, 0) is the diagonal matrix element of the operator (G 0 (λ))
2 , see the first Eq. in (A23).
The second contribution Σ
B , the third term in Fig. 8(e) corresponds to the constrain s 3 = s 1 = s 4 = s 2 and equals
In this expression we encounter for the first time nonzero off-diagonal matrix element of the operator Σ(λ). We now analyze the corrections from this term to G(λ) shown in Fig. 8(a) ,
Dominant contribution into the sum over s, s is given by terms with d ss = 1, see Eq. (A49) discussion in the next Section A 5. Therefore we set in the above expression d ss = 1 arriving at,
This quantity is smaller than G(λ) at least by the factor λ (G 0 (λ, 1)) 3 = O(1/n 5 ). We conclude therefore that both self-energy corrections Σ
A and Σ
B correspond to at most 1/n correction to the respective matrix element of the Green function.
Higher order self-energy corrections beyond those shown in Fig. 8 (e) correspond to only topologically distinct diagrams such that their order cannot be reduced by replacing the bare Green function G 0 (λ) with its renormalized value G(λ). Such a replacement amounts to 1/n correction and therefore exceeds the accuracy of our approximation. Topologically distinct diagrams necessarily require crossings which correspond to traversing distance between distinct impurities p ≥ 2 (more than two) times. As a result the structures of the form arise,
which is small as (G 0 (λ, 0)) p = O(n −p ). This above estimate follows from rapid decay with Hamming distance d s2s3 of (G 0 (λ, d s2s3 )) p .
Due to the fact that the Green function matrix elements depend only on the Hamming distance and decay exponentially with it, the perturbation theory is analogous to the case of an under barrier scattering of a particle in finite dimension. We expect therefore that although the diagram series is complicated the number of topologically distinct diagrams grows only polynomial with their order in the expansion parameter 1/n. As a result the weak disorder effect can be described by the leading order diagram for Σ(λ).
Asymptotical properties of Green function tensor contractions
Note that below we assume d sis f = O(n). We calculate
we rewrite this expression in the following form
δ d1,ds i s 1 δ d2,ds 2 s 2 δ d3,ds 2 s f
in what follows we will need,
δ d1,ds i s 1 δ d2,ds 1 s f .
One can show that, We not the reduction formula for kernels F , 
Cumulative density of states
We compare cumulative density of states of x and z type states. For the former the sum over the number of states in x-state minibands labeled by x-magnetization n − 2m give the cumulative density, 
Partial entropy of z-states is that of REM,
shown as solid black line in Fig. 10 
