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Abstract
We perform a unified systematic analysis of d+ 1 dimensional, spin ` representa-
tions of the isometry algebra of the maximally symmetric spacetimes AdSd+1, R1,d
and dSd+1. This allows us to explicitly construct the effective low-energy bulk equa-
tions of motion obeyed by linear fields, as the eigenvalue equation for the quadratic
Casimir differential operator. We show that the bulk description of a conformal fam-
ily is given by the Fierz-Pauli system of equations. For ` = 2 this is a massive gravity
theory, while for ` = 2 conserved currents we obtain Einstein gravity and covari-
ant gauge fixing conditions. This analysis provides a direct algebraic derivation of
the familiar AdS holographic dictionary at low energies, with analogous results for
Minkowski and de Sitter spacetimes.
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1 Introduction
Holography, or AdS/CFT, posits that quantum gravity in asymptotically anti-de Sitter
space (AdSd+1) is dual to a conformal quantum field theory living in a space with one
dimension less, a CFTd [1]. The duality is often summarized by the equality of partition
sums as a function of sources,
ZCFT [JOi ] = ZAdS [JOi ] , (1.1)
where the left hand side is the standard partition function of the CFT with sources in-
serted for the operators Oi, while the right-hand side is the quantum gravity partition
function. Here the sources make an appearance as boundary conditions on the fields, φi,
which are dual to the operators Oi [1–3]. This dictionary applies most straightforwardly
in Euclidean signature, but can also be formulated directly in the Lorentzian [4–6]. Given
this structure, a natural objective to is to construct gravitational bulk observables starting
from only the objects and mathematical structures available in the d-dimensional CFT.
Such a constructive approach to holography was advocated early on in [7–13] and has been
pursued from different angles over the years, for example in [14–19]. Broadly speaking,
constructive AdS/CFT starts with building up the CFT spectrum as a representation liv-
ing in d + 1 dimensions, and then using CFT dynamics to learn about bulk gravitational
physics. The latter crucially involves constraining the type of CFTs that admit an (ap-
proximately) local bulk gravity description and then, within such models, the construction
of bulk observables, e.g. via the specification of approximately local bulk operators. In all
this it is of crucial importance to clearly delineate kinematic facts from dynamical issues,
which involves answering the question of how much of the bulk dynamics is fully fixed by
the underlying conformal symmetry structure.
In this paper we revisit the very first step in the constructive AdS/CFT program,
addressing in a systematic and algebraic way what can be learned for (bosonic) CFT oper-
ators of arbitrary integer spin, and the bulk equations satisfied by their gravity counterparts
when realizing the conformal algebra on Anti de Sitter space. At the kinematical level,
we provide analogous constructions for de Sitter space (dS) and Minkowski space (R1,d).
These geometries, from the point of view of the boundary field theory, are emergent and
incorporate one extra (holographic) spatial direction. The de Sitter case has been invoked
as the basis of a dS/CFT correspondence [20].
At the level of symmetries, Lorentzian CFTs enjoy the algebra of conformal Killing
vectors of R1,d−1, the conformal algebra, so(2, d). This algebra comprises dilatations and
special conformal transformations in addition to the Poincare´ translations, rotations and
boosts. This algebra is also the algebra of Killing vectors of the maximally symmetric
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spacetime, AdSd+1.
1 Building linearised fields in AdSd+1 as representations of so(2, d)
makes it manifest how, at this level, such fields are simply an alternative, d+1 dimensional
representation of the physics of a CFTd.
In this paper we supply an explicit construction of the linearised, low-energy equations
of motion obeyed by a d + 1 dimensional spin ` representation of the isometry algebra,
so(2, d), iso(1, d) and so(1, d+1) and of the maximally symmetric spacetimes AdSd+1, R1,d
and dSd+1. We do so for all cases simultaneously utilising a continuous real parameter ,
where  < 0,  = 0,  > 0 correspond to the cases AdSd+1, R1,d and dSd+1 respectively.
The reason we keep  as a general parameter – aside from calculational efficiency – is so
that we can utilise the natural construction of representations from the CFT point of view
in AdSd+1 for the construction in the other cases too, and hopefully shed further light on
their holographic nature. In particular the results for  = 0 may be regarded as resulting
from a group contraction of the results for  6= 0.
Our main output will be the two-derivative equations of motion obeyed by the linear
fields, with mass terms that depend on the spin ` and a label of the representation ∆. The
equations are the quadratic Casimir eigenvalue equation, coupled with some additional
covariant conditions which are inherited from a set of primary constraints. For instance,
the equations of motion for ` = 1, 2 representations correspond to a massive vector and
massive gravity theory, and for particular choices of ∆ corresponding to conserved currents
in CFT, the masses vanish and we recover Maxwell and Einstein theories respectively, while
the additional covariant conditions become gauge fixing conditions.
These results have various applications, some of which we would like to briefly mention.
Firstly, they give a transparent and direct derivation of the so-called holographic dictionary,
which associates to every CFT operator Oh a dual bulk field h. These are merely two
different versions of one and the same unitary irreducible representation, while the bulk
wave equation, satisfied by h is simply the action of the quadratic Casimir in one of these
two representations.
Secondly, as alluded to above, these results can be seen as the first step in the program
to reconstruct bulk physics purely from CFT objects. Linear equations on AdSd+1, i.e.
fluctuations around the conformal vacuum, including linearised Einstein gravity, are purely
kinematical consequences of the underlying symmetry principle.
Of course the ideas underpinning this work are not new, based as they are, on a
Weinberg-like approach [21]. These and related ideas have been discussed in the context
of AdS holography by many authors, for example [7–9, 11–13, 22–30], higher-spin hologra-
1Throughout we will restrict to d ≥ 3.
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phy [31, 32], and explored in detail for the case ` = 0 in AdS [26, 33–35], and for the de
Sitter case [36, 37]. In particular we would like to highlight the pedagogical presentation
of [35]. Rather, the goal of this paper is to provide a general, systematic analysis which
encompasses not only scalars but fields of any integer spin and any Lorentzian maximally
symmetric background to boot. This analysis finds that the natural entries in the holo-
graphic dictionary are bulk fields governed by the natural generalisation of the Fierz-Pauli
system of equations [38, 39] with specific mass and spin as dictated by the labels of the
corresponding field theory representation.
1.1 Summary of results
A natural starting point for the analysis in this paper are d−dimensional CFTs, and in
particular their basic building blocks, namely conformal families. Let us therefore consider
an irreducible representation constructed from the lowest-weight state |∆, `, · · · 〉, satisfying
the primary conditions
Ka|∆, `, · · · 〉 = 0
D|∆, `, · · · 〉 = i∆|∆, `, · · · 〉
1
2
J2|∆, `, · · · 〉 = `(`+ d− 2)|∆, `, · · · 〉 , (1.2)
where for  < 0, the generators Ka, D, Jab & Pa obey the usual conformal algebra so(2, d),
while for general  the precise algebra will be given below in Eqs. (2.7)-(2.12). ∆ is the
conformal dimension, ` is the spin, and the ellipses denote dimension dependent additional
labels, such as angular momentum components or charges, which will not be needed for
this analysis. As usual, descendants are constructed by acting repeatedly with Pa.
Then we construct a second representation living on one of AdSd+1 ( < 0), R1,d ( = 0),
or dSd+1 ( > 0), in terms of a symmetric rank−` tensor, hµ1···µ` , under the action of Lie
derivatives. We establish algebraically that
∇λhλµ2···µ` = 0 , (` ≥ 1)
hλ
λµ3···µ` = 0 , (` ≥ 2)(
+ 
L2
((`− 2)(`+ d− 3)− 2)
)
hµ1...µ` = m2hµ1...µ` . (1.3)
The trace and covariant derivatives are taken with respect to the metric on AdSd+1, R1,d, or
dSd+1 respectively. The first two equations are covariant constraints implied by the primary
conditions, but also apply to all descendants, i.e. they commute with the application of
Pa. The final equation, taking the form of the linear massive spin-` wave equation, is the
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Figure 1: Region of spacetime covered by the unified flat slicing (2.1), compactified to the
(u, v) plane, in the case of a) AdSd+1, b) AdSd+1, c) R1,d, d) dSd+1, e) dSd+1 with both
the coordinate slicing and radius of curvature dictated by the value of  indicated. Lines of
constant y1 and y0 are shown in grey and black respectively, here restricted to y0 ≥ 0. Red
denotes the set of points reached by y0 → 0+ and blue the set of points as y0 → +∞. Note
that the y0 = 0 set is everywhere timelike for  < 0, and everywhere spacelike for  > 0,
sandwiching the lightlike case at  = 0. Details of construction are given in appendix A.
eigenvalue equation for the quadratic Casimir operator, where2
m2L2 = −(∆ + `− 2)(∆− d− `+ 2). (1.4)
In other words, every bosonic spin-` irreducible representation of the algebra for the appro-
priate value of , living in d dimensions, directly gives rise to a linear (generically) massive
wave equation in d + 1 dimensions, with properties as specified above. This identifies the
bulk equation appropriate to the conformal family associated to a primary operator in a
CFT.
We begin by introducing our -parameterised metric for all three maximally symmetric
spacetimes in section 2.1, followed immediately by their complete set of linearly indepen-
dent Killing vectors and associated Lie bracket algebra in section 2.2. We put this informa-
tion to work in section 2.3 where we construct families of states labelled by (∆, `, · · · ) and
directly compute the second-order equations of motion they obey through the quadratic
Casimir of the isometry algebra. We conclude with a discussion in section 3.
2 Constructing bulk representations
2For ` = 0 the mass-squared is not given by the parameter m2 but combining two terms in (1.3),
specifically, −L−2∆(∆− d). For more details see the discussion following Eq. (2.29) below.
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2.1 A unified flat slicing
Let us begin by writing the unified maximally symmetric spacetime considered in this work
in flat-sliced or Poincare´ coordinates as the following line element (see Fig. 1):
ds2 =
L2
(b · x)2ηµνdx
µdxν , (2.1)
where the indices run from µ, ν = 0, . . . , d, and we have introduced the constant metric
η = diag(−1, 1, . . .) which we use to construct ‘·’ contractions and also squares of vectors
in this section only. In addition we have introduced the constant vector b whose norm
introduces the parameter  via b2 = −. For convenience we shall take the vector b to lie
in the (x1, x0) plane, and introduce a second constant vector k in the same plane obeying
k · k =  and k · b = √1− 2. Further details of this construction are given in appendix A.
Taking for illustration the value  = −1, the metric (2.1) is AdSd+1 in Poincare´ coor-
dinates: since b is then a spacelike vector and the projection b · x is a spatial coordinate
parameterising the distance from the timelike conformal boundary of AdS. Similarly for
 = +1, the line element (2.1) is that of dSd+1 in flat-sliced coordinates: b is now a timelike
vector and the projection b · x is the usual conformal time parameter, taking the value
zero on the spacelike conformal boundary in the future, or the past. For  = 0, the line
element (2.1) is simply that of R1,d written in a perhaps unfamiliar form: to reach (2.1)
starting from the familiar line element ηµνdx
µdxν we first perform a special conformal
transformation, namely
xµ → x
µ − b˜µx2
1− 2b˜ · x+ b˜2x2 (2.2)
where the parameter b˜µ = −b
µ
2L
. Following this we perform a translation xµ → xµ − Lkµ,
which gives (2.1). More generally, the spacetime (2.1) is AdSd+1 for −1 ≤  < 0, R1,d for
 = 0 and dSd+1 for 0 <  ≤ 1, with a radius given by L/
√||.
In what follows it will be convenient to distinguish the ‘holographic’ radial direction
from the others. To do this we introduce a new set of coordinates yµ, defined as
y0 = ηµνb
µxν , y1 = ηµνk
µxν , yi = xi. (2.3)
where µ = 0, . . . , d, and i = 2, . . . d. Now y0 parameterises the distance from the conformal
boundary, and the remaining d coordinates ya with a = 1 . . . d label points on the boundary.
Written in these coordinates the line element (2.1) becomes
L2
(ηρσbρxσ)2
ηµνdx
µdxν = gµνdy
µdyν
=
L2
(y0)2
(
−(dy0)2 + 2
√
1− 2dy0dy1 + (dy1)2 + δijdyidyj
)
(2.4)
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This slicing, parameterised by , allows us to rotate from one case to the other by the
introduction of off-diagonal dy0dy1 metric components. The utility of this combined pa-
rameterisation and choice of slicing is illustrated in the plots of Fig. 1, whose precise
construction is detailed in appendix A. Taking  → 0 from either side amounts to taking
the flat space limit of (anti) de Sitter space, and we illustrate the fate of the UV boundary
(in red) and the Poincare´ horizon (in blue) under this limit, for both signs of . It will not
escape the reader’s attention that this scaling is equivalent to dialling the curvature, with
the flat-space limit naturally being L/
√|| → ∞.
From this point on, all dot products, raising and lowering of Greek indices will be with
respect to the metric gµν as defined in (2.4). For later use, we note also that the Riemann
curvature of g is given by,
R σµνρ =

L2
(
gµρδ
σ
ν − gνρδσµ
)
. (2.5)
2.2 Killing vectors and Lie bracket algebra
We will now detail the Killing vectors of (2.1) vectors in full. As a maximally symmetric
spacetime for any , (2.1) has 1
2
(d + 1)(d + 2) linearly independent Killing vectors. In
particular we wish to write them in a way which inherits the language of the conformal
algebra, and the yµ coordinates introduced above serves this purpose. In these coordinates
we construct the full set of Killing vectors. They are most straightforwardly obtained from
an embedding formalism, which we detail in appendix B. Using the a, b = 1, . . . d as labels
we have,
D = −iy · ∂
Pa = −i∂a
Jab = −i(y
0)2
L2
(ya∂b − yb∂a)
Ka = −i(y
0)2
L2
(y · y∂a − 2yay · ∂) (2.6)
where yµ ≡ gµνyν and ∂µ ≡ ∂/∂yµ. One can verify that there are 1 + d + d2(d − 1) + d =
1
2
(d+ 1)(d+ 2) of them, and we have the complete set. These vectors satisfy the following
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algebra, governed by the constant d-metric γab =
(y0)2
L2
gab = diag(, 1, 1, . . .)ab,
[Jab, Jce] = i (γacJbe − γaeJbc + γbeJac − γbcJae) (2.7)
[Jab, Pc] = i (γcaPb − γcbPa) (2.8)
[D,Pa] = iPa (2.9)
[Jab, Kc] = i (γcaKb − γcbKa) (2.10)
[Pa, Kb] = 2i (γabD − Jab) (2.11)
[D,Ka] = −iKa (2.12)
where the other combinations are zero and [·, ·] is the Lie bracket, which in the case above
corresponds to the vector commutator. For  < 0 this is the conformal algebra, so(2, d).
For  > 0 this is the conformal algebra in Euclidean signature, so(1, d+ 1). For  = 0 this
is the Poincare´ algebra in d+ 1 dimensions, iso(1, d). Note that the ‘boundary’ metric γab
becomes degenerate at  = 0, thus some of the structure constants in the algebra vanish. We
may therefore regard the Minkowski case as being reached by an I˙no¨nu¨-Wigner contraction
from either so(2, d) or so(1, d + 1). We provide a map to a more familiar presentation of
the Poincare´ algebra in appendix C.
The quadratic Casimir operator of the above algebra is given by the following expression
C2 = −LDLD − γ
ab
2
(LPaLKb + LKaLPb) +
γabγce
2
LJacLJbe , (2.13)
where L denotes the Lie derivative, and it obeys the Casimir property [Lτ , C2] = 0 for all
generators τ . Note that the spatial generator labels denoted by a, b have been contracted
with γab, the inverse of γab defined above.
3 (2.13) is a second order differential operator,
and one can verify by direct computation that when acting on a symmetric rank ` tensor
h it gives,
(C2h)
µ1...µ` = −L
2

hµ1...µ` + `(`+ d− 1)hµ1...µ` − `(`− 1)h λ(µ3...µ`λ gµ1µ2), (2.14)
where the parentheses among the indices denote symmetrisation with unit strength. In the
Minkowski case,  = 0, this quadratic Casimir becomes the familiar momentum-squared
differential operator, as demonstrated in appendix C.
2.3 Primary conditions
One representation of the algebra of section 2.2 is in terms of the Lie derivatives of a
symmetric tensor of rank `, denoted here hµ1...µ` . In the usual way Ka and Pa act as
3In particular note that γab = diag( 1 , 1, 1, . . .)
ab 6= L2(y0)2 gab.
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lowering and raising operators with respect to dilatations D, and so it is natural to arrange
the representations in families accordingly. Such a family can be labelled by the dilatation
eigenvalue of its primary, i∆, where the primary corresponds to the field configuration h¯4
which is annihilated by Ka for all a. The remaining members of the family are descendants
reached by successive applications of Pa. Thus we begin with a set of primary conditions
that define h¯, [
D, h¯
]
= i∆h¯, (2.15)[
Ka, h¯
]
= 0, (2.16)
in addition, we require that h¯ have spin ` and we do so through
1
2
γabγcd
[
Jac,
[
Jbd, h¯
]]
= `(`+ d− 2)h¯. (2.17)
Note that the first two conditions (2.15), (2.16) are first order PDEs in d + 1 dimensions,
whilst (2.17) is a second order PDE. To proceed one could solve the PDEs (2.15), (2.16),
(2.17) directly to construct h¯, and subsequently all descendants through differentiation
by ya. The integration constants that arise in this procedure go hand in hand with the
different available polarisations for spin ` in d + 1 dimensions. However, we can directly
obtain the covariant equations of motion obeyed by all members of the family through
purely algebraic means, and so we proceed in this manner instead.
Our goal is to obtain covariant equations of motion. Note however, that the primary
conditions as presented above are not covariant conditions; for example the generators,
through their labelling, explicitly distinguish y0 from the ya. In light of this we find it
useful assemble the corresponding Lie brackets into the object Tµ as follows,
T0 = − L
2
(y0)2
i
y · y
ya
y0
[Ka, h] + i
(
2y0
y · y −
1
y0
)
([D, h]− i∆h)
Ta = L
2
(y0)2
i
y · y [Ka, h] + 2i
ya
y · y ([D, h]− i∆h) , (2.18)
whose definition is valid for any h but holds the particular property that Tµ = 0 when
evaluated on the primary, h¯. Then, one arrives at a compact identity for the covariant
derivative of the bulk field,
∇λhµ1...µ` = (Tλ)µ1...µ` −∆ζλhµ1...µ` − `ζ(µ1h µ2...µ`)λ + `ζσhσ(µ2...µ`δµ1)λ . (2.19)
where we have introduced for brevity,
ζρ ≡ 2yρ
y · y −
δ0ρ
y0
, (2.20)
4Throughout this paper we will suppress spacetime indices where suitable in order to improve legibility.
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which has norm ζ · ζ = −/L2. Evaluated on the primary h¯ we have Tµ = 0 and the
relations (2.19) are merely a convenient rewriting of the dilatation and special conformal
PDEs (2.15) and (2.16), which form part of the definition of the primary. For later use let
us here give the result of computing the divergence using (2.19),
∇λhλµ2...µ` = (Tλ)λµ2...µ` + (d+ `− 1−∆)ζλhλµ2...µ` − (`− 1)h λ(µ3...µ`λ ζµ2). (2.21)
To understand the consequences of the remaining primary condition, (2.17), it is most con-
venient to turn to the Casimir operator (2.13). In particular, it is straightforward to show
by use of the commutation relations that all three conditions (2.15), (2.16), (2.17) ensure
that any member of the family h are eigenfunctions of the C2 operator with eigenvalues λ2,
C2h = λ2h, λ2 = ∆(∆− d) + `(`+ d− 2). (2.22)
We can then use this expression to extract any additional constraints that arise from
(2.17); we differentiate (2.19) once and insert into (2.22), revealing a set of linear algebraic
constraints,
`(`− 1)
(
h¯
λ(µ3...µ`
λ g
µ1µ2) +
L2

h¯
λ(µ3...µ`
λ ζ
µ1ζµ2) +
L2

ζλζσh¯
λσ(µ3...µ`gµ1µ2)
)
=
L2

`(d+ 2`− 3)ζσh¯σ(µ2...µ`ζµ1). (2.23)
Note that terms with index structure h¯µ1...µ` do not appear and the constraints are inde-
pendent of ∆. Taking stock of our current position, once the conditions (2.23) and (2.19)
evaluated on h¯ are met, we have satisfied the primary PDE conditions (2.15), (2.16) and
(2.17). The remainder of this section will be devoted to understanding the ζ-independent,
covariant conditions that apply to h¯, and subsequently to a general member of the confor-
mal family h. The resultant equations of motion that the h satisfy will be discussed in the
next section.
Let us first consider the cases ` = 0, 1, 2 individually. For ` = 0 there is no constraint
coming from (2.23). For ` = 1 one can see immediately from (2.23) that ζλh¯
λ = 0 and hence
by (2.21) one obtains ∇λh¯λ = 0. For ` = 2 the procedure is simple also; contracting (2.23)
with ζµ1ζµ2 reveals ζλζσh¯
λσ = 0, subsequently contracting (2.23) with ζµ1 gives ζλh¯
λµ1 = 0,
then (2.23) gives h¯ λλ = 0 and finally (2.21) gives ∇λh¯λµ1 = 0.
For the higher spin cases, ` ≥ 3, we simply note that the constraints (2.23) are satisfied
when ζλh¯
λµ2...µ` = 0 and h¯ λµ3...µ`λ = 0, from which follows ∇λh¯λµ2...µ` = 0. For these cases
one can show that ∇λh¯λµ2...µ` = 0 is implied by (2.23) if we first assume that h¯ λµ3...µ`λ = 0,
but the general analysis is somewhat unwieldy and we leave it for future work. Thus, unlike
the cases ` = 0, 1, 2 above, we leave open the possibility that (2.23) are satisfied by weaker
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covariant constraints on h, but we shall proceed under the assumption that this is not the
case.
Finally, we show that the conditions on the primaries h¯ are inherited by all descendants,
and thus apply to any h. Given any member of the family hµ1...µ` we can construct a
descendant h˜µ1...µ` ≡ [Pa, h]µ1...µ` for some label a. The descendant h˜ will have different
angular momentum labels as compared to h, amounting to the choice of a, a label which
has been absorbed into the definition of h˜. Crucially we note that gµ1µ2 only depends on
y0, and from this alone it follows that taking ya derivatives of h commutes with the trace
and divergence operations. In other words,
gµ1µ2h
µ1µ2µ3...µ` = 0 =⇒ gµ1µ2h˜µ1µ2µ3...µ` = 0, (2.24)
∇λhλµ2...µ` = 0 =⇒ ∇λh˜λµ2...µ` = 0. (2.25)
Thus the tracelessness and divergence-free covariant conditions that apply to the primaries
apply to all their descendants too.
2.4 Two derivative equations of motion
In section 2.3 we explored the consequences of the primary conditions (2.15), (2.16) and
(2.17) as constraints acting on both the primaries and all descendants, h, arriving at the
covariant constraints5
∇λhλµ2...µ` = 0 ` ≥ 1, (2.26)
h λµ3...µ`λ = 0 ` ≥ 2. (2.27)
where the trace and covariant derivative are taken with respect to the background metric
g, (2.4). Imposing these conditions on quadratic Casimir differential equation (2.22) gives
the following two-derivative equation of motion obeyed by all h in the family,(
+ 
L2
((`− 2)(`+ d− 3)− 2)
)
hµ1...µ` = m2hµ1...µ` , (2.28)
with
m2L2 = −(∆ + `− 2)(∆− d− `+ 2). (2.29)
Where m is the mass of the field for ` ≥ 1; for ` = 0 the mass term is given by combining the
right hand side with the second term on the left hand side giving the familiar mass-squared
value: −L−2∆(∆− d). Here it will be convenient to express (2.28) in a slightly different
5As a reminder, we showed that these constraints hold for the cases ` = 0, 1, 2. For ` ≥ 3 we showed
that they are true assuming a traceless primary h¯.
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form, obtained by using (2.27) and the commutation relation for covariant derivatives and
(2.5) we obtain,
hµ1...µ` − `∇λ∇(µ1hµ2...µ`)λ + 
L2
2(`− 1)(`+ d− 2)hµ1...µ` = m2hµ1...µ` . (2.30)
The mass vanishes at ∆ = ∆¯ ≡ d+ `− 2, corresponding to the conformal dimension of
a conserved CFT current operator in d spacetime dimensions. The other massless case sits
at ∆ = d− ∆¯ corresponding to an alternate quantisation. The m = 0 case is characterised
by a gauge invariance, though note that the conditions (2.26) and (2.27) partially fix this
gauge. In detail, one can show that the equations (2.30) and conditions (2.26), (2.27) at
m = 0 are invariant under
hµ1...µ` → hµ1...µ` +∇(µ1φµ2...µ`) (2.31)
provided φ itself is transverse, traceless and obeys the equation ∇µ1∇(µ1φµ2...µ`) = 0.
Let us now consider the individual cases ` = 0, 1, 2 in some more detail. For ` = 0 the
equations of motion for h, (2.28), correspond to is a massive Klein-Gordon field for general
∆, with a mass −L−2∆(∆− d). It is not subject to any additional constraints. For ` = 1
one has a massive vector theory in general, subject to the Lorenz condition (2.27). For
values of ∆ corresponding to m = 0, i.e. the dual of a d-dimensional conserved current
operator Ja, these are precisely the Maxwell equations on the background (2.4) in Lorenz
gauge, as can be most directly seen in (2.30). For ` = 2 this is a massive gravity theory in
general subject to both conditions (2.26) and (2.27). For massless ∆, corresponding to the
d-dimensional stress tensor operator T ab, these equations correspond to linearised Einstein
gravity on the background (2.4), in a covariant transverse and traceless gauge. In some
more detail, to compare with the Einstein equations consider the equations of motion for
the action,
S =
1
2κ2
∫
dd+1x
√−G (R− 2Λ) , Λ ≡ 
L2
d(d− 1)
2
, (2.32)
where R is the Ricci tensor of the metric G, and linearise with h, i.e. take the metric to be
G = g + h where g is the metric (2.4) and h is a perturbation. It is straightforward to see
from (2.5) that the maximally symmetric background g solves the unperturbed equations of
motion, i.e. the Ricci tensor of g, R(g) = dg/L2. Then, to linear order in h the equations
of motion are given precisely by (2.28) together with the conditions (2.26) and (2.27) in
the case of massless operator dimensions: ∆ = ∆¯ or ∆ = d− ∆¯.
3 Discussion
The symmetries of a CFTd admit a geometric representation in d+ 1 dimensions. Viewed
as basic starting point for holographic duality, one may identify d + 1 dimensional, sym-
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metric rank ` tensors h transforming under the isometry algebra of AdSd+1 with conformal
families of operators in the CFTd. In this paper we constructed such a representation
explicitly, through the action of Lie derivatives of h by the bulk Killing vectors. The field
h obeys a Casimir eigenvalue equation, which takes the form of a two-derivative differen-
tial operator. Thus in a low-energy effective theory, the Casimir equation serves as the
linearised equations of motion when supplemented by appropriate constraints, which we
detailed here. These constraints amount to a partial gauge fixing in the case of vanishing
bulk mass, and otherwise serve as constraints to the massive case. Through a parameter
 we simultaneously obtained analogous results for other maximally symmetric spacetimes
R1,d and dSd+1.
Note that we couched our calculations in flat-sliced coordinates, however the final equa-
tions of motion (2.28), (2.26), (2.27) are covariant in the background metric g. Thus the
equations of motion are valid for any coordinate system of interest, for instance global
or static patch coordinates. Strictly speaking these covariant equations apply around the
vacuum state of the theory, dual to the three maximally symmetric spacetimes. However,
since experience from AdS/CFT suggests that the bulk equations linearise asymptotically
also for more general states, one may hope that these equations provide a useful start-
ing point for building up more general states, for example as coherent excitations of the
vacuum [40–42].
Covariant bulk wave equations are an important ingredient in the construction of bulk
operators from boundary ones, along the lines of [12], whose construction, at leading order
in 1/N , involves smearing the boundary operator against a kernel which solves precisely
the wave equations derived here. Our analysis, at leading order in 1/N , demonstrates in
a transparent way how this structure follows only from CFTd arguments, with analogous
considerations applying for the other two maximally symmetric spaces R1,d and dSd+1.
Beyond the duality identification of bulk field representations with CFT operator rep-
resentations we did not stray from group theoretic arguments. As such there are several
physical considerations which lie outside the scope of this paper, including those related to
the introduction of consistent interactions, the requirements on unitarity and whether or
not there is a sharp notion of locality [11,14,24,25,27], not to mention the reconstruction
of the bulk spacetime inside the horizon of a black hole [13,43]. It will be important to in-
corporate consistent interactions, as has been explored for the case of massless higher-spins
in AdS, for example [44,45].
More speculatively, it is certainly intriguing to entertain the idea that our results could
be useful for the issue of taking the flat-space limit of holography. The fate of the UV
boundary and Poincare´ horizon in taking the flat space limit is particularly clear in our
treatment, as is the emergence of the d+1 dimensional Poincare´ group as an I˙no¨nu¨-Wigner
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contraction of either so(2, d) or so(1, d+1). Here we content ourselves with remarking that
the dilatation operator acting on bulk primary fields at  = 0 becomes the boost generator,
J¯01 defined in appendix C i.e. the Rindler Hamiltonian. Primary states at  = 0 are
constrained by (2.16) to have vanishing null momentum, P¯0 + P¯1.
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A The parameter  and compactifications
The goal for the metric (2.1) is to have the maximally symmetric Lorentzian spacetime
which changes from flat-sliced AdSd+1 to R1,d to dSd+1 upon variation of a parameter. To
do this we introduced the vector b, and the coordinate y0 = ηµνb
µxν which controls the
distance from the boundary at y0 = 0. A natural starting point is to consider the boundary
placed at an angle θ in the (x1, x0) plane. Then the vector b, together with an appropriate
tangent vector k, may be defined as follows,
b = cos θ
∂
∂x0
+ sin θ
∂
∂x1
(A.1)
k = sin θ
∂
∂x0
− cos θ ∂
∂x1
, (A.2)
with norms,
ηµνb
µbν = − cos(2θ), ηµνkµkν = cos(2θ) ηµνkµbν = − sin(2θ). (A.3)
Finally it is convenient to define,  ≡ cos(2θ), leading to the parameterisation by  stated
in the text. By varying −1 ≤  ≤ 1 we are varying the angle of the boundary in the plane
(x1, x0), varying it from timelike at θ = pi/2 ( = −1) to null at θ = 3pi/4 ( = 0) to
spacelike at θ = pi ( = 1).
Figure 1 shows compactified representations of the spacetime, with light rays travel-
ling at 45 degrees, for various values of . To construct these diagrams, we first factor
out the conformal factor 1/(b · x)2 from the line element (2.1), leaving the expression for
Minkowski space in xµ coordinates. From here we use a standard compactification of the
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x0, x1 directions,
tan(u± v) = x1 ± x0. (A.4)
Figure 1 shows lines of constant y1 ≡ ηµνkµxν and y0 ≡ ηµνbµxν in the (u, v) plane for values
y0 ≥ 0. The angle made by the surface y0 = 0 at the origin of the (u, v) plane is the same as
that in the (x1, x0) plane, i.e. it is given by θ. Negative values of y0 cover the complementary
region in the diamond defined by the points (u, v) = (pi/2, 0), (0, pi/2), (−pi/2, 0), (0,−pi/2).
B Killing vectors from the embedding space
An embedding space picture is convenient to access the isometries of the spacetime. The
spacetimes can be represented as a hypersurface
hABX
AXB =
L2

, (B.1)
where we have introduced the embedding space to have metric hAB = diag(−1, , 1, . . . 1)
where A,B = 0, . . . , d + 1. In the coordinate system used, yµ, the metric (2.4) can be
reached using the following parameterisation of the hypersurface,
X0 =
L
y0
1 + (y
0)2
L2
y · y
2
X1 =
L
y0
(
y1 + y0
√
1− 2

)
X i =
L
y0
yi
Xd+1 =
L
y0
1− (y0)2
L2
y · y
2
. (B.2)
For these choices we recover (2.4), i.e.,
ds2 = hABdX
AdXB = gµνdy
µdyν . (B.3)
The isometries of the d + 1 dimensional spacetime of interest are then inherited from the
isometries of hAB, the Killing vectors LAB = XA∂B − XB∂A. In particular, the vectors
given in (2.6) are given by,
D = −iL0,d+1
Pa = i(L0,a − Ld+1,a)
Jab = −iLa,b
Ka = i(L0,a + Ld+1,a). (B.4)
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C The algebra at  = 0
For  = 0 the maximally symmetric spacetime described by the line element (2.1) may be
written in a coordinate system x¯µ such that the line element is ds2 = ηµνdx¯
µdx¯ν . This
familiar presentation of Minkowski space has the following isometries corresponding to d+1
dimensional translations, rotations and boosts
P¯µ = −i ∂
∂x¯µ
(C.1)
J¯µν = −i
(
x¯µ
∂
∂x¯ν
− x¯ν ∂
∂x¯µ
)
(C.2)
obeying the Poincare´ algebra in d+ 1 dimensions,[
J¯µν , J¯ρσ
]
= i
(
ηµρJ¯νσ − ηµσJ¯νρ + ηνσJ¯µρ − ηνρJ¯µσ
)
, (C.3)[
J¯µν , P¯ρ
]
= i
(
ηρµP¯ν − ηρνP¯µ
)
. (C.4)
We can relate these generators to those considered in the main text (D,Pa, Ka, Jab) i.e.
(2.6) at  = 0 by first enacting the coordinate transformation to reach the form of the
metric (2.1),
x¯µ =
Lxµ − L2kµ + (1
2
x2 − Lk · x) bµ
b · x (C.5)
and then composing with the transformation to the yµ coordinates to reach the form of
the metric (2.4),
x¯0 =
Ly0 − L2 − (y0)2
2L2
y · y√
2y0
(C.6)
x¯1 =
Ly0 − L2 + (y0)2
2L2
y · y√
2y0
(C.7)
x¯i =
Lyi
y0
, (C.8)
where we remind the reader that i = 2, . . . d. Using this coordinate mapping we can relate
the generators in the text to the familiar generators and presentation of the Poincare´
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algebra above,
D =
L√
2
(
P¯0 + P¯1
)
+ J¯01 (C.9)
P1 =
1√
2
(
P¯1 − P¯0
)
(C.10)
Pi = P¯i +
1√
2L
(
J¯0i − J¯1i
)
(C.11)
J1i = LP¯i (C.12)
Jij = J¯ij (C.13)
K1 = −
√
2L2
(
P¯0 + P¯1
)
(C.14)
Ki =
√
2L
(
J¯0i + J¯1i
)
. (C.15)
In this language, the quadratic Casimir (2.13) is simply given by
C2 =
L2

(
ηµνP¯µP¯ν
)
. (C.16)
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