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Abstract
We propose two tetrahedral C1 cubic macro elements that are constructed locally on one tetrahedron
without any knowledge of the geometry of neighboring tetrahedra. Among such geometrically
unconstrained local polynomial tetrahedral C1 schemes requiring only first order derivative data, our macro
elements have the smallest number of coefficients. The resulting macro element spaces are stable and
provide full approximation power. We give explicit formulae that can be used to implement our schemes.
c© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We are interested in piecewise polynomial functions, splines, defined on tetrahedral
partitions. We would like our spline to be globally differentiable, and on each tetrahedron it
should be defined in terms of nodal data on that tetrahedron. If the data are known, and the spline
interpolates, such an interpolation scheme is commonly called a macro element. If the data
are unknown and determined by some procedure, as, for example, in the solution of differential
equations, the schemed is called a finite element. In this paper, we focus on macro elements
for the interpolation of given data.
Apart from meeting the requirement of being C1 and piecewise polynomial, our scheme
should be as simple as possible. In particular, it should require few data, the polynomial degree
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Table 1
Tetrahedral C1 elements. N is the number of subtetrahedra in the split of T ; α is the maximum order of required derivative
data; the column data has the number of data and their location: F — faces, E — edges, V — vertices; l is the number
of coefficients to be computed.
Scheme Degree N α Data l Constraints
Ref. [12] 9 1 4 220 on F, E, V 220 No
Ref. [1] 5 4 2 40 on V 121 No
Ref. [10] 3 12 1 28 on E, V 91 Yes
Ref. [11] 2 24 1 16 on V 65 Yes
Ref. [7] 2 504 1 44 on F, E, V 761 No
Scheme 1 3 60 1 44 on F, E, V 313 No
Scheme 2 3 60 1 28 on E, V 313 No
should be low, and the total number of coefficients on a single tetrahedron should be small. It is
well known that the required polynomial degree can be reduced by subdividing each tetrahedron
in a tetrahedral decomposition. In this context, the undivided tetrahedron is referred to as the
macro tetrahedron. Clearly one would like the number of tetrahedra in the decomposition of
the macro tetrahedron to be small. All differentiable macro schemes require derivative data of
some kind. These are not readily available and usually need to be made up. Thus the lower the
degree of any required derivative values the better. A user may not care, or even be unaware,
of the underlying tetrahedral decomposition, and so ideally data should be required only at the
vertices of the macro tetrahedra. Evidently, all these requirements are in conflict with each other,
and a balance needs to be struck.
The starting point for this paper is the construction by Worsey and Farin [10] of a trivariate
macro element based on C1 cubic splines. It is defined by splitting each macro tetrahedron into
12 tetrahedra, and uses 4 data on each vertex and 2 data on each edge. Despite its attractive
features, the construction has a drawback: a macro tetrahedron T cannot be split without knowing
the geometry of the four neighboring tetrahedra that share faces with T . In fact, the split
points in T are subject to geometric constraints posed by the split points in the neighboring
tetrahedra. Although these constraints can be satisfied, the scheme in [10] cannot be implemented
immediately on one tetrahedron at a time. Some preprocessing has to be done to collect additional
data about the location of each tetrahedron relative to its neighbors. Another consequence of the
geometric constraint is the potential for instability: some angles in the constrained split may be
small. Lai and Schumaker, in [5], p. 515, conjecture that the angles in the Worsey Farin split
are bounded below in terms of the smallest solid and face angles in the split, but at present the
stability of the split is an open problem.
The key to removing the geometric constraints is to create a more complicated split of T .
Both macro elements proposed in our paper are defined on a five-fold refinement of the Worsey
and Farin split. Both schemes are implemented on one tetrahedron at a time, and all angles are
controlled. The second of our schemes uses the same data as the scheme in [10].
Table 1 summarizes existing tetrahedral C1 schemes based on splines. Each of the schemes
has advantages and disadvantages. Scheme [12] does not require splitting the macro tetrahedron.
On the other hand, it requires fourth order derivative data. Scheme [1] is based on a simple
split, and requires only vertex data. Edge and vertex data are avoided by a condensation of
parameters which reduce the approximation order of the scheme. It also does require second
order derivative vertex data. The remaining schemes all require only first order derivative data.
The scheme [11] requires only vertex data and has the smallest number of coefficients of all
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schemes. However, it imposes severe geometric constraints on the location of the vertices. The
scheme [7] has the lowest possible polynomial degree, and is geometrically unconstrained. Until
recently, it was not known if such a scheme even existed. On the other hand, the scheme requires a
large number of subtetrahedra and a large number of coefficients. Our schemes have the smallest
number of coefficients among all unconstrained schemes that only require first order derivative
data.
The paper [7] gives explicit expressions for the coefficients of the interpolant in terms of the
nodal data. Explicit expressions for the polynomial interpolant [12] are given in [6]. Spline based
tetrahedral C2 interpolants are described in [4,3,2].
Few macro element schemes exist on simplices in Rn, n > 3. The cubic scheme described
in [10] does apply for general n, but it requires additional geometric constraints not mentioned in
the paper, cf., [9]. The piecewise quadratic scheme described in [8] generalizes the scheme [11]
to Rn and requires geometric constraints. The polynomial scheme [12] can be generalized to Rn ,
and it is unconstrained. However, it requires polynomials of degree 2n + 1 and derivatives of
order 2n−1 data.
In the following section, we describe our split of the macro tetrahedron. In Section 3, we
establish some required notation. In Section 4 we state and prove our main results: both of our
schemes reproduce cubic functions, they are globally C1 when applied on a tetrahedral partition,
and they have full approximation order. The first scheme requires a total of 44 function and
derivative data on vertices, edges, and faces, and the second scheme requires only a subset of
those data, on vertices and edges. In Section 5, we provide explicit formulae that can be used to
implement our schemes.
2. The split
In this section, we present our algorithm for splitting a macro tetrahedron into 60
subtetrahedra that allow the construction of our schemes with the desired properties. Let
T = [v0, v1, v2, v3] be a tetrahedron in R3. To simplify the description and notation, we use the
following
Convention 2.1. Throughout this paper, all indices i , j , k, m are pairwise distinct and assume
all possible values from the set I := {0, 1, 2, 3}.
For example, we define four split points ui , i ∈ I, by letting
ui := (v j + vk + vm)/3 be the centroid of the triangular face [v j , vk, vm]. (2.1)
We call the tetrahedron U = [u0, u1, u2, u3] the inverted tetrahedron of T . With each
vertex vi of T , we associate the vertex tetrahedron Ci = [vi , u j , uk, um]. With each
edge [vi , v j ] of T , we associate the edge tetrahedron Ei j = [vi , v j , uk, um]. At this stage,
the macrotetrahedron T = U ∪ {Ci } ∪ {Ei j } is the union of eleven tetrahedra, as shown in
Fig. 1.
To split those tetrahedra further we need some additional notation. Let
pi := (u j + uk + um)/3, be the centroid of the face [u j , uk, um] of U ,
ui j := (ui + u j )/2, be the midpoint of the edge [ui , u j ] of U ,
w := (v0 + v1 + v2 + v3)/4, be the centroid of both tetrahedra T and U .
(2.2)
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Fig. 1. T as a union of eleven tetrahedra U ∪ {Ci } ∪ {Ei j }.
Fig. 2. The quater of the split of U corresponding to one of the faces. The rest of the split is not shown for clarity.
We can now state
Algorithm 2.2. Given T = [v0, v1, v2, v3], perform the following steps:
1. Split the inverted tetrahedron U according to the Worsey–Piper strategy of [11]: connect
w with all pi , all ui , and all ui j . This subdivides U into 24 subtetrahedra of the form
[w, pi , u j , u jk], see Fig. 2.
2. As shown in Fig. 4, split each vertex tetrahedron Ci into 6 subtetrahedra of the form
[vi , pi , u j , u jk] by connecting vi to all split points in the face [u j , uk, um].
3. As shown in Fig. 3, split each edge tetrahedron Ei j into 2 subtetrahedra of the form
[vi , v j , uk, ukm].
This process yields a total of sixty subtetrahedra. Our split T60 can be written as
T60 = {[w, pi , u j , u jk]} ∪ {[vi , pi , u j , u jk]} ∪ {[vi , v j , uk, ukm]}. (2.3)
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Fig. 3. Splits of edge tetrahedron Ei j .
The resulting tetrahedral partition of a macro tetrahedron comprises 8 boundary vertices, 11
interior vertices, 18 boundary edges, 66 interior edges, 12 boundary triangular faces, and 114
interior triangular faces.
For later use, we need to establish some simple geometric facts about our split. They are
labeled G1 through G13, and illustrated in one of the Figures as indicated below.
Lemma 2.3. Let i, j, k,m ∈ I. The split points satisfy the following equations:
G1 : ui = (v j + vk + vm)/3 Fig. 5
G2 : pi = (u j + uk + um)/3 Fig. 6
G3 : = (2u jk + 2u jm − u j )/3 Fig. 6
G4 : = (vi + 8w)/9 Fig. 7
G5 : = (12u jk − vi − 2vm)/9 Fig. 7
G6 : ui j = (ui + u j )/2 Fig. 6
G7 : = (vk + 9pk + 2vm)/12 Fig. 7
G8 : = (vk + vm + 4w)/6 Fig. 7
G9 : w = (vi + v j + vk + vm)/4 Fig. 2
G10 : = (6ui j − vk − vm)/4 Fig. 7
G11 : = (9pi − vi )/8 Fig. 7
G12 : = (ui j + uik + uim − ui )/2 Fig. 2
G13 : = (3pk + 3pm − 2ui j )/4 Fig. 7.
(2.4)
Proof. Formulae G1, G2, G6, and G9 are specified in our construction, cf., (2.1) and (2.2). The
remaining formulae follow from simple algebra. Note that Fig. 7 shows a planar cross section of
our split. 
3. The Bernstein–Be´zier form
We assume familiarity with the Bernstein–Be´zier form of a trivariate polynomial. For a
general introduction consult, e.g., [5]. For a more detailed discussion, in a context that is similar
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Fig. 4. Splits of vertex tetrahedron Ci .
to the subject of this paper, see [9]. In this section, we only describe the notation and the
smoothness conditions in terms of this notation that we use in our paper.
Let P3 be the 20-dimensional space of cubic polynomials in three variables, and let 4 be a
tetrahedral partition of a polyhedral domain Ω ⊂ R3. For convenience, we think of 4 as the set
of all tetrahedra, triangular faces, edges, and vertices, rather than just the set of tetrahedra. As
before, we write T for a tetrahedron in 4. For integers 0 ≤ r ≤ 3, we define spaces of cubic
splines of smoothness r as
Sr3(4) =
{
s ∈ Cr (Ω) : s|T ∈ P3, for all T ∈ 4
}
.
If T is a tetrahedron in 4 with vertices v0, v1, v2, v3, we use the following notation for the
domain points ξ , their Be´zier coefficients cξ , and the associated control points C := (ξ, cξ ) of
s ∈ S03 (T ).
For every vertex vi : ξ(vi ) = vi , c(vi ) = cξ(vi ), C(vi ) = (ξ(vi ), c(vi )) .
For every edge [vi , v j ] : ξ(vi , v j ) = (2vi + v j )/3, c(vi , v j ) = cξ(vi ,v j ),
C(vi , v j ) =
(
ξ(vi , v j ), c(vi , v j )
)
, and ξ(v j , vi ) = (2v j + vi )/3,
c(v j , vi ) = cξ(v j ,vi ), C(v j , vi ) =
(
ξ(v j , vi ), c(v j , vi )
)
.
For every face [vi , v j , vk] : ξ(vi , v j , vk) = (vi + v j + vk)/3,
c(vi , v j , vk) = cξ(vi ,v j ,vk ), C(vi , v j , vk) =
(
ξ(vi , v j , vk), c(vi , v j , vk)
)
.
With a vertex v in 4 we associate a set of domain points that we call its ball
B(v) = {ξ(v)} ∪ {ξ(v,w)} ,
where w ranges over all vertices that share an edge in 4 with v. Similarly, with an edge [v,w]
we associate its envelope
E(v,w) = {ξ(v,w), ξ(w, v)} ∪ {ξ(v,w, z)} ,
where z ranges over all triangles of the form [u, v, z] in 4. As usual, if Q is a set of domain
points, then its B-net is the set of their control points: {C(ξ), ξ ∈ Q}.
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Since all domain points of Sr3(4) are contained in balls or envelopes the following lemma
holds, see, e.g., [9]:
Lemma 3.1. A function s ∈ S03(4) is in S13(4) if and only if
1 For every vertex v ∈ 4 there is a 3-dimensional affine subspace of R4 containing the B-net
of B(v), and
2 For every edge [u, v] ∈ 4 there is a 3-dimensional affine subspace of R4 containing the B-net
of E(v,w).
We conclude this section with an auxiliary lemma that is needed for proving the central
Lemma 4.1 in Section 4. We omit the proof which is a straightforward application of univariate
Bernstein–Be´zier techniques.
Lemma 3.2. Let w be the midpoint of a line segment [v, u]. A univariate continuous spline
s ∈ S03([v,w] ∪ [w, u]) is in C3([v, u]) if and only if
c(w) = [c(w, v)+ c(w, u)]/2,
c(w, v) = [4c(v,w)+ 2c(u, w)− c(v)− c(u)]/4, and
c(w, u) = [4c(u, w)+ 2c(v,w)− c(v)− c(u)]/4.
(3.1)
4. The macro elements
In this section, we construct two macro elements based on our split, and establish their
properties. Both schemes are defined in terms of nodal data, and both give a globally C1
piecewise cubic interpolant to the data. The first interpolating scheme requires vertex, edge,
and face data. It serves as a building block for the construction of the second scheme which only
requires vertex and edge data.
On each macro tetrahedron T = [v0, v1, v2, v3], we use the (super) spline space
ST := S13(T60) ∩ C3([ui , u j ]). (4.1)
Note that by our Convention 2.1 there are six edges [ui , u j ] of the inverted tetrahedron.
Thus, by (4.1) a function in ST is a univariate polynomial (rather than a piecewise univariate
polynomial) along each of the line segments [ui , u j ].
To describe our minimal determining set, we introduce the following sets of domain points,
associated with vertices v, edges e, and faces F , respectively.
Mv :=
{
ξ(vi ), ξ(vi , v j ), ξ(vi , vk), ξ(vi , vm)
}
, where v = vi ,
Me :=
{
ξ(vi , v j , uk), ξ(vi , v j , um)
}
, where e = [vi , v j ],
MF :=
{
ξ(um, w), ξ(vi , um, pi ), ξ(v j , um, p j ), ξ(vk, um, pk)
}
,
where F = [vi , v j , vk].
According to our Convention 2.1, the set Mv contains 16 points, the set Me consists of 12
points, and the set MF has 16 points in it.
The following technical but central lemma describes the relevant space on a single macro
tetrahedron in terms of a minimal determining set. Its proof contains most of the formulae
required for the implementation of our interpolating schemes.
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Lemma 4.1. The dimension of the space ST is 44. Moreover, the set
M =Mv ∪Me ∪MF
is a minimal determining set for ST .
Proof. Clearly, the cardinality of M is 44. To show that M is a minimal determining set for ST
we proceed in several steps. In each step, we define Be´zier coefficients of the spline s ∈ ST in
terms of the coefficients associated with the domain points inM or the coefficients that have been
set earlier. Sometimes we have to verify that conditions arising in that step are consistent with
assignments we made earlier. In step 6 we use the supersmoothness conditions from Lemma 3.2.
For the remaining steps, we divide the vertices of T60 into 5 types and the edges of T60 into 10
types. We examine all vertices and all edges of a given type. At each step, we either deal with
all balls around vertices of the given type, or with all envelopes around edges of the given type.
For each vertex v, we choose a set B(v) of four control points that have already been determined
in earlier steps, and give explicit formulae for all other coefficients of s associated with domain
points in the ball B(v). The associated control points lie in the three-dimensional affine subspace
in R4 spanned by B(v). Similarly, for each edge [v, u], we choose a set B([v, u]) of four control
points that have already been determined in earlier steps, and give explicit formulae for all
other coefficients of s associated with domain points in the envelope E([v, u]). The associated
control points also lie in the three-dimensional affine subspace in R4 spanned by B([v, u]). Our
assignments are stated in terms of coefficients. The fact that the associated control points lie
in a three-dimensional affine subspace of R4 follows from the observation that the underlying
domain points satisfy the same relation as the coefficients. We do not point this out in every step,
to avoid repetition. However, for each such assignment we refer to the underlying geometric fact
described in Lemma 2.3. Once we get to step 8, we will begin to encounter control points C that
have been set in earlier steps, but which do not belong to B. In each such case, we verify that C
lies in the three-dimensional affine subspace in R4 spanned by B. We distinguish the definitions
of the Be´zier coefficients from mere consistency checks by using “:=” for definitions instead
of “=” that is used for consistency checks. The first four steps deal with the vertices and edges
located on the faces of T , and, therefore, target smoothness conditions between neighboring
tetrahedra in 4. The remaining steps address smoothness conditions in the interior of T60.
Step 1. Vertex balls around vi . Let vi be a vertex of T . The points in the basis
B(vi ) =
{C(vi ), C(vi , v j ), C(vi , vk), C(vi , vm)}
are associated with the domain points in Mv . For the remaining points in the vertex ball we
obtain
G1 : c(vi , u j ) := [c(vi )+ c(vi , vk)+ c(vi , vm)]/3,
G2 : c(vi , pi ) := [c(vi , u j )+ c(vi , uk)+ c(vi , um)]/3,
G6 : c(vi , ukm) := [c(vi , uk)+ c(vi , um)]/2.
(4.2)
Step 2. Envelopes of [vi , v j ]. The basis is
B([vi , v j ]) = {C(vi , v j ), C(v j , vi ), C(vi , v j , uk), C(vi , v j , um)},
where the first two points are associated with the domain points in Mv , and the other two with
the domain points in Me. For the remaining points in the envelope we obtain
G6 : c(vi , v j , ukm) := [c(vi , v j , uk)+ c(vi , v j , um)]/2. (4.3)
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Step 3. Envelopes of [vi , u j ]. The basis is
B([vi , u j ]) = {C(vi , u j , vk), C(vi , u j , vm), C(vi , u j ), C(vi , u j , pi )},
where the first two points are associated with the domain points in Me, the last one is with a
domain point in MF , and the third one was set in step 1. We set
G1 : c(u j , vi ) := [c(vi , u j )+ c(vi , u j , vk)+ c(vi , u j , vm)]/3,
G7 : c(vi , u j , u jk) := [c(vi , u j )+ 9c(vi , u j , pi )+ 2c(vi , u j , vm)]/12. (4.4)
Step 4. Vertex balls around ui . The first three points in the basis
B(ui ) = {C(ui , v j ), C(ui , vk), C(ui , vm), C(ui , w)}
were set in step 3, and the last one is associated with a domain point in MF . These points
determine the remaining ones in the vertex ball
G1 : c(ui ) := [c(ui , v j )+ c(ui , vk)+ c(ui , vm)]/3,
G8 : c(ui , ui j ) := [c(ui , vk)+ c(ui , vm)+ 4c(ui , w)]/6,
G4 : c(ui , p j ) := [8c(ui , w)+ c(ui , v j )]/9.
(4.5)
Step 5. Envelopes of [vi , u jk]. The first two of the points in
B([vi , u jk]) = {C(vi , u jk, u j ), C(vi , u jk, uk), C(vi , u jk, vm), C(vi , u jk)}
were set in step 3, the third one was set in step 2, and the last one was fixed in step 1. These
points determine
G6 : c(u jk, vi ) := [c(vi , u jk, u j )+ c(vi , u jk, uk)]/2,
G5 : c(vi , u jk, pi ) := [12c(u jk, vi )− c(vi , u jk)− 2c(vi , u jk, vm)]/9. (4.6)
Step 6. In this step we determine
c(ui j , ui ) := [4c(ui , ui j )+ 2c(u j , ui j )− c(ui )− c(u j )]/4, (4.7)
by supersmoothness along [ui , u j ], see Lemma 3.2, where all the coefficients on the right side
were fixed in step 4.
Step 7. Vertex balls around ui j . The first two points in
B(ui j ) = {C(ui j , vk), C(ui j , vm), C(ui j , ui ), C(ui j , u j )}
were set in step 5, and the last two points in step 6. These points determine
G6 : c(ui j ) := [c(ui j , ui )+ c(ui j , u j )]/2,
G10 : c(ui j , w) := [6c(ui j )− c(ui j , vk)− c(ui j , vm)]/4,
G4 : c(ui j , pk) := [8c(ui j , w)+ c(ui j , vk)]/9.
(4.8)
Step 8. Envelopes of [vi , pi ]. The first point in
B([vi , pi ]) = {C(vi , pi ), C(vi , pi , u j ), C(vi , pi , uk), C(vi , pi , um)}
was set in step 1, the remaining points are associated with domain points in MF . We obtain
G2 : c(pi , vi ) := [c(vi , pi , u j )+ c(vi , pi , uk)+ c(vi , pi , um)]/3. (4.9)
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We also have to have, by G6, that
c(vi , pi , u jk) = [c(vi , pi , u j )+ c(vi , pi , uk)]/2. (4.10)
However, the points c(vi , pi , u jk) were already set in step 5, see (4.6). The points on the right
in (4.10) correspond to domain points in MF , and the affine combination on the right of (4.10)
does lie in the affine span of B([vi , pi ]). We have to verify that the definition in (4.6) gives the
same expression as (4.10). This is indeed the case, and can be verified by starting with (4.6) and
working backwards using the equations given in steps 1–4.
Step 9. Envelopes of [ui , ui j ]. The first point in
B([ui , ui j ]) = {C(ui , ui j ), C(ui j , ui ), C(ui , ui j , vk), C(ui , ui j , vm)}
was set in step 4, the second one in step 6, and the last two in step 3. We obtain
G10 : c(ui , ui j , w) := [6c(ui j , ui )− c(ui , ui j , vk)− c(ui , ui j , vm)]/4,
G4 : c(ui , ui j , pk) := [8c(ui , ui j , w)+ c(ui , ui j , vk)]/9. (4.11)
Step 10. Envelopes of [ui , p j ]. The first point in
B([ui , p j ]) = {C(ui , p j ), C(ui , p j , v j ), C(ui , p j , uik), C(ui , p j , uim)}
was set in step 4, the second one is associated with a domain point inMF , and the last two were
set in step 9. We obtain
G3 : c(p j , ui ) := [2c(ui , p j , uik)+ 2c(ui , p j , uim)− c(ui , p j )]/3,
G11 : c(ui , p j , w) := [9c(p j , ui )− (ui , p j , v j )]/8. (4.12)
Step 11. Vertex balls around pi . The first point in
B(pi ) = {C(pi , vi ), C(pi , u j ), C(pi , uk), C(pi , um)}
was fixed in step 8, and the remaining ones in step 10. We obtain
G2 : c(pi ) := [c(pi , u j )+ c(pi , uk)+ c(pi , um)]/3,
G11 : c(pi , w) := [9c(pi )− c(pi , vi )]/8,
G6 : c(pi , u jk) := [c(pi , u j )+ c(pi , uk)]/2.
(4.13)
Step 12. Envelopes of [ui j , pk]. The first point in
B([ui j , pk]) = {C(pk, ui j ), C(ui j , pk, ui ), C(ui j , pk, u j ), C(ui j , pk, vk)}
was fixed in step 11, the next two in step 9, and the last one in step 5. We obtain
G11 : c(ui j , pk, w) := [9c(pk, ui j )− c(ui j , pk, vk)]/8. (4.14)
We also have to satisfy, by G6,
c(ui j , pk) = [c(ui j , pk, ui )+ c(ui j , pk, u j )]/2. (4.15)
The coefficients c(ui j , pk) were previously set in step 7. Proceeding as in step 8, by rewriting
both definitions (4.15) and (4.8) in terms of coefficients corresponding to domain points in M,
one can show that the two definitions are consistent.
Step 13. Envelopes of [ui , w]. The first point in
B([ui , w]) = {C(ui , w), C(ui , w, ui j ), C(ui , w, uik), C(ui , w, uim)}
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corresponds to a domain point in MF , and the remaining three were determined in step 9. We
obtain
G12 : c(w, ui ) := [c(ui , w, ui j )+ c(ui , w, uik)+ c(ui , w, uim)− c(ui , w)]/2. (4.16)
We also have to satisfy, by G3,
c(ui , w, pk) = [2c(ui , w, ui j )+ 2c(ui , w, uim)− c(ui , w)]/3,
where c(ui , w, pk) was already set in step 10. Consistency can be established as in step 12.
Step 14. Vertex ball around w. The points in the basis
B(w) = {C(w, ui ), C(w, u j ), C(w, uk, ), C(w, um)}
were set in step 12. We obtain
G6 : c(w, ui j ) := [c(w, ui )+ c(w, u j )]/2,
G2 : c(w, pi ) := [c(w, u j )+ c(w, uk)+ c(w, um)]/3,
G9 : c(w) := [c(w, ui )+ c(w, u j )+ c(w, uk)+ c(w, um)]/4.
(4.17)
Step 15. Envelopes of [pi , w]. The first three points in
B([pi , w]) = {C(pi , w, u j ), C(pi , w, uk), C(pi , w, um), C(w, pi )}
were set in step 10, and the last one in step 14. The remaining points in these envelopes have
already been set. Specifically, c(pi , w) was set in step 11, and c(pi , w, u jk) was set in step 12.
We also have to satisfy, by G2 and G6, respectively,
c(pi , w) = [c(pi , w, u j )+ c(pi , w, uk)+ c(pi , w, um)]/3,
c(pi , w, u jk) = [c(pi , w, u j )+ c(pi , w, uk)]/2.
Consistency can be verified as in step 12.
Step 16. Envelopes of [ui j , w]. The first two points in
B([ui j , w]) = {C(ui j , w, ui ), C(ui j , w, u j ), C(ui j , w, pk), C(ui j , w, pm), }
were set in step 9, while the last two were set in in step 12. As in the preceding step, all the
remaining points in the envelope have already been set. Specifically, c(ui j , w) was set in step 7,
and c(w, ui j ) was set in step 14. We also need to satisfy, by G6 and G13, respectively
c(ui j , w) = [c(ui j , w, ui )+ c(ui j , w, u j )]/2,
c(w, ui j ) = [3c(ui j , w, pk)+ 3c(ui j , w, pm)− 2c(ui j , w)]/4.
Consistency can be established as in the preceding step.
We have now computed all coefficients of s in terms of the coefficients corresponding to the
domain points in M and we have satisfied all smoothness conditions. 
In the remainder of this section we describe our two macro elements and their properties. The
proofs we give here only describe the process. Explicit formulae are given in the next section
where we show how to implement our schemes.
To describe our first macro element we need some additional notation. For each edge
e = [vi , v j ] of T , let pe and qe be two orthogonal unit vectors lying in a plane perpendicular
to e, and Dpe and Dqe be the associated directional derivative operators. Let ei j be the midpoint
of the edge e. For each face F = [vi , v j , vk] of T , let Dφ be the directional derivative operator
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corresponding to a unit vector φ perpendicular to F . Let nim := (vi + um)/2, where um is the
centroid of F . As usual, ∇ is used for the gradient notation.
Theorem 4.2. A spline in s ∈ ST is uniquely determined by the following 44 arbitrarily chosen
data:
1. s(vi ), ∇s(vi )—16 vertex data,
2. Dpe s(ei j ), Dqe s(ei j )—12 edge data,
3. Dφs(ui ), Dφs(n j i ), Dφs(nki ), Dφs(nmi )—16 face data.
Proof. In order to use Lemma 4.1 we need to obtain the coefficients corresponding to the domain
points in M. We compute c(vi ) and c(vi , v j ) from the function and gradient values at each
vertex of T . Explicit formulae are provided in step 1 of Algorithm 5.1. This sets all coefficients
associated with Mv . Then we compute all the remaining coefficients in the vertex balls around
vi using (4.2).
Next, we consider edge envelopes. As shown in Fig. 5, let ei j be the midpoint of the edge
e = [vi , v j ]. First we compute ∇s(ei j ) from the data given in item 2 of Theorem 4.2, and the
directional derivative Des(ei j ). The latter is now known since the univariate cubic polynomial s|e
is completely defined by the determined coefficients on e. Using the gradient at ei j , we compute
c(vi , v j , uk) for all i , j , k. Explicit formulae are provided in step 2 of Algorithm 5.1. This sets
all coefficients associated with Me. Using (4.3) we compute the remaining coefficients in the
envelope of e.
Next, consider the face F := [vi , v j , vk] of T . In order to compute all the coefficients
associated with the domain points on F , we proceed with the first equation of (4.4) and obtain
c(um, vi ) for each i . Then we compute c(um) using the first equation in (4.5). At this stage, all
coefficients on the face have been set. This determines s on F , and all first order derivatives
of s in directions that are contained in the face. From this information, and the data given in
item 3 of Theorem 4.2, we can compute the gradients of s at um , nim , n jm , and nkm . From the
gradients we can obtain derivatives in any direction at those points. This allows us to compute
c(um, w), complete vertex balls around um using (4.5), and finally compute c(vi , pi , um) for all
m and i . Explicit formulae are provided in Algorithm 5.2. This sets all the coefficients associated
with the points in MF . Now we can complete the envelopes around [vi , u j ] using (4.4), and the
remaining coefficients of s are determined as described in steps 5 through 16 of Lemma 4.1. 
In our second interpolating scheme we replace the face data in item 3 of Theorem 4.2 by
requiring the perpendicular cross boundary derivatives of s be quadratic one each face, instead
of piecewise quadratic. This condition is satisfied for cubic polynomials, and, therefore will not
cause a loss in the order of approximation. Let
SˆT := {s ∈ ST : Dφs|F ∈ P2, for all faces F of T },
where P2 is the six dimensional space of quadratic polynomials in two variables, and φ is a
unit direction orthogonal to F . Since for s ∈ ST the derivative Dφs|F is a continuous piecewise
quadratic polynomial, SˆT is a proper subspace of ST .
Theorem 4.3. The dimension of SˆT is 28. A spline in s ∈ SˆT is uniquely determined by
the 28 data in items 1 and 2 of Theorem 4.2.
Proof. The dimension statement follows from the fact that the 28 pieces of data in items 1 and
2 of Theorem 4.2 uniquely define a spline in SˆT . To show this, we modify the construction in the
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Fig. 5. Face of T .
proof of Theorem 4.2 starting from the point where we move to the face F := [vi , v j , vk] of T .
Consider the perpendicular derivative Dφs of s across that face. Instead of interpolating to given
face data we make up those data as follows. The derivative Dφs|F is a continuous piecewise
quadratic polynomial in two variables on the two dimensional Clough–Tocher split of F . Its
domain points are shown in Fig. 5. For the previous scheme, we set explicitly or implicitly all
coefficients corresponding to those domain points, including the points um , nim , n jm , and nkm .
By choosing the coefficients at these points appropriately, we can make the piecewise quadratic
polynomial Dφs|F differentiable (rather than just continuous). Since a C1 quadratic spline on the
Clough–Tocher split of T is actually a quadratic polynomial the derivative is quadratic, rather
than piecewise quadratic, and is therefore determined by the given data. Explicit formulae are
provided in step 3 of Algorithm 5.1. We determine the remaining coefficients of s as in the proof
of the preceding Theorem and in Lemma 4.1. 
Let 4 be a tetrahedral partition of a polyhedral domain Ω in R3. We apply our split T60 on
each T ∈ 4. Let 460 be the resulting refinement of 4, and let
S =
{
s ∈ S13(460) : s|T ∈ ST , for all T ∈ 4
}
,
Sˆ =
{
s ∈ S13(460) : s|T ∈ SˆT , for all T ∈ 4
}
.
For each edge e of4, let e1 and e2 be two orthogonal unit vectors lying in a plane perpendicular to
e, and De1 and De2 be the associated directional derivative operators. Let me be the midpoint of
the edge e. For each face F = [v1, v2, v3] of T , let Dφ be the directional derivative operator
corresponding to a unit vector φ perpendicular to F , let m F be the centroid of F , and let
ni F := (vi + m F )/2, i = 1, 2, 3.
Theorem 4.4. For any f ∈ C1(Ω) there exist unique s f ∈ S and sˆ f ∈ Sˆ such that
1. s f (v) = sˆ f (v) = f (v), ∇s f (v) = ∇ sˆ f (v) = ∇ f (v) for all vertices v ∈ 4,
2. De j s f (me) = De j sˆ f (me) = De j f (me), for j = 1, 2 and all edges e ∈ 4,
3. Dφs(m F ) = Dφ f (m F ), Dφs(ni F ) = Dφ f (ni F ), for i = 1, 2, 3 and all faces F ∈ 4.
Proof. First we note that the data in items 1, 2 and 3 restricted to a tetrahedron in 4 exactly
match the data in Theorem 4.2, while the data in items 1 and 2 on a tetrahedron are the same
as in Theorem 4.3. Therefore, to prove the theorem we only need to show that both s f and sˆ f
are differentiable within and across each face of 4. Consider applying either scheme on two
neighboring tetrahedra T and T ∗ sharing a face F = [v1, v2, v3]. Let s f ∈ ST and sˆ f ∈ SˆT be
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the splines on T , and s∗f ∈ ST ∗ and sˆ∗f ∈ SˆT ∗ be the splines on T ∗. Let η be an arbitrary direction
in R3. We have to show that
s f |F = s∗f |F , sˆ f |F = sˆ∗f |F , and Dηs f |F = Dηs∗f |F , Dη sˆ f |F = Dη sˆ∗f |F .
The continuity of s f and sˆ f follows from the fact that both restrictions are defined by the Be´zier
coefficients on F which are the same for both T and T ∗. For differentiability we first note that η
can written as a linear combination of the three linearly independent vectors v1 − m F , v2 − m F
and φ. Thus, there exist real numbers a, b, c such that
Dη = aDv1−m F + bDv2−m F + cDφ .
From Theorems 4.2 and 4.3, and the continuity of s f and sˆ f , we know that
Dvi−m F s f |F = Dvi−m F s∗f |F , and Dvi−m F sˆ f |F = Dvi−m F sˆ∗f |F , i = 1, 2.
The perpendicular cross-boundary derivatives Dφs f |F and Dφs∗f |F are piecewise continuous
quadratic polynomials on the bivariate Clough–Tocher split of F , see Fig. 5 uniquely defined by
the following ten pieces of data:
A. Dφ f (vi ), i = 1, 2, 3, available from the data in item 1,
B. Dφ f (me), for the three edges of F , available from the data in item 2,
C. Dφ f (m F ), Dφ f (ni F ), for i = 1, 2, 3, available from the data in item 3.
Since the same data in A–C are used for both Dφs f |F and Dφs∗f |F , the two piecewise
polynomials must coincide. The perpendicular cross-boundary derivatives Dφ sˆ f |F and Dφ sˆ∗f |F
are quadratic polynomials on F uniquely defined by the same six pieces of data listed in A. and
B. Thus, the two quadratic polynomials are the same. This implies continuity of all directional
derivatives across F , and completes the proof. 
Since our spaces S and Sˆ contain cubic polynomials Theorem 4.4 implies:
Corollary 4.5. For all p ∈ P3, sp = sˆp = p.
We conclude this section with showing that both interpolating schemes have full
approximation order. For simplicity, we state our result on one tetrahedron T , and in terms of
infinity norms. Let |T | be the diameter of T , and | f |k,T be the standard infinity seminorm on T .
Theorem 4.6. Let f ∈ C l+1(T ) with 0 ≤ l ≤ 3, and s f and sˆ f be as in Theorem 4.4. Then there
exist constants K and Kˆ such that
‖Dα( f − s f )‖T ≤ K |T |l+1−|α|| f |l+1,T , ‖Dα( f − sˆ f )‖T ≤ Kˆ |T |l+1−|α|| f |l+1,T ,
for all |α| ≤ l. The constants K and Kˆ depend only on the smallest solid and face angles in T .
Proof. The result follows from Theorem 17.22 in [5]. Indeed, Lemma 4.1 provides local minimal
determining sets for ST and SˆT , while Theorems 4.2 and 4.3 supply the nodal data. Close
inspection of computations in Lemma 4.1 shows that they are absolutely stable, while the
computations in Algorithms 5.1 and 5.2 below depend on the smallest solid and face angles
in T . Finally, Corollary 4.5 guarantees the reproduction of cubic polynomials and completes the
applicability of Theorem 17.22 in [5]. 
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5. Implementation
In this section we describe how to implement our schemes. We use the fact that the directional
derivative of a function f in a direction e at a point p is given by
De f (p) = ∇ f (p) ◦ e,
where “◦” is the dot product. Conversely, if three directional derivatives in three linearly
independent directions e1, e2, e3 are given, then the gradient can be determined from the values
of those derivatives by solving the linear system
∇s(p) ◦ ei = Dei s(p), i = 1, 2, 3. (5.1)
Throughout the description, we adhere to our Convention 2.1.
Algorithm 5.1. Let the data of Theorem 4.3 be given. To compute the coefficients of a a spline
s ∈ SˆT follow these steps:
1. Vertex data. Using function values and gradients at the vertices define
c(vi ) = s(vi ), c(vi , v j ) = c(vi )+ 13∇s(vi ) ◦ (v j − vi ).
Use (4.2) to compute the remaining coefficients in the vertex balls around vi .
2. Edge data. Let e = [vi , v j ] and let pe and qe be the two directions perpendicular to e.
Compute tangential derivatives at the midpoints of the edges
Dv j−vi s(ei j ) =
3
4
[
c(v j )+ c(v j , vi )− c(vi , v j )− c(vi )
]
.
Using the data in item 2 of Theorem 4.2, compute the gradient ∇s(ei j ) of s at ei j by solving
the linear system (5.1) with e1 = pe, e2 = qe and e3 = v j−vi . Then compute the coefficients
c(vi , v j , uk) = 14
[
c(vi )+ c(v j )+ 3c(vi , v j )+ 3c(v j , vi )− 2c(vi , uk)
− 2c(v j , uk)
]+ 2
3
∇s(ei j ) ◦
(
uk − ei j
)
. (5.2)
Use (4.3) to compute the remaining coefficients in the envelope of e, the first equation of (4.4)
to compute c(u j , vi ), and then the first equation of (4.5) to compute c(ui ).
3. Face data. Let F be the face [vi , v j , vk] with centroid um , as shown in Fig. 5. Compute the
gradients at um and nim from the smoothness conditions for the quadratic polynomial Dφs|F ,
cf., Fig. 5, using the gradients computed in Step 2
∇s(nim) = 13
[∇s(vi )+∇s(ei j )+∇s(eik)] ,
and, then,
∇s(um) = 13
[∇s(nim)+∇s(n jm)+∇s(nkm)] .
Using these gradient values compute
c(um, w) = c(um)+ 13∇s(um) ◦ (w − um) (5.3)
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Fig. 6. Face of U .
Fig. 7. The cross-section [vi , vm , um , ui ].
and complete computing the coefficients in the ball around um using (4.5). Then compute
c(vi , pi , um) = 14 [c(vi )+ c(um)+ 3c(vi , um)+ 3c(um, vi )− 2c(vi , pi )
− 2c(um, pi )]+ 23∇s(nim) ◦ (pi − nim) , (5.4)
and complete computing the coefficients in the envelopes of [vi , u j ] using (4.4).
4. Remaining coefficients. The coefficients that have now been set include all coefficients
corresponding to the minimal determining set used in Lemma 4.1. To set the remaining
coefficients follow steps 5 through 16 of the proof of Lemma 4.1.
Algorithm 5.2. Let the data of Theorem 4.2 be given. To compute the coefficients of a a spline
s ∈ ST perform steps 1 and 2 of Algorithm 5.1 followed by:
Let F be the face [vi , v j , vk]. Compute two tangential derivatives at the centroid um
Dvi−um s(um) = 3 [c(um, vi )− c(um)] , Dv j−um s(um) = 3
[
c(um, v j )− c(um)
]
.
Compute ∇s(um) using Dφs(um) to solve the linear system (5.1). Then compute the coefficient
c(um, w) using (5.3), and the remaining coefficients in the ball around um using (4.5). Next
compute two tangential derivatives at nim
Dvi−um s(nim) =
3
4
[c(vi )+ c(vi , um)− c(um, vi )− c(um)] ,
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Dv j−nim s(nim) =
3
8
[2c(vi , v j )+ 2c(um, v j )+ 4c(vi , v j , um)
− c(vi )− c(um)− 3c(vi , um)− 3c(um, vi )].
Compute ∇s(nim) using Dφs(nim) to solve the linear system (5.1). With the help of these
gradient values compute c(vi , pi , um) using (5.4), and complete computing the coefficients in
the envelopes of [vi , u j ] using (4.4). To set the remaining coefficients follow steps 5 through 16
of the proof of Lemma 4.1.
6. Remarks
Remark 1. For checking and motivating our calculations, we made extensive use of the software
at http://www.math.utah.edu/˜pa/3DMDS/. This software can be used as an applet directly from
the web page, or can be downloaded and used off-line.
Remark 2. All of our split points are the centroids of the facets in which they reside. This greatly
simplifies the calculations, and there seems little reason to locate them elsewhere. However, it
may be possible to use split points other than centroids. We have not examined this question.
Remark 3. We use our 44 parameter scheme to provide a stepping stone toward the construction
of the 28 parameter scheme. In most cases, for the actual interpolation of data, the 28 parameter
scheme will be preferable because of its simplicity.
Remark 4. A disadvantage of our schemes is that they require edge data. It is possible to replace
those data by interpolating the vertex gradient data linearly along each edge. This condensation
of parameters would produce a scheme that is more convenient for the interpolation of scattered
data available only at vertices. However, it would also reduce the degree of the polynomials that
are reproduced – from cubic to quadratic – and would thereby reduce the approximation order of
our scheme.
Acknowledgment
Our work has benefited from financial support by Towson University.
References
[1] P. Alfeld, A trivariate Clough–Tocher scheme for tetrahedral data, Comput. Aided Geom. Design 1 (1984) 169–181.
[2] P. Alfeld, L.L. Schumaker, A C2 trivariate macro-element based on the Clough–Tocher split of a tetrahedron,
Comput. Aided Geom. Design 22 (2005) 710–721.
[3] P. Alfeld, L.L Schumaker, A C2 trivariate macro-element based on the Worsey–Farin split of a tetrahedron, SIAM
J. Numer. Anal. 43 (2005) 1750–1756.
[4] P. Alfeld, L.L. Schumaker, A C2 trivariate double Clough Tocher macro element, in: C.K. Chui, M. Neamtu,
L.L. Schumaker (Eds.), Approximation Theory XI: Gatlinburg 2004, Nashboro Press, Brentwood, TN, 2005,
pp. 1–14.
[5] M.J. Lai, L.L. Schumaker, Spline Functions on Triangulations, Cambridge University Press, New York, 2007.
[6] K. Rescorla, C1 trivariate polynomial interpolation, Comput. Aided Geom. Design 4 (1987) 237–244.
[7] L.L. Schumaker, T. Sorokina, A.J. Worsey, A C1 Quadratic trivariate macro-element space defined over arbitrary
tetrahedral partitions; J. Approx. Theory, in press (doi:10.1016/j.jat.2008.04.014).
[8] T. Sorokina, A.J. Worsey, A Multivariate Powell–Sabin Interpolant, Adv. Comput. Math. 29 (1) (2008) 71–89.
[9] T. Sorokina, A C1 multivariate Clough–Tocher Interpolant, Constr. Approx., in press
(doi:10.1007/s00365-008-9018-y).
[10] A.J. Worsey, G. Farin, An n-dimensional Clough–Tocher interpolant, Constr. Approx. 3 (1987) 99–110.
[11] A.J. Worsey, B. Piper, A trivariate Powell–Sabin interpolant, Comput. Aided Geom. Design 5 (1988) 177–186.
[12] Alexander Zˇenisˇek, Polynomial approximation on tetrahedron in the finite element method, J. Approx. Theory 7
(1973) 334–351.
