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Abstract
Patients are increasingly undergoing radiotherapy procedures, in which small metals are
implanted in the body for target localization for IGRT or targeted therapies. Previous,
interface dosimetry studies focused high-Z materials irradiated by low energy beams
where the dose enhancement is large. In the majority of the cases, they used one or two
dimensional detectors. Therapeutic beams, however, are mostly 6 MV and higher with
significantly less dose enhancement. Over the last decade, significant improvements in
polymer gel dosimetry have been made allowing for improved 3D dose measurements.
The purpose of this study was to better understand the dose around distributed high-Z
materials irradiated by high energy photon beams and investigate the feasibility of 3D
dose measurements.
A Monte Carlo code was used to determine the effect of various foil configurations.
The dosimetric effect of foil thickness, separation, energy and other factors were investi-
gated. Software tools were also developed to process the data. These results were used
to help identify suitable experimental setups. The dose around two foils was compared
to the dose resulting from adding the dose of two single foils. The dose around a single
foil was also compared to the dose around a fiduciary marker. Later on, we looked at
how distributing the thickness of the high-Z foil over a wider area affected dose and how
that compared to a to the dose around a single foil. Finally, we looked at the effect of
pair production and how it affected the distribution of dose in select configurations.
Several polymer gel dosimeter (PGD) were evaluated and two were selected for
further study. Various formulations were investigated and procedures developed to
meet the needs of the project. Materials compatibility studies were performed to ensure
that there were no reactions between the PGD and inserted materials within the time
frame of the studies. PGDs were manufactured and thin lead foils with the configuration
determined earlier were inserted into the polymer gel. The PGDs was irradiated with 18
iv
MV photons and the dose was quantified using MRI with a multiple spin echo technique
for the measurement of the spin-spin relaxation rate (R2). The measured dose data were
compared to theoretical data obtained from Monte Carlo experiments.
The dose profiles around the foils from the PGD were in agreement with dose val-
ues from simulation. This project demonstrated that it is feasible to use polymer gel
dosimetry to measure the fine dosimetric structures around a small metallic object. We
also determined that material, foil thickness, separation and photon energy had the
largest effect on the dose in-between a two foil configuration. When the foils were close,
we found that the dose around the two foils was larger but not significantly different
from the combined dose of two single foils with the same separation. We also found
that the dose upstream and downstream of a distributed foil is less that the upstream
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1.1 Description of the Problem
The magnitude of absorbed dose delivered to patients is the most important physical
parameter for radiation therapy. It is well known that the higher the dose to tumors,
the better the effect of the treatment. However, the maximum dose safely given to a
patient is limited by the dose to the area outside the tumor where healthy tissue is
present. The tumor volume often presents a complex shape in three-dimensional (3D)
space. Hence, very sophisticated radiation delivery techniques have been developed to
maximize the dose delivered to the tumor while minimizing the dose to normal tissue.
These include intensity modulated radiation therapy (IMRT), volumetric modulated
arc therapy (VMAT), proton therapy (PR), image-guided radiation therapy (IGRT),
stereotactic radiosurgery (SRS), stereotactic body radiosurgery (SBRT), and high dose-
rate brachytherapy (HDR)[2].
In photon-based radiotherapy, the photon energy is indirectly deposited in tissue
by secondary electrons generated by the interaction of photons with atoms composing
the tissue. For materials heavier than tissue (or tissue-like material), this can result in
significant local dose increases in the vicinity of the material. Extremely high dose in
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both backward and forward directions of a thin high atomic number (Z) metal such as
lead and gold was theoretically predicted and experimentally demonstrated [3, 4, 5, 6,
7, 8, 9].
Traditionally, dose measurements were done in a simple geometrical setting such
as in the vicinity of thin foils using small detectors such as micro-TLDs or thin plane
type detectors such as radiographic films and plane-parallel ionization chamber. In
particular, the latter was an ideal detector to obtain dose distribution along the beam
axis orthogonal to the foil plane with high precision and accuracy [4, 6]. When the
geometrical shape of the object is not a plane, a planar detector is not suitable and a
small volume detector is needed. Micro-TLD chips are acceptable to some extent, but
obtaining the 3D dose distribution with the TLDs is time-consuming and, after all, the
measurable spatial resolution is still limited.
Polymer gel dosimeters (PGD) were developed as true 3D dosimeters [10] and they
have been used for measurements of 3D dose distribution around small radioactive
sources by many researchers successfully[11, 12, 13, 14, 15, 16, 17]. Meanwhile, there
were only a few experiments, in which one attempted to measure the 3D dose distri-
bution near a high-density material when the subject is irradiated with photon beam
externally. Watanabe et al measured the dose distributions near bone-like high-density
material embedded in a BANG PGD phantom, which was irradiated with a photon
beam [18, 19]. Recently, two other groups published brief reports on the dose mea-
surement results for titanium plates and prosthetic objects implanted in PGD [20, 21].
More recently, researchers have sought to take advantage of the increased dose from
high-Z materials to treat tumors. Gold, in particular, is important because its desirable
chemical characteristics make it an attractive material for therapeutic applications. It is
inert and generally biocompatible making it ideal for use in the body. Gold nanoparti-
cles (GNPs) permeate leaky angiogenic endothelium due to enhanced permeability and
retention [22]. This combined with PEGylation can cause gold nanoparticles to stay in
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the blood longer than smaller molecules. These factors along with many others have led
to an explosion of research in gold nanoparticles over the last 15 years. The three areas
of interest in radiation therapy are the use of nanoparticles for drug delivery, thermal
therapy, and enhanced radiation dosimetry.
Effective drug delivery to the intended site is an important problem in treatments.
Filtration by the liver and kidney can reduce the effectiveness of treatment and increase
the cost. To improve targeting and outcome, GNPs can be used as a delivery mecha-
nism by grafting ligands for drugs. An example of this is the work by Patra et al, who
used GNPs for the treatment of pancreatic cancer resulting in an improved outcome[23].
They used cetuximab and gemcitabine as the targeting agent and the anticancer drug,
respectively. GNPs also have been used in thermal therapy applications. It is well
known that hyperthermia induces apoptotic cell death and it is often used in combina-
tion of other treatments such as radiotherapy [24, 25]. Though traditional hyperthermia
approaches have been limited by a lack of tumor specificity and temperature limitation,
advances in nanoparticle research have made localized heating possible. Nanoparticles
in thermal applications are often in the form of gold coated rods or shells to better
absorb near infra-red light which in turn radiates heat. One limitation that still ex-
ists is that the laser will only penetrate a few centimeters of soft tissue. MR-based
hyperthermia, however, might be able to treat those tumors at deeper locations [26].
Since photon interactions with gold atoms are much stronger than the interaction with
tissue atoms, the photon energy deposition can be effectively localized inside the tumor
volume. This idea was experimentally tested and confirmed to be viable [27]. This
technique, however, is the most effective when the photon energy is in the keV range
because of the increased electron production due to the photoelectric effect. Low energy
photons cannot penetrate deep into the tissue; hence the technique is only effective for
the treatment of tumors located at a shallow depth.
So far, all indications are that these techniques work best when combined with
radiation therapy or other therapies. The increased interest in alternative therapies
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using gold nanoparticles for thermal ablation and drug delivery means that we have
to understand how the high-Z materials used for these applications affect the absorbed
dose. The increase in patients receiving implants for health reasons will also become
a significant treatment-related issue in coming years. Therefore, the magnitude of the
change in the local dose near metallic materials should be carefully considered and more
accurately known for appropriate handling of such patient populations. Both theoretical
studies, mainly by Monte Carlo simulations, and experimental measurements should
be performed to gain more detailed knowledge and more accurate data on the dose
distribution.
The most accurate computational method to evaluate how 3D dose distribution
varies in the vicinity of high-Z materials is Monte Carlo simulation. Significant im-
provements have been made in Monte Carlo codes in recent years, in particular, more
accurate transition zone algorithms[28, 29]. One area that still needs more work, how-
ever, is simulation in a medium containing nanoparticles. Simulations have also been
attempted but there has also been some debate on the validity of their approach. Dose
depends on many factors including particle size, shape, concentration and distance from
DNA. Often compromises have to be made in the particle shape, beam size, among
others which are often unrealistic and lead to significant errors in dose and incorrect
conclusions [30, 31]. One simplification for instance is to use a pencil beam with a single
particle. This is nowhere near sufficient to describe how dose is affected by distributed
high-Z materials. There also needs to be a way to correlate damage at the DNA level
to dose at the macroscopic level.
On the measurement side, experiments have produced conflicting results regarding
the feasibility of nanoparticle dose enhancement. Some attempts to quantify the dose
enhancement effects in PGD with gold nanoparticles have been made, but none were
done at high energies [32, 33]. Regardless, a PGD with embedded nanoparticles has a
very scattered particle distribution. This would make it more difficult to isolate and
determine the effect of various parameters on dose. Perhaps one of the biggest issues
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with working with nanoparticles is the lack of control in the positioning of the particles.
How do they know exactly where the nanoparticles are or how they are distributed?
It is very likely that the nanoparticles are unevenly distributed or accumulated near
cellular targets [34].
1.2 Proposal
At photon energies used for radiation therapy, we cannot take significant advantage of
photoelectric-based dose enhancement. If much higher energies, i.e., 10 MV or higher,
are used, we can take advantage of pair production. This approach has the advantage
of allowing the treatment of deeper tumors without having to worry about high surface
doses from low energies. The probability of pair production is proportional to Z² and it
increases with energy when photons have energy much higher than 1.022 MeV. Alkatib
et al demonstrated that there was as much as 44% dose increase when 18 MV photon
beams were used in a water-like medium containing gold plates [35].
While researchers struggle with problems in delivering nanoparticles to target areas
and obtaining the proper distribution in the organ, a subset of patients may have an
alternative approach. Patients with large solid tumors often have surgery first to reduce
the size of the tumor. Reducing the tumor significantly improves the chance of success of
radiotherapy and chemotherapy. Sometimes, however, large portions of the tumor can’t
be removed because of its proximity to other critical structures or because removal would
result in a significant loss of function. In these cases, placing gold materials directly into
the tumor and giving high energy photons might be a method of providing significant
dose to the tumor. By using small distributed high-Z materials in the order of 0.1mm-
1mm, we have more control over placement of the material. Logistically, this could work
well since the patients are already going through surgery. The material could remain in
the person permanently and could also use as an aid in tracking. This approach would
require multiple high-Z materials with appropriate distribution and shape to optimize
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the treatment. Before we can begin to apply these techniques, we need to gain a much
deeper understanding of how dose is distributed between high-Z materials.
I propose that extended simulations be carried out to better understand how dose
is distributed around the high-Z materials. I’m interested in two setups. One is a
two foil system similar to the one used by Alkhatib [35] and the other is using fiducial
markers. For the foils, I will investigate the effect of foil separation, foil thickness,
foil size, field size, depth, energy and material on the dose around and in-between the
foils. For the marker, I will simulate the dose around it when oriented vertically and
horizontally. From these results, we will select a couple of sample configurations, then
look at the feasibility of measuring dose around the foils when those are inserted in a
PGD and irradiated by high energy photons. We will investigate various polymer gel
formulations and customize one for the needs of the project. The dose from the PGD
will be compared to the Monte Carlo simulation.
Along the way, we will answer some other questions. We know how pair production
affects dose, but we know less about how it affects the dose distribution. The effect of
pair production will be determined for the configurations above. We will also look at
the effect on dose of a single foil and a distributed foil of equivalent thickness.
A future goal of this project is to develop a framework for estimating the dose in
the vicinity of many (or more than two) small distributed high-Z materials that are
placed in the body. Even further down the road, we may be able to estimate dose in
the vicinity of nanoparticles. Assuming that the parameter dependencies scale down
in a predictable way, one could estimate the dose based on concentration, particle size,
energy rather than by simulating each case. This would result in significant time savings
especially if the base dose roughly uniform in that area.
1.2.1 Goals of the project
The specific aims of the project were:
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 To develop the computational tools for the large scale analysis of the data from
Monte Carlo simulation and polymer gel dosimetry for the Windows operation
systems.
 To investigate the dependency of various parameters on dose in the vicinity of a
two foil system.
 To investigate the effect of distributed high-Z material on the overall dose.
 To determine the effect of pair production on distributed dose.
 To optimize the composition, manufacturing procedures and scanning parameters
of a polymer gel dosimeter, which meets the needs of the project.
 To investigate the feasibility of using polymer gel dosimetry for measuring the






If a photon interacts with an atom, it is either absorbed or scattered. The attenuation
of photon intensity depends on the number of photons and the thickness of the material.
This is governed by
dI = −µIdx (2.1)
where µ is the linear attenuation coefficient. This can also be represented as
I(x) = I0e
−µx (2.2)
where x is depth in the material and I0 is the initial intensity. The linear attenuation
coefficient is a property of the material and depends on the photon energy. It is related
8
9





Several types of interactions are possible in radiation therapy. The most important
ones, however, are Raleigh scattering (σral), Photoelectric effect (σphot), Compton scat-
tering (σcomp) and Pair production (σpair). Each contributes to the overall interaction
such that:
σtot = σral + σphot + σcomp + σpair. (2.4)
It is often advantageous to make µ independent of the material density. This is defined








Fig. 2.1 shows how the mass attenuation coefficient varies with energy for gold.
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Figure 2.1 – Mass attenuation coefficients vs energy for gold. (a) Shows the mass at-
tenuation coefficient of coherent (Raleigh), incoherent (Compton), photoelectric effect and
pair production (nuclear and electric) and total mass attenuation coefficient. (b) Shows
the relative attenuation for gold to water. The data was generated from interaction cross
section information in the XCOM 1.5 software [36].
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2.1.1.1 Rayleigh (Coherent) Scattering
In Raleigh scattering, the photon interacts with the electrons of the atom as a group.
The electric field from the photon sets the electrons in oscillation at the same frequency
of the photon, then it re-radiates the photon at the same frequency but in slightly
different direction. There is no loss of energy in the process, and the deflection angle
decreases with increasing energy. In high-Z materials, this process can occur with
energies up to 150 – 200 keV, but in tissue equivalent material it only occurs at low
energies [37]. Raleigh scattering is not very significant in radiation therapy and has the
least contribution to the total cross section.
2.1.1.2 Photoelectric Effect
Photoelectric effect occurs when a photon is absorbed by an atom and an orbital electron
is emitted. The electron has kinetic energy, Ek , which is the incident photon energy
minus the binding energy, EB.
Ek = hν − EB (2.6)
This can only occur when the incoming photon energy is greater than the binding energy
of the electron. When the electron is ejected, a vacancy is created in the inner shell
that is immediately filled by another electron from a higher energy electron orbital. A
characteristic x-ray is released, having the energy of the difference in binding energies of
the two electron orbitals. This results in an electron cascade and a release of a series of
characteristic x-rays. The probability is highest just above the binding energy of each
shell and is approximately proportional to Z3/E3.
2.1.1.3 Compton (Incoherent) Scattering
In Compton scattering, the photon interacts with a loosely bound electron, an electron
is ejected and the photon is scattered with reduced energy. This usually occurs with the
outer shell electrons and with photon energies much greater than the electron binding
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energy. In this case, the binding energy is considered negligible.
Equation 2.7 shows the Compton wavelength shift relationship, where λ is the wave-
length of the incident photon, λ′ is the wavelength of the scattered photon and θ is the
photon scattering angle.
∆λ = λ′ − λ = h
m0c
(1− cosθ) (2.7)
The kinetic energy of the recoil electron depends on the photon energy and the
photon scatter angle and is given by,
Ek = hν − hν ′ = hν
α(1− cosθ)
1 + α(1− cosθ)
(2.8)
where α = hνm0c . The electron kinetic energy is zero when the photon scattering an-
gle is zero (forward scattering) corresponding to the electron recoil angle of π/2. The
electron kinetic energy is largest when the photon scattering angle is π (backscattered)
corresponding to the electron recoil angle equal zero.
This is the dominant process in radiation therapy and it has an effective energy range
of a couple hundred keV to 30 MeV. Since the photon interacts with loose electrons, the
Compton interaction is independent of atomic number. The mass attenuation coefficient
only depends on the electrons per gram.
2.1.1.4 Pair Production and Triplet Production
In pair production, a photon can interact with the electric field of a nucleus, where the
photon is absorbed and a positron-electron pair is created. A photon energy in excess
of 1.022 MeV is required for this process and can be represented by the equation:
hυ = 2m0c
2 +Ke+ +Ke−. (2.9)
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The threshold energy is necessary to account for the combined rest mass energy of the
positive and negative electron, 2m0c
2 and any remaining energy is distributed as kinetic
energy to the electron and positron. On average, the kinetic energy is shared equally
between the particles, but this is not always the case. This interaction is proportional
to Z2 and increases logarithmically with energy above the threshold [2]. The particles
lose energy by ionization, excitation, and bremsstrahlung and as they slow-down they
are eventually absorbed. The positron combines with an electron and produces two
annihilation photons having 511 keV energy and traveling in roughly opposite directions.
Sometimes an electron from the electron cloud of an atom interacts with the incoming
photon and ejects that electron in addition to the electron-positron pair. This process
is called triplet production and is proportional to Z. This process is also subject to a










In triplet production, M = m0, resulting in minimum photon energy of 4m0c
2 ;
where as in pair production M = Mnucleous so the equation breakdowns resulting in a
minimum photon energy of 2m0c
2.
2.1.1.5 Photodisintegration
Photodisintegration can occur when the very high energy photons interact with or get
absorbed by the nucleus. In this process, one or more nucleons are emitted resulting in
a change in the element. Photodisintegration has a threshold energy defined to be the
difference between the rest energy of the target nucleus and residual nucleus plus the
emitted nucleons [2]. This plays only a minor role in attenuation in photons above 10
MeV, contributing a few percent.
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2.1.2 Charged Particle Interactions
As an electron moves through a material, interactions occur as the electric field of the
particle interacts with the electric field of the orbital electrons and the nucleus. Light
charged particles interact with an atom by a few mechanisms. Fig. 2.2 describes the
different interactions. They interact by inelastic collisions (ionization, excitation) with
the orbital electron (b a), elastic collisions with an orbital electron (b ∼ a), inelastic
collisions with the nuclei (bremsstrahlung) (b a) and elastic collisions with the nuclei
(b  Rnucl). Here, the impact parameter b is defined to be the shortest distance
between charged particle and the atom and the parameter a is the average radius of the
electron cloud.
Figure 2.2 – The interaction of an electron with an atom with atomic radius a and impact
parameter b
Ionization dominates for low-Z materials and bremsstrahlung dominates in high-Z
materials. These result in continuous energy loss which deposit dose in the material.
2.1.2.1 Inelastic(Soft) Collisions (b a)
If an electron passes some distance from the atom but does not collide with an orbital
electron, then it will interact with many electrons at once through the particle’s Coulomb
field. This is called a soft collision and leads to continuous electron energy loss by
excitations and sometimes the electron ionizes a valence electron. Only a very small
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amount of energy is transferred to the atom by this process. This situation is most
common and about half the kinetic energy is lost in the matter through this mechanism.
2.1.2.2 Hard (knock on) Collisions (b ∼ a)
When the impact parameter is close to the orbital electrons, then it becomes more likely
that a hard collision will take place. In this process, the particle interacts primarily with
an outer shell electron leading to ionization. Often if the energy is large enough, the
secondary electrons can also lead to additional ionizations and excitation and is referred
to as a δ ray. Energy is continually lost until the electrons reach thermal energy and are
absorbed. The probability of this interaction is slightly less than a soft collision, but in
both cases, the amount of energy loss from the particle is about the same [38].
2.1.2.3 Inelastic Radiative losses (Bremsstrahlung) (b a)
When electrons get accelerated and get very close to the nucleus, they interact primarily
by Coulomb forces. In about 2-3% of the cases, the electron slows, changes its direction
and a photon is released. For low energies, the photon tends to be emitted between
60-90 degrees, while for higher energies the photon tends to go in the forward direction
[39]. The bremsstrahlung x-ray can have any energy up to the value of the full kinetic
energy of the electron resulting in a continuous spectrum. The probability of this
process increases with the square of the atomic number and inversely with the square
of the mass of the absorber, Z2/m2. In general, bremsstrahlung is insignificant in low
atomic number materials for energies below 10MeV. The bremsstrahlung photons are
penetrating enough to leave materials several cm thick and do not deposit much dose
in the material [38].
2.1.2.4 Elastic Scattering
In the rest of the cases, the electrons scatter elastically and do not emit a photon or
excite the nucleus. It results in an insignificant change in energy, but a significant
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change in direction. This is not a mechanism for dose deposition and the energy change
is to conserve momentum [38].
2.1.2.5 Stopping Power
The rate of energy loss for distance traversed is defined as the stopping power, S. The
stopping power depends on the density. The total mass stopping power removes the
















and has units MeV.cm2/g. It is subdivided into the collision stopping power which is a
combination of hard and soft collisions and the radiative stopping power which comes
from radiative processes. The mass stopping power is greater for low Z material than
high-Z materials [2].
2.1.2.6 Range
Charged particles undergo many interactions changing their direction before being ab-
sorbed. The horizontal distance traveled is called the range. The range can be calculated
by using the reciprocal of the mass stopping power. It assumes that the energy loss at
every interaction is equal to the total mass stopping power. This approximation is
















































Figure 2.3 – The CSDA range for Gold and Water
2.2 Dose Calculations
2.2.1 What is Monte Carlo
Monte Carlo simulation is a statistical technique for performing numerical integrations.
The modern version of Monte Carlo was first proposed at the end of World War II by
scientists at Los Alamos. They were working on nuclear weapons and the completion of
the ENIAC computer provided a significant opportunity. John Von Neuman approached
Stanley Ulam and asked him to come up with a simple simulation of a thermonuclear
reaction. His results were enough for guarded optimism about the feasibility of ther-
monuclear weapons and opened the door to pursue applications in statistical methods
[40]. The attempt to apply these methods to radiation transport led to the Monte
Carlo Method. The advance of digital computers led to an explosion of the technique
and today it is used in areas ranging from finance, social sciences, genetics, physical
sciences, circuit design and radiation transport. Monte Carlo is often used to answer
questions that would be impossible to answer analytically or be too time-consuming. It
is not suited, however, for nonlinear problems. Nonlinear problems would have to be
linearized first since the expectation is linear [41].
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Radiation Transport
There are various analytical approaches for solving radiation transport problems [42].
However, due to the complex nature of electrons and photon, most require many simpli-
fying assumptions. One advantage of statistical approaches over analytical approaches is
that intermediate processes can be observed. Statistical approaches can tell a particular
interaction occurred for a particle while most analytical approaches cannot. Analytical
approaches, in general, are not able to provide accurate solutions to problems. Radia-
tion Transport is a stochastic process and is ideally suited for Monte Carlo. In fact, it
is considered to be the gold standard in radiation therapy [43].
For Monte Carlo simulation, a random number generator can be used to determine
the step size and the direction of a particle. Probability distributions are used to
determine the likelihood of various interactions. A certain amount of energy is lost
in the process and this repeats until the particle leaves the phantom or is absorbed. If
enough particles pass through the phantom, then realistic information about the amount
of dose deposited can be obtained.
2.2.2 Analog and Non Analog Simulations
Various Monte Carlo code systems exist to simulate radiation transport in Medical
Physics. Some have arisen to solve problems in specific applications while others use
different strategies to improve simulation efficiency. Most code systems fall into one of
two categories, analog or non-analog simulations.
Analog
In analog or event by event simulations, every electron interaction is simulated until all
the energy is lost. An average fast electron undergoes between 105 − 106 interactions
before being absorbed locally. This can make simulation impractical and is modeled only
if necessary. With the advent of faster computers, there has been increased interest in
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event by event simulation in certain applications such as microdosimetry. Two Monte
Carlo codes which use event by event simulation are the NOREC code by Oak Ridge
National Lab [44] and the microbeam radiation therapy (MRT) toolkit from GEANT4
[45]. The most common applications for these codes are the modeling of radiation
damage to DNA and the evaluation of dose to nanoparticles [46]. Newer general-purpose
algorithms implement the event by event approach at various points in the simulation
when it is important. One example of this is near boundaries where the path traversed
might result in significantly different outcomes [47]. Fig. 2.4 shows an example of this.
Other instances are when the scoring grid is different from the geometry grid and during






Figure 2.4 – Path a and b represent two paths of moving from location A to B. Though
the calculated path (CP) is the same, analog simulation is required on portions of path b
to ensure accurate modeling.
Non Analog
Non-analog algorithms do not simulate all interactions. In 1963, Berger introduced the
Condensed History Technique for charged particle transport in his seminal work [48]. It
was based on the observation that a significant amount of interactions led to very small
changes in energy and direction. He proposed condensing a large number of transport
and collisions into one electron step. The corresponding change in energy and direction
from the single step is the same as the analog steps. The probability density function
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is used to determine the energy, direction and position changes and it is obtained from
multiple scattering theory. The approach is valid as long as the energy loss between
collisions is small compared to the particle energy. It starts to break down at very low
energies when this is no longer valid.
Condensed history approaches can be divided into two classes. A class I algorithm is
one where all collisions are grouped together for each condensed history step. It uses a
predetermined set of path-length or average loss fractions. A class II algorithm is based
on a mixed procedure in which collisions are divided into hard and soft collisions. Soft
collisions have small energy loss subject to grouping as the Class I approach. Hard colli-
sions with energy loss above a particular threshold are simulated as an analog approach.
Table 2.1 shows the classification of some popular Monte Carlo codes.
Table 2.1 – Various Monte Carlo codes condensed history classification.
Class Code
I ETRAN, ITS, MCNP
II EGS4, EGSnrc, PENELOPE, Geant4, VMC++
All general purpose MC code systems and treatment planning codes implement
condensed history techniques. Even though the rate of convergence is different, all
implementations converge to the correct result in the limit of small steps [49]. This
means that the multiple elastic scattering is correctly simulated. Condensed History
introduces an artificial step size which can significantly influence the speed and accuracy
of the simulation [50]. The goal of each code is to make the step size as independent
of the result as possible for as many applications as possible. Much progress has been
made in this regard in recent years.
2.2.3 Radiation Transport Monte Carlo Codes
The EGSnrc (Electron Gamma Shower) code system [51, 29] is the most widely used
general purpose Monte Carlo package in medical physics. It is the successor to EGS4
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and has specialized codes for modeling various experiments. Due to its wide usage and
many benchmarks, many of the errors associated with a large complicated project have
been addressed. It is currently the only Monte Carlo package capable of modeling a
gas filled ion chamber accurately. Another popular package is the MCNP (Monte Carlo
N-Particle) code system [52]. It is maintained at Los Alamos National Laboratory and
incorporates the ETRAN code that was originally developed by Berger. MCNP does
not require programming and has a powerful geometry package. The current version,
Version 6, is a merger of MCNP5 and MCNPX. The PENELOPE (PENetration and
Energy LOss of Positrons and Electrons) code system simulates the transport of elec-
trons, positrons and photons with energies from 100eV to 1 GeV [53]. There has been
a significant effort to model electron transport accurately and it has incorporated prin-
ciples from EGSnrc. Various benchmarks have shown good agreement between other
codes and experiments [54]. The PRIMO software combines a graphical user interface
with a computation engine based on the PENELOPE code [55]. A couple of interesting
features is the ability to distribute the job across all processors on the machine and
support for DICOM and DICOM-RT. GEANT (GEometry ANd Tracking) has become
increasingly popular in medical physics in recent years [56, 57]. It is a series of toolkits
developed at CERN and is used in other areas such as space physics and high energy
physics. Benchmarks against other codes showed good agreement with photon trans-
port but less agreement with electron transport [58, 59]. The problem was rooted in
step size artifacts and proper parameter selection later produced accurate results. This,
however, resulted in a significant slowdown of the code. The latest version 4.10 pre-
sumably addresses some of these issues. For simple geometries, the MCNP and EGS
code systems have about the same efficiency without variance reduction [60]. The other
codes, however, tend to be significantly slower. MCNP slows down considerably for
complex geometries. EGSnrc is around 3-5 times faster than PENELOPE ignoring
variance reduction and is around 5-10 times faster than GEANT4. In general, these
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codes are considered too slow for routine treatment planning. The use of parallel com-
puting is possible, but there are other Monte Carlo codes that are highly optimized
for this process. Some of these include Macro Monte Code (MMC), PEREGRINE,
MCDOSE/MCSIM, Voxel-MC (VMC++) and DPM.
2.2.4 The EGSnrc Monte Carlo System
The EGSnrc code system [29] version 4.2.4 was used for this project. The primary rea-
sons were the excellent electron transport capabilities and proven accuracy in interface
dosimetry. EGSnrc allows the transport of electrons, positron or photons. Any element,
compound, or mixture can be created with the material preparation software PEGS4
using cross section tables for elements 1 through 100. The dynamic range of charged
particle kinetic energies covers the entire range of clinical treatment energies all the way
down to a few tens of keV. The DOSXYZnrc user code [61] is a general purpose code
for calculating dose distributions in a rectilinear voxel phantom. It has a wide variety
of source configurations, it includes the ability to create a phantom from CT data in
DICOM format using the program ctcreate, and it can use phase space source data.
The voxel sizes are completely variable in all dimensions and can have any material or
density. It also includes the user code BEAMnrc which was developed to simulate the
linac head. This is not optimized for speed, however. Some of the physics processes
taken into account by the EGSnrc Code System include bremsstrahlung production,
Positron annihilation in flight and at rest, Pair production, Compton scattering, Coher-
ent (Rayleigh) scattering and Photoelectric effect. It also has an improved boundary
crossing algorithm and incorporates spin effects. Furthermore, the latest version has a
more accurate simulation of atomic relaxation. A lot of time and effort have gone into
modeling different physics and making them as accurate as possible. The details can be
found in the documentation [29] and many publications.
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2.2.4.1 Photon Transport and Electron Transport
The purpose of this section is to briefly review the transport processes involved with
simulating electrons and photons. The photon and electron transport in EGSnrc is
similar for the most part except the transport to the interaction site. Here are some of
the considerations.
 Photons -
– Travel in a straight line between discrete interactions
 Electrons -
– Do not travel on straight lines between discrete interactions
– Lose energy continuously.
– Changes in step size near boundaries
Next we describe the logic in photon and electron transport. Scoring of the geometry is
a separate process and is not included. First, the concept of the STACK is introduced
and defined as an array that retains the necessary phase space parameters generated
during simulation for later use [42, 62]. The STACK is necessary because each photon
interaction can generate additional particles and the phase space must be stored to
process each particle. This is possible since the probability of a photon interaction is
independent of its history. The second term we introduce is ’sample.’ This means that
we can use pseudo-random numbers to sample the appropriate probability distribution
and determine the parameters of the interaction while taking into account the knowledge
of transport process.
Photons A simplified flow chart of the photon transport algorithm is shown in Fig.
2.5. It assumes a single region and ignores electron creation. The process begins by
obtaining the initial photon’s information from the STACK. Next, the photon energy is
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compared to the cutoff energy. If it is below the cutoff, then, the photon is immediately
absorbed. If the stack is empty, then a new particle history is started. If the photon
energy is above the cutoff, then the distance to the next interaction is determined by
sampling. It travels to the new location. If it has left the geometry, it is terminated.
If not, the probability distribution is used to determine what interaction takes place.
Any particles produced by this interaction have a specific energy, direction and other
properties chosen from appropriate distributions. The particles are then placed on the
STACK. The process is then restarted and continues until the STACK is empty and all
particles used up.
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Figure 2.5 – Simplified Flow Chart for Photon Transport. Modified from Bielajew[1]
Electrons A simplified flow chart of the electron transport algorithm is shown in
Fig. 2.6. It begins by selecting an electron from the particle stack and comparing the
energy to the cutoff energy. If the electron energy is lower than the cutoff energy, then
it is discarded and the scoring routing is informed that the particle is being removed
from the stack. If there is no electron on the stack, then the control is given to the
photon transport routine. Otherwise, the electron on the stack is transported. If the
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electron energy is above the cutoff energy, then the distance to the next “catastrophic”
interaction is determined by sampling. Next, the multiple scattering step size is selected
and the electron is transported while taking the geometry into consideration. The
deflection angle is then sampled and the particle direction is changed. Following this,
the continuous energy loss is applied. If the electron has left the geometry, the history
is terminated. If not, the electron energy is compared to the cutoff energy. If it is
below the cutoff, then the history is terminated, if not, then it is checked to see if it
reached the point of interaction. If it has not reached the point of interaction, then a
new multiple scatter step size is selected. This loop occurs many times since there are
multiple scattering in between catastrophic interactions. If it reaches the interaction site,
the type of interaction is sampled from the total interaction cross section. The energy
and direction of any secondary particles are also sampled from appropriate differential
cross-section data and the results placed on the STACK. The energy and direction of
the original particle are adjusted. The process repeats until the stack is empty or all
energies have fallen below the cutoff energy.
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Figure 2.6 – Simplified Flow Chart for Electron Transport. Modified from Bielajew [1]
25
Positrons are transported with the same routine as electrons. The difference is that
the annihilation cross-section is included in addition to the bremsstrahlung and inelastic
collisions with atomic electrons.
Boundary Crossing For heterogeneous material, the crossing of material boundaries
has to be considered. EGSnrc incorporates the EXACT boundary crossing algorithm to
address this [63]. It works by going into single scattering mode whenever the participle
gets within tmin of the boundary. The tmin distance is selected to be around 3 elastic
mean free paths to the boundary. This is based on the observation that the transport
algorithm actually becomes more efficient using single scattering after this point [29].
2.2.4.2 Variance Reduction and Efficiency Enhancement
The efficiency of a Monte Carlo simulation is defined by equation 2.12, where T is the





The efficiency can be increased by reducing the simulation time without changing the
uncertainty, decreasing the uncertainty without decreasing the time or changing the
number of histories. There are two main classification methods for improving the sim-
ulation efficiency.
Approximate Efficiency Improvement Techniques (AEIT) involve making approxi-
mations by not modeling the physics under conditions that are deemed to not have a
significant influence on the final result. Depending on the situation, the results obtained
with these methods can be a couple percent off, but produce a several fold reduction in
time. The condense history method, howfarless, energy cutoffs and range reduction are
examples of efficiency enhancement techniques.
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Variance reduction techniques (VRT), however, do not make approximations and re-
duces the statistics without modifying the underlying physics. These techniques should
give the same outcome compared with not using VRT. Several of these techniques were
used in this project. Photon splitting and parallel computing would be considered
examples of this.
Photon splitting When photon splitting is employed, then all photons are split into
nsplit photons with a weighting of w0/nsplit where w0 is the initial weight. The in-
teraction sites of the photon are distributed uniformly along the path of the original
photon. The scattered photons are terminated with survival probability of 1/nsplit and
charged particles are kept with weighting w0/nsplit [64]. Photon splitting is the only
VRT available in DOSXYZnrc.
Howfarless This algorithm can be applied to homogeneous phantoms and increases
efficiency by allowing larger steps as it moves through the material. It only considers the
outer boundaries of the phantom since there are no need to stop at a material interface.
Details of this can be found in Walters and Kawrakow’s paper [65].
ECUT The global electron cutoff energy is defined to be the energy at which the
history of an electron is terminated. It is defined in keV and includes the rest mass of
the electron. If the electron needs a certain amount of energy to escape a region and its
current energy is less than the escape energy, then the history can be terminated and
the remaining energy is deposited in the current region. For this reason, it is imperative
that proper selection of cutoff energy is selected. In general, the cutoff energy should
be chosen so that the CSDA range in the material at that energy is less than 1/3 of the
smallest voxel in the area of interest. This ensures that the energy is deposited in the
correct region. In general, low energy electrons do not contribute significantly to the
phantom dose in radiation therapy applications, but low energy electrons are expected
to play an important role in this project [61].
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PCUT The global photon cutoff is defined as the energy at which the history of a
photon is terminated. It is similar to ECUT, but it is less consequential since little time
saving is achieved by using a slightly higher cutoff energy.
Range Reduction Range reduction is an option to terminate charged particles im-
mediately if they can’t get out of the current region while having energy greater than
Ecut and its energy is less than Esave. Esave Global is the defined as maximum energy
for which range rejection is applied and is used to prevent the termination of high en-
ergy electrons which might result in the generation of bremsstrahlung. Region rejection
discards electrons in regions far away from your region of interest in a more liberal
manner.
2.2.4.3 Dose scoring
In order to determine the dose delivered we need to score it. Scoring is defined as the pro-
cess by which we monitor certain aspects of the simulation and keep track of parameters
of interest. There are several ways to score a physical quantity. EGSnrc/DOSXYZnrc
uses a cartesian volume and scores energy deposition in the relevant voxel. Generally,
the scoring region is the same as the geometric region, though in certain complex ge-
ometries, it may be necessary to use different regions. In these cases, small electron step
sizes are necessary to reduce errors [42].
2.2.5 Statistics
Monte Carlo techniques depend on many histories to gain the necessary statistics.
EGSnrc determines the dose statistics by grouping scored quantities by the history
by history method and calculating the uncertainty. If N histories are obtained and the









The estimate of the variance associated with the Xi is given by equation 2.15 and the

















(X2i − X̄2) (2.16)
There are several ways to improve the statistics of a Monte Carlo simulation. Accu-
rate statistics leads to accurate estimates of the efficiency and accurate estimates of the
number of histories required to gain the desired accuracy. For N independent histories,
the statistical uncertainty is proportional to 1/
√
N and the number of interactions is
proportional to N. Hence, the statistics can be improved by increasing the amount of
interactions.
Generally, low dose regions or regions outside the areas of interest will have high
uncertainties. For this project, we are concerned mostly with the region within 50% of
Dmax. More specifically, enough histories were done such that the average of the frac-
tional uncertainty of dose values within 50% of Dmax was less than 1% [66]. Equation
2.17 describes the requirement, where Di is the dose estimate to the i-th voxel, sDi is













There is a wide variety of detectors available for dose measurements today. Each has
its advantages, disadvantages, and suitability for different applications. Dependencies
such as temperature, energy and orientation as well as other characteristics such as the
sensitivity have to be considered when choosing a detector for an application. Detectors
such as TLDs, diodes, ion chambers are point detectors, while a film is a 2D detector.
Many great references are available on how these work [2, 37]. The focus of this section
will be on 3D detectors.
2.3.1 3-D Detectors
There are a few detectors that allow 3D dose measurements. The Delta 4 phantom
from ScandiDos consists of 2D detector array units assembled in a cross. It has 1069
diodes placed 5mm apart at the center and 10mm apart at the periphery. Overall it
has 20x20cm detection area and sensitivity of 5nC/Gy. ArcCHECK is another such
tool. This has the detectors distributed in the form of a cylinder. The center 10cm
area has 221 detectors and 1386 detectors overall. It has 1cm detector spacing and
sensitivity of 32nC/Gy. These detectors do not allow the insertion of materials and rely
on interpolation. One detector that has been gaining a lot of interest recently is the
PRESAGE® Dosimeter [67]. This is a radiochromic dosimeter, made of polyurethane, a
leouco dye and a halocarbon as a radical source. When radiation or UV energy comes in
contact with the dosimeter, the free radicals oxidize leucomalachite green into malachite
green in the areas of exposure. The intensity of the color change is proportional to the
dose delivered. The dose can be seen and determined by optical tomographic techniques.
2.3.2 Gel Dosimeters
Gel dosimeters are radio-sensitive chemicals where reactions can be initiated by radia-
tion. The gel normally responds by changing color or changing density proportional to
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the dose delivered. These gels can be poured into any anthropomorphic phantom and
captures dose in 3D. The radiation sensitive gel for dosimetry was first suggested by
Stein and Day[68] after observing color changes in gels containing dyes. In 1984, Gore
showed that a ferrous sulphate chemical (Fricke) dosimeter could be probed by nuclear
magnetic relaxometry [69]. It was later discovered that there was an ion diffusion prob-
lem leading to spatial stability issues with irradiated gels [70]. Various attempts have
been made to solve the problem, but in general, they have not been successful. The
most common approach is to use some kind of chelating agent such as xylenol orange to
reduce diffusion, but this has the undesired effect of reducing the R1 and R2 sensitivity
[71].
2.3.2.1 Polymer Gel
Polymer gel dosimeters were first proposed in radiation dosimetry by Alexander et al in
1954 where he discussed the effects of radiation on polymethylmethacrylate [72]. This
led to the investigation of radiation induced polymerization in liquids by Hoecker in
1954 and later the use of polyacrylamide in making a gamma dosimeter by Boni [73].
In 1992, Kenan found that irradiated aqueous solution of N,N’-methylene-bis-acrylamide
(Bis) and agarose had increased relaxation rate with NMR longitudinal relaxation [74].
At the same meeting, Maryanski proposed the BANANA gel which used acrylamide
and N,N’-methylene-bis-acrylamide as monomers and an aqueous agarose matrix [75].
This gel did not exhibit the ion diffusion problems seen with the Fricke dosimeters.
It was later modified to use gelatin instead of agarose and then patented [76]. The
BANG® and subsequent versions became available commercially through MGS Re-
search Inc. During this time various experiments have been performed to characterize
polymer gels, to investigate clinical applications and to develop improved formulations.
One significant limit of polymer gels is its susceptibility to oxygen. Oxygen inhibits
the reaction because it scavenges the free radical initiators generated from the radiol-
ysis of water thus limiting polymerization. This restricted the manufacturing to inside
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a glove box or to bubbling nitrogen through the water. The difficulty in manufac-
turing was one of many reasons that restricted the use of polymer gels to research.
In 2001, a significant breakthrough was reported by Fong et al [77]. Their polymer
gel, dubbed MAGIC, incorporated the oxygen scavenger ascorbic acid and used copper
sulphate as a catalyst. The scavenger binds oxygen into a metallo-organic complex
allowing the gel to be manufactured in normal room environments. All polymer gels
now use antioxidants and are classified as normoxic polymer gels. Previous gels have
come to be known as anoxic or hypoxic gels. Since then, other antioxidants have been
identified, which include tetrakis (hydromethly) phosphonium chloride (THPC) and
Bis[tetrakis(hydroxymethyl)phosphonium] sulfate (THPS). Research has since focused
on identifying better components and the right composition for various applications.
Today there are two major classes of polymer gel: methacrylic acid based (or MAG)
and acrylamide based (or PAG). The choice in monomers can have significant changes
in properties and is often guided by the applications. Sometimes standard formulations
are not sufficient and custom formulations are required for the task. In general, a good
polymer gel has the following characteristics:
 Tissue equivalence: The dose response should be as close as possible to that of
soft tissue.
 Spatial and Temporal Integrity: The dose distribution should be constant for a
period long enough to gather the required information.
 Temperature Independence: The temperature at which irradiation, scanning and
storage occurs often vary by more than 2 degrees.
 Dose Rate Independence: The dose rate should not affect the dose response of the
gel.




The dose delivered to the polymer gel can be correlated with the amount of cross-linking
and polymerization that the gel experiences. This often results in density changes
which can be quantified by a calibration curve. There are four primary means of dose
quantification: MRI, X-ray CT, Optical CT, and ultrasound.
MR MRI is currently the most common form of dose quantification and is considered
the gold standard. The polymer gel consists of monomers, cross-linkers, various mod-
ifying materials and water which is the primary source of protons. The mixing of the
gel components gives rise to three major pools of protons in the gel. They are 1) bulk
water and unreacted monomer, 2) the protons associated with the polymer and water
connected to it and 3) the gelatin and water associated with it [10]. The relaxation
rate from the water and unreacted monomer are very similar, but the relaxation rate of
water attached to the bigger molecules is much larger due to more slow and restricted
motion. It is concluded that polymerization is correlated with relaxation rate. There
are two approaches to measuring the spin-spin relaxation rate, R2. The first is the
two-point method using a conventional single spin echo sequence. In this approach, two











In this equation, TE1 is the echo time for the first image and the S1 is the signal intensity
of the pixel at index (i,j). The second approach is a multiple spin echo method based on
work by Carr and Meiboom [78, 79]. More specifically, the Carr Purcell Meiboom Gill
(CPMG) sequence and variations use a 90◦ RF pulse followed by echo train of equally
spaced spin echoes separated by a 180◦ refocusing pulse. R2 can be found by obtaining
the best fit. This method results in a superior signal-to-noise ratio relative to the single
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echo method but is subject to errors in T2 because of imperfect 180
◦ pulses. Artifacts
can be reduced by using multiple single echo scans with varied echo times but this is
significantly more time consuming.
X-ray CT The use of x-rays to evaluate polymer gel dosimeters has been investigated
and shown to be feasible. Photons initiate a small amount of polymerization which
leads to a change in density and thus a change in linear attenuation coefficients [80].





where µ and µw are the linear attenuation of the sample and water respectively. CT
has several advantages compared to MRI. It is more readily available in the clinic, it
has faster scan times and much higher signal to noise ratio. It has the disadvantage,
however, of having a limited dynamic range and cannot be used with high Z materials.
There is no addition of mass and so density changes correspond to a change in volume
or a redistribution of mass. This might result in a potential loss in spatial integrity, but
qualitative calculations have shown that density changes of up to 4 times are fine before
spatial resolutions exceed 2mm [10].
Optical CT The work load of most clinics make it very difficult to get extended
time on imaging modalities such as MRI and CT. The long scanning time for MR, in
particular, necessitates that scanning be done after hours or is limited to institutions
with a dedicated research scanner. This has driven the need for alternative methods
of dose quantification. In 1996, Gore introduced an Optical CT approach for scanning
polymer gels [81]. These scanners use a laser and so have the limitation of only scanning
transparent gels. All optical scanners work in a similar manner, with newer variations
giving much faster scan times. Different groups have attempted to make their own
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Figure 2.7 – OCTOPUS Optical CT scanner with polymer gel
customized scanners, but the most popular is a commercial version sold by MGS research
(Madison, Connecticut) called OCTOPUS. The latest version can achieve scan times of
5 minute per slice [82]. Fig. 2.7 shows an image of the OCTOPUS scanner.
Various gels have been developed for this purpose and they are often based on PAG
type gels because of its clarity. The polymer gel is often placed in a tank with a matching
solution to reduce reflection and refraction.
Ultrasound Another relatively new method of gel quantification is Ultrasound. Mather
et al found that ultrasonic transmission, reflection and speed change with radiation in-
duced polymerization [83]. These changes are due to changes in elastic modulus and
density, though the primary factor depends on the type of gel. Various tomographic pro-
totypes have been produced and it basically requires a rotary stage, translation stage,
a transducer, a microphone and a water tank. The water tank prevents attenuation in
air, but the acoustic impedance mismatch between water and the gel phantom produces
artifacts in the transmission image. The primary advantage of this technique is cost,
but the disadvantage is lower image quality compared to the other techniques. Better
matching fluid and equipment will help to improve the quality. A lot of work still needs
to take place in this area and wide spread use remains to be seen.
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2.3.4 Measurement Uncertainty
There are many potential sources of error in polymer gel dosimetry. These arise from
manufacturing, irradiation, storage, scanning, processing, and calibration of the gel.
The errors can result in spatial or dosimetric uncertainty. Many of these can be reduced
by following good manufacturing practices. Below we described some of the uncertainty
related to this project. The uncertainties involved were all assumed to be normally
distributed and uncorrelated.
2.3.4.1 Sources of Error
Differences in container size The calibration gel and phantom are made from the
same batch but often a deviation in dose response is observed. De Deene et al showed
that the temperature history after manufacturing has a significant influence on the gel
[84]. Specifically, the difference in size between the calibration vial and phantom lead
to different cooling rates which lead to differences in response.
Temperature effects The temperature during fabrication, irradiation, and scanning
all play a role in uncertainty. During fabrication, the gelatin is the primary component
that is susceptible to temperature history [85]. During irradiation, temperature differ-
ences in the gel can result in differences in the chemical reaction kinetics and monomer
diffusion coefficients in the gel. For MR scanning, the R2 value is temperature de-
pendent. Before irradiation and scanning, sufficient time must be allowed for proper
equilibration of the calibration vials and phantom with room temperature.
Transient chemical reactions During irradiation, polymerization is initiated but
the reactions do not stop after the beam is turned off. It keeps going until it runs out of
monomers or is terminated. This can last up to 12 hours or so depending on the type
of gel. Scanning the calibration vial together with the phantom will reduce this error.
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Spatial integrity Spatial integrity can be lost for several reasons. Perhaps the most
common is due to diffusion of molecules such as ferrous ions in the Fricke dosimeter.
The diffusion of unreacted monomers can influence dose if it moves to the irradiated
region and reacts with polymer radicals [86]. The loss of spatial integrity can also occur
when the gel loses its solidity due to an increase in temperature by such as RF heating
in long MR scans.
Dose rate and fractions Some gels have dose rate dependence which is undesirable
in a dosimeter. This is more pronounced at higher total dose and is more common
in methacrylic acid based gels compared to acrylamide type gels [87, 88]. This simply
means that you should avoid breaking the dose into multiple fractions and use the same
dose rate for both calibration vials and phantom. Using the same dose rate is already
standard.
Wall effects A major issue with PGD is the effect of oxygen. Oxygen might diffuse
through some materials and prevent polymerization. One solution is to use Barex® or
glass but care must be taken as some glass materials contain heavy metals such as lead.
This could lead to more attenuation and results in beam hardening. Even when oxygen
diffusion does not occur through the material, oxygen on the container wall might still
be an issue.
Imaging artifacts Imaging artifacts originate with the scanner or the phantom. Arti-
facts originating from the scanner are more common and arise because of eddy currents,
B1 field inhomogeneity, sequence imperfections and standing waves. Common artifacts
from the phantom arise because of temperature drifts, molecular self-diffusion, suscep-
tibility differences or chemical shift. In this project, the presence of high-Z metal is of
interest. Deviations in the magnetic field will result in a deviation in dose. Various
strategies can be used to compensate these artifacts [89].
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Position error Positioning errors in either the calibration vials or the phantom will
result in dose deviations. Dose errors in the calibration vials are more significant because
it results in errors in the calibration curve. Depending on what the gel will be compared
to, errors in the phantom position might not be an issue. In this case, small shifts in
position can be addressed by simulating the modified configuration.
2.3.4.2 Error Analysis
In addition to the above uncertainties, there is uncertainty in the calibration process
and noise in the R2 image. When the calibration curve is in a quadratic form with





















σ2c +CoV ar (2.20)
where the covariance term is






























The resulting uncertainty is the sum of the error components in quadrature [90].
2.3.4.3 Dose Resolution
The concept of dose resolution was introduced by Baldlock as a method of evaluating
the intrinsic dosimetric precision [91]. It is defined as the minimal difference between
two adsorbed doses that allow them to be distinguished with specific level of confidence,





If the dose resolution is taken as the full width at half maximum of a Gaussian distri-
bution then Dp∆ = 2.35σD. It is dependent on the dose formulation as well as the signal





Dose measurements near high-Z heterogeneities have been an issue in radiation oncol-
ogy, but in recent years, it has become more of a concern. Analytical transport models
[92, 4, 7, 93], Monte Carlo [9, 94], methods of moments [95] and dosimetric approaches
[96, 97] have all been employed to better understand and predict the dose at inter-
faces. The theoretical methods have been instructive in understanding the nature of
secondary electrons, but they all had varying simplifying assumptions. Previous Monte
Carlo simulations had significant limitations at the interface; particularly, the dose was
underestimated near high-Z material [97]. Though ion chambers have been regarded as
the most accurate, they have their limitations. Ion chambers can also introduce pertur-
bations due to steep dose gradients and material differences of the detector and medium.
They can only obtain point measurements which makes it difficult to get spatial dose
distributions. The release of EGSnrc came with significant improvements and together
with the availability of much faster computers, we were in a position to obtain more
accurate spatial distributions of dose near high-Z interfaces.
The purpose of this theoretical study was twofold. The first reason for this study
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was to gain a better understanding of how high energy photons interact with small
high-Z materials and how various parameters can affect the distribution of dose. Much
of the early work had limitations with electron transport, used low energies or used
materials that were much wider than the field size. Another observation was that
previous researchers often used a single layer heterogeneity. The most common type
of high-Z interface in the body is the bone-marrow-bone interface, therefore two small
heterogeneities are more useful than a single large plate. More recently, Alkhatib looked
at the dose between a two foil arrangement by film but only two configurations were
evaluated [35]. An exploration study would help identify which parameters have the
greatest effect in modifying the dose in-between the two high-Z materials.
The second reason was to aid in the design of gel dosimetry experiments. Polymer
gel dosimetry is a relatively time consuming process often spanning several days and I
did not want to spend time on configurations that did not have any dose enhancement
or too much. With such a study, good configurations can be selected and even more
detailed simulations can be made for comparison with the measurement data.
I investigated the effect of geometrical configuration on dose upstream, downstream
and in-between the foils. Specifically, I looked at the effects of foil thickness, size,
separation, beam energy, atomic number, depth and field size. The effect of the beam
angle was not investigated. Where possible, I made comparison to published data.
Previous works differ in their methodology and experimental configurations so I will
refer to trends rather than exact measurements for comparison.
3.2 Methods
3.2.1 Variance Reduction
Monte Carlo simulation is also a time consuming process. The length of time is depen-
dent on the desired accuracy, what physics processes are simulated and, in this case,
the number of experiments. Due to a large number of simulations, some time was spent
41
on optimization and variance reduction. Special attention was given to the photon and
electron cut off energies, howfarless and range reduction.
3.2.1.1 Photon Splitting
Photon splitting is a common variance reduction technique and previous studies have
investigated its effect on efficiency improvements [98]. Those studies were performed
using phase space sources and it was not clear if the optimal splitting number would
be similar with a spectrum source. In addition, it was not clear what effect the how-
farless algorithm would have on the optimal splitting number. Howfarless allows larger
steps to occur in homogeneous materials and is expected to affect the effectiveness of
photon splitting algorithm. A sample configuration from table 3.2 was selected and all
simulations were performed on the same computer. The efficiency was determined by
equation 2.12 in section 2.2.4.2. In this case, s was taken to be the average error of the
dose regions within 50% of the Dmax. The results are presented in Fig. 3.1.





























Foil, Photon splitting no HFL
Water, Photon splitting with no HFL
Water, Photon splitting with HFL
Figure 3.1 – Relative computing efficiency using photon splitting and HOWFARLESS
(HFL)
In the heterogeneous case, the optimal splitting number with no howfarless is in
agreement with other published studies but the improvement is significantly reduced.
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Kawrakow et al. reported preliminary unpublished efficiency improvements of around
20% with monoenergetic sources, though they did not specify the splitting number.
In the homogeneous case, photon splitting with the howfarless algorithm had a five-
fold reduction in efficiency than when howfarless was not used. The photon splitting
number was selected to be 32 and 5 for the heterogeneous and homogeneous phantoms
respectively.
3.2.1.2 Other Parameters
Range Rejection was optimized by trial and error. Sample runs were performed with
various cut off energies and the %DD results compared to identify when deviations
began to occur. A similar approach was taken with the electron and photon cutoffs.
Compiler choice and optimization options were not considered.
3.2.1.3 Parallel Computing
The use of parallel computing is one method to decrease the time for the simulation.
Even though parallel computing capabilities are built into EGSnrc, some of the tools
are missing from the windows implementation. A large number of simulations, however,
made parallel simulation a requirement. A small computer cluster was built using
Windows Server 2012 R2 HPC 2012 and Windows 8. It had 22 nodes with various
speeds ranging from eight core Xeons to two core Core 2 Duos. The cluster was utilized
in two ways. One approach was to send a single job to each node processor and the
second approach was to send a single job to one node and distribute the simulation
across each processor on that node. The third option of sending a single job to all
computers was not explored because it seemed too labor intensive to warrant the effort.
It would require additional coding to automatically generate new input files reflecting
the modified number of histories, the generation of different random seeds, the renaming
of output files to reflect weighting and running another script to combine the results.
Therefore, the majority of the simulations were performed using the first approach and
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the remaining used the second approach depending on machine availability.
3.2.2 Material Preparation Utility
PEGS4 is a materials data generation package that contains the cross-sectional data and
stopping power information for materials used in the simulation. The default materials
data had AE and AP values which did not extend to the cutoff energies desired in the
project. The second issue was that the materials did not have any Raleigh scattering
data. The global electron and photon cutoff energies need to be greater than or equal
to the material cutoff energies AE and AP, which were defined as 512keV and 1keV
respectively. Upper energy cutoffs UE and UP for secondary particle generation were
also required and set to be 55.511MeV and 55MeV respectively. The PEGS4 utility was
used to generate material data and a maximum number of energy points for the energy
range of interest. More information on the utility can be found in the documentation
[29].
3.2.3 Preliminary Foil Arrangements
DOSXYZnrc was used to perform Monte Carlo simulations of two gold foils suspended
in water and a homogeneous water phantom. The gantry was not simulated because
we were interested in relative measurements and not absolute dose. Instead, the Mohan
spectrum was used with a vacuum surrounding the phantom [99]. The 18 MV photon
spectrum was obtained by digitizing the Varian 18 MV spectrum obtained by Sheikh-
Bagheri and Rogers [100]. All spectra were used as point radiation sources with 5cm x
5cm collimation at a 100cm SSD unless stated otherwise. Physics simulated include spin
effects, Rayleigh scattering, atomic relaxations, electron impact ionization and bound
Compton scattering. Photon cross sections were generated using the XCOM database
[36] and a logarithmic energy grid using the number of energy bins from the PEGS
utility .The simulation transport parameters can be found in Table 3.1. At least 32.5
million histories were obtained for each configuration in order to obtain an average error
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of 1% or less for dose within 50% of Dmax.




Photon splitting 32 5




Range Rejection Energy 0.7
Skin depth for BCA 3
Due to larger step sizes with the howfarless algorithm, the number of histories for
the homogeneous phantom had to be increased to obtain the necessary statistics. The
size of both homogeneous and heterogeneous phantoms was 16 cm x 16 cm x 28 cm with
a resolution of 1 mm in the areas of interest and 2 mm elsewhere. Two foils had the
same dimensions and were placed either horizontally (i.e., orthogonal to the beam axis)
or vertically (i.e, parallel the beam axis) in the center of the phantom. The foil was
modeled as a single layer since I was not concerned about dose inside the heterogeneity.
The effects of foil size, separation, thickness, depth, material, beam energy and field size
were investigated. A summary of the various configuration is shown in Table 3.2. The
calculations were performed on the cluster described in section 3.2.1 along with various
custom machines.
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Table 3.2 – The foil configurations for simulation. Each configuration was arranged in a
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In order to process the data, a MATLAB program, Dose Analyzer, was written. It
incorporated several functions from the DOSCTP project [101] resulting in some time
savings. All analysis was performed using Dose Analyzer. Appendix A.1 shows a screen-
shot of the program. After the reference matrix and dose matrix were loaded, they were
interpolated to allow direct comparison. Next, percent depth dose (%DD) curves were
determined along the central axis of the phantoms and the plots were normalized against
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Dmax in the homogeneous water phantom. For this project, Dose Enhancement was
defined to be the % increase in dose at that position relative to the dose in homogeneous
water and given by the equation:




Several parameters were of interest. First, the ranges of enhanced dose upstream
and downstream were determined if any. Next, the maximum, minimum and midpoint
dose between the foils were determined. Finally, the area under both curves was cal-
culated and percentage area enhancement was determined. The maximum dose for the
horizontal foils and the minimum dose for vertical foils were reviewed, but those were
not included in the analysis. Dose within 0.5mm from the foil was ignored.
3.3 Results
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Figure 3.2 – An example of planar dose distributions for horizontal and vertical foils. The
foils were irradiated with 24 MV photons and had thickness 0.5mm and separation of 5mm.
For the horizontal foils, (a) shows the planar dose, (b) %DD through the center of the foils,
(c) dose profile through the center and (d) Error matrix. Similarly, (e)-(h) represent the
vertical configuration. All dose is in %.
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The heterogeneous phantom showed significant dose modulation compared to the
homogeneous phantom. Fig. 3.3 shows the dose distributions for 0.5mm foils placed
horizontally (a) and vertically (e) with a 5mm separation and irradiated with 24 MV
photons. For the horizontal case, the areas with the highest dose are just upstream of
each foil. The forward and backscattered dose contributions between the foils resulted
in a dose that was significantly higher compared to water. The vertical foil had a
more distributed dose enhancement covering the majority of the region in-between the
foils. The maximum dose was less than the horizontal configuration and it had a less
pronounced dose reduction downstream. In this configuration, the highest dose was also
directly at the side of the foils, and the dose in-between the foils was significantly higher
than the dose outside. Fig. 3.3(b) and (c) show the %DD and the dose profiles for
horizontal configuration respectively. The %DD curve corresponds to the white line in
(a) and shows the reduction of the dose delivered downstream. Similarly, Fig. 3.2(f) and
(g) show plots for the vertical foils. Both error matrices have similar ranges averaging
around 1% and are representative of all the experiments. The statistical errors were
larger in the high-resolution areas of the phantom.
The rest of the analysis will be restricted to the %DD slice and only the data close
to the foils will be shown. Error bars were not shown for the purposes of clarity,
but distributed error matrices and distributed dose for all simulations are available in
appendix B.
Here, I introduce the three phantom regions. Region A is the region upstream or
above the foils, Region B is the region in-between the foils and Region C is the region
downstream or below the foils.
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3.3.1 Energy

















































































































































































































Figure 3.3 – The effect of beam energy on % dose around horizontal (a)-(d) and vertical
(e)-(f) gold foils. The enhancement in dose upstream, in-between, and downstream, of the
horizontal foils, are represented in (a)(b)(c) respectively. (e) Shows the dose enhancement
in-between two vertical foils. (d) and (f) show the % dose enhancement at the midpoint and
the minimum point or maximum point respectively. They also show the area bound by the
curve in-between the foils in horizontal arrangement or the area bound by the curve and the
length of the foil in a vertical arrangement, respectively. The gold foils had separation=5
mm, thickness=0.5 mm, depth=7 cm, foil size= 1 cm x 1 cm, field size=5 cm x 5 cm.
Fig. 3.3 shows the effect of energy on dose enhancement along the path of the foils.
Fig. 3.3 (a) to (c) show the enhanced dose upstream of the foils (region A), in-between
the two foils (region B) and in the downstream side of the foils (region C), respectively.
In region A [Fig. 3.3 (a)], the backscatter dose enhancement and range from the first
foil increased with energy. The 4 MV and higher energy beams had similar maximum
values between 50-60%. The highest dose immediately next to the foil did not correspond
to the highest beam energy. The 24 MV beam did, however, have the largest area of
increased dose. The 10 MV beam and higher also had curves more clustered together
compared to the other beam energies. The maximum range of dose enhancement was
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around 1.2 cm for the 24 MV beam. The 6 MV beam had a range of increased dose of
around 0.6 cm and about one-half the enhancement of the 24 MV case. In region B, 15
MV and higher energy beams produced forward dose enhancement at the downstream
side of the first foil. The backscatter from the second foil combined with the forward
scattered component from the first foil to give significant enhancement between the
foils. The forward scatter dose enhancement shown in Fig. 3.3 (b) and (c) both had a
wide range in the exit dose, compared to the backscatter dose, which were much closer
together. There was also around a 15% decrease in the maximum downstream of the
second foil compared to the first foil. Fig. 3.3 (d) shows that the area under the curve,
the midpoint dose, and the minimum dose all increase in roughly linear fashion with
increasing energy above 6 MV.
The dose enhancement in-between two vertical foils was also significant for all en-
ergies as shown in Fig. 3.3 (e). The maximum dose came from the 24 MV energy and
was about 40%. In general, the point of maximum dose seemed to shift closer to the
upstream side of the foil with increasing energy. The upstream dose directly beside the
left edge of the foil was higher than the downstream dose at the other edge by around
8%. The dose enhancement and range of enhanced dose were lower compared to the
horizontal configuration, but the vertical configuration had a wider area. Fig. 3.3 (f)
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Figure 3.4 – The effect of foil separation on % dose enhancement around horizontal (a)-
(d) and vertical (e) and (f) gold foils. The enhancement in dose upstream, in-between and
downstream of the horizontal foils are represented in (a)-(c), respectively. (e) Shows the
dose enhancement in-between two vertical foils. (d) and (f) show the % dose enhancement
at the midpoint and the minimum point or maximum point respectively. They also show
the area bounded by the curve in-between the foils in horizontal arrangement or the area
bound by the curve and the length of the foil in vertical arrangement respectively. The
energies were 24 MV and 6 MV and the foils had thickness=0.5 mm, depth=7 cm, foil
size=1 cm x 1 cm, field size=5 cm x 5 cm.
Fig. 3.4 shows the effect of foil separation on depth dose enhancement. Fig. 3.4(a)
indicates that the backscatter dose enhancement and range in region A are independent
of separation for both the 24 MV and 6 MV case. The dose in region B, however,
showed a large variation. As expected, the smallest separation had the highest peak
doses with a steady decrease with increasing separation. It is observed that the larger
the separation, the smaller the difference of the maximum doses at the upstream side
of the second foil between 6 MV and 24 MV. By 1cm separation, the values were equal
and the shape of the distribution shifts towards a minimum at the center of the two
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foils. In region C, the forward scatter dose decreases with increasing separation. No
enhancement was observed for the 6 MV case.
The dose enhancement occurred in-between the two vertical foils for all configura-
tions [Fig. 3.4 (e)]. Only the 1cm and 1.3 cm foil configurations from the 6 MV case
had dose maximum below 10%. The dose enhancement downstream was reversed com-
pared to the enhancement in-between the foils. The smallest separations had the lowest
dose below the foils. Figs. 3.4 (d) and (f) both show an exponential decrease in dose
enhancement with increasing foil separation.
3.3.3 Foil Thickness
Fig. 3.5 shows the effect of foil thickness on dose enhancement. For the horizontal foils,
the dose in region A had increased dose with increasing foil thickness in the 24 MV case.
The 6 MV energy case had decreasing upstream dose with increasing foil thickness.
Between the foils, the two energies had significantly different dose distributions.
While both energies had significant backscatter contributions, the low energy case had
no forward contribution towards dose enhancement. The high-energy case had more
spacing between each curve while the low energy cases had much less difference. In
region C, the lower energy curves were more distributed.
The dose enhancement in-between two vertical foils was highest for the thickest foil
with a maximum of around 48%. Similar to Fig. 3.5 (b), the low energy case had little
difference between the isodose curves compared to the 24 MV which had significant
gains with increasing thickness. In both the horizontal and vertical arrangement, the
6 MV beams showed a very little change with increasing thickness. The 24 MV case,
however, showed that rate of increasing dose enhancement decreased with increasing
thickness.
52

















































































































































































































Figure 3.5 – The effect of foil thickness on % dose enhancement around horizontal and
vertical gold foils. The enhancement upstream, in-between and downstream of the horizon-
tal foils are represented in (a)-(c) respectively. (e) Shows the dose enhancement in-between
two vertical foils. (d) and (f) show the % dose enhancement at midpoint and the minimum
point or maximum point respectively. They also show and the area bounded by the curve
in-between the foils in horizontal arrangement or the area bound by the curve and the
length of the foil in vertical arrangement respectively. The energies were 24 MV and 6 MV
and the foils had separation=5 mm, depth=7 cm, foil size=1 cm x 1 cm, field size=5 cm x
5 cm.
3.3.4 Atomic Number
As expected, the atomic number, Z, had a significant effect on the distributed dose. For
each material, both the low and high-energy cases had comparable upstream backscatter
maximums. The dose increased with increasing Z up to gold, but it declined with lead
for the 24 MV case. This was observed in both the horizontal and vertical configuration
[Fig. 3.6(d) and (f)]. The 6 MV case had dose backscatter maximum that increased with
Z. The range of enhancement reflected the order of Z with aluminum having the least
effect. In region B, the lightest materials had the least enhancement in either direction,
maintaining a more even dose distribution. They also had much less difference between
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the low and high-energy case. Downstream, significant differences existed between the
two energies of each material.
The vertical foils had large differences between the low and high-energy configura-
tions, but the order of enhancement for varying Z was similar to the horizontal case.
As before, the lowest enhancement came from the lowest Z material.
















































































































































































































Figure 3.6 – The effect of the atomic number on % dose enhancement around horizontal
and vertical gold foils. The enhancement upstream, in-between and downstream of the
horizontal foils are represented in (a)-(c) respectively. (e) Shows the dose enhancement
in-between two vertical foils. (d) and (f) show the % dose enhancement at the midpoint
and the minimum point or maximum point respectively. They also show the area bound
by the curve in-between the foils in horizontal arrangement or the area bound by the curve
and the length of the foil in vertical arrangement respectively. The energies were 24 MV
and 6 MV and foils had thickness=0.5 mm, separation=5 mm, depth=7 cm, foil size= 1
cm x 1 cm, field size=5 cm x 5 cm.
3.3.5 Foil Size
The effect of foil size on dose enhancement is shown in Fig. 3.7. The dose in both
the horizontal and vertical configurations increased with the size of the foil. In Fig.
3.7(a), the backscatter dose enhancement was very similar for both energies and foil
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sizes above 1 cm x 1 cm. The 0.2 cm x 0.2 cm, 0.6 cm x 0.6 cm and 1 cm x 1 cm
foils in both energies all displayed lower dose distributions and were separate from the
other foils. In-between the foils [fig. 3.7(b)], the 24 MV configurations with larger foil
sizes had isodose curves clustered together as the dose approached a maximum of 60%.
Downstream of the second foil, the dose distributions were similar to the distributions
in-between the foils in terms of clustering. The 24 MV photons with smaller foil sizes
had lower doses and the dose distribution had more difference between each other. The
dose enhancement approached a maximum dose for foil sizes above 3 cm x 3 cm.
The dose enhancement in-between two vertical foils was particularly interesting. The
point of maximum dose was always within 0.5 cm from the top of the foil no matter
how large the foil. The region of increased dose was extended to the length of foils for
foils up to 2 cm length, after which the foils had regions of dose reduction in-between
the foils.
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Figure 3.7 – The effect of foil size on % dose enhancement around horizontal and vertical
gold foils. The enhancement upstream, in-between and downstream of the horizontal foils
are represented in (a)-(c) respectively. (e) Shows the dose enhancement in-between two
vertical foils. (d) and (f) show the % dose enhancement at the midpoint and the minimum
point or maximum point respectively. They also show the area bound by the curve in-
between the foils in horizontal arrangement or the area bound by the curve and the length
of the foil in vertical arrangement respectively. The energies were 24 MV and 6 MV and had
thickness=0.5mm, separation=5mm, depth=7cm, foil size= 1cmx1cm, field size=5cmx5cm.
3.3.6 Field Size
The effect of field size on dose enhancement is shown in Fig. 3.8. Figs. 3.8 (a)-(c) and
(e) show that dose around the foils did not change significantly for both energies. The
smallest field size had the highest dose in the high-energy case, though region A had
much a smaller enhancement compared to the dose in region B and C. Figs. 3.8 (d) and
(f) show that the dose enhancement in-between the vertical foils for 6 MV was roughly
constant with increasing field size. For 24 MV, the dose difference was minimal for 5
cm x 5 cm field size and above.
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Figure 3.8 – The effect of field size on % dose enhancement around horizontal and vertical
gold foils. The enhancement upstream, in-between and downstream of the horizontal foils
are represented in (a)-(c) respectively. (e) Shows the dose enhancement in-between two
vertical foils. (d) and (f) show the % dose enhancement at the midpoint and the minimum
point or maximum respectively. They also show the area bounded by the curve in-between
the foils in horizontal arrangement or the area bound by the curve and the length of the
foil in vertical arrangement respectively. The energies were 24 MV and 6 MV and had
thickness=0.5 mm, separation=5 mm, depth=7 cm, foil size= 1 cm x 1 cm.
3.3.7 Depth
Fig. 3.9 shows the effect of foil depth on the dose enhancement. Figs. 3.9 (a) through
(c), show that dose in region A, B and C were almost the same in both energies. The
dose enhancement in-between the foils was constant with depth as seen in Figs. 3.9 (d)
and (f).
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Figure 3.9 – The effect of foil depth on % dose enhancement around horizontal and vertical
gold foils. The enhancement upstream, in-between and downstream of the horizontal foils
are represented in (a)(b)(c) respectively. (e) Shows the dose enhancement in-between two
vertical foils. (d) and (f) show the % dose enhancement at the midpoint and the minimum
point or maximum point respectively. They also show the area bound by the curve in-
between the foils in horizontal arrangement or the area bound by the curve and the length
of the foil in vertical arrangement respectively. The energies were 24 MV and 6 MV and
had thickness=0.5mm, separation=5mm, foil size= 1 cm x 1 cm, field size=5 cm x 5 cm.
3.4 Discussion
Dose at the interface can be divided into several categories. The dose from backscattered
photons, secondary electrons produced in the water above or below the foil, backscat-
tered and forward scattered electrons produced in the foil. For the photon contribution,
the photoelectric effect plays a small role in high-Z materials. Even though the cross
section is low for high energies, gold has a high atomic number and low energy charac-
teristic x-rays are expected to deposit some dose close to the metal. A second source of
photon dose is bremsstrahlung. As secondary electrons are slowed down, bremsstrahlung
x-rays are produced having a spectrum range up to the kinetic energy of the electron.
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A portion of this dose is also expected to be deposited in the vicinity of the metal. The
backscattered photons are considered to be negligible and is not considered.
For this project, I am particularly interested in electrons generated by bremsstrahlung
photons and pair production. The premise behind this study is that the forward and
backward scatter contribution can be combined to increase the dose to the target area.
It is clear from these simulations that dose enhancement is possible and that the main
contributor is the backscatter contribution. Overall, the Monte Carlo simulation results
were consistent with experimental data previously obtained with film [35] and single
foil measurements [9]. In my simulations, the maximum dose enhancement occurs with
gold foils of 0.3 mm separation, 1 mm thickness, 5 cm x 5 cm area foil and a 24 MV
beam with a 2.5 cm x 2.5 cm field size.
In general, the horizontal foils have a backscatter exit dose from the second foil that
is always less than the backscatter exit dose of the first foil and the forward scatter exit
dose from the second foil is always less than the forward scatter exit dose of the first
foil. This is due to the reduction of energy after the first foil and the associated decrease
in the amount of electrons existing the foil. For the 6 MV configurations, the forward
scatter from the second foil is always negative relative to the homogeneous water. In-
between the foils, the lower energy often had minimum doses very close to the first foil;
while the higher energy had values close to the center. This can be explained from the
fact that higher energy electrons have a larger range and that more electrons from the
second foil contribute dose to the region than from the first foil. One observation from
the dose contours is that the dose enhancement in-between the foils is not uniform with
distance from the foil. Downstream of the foils, the corner edges always seem to be
areas of low dose relative to the center for higher energies (6 MV and higher). The two
lowest-energy cases had a more uniform low dose profile over the length of the foil.
The vertical arrangements generally resulted in a maximum dose in-between the
vertical foils. The trends observed in this orientation were very similar to the horizontal
foils configurations. The exception to this is the foil size. The dose measurements for
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the largest foils sizes in the 24 MV horizontal case had over a 10% larger value for
minimum dose compared to the maximum dose in a vertical arrangement. In the 6 MV
case, the vertical arrangement had a higher dose maximum compared to the minimum
dose in the horizontal setup. Vertical foils had much more configurations that resulted
in increased dose compared to the horizontal configuration. In cases where the dose
reduction was observed, it often was less than 5%.
Often, older experiments made measurements at a particular distance above or below
the interface. This made the comparison more difficult because close to the interface,
the dose in one configuration can be higher than another but as you move further away
from the foil the results can be reversed. The area under the curve gave a more realistic
idea of accumulated dose in-between the foil.
3.4.1 Energy
Dose enhancement increases with energy. This should be expected since higher energy
secondary electrons will have a greater range. High-energy secondary electrons tend to
travel more in the forward direction as momentum has to be conserved. These electrons
travel deeper in the foil and some of the electrons will contribute to dose downstream but
some will get backscattered and have to traverse the foil again while losing energy. If the
foil is thicker than the range of the electron, then it will get absorbed, otherwise, some
electrons with sufficient energy contributes to the backscattered region. For photon
energies below 15 MV, the forward electrons do not have the energy to exit the foil
resulting in dose reduction. The result is a combination of electron scattering and
photon attenuation.
3.4.2 Separation
Increasing the foil separation decreases the dose in-between the foils. When the foils
are close then back and forward scattered electrons can easily contribute towards the
dose in regions near the opposite foil. If the separation is smaller than the range of
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electrons, then backscatter electrons might go on to generate more dose in the form of
bremsstrahlung. As the separation gets larger, it reaches a point where the electron
ranges no longer overlap.
3.4.3 Thickness
Dose enhancement increases with increasing foil thickness up to a certain thickness.
When the foil thickness increases, the probability of interaction increases and more
secondary electrons are generated. The range of the secondary electrons depend on
energy among other factors, but increasing the foil thickness above half the range of
the secondary electron do not contribute to additional backscatter enhancement. This
can be seen in Fig 3.6 (d) where the 6 MV case had no increase in enhancement while
the 24 MV increased towards a maximum dose. Das found that this occurred around
a thickness of 3mm for 24 MV and 1 mm for 6 MV for lead in their experiment [6].
Similarly, in the forward direction, above a certain thickness, then much of the additional
electrons will no longer exit as they are absorbed in the heterogeneity. The vertical foil
dose distribution reveals that thinner foils had much more even distribution of increased
dose along the outside length of the foils. With thicker foils, the outside portion of the
foil had more enhancement towards the top.
3.4.4 Atomic Number
There is a significant increase in dose with respect to increasing atomic number. In fact,
the atomic number had the largest effect on the dose. This is expected because of the
larger scattering cross section of electrons in high-Z materials. More specifically, pair
production and bremsstrahlung are proportional to Z2. In the vertical configuration,
almost no enhancement was seen in the aluminum case while all the others show some
enhancement. With that said, the vertical configuration had less difference between
the low and the high-energy cases compared to the other parameters with a significant
effect on the dose.
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It is interesting to note that there was a drop in downstream enhancement moving
from gold to lead in the 24 MV configuration (Fig 3.6c ). We note that this was not
the case for Li et al. [9], who had gold with a lower maximum than lead. There are
two reasons this could occur. This is perhaps because the electron density of gold is
over 70% larger than that of lead (15.5g/cc vs 8.98g/cc), leading to more Compton
interactions. They used the PRESTA electron crossing algorithm, which is known to
underestimate lateral electron deflections in a manner that increases with Z2 [102, 103].
Additional testing using the same energy, field size and thickness as Li revealed that lead
has a higher maximum near the foil upstream. The difference in result is likely due to
a combination of the reasons above, though the primary reason is probably geometrical
and energy differences.
Another unexpected result was the peak dose for the 6 MV lead foil (Fig. 3.6a). The
6 MV dose maximum was higher than the 24 MV dose maximum but the curves switched
after about 1.5mm from the foil. The unexpected effect on the dose distribution from 6
MV and 24 MV photons and lead and gold show the difficulty in drawing conclusions
about trends involving from multiple factors.
3.4.5 Foil Size
At small foil sizes and high energy, the foil size has a significant influence on the dose.
As the foil size approaches the size of the beam, then the amount of electrons that
scatter towards the center of the foil reaches a maximum. The secondary electrons from
6 MV beam do not have the energy to reach the center where it can contribute to the
dose. It is possible that electrons generated in water can scatter below the foil but
the 2mm x 2mm case had negative enhancement indicating that this is minimal at best
(Fig. 3.7b) . With increasing foil size, more electrons are generated from the foils, which
contribute to dose in the center. Between larger vertical foils, electronic equilibrium was
lost after traversing 1.8 cm deep into the foil, resulting in a relative dose reduction. In
addition to the scattering of electrons, the vertical configuration possibly has a lot more
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backscattered electrons in-between the foils compared to forward scatter electrons.
3.4.6 Field Size
Field size has a minor effect on the dose distribution depending on the energy and region
of the foils. At high energies, the enhancement in-between the foils and below the last
foil increase slightly with decreasing field size, while at low energies no difference is
observed. In general, wider field sizes mean that more lateral electrons can get scattered
in-between the foils. Above a certain field size, electrons from the field edge no longer
contributes to the center of the foils. One reason for the dose increase with the smaller
field sizes is that there is a reduction of dose from homogeneous case. The dose increase
from the foil should be fairly constant with field size as long as the range of secondary
electrons is within beam. When the dose from the 2.5 cm x 2.5 cm field size was
compared to the 5 cm x 5 cm field sized this was confirmed. The dose near the foils
were close but the dose further from the foil were much larger with the smaller field size
having the lower dose.
Werner et al. observed similar findings downstream, but their perturbation factors
increased more steadily with decreasing field size and had a strong increase after 8cm
x 8cm [4]. No effect was observed for the lowest energies. Upstream from the first foil,
Das reported a slight decrease in the dose from lead in the smallest field sizes [6] but
we did not observe this for gold. They reported that it might be due to problems with
chamber response due to the finite window thickness. Both heterogeneities were much
larger than the field size.
3.4.7 Depth
There is no significant effect of depth on dose enhancement with double foil measure-
ment. This is in agreement with the horizontal single foil measurements made by Li
and Das [9, 6].
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3.5 Conclusion
The degree of dose enhancement around thin lead foils was determined by Monte Carlo
simulation. The most important parameters are the material, foil thickness, separation
and photon energy. Enhancement increases with energy, foil thickness, atomic number
and decreases with separation. For 24 MV, enhancement increases with thickness up to
a certain point and for 6 MV increasing the thickness decreases the dose. Foil depth and
field size did not have appreciable effect on the dose. The foils in the vertical orientation
seemed to have lower doses in between the foil but they have a larger region of increased
dose.
Chapter 4
The Effect of Material Shape,
Material Distribution and Pair
Production on Dose.
4.1 Introduction
In keeping with the theme of distributed high-Z materials, naturally the next question
to ask, is what happens to the dose if more foils are used. Realistically, more than
two foils will be necessary to obtain the proper dose distribution especially for larger
tumors. The distribution and number of heterogeneities would vary with each patient.
Each case would require simulation resulting in a significant increase in the treatment
planning workload. In order to avoid this, we need a way of predicting the dose for
multiple heterogeneities.
The results of the previous chapter provided information on the dose distribution
between two foils but there are still some unanswered questions. I wanted to know more
about the relationship between two foils and a single foil. Are there any synergistic
effects from using two foils? If so, how much does it influence the dose and over what
64
65
range. Understanding this would enable the dose distribution of a single foil or shape
to be used to estimate the dose around multiple distributed foils or heterogeneities.
The size and shape of the material can influence the success of a treatment. Some
shapes are cheaper to produce and easier to manufacture. Cylindrical shapes in partic-
ular, already find use in the body in the form of markers and already have approvals
from regulatory agencies. Markers are attractive because they are potentially easier
to implant than a foils. Dosimetrically, not much work has been done for evaluating
the dose around fiduciary markers irradiated by very high energy (18MV and higher)
photons. A single foil will be selected and the dose around it compared to the dose
around the marker. After reviewing the data from this experiment and the results from
chapter 3, two configurations will be selected for dose measurement with the polymer
gel.
One pattern that was observed in the results of chapter 3, particularly the horizontal
foils, was dose reduction after the foils. We know that electromagnetic waves and
sound waves experience reflection and transmission when moving between two dissimilar
media. I wanted to know if this effect or similar phenomena occur with high energy
photons. Specifically, how the dose around a single heterogeneity compares to the dose
around a distributed heterogeneity of equivalent thickness. Even if the effect is minimal
at high energies, do the electrons behave in a manner such that it is advantageous to
distribute the high-Z material. If such interactions can influence the dose near the foils,
what are its dependencies? If these effects are significant, then the distributing the
heterogeneity could be used to increase or widen the distribution of dose to cancer cells
and reduce the dose to healthy tissue downstream. It might even have some applications
in radiation shielding, specifically, shielding with lead aprons or shielding in confined
environments.
Traditionally, photon transmission through multiple media is determined by com-
bining the attenuation coefficients and thickness for each material in an exponential
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decay function. Attenuation measurements in air far downstream from the heterogene-
ity have confirmed this method to be accurate. Close to the high-Z material, however,
the outcome is not clear. I want to verify that this is in fact the case and identify any
limitations to this practice if any. I will investigate the effect of the number of foils
(or foil count), foil separation and energy on dose around multiple thin lead foils. I
will compare the distributed foils to a single foil of equivalent thickness and look at the
difference in dose upstream, downstream and in-between the foils.
Pair production is expected to play a large role in dose enhancement when high
energy beams are used in these configurations. We don’t know, however, what role pair
production plays in the actual distribution of dose. We will attempt to understand this
by comparing the dose distributions for the above configurations with configurations
where pair production is not simulated.
4.2 Methods
4.2.1 Two Foils vs Two Single Foils Combined
The phantoms in which foil separation was evaluated, were modified such that one of
the two foils was removed. A second set of phantoms had the other foil removed instead.
The simulations were repeated using the same setting as described in section 3.2.3. The
dose from adding two single foils was compared to the dose from two foils in each case.
4.2.2 Effect of shape and geometrical arrangement
There were several factors that need to be considered in choosing a shape. These
included beam energy, material weight and thickness. Even though a thicker material
generates more electrons, thickness also has to be balanced by the beam energy. If the
energy is too low, then the electrons will get adsorbed before they exit the material. The
demise of the Varian 2300 linac placed an upper limit on the beam energy of the project
to the 18 MV photon beam of Elekta Synergy accelerator (Elekta Medical Systems,
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Stockholm, Sweden). A thicker material also has more weight which might increase the
potential to sag especially in the horizontal configuration. Cost can also be a factor.
Lead is significantly cheaper that gold and has a higher atomic number.
Though foils have the advantage of a larger surface area, I felt the need to evaluate
smaller shapes. We have to consider the practicality and ease of inserting high-Z mate-
rials into the body. Fiducial markers, are already used in the body and so I thought it
was necessary to evaluate the dose around a similar shape.
4.2.2.1 Single Foil
A 1cm x 1cm lead foil with a thickness of 0.5mm was selected as the optimal foil size
for polymer gel dosimetry. The foil was placed in the center of the phantom with
depth of 7cm and DOSXYZnrc was used to simulate horizontal and vertical single foil
arrangements. The parameters were similar to those described in section 3.2.3 but
several key differences exist. The photon and electron transport cutoff energies were
modified to cover the entire range. The photon cutoff energy was selected to be 1kV and
the electron transport cutoff energy was 512 kV. Range reduction was not employed.
Similarly, a point radiation source with 5 cm x 5 cm collimation at a 100cm SSD was
used with 6 MV and 18 MV photons. The phantom resolutions were modified so that
the resolution in the areas of interest were 0.1mm closest to the marker and 0.5mm a
bit further out. The other parts of the phantom had resolution of 2mm. Around 32.5
million histories were obtained. Another homogeneous phantom was created using the
same parameters.
4.2.2.2 Gold marker
A gold Civco fiducial marker, model number, MTNW887808 was selected for simulation.
DOSXYZnrc was used to simulate the dose around the marker placed at a 7cm depth
and oriented parallel or perpendicular to the beam. The grooves were ignored and
the marker was modeled as a rectangle prism with length 3mm and width and height
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0.8mm. The same Monte Carlo parameters from the previous section was used in this
study.
4.2.2.3 Configuration for Polymer Gel Measurement
After reviewing the data for the single foil and marker, the decision was made to use foils
for the polymer gel dose measurement. The phantoms in section 4.2.2.1 were modified
to obtain two foil phantoms. A separation of 7 mm was selected to allow more data
points. Both foils were centered, had depths of 7cm and had the same dimensions as the
two foils case. The simulations were repeated using the same parameters as the single
foil case (section 4.2.2.1).
4.2.3 Dose Modulation with Multilayer Foils
DOSXYZnrc was used to perform Monte Carlo simulations of multilayer lead foil con-
figurations. All foils had a combined thickness of 1 mm and a foil size of 7 cm x 7 cm.
As before, lead was selected in case experiments are made in the future and the foils
were larger than the beam size to better simulate shielding environments. The number
of foils were 2, 4, 6, 8, and 10 with a fixed separation of 0.3 cm. For each of these,
the dose distributions upstream, downstream and in-between the foils were studied and
compared to the equivalent single foil. The phantom size was 16 cm x 16 cm x 28 cm
with a resolution of 0.5mm in the areas of interest and 2 mm elsewhere. The foils were
placed starting at a depth of 7 cm or the last foil ending at a depth of 10 cm for the
evaluation of the upstream or downstream dose respectively.
The number of histories ranged from 20 to 62.5 million and the only various variance
reduction techniques was photon splitting. The simulated physics were the same as
section 4.2.2.1. The plots were normalized at Dmax in a homogeneous water phantom.
The minimum dose enhancement and the change of integrated dose between the foils
were also determined.
The effect of foil separation was evaluated by using separations of 1 mm, 3 mm,
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Figure 4.1 – The experimental setup showing upstream and downstream measurement.
The distributed foils are depicted in A and the dose is compared to the dose from the
reference foil upstream (B) or downstream (C).
5 mm, 7 mm and 9 mm and a foil count of 10. The effect of energy was evaluated
using energies Co60, 4 MV, 6 MV, 10 MV, 15 MV, 18 MV and 24 MV, 10 foils, and a
separation of 5mm. The effective range of increased dose was also evaluated. This was
defined to be the distance from the foil for which there is a dose difference between the
distributed foil and reference foil. The setup is depicted in figure 4.1
4.2.4 Effect of Pair Production
Next, the DOSXYZnrc code was modified to no longer calculate dose from pair pro-
duction and compiled as a second program. The phantoms for the single foil, two foil
and marker were then recalculated using the modified algorithm. For the multilayer
foils, a single foil and 10 foil configuration were simulated with no pair production for
24 MV photons. The dose distribution with no pair production was subtracted from
the normal distribution to obtain the pair production dose.
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4.3 Results
4.3.1 Two Foils vs Two Single Foils Combined
Figure 4.2 shows the dose contours for single foils and two foil configurations with a
5mm separation. For the horizontal foils, we can see that the dose from the two foil
configuration differs from the dose distribution for the combined dos e distribution.
The two foil setup had an increased dose region just downstream of the first foil. The
upstream peak doses from Fig. 4.2(a),(b) and (d) were 145%, 151% and 158.5% while
the peak downstream doses from Fig. 4.2(a),(c) and (d) were 144%, 143%, 145.7%
respectively. The vertical foils had a peak dose in between the foils of 130%, 109.2%,
110.3% and 126.5% from Fig. 4.2(e)-(h) respectively. In all regions, the overall dose
around the two foils was larger than the dose from two single foils, except for region A
in the horizontal orientation.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.2 – The relative dose enhancement comparing two foils to single foils for 24 MV
photons. Column one shows the dose distribution for two foils, columns two and three show
the single foil dose distributions and column four shows the addition of dose from column
two and three. The gold foils had separation=5 mm, thickness=0.5 mm, depth=7 cm, foil
size= 1 cm x 1 cm, field size=5 cm x 5 cm.
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Fig. 4.3 shows the % dose enhancement from adding dose from 2 single foils com-
pared to the dose of two foils. In region A (3.3) of the horizontal foils, the 24 MV case
had a dose difference for separations of 3 mm and 5 mm, while the other horizontal
configurations had no dose difference. In region B, the closest foils displayed a dose
difference for both energies. For separations larger than 5 mm, no difference was ob-
served. The dose difference was larger near the first foil. The 6 MV configuration had
a reduction in dose difference towards the second foil. In region C, the pattern reverses
with the 24 MV case having a small dose difference and the 6 MV case having a dose
difference.
In the vertical orientation, the dose difference was small in the buildup region but
much larger after the maximum dose point for both energies. The difference was largest
at the maximum dose point and decreased with depth. The combined dose from two
single foils was always less than or equal to the dose from two foils. For separations of
7mm and larger, the dose difference was around 5% or less.
Overall, the dose difference in the extreme cases had maximum dose difference of
around 10%. In general, increasing the separation caused the dose difference to approach
zero in all configurations. The dose difference was larger for higher energies and had a
larger range of dose difference in the orthogonal configuration.
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Figure 4.3 – The relative dose enhancement comparing two foils to single foils. The first
and third column represent the 24 MV case and the second and fourth column represents
the 6 MV case. Column one and two show the horizontal orientation while columns three
and four show the vertical orientation. Rows one through five represent the separations 0.3
cm, 0.5 cm, 0.7 cm, 1 cm and 1.3 cm respectively.
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4.3.2 Effect of Shape and Pair Production
4.3.2.1 Single Foil
The dose around the single foils (Fig 4.4) were similar to the dose with 24 MV foils with
approximate efficiency improvement techniques. For the horizontal case, the majority
of the dose was backward with some forward scatter. The effect of pair production on
the dose was significant for the 18 MV irradiation. The majority of the dose from pair
production was in the forward direction while the majority of the dose increase seemed
to be the upstream of the foil. The 6 MV case had a small dose reduction with no
pair production and significantly reduced forward dose. The vertical foils had a lot of
attenuation in the foil and immediately downstream of the foils but the increased dose
on the sides covered the length of the foil. When pair production was turned off in the
18MV case, the dose increase around the foil all but disappeared except for the region
at the very top of the foil. In this orientation the amount of pair production matched
the direction and shape of the increased dose distribution. Assuming that the range
of dose enhancement is proportional to the range of pair production in the metal, the
amount of pair production in water is sizable. We also note that the dose difference
from pair production further away from the foils is larger before the foils compared to
after.
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Normal No Pair Production Pair Production %dd Norm vs No PP
































































































Figure 4.4 – Single horizontal and vertical foils irradiated with 18 MV or 6 MV photons.
The first and third row shows dose from the 18 MV case while the second and fourth
row represent the dose from 6 MV case. The first column shows the dose, the second
column shows the dose with no pair production, the third column shows the dose from pair
production and the last column shows the %DD for normal dose and dose with no pair
production. All numbers in %.
4.3.2.2 Gold Marker
Fig. 4.5 shows the markers in horizontal and vertical orientations for 18 MV and 6 MV
photons. In the horizontal case, both energies had above 60% enhancement upstream
of the marker. Downstream, the 18 MV case had a small enhancement before falling
below the reference while the 6 MV case had no enhancement downstream. The effect
of pair production on the dose distribution also caused a dose increase in the forward
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direction particularly for 18 MV case. The 6 MV and 18 MV vertical orientations had
short range of increased dose upstream and dose reduction downstream. The horizontal
configuration seem to have a larger amount of pair production compared to the vertical
orientation.
Normal No Pair Production Pair Production %dd Norm vs No PP































































































Figure 4.5 – Horizontal and vertical markers irradiated with 18 MV or 6 MV photons.
The first and third row shows dose from the 18 MV case while the second and fourth row
represent the dose from 6 MV case. The first column shows the dose, the second column
shows the % dose enhancement, the third column shows the dose from pair production and




Fig. 4.6 shows the Monte Carlo dose distribution of the horizontal and vertical foil
configurations and the effect of pair production for 6 MV and 18 MV photons. For the
horizontal configuration, we can see that pair production results in a high dose increase
that is predominantly in the forward direction [Fig. 4.6(c),(g)]. There was almost no
spreading of the dose away from the foils. The %DD curves show a 16% drop in dose
at Dmax and a 36% reduction at the dose minimum point between the foils. The 6
MV configuration had a 3.3% drop in dose at Dmax and a 10% reduction at the dose
minimum point between the foils.
Similarly, the vertical configurations had dose distributions that were mostly in
the forward direction. This orientation, however, shows some spread of dose moving
away from the foil. It also had a much smaller dose difference with no pair production
compared to the horizontal case. For the 18 MV setup, the dose difference in the
peak dose was 23% and the dose difference at Dmax was 16%. Overall, the vertical
configuration had a much larger, more useful distribution of increased dose in between
the foils. Looking at both orientations, however, the range of pair production near the
foils was larger in the horizontal case and the dose magnitude was larger.
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Figure 4.6 – Dual horizontal and vertical foils irradiated with 18 MV or 6 MV photons.
The first and third row shows dose from the 18 MV case while the second and fourth
row represent the dose from 6 MV case. The first column shows the dose, the second
column shows the dose with no pair production, the third column shows the dose from pair
production and the last column shows the %DD for normal dose and dose with no pair
production. All numbers in %.
4.3.3 Dose Modulation with Multilayer Foils
The dose in the vicinity of the foils changed significantly for each of the parameters
evaluated. Far from the foils, however, the dose distribution was exactly the same.
Detailed images of the dose distributions and error matrices are displayed in Appendix
C.
4.3.3.1 Effect of Foil Count
Foil count had a major effect on the dose distribution for both 24 MV and 6 MV photons
as shown in Fig. 4.7. Increasing the number of foils reduced the dose upstream. At
the upstream side of the first foil, the dose for the 24 MV beam had a maximum dose
increase of 57% for the single foil case (or reference), while the 10 foil setup had a 32%
increase (Fig. 4.7a). The 6 MV configuration (Fig. 4.7d) showed a similar trend, with
the reference foil having a dose maximum of 60% and 10 foil setup with 43%. The
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dose from the lower energy case was much closer together and had a shorter range of
increased dose than the higher energy case. The range of increased dose did not change
significantly with changes in foil count (Fig. 4.7h). The relative cumulative upstream
dose also decreased steadily with increasing foil count with a dose reduction of over 2%
for 24 MV beams and 0.5% at 6 MV beams (Fig. 4.7g).
At the downstream side of the last foil, the 24 MV case (Fig. 4.7c) had a dose
reduction with the 10 foil case having a dose maximum 16% while the reference case
had a dose maximum of 32%. The 6 MV case (Fig. 4.7f) experienced dose reduction
compared to water but the trend continued with the 10 foil case having the closest dose
distribution compared to water. The dose reduction compared to water increased with
reducing foil count. The range of dose difference downstream of the foils for 24 MV
photons increased with foil count and was much larger than the range in the upstream,
extending from 3.5 cm to 7 cm (Fig. 4.7h). For 6 MV, the range was around 0.5 cm
and increased slightly with foil count. For the low energy case, the relative cumulative
dose increased slightly with foil count, changing around 0.5%. For 24 MV beams, the
dose reduction increased with foil count with 10 foils having a 4% difference compared
to the single foil reference.
In between the foils, similar trends were observed for the foils starting at 7 cm and
those ending at 10 cm. Increasing the number of foils resulted in a decrease in the dose
enhancement in between the foils for the 24 MV case (Fig. 4.7b). As the number of
foils increased, the dose increase with depth and the high dose region shifted towards
the last two foils as seen with 4 and 6 foil counts. Continued increases in foil count
resulted in a shift in the maximum dose towards the center and a slight dose drop with
depth for the remaining foils. The 6 MV case (Fig. 4.7e) had lower doses in between
the foils compared to the 24 MV case as expected, but the dose decreased steadily with
depth for increasing foil count. The relative cumulative dose between foils decreased,
however, with increasing foil count (Fig. 4.7i).
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Figure 4.7 – The effect of foil count on dose around distributed foils irradiated with 24
MV or 6 MV photons. The first row shows the (a) upstream, (b) midpoint between each
foil and (c) downstream dose distribution relative to water respectively for 24 MV while the
second row is the 6 MV case. (g) The relative cumulative dose compared with the single
foil reference. (h) The distance over which the distributed foil dose differs from the single
foil reference. (i) The % enhancement in the cumulative dose for the regions between the
foils.
4.3.3.2 Effect of Separation
The effect of foil separation on the dose distribution is shown in Fig. 4.8. In the 24 MV
case (Fig. 4.8a), increasing the foil spacing resulted in reduced dose upstream. The 6
MV (Fig. 4.8d) configuration showed a similar trend with curves closer together and
had a much shorter range of increased dose than the higher energy case. The range of
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increased dose increased slightly with increasing foil separation (Fig. 4.8h). For 24 MV
cases, the cumulative dose upstream decreased steadily with increasing foil separation,
but separation did not have much effect on the 6 MV case (Fig. 4.8g).
In the downstream region of the last foil, the 24 MV (Fig. 4.8c) case had a dose
reduction with increasing separation. The 1 mm foil separation had a dose maximum
of 23% while the 9 mm separation resulted in a dose maximum of 7%. The 6 MV case
(Fig. 4.8f) experienced dose reduction downstream compared to water, with the largest
separations having dose values closest to water. The range of dose difference for the
24 MV case was much larger than for 6 MV (Fig. 4.8h). For the low energy case, the
relative cumulative dose increased slightly with foil separation, while for 24 MV beam,
the dose reduction increased 3.5% over the range of separation (Fig. 4.8g).
In between the foils, increasing the separation resulted in a shift from a distribution
with a clear maximum just right of the center for the 24 MV beam to a mostly even
and decreased dose distribution (Fig. 4.8b). The 6 MV case (Fig. 4.8c), had lower
doses in between the foils compared to the 24 MV case and the dose decreased steadily
with depth for increasing separation. As before, the relative cumulative dose for both
energies decreased with increasing separation (Fig. 4.8i).
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Figure 4.8 – The effect of foil separation on dose around distributed foils irradiated with
24 MV or 6 MV photons. The first row shows the (a) upstream, (b) midpoint between each
foil and (c) downstream dose distribution relative to water respectively for 24 MV while
the second row is the 6 MV case. (g) The relative cumulative percentage dose difference
compared with the single foil reference. (h) The distance over which the distributed foil
dose differs from the single foil reference. (i) The % enhancement in the cumulative area
under the curves for the regions between the foils.
4.3.3.3 Effect of Energy
Increasing the photon energy increased the upstream dose for the distributed foils and
increased the dose difference between the distributed foils and the single foil reference
(Fig. 4.9a). The upstream range of dose difference increased steadily with the energy
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(Fig. 4.9e). The relative cumulative upstream dose also decreased steadily with increas-
ing energy (Fig. 4.9d). Downstream of the foils, the higher energies (Fig. 4.9c) had the
largest dose reduction and the largest range in dose difference. Particularly, energies
of 15 MV and above had sizable dose range difference while lower energies had minor
changes.
Decreasing the photon energy resulted in a decline in the dose distribution in between
the foils. At high energies, the dose peaked in the center, then at medium energies the
dose was more even then at lower energies the highest dose moved towards the initial
foils. The cumulative area in between the foils increased however with increasing beam
energy (Fig. 4.9f).




















































































































































































































Figure 4.9 – The effect of beam energy on dose around distributed foils irradiated with
various photon energies. The first row shows the (a) upstream, (b) midpoint between each
foil and (c) downstream dose distribution relative to water respectively. (d) The relative
cumulative percentage dose difference compared with the single foil reference. (e) The
distance over which the distributed foil dose differs from the single foil reference. (f) The
cumulative dose in between the foils. The energies used were 24 MV, 18 MV, 15 MV, 10
MV, 6 MV, 4 MV and Co60.
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4.3.3.4 No Pair Production
When pair production was disabled, the %DD curves showed that there was very little
forward scatter from each of the foils (Fig. 4.10b). The minimum doses in-between the
foils had a slight curvature with a relative dose maximum in the center, while the pair
production free curve had a slight curvature with a relative minimum dose. The dose
reduction after the distributed foils was less than the single foil (Fig. 4.10b). In the
single foil case, the effect of no pair production is even more pronounced. Figure 4.10f
shows the range for which there is a dose difference downstream between the reference
foil and distributed foils with no pair production. Under normal simulation conditions,
the pattern is similar where the doses in both the reference foil and distributed foils
have the same dose after some distance from the foils.
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Figure 4.10 – The effect of pair production on distributed foils. (a) Shows contours
for distributed foils and (b) pair production turned off. Similarly, (d) and (e) represents
the single foil case. (c) Shows the %dd of the 10-foil configuration and that of the same
configuration with the pair-production turned-off. (f) shows %dd for the single foil and
distributed foils with pair production turned off. The beam energy was 24 MV and all
numbers are in %.
4.4 Discussion
4.4.1 Two Foils vs Two Single Foils Combined
For the foil arrangements with close separation, the combined single foil dose was some-
times different from the two foil in a particular region. The dose difference between the
foils indicate that backscatter from the second foil reaches the first foil in the two foil
configuration. This can also lead to increased bremsstrahlung and thus increased dose.
High-energy bremsstrahung x-rays tend to go in the direction of the electrons but the
dose deposit has a range because it has a spectrum.
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Another reason for the dose difference is more attenuation occurring in the two
foil configuration than the single foil configuration. In region A, when the two foil
configuration is compared to the upstream single foil, the dose is basically the same.
Similarly, when the two foil configuration is compared to the two combined single foils for
region C, the dose is comparable. When the dose enhancement range in the forward and
backward direction is larger than the foil separation, then a dose difference is observed
between both configurations. Despite having a difference in maximum dose, the dose
distributions were very similar. In this experiment, foil separations of 7mm and large
had an acceptable average dose difference of less than 2%.
Using the dose around a single heterogeneity to generate the dose around distributed
heterogeneities can result in significant time savings since each patient configuration
would not need to be simulated. We should be careful when trying to add single het-
erogeneities together but at the end of the day this might not matter. If the delivered
dose is higher than the dose to water and less than the normal tissue complication limit,
then it is advantageous to use this approach. Even if the dose is not exactly correct, the
patient is not at risk of receiving too much dose. If clinicians are not comfortable with
this approach, then the materials could be arranged in a body-centered cubic manner
such that there is less overlap. Worst case, the attenuation could be factored in to get
a more correct dose distribution. For perspective, exact dose values from nanoparticle
based enhancement is not realistic and is also subject to errors.
4.4.2 Effect of shape of high-Z material on dose
Both the foils and markers produced significant dose increases near the heterogeneity.
As expected, the dose and the amount of pair production from the foils were larger
than from the marker. For both the markers and foils, pair production always seem to
increase dose in the forward direction. This was also instructive in understanding the
difference in dose distribution for low and high energies.
I think that both foils and markers could be candidates for dose enhancement based
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therapy. Multiple foils can be arranged in various ways to provide the desired dose
between the foils. Overall, the vertical orientation is recommended for general dose
enhancement. Inserting the foils vertically into the tumor bed is easier and gives a more
even dose. One would need to account for the direction of the foils during treatment,
but this is easier with real-time imaging. Even if there are imaging artifacts, the foil
direction should still be attainable. Arc treatments could also be used to take advantage
of backscatter dose in either direction.
The foils might also have applications in shielding critical organ downstream. As we
saw earlier, in horizontal configuration, the dose increase is mostly from backscattered
electrons. At the appropriate energy, the downstream dose is reduced significantly. The
foils are also flexible so they could be bent to fit surfaces. One issue that still needs
to be addressed is how to keep the foils from moving. This could also be a significant
challenge that some people may not want to deal with but the possibilities cannot be
ignored.
The main advantage of markers is that they are already approved for use in the body.
Markers can also have grooves that should prevent migration and should be cheaper
than foils. The markers could be manufactured to have various lengths depending on
the application. The suggested dimension would be around 0.8-1mm long with a 0.8mm
diameter. This would reduce the cost, reduce directional effects but still be large enough
to handle. Technologies and techniques from brachytheraphy could easily be adapted
to facilitate implantation.
Long term study of patients with shrapnel and markers should be evaluated to better
understand material migration. Depending on where the metal is, migration might
not be a factor and the body’s reaction to the presence of foreign materials include
encapsulation which can allow long term inertness of the metal [104].
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4.4.2.1 Polymer Gel Selection
Based on these results, I decided to use the foils for the polymer gel measurement.
There were several reasons for this. The main reason was that the dose from the foils
was much larger than the dose around the markers. The others were logistical reasons
connected with the experiment. One of these was the resolution on the MRI. A smaller
object is harder to see and requires a higher resolution which means more noise. A
marker is much more difficult to control and suspend than a foil.
4.4.3 Dose Modulation with Multilayer Foils
The Monte Carlo simulation results showed it is possible to modulate the dose dis-
tribution by distributing the foil. This was accomplished while limiting the range of
downstream and upstream dose deposition. When compared to the single foil, the ma-
jority of configurations resulted in lower or comparable doses upstream and downstream.
In situations where you need to ensure no dose increase occurs downstream, then us-
ing a low energy configuration where electron equilibrium is lost might be useful. The
backscatter electrons will give increased dose upstream and reduced dose after the last
foil.
The results confirmed that the dose is the same for both the reference and distributed
foils far downstream. Even if the dose is the same far from the foils, we need to be careful
if the region of interest (ROI) is near the foils. The lower dose increase near the foils
for distributed foils compared to a single foil means that it might have applications
in shielding in confined spaces. We note that the slope of both curves are the same,
indicating that both curves have the same energy.
Some of the patterns observed are the same as in chapter 3. Increasing energy and
decreasing separation increased the dose in between the foils. The midpoint measure-
ment for upstream and downstream measurements followed the same pattern indicating
again that depth does not affect the dose. It is clear that backscatter or reflection is
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the main contributor in reducing dose downstream. Generally, the 6 MV case showed
much less difference between the distributed foils and the reference foil. Downstream,
however, both distributed and reference foils consistently had less dose when compared
to homogeneous water.
4.4.3.1 Foil count
By increasing the number of foils, it is possible to create a wider region of increased
dose with a more even distribution than simply using two foils of equivalent thickness.
One consequence of this is that the average dose between the foils decreases. This is not
necessarily negative since any change in dose above 10% is considered to be clinically
significant. It was observed that the dose between the foils increased with the depth up
to a certain point, then started to decrease after that. The shift in maximum dose is
perhaps caused by differences in depth required to reach the equivalent foil thickness at
which equilibrium begins to be lost.
Multiple foils decreased interactions between particles traveling in the forward and
backward directions in comparison to the single foil case. The upstream dose is primar-
ily from back scattered electrons and so a thicker foil would allow more electrons to be
generated. In the downstream region, significant dose reductions were observed com-
pared to the single foil. We note at this point that the same amount of water and lead
have been traversed by the photons. In between the foils, the cumulative dose decreased
relative to water. Even though the cumulative dose in-between the foil increased with
foil count, the cumulative dose from the corresponding homogeneous region increased
at a faster rate.
Distributing the foils mean that there is a higher chance for proper increased dose
coverage. Thinner foils might even be desirable in some situations. Thinner foils are
also useful if higher photon energies are not available or desired. Higher photon ener-
gies can leave a larger range of increased dose that might extend to unintended regions
downstream. Thinner foils are more malleable and can be curved to suit the intended
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target. This might complicate the treatment but L-shaped configurations would mini-
mize migrations and take advantage of the horizontal and vertical dose distribution.
4.4.3.2 Separation
Increasing the separation also resulted in a more even distribution of dose between the
foils. The smallest separation had the most dose in the 24 MV case. The high dose
region was shifted slightly off center and resulted from the combined dose influence of
foils above and below the center.
For the smallest separation, dose distribution above and below the foils were most
like the reference configuration. Increasing the separation had little effect on the up-
stream dose. Generally, backscatter from the deeper foils did not influence the upstream
dose except for the 1 mm separation setup. The dose from the 3 mm separation in the
24MV case was also slightly elevated compared to the higher separation cases. In region
C, there was a clear reduction of dose for the larger separations. Since the the differ-
ence in energy has to go somewhere, it must have been redistributed over a wider range
upstream of the last foil. This is very important for reducing the dose downstream.
4.4.3.3 Energy
All configurations except Co60 beam had some difference in the dose upstream and
downstream. The majority of the energies also had the midpoint dose that decreased
with depth. This resulted in less forward scatter for lower energies.
4.4.4 Effect of Pair Production
The effect of pair production was evident in the dose distribution of all the configurations
evaluated. At first it was surprising to see the vast majority of the pair production dose
in the forward direction but this makes sense. If the photon has a lot of energy then the
electron and position that is generated will go in a similar direction as the initial photon
and they both deposit energy near the point of creation. The two photons created from
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annihilation, however, are isotropic will generally deposit the energy further away from
the point of creation. With that said, the low energy configurations did not seem to
have more spread in pair production dose compared to the higher energy configurations.
If the majority of the pair production dose is in the forward direction, then the
backscatter electrons must be from some other interaction. When Compton effect was
disabled the dose difference was too large to make conclude anything about the distri-
bution of dose. Disabling photoelectric effect was not pursued.
4.5 Conclusion
The dose from combining two single foils was compared to two foil simulations and
found to be very close. When the foils were close together, dose differences occurred
because of attenuation and additional dose enhancement. Foils arranged vertically had
a larger dose difference than horizontal foils and high energy configurations had a larger
difference than low energy configurations. These are differences that can be accounted
for and corrected. This showed it was possible to determine the dose from multiple
heterogeneities by using the dose distribution of one heterogeneity.
We looked at how the shape of the heterogeneity can influence dose by comparing
the dose between a foil and a marker. The foils generated more dose than the marker
but the marker has multiple advantages over foils. More research is necessary to obtain
the ideal dimension for the marker. After reviewing the data, a foil configuration was
selected for polymer gel dosimetry.
We also looked at the degree of dose enhancement around multiple thin lead foils.
We conclude that it is possible to modulate the distribution of increased radiation dose
by using multi-layer foils. Increasing the number of foils reduced the minimum dose
between the foils but distributed the dose over a larger area. It also decreases the range
of increased dose relative to the single foil. Increasing separation decreases the upstream
and downstream dose. Energy had the largest effect on the distribution, with higher
91
energies having more reduced dose compared to the reference configuration. The expo-
nential decay approach to determining the dose downstream of multiple heterogeneities
can be affected by the distribution of the heterogeneities. The equation is does not
account for electrons and is thus only valid at distances larger than the range of the




The second phase of this project was to investigate the feasibility of measuring dose in
the vicinity of a high-Z material with a polymer gel. This section is divided into two
parts. The first part was where I investigated different polymer gels, various embedded
materials and tried to optimize the configuration. The second part is where I did a
chemical compatibility study to make sure there weren’t any adverse chemical reactions.
Much of the work in this chapter was done in conjunction with the work in chapter 6.
There are many factors that can affect the performance of a polymer gel dosimeter
(PGD). Ultimately, these factors depend on the gel components, composition, and the
manufacturing process. All polymer gels have the same basic components. They need
water, a source of monomers, a binder material, oxygen scavenger and sometimes a
cross-linker. The use and amount of additional chemical modifiers can be adjusted to
obtain the desired characteristics. From a clinical perceptive, the polymer gel is expected
to behave reliability over different energies, dose rates, among other factors. Much of
these have to do with general purpose applications and convenience; however, they
need to be addressed before polymer gel dosimeters can enter routine clinical use. The
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objective was to identify a suitable gel for the application based on available materials
and sensitivity among other factors.
5.2 Gel Requirements
For this project, much of the gel evaluation criteria for clinical situations were not
critical. I limited the evaluation to sensitivity, stability and tissue equivalence. Other
factors such as dose rate and energy dependence were not critical since it was easy to keep
those factors within an acceptable limit for my application. If an energy dependence
exists for instance, we simply need to have different calibration measurements for each
energy. Chemical hazards, ease of manufacture and clarity, for instance, were considered
but were not deciding factors.
5.2.1 Sensitivity
Sensitivity is very important, but it is also the most variable since it is likely coupled to
other parameters. It is known for instance that making a gel more solid can also translate
into lower radiation sensitivity and in some cases increasing the amount of monomers
decreases the solidity [105]. The expected dose enhancement from irradiation of high-Z
materials at high energies is significantly less than compared to low energies and the
spatial range of enhancement is on the order of millimeters. The ability to resolve dose
gradients is paramount to the evaluation of the dose. However, the gel should not be
too sensitive. If it’s too sensitive, then polymerization may be initiated prematurely by
light or heat.
5.2.2 Solidity
Since the edges of the container would not receive radiation, it was vital for the edges
of the gel to be mechanically strong enough to support the increased density of the gel
center. When the gel is placed horizontally and undergoes a high-resolution MRI scan,
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the scan time along with MR heating might cause portions of the gel to melt, affecting
the spatial and dosimetric integrity of the gel. The gel would need to be solid and not
just rely on hydrogen bonds to maintain solidity. This requirement would also address
the issue of polymer gel storage.
One of the lingering problems of polymer gel dosimeters is the variation of dose
response due to variations in temperature history [84]. A typical polymer gel is stored
in the refrigerator to maintain the gel state and it is brought to room temperature before
irradiation and imaging. The difference in cooling rate for the smaller calibration vials
and the larger phantom results in differences in dose response. The deviations are not
reproducible, making it difficult to model and introduce a systematic error. Various
attempts have been made to provide a reliable method of correction, but it is still a
source of error [106]. If the gel is solid at room temperature, then refrigeration is not
needed and variations introduced by cooling and warming can be minimized. Some
amount of effort was spent on this aspect.
5.2.3 Tissue Equivalence
One of the advantages of polymer gels is that they consist of mostly water. This makes
it very likely to be within the norms of tissue equivalency, however, it needs to be con-
firmed. Significant deviations from tissue equivalency will result in significant differences
in the measured and predicted dose.
5.3 Gels Evaluated for the Study
The most likely source of dose response variation in polymer gels is the gelatin. The
other components are well characterized and are used in industrial processes reliably.
Gelatin, however, is less standard, being very dependent on the collagen source and the
process used to create it. Gelatin is a mix of peptides and proteins. This explains why
temperature history is important. Even though gelation is thermoreversible, it does
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not mean that the gel moves between two exact states of liquid and gel[85]. Gelatin is
susceptible to thermal and enzymatic hydrolysis depending on the environment[107].
Gelatin has many of the desirable characteristics for this dosimetry and we would
be hard-pressed to find a better alternative. Depending on the dosimeter type, gelatin
or some other matrix is actually required for polymerization. When de Deene evaluated
nMAG without gelatin, no dose response was observed[87]. This indicates that gelatin
not only holds the precipitated polymethacrylic acid in place but also plays a role in the
initiation of polymerization. This might be from cross-linking with the methacrylic acid
(MAA) or from chemical changes in the solution introduced by the presence of gelatin.
PAG based gels using bis, however, don’t need gelatin to respond to radiation [108].
In contrast to polymer gels, film, which also contains gelatin, is much less suscep-
tible to reproducibility issues. With film, a single calibration curve is required for a
particular type of film. Two observations from film manufacturing are that film does
not require low-temperature storage and that high temperature cross-linking is used
to get a permanent gel. Therefore, I hypothesized that the difference in dose response
between calibration vials and the phantom can be reduced significantly by removing the
need for low-temperature storage.
It is known that gel strength is dependent on gel concentration, the intrinsic gel
strength, environment pH, temperature, cooling rate and the presence of additives[85].
Slow cooling, for instance, results in higher melting points because more time is allowed
for better orientation of the gelatin molecules resulting in stronger junction zones[109].
Various groups have noted increased polymerization with THPC. This is in agree-
ment with early gelatin researchers who regarded THPC to be foremost a cross-linker
[85]. Jirasek et al. proposed several reaction schemes for THPC[110]. The most likely
reason for increased polymerization is the release of the small amount of formaldehyde
remaining from manufacturing.
In the next section, we explored different gels and incorporated some of the above
principles into the procedure. The goal was to have a gel that was solid enough so
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that it did not require refrigeration to maintain the solidity. We kept in mind that the
container would be filled, minimizing any risk of movement. We began by focusing on
the core components, then, if necessary, looked at additional cross-linkers. I did not
discuss the other characteristics because it was more clear how to achieve those.
5.3.1 Evaluation
Four kinds of polymer gels were evaluated: PAGAT, MAGIC, nMAG and MAGAT.
Various compositions of each gel were fabricated, irradiated, and imaged, and the general
suitability was evaluated. The volume of the test samples ranged from 100ml to 500ml
to evaluate the effect of small variations in the composition and overall repeatability.
The final compositions evaluated are detailed in Table 5.1
Table 5.1 – Final composition of various polymer gels tested. In percentage by weight
unless stated otherwise.





Gelatin (300 bloom) 6 8 10 10 C6H12O6
Water (Deionized,
Millipore filtered )
88 82.8 83.37 86.98 H2O
Ascorbic Acid - 0.352 - - C6H8O6
Hydroquinone - 0.2 - - C6H6O2
Methacrylic Acid - 8 6 3 C4H6O2
Copper Sulphate - 0.02 - - CuSO4.5H2O




3 - - - C7H10NO
THPC 5mM - - 1mM* C4H12ClO4
THPS - - 2.5mM - C8H24O12P2S
*Recommend 2.5mM
5.3.2 Acrylamide Type
A PAGAT gel was evaluated due to its popularity and desirable clinical characteristics.
Overall, the gel did not perform very well for the compositions we used. It seemed
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to have significant issues with the oxygen effect, requiring large doses to react. When
it did respond, the edges were sharp indicating a threshold below which no response
was seen. One good characteristic was that it did not experience polymerization pre-
irradiation. It took much longer to fully dissolve the bis and acrylamide than expected.
The gel was clear, which made it easy to see inside, but the manufacturing difficulties
and weak dose-response left much to be desired. Perhaps it required more THPC, but
after several attempts, the decision was made to abandon that gel. Not much time was
spent evaluating the gel since theoretically it was way less sensitive than methacrylic
acid-based gels. The chemicals were also more toxic compared to methacrylic based gel,
hence, there was the issue of disposal.
5.3.3 Methacrylic Acid Type
The first methacrylic acid gel evaluated was the MAGIC polymer gel. This gel was
particularly difficult to make due to significant variations in the sensitivity. Sometimes
high doses were required to respond, but more often polymerization began before ir-
radiation. Though some fogging was expected, the amount of polymerization varied
with each experiment. Fogging, in this case, was not ideal because it made a visual
inspection of the contents of the jar more difficult. A major part of the inconsistency
was the low amount of copper sulfate, particularly in small batches. Small variations
of copper sulfate and ascorbic acid produced wide variations in gel sensitivity, which
in turn caused variations in the effectiveness of the oxygen scavenging. The need for
a catalyst was another source of unnecessary variation and the decision was made to
move to a single component oxygen scavenger.
Both THPS and THPC were investigated as oxygen scavengers and immediate im-
provements were observed with regard to oxygen effects. They both worked reasonably
well, so we did a test to see which scavenger resulted in a stronger gel. The test was
straight forward. The amount of chemicals was similar, 1 day after manufacturing at
room temperature, the gels were rotated to see which type had less movement. In this
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Figure 5.1 – Gelatin cross-linking to maintain structure
test, the THPS produced a more solid gel so the decision was made to use nMAG. Note
that the THPC based gel is called MAGAT.
5.3.4 Improvements
The following improvements were made to the manufacturing procedure. Decreases
in pH significantly affect the gel strength as confirmed by the reduction of melting
temperature after the addition of MAA. The amount of gelatin was increased to 10%
weight to address this issue. The increase in gelatin also translates into an increase
of gel sensitivity and a reduction of the effect on pH. I decided to split the THPS in
half and apply half to the gelatin to cross-link it before it came into contact with the
MAA. The pH of the MAA was also increased by dissolving it in 50% of the water to
make it closer to the pH of the gelatin After 30 seconds the MAA was added. After two
minutes, the remaining second half of THPS was added for oxygen scavenging. Adding
the THPS in two parts led to a much stronger gel compared to not splitting the THPS.
Fig. 5.1 demonstrates the strategy for cross-linking.
The optimal time gap between the addition of the first half of THPS and the addition
of MAA needs more investigation to better characterize the response. It was observed
that taking too long to add the MAA resulted in immediate solidification when it was
eventually added. This formed an irreversible gel that was unusable and occurred if we
waited for more than around 50 seconds. The gel was not polymerized in the sense that
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no visible change in opacity or density was seen, but the gel was no longer liquid. It
formed a clear, strong, rubbery, solid gel that did not liquefy when the temperature was
raised. By varying the time gap before the addition of MAA, it is possible to get various
gel strengths without the need and complications of additional cross-linkers. The proper
division of THPS should also be investigated to determine how much cross-linking is
necessary for the application while ensuring that enough oxygen scavenging occurs. The
exact temperature for cross-linking needs evaluation as well. The set temperature for
10% wt gelatin solution is 35C so there is a lower limit at which this can be done. Cross-
linking at a lower temperature might be better[107] but additional chemicals needed to
be added. Hence, I did not want to be too close to the set temperature.
Due to the rapid chemical changes in the gel after THPS, time rather than temper-
ature was chosen as the metric. Temperature changes vary based on the volume of gel,
container shape and even equipment being used. We used a custom water bath with a
motorized overhead stirrer for large batches but traditional water bath and stir plate
for smaller volumes.
There are a number of possibilities as to why waiting too long to add MAA results
in solidification. After THPS is added, the gelatin begins cross-linking and consuming
any dissolved oxygen. This continues until the addition of MAA where the processes
are interrupted. One possibility is that the addition of monomers to the low oxygen
gel mixture in the presence of light, heat or free radicals from gelatin increases the
likelihood of self-polymerization. The fact that it does not occur until the monomers
are present indicates that it is due to polymerization, but visibly it is inconsistent
with ionizing irradiation. The difference in energy between visible light and ionizing
radiation might be a factor, but polymerization from light and heat also resulted in
fogging, which makes it less likely. Another reason is that the gelatin is just heavily
cross-linked and a small amount of MAA is necessary to solidify the gel. We should
note that the solidification was so quick that much of the MAA did not mix with the
gelatin-THPS mixture. Microscopy and Fourier Transform Raman spectroscopy should
100
be able to shed light on what it is going on, but this is left for future research.
Some time after the discovery that separating the THPS in two resulted in increased
strength, I decided to re-evaluate THPC (or MAGAT) with this procedure. The sensi-
tivity with 6% MAA was significantly higher than with THPS. To compensate for this,
the amount of MAA was reduced to 3%. One consequence of this was that the gel was
significantly clearer than the nMAG gel.
An oxygen diffusion test was also done with THPS and THPC to compare the
effectiveness of the oxygen scavenging abilities, to look at the overall sensitivity, and to
fine-tune the compositions. For this experiment, various gel compositions were poured
into calibration vials leaving a 1-inch gap and no gap. They were left for 24 hours
then the gels were irradiated. In general, the nMAG with the air gap had regions of no
response closest to the air cavity followed by a transition area of higher polymerization
and a region of the normal response. The dosimeter responded normally when air
gap was minimized. It was observed that increasing the amount of THPS resulted in
decreased sensitivity in the gel. For MAGAT, no transition zone buildup was observed,
but there was a longer zone of no response followed by a normal response. Reducing the
THPC resulted in a reduction of sensitivity. The response zone of the THPC was higher
compared to THPS. The no response zone with THPC was also longer than with THPS
but roughly the same when the buildup region of the gel using THPS was included. The
decision was made to reduce the amount of THPC since the gel responded well with the
lower amount.
5.4 Foil Support Selection
To measure the dose around the foils, the foils need to be properly suspended. There
are several requirements for the support fixtures. Perhaps one of the more important
requirements is the ability to customize the position of the foils. This would allow last
minute fine adjustments to be made to the fixtures. Similar to the gel, the material
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should be as close to tissue equivalent as possible. It should be relatively cheap. The
solid nature of the gel would make it more difficult to clean the material completely
so all parts except the foils are single use. The ideal solution would be to machine the
parts from solid water or another water equivalent solid material, but that would be
very expensive. The clearance for the cantilevers would also be a significant challenge.
This limited the use of custom machining. The strategy was to identify materials that
could work and moved on if they performed satisfactorily. If the material failed in some
area, then the search continued. The goal was not to find the ideal material for the job.
Recently, there has been increased interest in using Acrylonitrile Butadiene Styrene
(ABS) and 3D printing in radiation oncology [111, 112]. Previous applications have
been limited to mostly making phantoms, but the decision was made to use this ap-
proach. More specifically, ABSplus is a proprietary material from Stratasys (Eden
Praire, Minnesota) that is stronger and more stable than ABS. It is a production grade
thermoplastic that gives the ability to print thin layers of material while being strong
enough to work with. Not only did 3D printing minimize waste, but it facilitated rapid
prototyping and reduced the time to reach a satisfactory design. Rather than print all
the parts, a high-density polyethylene (HDPE) rod was chosen as the central support
pole. Using this would reduce the cost and time to print the fixture while allowing
smoother adjustments when coupled with the ABSplus cantilever parts.
The gel container needed to have three important characteristics. It needed to be
a wide mouth jar that was wide enough to allow the passing of the entire fixture. The
second requirement was that the base of the container needed to be flat. This would
allow proper attachment of the fixture to the base of the container and provide a flat
base for depth dose measurements. The third requirement was that it would be large
enough to facilitate depth dose measurement inside the container and have enough room
around the edges to avoid any issues with oxygen from the walls. Ideally, a Barex®, PET
or glass container would be used. Barex as mentioned before, is oxygen impermeable
and is ideal for gel phantoms. PET and glass are generally chemical resistant and
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less susceptible to oxygen diffusion. Multiple searches, however, did not reveal any
containers that met the requirements and was within budget. The decision was made to
use a large polystyrene container with the condition that the container was wide enough
to avoid oxygen diffusion near the walls.
Lead is very similar to gold. So, the decision was made to use lead. This would
significantly reduce the cost and give us the freedom to dispose of the foils if necessary.
In our initial experiments, foils were suspended by a tape only at the edge of the square
foil putting the lead in direct contact with the polymer gel. No reaction was expected
since MAA is a weak acid. This was also supported when no visible changes were
observed after adding the gel and at inspection before irradiation. After irradiation and
imaging, the region of increased R2 was much larger than expected. The results were not
inconsistent with the predicted result and it was repeatable. During one manufacturing
session, the room light was on as the gel was added and a cloudy mist was seen moving
away from the region of interest. Testing revealed that the foils were the source of the
cloud, which was the material in the thin protective oxide layer around the metal. The
reaction looked similar to what would be considered normal fogging as expected from
light polymerization. Hence, this would have been undetected. Figure 5.2 shows sample
images from testing. Figure 5.2b shows a foil that was submerged in 6% MAA solution
for 60 seconds then with a drop of acid place at the top. In Fig. 5.2c, the foils were
submerged for 3 days resulting in a lighter, shiny surface.
(a) (b) (c)
Figure 5.2 – A lead foil that was (a) not expose to MAA, (b) dipped for 60 seconds and
had a drop on the top and (c) left for 3 days.
One solution to preventing the reactions from the foil was to use some acid to
pickle the metal. Placing the foils in 6% MAA solution removed the oxide layer as
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demonstrated above. The disadvantage of this approach was that it was not clear
what acid concentration was required and how long it must be submerged in the acid
solution to remove all the coating. If the metal was exposed to the acid for too long,
then the metal surface ion integrity could be affected. If the residual oxide layer was
not fully removed, then it could influence the measured dose. More extensive testing
would be required to determine the optimal procedure. To solve this problem, in later
experiments we completely enclosed the lead foil with 3M Polyester Tape 8991. The
polyester tape was chosen because of its suitability for high-temperature applications,
its thin thickness (0.06mm) and chemical resistance. Other tapes being considered were
much thicker and had a stronger glue making it less flexible and more difficult to work
with.
Every effort was made to exclude unnecessary material from the region of interest.
The tape and ABSplus were closest to the foil and were exposed to the direct path of
the radiation beam. Simulations looking at the effect of ABSplus indicated that the
effect on dose was minimal relative to water. In either case, enough spacing around the
foil was provided to ensure that ABSplus did not interfere with the measurement. The
tape could not be avoided and is not expected to interfere significantly with dose.
5.5 Effective Z and Density
One of the main advantages of PGD is the water equivalence of the dosimeter. The closer
the PGD is to water, fewer perturbations exist and the dose response is more likely to
reflect the dose response in water. Two ways to evaluate this is to determine the effective
Z and the density. The effective Z depends on energy. The Auto Zeff software (version
1.7) [113]was used to generate the effective Z of water, nMAG, MAGAT, MAGIC and
PAGAT dosimeters. Fig. 5.3 shows the relative effective Z for the dosimeters up to
24MeV. We can see that PAGAT is the most water equivalent with a relative effective
Z of 1.013 at 18MeV. The MAGAT, nMAG, and MAGIC had relative values of 1.015,
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Figure 5.3 – Effective Z relative to water for various polymer gels.
Another way to evaluate equivalence is to look at the density of the material. This
can also help when exact compositions for a material are not available. In my case,
neither density nor a chemical formulation was available for the polyester tape and
no density data was available for the custom polymer gels. The most straightforward
method of finding density was to use a CT imaging approach. There is, however, no
direct relationship between CT number and density. When tissue equivalent material is
imaged with diagnostic energies, the primary interactions are by photoelectric, Comp-
ton, and Raleigh scattering. The photoelectric interaction depends on Z while the other
two are independent of Z. This makes it difficult to assign the attenuation coefficient
μ. This can be overcome by generating an HU calibration curve. By imaging objects
of known density, it is possible to generate a piece-wise linear curve. The resulting
curve is unique, however, to the scanner and tube voltage [114]. CT images of the gel
and embedded materials were obtained using the Phillips Big Bore at the University
of Minnesota, Fairview and the calibration curve was derived from its commissioning
data. The CT scans were only performed for nMAG and MAGAT. Fig. 5.4 shows the
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Figure 5.4 – CT Image of (a) nMAG , (b) MAGAT and (c) the ramp used to convert CT
values to density.
CT images of a nMAG and MAGAT phantom in the ATOM-PG program (see section
6.2.4). The average CT numbers were 38.26 and 35.8 which reveals an average density
of around 1.062 and 1.05984 for nMAG and MAGAT respectively. This is well within
the range of accepted tissue equivalent media. The polyester tape was also evaluated by
a similar process, but it was not possible to distinguish the tape from the surrounding
material. The combined thickness of the tape was 0.12mm which was much smaller than
the thickness of the CT slice. The fact that the material is very thin and it does not
show up on the image is a good indication that it does not have a significant influence
on the dose measurement. This might also be an indication that the tape density is very
close to that of the gel. For the purposes of comparison, the HDPE rod was evaluated
and found to have a density of 0.929, which is in agreement with published data.
Table 5.2 summarizes the material densities involved in the PGD experiments. All
the materials that are in the area of interest have a density within 5% of water.
106
Table 5.2 – Density of Materials








The reaction of the lead foils with methacrylic acid necessitates the need of chemical
compatibility testing. Compatibility studies are useful because they can aid in the
elimination process when multiple choice are available. The polymer gel would need
to be compatible with any material which it comes into contact with for at least the
duration of the experiment.
There are many factors that determine compatibility between materials. There are
also just as many tests that can be performed to determine the effect if any by each
factor. The scope of this study was limited to factors that can be easily evaluated
and was limited primarily to visual inspection of the materials. Two primary purposes
of the test are to make sure the supports are strong enough to hold the load within
the environment and that the flow of particles from the support to the gel is limited
if any. The primary criteria were color changes in the material or solution, changes
in material strength and changes to the surface. Changes caused by support material
diffusing towards the solution were especially important. We were less concerned if the
gel chemicals diffused into the support or if it developed micro cracks as long as it did
not weaken the structure during the experiment time frame. There was some flexibility
with the materials, but that was also limited by other factors such as the density.
107
5.6.1 Methods
The test began by making representative solutions of individual chemicals and placing
them in glass vials. The materials investigated were HDPE, ABSplus, polystyrene, and
tape. Gelatin was not evaluated and the result for lead foils was presented in section
5.4 . These materials were chosen because of their density and their use in earlier
experiments. Samples of each material were weighed, and pictures of both the material
and solution were taken. The materials were inserted into the solutions and covered.
The samples were left at room temperature in the dark for 8 days except for about
3 hrs of room light exposure. The time frame was limited to the maximum possible
processing time. Afterward, the samples were removed and compared to the pictures.
The material combinations were deemed compatible if the following requirements were
met. There were no visible signs of change (eg, precipitation, discoloration), the change
in mass is no more than 10%, as well as several discretionary factors. The test of
material strength was determined by pulling on the material and bending. If significant
damage was observed in the experiment or in literature, then further experiment might
be pursued or a specific test might be carried to out to observe the severity of the effect.
This was also supplemented by a review of chemical compatibility charts from various
online resources.
5.6.2 Results
Based on the existing literature, the several material combinations were deemed com-
patible. The results of the experiment are summarized in Table 5.3. Hydroquinone
had a significant effect on ABS according to the two compatibility databases [115, 116]
but this was not observed in our specific formulation. The hydroquinone and tape
combination also resulted in a reduction in mass of the tape. Hydroquinone is also
incompatible with polystyrene according to the several online compatibility databases
but visible damage was not seen on the material. MAA and tape combination had a
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higher than desired mass change of 10.29% and some color fading. The THPS and tape
combination also had some color fading. The PAGAT gel components had no issues.
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Hydroquinone / HDPE 1.102 1.097 -0.4537 nvc ctlp pass
Hydroquinone / PS 0.359 0.357 -0.5571 nvc ctlp D [115], pass
Hydroquinone / ABSplus 0.180 0.181 0.5555 nvc ctlp pass
Hydroquinone / Tape 0.054 0.052 -3.7037 nvc ctlp pass
MAA/HPDE 1.091 1.096 0.4582 nvc nvc pass
MAA/PS 0.804 0.803 -0.1243 nvc nvc pass
MAA/ABSplus 0.172 0.175 1.7442 nvc nvc pass
MAA/Tape 0.068 0.075 10.2941 sf nvc unclear
Copper Sulfate / HPDE 0.924 0.924 0 nvc nvc A[117], pass A-B[118],
pass
Copper Sulfate / PS 0.404 0.401 -0.7425 nvc nvc A[117], pass
Copper Sulfate /
ABSplus
0.168 0.172 2.3809 nvc nvc pass
Copper Sulfate / Tape 0.060 0.063 5 nvc nvc pass
THPC/HDPE 1.233 1.236 0.2433 nvc nvc pass
THPC/PS 0.375 0.374 -0.2666 nvc nvc pass
THPC/ABSplus 0.172 0.177 2.9069 nvc nvc pass
THPC/Tape 0.062 0.061 -1.6129 nvc nvc pass
THPS/HDPE 1.213 1.21 -0.2473 nvc nvc pass
THPS/PS 0.54 0.538 -1.1111 nvc nvc pass
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THPS/ABSplus 0.172 0.174 1.1628 nvc nvc pass
THPS/Tape 0.068 0.068 0 sf nvc pass
Ascorbic Acid /HDPE 1.034 1.036 0.1934 nvc nvc pass
Ascorbic Acid/PS 0.604 0.604 0 nvc nvc pass
Ascorbic Acid/ABSplus 0.172 0.175 1.7441 nvc nvc pass
Ascorbic Acid/Tape 0.039 0.040 2.5641 nvc nvc pass
Acrylamide /PS 0.436 0.438 0.4587 nvc nvc pass
Acrylamide/ABSplus 0.141 0.142 0.704 nvc nvc pass
Acrylamide/Tape 0.064 0.064 0 nvc nvc pass
Acrylamide/HDPE 0.546 0.545 -0.1832 nvc nvc pass
Bis/PS 0.649 0.648 -0.1541 nvc nvc pass
Bis/ABSplus 0.172 0.173 0.5814 nvc nvc pass
Bis/Tape 0.082 0.082 0 nvc nvc pass
Bis/HDPE 0.589 0.589 0 nvc nvc pass
MAA (6%)/Tape (4 d) 0.099 0.109 10.1 sf nvc pass
MAA (3%)/Tape (4 d) 0.078 0.085 8.97 rf nvc pass
THPS/Tape (4 d) 0.09 0.089 -1.11 slf nvc pass
A - Excellent
B - Good
C - Poor, probably not suitable
D - Not recommended
nvc - No Visible Change
nda - Information not available
sf - some fading
rf - reduced fading
slf - slight fading
ctlp - clear to light pink
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5.6.3 Discussion
The majority of combinations were compatible based on the definition outlined. Accord-
ing to the reference, hydroquinone has adverse effects on both ABS and Polystyrene.
It might not be possible however to eliminate it fully. Hydroquinone is a stabilizer for
MAA and prevents polymerization of the monomers while in storage. MAA includes a
few parts per million of hydroquinone for this purpose. The decision to use ABSplus
prevented the use of any gel that required high amounts of hydroquinone. It is possible
to use the MAGIC gels without hydroquinone, but the ascorbic acid is not an adequate
oxygen scavenger. The hydroquinone in MAA, however, did not have any visible ef-
fect on the polystyrene or ABS though this might depend on the amount proportion of
MAA. One experiment using an 8.5%w/w MAA resulted in significant bleaching of the
ABSplus in the gel. Lower percentages of around 6% did not display these features.
The color change in the hydroquinone solutions occurred in all combinations and is
likely from the destabilization of the hydroquinone solution with time[119].
The MAA seemed to have an impact on the tape, showing a sizable increase in
weight after the study. This was slightly higher than the ∓10% but in this case, the
increase in mass was on the tape indicating that particles flowed from the chemicals.
There was also a slight fading in the color of the tape, but no changes were observed
in the MAA solution. The THPS-tape combination also resulted in some slight color
fading but did not result in a change in weight. In all cases, the integrity of the tape
remained intact and no sign of damage was seen.
Acrylamide is a suspected carcinogen, a severe neurotoxin, a reproductive hazard
and teratogen that is easily absorbed through the skin (MSDS 2013) [120]. This makes
it difficult to work with and dispose of, especially when there is a significant amount
of unirradiated gel. Acrylamide-based gels have improved performance with regard to
spatial integrity, temperature sensitivity, and dose-rate dependence compared to MAA
type gels. For this project, we gave a fixed dose rate and a gel that does not use
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refrigeration makes these advantages inconsequential.
Consequently, it was decided to use both nMAG and MAGAT gels to evaluate
dose around the foil. An MAA type gel was chosen due to its significantly improved
sensitivity compared to the Acrylamide-based gels. The MAGAT gel was found to have
better material compatibility, better tissue equivalency and much better clarity than
the nMAG. It should be noted that the compatibility study was done over 8 days where
in reality, the average experiment duration was 4 days from manufacturing to scanning.
The THPS/tape and MAA tape combination were repeated with a shorter time span
and or lower concentration and the results were a bit lower. Inspection of the tape
and materials after experiment did not reveal any issues. The color fade was less than
observed in the previous testing. It is expected that any interaction while the materials
are in contact with chemicals in solution will be significantly reduced in a solid gel.
5.7 Conclusion
Various polymer gels and compositions were evaluated. As the results, nMAG and
MAGAT were selected for the dose comparison. The foil support materials were also
selected and a chemical compatibility study performed between them. The results
showed that the gel and fixture component are compatible for the time period of our
experiments.
Chapter 6
Polymer Gel and Monte Carlo
Dose Comparison
6.1 Introduction
Alkhatib et.al. postulated that the high energy photons should be able to enhance dose
by means of increased electron-positron-pair production if the high-Z material is placed
in water medium [35]. The idea was confirmed experimentally for two foils arranged
in parallel where the foils are parallel or orthogonal to the beam axis. They used
radiographic films to quantify the dose and the shape of the enhance dose area in solid
acrylic phantom. Their study, however, did not provide the detailed spatial variation of
dose around the foils. I wanted to get a more detailed dose distribution around metal
foils and assess the feasibility of doing this with a polymer gel. This chapter was an
attempt to answer this question.
Earlier, we identified some of the more important factors that contribute to dose
enhancement in the vicinity of the foils and selected a configuration for comparison.
Before we could do this, we needed to do some checks in our Monte Carlo source
models. Earlier, we were mostly looking at dose ratios so it was independent of the
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specific dose characteristics of the linear accelerator. Though PGD is an inherently
relative measurement technique, I wanted to make sure that the simulation was a close
as possible to the setup since there were other factors that I cannot control. This began
by checking if the beam characteristics such as the depth dose and beam profile matched
the simulation source output. If not, I need to take the appropriate steps. Following
that, we go into detail about the manufacturing procedures, then discuss the tools and
methods for evaluating the gel. We then discuss the results, limitation of this approach,
my conclusion and suggest improvements for the future.
6.2 MAGAT Phantom
6.2.1 Foil Support
In order to support the foils in the polymer gel, two fixtures had to be created. Rhino 5
AutoCAD software was used to design the base support as well as horizontal and vertical
cantilever bars. The file was exported as a stl file and printed with ABSplusTM plastic
using a Stratasys Dimension 1200es 3D Printer. The fixture was placed in an P400SC
Waterworks (alkaline solution) bath for 8 hours to dissolve any support material used
in the printing process. Dark or bright colors were used to increase visibility of the
support in the gel.
The lead foils were obtained from Alfa Aesar and had a 0.25mm thickness and
99.998% (Puratronic®) purity. The foils were cut in to 1cm squares and stacked in
groups of two. The foils set were encapsulated with 3M Polyester Tape 8991 to prevent
chemical reactions. Care was taken to remove any bubbles near the foil and surrounding
area. The tape had a thickness of 0.06mm which ensured minimal disturbance to the
measurement. The edges of the square were removed to allow a path for bubbles to
rise to the surface. The encapsulated foil was placed in the ABS fixture and a HDPE
square rod attached to the arms and base. The same tape was used to fill the gaps
between the rod and the support. We used two types of foil arrangements. In one
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PGD container, two foils were placed so that the foil plane was orthogonal to the beam
axis. For the second, two foils were placed in parallel to the beam axis. The separation
between the two foils was typically 7 mm. The fixture was then centered and secured to
the bottom of the 960ml polystyrene container. Fig. 6.1 shows samples of the printed
support with foils attached. The foils were positioned 3.5 mm from the base and had a
7mm separation.
(a) (b)
Figure 6.1 – The foils show the double foil case in the horizontal arrangement (a) and the
vertical arrangement (b) respectively.
6.2.2 Gel Manufacture
nMAG and MAGAT gel were manufactured in-house using compositions described in
section 5.3.1. All components were from Sigma Aldrich except the water which was
Millipore filtered deionized (resistivity>18.2MΩ). A custom water bath and overhead
stirrer were used for the manufacturing process [Fig. 6.2(a)]. The water bath was set to
a temperature of 45°C and 50% of the water poured in a beaker and placed in the bath.
As the water was heated, the gelatin was weighed then added to the water progressively
while mixing with the overhead stirrer. The heating continued until all of the gelatin
was dissolved and a clear solution obtained. At this point the heat was turned off and
temperature allowed to drop. The remaining 50% water was added to the MAA in order
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to reduce the pH of the acid. At 40°C, 50% of the THP was added to the gelatin to
crosslink the gelatin before it came into contact with the MAA. After 30 seconds, the
MAA solution was added to the gelatin mixture. Care was taken to ensure that large
clumps were broken up. When the temperature reached 32°C the remaining 50% THP
was added to the mixture and mixed for 2 minutes. The gelatin was then poured in
the 960ml container until it was filled, ensuring not to disturb the foil and reduce the
amount of bubbles introduced.
The caps were sealed and the containers turned on their sides to allow any bubbles
trapped under the foils to rise to the surface. The containers were tapped to remove any
remaining bubbles. The remaining gelatin was poured into the 20ml glass calibration
vials and loosely sealed to allow bubbles to float to the top. The containers were
returned to vertical setup and the cover loosened slightly. The gels were then covered
with aluminum foil to reduce exposure to light and next placed into vacuum bags. A
vacuum pump used to remove any air from the bag and place it in another vacuum.
This was repeated twice to reduce the likelihood of air leakage. Everything was placed
in an opaque container and left at room temperature until the time of irradiation. Fig.
6.2(b) and (c) shows the gel after manufacture.
(a) (b) (c)
Figure 6.2 – The custom water bath used for manufacturing the gel (a). A nMAG (b)
and MAGAT (c) phantom containing horizontal foils and vertical foils after fabrication.
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6.2.3 Dose quantification and Analysis
The PGD were irradiated approximately 36 hours after manufacture. One hour before
irradiation the gels were brought to the room to acclimate. The calibration vials were
placed horizontally in the center of a water tank with a depth of 8 cm to the top of the
vials. An Elekta Synergy linear accelerator (Elekta AB, Stockholm, Sweden) was used
to deliver an 18 MV 20 cm x 20 cm beam with various magnitudes of dose. In all cases,
the large heterogeneous gel phantoms had a depth of 3 cm and had a 100cm SSD. It
was irradiated with an 18 MV photon beam with a 5cm x 5cm field size. Fig. 6.3 (a)
illustrates the geometrical arrangement of the foils inside the PGD container relative to
the isocenter of the linear accelerator. In this case, 4Gy was delivered to Dmax. The
depth of the first foil was 7 cm for both the horizontal foil arrangement and vertical foil
arrangement. Following irradiation, the gels were left at room temperature.
(a) (b)
Figure 6.3 – Picture showing (a) the heterogeneous phantom setup before irradiation and
(b) shows the polymerized region after irradiation
The presence of high-Z material excluded the use of x-ray and optical tomographic
techniques; therefore, I have chosen to use an MRI scanner. MRI scanning was pre-
formed two days after irradiation. The gels were brought to the MRI room at the Center
for Magnetic Resonance Research (CMRR) 1 hour before to acclimate to the room. The
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Figure 6.4 – Siemens 3T imager showing Phantom and calibration vials in the head coil.
phantom and calibration vials were placed in a Styrofoam holder and placed in a 12-
channel head matrix coil. The gels were centrally positioned in the head coil and aligned
with the in-room lasers as seen in Fig. 6.4. Next, a 3T MRI scanner, Magnetom Trio
A Tim (Siemens Medical Solutions, Erlangen, Germany) was used to acquire images.
We measured the spin-spin relaxation rate (R2) distribution by applying the multi-spin
echo pulse sequence available on the Siemens MRI scanners (designated as “cp mc” on
the machine), which is a variation of the standard Car-Purcell-Meiboom-Gill (CPMG)
pulse sequence. The imaging parameters were specifically selected for the polymer gel
as follows: the field-of-view = 256 mm x 256 mm, 256x256 pixels, 1 or 2-mm slice
thickness without gap, TR=7560 ms (approximately 7 x the spin-lattice relaxation time
T1), echo spacing = 15.2 ms, and the number of echoes = 16. The main phantoms were
scanned in both transverse and sagittal directions for better dose quantification around
the foils.
6.2.4 Analysis Methods
In order to efficiently analyze the dosimetric data, analysis was performed using an in-
house MATLAB (The MathWorks, Inc., Natick, MA) program, ATOM-PG. A screen-
shot of the ATOM-PG program is shown in Appendix A.2. The previous versions of
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Table 6.1 – Estimated uncertainties in the experiment
Error Source Uncertainty (%)
Foil and phantom positioning 3
Dose rate 0.5
Volume contraction after irradiation 0.5
Spatial stability 0.5
Temperature variation during scanning and irradiation 2
MRI artifacts 2
in-house programs, ATOM and PG3DCMP [121], were completely revised for a much
more improved interface with more functions including instant comparison of the MC
and PGD data. The MRI data was processed by using a module from the ATOM pro-
gram. This program calculated the R2 values of all pixels from 16 images taken at 16
different echo times for all the slices. It was assumed that the echo signal decayed expo-
nentially in time. The maximum likelihood estimation method was used to estimate the
decay constant, i.e., R2, in the exponential decay equation. To improve the accuracy of
the R2 estimation, the VAREC algorithm [122], which automatically selects the num-
ber of echo signals useful for the estimation, was used. Note that the first echo signal
was omitted from the R2 estimation. The calibration vials were used to determine the
relationship between the dose and R2 and the R2-to-dose data were approximated by a
linear or quadratic fit equation. For the dose quantification recorded in the phantom,
R2 values were converted to absorbed dose by applying the R2-to-dose calibration data.
Doses between the PDG measurements and Monte Carlo simulation data were com-
pared mainly by plotting line profiles along a line crossing the foils and in parallel to
the foils. Gamma Analysis was not performed because the current data were too noisy
to justify such analyses.
The errors from the experiment were separated into two categories. The first was
estimated based on prior experiments and observation. The second was calculated from
the calibration curve and R2 background data. Table 6.1 shows a summary of the
estimated errors and their source.
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Every effort was made to minimize uncertainty and incorporate good manufacturing
principles. Configurations that could introduce unnecessary error were avoided. Doses
above 10Gy for example, were not used since that would require multiple fractions. The
above errors were combined with the calculated errors to obtain an error matrix.
6.3 Monte Carlo
6.3.1 Output Specifications and Comparison Methods
First, we needed to determine the accuracy of the beam model and determine if it was
sufficient. Earlier simulations used a generic source that is not an exact match of the
linear accelerator
Simulation of the gantry is an extensive process requiring multiple iterations to
obtain a matched dose distribution. As a result, the decision was made not to simulate
the gantry head unless it was deemed necessary. There were several considerations that
were made in determining the verification requirements. The first was that we were not
concerned about the buildup region of the curve. The second was that the both %DD
curves had to be parallel for the region below Dmax. The third is that small differences
in alignment were considered insignificant as they can be corrected. Finally, evaluation
was considered for data in the area of interest. The statistical variations arising from
having small voxel sizes make it possible for a few data points have dose differences
higher than the criteria. This was fine since no smoothing or averaging was done to the
data.
The flow chart in Fig. 6.5 summarizes the procedure for dose verification. The
main deciding factor in determining the need for gantry simulation was the having a
dose difference of more than 3%. Depth Dose along the central axis and profiles at
depth of 7cm were taken for 18 MV photons. The golden data were obtained from
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Simulate Gantry
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Figure 6.5 – Flow chart showing gantry output verification process. DTA is distance to
agreement and DD is the dose difference.
This cutoff stems from the well-established fact that total dose deviations above
5% are detrimental to the patient [123]. The more conservative criterion allows for
variations in the dose and provide a buffer. If the % depth dose was less than 3% then
it was compared to see if the % depth dose and profile dose differences were below 0.5%.
If that was the case, then no further work was necessary. If one of them failed the
criteria, then a correction is made to the Monte Carlo data to match it to the golden
data. At this point, a new criterion is used to determine how good the correction is.
The matched data is required to agree within 2% of the dose and be within 2 mm of
the desired dose. If this was not possible then the gantry head would be simulated. All
analysis was performed with Dose Analyzer software. See section 3.2.4.
6.3.2 Beam Comparison and Correction
The %DD shown in Fig. 6.6a indicates that the Monte Carlo result is more penetrating
than the commissioning data. The Monte Carlo data had a Dmax of around 4 cm
but both curves had a similar slope. The entire Monte Carlo data fell within 3%
commissioning data along the central axis. The profile data fell within the 3% criteria
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for the central 3.5 cm of the beam which is well within the region of interest. Towards
the edge of the beam, the percent deviation approaches 8% though the distance to
agreement is around 2.5 mm. As far the criteria are concerned, both charts show that
the Monte Carlo results are acceptable.
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Elekta 18MV 5x5 70mm
(d) (e) (f)
Figure 6.6 – Percent depth dose (a) and Profile dose (d) curve comparing Monte Carlo
data vs Elekta golden data for a 18 MV beam with 5 cm x 5 cm field size at 100 cm SSD.
Comparison of corrected Monte Carlo and gantry data for percent depth dose (b) and profile
dose (e). (c) and (f) show the 2% and 2 mm boundaries for the region of interest in the
%DD and profile dose respectively.
The entire Monte Carlo data set was manually adjusted by shifting and scaling until
the data came in closer proximity to the commission data. Fig. 6.6 (b) and (e) show the
results after the adjustment for the %DD and profile dose respectively, while Fig. 6.6
(c) and (f) show the comparison at 7 cm depth with the 2%-2mm criteria. The images
show the vast majority of the points are within the 2% -2mm requirement in the area
of interest. The corrected %DD matched exactly indicating that both beams have the
exact energy. The corrected profile dose was a significant improvement compared to the
original. The regions toward the beam edge still did not meet the criteria but we are
123
not interested in the dose there. Gel dosimetry is a relative technique and so scales and
shifts are permitted.
6.3.3 Monte Carlo Simulation of Experiments
Even though I simulated the intended arrangement earlier, I could not simply use the
data. Due to the high probability of foil movement after tapping the phantom, I could
no longer be sure if the initial arrangement was still the same. Initially, the phantoms
were scanned by CT in order to get DICOM data. As expected, the high-Z material
had significant artifacts near the foils. I attempted to reassign the material density
near the foils based on known density values from the gel. Ideally, if I could remove
the artifacts then I could pass the image to the CTcreate module, which would allow
me to generate an exact phantom based on the actual dimensions. This was eventually
abandoned since it was labor intensive and in some areas unclear what was actual dose
and what was from artifacts from the metal. In order to deal with this, I was forced
to verify the foil configuration my evaluating the MRI. If the foils had shifted, then the
Monte Carlo model was adjusted as best I could to match the new arrangement. The
Monte Carlo dose was then compared with the gel.
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6.4 Results
6.4.1 Characterization of nMAG and MAGAT PGD






















Figure 6.7 – Picture showing R2 Images of the (a) nMAG phantom, the (b) MAGAT
phantom and (c) the resulting calibration curve for both phantoms. The nMAG calibration
curve is governed by the equation, Dose = −0.055321R22+1.4187R2−2.876 with a coefficient
of determination 0.99857, while for the MAGAT, Dose = 0.018718R22 + 0.2631R2 − 0.6814
and the coefficient of determination is 0.99202. For MAGAT, the 8Gy vial was not included
for a better fit in the region of interest.
Both MAGAT and nMAG were manufactured based on the results from the oxygen
test, then they were irradiated and scanned. The radiation response characteristics of
both polymer gels can be seen in the R2-to-dose response curves presented in Fig. 6.7.
The background R2 is about 2 s
-1 and the R2 value increases steadily with increasing
dose up to 6 Gy. The dose response characteristics suggest that the the maximum
dose should be limited to 5 Gy for nMAG and 6 Gy for MAGAT. One clear difference
between the graphs is the direction of curvature. The THPS type gels have a negative
curvature so R2 gets more pronounced with increasing dose. This is in contrast to most
reports studying THPC and THPS [87] but it is in agreement with Maryanksi et al
[124]. His study on the effect of cross-linking revealed an increased saturation R2 with
more cross-linked gels. The response must be biphasic since at some point increasing
dose will no longer have an effect on R2. I conclude that this is a result of the difference
in the extent and or nature of cross-linking in the gels. I did not attempt to look at
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Figure 6.8 – The dose resolution of nMAG and MAGAT polymer gels using the CPMG
pulse sequence with a 95% confidence.
saturation R2 since it was well above my dosage of interest. The MAGAT gel had a
slightly higher R2 for zero dose indicating it is a stiffer gel. This makes sense due to a
reduced amount of MAA.
The dose resolution for nMAG and MAGAT are shown in Fig. 6.8. The dose resolu-
tion (95%) at Dmax was around 0.2Gy and 0.3Gy for nMAG and MAGAT respectively.
The minimal detectable dose is lower with MAGAT but, nMAG had a more consistent
dose resolution over the experiment dose range. Using this information, I decided to
give 4 Gy to Dmax point for both polymer gel types.
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6.4.2 nMAG
6.4.2.1 Two Horizontal Foil Arrangement
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Figure 6.9 – Dual foils orthogonal to beam axis irradiated with 18 MV photons. Dose
images from Polymer Gel and Monte Carlo are shown in (a) and (d) respectively. The
depth dose curves of the polymer gel compared to Monte Carlo dose with plain water (b)
and with foils (c). The profile dose curves 2mm downstream of the second foil where the
polymer gel is compared to the Monte Carlo with plain water (e) and with foils (f).
Fig. 6.9 presents the dose distributions for two horizontal foils placed orthogonal to
the photon beam axis. Figures 6.9 (a) and (d) show the color wash on the sagittal
plane for polymer gel dose and Monte Carlo simulation respectively. Fig. 6.9 (c) is the
vertical slice through the foil center comparing the polymer gel and simulation. The
blue lines indicate PGD measured doses; whereas the black dashed lines indicate the
MC simulation results.
The measured depth dose along the central axis showed increased dose upstream and
between the foils, but had a decreased dose downstream. The minimum dose occurred
at a point closer to the first foil. The range of increased dose was 1.1 cm above and
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0.18cm below the foils. The minimum dose point between the foils had an enhancement
of 1.8%. The dose reduction downstream averaged around 10.1%. There was very good
agreement between the Monte Carlo data and the measured doses. The measurements
and Monte Carlo results were within 1% in between the foils. The profile dose also
showed good agreement between simulation and measurement. Directly below the foil,
the midpoint dose difference was around 1.9% but the low dose regions at the edge had
a dose difference of up to 4.1%.
6.4.2.2 Two Vertical Foil Arrangement
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Figure 6.10 – Dual foils parallel to beam axis irradiated with 18 MV photons. Dose images
from Polymer Gel and Monte Carlo are shown in (a) and (d) respectively. The depth dose
curves of the polymer gel compared to Monte Carlo dose with plain water (b) and with foils
(c). The profile dose curves for the polymer gel compared to the Monte Carlo with plain
water (e) and with foils (f).
Fig. 6.10 shows the dose distribution for the two foil arrangement where the foils
are parallel to the beam. Parallel to the beam, the dose increase has a maximum
enhancement of around 16.5%. The dose difference between experiment simulation was
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about 3.7% at the maximum point. The range of increased dose was around 4.3 cm.
Perpendicular to the foils, we can see a dose increase through the center of the foil of
around 13.7% and the difference between the polymer gel dose and simulation dose was
0.9%.
6.4.3 MAGAT
6.4.3.1 Two Horizontal Foil Arrangement
The MAGAT PG had limited response in the larger size heterogeneous phantom. The
reduction of THPC in the final configuration resulted in ineffective oxygen scavenging
in the larger phantom though it was sufficient in the smaller volume. The decision
was made not to repeat it since the THPS configuration worked reasonably well. Fig.
6.11 shows the response of the two foil horizontal configuration. The measured dose
was lower than delivered and so no comparison was made with the Monte Carlo dose.
We can still see that the upstream dose was enhanced by around 38% while the dose
downstream was reduced by around 7% compared with the surrounding dose. The other
configuration will not be shown since the gel doses are incorrect.
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Figure 6.11 – Dual foils parallel to beam axis irradiated with 18 MV photons. The images
show the axial dose from (a) 2mm above the first foil, (b) 2mm below the second foil and
(d) and (e) are the corresponding profiles. The sagittal dose image (c) shows regions of no
response and (f) is the corresponding depth dose curve.
6.5 Discussion
6.5.1 nMAG Detectors
For the horizontal two foil arrangement, both the Monte Carlo simulation and the PGD
measurements showed that the dose between the foils was a well-like distribution. The
current foil separation results in a dose distribution that is approximately the sum of
two single foils. The dose in the backward direction of the lead foil fell off rapidly with
distance away from the foil surface, but the dose in the forward direction fell off even
faster. My measurements confirmed this dose characteristic and agreed with the Monte
Carlo simulation results.
In the vertical orientation, the drop in dose from the Monte Carlo is a result of
significant attenuation trough the foil and partial volume effect have blurred the image
from the MR. The note that the increased dose difference for the profile dose are also
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influenced by the difference between the Monte Carlo source and the linac beam. This
configuration looked like the beam was at a slight angle, but the decision was made not
to spend significant time trying to match the exact configuration.
6.5.2 MAGAT Detectors
The MAGAT phantoms did not respond as expected. Oxygen testing in the smaller cal-
ibration vials indicated good response but this was not sufficient in the larger container.
In retrospect, this is not surprising since the glass calibration vials have better oxygen
impermeability than the larger polystyrene containers. The vacuum storage seemed to
work visibly but it was very possible that air diffused into the container. This could also
be explained by dissolved oxygen in the water but was never bound by the scavenger.
The amount of THPC was reduced because I was trying to reduce the sensitivity
and increase the tissue equivalence. At this point, the decision was made to not spend
any more time on it since we already had the results from THPS. The improvements
from using THPC was not critical to the task of determining the feasibility of measuring
dose with gel dosimeter. This combined with restraints on time and resources made the
decision necessary. Simply increasing the amount of THPC to around 2.5mM should
solve the issue of oxygen impaired dose response.
6.5.3 Other Detectors
There is extensive literature in which the dose variation along the beam axis was mea-
sured in both backward and forward direction of thin metal foils such as lead, gold and
titanium. These studies were done to quantify backscatter and forward scatter correc-
tion factors. The measurements used parallel-plate ionization chambers, radiographic
films, or small TLD chips. Among these measurement devices, the parallel-plate ion-
ization chamber is considered the most accurate with the smallest uncertainty. This
tool also could provide the dose data with a high spatial resolution along the beam
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axis because of the thin layer of the active measurement volume. However, the ioniza-
tion chamber introduced additional material heterogeneity due to its structure material;
hence, it is somewhat suspicious if the measured dose accurately reflects the real dose
at the points near a metal foil. Radiographic films can be easily placed at a short
distance from a foil. In particular, the EBT2 and EBT3 films, which are less light
sensitive than the radiographic XV films, can be used without enclosing in an enve-
lope. However, the radiochromic films must be placed in water-like solid phantom to
create varying distances from the foil. Hence, the technique also suffers from introduc-
ing additional material heterogeneity in the measurement setup. The micro - TLD is
water-equivalent, but it also requires a solid phantom with adequate holes to accommo-
date the chips. Hence, a potential air gap between TLD chips and the solid water-like
material is unavoidable. A polymer gel dosimeter removes the problems of introducing
additional undesirable material heterogeneity associated with other common radiation
detectors; hence, it is an ideal tool for dose measurement in the vicinity of metal foils.
6.5.4 Limitations of the current approach and future research
Technically, suspending the foils in the gel was fairly challenging. To minimize the dose
perturbation, we decided to suspend the lead foils in a 3D printed ABSplus apparatus.
While ABSplus is considered tissue equivalent, the fixture was designed with sufficient
clearance to keep the plastic out of the region of interest. One of the issues that we ran
into was the movement of the foils. After the gel was poured, bubbles had the tendency
to get trapped under the tape despite having openings in the corners of the fixture.
The act of rotating the container and tapping the sides of the container to dislodge the
bubbles also potentially caused movement of the foils. In addition to this, the weight
of the foils sometimes caused the tape to sag. To deal with this issue, we decided to
measure the foil spacing on the MR image and adjust the simulation to match the actual
setup as much as possible.
In our initial experiments, lead foils were suspended by a tape holding the foil only
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at the edge. This configuration placed the lead in direct contact with the polymer
gel. Because of its acidity, there were noticeable chemical reactions between the thin
protective lead oxide coating and polymer gel, causing an erroneous high dose cloud
around the foil. One solution was to use an acid to pickle the metal. Placing the foils in
6% MAA solution for 5 minutes removed the vast majority of the oxide layer, however,
it was not clear how strong the solution should be or how long the metal should be
submerged to remove all of the coatings. If the metal remained too long, then the metal
surface integrity could be affected and if a residual oxide layer was present, then it could
influence the measured dose. More extensive testing would be required to determine
the optimal procedure. To solve this problem, we completely enclosed the lead foil
with polyester tape. Consequently, the experimental configuration resulted in the small
material heterogeneity of about 0.06mm thick on each side. We consider, however, this
heterogeneity is insignificant compared with the unavoidable heterogeneity needed with
other dose measurement tools.
One of the shortcomings of the current measurement method was the inherent low
SNR of MRI. Because of this, it was not feasible to obtain high spatial resolution R2
data and a noiseless image at the same time.
There was also some question about potential image artifacts caused by the metal.
Though lead is diamagnetic, deviations in the magnetic field could have a fatal impact
on the dose measurement accuracy. Attempts to reduce susceptibility artifacts by the
reducing the voxel size, increase signal averaging, and increasing receiver bandwidth
were limited by the significant decrease in SNR and or the corresponding increase in
scan time. Shorter echo times was another option but this was not explored much since
the current settings provided acceptable images for the region around the metal. Partial
volume effects were observed but no visible image distortion was observed. With that
said, we consider the 1mm region around the foils to be unusable.
Some oxygen contamination caused the outer layer of the polymer gel near the
container walls to erroneously respond to the radiation. This was a minor issue, however,
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since we were interested in the dose near the foils which was located in the center of
a large container. If one needs to obtain the effects of the metals on the 3D dose
distribution in a larger volume, this problem becomes important.
The ultimate goal of this study was to obtain detailed 3D dose distributions around
the small high-Z material. Due to many technical difficulties, we were not able to fully
accomplish this goal. These issues could be solved in the future. The spatial resolution
could be enhanced by using an MRI scanner with the even higher magnetic field than
the 3T machine. Fortunately, 9T or higher field scanners are readily available in our
institution as well as at many other academic institutions. Artifacts from the metal
can be addressed by quantifying the image artifacts computationally and applying the
corrections to the original data. There are two potential solutions for dealing with
oxygen contamination. One is to do all the gel manufacturing and storage in an anoxic
environment. Another is to use a phantom material which is oxygen impermeable. For
example, we could fabricate gel containers from Barex® or thick glass in exchange for
a higher cost.
6.6 Conclusion
An nMAG polymer gel was used to measure the fine structures around small metallic
objects. The measurement accuracy was investigated by comparing the measured data
with Monte Carlo simulations. The results confirmed the previous publication which
showed that the dose of an 18MV photon beam can be increased in between thin high-
Z foils. Furthermore, the current studies provided more detailed data on the spatial
distribution around metal foils than the previous study. With further improvement, our
measurement technique can be applied to obtain a true 3D dose distribution around
small high-Z material immersed in the tissue-like medium.
Chapter 7
Summary and Future Directions
7.1 Summary
The degree of dose enhancement around two thin high-Z metal foils of various configura-
tions was determined by Monte Carlo simulation. The most important parameters are
the atomic number, foil thickness, separation and photon energy. Generally, enhance-
ment increases with energy, foil thickness, atomic number and decreases with separation.
Foil depth and field size did not have appreciable effect on the dose. The foils in the
vertical orientation seemed to have lower doses in between the foil but they have a larger
region of increased dose.
We next compared to two foils to the combined dose of two single foil distributions.
The results matched over wider separations but at closer distances, there were discrep-
ancies in different regions due to attenuation and or additional dose enhancement. The
dose around a gold marker was also obtained and compared to a single lead foil. For the
specific dimension, the horizontal configuration had the largest dose. Surprisingly, the 6
MV horizontal case had a larger dose enhancement than the 18 MV vertical orientation.
We then went on to look at the dose around multiple distributed foils and compare it
to a single foil of equivalent thickness. The effect of the number of foils, separation and
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energy were evaluated. It was shown that the degree of dose enhancement could be
modulated by using multilayer high-Z foils. Increasing the number of foils reduced the
maximum dose between the foils but resulted in a decrease of the cumulative dose be-
tween foils. Increasing the number of foils decreased the range of increased dose relative
to the single foil. Increasing separation decreases the upstream and downstream dose.
The maximum dose downstream of the last foil was less when using a higher number of
foils and increasing the foil separation. We also looked at the effect of pair production
in the high-Z materials.
After this we shifted into the experimental portion of the project. Various polymer
gels and compositions were evaluated and both nMAG and MAGAT were selected for the
dose comparison. A manufacturing procedure was developed that met our goals. The
foil support materials were also selected and a chemical compatibility study performed
between them. The results showed that the gel and fixture component are compatible
for the time period of our experiments.
Next, we attempted to measure the dose distributions in the neighborhood of the
metal foils which were directly placed in the polymer gel. Using the information from the
Monte Carlo above, we tested two geometrical configurations. The first configuration
had two foils horizontal to the beam and the second had the foils parallel to the beam.
The measurement accuracy was investigated by comparing the measured data with
Monte Carlo simulations. The results confirmed the previous publication which showed
that the dose of an 18 MV photon beam can be increased in between thin high-Z
foils. Furthermore, the current studies provided more detailed data on the spatial
distribution around metal foils than the previous study. With further improvement, our
measurement technique can be applied to obtain a true 3D dose distribution around




The MAGAT polymer gel shows significant promise compared to the nMAG polymer
gel. THPC proved to be a much better oxygen scavenger and due to its clarity resulted
in a much clearer gel. This would allow much better visualization of objects inside the
gel and allow much more exact positioning of the gel with respect to the beam.
The issue of oxygen contamination would also have to be addressed. Using Barex®
or other custom containers is one option. The use of a glove box is also possible but it
might be impractical for working with objects inside the gel. Using a vacuum system
to storage all the gels under a vacuum has a lot of potential but more research into
the proper equipment is needed. The bags in particular were not as effective for our
experiment. Perhaps the oxygen on the containers played a role in this.
The optimal time gap between the addition of the first half of THP and the addition
of MAA needs more investigation to better characterize the response. The proper
division of THP should also be investigated to determine how much cross-linking is
necessary for the application while ensuring that enough oxygen scavenging occurs.
The exact temperature for cross-linking needs evaluation as well.
In terms of quantification, the use of higher magnetic fields would provide stronger
signals. Higher Magnetic fields, however, bring a whole new set of problems. The
biggest of which is nonlinearity of the magnetic field. We expect that these effects are
negligible within our scale and that overall, the advantages outweigh the issues. The
dose resolution equation could also be an instrument of improvement. More extensive
studies on how the graph changes with echo time could be used to find a lower curve
and identify the dose that gives the highest resolution.
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7.2.2 Monte Carlo
The first thing that should be done is to simulate the configurations that were not done
during this work. These include the effect of beam angle in the two foil configuration
and the effect of multiple small foils on dose in the horizontal and vertical orientation.
The effect of multiple-layer high-Z foils on dose near the foils should also be investigated
experimentally.
We still need to know more about the distribution of dose within each simulation.
Fortunately, computers are getting faster and access to larger computer clusters are
coming within reach of many institutions. The availability of the entire 3D data for
each simulation presents several possibilities. The first priority would be modeling the
effect of each parameter (i.e. foil separation, thickness, etc.) on dose then finding out
how the shape of the foil affects dose. From this, each plot could be modeled to allow
the prediction of dose elsewhere in the phantom or for new configurations. Various
machine learning algorithms could also be applied to the data to better understand
the relationship between the parameters. After this, we have most of the tools for
estimating dose at small scale. I would then apply these techniques to generate the
optimal positioning of foils or markers to maximize the dose to the intended target.
The advantage of this approach is that the dose from the high-Z materials is separate
from prescription dose to tissue. It does not complicate the treatment plan for the
patient. The data could be provided in relative terms and simply added to the patient
dose calculation. At some point, this could lead to a reduced dose from the external
beam while still maintaining the minimum dose to treat the cancer. Not everyone would
be comfortable with such a modification however. A better approach is to allow the
high-Z material to increase the dose to the tumor provide it is within the maximum
dose limits.
In the future, if things go well, the model could be expanded to look at even smaller
particles. A similar approach of using the dose distribution around a single particle to
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estimate the dose around many nanoparticles could also be used.
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B.1 Effect of Energy - Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)
















































































































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Gold, Field Size=5x5cm, Foil Size=1x1cm
164
165
B.2 Effect of Energy - Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)





















































































































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Gold, Field Size=5x5cm, Foil
Size=1x1cm
166
B.3 Effect of Foil Separation - 24MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)















































































































Thickness=0.5mm, Depth=7cm, Material=Gold, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
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B.4 Effect of Foil Separation - 6MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)






















































































































Thickness=0.5mm, Depth=7cm, Material=Gold, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
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B.5 Effect of Foil Separation - 24MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)























































































































Thickness=0.5mm, Depth=7cm, Material=Gold, Field Size=5cm x5 cm, Foil Size=1cm x 1cm
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B.6 Effect of Foil Separation - 6MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)




































































































































Thickness=0.5mm, Depth=7cm, Material=Gold, Field Size=5cm x 5cm,Foil Size=1cm x 1cm
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B.7 Effect of Foil Thickness - 24MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)























































































































































Depth=7cm, Separation=7mm, Material=Gold, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
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B.8 Effect of Foil Thickness - 6MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)
































































































































































Depth=7cm, Separation=7mm, Material=Gold, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
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B.9 Effect of Foil Thickness - 24MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)

















































































































































Depth=7cm, Separation=7mm, Material=Gold, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
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B.10 Effect of Foil Thickness - 6MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)







































































































































































Depth=7cm, Separation=7mm, Material=Gold, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
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B.11 Effect of Foil Material - 24MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)



























































































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
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B.12 Effect of Foil Material - 6MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)


































































































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
176
B.13 Effect of Foil Material - 24MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)



























































































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
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B.14 Effect of Foil Material - 6MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)




































































































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
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B.15 Effect of Foil Size - 24MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)




































































































































































Effect of Foil Size - 24MV Horizontal (Continued)
Contour Dose (%) Depth Dose(%) Dose Error (%)

































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Lead, Field Size=5cm x 5cm,
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B.16 Effect of Foil Size - 6MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)

































































































































































Effect of Foil Size - 6MV Horizontal (Continued)
Contour Dose (%) Depth Dose(%) Dose Error (%)
































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Lead, Field Size=5cm x 5cm
182
B.17 Effect of Foil Size - 24MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)


































































































































































Effect of Foil Size - 24MV Vertical (Continued)
Contour Dose (%) Depth Dose(%) Dose Error (%)































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Lead, Field Size=5cm x 5cm
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B.18 Effect of Foil Size - 6MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)














































































































































































Effect of Foil Size - 6MV Vertical (Continued)
Contour Dose (%) Depth Dose(%) Dose Error (%)


































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Lead, Field Size=5cm x 5cm
B.19 Effect of Field Size - 24MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)























































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Lead, Foil Size=1cm x 1cm
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B.20 Effect of Field Size - 6MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)


























































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Lead, Foil Size=1cm x 1cm
187
B.21 Effect of Field Size - 24MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)



































































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Lead, Foil Size=1cm x 5cm
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B.22 Effect of Field Size - 6MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)









































































































Thickness=0.5mm, Separation=7mm, Depth=7cm, Material=Lead, Foil Size=1cm x 1cm
189
B.23 Effect of Foil Depth - 24MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)











































































































Thickness=0.5mm, Separation=7mm, Material=Gold, Field Size=5cm x 5cm, Foil Size=1cm x 1cm
190
B.24 Effect of Foil Depth - 6MV Horizontal
Contour Dose (%) Depth Dose(%) Dose Error (%)



















































































































Thickness=0.5mm, Separation=7mm, Material=Lead, Field Size=5cm x 5cm, Foil Size=1cm x
1cm
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B.25 Effect of Foil Depth - 24MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)
















































































































Thickness=0.5mm, Separation=7mm, Material=Lead, Field Size=5cm x 5cm
192
B.26 Effect of Foil Depth - 6MV Vertical
Contour Dose (%) Depth Dose(%) Dose Error (%)
























































































































C.1 Effect of Foil Count - 24MV Upstream
Contour Dose (%) Depth Dose(%) Relative Dose Error (%)


















































































































































































































Effect of Foil Count - 24MV Upstream (Continued)










































Material=Lead, Separation=3mm, Field Size=5cm x 5cm, Foil Size=7cm x 7cm
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C.2 Effect of Foil Count - 6MV Upstream
Contour Dose (%) Depth Dose(%) Dose Error (%)























































































































































































































Effect of Foil Count - 6MV Upstream (Continued)













































Separation=3mm, Depth=7cm, Material=Lead, Field Size=5x5cm, Foil Size=7cm x7cm
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C.3 Effect of Foil Count - 24MV Downstream
Contour Dose (%) Depth Dose(%) Relative Dose Error (%)
















































































































































































































Effect of Foil Count - 24MV Downstream (Continued)
Contour Dose (%) Depth Dose(%) Relative Dose Error (%)









































Separation=3mm, Material=Lead, Field Size=5cm x 5cm, Foil Size=7cm x 7cm
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C.4 Effect of Foil Count - 6MV Downstream
Contour Dose (%) Depth Dose(%) Dose Error (%)
























































































































































































































Effect of Foil Count - 6MV Downstream (Continued)
Contour Dose (%) Depth Dose(%) Dose Error (%)












































Separation=3mm, Thickness=0.5mm, Material=Lead, Field Size=5cm x 5cm, Foil Size=1cm x
1cm
202
C.5 Effect of Separation - 24MV
Contour Dose (%) Depth Dose(%) Dose Error (%)













































































































































































Separation=3mm, Thickness=0.1mm, Material=Lead, Field Size=5cm x 5cm, Foil Size=7cm x
7cm
203
C.6 Effect of Separation - 24MV Single Foil Downstream
Contour Dose (%) Depth Dose(%) Dose Error (%)









































































































































































Separation=3mm, Thickness=0.1mm, Material=Lead, Field Size=5cm x 5cm, Foil Size=7cm x
7cm
204
C.7 Effect of Separation - 6MV
Contour Dose (%) Depth Dose(%) Dose Error (%)













































































































































































Thickness=0.1mm, Material=Lead, Field Size=5cm x 5cm, Foil Size=7cm x 7cm
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C.8 Effect of Separation - 6MV Single Foil Downstream





























































































































































































Thickness=1mm, Material=Lead, Field Size=5cm x 5cm, Foil Size=7cm x 7cm
206
C.9 Effect of Energy - Single Foil Upstream





















































































































































































































Thickness=1mm, Depth=7cm, Material=Lead, Field Size=5cm x 5cm, Foil Size=7cm x 7cm
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C.10 Effect of Energy - Distributed Foils
Contour Dose (%) Depth Dose(%) Dose Error (%)




















































































































































































































Thickness=0.1mm, Depth=7cm, Material=Lead, Field Size=5cm x 5cm, Foil Size=7cm x 7cm
208
C.11 Effect of Energy - Single Foil Downstream
Contour Dose (%) Depth Dose(%) Dose Error (%)





















































































































































































































Thickness=1mm, Material=Lead, Field Size=5cm x 5cm, Foil Size=7x7cm
