Abstract-We first analyzed protein names using various dictionaries and databases and found five problems with protein names; i.e., the treatment of special characters, the treatment of homonyms, cases where the protein-name string may be a substring of a different protein-name string, cases where one protein exists in different organisms, and the treatment of modifiers. We confirmed that we could use a machine-learning approach to recognizing protein names to solve these problems. Thus, machine-learning methods have recently been used in research to recognize protein names. A classifier trained in a specific domain, however, can cause overfitting and be so inflexible that it can only be used in that domain. We therefore developed a new corpus on breast cancer and investigated the flexibility of classifiers trained on the GENIA [1] or the breast-cancer corpora. We used a transductive support vector machine (SVM) to avoid overfitting, and we evaluated the effect of transductive learning. We found that transductive SVM prevented overfitting in experiments and yielded higher accuracies than were obtained from the conventional SVM. The transductive SVM increased the F-scores (70.46 to 79.64 and 70.63 to 74.61) in our two experiments for the criterion of "Sub" that we define in this paper.
I. INTRODUCTION
Many studies using the technology of natural language processing (NLP) to extract information from the biomedical literature have recently been reported. Typical studies have explored the extraction of terms related to protein-protein interactions or the function of genes [2] - [4] , and the first step in this extraction is the recognition of technical terms such as "protein," "gene," "RNA," "disease," and "cure" [5] - [9] . Various techniques for recognizing technical terms have been proposed. Fukuda et al. [5] and Franzen et al. [9] analyzed words that were used as protein names in abstracts and prepared rules that allow protein names to be recognized automatically. When rule-based methods are used, new rules must be created when new protein names appear, and this complicates rule management.
Protein names and corresponding gene names are stored in databases such as SWISS-PROT [10] , and several researchers have extracted protein names from such databases, compiled dictionaries, and undertaken proteinname recognition based on pattern matching or dynamic programming [11] . Dictionary-based methods, however, result in many false positives, which are instances in which word sequences that are not protein names are mistakenly recognized as protein names. This occurs because the protein name may be identical to a word that is often used in ordinary text. The maltose-binding protein, for example, is abbreviated to MAP, which is also the word for a graphical representation of a portion of the surface of the earth. Also, "white," the word for the color of objects that reflect nearly all visible wavelengths, is used as a gene name. Another shortcoming of dictionarybased methods is that they cannot recognize a protein name that is not stored in a dictionary.
The use of machine-learning methods to recognize biomedical terms has also been explored [6] , [12] - [14] . Correct answers in the training data (corpus) need to be annotated when a machine-learning method is used. Collier et al. [6] annotated 100 abstracts, and recognized technical terms by using hidden Markov models (HMMs). Kazama et al. [12] used the GENIA corpus as training data, and extracted technical terms by using support vector machines (SVMs). Task 1 of the Biocreative workshop 1 was a competition to recognize gene or protein names, and some of the machine-learning methods used 1 http://www.pdg.cnb.uam.es/BioLINK/BioCreative.eval.html <protein*> <name>protein name</name> </protein> <gene> <name>gene name</name> </gene>. in this workshop performed well. Although machinelearning methods are known to be efficient, it is expensive to produce the training data they require [15] . The GENIA corpus is a collection of abstracts containing the terms human, blood cell, and transcription factor, and the machine-learning method used to recognize protein names in this corpus yielded an F-score of about 80%. Some researchers extracting information from the biomedical literature, however, do not want to collect information about a specific domain but about a broad domain, and producing the training data for such a domain is very expensive. A great deal of information should therefore be obtained using only a small amount of training data. The purpose of the research reported here was to investigate the flexibility of a classifier trained in a specific field. We evaluated the accuracy with which a classifier trained to recognize protein names in one specific field could recognize protein names in a different specific field. Further, because classifiers trained in one specific domain are known to cause overfitting [16] , [17] -i.e., to be inaccurate in a different specific field -we also explain how overfitting can be avoided by using a transductive method.
This paper is organized as follows. Section II describes our analysis of protein names. We analyzed protein names using public protein databases and documents. We also summarized the problems related to protein names. Section III explains SVMs and the transductive SVM we used in our studies on the recognition of protein names. Section IV describes the experiments we conducted in these studies. We confirmed that a conventional SVM caused overfitting in the experiments and yielded low accuracies when trained in a different domain. We also confirmed that the transductive SVM avoided overfitting and obtained higher accuracies than the ordinary SVM when trained in a different domain. We discuss how effective our method of using the transductive SVM was in Section V and we provide concluding remarks in Section VI.
II. ANALYSIS OF PROTEIN NAMES
Before we investigated the use of machine learning for recognizing protein names, we examined some problems related to protein-name recognition. We first extracted protein names from three public databases -Swiss-Prot, Medical Subject Heading (MeSH) 2 , and LIGAND 3 -and used the obtained list of names to search for protein names in Medline abstracts. Here, we describe results from the process of information retrieval of protein names, such as the treatment of special characters, the treatment of homonyms, cases where the protein-name string may be a substring of a different protein-name string, cases where one protein exists in different organisms, and the treatment of modifiers.
The protein names were collected from three databases: Swiss-Prot, which is a database of protein sequences and function information; MeSH, which is a vocabulary thesaurus used for indexing articles in the PubMed database concerned with life science; and the LIGAND database, which provides information on chemical compounds and reactions in biological pathways.
The Swiss-Prot database, when released on 30 April, 2003, contained 125,744 entries. We extracted the protein and gene names from the provided XML format source as shown in Fig. 1 . The definition of protein names begins with <protein> and finishes with </protein>. The expressions of protein names and synonyms are recorded between <name> and </name>. This rule also applies to gene names. We extracted 254,462 protein names, including synonyms, and 197,597 gene names. 96,195 protein names and 115,663 gene names remained after duplicate entries were removed.
The MeSH database covers all keywords in life science, and these are ordered in a tree structure. After this, we will refer to the lowest layer (leaf) entries of the tree structure by their proper name and all the upper layer (node) entries by their class name. We extracted names classifying proteins and enzymes from the XML format source shown in Fig. 2 . The protein/enzyme names are defined between <string> and </string>. We obtained 3,246 (protein) class names and 1,745 (enzyme) class names; 9,831 (protein) proper names and 6,873 (enzyme) proper names were found in the lowest layer.
We extracted enzyme names, their respective syn- Table I . Table II lists the frequency of duplicated protein names extracted from the three databases and the total numbers of extracted protein and gene names are listed in Table III . We unexpectedly found that the frequency of cooccurrence of protein names was low. We attributed this to (1) the different concepts on which the three databases were built on, and (2) trivial differences in the expressions of protein names as listed in Table IV. We next estimated the frequencies of protein names obtained from Medline abstracts. Medline is a bibliographic database that lists 12 million biomedical texts and has been managed by the National Library of Medicine since the mid-1960s.
We investigated five typical problems that we considered may have had consequences regarding the application of information extraction to protein names and consequently to protein interactions in the biomedical literature.
1) Treatment of special characters 2) Treatment of homonyms 3) Cases where the protein-name string may be a substring of a different protein-name string 4) Cases where one protein exists in different organisms. 5) Treatment of modifiers First, we detected problems with the pattern matching of protein names; e.g., "TNFalpha1R", "TNF alpha-1 R", "TNFalpha-1(R)", and "TNF alpha1R". (also see Ariadne, 2003). For example, "12alpha-hydroxysteroid" and "12-alpha-hydroxysteroid" represent the same protein in the first entry of Table IV ; however, neither of them will produce a regular match of expressions. Second, we noted that some abbreviations may occasionally have homonyms (i.e., words that are pronounced or spelled the same way but have different meanings, such as "map" and "Map"). We can find Escherichia coli and Bacillus subtilis protein-name frequencies in decreasing order in Medline abstracts in Tables V and VI by ignoring symbols; e.g., (, ), /). Table VII lists examples of sentences extracted from the Medline abstracts, which include the protein names in Tables V and VI, and  highlighted homonym expressions. Third, a protein-name string may just be a substring of a different protein-name string. For example, the string corresponding to protein "ACP" is a substring of the string corresponding to protein name "ACP phosphodiesterace 1". The expression "ACP" will match both expressions "ACP" and "ACP phosphodiesterace 1" in pattern matching. Other examples are listed in Table VIII. Note that these cases occurred often when protein names were extracted.
Fourth, the same protein may exist in several different organisms. For example, 23OHBP oxygenase belongs to Burkholderia cepacia and Pseudomonas paucimobilis. This may present a problem when one would like to classify biological information regarding a specific organism. Some examples are given in Table IX .
Fifth, we examined words modifying protein names. Both "myosin proteins" and "myosin" were regarded as protein names in the phrase"... of the myosin proteins to ...". This meant there was ambiguity about whether the "proteins" were part of the protein names. These words were not canonical words in the noun phrase containing the protein names. They were often found on the boundary of protein names. Some words occurred to the left of protein names while others occurred to their right. We called these modifiers and examined their appearance in the Medline abstracts. We undertook protein name recognition in a distribution of the MEDLINE database, November 1, 2002 NLM MEDLINE DTD, by using SVM and the same features (i.e., bag-of-words (BoW), parts-ofspeech (POS), orthographic, prefix, suffix, and preceding class features) mentioned in Section IV-B. There were a total of 6,229,339 abstracts. We used the GENIA corpus [1] as training data. As a result, a total of 10,819,286 protein names were recognized. We counted the frequency of each word that appeared as the word to the left or to the protein names regarded by our system were tagged using /PRO. I kappa B alpha was recognized as a protein name. We regarded human and protein as candidates for modifiers. We also regarded I and alpha as candidates for modifiers. names in the Medline abstracts are also listed. The bold font in the tables means the modifiers appeared both in the BioCreAtIvE evaluation data and in the GENIA corpus. The modifiers played the following roles related to protein names.
• They contributed to detection of the boundary of noun phrases including protein names in the sentence. Some protein names were a part of a phrase. In the next example phrase: "... of the myosin proteins to ...", the "myosin protein" is a noun phrase. "Myosin" is not a whole noun phrase. Complementing modifiers contributes to parsing.
• Some modifiers restricted the meaning of protein names such as species, structures, and conditions (e.g., human, rat, complex, subunit, and active). For example, "AML1", "human AML1", and "mouse AML1" were found in the Medline abstract.
• Some modifiers change the gist of protein names to another meaning. For example, if gene occurs on the right of a protein name, the meaning tends to be a gene name. In the next sample phrase, "... activation of the IL-2 gene ...", "IL-2" is a protein name and "IL-2 gene" is a gene name. We are focusing on modifiers concerned with protein names for this reason.
• There were ambiguities in distinguishing the boundary of protein names. Ambiguous boundaries in evaluations with BioCreAtIvE are listed in Correct.Data to assess the gene or protein names.
We reported in our previous study [18] that there were some ambiguous words with regard to determining the boundary of protein names in the GENIA corpus. Some ambiguous words are modifiers. For example, there is the case where "myosin" is considered to be a protein name and there is also the case where "myosin proteins" are considered to be protein names in the phrase"... of the myosin proteins to ...".
The problem where one protein exists in different organisms involves the process after protein recognition. We did not address this problem in this study. However, this is based on protein recognition and greatly influences it. As our study is useful for improving the accuracy of protein recognition, it would be useful for solving the problem where one protein exists in different organisms.
The remaining problems involve the difficulty of treating protein names. Since protein names are complicated and difficult to handle through dictionarybased or handmade-rule-based approaches, we should use machine-learning methods for recognizing proteins. We used machine-learning methods such as an SVM or a transductive SVM in this research.
However, a classifier trained in a specific domain can cause overfitting and yield very low accuracy in the recognition of protein names in different domains. We used a transductive SVM in this study to prevent the problem of overfitting. We expected the transductive SVM to prevent the problem of overfitting because it used test data in addition to training data in the learning process.
III. METHODS

A. SVM
Data consisting of two categories is classified by dividing space with a hyperplane with this method. When the two categories are positive and negative and the margin between the positive and negative examples in the training Figure 3 . Maximizing margin data is larger (see Fig. 3 4 ), the possibility of incorrectly choosing categories in the open data is considered to be smaller. The hyperplane that maximizes the margin is determined, and classification is done using that hyperplane. Although the basics of this method are as described above, the inner region of the margin in the training data can include a small number of examples for extended versions of the method, and the linearity of the hyperplane can be changed to non-linear by using kernel functions. Classification with the extended method is equivalent to classification carried out using the following discernment function, and the two categories can be classified on the basis of whether the output value of the function is positive or negative [19] - [21] :
Small margin Large margin
where x is the context (a set of features) of an input example, x i and y i (i = 1, ..., l, y i ∈ {1, −1}) indicate the context of the training data and its category, and function sgn is
Each α i (i = 1, 2...) is fixed at the value of α i when the value of L(α) in Eq. (3) is maximum under the conditions in Eqs. (4) and (5) .
Although function K is called a kernel function and various types of kernel functions are used, we used the following polynomial function: 
B. Transductive SVM
A transductive SVM [22] is a machine-learning method where induction and deduction processes are simultaneously conducted.
The transductive SVM algorithm can be outlined as follows.
1) A boundary hyperplane is built using labeled data.
2) Unlabeled data are classified according to that hyperplane. 3) A data pair near the boundary hyperplane is chosen in Step 2 from data determined to be a positive or a negative example. 4) The labels of the pair chosen in Step 3 are exchanged if this exchange does not reduce the margin. 5) If the conditions for ending the algorithm are fulfilled, the algorithm is terminated; otherwise, the algorithm returns to Step 2. Because a transductive SVM uses unlabeled data in addition to labeled data, it produces good performance even when the amount of labeled data is not large. Some papers report good results from the use of a transductive SVM [22] - [24] . We expected a transductive SVM to prevent the problem of overfitting that we faced in this paper, because it uses test data (unlabeled data) in addition to training data (labeled data) in the learning process. Therefore, we used a transductive SVM in this study.
IV. EXPERIMENTS
A. Tagged Corpus
We used two corpora in this study: the GENIA and a corpus on breast cancer.
The GENIA corpus of 2,000 abstracts collected from Medline was assembled to support the use of NLP technology to extract information from biomedical texts. Semantic annotations of biomedical domains are given in these abstracts, which have human, blood cell, and transcription factor as MeSH terms [25] .
Technical terms in 36 kinds of biomedical fields defined by GENIA ontology are tagged in the GENIA corpus (e.g., DNA, RNA, and proteins). A class of proteins has subclasses -such as protein complex and protein family or group -and in the research reported here all subclasses of proteins were defined as protein names. We constructed the corpus on breast cancer by using 1,000 abstracts that were related to breast cancer and that included numerous protein names. Protein names in this corpus were tagged by a biology specialist we supervised. The definition of protein names follows that in the GENIA corpus.
B. Features, parameters, and evaluation methods
The features used in this numerical experiment are listed in Table XII . POSs were tagged by the Brill tagger [26] . These features are usually used for biomedical named entities [6] [27] . The BoW and POS features are used in convention NLP. The orthographic features are effective for extracting protein names because some names contain capital letters, Greek letters, or numbers, and the suffix feature is effective because some protein names have characteristic endings such as ∼ase or ∼in. The prefix feature is also effective for extraction although its effect is slight [27] . It is useful for named entity recognition in NLP, but cannot be used in a transductive SVM. There is an example of feature extraction in Fig. 4 , where the phrase is written vertically in the "Word" column and the extracted features are listed in the other columns (e.g., the orthographic features are listed in the column labeled "Ortho". The class T or O for each word (details are explained below) is listed in the "Class" column. Each feature is separated by a space. The elements of the feature vectors for the current word (i.e., "NF-kappaB") are shown in the shaded area in Fig. 4 . The information from the two preceding and two following tokens (words) is used for each vector.
The parameters used in our experiment are listed in Table XIV have been proposed, and we compared the experimental results obtained using polynomial and linear kernels. The direction of parsing is forward. The IOB2 tag is often used in the named entity of NLP. IOB2 means that the B tag is attached to the first word of the protein name, the I tag is attached to the remaining words in the protein name, and the O tag is attached to words that are not parts of protein names. As adapting to multiclass labeling like IOB2 is difficult in a transductive SVM, we used a TO tag in the work reported here. The TO tag means that the T tag is attached to words in protein names and the O tag is attached to words not in protein names. The evaluation criteria used in this experiment are listed in Table XV . Some protein names are compounds. If a protein name is one word, there are two evaluation values: correct or incorrect. Evaluation criteria taking partial matching into account were added for protein names consisting of more than one word. "Exact" is the strictest criterion, "Left" and "Right" are looser criteria, and "Sub" is the loosest criterion.
C. Intradomain accuracy of protein-name recognition
The experimental concept underlying a closed corpus is outlined in Fig. 5 , and the efficiency of protein-namerecognition measures -precision, recall, and F-score -for the GENIA corpus are listed in Table XVI . Tenfold cross validation (10CV) was used to evaluate these numerical results. The data were divided into ten parts, nine of which were used as training data and one of which was used as test data. Ten kinds of training and test data were prepared. The SVM learned the ten parts of training data and classified the ten parts of test data. The results listed in Table XVI are the average values for the ten SVM classifications. A polynomial kernel of degree two was used in these experiments, and the other parameters used are listed in Table XIV . These parameters were based on the best set described in [27] . The accuracy measures for protein-name recognition in the breast-cancer corpus are listed in Table XVII . These values are also average values for 10CV. Precision is the fraction of all positive predictions that are true positives:
Recall is the fraction of positive examples correctly predicted as positive:
The F-score is a harmonic average of precision and recall:
The terms tp, f p, and f n are the numbers of true positives, false positives, and false negatives.
Precision was higher than recall in these experiments, and the accuracy of protein-name recognition in the breast-cancer corpus was better than that in the GENIA corpus. We think these differences in protein-name recognition are the result of there being fewer variations in protein names that appeared in the breast-cancer corpus than in those that appeared in the GENIA corpus. 
D. Cross-domain accuracy of protein-name recognition
We wanted to see whether a classifier trained in a specific domain could be used for recognizing names in other domains. The experimental concept underlying recognition of cross-domain names is outlined in Fig. 6 .
E. Protein-name recognition accuracy of a conventional SVM
The protein-name-recognition accuracy measures obtained when the SVM learned the entire GENIA corpus and classified the entire breast-cancer corpus are listed in Table XVIII (see the upper diagram in Fig. 5 ), and the protein-name recognition accuracy measures obtained when the SVM learned the entire breast-cancer corpus and classified the entire GENIA corpus are listed in Table  XIX (see the lower diagram in Fig. 5 ). We used three types of kernels in these experiments: linear, a polynomial of degree two, and a polynomial of degree three. The accuracies of recognition measures listed in these tables are significantly lower than those listed in Tables XVI and XVII.
F. Protein-name recognition accuracy of a transductive SVM
The recognition of protein names obtained when the transductive SVM learned the entire GENIA corpus and classified the entire breast-cancer corpus is indicated by the values listed in Table XX (see the upper diagram in Fig. 5) , and the recognition of protein names obtained when the transductive SVM learned the entire breastcancer corpus and classified the entire GENIA corpus is indicated by the values listed in Table XXI (see the lower diagram in Fig. 5 ). We also used three types of kernels in these experiments: linear, a polynomial of degree two, and a polynomial of degree three. The accuracy of proteinname recognition was better than that obtained when the conventional SVM was used (see Tables XVIII and XIX) . When the conventional SVM was used the precision was higher than the recall, whereas when the transductive SVM was used the precision and recall were about the same or the recall was higher. The F-scores obtained when using the transductive SVM were better than those when using the conventional SVM.
V. DISCUSSION
We evaluated the flexibility of classifiers that learned to recognize protein names in a specific domain. We used two corpora: the GENIA corpus and a corpus on breast cancer in this study. In the 10CV used to evaluate classifier accuracy in both corpora, the F-score obtained using the "Exact" criterion was 75.68 in the GENIA corpus and 82.74 in the breast-cancer corpus.
When we evaluated the recognition of protein names of the classifier on the breast-cancer corpus, trained on the entire GENIA corpus, the F-score obtained using the "Exact" criterion decreased to 60.49. When we evaluated the recognition of protein names of the classifier on the GENIA corpus, trained on the entire breast-cancer corpus, the F-score obtained using the "Exact" criterion decreased to 58.06. These values were obtained using the polynomial kernel with degree two. These results indicate that a classifier trained in a specific domain does not recognize protein names as well in other domains.
We used the transductive SVM to improve the recognition of the classifier in a different domain. When we evaluated the recognition of protein names of a classifier on the breast cancer corpus, trained on the entire GENIA corpus, the F-score obtained using the "Exact" criterion improved from 60.49 to 64.43. When protein name were recognized on the GENIA corpus using the classifier trained on the entire breastcancer corpus, the recognition obtained using the "Exact" criterion was almost the same regardless of whether the conventional or the transductive SVM was used: the Fscore was 58.06 with the conventional SVM and 57.22 with the transductive SVM. The advantages of using the transductive SVM were confirmed, however, when the other criteria were used. The F-score improved from 65.34 to 66.63 using the "Left" criterion, from 61.60 to 62.38 using the "Right" criterion, and from 70.25 to 74.25 using the "Sub" criterion. The boundary of a protein name varies according to the annotator [18] . We also discussed ambiguous boundaries for protein names related to their modifiers in Section II. For example, the following variations on the protein name "human NF-kappa B protein" can be considered: "NF-kappa B," "human NF-kappa B," "NF-kappa B protein," and "human NK-kappa B protein." Each variation has almost the same meaning. When ambiguous boundaries for protein names are taken into consideration, the transductive SVM effect that appears when using the criteria of "Left", "Right", or "Sub" is meaningful. Precision was higher than recall when the conventional SVM was used, and precision and recall were almost the same (or recall was higher) when the transductive SVM was used. We have demonstrated that a classifier trained on a specific domain causes overfitting and that this can be avoided by using the transductive SVM.
We demonstrated that the transductive SVM increased the flexibility of a classifier trained on a specific domain in this research. Using the transductive SVM rather than the conventional SVM, however, yielded lower precision, higher recall, and higher F-scores. If precision is considered to be important, the conventional SVM should be used. New proteins continue to be discovered, however, and the transductive SVM is more suitable for extracting new protein names from the literature when high recall and high F-score are required.
VI. CONCLUSION
We first analyzed protein names using various dictionaries and databases and found five problems with protein names; i.e., the treatment of special characters, the treatment of homonyms, cases where the protein-name string may be a substring of a different protein-name string, cases where one protein exists in different organisms, and the treatment of modifiers. We found that we should use a machine-learning approach to solve these problems in protein-name recognition. Machine-learning methods have recently been used in research on protein-name recognition. However, a classifier trained in a specific domain can cause overfitting and be so inflexible that it is useful in only that domain. We therefore developed a new corpus on breast cancer and investigated the flexibility of a classifier trained on the GENIA [1] corpus or the breast-cancer corpus. The conventional SVM in our experiments caused overfitting and obtained low accuracies when trained in a different domain, as we had expected. We used a transductive SVM to avoid overfitting, and we evaluated what effect transductive learning had. We confirmed through two experiments that the transductive SVM prevented overfitting and yielded higher accuracies than the conventional SVM did. For the criterion "Sub", the transductive SVM increased the F-scores (70.46 to 79.64 and 70.63 to 74.61) in both experiments.
We would like to use our method on different corpora or diverse domain abstracts in the future. We would also like to use our method to solve different problems in applications other than protein-name recognition as there are also overfitting problems in other information processing areas. We hope to solve these using transductive SVMs.
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