nizer. Experimental results showed that it can be used in conjunction with the beam search to greatly reduce the computational complexity of the HMM recognizer while still keeping the recognition rate almost undegraded. Obviously, it is also suitable to be incorporated with other subsyllable-based Mandarin speech recognizers.
An additional advantage of the proposed method was also found. Instead of making a decision at the last frame of the testing utterance done by the conventional one-stage DP search, an early decision can be made once the FSM enters an S state. We can therefore decompose a large complex DP search for the whole utterance into several simpler DP searches for the partitioned voice segments. It is of benefit in reducing system complexity when we consider the incorporation of a language model with the continuous Mandarin base-syllable recognizer.
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Speech Analysis and Recognition Using Interval Statistics Generated from a Composite Auditory Model

H. Sheikhzadeh and L. Deng
Abstract-A modeling approach to auditory speech analysis and recognition is proposed and evaluated, where a composite auditory model is used to generate parallel sets of auditory-nerve instantaneous firing rates (IFR's) along the spatial dimension, followed by a processing stage that constructs from the IFR's an interval statistics in a form called the interpeak interval histogram (IPIH). A speech preprocessor is designed that performs transformation on the auditory IPIH's and interfaces the IPIH-based auditory representation with a hidden Markov model-based (HMM-based) speech recognizer. The results demonstrate that the new preprocessor consistently outperforms the conventional mel frequency cepstral coefficient-based (MFCC-based) preprocessor for the signal-tonoise ratio (SNR) level up to at least 16 dB.
I. INTRODUCTION
From evolutionary considerations of the speech production system and of the auditory (hearing) system, it is tempting to take the view that the acoustic properties of speech are uniquely structured so that phonologically meaningful speech sounds can be appropriately represented at all levels of the auditory pathway, given all the physiological constraints imposed by the auditory system. The purpose of this paper is to report an effort intended to reduce this highly speculative view to two concrete issues: first, what exactly is the actual representation of various classes of phonologically defined speech sounds at a lowest level (auditory nerve or AN) of the auditory pathway; and second, can (and how can) a detailed exploration of the nature of such a representation aid the engineering design of practical speech processing systems? Section I of this correspondence is devoted to addressing the first issue above, for which a wealth of experimental data have been collected since 1979 on AN responses to speech sounds [1] - [8] . The wide scope of these experimental data and detailed analysis of them have made it possible to build a computer model capable of faithfully simulating major characteristics of the AN responses to several isolated speech tokens [9] - [14] . In particular, the temporal aspects of the AN responses to isolated speech tokens and to other complex sounds have been analyzed [15] - [17] and simulated in computer models to such a detailed degree that one can begin to draw conclusions on functional roles of the AN temporal response properties [18] - [21] . Based on all these previous experimental findings and computer simulation results, we are now in a position to address the issue of the nature of the AN representation of a comprehensive set of sounds in fluent speech streams (rather than just a limited set of isolated speech tokens as examined in the past).
Section II of this correspondence addresses the second issue-namely the application of the auditory temporal representation of speech to the design of the front-end (i.e., feature analysis) component of speech recognition systems. The philosophical motivation for possible success of this application is the amazing human speech recognition capabilities and the postulated linkage between acoustic properties of speech and human auditory constraints. The practical motivation arises from two factors. First, the speech analysis results obtained from the first part of this study demonstrate a high degree of robustness of the auditory representation to noise. Second, perhaps more important, the auditory temporal representation based on AN firing interval statistics allows us to independently control the time and frequency resolution for speech analysis. This is in sharp contrast to the conventional spectral representation of speech where the time and frequency resolutions are forced to be constrained by an inverse, trade-off relationship. However, one major inherent disadvantage of the auditory representation is the high data dimensionality and the possible additional variability associated with the high dimensionality. In order to interface such a representation to a speech recognizer, heuristic methods must be devised not only to reduce the data dimensionality but also to ensure that a set of assumptions made implicitly by the speech-modeling component of a speech recognizer can be reasonably well held. In Section II, in addition to a detailed description of the speech recognition experiments and of the results, several key issues related to the interface between auditory speech representation and speech modeling are discussed, with specific emphasis on the admittedly simplistic nature of the speech model we exploited-the hidden Markov model (HMM)-despite its popular status as the state of the art.
II. AUDITORY MODEL AND INTERPEAK INTERVAL HISTOGRAM
The speech analysis procedure we report in this work starts with passing the speech waveform through the composite auditory model. IHC model and generates instantaneous firing rates (IFR's) for further processing. The output of the composite auditory model, the simulated IFR in the AN fibers, is subsequently used to extract the interval statistics, which we believe is an important aspect of the robust temporal representation of the input acoustic signal in the auditory system. The interval statistics are constructed in the form of an interpeak interval histogram (IPIH). On the other hand, the same form of the IPIH can be built from the available population data on the IFR's recorded from AN fibers using the identical acoustic stimuli. By comparing the IPIH based on the physiological AN firing data with that generated from the simulated IFR data using a range of values for the model parameters, we are in a position to identify the key mechanisms embedded in the model and model parameters responsible for matching the neural IPIH data.
The IPIH construction method employed in this work is an improved version of the one first published by Secker-Walker and Searle [17] . The method is used to obtain robust interval statistics extracted from the IFR estimates occurring in either the actual or the simulated AN fibers. The method, as we have implemented it, is described briefly here. First, the intervals between peaks in the IFR's during short segments of the response are measured and counted. Since the IFR waveforms are not sufficiently smooth, autocorrelation of 10 ms segments of the IFR data is used to identify the peaks. The square root of the autocorrelation function is smoothed with a Hamming window, giving the smoothed root autocorrelation (SRA). This process is repeated every 3 ms to track the time-varying characteristics of the IFR's. The signed zero crossings of the first differences of the SRA is utilized to estimate the location of peaks in the IFR waveforms. The result of the above process is an interpeak interval signal for each IFR waveform. A histogram of the intervals occurring between the adjacent peaks within the first 5 ms of the SRA across all the simulated channels is constructed to form the IPIH.
In the IPIH construction, the amplitude of the peak at the start of the interval has been used as the weight to update the interval bin in the histogram. This implies that the IPIH formed has both synchrony and rate information encoded therein. For example, for a vowel stimulus there are high-amplitude resonances in the IFR waveforms around formant frequencies. As a result, the counts in the IPIH around the bins corresponding to the format frequencies are much higher than the counts around other bins, leading to a spikelike IPIH. This weighting procedure prevents the IFR waveform at frequencies far from the formant frequencies, which generally have a low-amplitude oscillation near their CF's, from contributing significantly to the final IPIH. Therefore, after the IPIH construction, there is no need to explicitly add the rate information to the histograms. Further, in order to prevent the IFR's that belong to high-frequency channels from dominating the final shape of the IPIH, only the first three intervals of each SRA are used in generating each individual histogram. This implies that the length of the analysis window for each channel of IFR is roughly proportional to 1/CF. Since channels of the BM model are almost logarithmically spaced along BM, the window length also varies logarithmically across the channels, having its minimum length at the high-frequency channels (channel 1) and the maximum at the last channel. To obtain an estimate of the spectrum of a speech segment, the IPIH data is averaged over the CF parameter for each segment. The aggregate IPIH data is used as a feature vector for analysis and modeling of the speech signals. We have performed detailed IPIH analysis for all manner classes of speech sounds from the TIMIT data base (both in clean and in artificially added noise), which, due to space limitation, will not be shown here.
III. SPEECH RECOGNITION EXPERIMENTS
A. Interval-Based Auditory Representation as Speech Preprocessor
The IPIH speech analysis results we have obtained demonstrated that the IPIH-based temporal representation preserves major acoustic properties of the speech utterances for all classes of English sounds in the magnitude-spectral domain, and that such a representation is robust to additive noise. One additional advantage of such a temporal representation over the conventional spectral representation (used for practically all modern speech recognition systems) in speech analysis is that the frequency resolution and time resolution can be controlled independently, rather than being constrained by an inverse, trade-off relationship. In our IPIH analysis, the time resolution is controlled by the frame size and by the overlap between adjacent frames, while the frequency resolution is independently determined by the number of cochlear channels set up in the model and by the bin width used to construct the IPIH. In principle, both the time and frequency resolutions can be increased simultaneously with no limits.
Despite these advantages, the IPIH-based temporal representation contains a much greater data dimensionality than that from the conventional magnitude-spectral analysis. Unfortunately, the current speech modeling methodology has not been advanced to the extent that the large data dimensionality required by the auditory temporal representation can be adequately accommodated and the data complexity associated with the large dimensionality be faithfully modeled. As such, heuristics-driven data dimensionality and complexity reduction methods have to be devised in order to interface the temporal representation of speech we have discussed so far 1 to any type of speech recognizer. We emphasize that such methods must be carefully tailored to the nature of the speech modeling component of the recognizer in order to achieve performance gain, and that as ever more powerful speech modeling technology emerges, these interfacing methods must adapt to the modeling component.
One particular heuristic method for complexity reduction of the IPIH representation of speech, which we have designed to specifically match the type of speech recognizer for use in this study, is described here. The speech model embedded within our recognizer is the conventional, context-independent, stationary-state mixture HMM 2 . Such a model requires that 1) the data inputs be organized to form a vector-valued sequence; 2) each vector in the sequence (i.e., a frame) contain an identical number of components that is relatively small (e.g., fewer than 40); and 3) the temporal variation of the vector-valued sequences be sufficiently smooth (except for occasional Markov state transitions, which occur at a significantly lower rate than the frame rate and much more so than the sample rate). To meet these requirements, we transform the IPIH representation of speech according to the following steps. First, the IPIH associated with each 10 ms time window (with a 50% overlap) is divided into a set of interval bands corresponding to the critical bands in the frequency domain. Each band contains a number of histogram bins, ranging from one for the high-frequency IPIH points to 15 for the low-frequency points. Second, the maximum histogram count within each interval band of the IPIH is kept while throwing out the remaining histogram counts. These maximum histogram counts, one from each interval band, preserve the overall IPIH profile while drastically reducing the data complexity. 3 Third, this simplified IPIH is subject to further data complexity reduction via a standard cosine transform, 4 resulting in what we call the IPIH-cepstrum (IPIC) vector. The IPIC vector sequence, one vector for each speech frame (frames being 5 ms apart) satisfies all the three requirements discussed above for the conventional HMM-based speech recognizer, and hence is used as our final form of the input feature to our speech recognizer.
To create a benchmark to evaluate the interval-based IPIC speech preprocessor, we use the most popular mel frequency cepstral coefficients (MFCC's) to run the otherwise identical speech recognition experiments described below.
B. Experiment I: Speaker-Independent Vowel Classification
In this first set of experiments, the speech data employed to evaluate the new IPIC speech preprocessor are eight vowels, (=aa=; =ae=; =ah=; =ao=; =eh=; =ey=; =ih=; =iy=), extracted from the speaker-independent TIMIT corpus. Tokens of the eight vowels (clean speech) from 40 male and female speakers (a total of 2000 vowel tokens) are used for training, and those from disjoint 24 male and female speakers (a total of 1200 vowel tokens) for the mixture HMM-based classifier evaluation. For evaluation purposes, both clean vowel tokens and their noisy version artificially created by adding white Gaussian noise with varying levels of SNR are used as test tokens. The larger number of HMM states of the IPIC-based classifier than that of the MFCC-based one is likely due to the higher sampling rate and more frequent frame updates of the former system. For both classifiers, we augmented the corresponding feature vectors with their first time-derivatives, as it is commonly done in most modern speech recognizers. The choice for these parameters has been made through a series of experiments that produce empirically superior classification rates than other choices of the model parameters. 5 Fig . 1 showns the classifier performance results, organized as the classification rate as a function of the SNR level of the test vowel token and of the type of the speech preprocessor. The results demonstrate that the IPIC-based preprocessor consistently outperforms the MFCC-based counterpart over a wide range of the SNR level (0 to over 16 dB). Only for near-clean vowels (20 dB SNR level), the two preprocessors become comparable in performance.
C. Experiment II: Speaker-Dependent CV Syllable Recognition
In the second set of experiments, speaker-dependent speech materials are used for recognizer performance evaluation. The task domain of the recognizer is a total of 18 CV syllables where C encompasses six stop consonants /p/, /t/, /k/, /b/, /d/, and /g/, and V encompasses three cardinal vowels /i/, /a/, and /u/. All the syllables are uttered with a short intervening pause by native English speakers in a normal office environment. 6 This task was chosen because of its speaker-dependent nature, which complements the speaker-independent results described in Experiment I, and also because stop confusion is a particularly difficult problem identified from earlier studies [26] .
Speech data used in this set of experiments were collected locally from two male speakers, each uttering 16 repetitions of each of the 18 CV syllable. The hyper-signal software package running on an IBM-PS2 was used to collect time-domain data sampled at 16 kHz. Automatic end-point detection was carried out using the energy function calculated directly from speech waveforms based on methods described in [27] . Eight tokens (repetitions of the same word) were used for training and 14 disjoint tokens for each of the 18 CV syllables were used for testing. The same type left-toright mixture HMM's as in Experiment I are used for the speech recognizer performance evaluation. Just as for Experiment I, the optimal parameter sets for each of the two recognizers are determined first. Empirical optimization determines that S = 8; M = 1; and CEP = 15 for both of the recognizers. 7 Fig . 2 shows the recognition accuracy for the MFCC-based and IPIC-based recognizers (averaged for two different speakers), plotted as a function of the SNR level in the test syllable tokens. Similar conclusions to those from the previous speaker-independent experiments can be reached here: the IPIC-based processor consistently outperforms the MFCC-based one over the SNR level ranging up to 25 dB; however, the superiority disappears for near-clean test tokens (30 dB SNR and above in this case).
IV. DISCUSSION AND CONCLUSION
One major contribution of this study is the demonstration of noise robustness in the temporal representation of the speech sounds from both speaker-independent and speaker-dependent speech recognition experiments. The experimental results show that the auditory intervalbased preprocessor consistently outperforms the acoustic MFCCbased counterpart over the SNR range at least up to 16 dB. 8 Our speech recognition results serve as additional evidence to several earlier studies (e.g., [19] , [28] , [29] , [30] - [32] ), demonstrating that the auditory-based front ends to traditional HMM speech recognizers outperform conventional spectra-based front ends in presence of low SNR additive white noise, and that the two types of the front 7 Unimodal Gaussian HMM (M = 1) suffices for optimal performance here, due likely to the facts that the speech data are speaker dependent and that the each HMM represents the whole syllable as the speech unit. 8 The authors would like to clarify that the speech recognition results reported in Section II only provide average performance for two limited recognition tasks (vowel and CV syllable discriminations). These limited results have not been able to provide diagnostic information about the auditory representation of speech as intended in the studies of [28] and [29] . ends are comparable in performance for clean speech. In particular, the ensemble interval histogram (EIH) representation of speech as studied in [19] , [28] , and [29] is conceptually similar to the IPIH representation we studied as reported in this paper, with differences lying in our use of more biomechanically motivated BM model including explicit nonlinear damping components, and in different ways of using the temporal information contained in the AN firing pattern to construct the interval representations. Our approach that has been rich in detailed modeling of the biophysical and physiological processes of the auditory system contrasts with the EIH approach that has been largely functional in nature. It is this unique characteristic of our physical modeling approach that enables us to closely match the IPIH's constructed from population AN response data to the identical speech sounds used for the modeling purpose.
In this study, we demonstrate a promising direction of exploring properties and constraints of the auditory system as a guiding principle for processing the speech signal in advanced speech recognition system design. Our experimental results on clean speech recognition have not been as successful as those for noisy speech. This is apparently caused by two competing factors working against each other. On the one hand, the independent specification of the time and frequency resolutions in speech preprocessing offered by the auditory interval-based representation allows potentially unlimited analysis resolutions for both time and frequency. (Recall that in our specific IPIH construction, the frequency resolution is set up by the spacing of the cochlear channels and by the bin width for the interspike intervals, and both are independent of the analysis frame size and frame rate.) On the other hand, however, the simultaneously greater resolutions enabled by the auditory representation are necessarily linked to a greater data dimensionality, causing problems even for the stateof-the-art speech modeling component of any recognizer. Lack of signal modeling power and rather rigid requirements for the input data are the main limitations associated with the most advanced HMMbased speech modeling tools available to date. Our previous work has been devoted to overcoming these limitations by generalizing the conventional HMM from its current quasistatic formulation to a dynamic (nonstationary) one [33] , [34] . Unfortunately, our development of the speech-modeling component has not advanced to the level that the potential for unlimited time-frequency resolutions associated with auditory processing can be effectively utilized. It is our belief that any success from incorporating hearing science into the speech recognition technology must come from integrated investigation of faithful representation of speech at all levels of the auditory system and of the modeling component of the overall recognition system capable of taking full advantages of the information contained in the auditory representation. This integrated approach is one major research direction we are currently pursuing.
