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Abstract 
This thesis is focused on two fields of robust control and periodic control, 
in which several significant issues are addressed and completely or essentially 
solved. 
In the field of robust control, we devote our attention to the following gen-
eral problem: Given two performance indices or two measures which depict and 
reflect two different aspects of robustness , respectively, does there exist a single 
compensator for a scalar linear time-invariant (LTI) plant such that the two 
performance indices can be achieved in the feedback system? The three specific 
cases of this general problem of which we offer an in-depth treatment correspond 
to three measure pairs of sensitivity-gain margin, sensitivity-phase margin and 
sensitivity-complementary sensitivity, respectively, where the performance in-
dices are assumed to be expressible in terms of inequality constraints. In each 
case, all the pairs of performance indices are completely and explicitly char-
acterized which can be simultaneously gained in a closed-loop system in the 
context of LTI control. With these characterizations, some important proper-
ties concerning design tradeoffs or conflicts between two different measures are 
revealed, one of which states that for a nonminimum phase plant , sensitivity 
minimization will result in the closed-loop gain margin less than or equal to the 
square root of its minimum whereas gain margin maximization will lead to an in-
finite sensitivity. Further, some constrained optimization problems with regard 
to two robustness measures, including the problem of sensitivity minimization 
subject to a gain margin constraint, are intensively investigated. 
In the other field of periodic control, studies are conducted into three dif-
ferent topics . The first topic is robustness enhancement of LTI systems by use 
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of periodic control. A kind of digital controller with all its components time-
invariant except a periodic gain is presented and shown to possess the capabil-
ity of achieving an arbitrarily large gain margin for a nonminimum phase LTI 
continuous-time system. The effect of the sampling period on the gain margin 
is theoretically analyzed in the scalar case. It is also discovered that for non-
minimum phase discrete-time plants, periodic controllers can reduce conflicts 
between sensitivity minimization and gain (or phase) margin maximization as-
sociated with LTI controllers in the sense that an arbitrary gain (or phase) 
margin can be achieved without causing a large sensitivity by using a periodic 
time-varying controller. The second topic is concerned with the problem of 
stabilization and pole assignment of a linear periodic discrete-time system by 
periodic output feedback. The approach to solve such a problem involves iden-
tifying it as a decentralized control problem for a multi-channel system with 
direct control feedthrough and tackling the latter problem, which is of indepen-
dent interest in the field of decentralized control. In the last topic, we consider 
finite horizon linear quadratic optimal controllers of open loop nature for a 
discrete-time system. Their closed-loop asymptotic stability and performance 
properties are discussed when the controllers are extended in a natural way 
(receding horizon) to become a periodic state feedback law. Several results are 
derived . In passing, the existence problem of a monotonically or cyclomonoton-
ically nonincreasing solution of a Riccati difference e<pation is also dealt with 
in view of important connections between such a solution and stability. 
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c nxm n X m matrices over the field of complex numbers 
cnxm[s] 
n x m polynomial matrices over the field 
of complex numbers 
1) open unit disk 
fJ1) unit circle 
tJ closed uni t disk 
1)r the disk of radius r 
8(1)) set of functions which are analytic and 
strictly bounded by 1 on 1) 
8(tJ) set of functions which are analytic and 
strictly bounded by 1 on tJ 
H open right half plane 
II closed right half plane including the point at infinity 
k {1,2, ... ,k} 
A(A) set of eigenvalues of the matrix A 
IR field of real numbers 
IRnxm 
n x m matrices over the field of real numbers Ii 
RHP right half plane 
II 
111100 HOC) norm Ii 
II X'r transpose of X 
X * Hermitian conjugate of X 
x complex conjugate of x 
~ set of nonnegative integers 
I· /l. 
equal to, by definition 
0 the empty set 
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Chapter 1 
Introduction 
1.1 Motivation of Thesis 
Design of control systems usually involves a number of constraints which are 
simultaneously imposed. The constraints can be classed into two types: (i) The 
controller has prescribed properties. (ii) The closed-loop system meets perfor-
mance specifications. Essentially, the objective of designing a controller is to 
satisfy a given set of constraints simultaneously. In practice, there are various 
sets of constraints which may be encountered and different constraints tend to 
have the potential to support or conflict with each other. For example, given 
a nonminimum phase linear time-invariant (LTI) plant , if controllers are re-
stricted to being LTI, the closed-loop gain margin must be bounded above to 
ensure closed-loop stability, which reflects a kind of interaction between the LTI 
constraint on the controller and the gain margin constraint on the closed-loop 
system. It is therefore of primary importance to study the compatibility and 
conflict between a number of constraints of practical interest, and thereby un-
derstand what are the fundamental tradeoffs possible in design. In this thesis , 
of particular concern are such constraints as linearity, time-invariance, periodic-
ity, structure on the controller, and stability, robustness specifications , criterion 
optimality on the closed-loop system. Specinc problems addressed which deal 
with a combination of several constraints are identified as follows. 
1 
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Robustness is a central feedback property and is depicted by many aspects 
such as sensitivity (the maximal magnitude of a sensitivity function), comple-
mentary sensitivity (the maximal magnitude of a complementary sensitivity), 
and gain/phase margins. These robustness measures have played a key role in 
classical feedback design. More specifically, sensitivity quantifies the ability to 
reject output disturbances , to track references, and sensitivity to small additive 
parameter variations and is desired to be as small as possible. In parallel to the 
sensitivity, the complementary sensitivity quantifies the capacity to suppress 
sensor noise and is also used as a measure of stability margin. Likewise it is de-
sired to be small. The other two robustness measures , i.e. gain/phase margins, 
quantify sensitivity to real multiplicative gain variation and to delay variation, 
respectively, and both are desired to be large. 
Individual aspects of robustness have been well studied and understood. For 
instance, the problem of finding an LTI controller for an LTI plant so that the 
weighted closed-loop sensitivity is minimized or is less than a prescribed quan-
tity has been discussed and solved by interpolation theory or functional analysis 
techniques in many references, e.g. see [9, 24, 34, 30, 55]. Also, the problem 
of gain margin maximization by feedback has been considered in [26, 27] and 
solved in [45,34] . However, attention paid to studies into design tradeoffs among 
different respects seems quite inadequate in the control literature so far. Rel-
atively very few results have been obtained in this direction. Perhaps one of 
the major reasons is the lack of appropriate analytic tools. Basically, there are 
only two typical classes of design tradeoff problems which have received con-
siderable investigation. One class is principally concerc.ed with design tradeoffs 
between sensitivity in one frequency range and sensitivity at other frequencies . 
Freudenberg and Looze [25] have indicated that sensitivity. reduction in one fre-
quency range necessarily leads to sensitivity increase at some other frequencies 
in the presence of open right half plane zeros. There is a similar tradeoff result 
1.1. Motivation of Thesis 3 
for complementary sensitivity. O'Young and Francis [43] have considered the 
calculation of the infimal sensitivity over some frequency range subject to the 
constraint that sensitivity satisfies a global bound at all frequencies. The other 
class of analyses pertains to tradeoffs between sensitivity and complementary 
sensitivity which are conflicting due to the fact that their sum is identical to 
1 at all frequencies. Most of the work on this subject, see [20 , 39, 48], has 
been focused on minimizing a weighted combination of the sensitivity and its 
complementary sensitivity rather than simultaneously achieving two respective 
objectives on each of them. 
One of the challenges taken up in this thesis is to solve three kinds of simul-
taneous design problems with respect to sensitivity combined with gain margin, 
phase margin or complementary sensitivity in the context of LTI control. We 
shall relate sensitivity to either of gain/phase margins and complementary sen-
sitivity, and explore tradeoffs between the two measures from a design point of 
view. The basic problem studied in the thesis can be formulated as finding a 
single stabilizing LTI compensator for an LTI plant so that the closed-loop sys-
tem satisfies a tolerance on one measure and a tolerance on another prescribed 
in advance. Tackling such a problem enables one to reveal what happens to the 
other when one measure is optimized. 
The reformulation of the concerned problems as particular cases of an ab-
stract interpolation problem with real and rational constraints on solutions turns 
out to be an important starting point of our work. The interpolation problem 
is to find an analytic function mapping the closed extended right half plane to 
a simply connected domain X with at least two boundary points and satisfying 
certain interpolation conditions. The necessary and sufficient condition for the 
solvability of this problem has been given by Khargonekar and Tannenbaum 
[34]. However, it should be pointed out that their condition is not always suffi-
cient for the solvability of the same problem with real and rational constraints 
I! 
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on solutions although it is in the situation where the conformal equivalence from 
the unit disk to X is rational. That situation indeed happens for certain sim-
ple robust control problems, e.g. the gain margin problem and the sensitivity 
problem, as treated in [34]; but, it is not the case when one considers more 
complicated problems such as the phase margin problem and other combined 
robust control problems. Thus, in order to apply the interpolation method pre-
sented in [34] to these problems, we first need to ensure that this method does 
not cause the problem of complexity or irrationality of solutions in more general 
cases. 
It is intuitively understandable that the less the constraints on controllers, 
the easier it is to achieve satisfactory closed-loop properties. As a special form 
of linear time-varying control, linear periodic control is one main approach to 
control linear periodic plants. Moreover, since periodic control has substantially 
more degrees of freedom than LTI control, it is natural to expect that when used 
for the control of LTI plants, periodic control may overcome some limitations 
associated with LTI control. 
It is of practical significance to know in what aspects and to what extent pe-
riodic controllers are superior to time invariant controllers. In particular, does 
periodic control offer more advantages than conventional control in the respect 
of robustness? This question has drawn increasing a~tention in recent years. 
For instance, Khargonekar et al. [33] indicated the capability of periodic com-
pensators improving arbitrarily the gain margin for scalar discrete-time LTI 
bicausal plants and Lee, Meerkov, and Runolfsson [40] proved a similar gain 
margin result for scalar continuous-time LTI plants with periodic continuous-
time dynamic compensators with a particular form. More recently, Francis 
and Georgiou [23] showed that for a discrete-time LTI pl<\-nt, LTI dynamic pre-
compensation with decimation of the plant output (which is equivalent to use 
of a periodic dynamic compensator) can arbitrarily place nonzero zeros of the 
1.1. Motivation of Thesis 5 
resulting system. Using this idea, they generalized the gain margin result in 
[33] to the multivariable continuous-time case. In another direction, Kabamba 
[30] exhibited advantages of periodic output feedback based on the use of gen-
eralized sampled-data hold functions (GSHF) over LTI compensation for such 
purposes as simultaneous pole assignment and decoupling. In contrast to all 
these favorable aspects of periodic compensation, one unfavorable aspect was 
also revealed in [33] and [19]. Namely, any linear time varying controller cannot 
improve the minimal sensitivity associated with LTI compensation for an LTI 
discrete-time system. 
We shall explore another advantage of the use of a GSHF -the gain margin 
improvement. In doing so, a periodic GSHF dynamic compensator is presented 
and shown to be able to achieve an arbitrarily prescribed gain margin for a 
multivariable continuous-time plant. Such a periodic compensator has a major 
distinction from the compensator used in [23]; that is, periodicity of the latter 
occurs in dynamic components while periodi::ity of the former occurs only in 
its GSHF gain with any dynamic components time-invariant. Evidently, this 
difference implies that the former compensator may be more easily implemented 
in practice than the latter. In addition, the use of a GSHF compensator can 
make it easier to analyze the effect of the sampling time on the gain margin. 
As will be displayed in the thesis, the most serious conflict between gain/phase 
margins and sensitivity for a non minimum phase LTI plant using LTI compen-
sation seems that gain/phase margins maximization will lead to an arbitrarily 
large sensitivity. In this way, an interesting question naturally arises as to 
whether periodic compensation can overcome or reduce this conflict associated 
with LTI compensation. Our answer to this question shows that the use of pe-
riodic compensation can arbitrarily improve the gain or phase margin and keep 
the sensitivity bounded at the same time. 
One of the most important recent contributions to linear periodically varying 
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discrete-time systems has been the establishment of a "categorical" equivalence 
between periodic discrete-time systems and a class of LTI discrete-time systems 
with direct control feed through [33]. As a significant implication of this equiva-
lence, the problem of stabilizing a periodic plant or pole-assigning its transition 
matrix using a periodic compensator can be reduced to that of stabilizing or 
pole-assigning an LTI plant with direct control feedthrough using an LTI com-
pensator with a lower block triangular constraint on the value of its transfer 
matrix at the point of infinity. The periodic compensator resulting from a con-
ventional LTI compensator by the equivalence is generally complicated. Among 
controllers with simpler structure is linear periodic output feedback which only 
uses current measurements at each time. Such a periodic feedback has not yet 
been studied. In particular, an interesting question is when and how a peri-
odic discrete-time plant can be stabilized by periodic output feedback. With 
its LTI representation, it turns out that the problem of stabilizing a periodic 
system by periodic output feedback can be reduced to that of stabilizing a multi-
channel system with direct control feedthrough by decentralized static output 
feedback. Thus, by characterizing general proper multi-channel systems which 
can be made stabilizable and detectable through a single channel by decentral-
ized output feedback, we can eventually reach an extension of the well-known 
result in [35] to the periodic case. 
In discrete-time linear quadratic optimal control, there are usually three 
different types of regulation design criteria, an infinite horizon criterion, a fi-
nite horizon criterion and a receding horizon one. The controllers resulting 
from optimizing these criteria are an infinite horizon controller, a finite horizon 
controller and a receding horizon one, respectively. Both an infinite horizon 
controller and a receding horizon one are of closed-loop and time-invariant na-
ture while a finite horizon controller is generally of open loop and time varying 
nature. On the other hand, a finite horizon controller and a receding horizon 
1.2. Structure of Thesis 7 
one are more easily computed than an infinite horizon controller because the 
former two only involve iterating a Riccati difference equation (RDE) while the 
latter involves solving an algebraic Riccati equation. Infinite horizon controllers 
have been well studied in the literature and have many well-known nice prop-
erties in respect of stability and robustness. For instance, they can guarantee 
closed-loop asymptotic stability under normal assumptions. Receding horizon 
control has attracted some attention quite recently although there are only a 
few results obtained. Up to now, the best result on stability is that the mono-
tonically nonincreasing nature of solutions of the RDE implies the closed-loop 
asymptotic stability of a receding horizon controller [4], and Theorem 3.1 in [54] 
is simply a direct consequence of this result. Perhaps the most natural exten-
sion of a finite horizon controller of open loop type to a periodic controller of 
closed-loop type can be brought about by applying the time varying feedback 
law periodically over an infinite interval. A study of closed-loop stability and 
performance properties of the resulting periodic state feedback constitutes our 
final topic in the thesis. 
1.2 Structure of Thesis 
This thesis is organized as follows. The next chapter gives preliminary results 
on interpolation theory which will playa fundamental role in Chapters 3-5, and 
an algebraic result which will find its application in Chapters 6-7. Chapters 3-5 
deal with the combined design problems with respect to the robustness mea-
sure pairs of sensitivity-gain margin, sensitivity-phase margin and sensitivity-
complementary sensitivity, respectively. Some related constrained optimization 
problems are also addressed to reveal the compromises of design and to indicate 
better the constraints imposed. Chapter 6 is concerned with how the use of 
dynamic compensation based on generalized sampled-data hold functions can 
arbitrarily improve the gain/phase margins of a nonminimum phase LTI plant , 
I 
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and the effect of the sampling time on the achievable maximal gain margin. Ad-
ditionally, it is shown that periodic control is superior to time-invariant control 
in reducing conflicts between sensitivity and gain or phase margin for a discrete-
time system. Chapter 7 is devoted to the problem of stabilization for a periodic 
discrete-time system using a kind of periodic controllers with a simple structure. 
A decentralized control technique for a multi-channel system with direct control 
feedthrough is developed and used to tackle the problem. In Chapter 8, con-
tributions are provided to the closed-loop stability and performance properties 
of periodic suboptimal regulators and receding horizon control as well. Several 
sufficient conditions are established for closed-loop stability. The conclusions 
are in Chapter 9 together with directions for future development. 
1.3 Point Summary of Contributions 
• Characterization of all the pair tolerances which C<'Lll be simultaneously sat-
isfied on sensitivity-gain margin, sensitivity-phase margin and sensitivity-
complementary sensitivity. 
• Minimization of sensitivity subject to a gain or phase margin constraint . 
• Maximization of gain/phase margins subject to a sensitivity constraint . 
• Discovery of important implications of sensitivity minimization on gain 
and phase margins, and of gain or phase margin maximization on sensi-
tivity. 
• Indication of the impossibility of simultaneousiy attaining the minimal 
sensitivity and the minimal complementary sensitivity. 
• Establishment of a simple one-to-one correspondence between the sensi-
tivity problem and the complementary sensitivity problem. 
• Use of the GSHF idea for arbitrarily improving gain margin. 
1.3. Point Summary of Contributions 9 
• Analysis of the effect of the sampling time on gain margin in implementing 
a GSHF compensator. 
• Reduction of the con:fl.ict between sensitivity and gain margin using peri-
odic control. 
• Stabilization and pole assignment of multi-channel systems with direct 
control feedthrough using decentralized control. 
• Application of the decentralized control technique to a periodic control 
problem. 
• Derivation of several sufficient conditions for the closed-loop stability of 
the periodic regulator resulting from a finite horizon criterion. 
• Examination of the infinite time performance of the periodic regulator. 
• Discussion of the existence of a monotonically nonincreasing solution to 
an RDE. 
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Chapter 2 
Mathematical Preliminaries 
2.1 Introduction 
This chapter is essentially preparatory in nature and contains few new results. 
Its main aim is to develop two mathematical techniques that will be used in the 
following chapters. Section 2.2 discusses solving a specific type of interpolation 
problem called the Basic Problem, of which many robust control problems turn 
out to be special cases. Section 2.3 deals with an algebraic problem which has 
applications in Chapters 6-7 and may be also of independent interest. 
2.2 Interpolation Theory 
Throughout this section, we make the following elementary assumptions. 
Assumption 1: PI' ... , Pn , Zl, ••• , Zm are distinct numbers in fI with the 
property: 
(2.2.1) 
Assumption 2: G C {: is a given simply connected domain with at least two 
boundary points. 
Having enforced the two assumptions, we will consider 
10 
- --
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2.2. Interpolation Theory 
Basic Problem: Find (if possible) a real rational analytic function S(s) 
fI -+ G satisfying the interpolation conditions: 
11 
S(PJ = 0, i = 1, ... , nand S(Zi) = 1, i = 1, . .. , m. (2.2.2) 
The following result is quite obvious. 
Theorem 2.2.1 
(i) In case P = Z = 0, the Basic Problem is always solvable,o 
(ii) in case P = 0 and Z =I 0, the Basic Problem is solvable if and only if G 
contains 1,0 
(iii) in case P =I 0 and Z = 0, the Basic Problem is solvable if and only if G 
contains O. 
s 
H---------~~G 
D -----___ ---1~~ D 
F 
Figure 2.2.1: Commutative diagram. 
In the nontrivial case where P =I 0 and Z i= 0, it is clear that the Basic 
Problem is solvable only if 0, 1 E G. Thus, in the remainder of this section we 
will make 
Assumption 3: P =I 0, Z =I 0 and 0,1 E G. 
To deal with this case, it is convenient to examine the cOIIUllutative diagram 
shown in Fig. 2.2.1, where cp(s): fI -+ i5 and B(s): G -+ 1) are conformal 
I' 
I 
I 
,I 
'I 
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12 Chapter 2. Mathematical Preliminaries 
equivalences. Their existence is the consequence of the famous Riemann Map-
ping Theorem [12J. Moreover, we can assume that the conformal equivalence 
()( 8) : G -t 1) satisfies the condition that ()(O) = o. We will choose 
8 -1 
c.p(8) =-
8+1 
as our conformal mapping from fJ onto D. It should be noted that the required 
()( 8 ) may be very difficult and even impossible to construct if the domain G is 
too irregular. 
Since the above commutative diagram implies a one-to-one correspondence 
between Sand F via the relations 
F = () 0 SO c.p-I and S = ()-I 0 F 0 c.p, (2.2.3) 
the Basic Problem with the removal of the real and rational constraint on its 
solution is equivalently reduced to a special case of the Nevanlinna-Pick (N-P) 
interpolation problem: 
Special Problem: find a function F(8) E 8(D) satisfying 
where 
i = 1, ... , n 
i=n+1, . . . , n+m 
c.p(Pi ) , i = 1, ... , n 
c.p(Zi-n), i = n + 1, ... , n + m. 
(2.2.4) 
(2.2.5) 
Let us first discuss the solvability of the Special Problem. To do this, Define 
Q ~ sup {, > 0: ::I F( 8) E 8(D) satisfying the condition (2.2.7)} (2.2.6) 
F( .) = {O, i = 1, ... , n a,. . 
" z=n+1 , ... , n+m (2.2.7) 
Then, we can claim that the necessary and sufficient condition for solvability of 
the Special Problem is 
1()(1)1 < Q . (2.2.8) 
- -
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where O(s) is any conformal equivalence from G onto D which satisfies the 
condition 0(0) = O. In fact , by the definition 0': a, the sufficient part is obviously 
true. Now suppose the Special Problem is solvable. That is to say, there exists 
a function F(s) E 8(t5) satisfying (2.2.4). Quite evidently, the maximum, 
denoted by M, of IF (s ) I in t5 is less than 1. It is easily seen again from the 
definition of a that 10(1)1 must be less than or equal to a. If 10(1)1 = a , choose 
a positive number € such that M + € < 1. Then Po ~ [Ct(~!f)] F(· ) is in 8 (t5 ) 
and satisfies 
P(ad = 0, i = 1, ... , nand P(ai) = aj(M + €), i = n + 1, . .. , n + m, 
which implies that a 2: aj(M + E) . This contradiction shows that 10(1)1 < a , 
i.e. (2.2.8) holds. 
Next, we move on to discuss the calculation of a in the general case. Given 
Si E D , i = 1, .. . , k, Sk+r E 8D, r = 1, ... , I, and bi E JR, i = 1, ... , k + I 
where all the s;'s are assumed to be distinct from each other and to satisfy 
(2.2.9) 
we are required to find 
a max ~ sup{-y > 0 : 3 F( s) E 8(t5) satisfying the following condition} 
(2.2.10) 
(2.2.11) 
By the classic N-P interpolation theorem, we know 
at ~ sup{-y > 0: 3 F(s) E 8(D) with F(s;) = ,bi , i = 1, .. . , k} (2.2 .12) 
= max{-y : A _,2 B 2: O} (2.2.13) 
where 
A~ [ 1 ] 
1 - SiSj i<Xi< ' 
B~ [ b·b· ] 1 - ' :iSj h i< · (2.2.14) 
I: 
I' 
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Obviously, al ;::: a max • Further, Khargonekar and Tannenbaum [34] have derived 
a simple formula for a max in terms of al and bk+l, ... , bk+1 as follows. But, 
their proof involves computing a complicated N-P matrix with a parameter 
and checking its positive definiteness when the parameter is sufficiently small; 
moreover, how to do all this is unclear from their paper. Here, we would like to 
offer another more direct and comprehensive proof for the formula. 
Lemma 2.2.1 ([34]) Let a max and al be defined as in (2.2.10) and (2.2.12), 
respectively. Then 
. (1 1 ) 
a max = mm at, Ibk+1I' ... , Ibk+ti . (2.2.15) 
Proof: From the definitions of amax and aI, it is quite clear that 
< . (1 1 ) 
amax - mm aI, Ibk+1I' ... , Ibk+ti . (2.2.16) 
We will prove the reverse inequality. To do this, choose arbitrarily a , with 
0<, < min (al, IbLll' ... , Ibk~ti)' (2.2.17) 
Let Wi = sd € for € > 1. Then Wi E 1), i = 1, ... , k + l, and 
where 
Ii ll. 
Au ll. 
Al2 ll. 
2.2. Interpolation Theory 
Since An is positive semidefinite, A _,2 iJ is positive semidefinite if and only if 
A22 - AI2All A12 is so. Denote the minimal eigenvalue of A22 by Af. From the 
Gershgorin theorem, it follows that 
implying 
But, 
hence, limf_l+ Af = 00. On the other hand, it is easily noted that AI2All Al2 
converges to a finite symmetric matrix as t tends to 1. Therefore, we can find 
an t > 1 so that A22 - AI2All Al2 is positive definite, or equivalently, A - ,2 iJ 
is positive definite. For this t, by the N-P theorem, there exists FE 8(1)) such 
that 
F(w;) = ,b;, i = 1, . .. , k + I. (2.2 .18) 
Define 
F(s) = F(s/t). (2.2.19) 
Then it is apparent that F(·) is in 8(15) and satisfying (2.2.11), which shows 
that a max 2:: ,. Since, is an arbitrarily chosen number satisfying (2 .2.17) , it is 
concluded that 
. (1 1 ) 
arnax 2:: mm aI, IbkHI' ... , Ibk+d . 
This, together with (2.2.16), yields (2.2.15). o 
Remark 2.2.1 The above proof actually provides a procedure for construct-
ing a function F(·) E 8(15) which satisfies (2.2.11) for, < a max • The procedure 
consists of three steps. The first step is to determine an t > 1 such that A -, iJ 
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is positive definite. The second one is to find a function FO E B(V) satisfying 
(2.2.18). In fact , all such functions can be explicitly parametrized, of which 
many are rational, see [34]. Lastly, the required function can be obtained from 
(2.2.19) and can become real rational because of (2.2.9). As a consequence, we 
can see that (2.2.8) is also the necessary and sufficient condition for the Special 
Problem to have real rational solutions. 
We now come back to discussion of the Basic Problem. It is observed from 
the second relation of (2.2.3) that a rational solution to the Special Problem does 
not necessarily imply a rational solution to the Basic Problem when 0-1 (.) is 
irrational. Nevertheless, under the assumption that 0-1 (.) is rational, a rational 
solution of the Basic Problem can result from a rational solution of the Special 
Problem via the second relation of (2.2.3). This rational solution can in turn 
yield a real rational solution to the Basic Problem because of (2.2.1). This 
observation shows that in case 0-1 (.) is rational, the Basic problem is solvable 
if and only if (2.2.8) is valid. The major drawback of this result is that its 
prerequisite that 0-1 (.) be rational is rather demanding and only holds in some 
simple situations, as treated in [34]. We need to avoid this assumption in order 
for the result to be applicable to more complicated cases. The following result 
achieves this purpose. 
Theorem 2.2.2 Let Assumptions 1-3 hold. Suppose that there exists a confor-
mal equivalence O(s): G ~ V such that 
O(s) = O(s) and 0(0) = O. (2.2.20) 
or such that 0-1(.) is rational and 0(0) = O. Then, the Basic Problem is solvable 
if and only if 10(1)1 < a, where a be defined as in (2.2.6). 
To prove this result, we need an auxiliary result as follows. 
-
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Lemma 2.2.2 ([51]) Let V be a closed simply connected domain whose bound-
ary consists of a finite number of non-intersecting rectifiable Jordan curves. Let 
the sequence 111, ... , 11k be given, interior to V. Let the function f (s) be ana-
lytic in V. Then there exists a sequence of rational functions r N (s) analytic in 
V such that 
2. lim rN(s) = f(8) uniformly for 8 on V', 
N_oo 
where V'is an arbitrary closed set interior to V. 
Proof of Theorem 2.2.2: Clearly, it suffices to prove Theorem 2.2.2 un-
der the assumption that there exists a conformal equivalence ()( s) : G --t 1) 
satisfying (2.2.20). Note that the necessary part is obvious from the above 
discussion. 
Now suppose 1(}(1)1 < a. Then from Remark 2.2.1, it is not hard to see that 
for a sufficiently small E > 0, there exists a real rational function FoO such that 
So (8) = f)-I 0 Fo 0 cp is an analytic function mapping from H! to G and satisfying 
the interpolation condition (2.2.2), where 
Note that H is interior to H!. Since So(H!) ~ {So(s): s E H!} is a bounded 
and closed subset in the open set G, the distance d between the set 50 (H!) and 
the boundary of G must be positive. In addition, it is evident that 
{x E 4::: Ix - 50 (8)1 < d for some 8 E H!} C G (2.2.21) 
From Lemma 2.2.2, it follows that there exists a rational function analytic in 
H! satisfying (2 .2.2) such that 
Ir(8) - 50 (8)1 < d, 'Is E H, (2.2 .22) 
-18 Chapter 2. Mathematical Preliminaries 
which implies from (2.2.21) that r(s) maps II to G. Define 
8(s) = ~ [r(8) + r(s)] . 
Quite evidently, 8(s) is a real rational analytic function defined in II. Owing 
to (2.2.1), 8(s) satisfies the interpolation condition (2.2.2). To see that S(s) 
maps II to G, observe that SO(8) = So(s) by the assumption 0(8) = O(s) and 
the reality of Fo(·) and <p(.). Thus using (2.2.22) yields that 
IS(s) - 80 (s)1 ::; ~ [lr(8) - 80 (8)1 + Ir(s) - So(s)l] < d, \Is E II. 
As a consequence of (2.2.21), it follows that S(II) c G. In this way, the suffi-
ciency is concluded. 0 
Corollary 2.2.1 If G is further assumed to be symmetric with respect to the real 
axis, i. e. G = {8: s E G}, then there exists a conformal mapping O( s): G -+ 1) 
such that the Basic Problem is solvable if and only if 10(1)1 < Ci. 
Proof: By Theorem 2.2.2, it suffices to show that there exists a conformal 
equivalence O(s) : G -+ 1) satisfying (2.2.20). From the Riemann Mapping 
Theorem, there indeed exists a unique conformal equivalence O( s) : G -+ 1) 
satisfying 
0(0) = 0 and 0'(0) > o. (2.2.23) 
On the other hand, it can be routinely verified that Oo(s) ~ 0(8) is also a con-
formal mapping from G onto 1) with 8~(s) = 0'(8) and thus satisfies (2.2.23). 
By uniqueness, it follows that Oo(s) = O(s). Thus, O(s) meets (2.2.20). 0 
Remark 2.2.2 If II in the formulation of the Basic Problem is replaced by 
the complementary set of 1), Theorem 2.2.2 remains valid provided that ai's, 
are defined by (2.2.5) with the new <p(s) ~ l/s. 
Remark 2.2.3 The formula (2.2.15) can be used to compute Ci by rearranging 
the sequence of the pair set 
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as 
so that Si E 1), i = 1, ... , k and Si E (1), i = k + 1, ... , n + m. Moreover, 
some important properties of a can be drawn. 
Lemma 2.2.3 With Assumptions 1-3 enforced, let a be defined as in ( 2 . 2 . 6) . 
Then a equals 1 if and only if P n H = 0 or Z n H = 0. 
Proof: Assume that P n H = 0. That is, ai E OD, i = 1, ... , n. Thus 
from Lemma 2.2.1 that a = 1. A similar argument can lead to a = 1 under the 
assumption that Z n H = 0. We are in a position to show that if P n H =1= 0 
and Z n H =1= 0, then a < 1. To do this, Let Pi E P n Hand Zj E Z n H. 
Correspondingly from (2.2.5), ai, an+j E 1). Define 
a ~ sup b > 0: :3 F(s) E 8(1)) satisfying F(ad = 0, F(aj+n) = , }. 
Clearly, a ~ a. Applying the formula (2.2.13), we obtain 
l-ai~n+j ] > 0 
1-0'2 - , 
l-an+jan+j 
implying that a < 1. Hence, it follows that a < 1. This completes the proof. 0 
Corollary 2.2.2 With the same hypothesis as in Theorem 2.2.2. IfP n H = 0 
or Z n H = 0, then the Basic Problem is solvable. 
Generally, an exact formula for a is too complicated to calculate, particu-
larly when the number of interpolation points is very large because the formula 
(2.2.15) in essence involves solving an eigenvalue problem. In addition, it is 
hard to gain an insight into the effect of the distribution of the interpolation 
points on a directly from the formula. Therefore, it is desirable to get some 
useful bounds for a. An upper bound for a has been obtained in [34J. A lower 
bound for a is given in the following result. 
II 
I: 
Ii 
Ii 
II 
I i 
Ii 
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Lemma 2.2.4 Let a be defined as in (2.2.6) with lail < 1, i = 1, 2, ... , n+m. 
Then 
(2.2.24) 
Proof: See Appendix A. o 
2.3 An Algebraic Result 
This section is devoted to discussion of a purely algebraic problem and serve 
purpose of keeping subsequent work clear. To begin with, we introduce the 
following definition. 
Definition 2.3.1 Suppose that the validity of a statement is dependent on a 
variable x which takes on values in a finite dimensional vector space . If the set 
of x for which the statement is false is a proper variety in the space, then the 
statement is said to be generically true with respect to x or to be true for almost 
all x. 
Remark 2.3.1 Given n statements which depend on a common variable x. 
If each statement is generically true with respect to x, then it can be shown 
that the n statements will simultaneously be generically true with respect to x. 
This property will be often used implicitly in the sequel. 
Let us now state the algebraic problem considered in this section: Given 2k 
polynomial matrices 
with the same row number, do there exist k constant matrices K 1 , . .. , Kk such 
that 
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is of full row rank for all s? 
In the constant case where all the polynomial matrices are restricted to being 
constant , the above problem has been solved in [1] by Anderson and Clements 
and the answer is given below. 
Lemma 2.3.1 Let Ai E ({;mXPi and Bi E ({;mxqi, i = 1, .. . , k. Assume 
that 2:7=1 Pi :2: m - v where v is a nonnegative integer. Then a necessary and 
sufficient condition for 
to be generically true with respect to (Kt, ... , K k ) E I17=1 IRqiXPi is that for all 
non empty subsets <.p = {it, ... , i j } of k, 
rank[A· B · ... A- B · ] > m - v - ~ p . 
'1 '1 'j 'j - L...J ,. 
i E<pC 
We shall seek to extend the above result to the general case. In doing this, 
F denotes a fixed subset composed of a finite number of points in ({;. We first 
establish some auxiliary results. 
Lemma 2.3.2 Let D(s) E ({;mxm[s] and M(s) E ({;mxp[s], with D (s) nonsingu-
lar. Assume that q is an integer greater than or equal to 1. If 
rank[D(s) M(s)] = m and rankD(s):2: m - 1, \Is E F C (2.3.1) 
then 
rank[D(s) M(s)K] = m, \Is E F C (2.3.2) 
holds generically with respect to K E IRpxq. 
Proof: Since D(s) is nonsingular, the set A ~ {s E ({; : rankD(s) < m} 
is finite and 
rank[D(s) M(s)K] = m, \Is E AC (2.3.3) 
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holds for all K E lRPXq • Using Lemma 2.3.1, one can show from (2.3.1) that for 
any fixed sEA n Fe, 
rank[D(s) M(s)K] = m 
is generically true with respect to K E lRPXq , which implies that 
rank[D(s) M(s)K] = m, Vs E A n Fe (2.3.4) 
holds generically with respect to K E lRpxq . Combining (2.3.3) and (2.3.4) 
results in that (2.3.2) holds generically with respect to K E lRpxq • o 
Lemma 2.3.3 Let D(s) E (:mxm[s] and M(s) E (:mxp[s] with D(s) nonsingu-
lar. If 
rank[D(s) M(s)] = m, Vs E Fe, (2.3.5) 
then 
rank[D(s) + M(s)K] ~ m -1, Vs E Fe 
holds generically with respect to K E lRPxm • 
Proof: Lemma 2.3.3 is trivial for m = 1. Suppose it is true for m < k 
where k > 1. Let us prove Lemma 2.3.3 for m = k. To do this, without loss of 
generality we can assume that by elementary row operations the matrix D(s) 
has been transformed to the following form 
where dn (s) is a nonzero polynomial and D22 is of size (k - 1) X (k - 1). Since 
(2.3.5) implies 
it follows from the induction hypothesis that 
(2.3.6) 
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is generically true with respect to K2 E lRPx (k-1). Also, it is easily seen from 
Lemma 2.3.1 that D22(S) + M2(S )K2 is generically nonsingular with respect 
to K2 E lRPX (k-1). For any fixed K2 E lRpx (k-1) for which (2 .3.6) holds and 
D22(S) + M2(S)K2 is nonsingular, applying Lemma 2.3.2 to the pair {D22(S) + 
M2(s)K2, M2(S)} yields that 
holds generically with respect to K1 E lRPX1, which implies that so does 
Since K2 can be arbitrary in the complement of a proper variety, 
rank[D(s) + M(s)K] = k -1, Vs E Fe 
holds generically with respect to K E lRPxm . By induction, Lemma 2.3.3 is 
proved. o 
Lemma 2.3.4 Let D(s) E (;mxn[s]. If 
rankD(s) = m, Vs E Fe (2.3.7) 
then 
rankD(s)K ~ m - 1, Vs E Fe (2.3.8) 
holds generically with respect to K E lRnxm and 
rankD(s)K = m, Vs E Fe (2.3.9) 
holds generically with respect to K E lRnxp , where p > m. 
Proof: From (2.3.7) and Lemma 2.3.1, there exists an F E lRnxm such 
that D(s)F is nonsingular. Therefore, applying Lemma 2.3.3 to {D(s)F, D(s)}, 
we can readily conclude that (2.3.8) holds generically with respect to J( E lRnxm . 
I 
I 
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Now fix a I<l E IRnxm for which (2.3.8) and rank[D(s)I<ll = m hold, and 
apply Lemma 2.3.2 to the pair {D(s)I<t, D(s)}. Then we can establish that 
rank[D(s)I<l D(S)I<2] = m, Vs E F C 
holds generically with respect to I<2 E lRnx(p-m). Since I<l is almost arbitrary, 
it follows that (2.3.9) is generically valid with respect to I< E IRnxp. 0 
Remark 2.3.2 If p ::; m, (2.3.9) may not be valid generically with respect 
to I< E lRnxp . This can be illustrated by considering 
where D( s)I< obviously has at least one zero in (; for all I<. 
Lemma 2.3.5 Let D(s) E (;mxn[s] and M(s) E (;mxp[s] with D(s) =I O. If 
rank[D(s) M(s)] = m, Vs E Fe, (2.3.10) 
then 
rank[D(s) M(s)I<] = m, Vs E F C. 
holds generically with respect to I< E lRPxm . 
Proof: Firstly, we claim that for almost all I< E lRPxm , 
rank[D(s) M(s)I<] = m, Vs E F C n AC, (2.3.11) 
where A~{s E <C: rankD(s) < r} and r denotes the row rank of D(s) . 
Obviously, this claim is true for r = m. Now assume r < m. Then there exists 
a unimodular matrix P( s) such that 
where Dl(S) has size r x n with full row rank and M2(S) has size (m - r) X p. 
It is clear from (2 .3.10) that 
rankD1(s) = r > 0, Vs E AC and rankM2 (s) = m - r, Vs E F C 
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The latter implies from Lemma 2.3.4 that . 
rank[M2(s)K] = m - r, Vs E Fe 
is valid for almost all K E IRPxm. Since 
rank[D(s) M(s)K];:::: rankD1 (s) + rank[M2(s)K], Vs E (C, 
the claim mentioned above remains true for r < m. Next, we apply Lemma 2.3.1 
to {D(s), M(s)} and obtain that for each fixed point s E Fe, 
rank[D(s) M(s)KJ = m, 
holds generically with respect to K E IRPxm. Since A is a finite set, 
rank[D(s) M(s)K] = m, Vs E Fe n A 
holds generically with respect to K E IRPxm, which, together with (2.3.11), 
proves Lemma 2.3.5. o 
Lemma 2.3.6 Let D(s) E cmxn[s] and M(s) E Cmxp[s] with m < n. Then 
rank[D(s) + M(s)K] = m, Vs E Fe (2.3.12) 
holds generically with respect to K E IRPxn if and only if 
rank[D(s) M(s)] = m, Vs E Fe. (2.3 .13) 
Proof: Since 
rank[D(s) M(s)];:::: rank[D(s) M(s)] [k] = rank[D(s) + M(s)K], Vs E (C 
the necessity is valid. 
By Lemma 2.3.4, the sufficiency is valid if D( s) = O. Thus, it suffices to prove 
the sufficiency under the assumption that D(s) =I- O. We will do it by induction 
for m. From the following argument, it can be seen that the sufficiency holds 
: 
I 
: 
I 
II 
I 
i 
:' 
I 
I: 
II 
Ii 
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for m = 1. Suppose that the sufficiency holds for m < k. Let us show that it 
remains true for m = k. Note by assumption that r ~ rankD{s) > o. We might 
as well assume that [D{s) M{s)] is of the form 
[D{s) M{s)] = [D~{s) Z~i;~ ] (2.3.14) 
where DI (s) is of size r X n with full row rank and M2 ( s) is of size (k - r) X p. 
Then from (2.3.13), 
Thus by Lemmas 2.3.4 and (2.3.5), there exist FI E IRnxr and F2 E IRnx(n-r) 
with F ~ [FI F2] nonsingular such that 
(a) rank[DI(s)FI] is nonsingular 
It turns out from Lemma 2.3.3 that the two relations 
rank[DI{s)FI + MI{s)KI] > r -1, Vs E Fe 
rank[DI{s)FI + MI{s)KI] r 
(2.3.14) 
(2.3.15) 
hold generically with respect to KI E IRPxr. For any fixed KI for which (2.3.14) 
and (2.3.15) hold, choose a unimodular matrix Q{s) E q;kXk such that 
Q{s) [DI(s)FI + MI{s)KI DI{s)F2 MI{s)] = [N(s) RI{s) R2{S)] 
M2(s)KI 0 M2{s) 0 D'(s) M'{s) 
where N{s), D'{s) and M'{s) have sizes r X r, (k - r) X (n - r) and (k - r) X p, 
respectively. Owing to (2.3.15), N{s) is nonsingular. We temporarily assume 
that r < k. On noting that 
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one obtains 
rank[D'(s) M'(s )] = k - r , Vs E Fe. 
By the induction hypothesis, it follows that 
rank[D'(s) + M'(s)K2J = k - r, Vs E Fe. (2.3.17) 
holds generically with respect to K2 E IRPx(n-r). In fact, this remains true 
without need of the induction hypothesis for r = k which is implied by k = l. 
Now from 
[ J [ [
N(s) Rl(S) + R2(s)K2] Q(s){D(s) Fl F2 + M(s) Kl K2]} = 0 D'(s) + M'(s)K2 ' (2.3.18) 
it is shown that 
(2.3.19) 
holds generically with respect to K2 E IRPx(n-r) where 
A ~ {s E 4J: rankN (s) < r}, 
which is apparently a finite set. 
On the other hand, because of (2.3.14) and (2.3.16), applying Lemma 2.3.1 
to 
Al = [D1 (s)F1 + M1 (S)K1 ] , B - 0 A - [D1(S)F2] B - [M1(S)] 
M2(S)Kl 1 -, 2 - 0 ,2 - M2(S) 
yields that for any fixed s E Fe, 
k [Dl(S)Fl + M1(s)K1 Dl(S)F2 + M1(s)K2] = k ran M2(s)I(1 M2(s)I(2 
holds generically with respect to K2 E IRPx(n-r). Consequently, 
(2.3.20) 
holds generically with respect to 1(2 E IRPx(n-r). Combining (2 .3.19) and 
(2.3.20) readily establishs that 
ii 
I: 
II 
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holds generically with respect to K2 E lRPx(n-r). This evidently implies that 
rank[D(s)F + M(s)K] = k, 'lis E F C 
holds generically with respect to K E lRPxn because K t is almost arbitrary. 
Note that F is a fixed nonsingular constant matrix and 
rank[D(s) + M(s)K] = rank[D(s)F + M(s)KF], 'lis E (;. 
Therefore, it is concluded that 
rank[D(s) + M(s)K] = k, 'lis E F C 
holds generically with respect to K E lRPxn . Namely, the sufficiency is true for 
m = k. By induction, the proof of sufficiency is completed. o 
Actually, a more general result can be proved. 
Lemma 2.3.7 Let D(s) E (;mxn[s], M(s) E (;mxp[s] and N(s) E (;mxq[s] with 
rankD( s) > m - p - 11 where 11 is some nonnegative integer. Then 
rank[D(s) M(s) + N(s)K] ~ m - to, 'lis E FC (2.3.21 ) 
holds generically with respect to K E lRqxp if and only if both of the following 
conditions hold: 
rank[D(s) M(s) N(s)] ~ m - 11, 'lis E F C 
rankD(s) ~ m - p - 11, 'lis E F C • 
(2.3.22) 
(2.3.23) 
Proof: From Lemma 2.3.1, the necessity follows immediately. Now let us 
prove the sufficiency. First, choose a unimodular matrix P( s) such that 
P(s)[D(s) M(s) N(s)] = [Dt(s) Mt(s) Nt(s) ] 
o M2(S) N2(s) (2.3.24) 
where Dt(s) has size r X n with full row rank, and {M2(S), N2(s)} have sizes 
(m - r) x p and (m - r) X q. Define A ~ {s E (;: rankD(s) < r}. Then 
rankD(s) = rankDt(s) = r, 'lis E AC • (2.3.25) 
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In addition, it is apparent from (2.3.22) that 
If m - v - l' > 0, an (m - v - 1') X (m - 1') matrix Q(s) with full row rank exists 
such that 
Because of this and p > m - € - 1', it follows from Lemma 2.3.6 that 
holds generically with respect to K E 1R.qXp , which, together with (2.3 .25), 
implies that so does 
rank[D(s) M(s) + N(s)K] ~ m - € , \Is E AC n F C (2.3.26) 
(even if m - € - l' ~ 0). In view of (2.3.22) and (2.3.23) , on the other hand, it 
is seen from Lemma 2.3.1 that for any fixed s E FC, 
rank[D(s) M(s) + N(s)K] ~ m - € 
holds generically with respect to K E 1R.qxP . Recall that A is a finite set. Hence, 
rank[D(s) M(s) + N(s)K] ~ m - €, \Is E An F C (2.3 .27) 
holds generically with respect to K E 1R.Qxp • Combining (2.3.27) and (2.3.26) 
establishes that (2.3.21) holds generically with respect to K E 1R.Qx p • 0 
With the above preparations, we can come up with the main result of this 
section which gives a complete answer to the question raised in the beginning 
of this section. 
Theorem 2.3.1 Let Mi(S) E <emxpi[s] and ,Vi(S) E <emxqi[sL i = 1, ... , k. 
Assume that for any proper subset c.p = {ill .. . , ij } of k, 
rank[Mds) Nil (s) . . . Mij (S) N;;(s)] > m - L Pi. (2.3.28) 
i Ecpc 
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Then 
(2.3 .29) 
holds generically with respect to (K1 , ••. , K k ) E I17=llRqiXPi if and only if for 
any subset ep = {ill . .. ' i j } ofk, 
rank[Mil(S) Nil(S) ... Mij(S) Nij(s)] 2:: m - L Pi, Ys E Fe. (2.3.30) 
iEcpC 
Proof: The necessity follows immediately from Lemma 2.3.1 with v = o. 
Let us prove sufficiency by induction for k. The sufficiency is obvious for k = 1 
from Lemma 2.3.6. Suppose that sufficiency holds for k < n. It will now be 
shown that it remains true for k = n. 
First , we claim that the following conditions are satisfied simultaneously for 
almost all Kl E lRq1 XPl: 
rank[Ml(s) + N1(s)KIJ 2:: m - LPi) Ys E Fe 
i#1 
rank[Ml(s) + N1(s)K1 Mds) Ni1 (S) .. . Mij(s) Nij(s)] 
>m- L Pn Yep={i1 , ... ,ij }Cn\{1} 
iE{2 • .. . , n}\cp 
rank[Ml(s) + N1(s)Kl Mi1(S) Ni1 (S) ... Mij(S) Nij(s)] 
(2.3.31) 
(2.3.32) 
(2.3.33) 
2:: m - L Pi, Ys E Fe and Yep = {ill ... ) ij } en \ {1}(2.3.34) 
iE{2 ••..• n}\cp 
To verify this, observe from (2.3.28) and (2.3.30) that 
PI > m-LPi (2.3.35) 
i# 
rank[M1(s) N1(s)] > m-LPi (2.3.36) 
i#1 
rank[Ml(s) N1(s)] > m - LPil Ys E Fe. (2.3.37) 
i# 
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Thus, making the use of Lemma 2.3.1 with v = L:i;i:1 Pi - 1 and Lemma 2.3.7 
with D(s) = 0 and v = L:i#IPi yields that (2.3.31) and (2.3.32) hold generically 
with respect to /{l. Also, since for any subset cp = {iI, ... , i j } of n \ {I}, 
rank[Mil (s) Ni2 (S) .. . Mij(S) Nij (s)] > m - PI - .2: Pi 
iEn\cp 
rank[MI(s) Nt(s) Mil (s) Nil (s) ... Mij(S) Nij (s)] 
> m - .2: Pi 
iE{2, ... , n}\cp 
rank[Mil (s) Nil (s) ... Mij(S) Nij(s)] 
(2.3.38) 
(2.3.39) 
2:: m - PI - .2: Pi, Vs E F C (2.3.40) 
iE{2, ... , n}\cp 
rank[MI(s) NI(s) Mds) Nil (s) ... Mds) Nij(s)] 
2:: m - L Pi, Vs E F C , (2.3.41) 
iE{2, ... , n} \1" 
it is not hard to see from Lemmas 2.3.1 and 2.3.7 that (2.3.33) and (2.3.34) hold 
for almost all /{l. Now, fix /{l for which (2.3.31)-(2.3.34) are simultaneously 
satisfied. In view of (2.3.34) and (2.3.40), applying Lemma 2.3.1 gives that for 
any fixed point s E FC, 
holds generically with respect to (/{2, ... , /{n) E TIi::2 IRqiXPi . Note that 
is a finite set where r = rank[MI(s) + NI(s)Kt]. Hence, 
I 
rank[MI(s)+NI(s)/{1 M2(S)+N2(s)/{2 ... Mn(s)+Nn(s)/{n] = m, Vs E AnFc 
(2.3.42) 
holds generically with respect to (/{2, ... , Kn) E ITi=2 IRqiXPi. Next , it will be 
further shown that so does 
rank[MI(s) + Nt (s)Kt M2(s) + N2(s)K2 ... Mn(s) + Nn(s)Kn] 
= m, Vs E AC n FC. (2.3.43) 
II 
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To do this, choose a unimodular matrix P( s) such that 
P(s)[Mt(s) + Nt (s)Kt M2(S) N2(s) ... Mn(s) Nn(s)] 
= [D(s) Mt2(S) N12(s)··· Mtn(s) Ntn(s)] 
o M22(S) N22(S)··· M2n (s) N2n (s) 
where D(s) has size r X Pt and full row rank. Clearly, 
rankD(s) = r, Vs E AC • 
Without loss of generality, assume m - r > o. Then, it is easy to see from the 
above relation that for any subset c.p = {ill ... , ij } of n \ {I} and any point 
SEC, 
rank[ M2.d s) N2.il (s) ... M2.ij (s) N2,ij (s )] 
= rank[Mt(s) + Nt(s)Kt Mil (s) Nil (s) ... Mij(s) Nij(s)] - r 
which, from (2.3.33) and (2.3.34), implies 
rank [M2,il (s) N2.ds) ... M2,ij(S) N2.ij (S)] > m - r - E Pi 
iE{2 • ...• n}\ <,O 
~m-r-
iE{2 • ...• n }\<,O 
Consequently, from the induction hypothesis, 
holds generically with respect to (K2' ... , Kn) E I1i=2 IRqiXPi. On noting that 
rank[Mt(s) + Nt (s)Kt M2(S) + N2(s)K2··· Mn(s) + Nn(s)Kn] 
= rankP(s)[Mt(s) + Nt (s)Kt M2(S) + N2(s)K2··· Mn(s) + Nn(s)Kn] 
r + rank[M22(s) + N22(S)K2·· · M2n(S) + N2n (s)Kn], Vs E AC 
it can be seen that (2.3.43) holds for almost all (1(2, ... , Kn) E I1i:2 IRgiXPi. 
Combining (2.3.42) with (2.3.43) shows that the sufficiency holds for k = n. By 
induction, the sufficiency is proved. o 
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Corollary 2.3.1 Assume that {M;(s), N;(s)} are defined as in Theorem 2.3.1 . 
If {2.3.28} holds for any subset 'P = {it, ... , i j } C k, then there exists a finite 
subset F of~ such that {2.3.29} holds generically with respect to (K1' ... , J(k) E 
rr~ lRqiXPi .=1 . 
2.4 Conclusions 
Two independent mathematical problems have been addressed in this chapter. 
One problem is analytic and the other is algebraic. Based on the work of Khar-
gonekar and Tannenbaum [34], We gave a complete treatment of the analytic 
problem and also obtained some new results. Moreover, we deduced the neces-
sary and sufficient condition for the solvability of the algebraic problem. The 
significance of this chapter will show up in the sequel. 
Chapter 3 
The Combined Sensitivity and 
Gain Margin Problem. 
3.1 Introduction 
In control systems design, one of the most important objectives concerns ro-
bustness of feedback systems to uncertainty in plants and to disturbance inputs. 
Sensitivity (the maximal magnitude of a sensitivity function), and gain margin 
depict different aspects of this robustness. The former quantifies output distur-
bance rejection and sensitivity to small additive parameter variations while the 
latter quantifies sensitivity to real multiplicative gain variation [17, 25]. 
In general, it is desirable to design a controller to have as small as possible 
sensitivity and as large as possible gain margin. In view of this, two kinds of 
problems arise associated with sensitivity and gain margin, respectively. The 
sensitivity problem is to find a proper compensator such that the closed-loop 
sensitivity is less than some tolerance value and sensitivity minimization involves 
finding a proper compensator such that the closed-loop sensitivity equals or 
is arbitrarily close to the minimal attainable sensitivity. Similarly, the gain 
margin problem is to find a proper compensator to achieve some prescribed gain 
margin and gain margin maximization involves finding a proper compensator 
to achieve the maximal attainable gain margin. Up to now, all of the above 
problems have been discussed and solved individuaEy by many authors, see 
34 
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e.g. [24, 34, 30, 45, 46, 55]. However, relationships between the two kinds of 
problems have not yet been developed. In fact , one should care about sensitivity 
when one maximizes gain margin and in the same way one should care about 
gain margin when one minimizes sensitivity. 
The purpose of the chapter is to relate sensitivity to gain margin from a 
design point of view and to reveal tradeoffs between these two quantities by 
considering the following problem: Given a scalar plant, together with an up-
per bound on sensitivity and a lower bound on gain margin, find a stabilizing 
controller such that the two bounds are simultaneously fulfilled. 
The remainder of this chapter is outlined as follows. In the next section we 
give some preliminary results and formulate the combined sensitivity and gain 
margin (CSGM) problem. Section 3.3 is devoted to solving the CSGM problem. 
Section 3.4 discusses the sensitivity minimization problem subject to a gain 
margin constraint, its dual constrained gain margin maximization problem, and 
how sensitivity minimization and gain margin maximization conflict with each 
other. An example is presented in Section 3.E" and the chapter concludes with 
Section 3.6. 
3.2 Preliminaries and Problem Formulation 
Throughout the remainder of of this chapter and the next chapter, pes) will 
denote a scalar continuous time linear time-invariant (LTI) nominal plant. The 
set of all its closed right half plane (RHP) poles and the set of all its closed 
RHP zeros (00 possibly included) are given by 
(3.2.1) 
respectively. For simplicity, we assume that all Pi ' i = 1, ... , nand Z;, i = 
1, ... , m, have multiplicity 1. Let 3(P) denote the set of all proper LTI 
internally stabilizing compensators for the plant pes). 
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d 
r y 
~--n 
Figure 3.2.1: Feedback system. 
Consider the closed-loop configuration shown in Fig. 3.2.1, where C(s) E 
3(P). As usual, we define the sensitivity function: 
S(s) = [1 + P(S)C(S)tl (3.2.2) 
the sensitivity: 
R[C(s)] = IIS(s)lIoo = sup IS(s)1 
3EB 
(3.2.3) 
the gain margin: 
K[C(s)] = sup{b/a: 0 < a < 1 < band C(s) E 3(kP), Vk E [a, b]}. 
(3.2.4) 
Note that (3.2.2) determines a one-to-one correspondence between the com-
pensator and the sensitivity function. For a given plant, define the minimal 
sensitivity and the maximal gain margin as: 
rmin = inf{R[C(s)]j C(s) E 3(P)} (3.2.5) 
and 
kmax = sup{K[C(S)]j C(s) E 3(P)}. (3.2.6) 
Given the plant P( s), the sensitivity problem is to find a compensator C( s) E 
3(P) for a prescribed r > 0 such that there holds R[C(s)] :::; T , and the gain 
margin problem is to find a compensator C (s) E 3C P) to stabilize internally 
kP(s) for each k in a given interval [a , b] with 0 < a < 1 < b. Obviously, Tmin 
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equals the infimum of all such numbers r for which the sensitivity problem is 
solvable and kmax equals the supremum of ratios b/ a of all such pairs (a, b) for 
which the gain margin problem is solvable. In addition, it is not hard to see 
that if the gain margin problem is solvable for some pair (a, b), so is it for the 
pair (ka, kb) where k is an arbitrary number. This implies that the solvability 
of the gain margin problem only depends on the ratio b/a. Let us first briefly 
review the approach presented in [34] to solve the two problems. 
It is well known that the closed-loop system is internally asymptotically 
stable if and only if the sensitivi ty function S (s) meets the following properties: 
i) S (s) is real rational and analytic in fl; 
ii) S(p.) = 0, i = 1, ... , nand S(Zj) = 1, j = 1, ... , m. 
Thus, the sensitivity problem for r is equivalent to finding a function S( s) 
satisfying the above properties i) and ii) together with 
S(s) E 1'r~{S E q;: lsi < r}, Vs E fl (3.2.7) 
and the gain margin problem for the pair ( a, b) is equivalent to finding a function 
S ( s) satisfying i) and ii) together with 
S(s) E G(a, b) ~ q; \ {( -00, -a'l U rb', oo)}, Vs E fl (3.2.8) 
where a' ~a/(I- a) and b' ~ bleb-I). In other words, the sensitivity problem 
for r and the gain margin problem for the pair (a, b) are nothing but two special 
cases of the Basic Problem discussed in Section 2.2 corresponding to G = 1'r 
and G = G(a, b), respectively. The conformal mappings from 1'r to V and from 
G(a, b) to V found in [34] are given by 
r/s: 1'r -+ V 
_ (1_~/b')1/2 
1 l+s/a' . 
1 (1-S/b,)1/2' 
+ l+s/a' 
(3.2.9) 
G(a,b) -+ V. (3.2.10) 
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with 81 (0) = 82 (0) = O. By Theorem 2.2.1 and Theorem 2.2.2, it can be 
concluded that (i) in case Z = 0, the sensitivity problem for r > 0 is always 
solvable, and (ii) in case P = 0 and Z =/: 0, it is solvable if and only if r > 1, 
and (iii) in case P =/: 0 and Z =/: 0, it is solvable if and only if r > 1/ a while the 
gain margin problem for the pair ( a, b) is solvable if and only if 
1- Ja/b 
-----== < a 
1 + Ja/b (3.2.11) 
where a is defined as in (2.2.6), only depending on P and Z. As a consequence, 
the minimal sensitivity and the maximal gain margin can be obtained as follows: 
where 
{ 
0, 
1, 
l/a, 
{ 
00, 
- /3, 
if Z = 0 
if P = 0 and Z =/: 0 
otherwise 
if P n H = 0 or Z n H = 0 
otherwise 
/3~ (~)2 
I-a 
(3.2.12) 
(3.2.13) 
(3.2.14) 
Now suppose three parameters r, a and b with 0 < r < rmin, 0 < a < 1 < b 
and b/ a < kmax are given. One may want to know whether it is possible to design 
a single internally stabilizing compensator to solve both the sensitivity problem 
for r and the gain margin problem for (a, b), or equivalently, to stabilize kP(s) 
for each k E [a, b] and make the closed-loop sensitivity less than r. That is 
what we call the combined sensitivity and gain margin (CSGM) problem. From 
the above discussion on the sensitivity problem and the gain margin problem, 
such a combined problem is apparently equivalent to the Basic Problem with 
G = G(r, a, b) ~ 'Dr n G(a, b). (3.2.15) 
This equivalence has two implications. First, the CSGM problem is solvable if 
and only if its corresponding Basic Problem is solvable. Second, any solution 
of the Basic Problem can serve as the sensitivity function which determines a 
solution C(s) E =.(P) via (3.2.2) of the CSGM problem, and vice versa. 
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3.3 Solvability of the CSC;M Problem 
In this section, we seek to apply Theorems 2.2.1 and 2.2.2 to express the solv-
ability condition for the CSGM problem which has been shown to amount to 
the Basic Problem with G = G(r, a, b) in the previous section where r > 0 and 
o < a < 1 < b. First of all, note that G(r, a, b) is a simply connected domain 
in C with at least two boundary points and contains zero. It is also easy to see 
that G(r, a, b) contains 1 if and only if r > 1. In this way, the following result 
is immediate from Theorem 2.2.1 and Corollary 2.2.2. 
Theorem 3.3.1 Consider the plant P(s). If Z = 0, the CSGM problem is 
solvable for all (r, a, b) with r > 0 and 0 < a < 1 < b,. otherwise and ifPnH = 0 
or Z n H = 0, the CSGM problem is solvable for all (r, a, b) with r > 1 and 
0< a < 1 < b. 
The above result shows that if the plant P( s) has no closed RHP zeros, an 
arbitrarily small sensitivity and an arbitrarily large gain margin can be simul-
taneously achieved in a closed-loop system using LTI compensation. 
In order to deal with the nonminimum phase case that P n H =I 0 and 
Z n H =I 0, we need to find the conformal mapping O(s) from G(r,a,b) to 1). 
In doing this, we shall distinguish four different types of G(r, a, b) according to 
different relative positions of r, a' and b' with r > 1 and 0 < a < 1 < b, and 
correspondingly construct the conformal ma;)ping O( s) in four cases as follows: 
if r > max( a', b') 
if a' < r ::; b' O(s) = (3.3.1) 
if b' < r ::; a' 
if r ::; min (a', b') 
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with 
[b(r2+a'W/2- [a(r2-b'W/2 
[b(r2+a l »)1/2+ [a(r2-b'»)1 /2 , if r > max( a' , b') 
(r2+a /}1/2_ [a(r_l}2]1/2 if a' < r:::; b' 
0(1) = (r2+a/)l/2+ [a(r_l)2p/2 , (3.3.2) 
[b(r+1}j1/2- (r2_b l }1/2 if b' < r :::; a' [b(r+1»)1/2+ (r2_b l )1/2 , 
1/r , if r :::; min(a' , b') 
x r b' x 
( r ) max ( a' . b' ) ) ( a' < r i b' ) 
~S) 
,,<S) 
-e' -1' -e' x 
( b'<na') ( n min ( a', b' )) 
Figure 3.3.1: Conformal equivalence from G to 1). 
The constructions are available in "dictionaries" such as [38]. They are 
also fairly easy to derive from first principles. For example, in the case r > 
max(a' , b') , 0 can be viewed as composition of maps, 0 = 04 0 03 0 O2 0 Ot, with 
(~)2 : r- s (3 .3 .. 3) 
(3.3.4) 
3.3. Solvability of the CSGM Problem 41 
O ( ) (~~~;)2 - S 2 S = ""';"":";_=-(r-t""""bl-)2 : (3.3.5) 
s r-b
' 
V \ { (-00, G ~ ::)'] u [( ~ ~ ~)', 00 ) } ~ V \ (-00, 0](3.3.6) 
where 
1-0 
1+0 «; \ (-00, OJ -+ 1) 
(r + a')~ - (r - b')R 
So = ~--.:.......-=-----.::.....--~= (r + a')~ + (r - b')R' 
(3.3.7) 
(3.3.8) 
Note that O(s) satisfies (2.2.20) though 0-1 (.) is irrational. Thus, a direct 
application of Theorem 2.2.2 immediately yields the solvability conditions of 
the CSGM problem, as stated in the following result. 
Theorem 3.3.2 Consider the plant P(s) with P n H f. 0 and Z n H f. 0. 
Given r > 0 and 0 < a < 1 < b, there exists a compensator C(s) stabilizing 
kP(s), Vk E [a, bJ such that the assumed closed-loop sensitivity is less than r 
if and only if, with a' = a/(l - a) and b' = b/(b - 1), any of the following 
mutually exclusive conditions holds: 
r > max(a', b') 
a' < r ::; b' and 
b' < r ::; a' and 
b(r2 + a') 
and a(r2 _ b') < /3 . 
r2 + a' 
---</3 
a(r -1)2 
b(r+1)2 </3 
r2 - b' 
l/a < r ::; min(a', b') 
where a is defined in (2.2.6), and /3 in (3.2 .. t4). 
Given a pair (a, b) with 0 < a < 1 < b, define 
where 
(3.3.9) 
(3.3.10) 
(3.3.11) 
(3.3.12) 
(3.3.13) 
II 
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11 ~ {r > OJ r > max(a', b') and b( :~2 + a') 
a(r2 - b') < ,B} (3.3.14) 
12 ~ {r > OJ a' < r :::; b' and r2 + a' 
a(r - 1)2 < ,B} (3.3.15) 
13 A {r > OJ b' < r :::; a' and b(r + 1)2 <,B} (3.3.16) 
r2 - b' 
14 A (1/0:, min(a', b')]. (3.3.17) 
From Theorem 3.3.2, the following result is inferred. 
Corollary 3.3.1 With the same assumptions as in Theorem 3.3.2. Let a pair 
( a , b) with 0 < a < 1 < b be given. Then, the CSGM problem is solvable for all 
rEI; on the other hand, if C (s) solves the gain margin problem for ( a, b), 
R[C(s)] E 1. 
where I is the closure of the set I and R[C(s)] is defined as in (3.2.3). 
Proof: It is easily seen that the former part of Corollary 3.3.1 is just 
a direct consequence of Theorem 3.3.2. As to the latter part, it suffices to 
show that for any sufficiently small f > 0 there always exists rEI satisfying 
Jr - R[C(s)]J < f. But, this is obvious from Theorem 3.3.2 since by definition 
C(s) solves the CSGM problem for r = R[C(s)] + f', a and b where 0 < f' < f. 
Thus, Corollary 3.3.1 is proved. o 
Remark 3.3.1 Theorem 3.3.2 expresses the necesBry and sufficient condi-
tions which tolerance levels on the sensitivity and on the gain margin have to 
satisfy for the CSGM problem to be solvable. Note that the conditions involve 
a and b separately, and not just the ratio b/a. If a tolerance sensitivity rand 
a tolerance gain margin interval [a, b] satisfy anyone of the conditions, then 
one can simultaneously achieve the closed-loop sensitivity less than r and the 
closed-loop gain margin of at least b/a via a single compensator. 
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3.4 Design Tradeoffs between Sensitivity and 
Gain Margin 
The purpose of this section is threefold. First, we seek an explicit formula for 
the minimal sensitivity subject to a gain margin interval constraint , which is 
defined as 
n(a, b) = inf n[c(s)] 
c( .. )eC[a, bJ (3.4.1) 
where 0 < a < 1 < b, n[C(s)] is defined as in (3.2.3), and 
C[a,b]~ {C(s): C(s) E 3(kP) , Vk E [a, b]}. (3.4.2) 
Furthermore, we indicate for what gain margin interval constraint the minimal 
constrained sensitivity is identical with the minimal unconstrained sensitivity. 
Second, we deal with the dual constrained gain margin optimization problem. 
Third, we examine how two different kinds of optimization-sensitivity mini-
mization and gain margin maximization-conflict with each other. 
The interpretation of n( a, b) is that for any sufficiently small € > 0 one can 
always design a proper compensator C(s) to achieve simultaneously the closed-
loop sensitivity less than n(a, b) + € and the closed-loop gain margin of at least 
b/a while one cannot find any proper compensator both to stabilize kP(s) for 
each k E [a, b] and to achieve the sensitivity of less than n(a, b) . Evidently, 
n(a, b) ~ rmin. To express explicitly n(a, b), we need the following result. 
Lemma 3.4.1 With I as in {3.3.13} and n(a, b) as in {3.4.1}, there holds 
(3.4.3) 
where inf I ~ inf{r E I}. 
Proof: Since n(a, b) ::; inf I is obvious from Corollary 3.3.1 , it suffices to 
show that n(a, b) ~ inf I. To see this , take a.rbitrary € > O. Then, there must 
exist Cf(s) E C[a, b] such that n[C(s)] < n(a,b)+€. But from Corollary 3.3.1, 
:: 
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n[c(s)] E I; hence, n[C(s)] ~ inf I. Therefore, n(a, b) + to > inf I. On noting 
that to is arbitrary, it follows that n( a, b) ~ inf I, which proves Lemma 3.4.1. 0 
It is also useful to have explicit expressions for h i = 1, ... , 4, in the 
development to follow. 
Lemma 3.4.2 With the sets Ii as defined in (3.3.14)-(3.3.17), there holds: 
(i) II = { (max {aI, b' , valli (~ __ lb - 1) }, (0), if b/a < f3 
0, otherwise 
{ {a', b'1, if a' ~ l/a 
(ii) I = (a,8+~ bl ] , if a' < l/a and f3 > atb2 -2ab 2 a,8 1 ' a-a2 
0, otherwise 
{ (Y, a'l, if b' ~ l/a 
(iii) I = (b+Vbl ,8(,8-1) al ] , if b' < 1/ a and f3 > 2a:~~Lb 3 ,8-b' 
0, otherwise 
(iv) { (l/a, min(a' , b' )], if min(a' , b' ) > l/a 14 = 0, otherwise 
Proof: See Appendix B. 0 
With the above descriptions we can now identify n( a, b) explicitly in terms 
of a, b, a (and the quantities of a', b
'
, f3 derived from a, b, a). Notice from 
the definition of Ib 12 , 13 , 14 given in (3.3.14)-(3.3.17), that the intervals all 
lie on the positive real r-axis. From Lemma 3.4.1, the task of finding R(a, b) 
is a task of deciding which of II, 12 , 13 , 14 is nonempty, what the left most 
point of the closure of the nonempty Ii is, and what is the least value of such 
points. Now it is evident from the definition of Ii that at most one of 12 , 13 is 
nonempty and that 
(assuming that the intervals in the inequalities are each nonempty). It turns 
out that the task of finding R( a, b) is simply that of deciding when the intervals 
Ii are nonempty, and what the left most points in their closure are. 
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Theorem 3.4.1 Assume the same hypotheses as for Theorem 3.3.2. With the 
definitions (3.3.14)-(3.3.17) and (3.4.1), there holds 
1. R.(a, b) = 1/0: if min(a', b') ;:::: 1/0: (in which case 14 is nonempty). 
2 'D( b) _ a/J+~ 
. ,'\.. a, - a/J-l if a' < 1/0: (in which case 
12 is nonempty and 14 is empty). 
3 'D( b) _ b+yb l /J(/J-l) 
. ,'\.. a, - /J-b if b' < 1/0: and (2ab - a2 - b)(3 > b2 - b (in 
which case 13 is nonempty and 14 is empty). 
4· R(a, b) = Va'b'(!/J_lb - 1) if b/a < (3 but neither of the three alternatives 
above holds (in which case II is nonempty, but 12, 13 and 14 are empty). 
5. In the last case that b/ a ;:::: (3, there is no stabilizing controller achieving 
the required gain margin. 
Proof: See Appendix B. o 
We know that the unconstrained minimum sensitivity is 1/0:. The theorem 
shows that this is attainable in case min(a', b') ;:::: 1/0:. The next theorem shows 
that this is the only way it can be attained. 
Theorem 3.4.2 With the same hypotheses and notation as Theorem 3.4.1, 
R(a, b) = 1/0: {=} min(a', b') ;:::: 1/0:. 
The proof of this result, contained in Appendix B, relies on showing that 
the three alternative expressions for R(a, b) given in Theorem 3.4.1, covering 
cases where 14 is empty, all result in R( a, b) > 1/0:. 
Remark 3.4.1 Since min( a', b') ;:::: 1/0: implies b/ a ::; yIlJ, the above result 
shows that the optimal constrained sensitivity is identical with the optimal 
unconstrained one only if the gain margin constraint is less than or equal to the 
square root of the optimal gain margin. We shall later exhibit a converse for 
this statement. 
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If b/a is fixed and denoted by k, then it is evident that 'R.(a, b) only depends 
on one parameter a or b. The following result indicates how one can choose 
a or b so that 'R.( a, b) is minimized, and in effect tells us the best sensitivity 
consistent with achieving a prescribed gain margin, as well as how to achieve it 
by correct choice of one of a or b. 
Theorem 3.4.3 Adopt the same hypothesis and notation as for Theorem 3.4.1. 
Let b/a = k > 1 be fixed. The following hold. 
(i) If k::; v'P, 'R.(a , b) = l/a for all a E [l(1 + 1/v'P), 2~(1 + v'P)] 
and b = ak. 
(ii) If v'P < k < (3, 'R.(a, b) attains its unique minimum 
(1 + VP)V(k -1)~(3 - k) 
at a = (1 + v'P)/(k + v'P) and b = k(l + v'P)/(k + v'P). 
(iii) Define the minimal sensitivity 
rk = inf{'R.(a, b)j 0 < a < 1 < band b/a = k} 
subject to a given gain margin k > 1. Then 
{ 
l/a 
rk = k (1 + v'P)V(k-l)({J-k) 
if 1 < k ::; v'P 
if v'P < k < (3. 
Proof: (i) Suppose that k ::; v'P. Choose any 
(3.4.4) 
Then a ~ t(1 + 1/v'P) implies a' ~ l/a and b = ak ::; t(1 + v'P) implies 
b' ~ l/a . Thus by Theorem 3.4.1, 'R.(a, b) = l/a. 
(ii) Let 'R.( a, b) = f( a). Clearly, f( a) is only defined in the interval 
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Figure 3.4.1: General curve relating k and rk . 
(1/ k, 1). It can be checked from Theorem 3.4.1 that 
a/3-1 , if l/k < a ::; P~~:+/3 
-;. k 
I 
al1+~ 
f(a) = Ja1b'(!j!i -1), 
b+y'bl /3(/3-1) 
/3-b 
'f ~ k(/3-1) 
1 P-2k+/3 < a < (2k-l)/3-k2 
'f k(/3-1) < 1 
1 (2k-l)/3-k2 _ a < 
47 
where b = ak. A simple calculation shows that f(a) depends continuously on a 
in (1/ k, 1) with 
( (3-1) [k({3-1)] f P-2k+{3 =f (2k-l){3-P . 
Moreover, it attains its unique minimum (1 + VfJ)J(k-l)~/3-k) at a = ~:a 
with 
(3-1 1+v11 k({3-1) 
P - 2k + {3 < k + v11 < (2k -1){3 - P' 
(iii) is trivial to prove since it is just a ccmbination of (i) and (ii). 0 
The general shape of the curve relating k and rk is shown in Fig. 3.4.l. 
Remark 3.4.2 It is easy to verify that rk is continuous at k = v11 and thus 
continuous on (1, (3), though diverging to infinity at a rate O(({3 - k)-1/2) as 
k ~ {3-, which means that gain margin maximization will lead to an infinite 
sensitivity for a nonminimum phase plant. 
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Remark 3.4.3 Notice that for ..f1J < k < (3, 
*" HI + ..f1J)k-1/ 2(k2 - (3)[(k - 1)((3 - k)]-3/2 
> 1 (k2 (3)((3 k)-3/2 > 0 2vP(vP-1)V13- 1 - - , 
whence rk is strictly increasing when ..f1J < k < (3, and the rate of its increase is 
slow when k is close to ..f1J and fast when k close to (3. It can be concluded that 
either different gain margin constraints lead to different optimal constrained 
sensitivities or both lead to an optimal constrained sensitivity equal to the 
optimal unconstrained sensitivity. 
From the definition of rk, it follows that every point above the curve rep-
resents a sensitivity, gain-margin pair that is achievable by a stabilizing com-
pensator C (s ), while no point below the curve has this property. On the basis 
of this observation, it is easy to pose and solve the problem of computing the 
supremal gain margin achievable with a prescribed sensitivity constraint. Define 
(3.4.5) 
where r > 0, K[C(s )] is defined as in (3.2.4), and 
Cr~{C(S); C(s) E 3(P) such that n[C(s)] < r}. 
The following properties can now be established. 
Theorem 3.4.4 Assume the same hypotheses as Theorem 3.3.2. With the 
above definition) 
(i) kr > v'7J, Vr > 1/ a 
(ii) 
(iii) 
lim kr = # 
r-l/O/+ 
For r > l/a) 
and 
(3.4.6) 
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Proof: Properties (i) and (ii) are actually immediate. As for (iii), it is 
clear that kr as a function of r is just the inverse of the function which rk is of 
k, i.e. 
r = (1 + fo)V (k
r 
-1~({3 - k
r
) • 
It is not hard to verify that this implies 
_ [vr2 -1 ± .Ja2r 2 _1]2 kr -
r(1 - ct) 
Note that the two possible solutions have a product of (3. Hence by (i), we must 
take the greater. 0 
Remark 3.4.4 Theorem 3.4.4 implies that a sensitivity and a gain margin 
are simultaneously achievable which are arbitrarily close to the minimal sen-
sitivity and to the square root of the maximal gain margin, respectively. In 
addition, different sensitivity constraints lead to different optimal constrained 
. . gam margms. 
3.5 Example 
Consider a plant with the transfer function P( s) = ~=~. It is easy to compute 
that a = 0.5 and {3 = 9. Then the plant has minimal sensitivity rmin = 2 
and maximal gain margin kmax = 9. Let k denote the gain margin constraint 
and rk the optimal constrained sensitivity with respect to k. Making use of 
Theorem 3.4.3 yields the following functional relationship between k and rk: 
{ 
2, 
rk = . /r--.... k--
4y (k-l)(9-k) ' 
if 1 < k ~ 3 
if 3 < k < 9 
From the curve as depicted in Fig. 3.5.1, the following phenomena can be 
observed: 
1. rk is continuous and increasing with respect to k, and the increasing rate 
is very slow when k ~ 8. 
I' 
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Figure 3.5.1: Dependence of optimal constrained sensitivity on gain margin 
constraint . 
2. ric approaches infinity as k goes to 9 while ric = 2 is achievable for a wide 
range of values of k. 
The corresponding physical interpretations of these observations are as fol-
lows: 
1. It is impossible to improve simultaneously both sensitivity and gain mar-
gin. Nevertheless , the possible increase of sensitivity due to gain margin 
increase is continuous and is very small as long as the gain margin is not 
close to the maximal gain margin. 
2. Any attempt to achieve the maximal gain margin will lead to infinite 
sensitivity while sensitivity minimization will not cause gain margin to 
decrease to 1. 
3.6 Conclusions 
The focus of this chapter has been on three topics: the combined sensitivity 
and gain margin problem, the sensitivity minimization subject to a gain margin 
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constraint, and the relationship between sensitivity minimization and gain mar-
gin maximization. The main contributions are as follows. First , the necessary 
and sufficient conditions for the solvability of the CSGM problem have been 
derived. Second, the optimal sensitivity subject to a gain margin constraint 
has been obtained and likewise the optimal gain margin subject to a sensitivity 
constraint. Third, the necessary and sufficient condition has been given under 
which the optimal sensitivity with a gain margin constraint is identical with the 
optimal unconstrained sensitivity. Finally, it has been revealed that sensitivity 
minimization will result in the gain margin approaching the square root of the 
optimal gain margin whereas gain margin maximization will lead to an infi-
nite sensitivity for a nonminimum phase plant. However, this conflict between 
sensitivity minimization and gain margin maximization does not occur for a 
minimum phase plant. 
It should be pointed out that all the results obtained in this chapter are 
confined to SISO feedback systems. 
Chapter 4 
The Combined Sensitivity and 
Phase Margin Problem 
4.1 Introduction 
In this chapter we shall investigate another kind of trade-off question-between 
sensitivity and phase margin. The concept of gain margin only reflects robust-
ness to uncertainty in a real factor in a plant. It is the phase margin which is 
concerned with a complex uncertain factor such as delay in a plant. Therefore, 
it is also desirable to maximize the phase margin. The objective of this chap-
ter is to study the phase margin problem, the combined sensitivity and phase 
margin (CSPM) problem, and other related problems. 
In the next section, we consider a phase margin problem, and derive its 
solvability condition and the maximal achievable phase margin for a given LTI 
plant . In Section 4.3, we formulate and solve a generalized sensitivity prob-
lem which includes the sensitivity problem and the complementary sensitivity 
problem as special cases. In Section 4.4, we consider the main problem of this 
chapter, i.e. the CSPM problem by studying a modified version of the problem. 
The effects of optimizing one index on another index are exhibited. Conclusions 
appear in Section 4.5. 
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4.2 The Phase Margin Problem 
As in the previous chapter, P(s) represents a proper scalar continuous-time 
LTI plant. The set of its closed RHP poles and the set of closed RHP zeros are 
denoted by (3.2.1), and all the p;s and zjs are assumed to be simple. 
The phase margin problem is to find a proper LTI compensator C(s) which 
stabilizes eieJ> P( s) for all <P E [-O}, O2 ], where 0 ~ OJ < 7r ,i = 1,2. Although we 
shall only consider the case where Ol = O2 = B throughout this chapter, at the 
moment we relax this assumption temporarily. The necessity of the assumption 
will be seen in the development to follow. 
If C(s) is a solution to the above problem, then C(s) is evidently internally 
stabilizing P(s), i.e. C(s) E =:(P). Consequently, its corresponding sensitivity 
function S(s) = (1 + PC)-l satisfy the two properties i) and ii) on page 37. In 
addition, we must have 
which is equivalent to saying that S(s) maps fI into 
(4.2.1) 
Conversely, it is easy to show that if a sensitivity function S( s) satisfies the two 
properties i) and ii) and maps fI into G(OI,{J2 ), the controller C(s) associated 
with S( s) must be a solution to the phase margin problem. In this way, it 
follows that the phase margin problem is equivalent to the Basic Problem with 
G = G(O}, ( 2) described in Section 2.2. Note that G(OI' ( 2 ) always contains 0 
and 1. 
The conformal equivalence"p from G = G(OI' ( 2 ) to D can be easily obtained 
as the composition of "pI, "p2 and "p3 as depicted in Fig. 4.2.1. The constructions 
of all the individual conformal mappings are available in [38]. Observe that "pI 
conform ally maps the region G(OI' ( 2 ) onto 
... 
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Figure 4.2.1: Construction of conformal mapping for phase margin problem. 
which is conformally mapped onto V by 'l/J2, and 'l/J3 is a conformal mapping of 
V to V forcing 'I/J(O) = 0 as required by Theorem 2.2.2. Now, we may take 
u 
v = 
z = 
with 
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1 1 Ul = 7fl(SI) = 2 cot(()t!2) , U2 = 7fl(S2) = 2 cot(()2/2) , 
Vo - (1- \ ~;2-_i~~) / (1+ \ ~;2-_i~~) . 
Then 
( 4.2.2) 
( 4.2.3) 
and 
/~_~/2 /Af_~/2 17f(1W 32-1 82 (4.2.4) = /~+Af/2- /2v'-1/2 82-1 32 
IS18 2 + 81 S2 + 21s111s211 (4.2.5) - 4S1S2 
1- 4UIU2 + 4J(ui + 1/4)(u~ + 1/4) 
( 4.2.6) -
8J(ui + 1/4)(u~ + 1/4) 
Note that in general7f(s) does not possess the property 7f (s) = 7f(8) except 
in the case ()1 = ()2 = (), which is the reason for assuming that ()1 = ()2 = () in 
the phase margin problem. In this case, S2 = 81. Then an intricate calculation 
set out in Appendix C leads to 
IS11- J(s - SI)(S - 81) 
Z = 
s-l (4.2.7) 
with 
17f(1)1 = 
1 () 
= = sIn-. 
Jcot 2(()/2) + 1 2 
By Theorem 2.2.2 and Corollary 2.2.2, the following result is easily estab-
lished. 
I 
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Theorem 4.2.1 Let the plant pes) be given and Q be defined as in (2.2.6). If 
P n H = 0 or Z n H = 0 J the phase margin problem is solvable for all 0 E [0 , 7r) j 
otherwise , the necessary and sufficient condition for the phase margin problem 
to be solvable is that sin(O/2) < Q. 
Corollary 4.2.1 The maximal achievable phase margm of P( s) equals 7r If 
P n H = 0 or Z n H = 0 and otherwise equals 2 sin-1 Q. 
4.3 The Generalized Sensitivity Problem 
In this section, we consider the generalized sensitivity (GS) problem: find C( s) E 
3(P) for given r > 0 and x E R such that 
11(1 + PC)-l - xII < r. 
Obviously, the above problem degenerates to the sensitivity problem and the 
complementary sensitivity problem when x = 0 and x = 1, respectively. An-
other important case of the GS problem is where x = 1/2. In this case, the prob-
lem of finding the infimum of all r's for which the GS problem is solvable is called 
the problem of compromise sensitivity minimization and 11(1 + PC)-l - 1/211 is 
said to be a compromise sensitivity. The physical implication of this kind of 
minimization is that the minimization causes both the sensitivity function and 
the complementary sensitivity function to be as close to ~ as possible simul-
taneously. Since the sum of the sensitivity function and the complementary 
sensitivity function is identical to one, it is intuitively clear that sensitivity 
minimization and complementary sensitivity minimization always conflict with 
each other to some extent. Therefore, the compromise sensitivity minimization 
may actually be viewed as a compromise for reducing conflict between sensi-
tivity minimization and complementary sensitivity minimization. As will be 
seen later on, this compromise can indeed lead to bo~h satisfying suboptimal 
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sensitivity and satisfying suboptimal complementary sensitivity constraints at 
the same time. 
Theorem 4.3.1 Suppose the plant P( s) is given with a be defined as in (2.2.6). 
Given r > a and x E IR, the following hold. 
(i) In case P =I 0 and Z =I 0, the GS problem for (r , x) is solvable if and only 
if 
l/a + j(2x - 1)2 - 1 + l/a2 
r> . 
2 ' ( 4.3.1) 
and in particular, the GS problem for r > a and x = 1/2 is solvable iff 
1 + Vl- a 2 
r>-----2a (4.3.2) 
(ii) In case P =I 0 and Z = 0, the GS problem for (r, x) is solvable if and only 
ifr> Ixl. 
(iii) In case P = 0 and Z =I 0, the GS problem for (r, x) is solvable if and only 
ifr> Ix -11 . 
(iv) In case P = Z = 0, the GS problem is always solvable for all r > 0 and 
x E JR. 
Proof: (i) Assume that P =I 0 and Z =I 0. Then owing to the 
constraint of internal stability, the GS problem is solvable only if 
max{lxl,lx-ll}<r. (4.3.3) 
In addition, the problem is evidently equivalent to the General Problem with 
G = Gx •r ~ {s E (;j Is - xl < r}. (4.3.4) 
The conformal equivalence tf; (s) from Gx •r to 1) with tf; (O) = 0 can easily be 
constructed as follows 
rs tf; (s) = . 
r 2 - x 2 + x s 
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Thus, a direct application of Theorem 2.2.2 yields that the generalized sensitiv-
ity problem is solvable if and only if ItfJ(l)1 < a, or equivalently, 
l/a + J(2x _1)2 -1 + 1/a2 l/a - J(2x - 1)2 -1 + 1/a
2 
r> 2 or r < 2 
On noting that 
l/a - J(2x - 1)2 -1 + 1/a2 2 < min{lxl, Ix -II}, 
the possibility of the second inequality above is ruled out. Since it is routine to 
check that (4.3.1) implies (4.3.3), (i) of Theorem 4.3.1 is concluded. (ii), (iii) 
o 
and (iv) can be trivially proved using Theorem 2.2.1. 
Remark 4.3.1 
From Theorem 4.3.1, it can be seen that the minimal sen-
sitivity and the minimal complementary sensitivity ai'e the same and equal to 
1/ a if and only if P( s) has both unstable zeros and unstable poles or has nei-
ther unstable zeros nor unstable poles. This shows that Remark 3.1 in (41) is 
incomplete. 
Corollary 4.3.1 With the same notation as in Theorem 4·3.1. Assume that 
p =1= 0 and Z =1= 0. There hold 
(i) inf 11(1 + PC)-l _ 1/211 = 1 + ,,11 - a
2 
• 
C(s) E?:(P) 2a ' 
(ii) inf 11(1 + pcrl -1/211 < 11(1 + PC)-l - xii , \/x =1= 1/2 
C(s)E'='(P) 
and C(s) E =.(P) ; 
(iii) if a < 1, then IIx(l + pctl -111 > 1, \/x =1= 0 and C(s) E =.(P); 
(iv) if there exists Co( s) E =.( P) such that 
then 
where 
11(1 + PCorl - 1/211 = inf 11(1 + PC)-l - 1/211, 
C(3)E'='(P) 
( 4.3.5) 
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Proof: Since in! 11(1 + PC)-1 - xii is equal to the infimum of all r's C(S)E::.(P) 
for which the generalized sensitivity problem is solvable, it is immediate from 
Theorem 4.3.1 that 
1/0: + V(2x - 1)2 -1 + 1/0:2 inf 11(1 + PC)-l - xii = --..!..-_____ _ 
C(S)E3(P) 2 
In particular, when x = ~, the above equality reduces to (i). Moreover, it is easy 
to see that infC(s)E3(P) 11(1 + PC)-1 - xII as a function of x attains its unique 
minimum at x = 1/2, which leads to (ii). Again from Theorem 4.3.1, for x =1= 0 
we have 
inf Ilx(1 + PC)-l - 111 = Ixl inf 11(1 + PC)-l _ x-III 
C(S)E3(P) C(s)E3(P) 
= 
Ix I/o: + V'-(2---x )-2-+-(-1 ---1-1 0:-2-)X-2 
2 
A simple calculation shows that the last expression above attains as a function 
of x its unique minimum value of 1 at x = o. This obviously proves (iii). As for 
(iv), note that 
11(1 + PCo)-II1- C(3~~~(P) 11(1 + PC)-111 
< ~ + 11(1 + PC)-l - ~II- inf 11(1 + PCt111 2 2 C(s)E3(P) 
1 1 + VI - 0:2 1 1 
= 2" + 20: - ;:; = ,81/4 + 1· 
That is, (iv) is true. o 
From Corollary 4.3.1, we can make some valuable observations as follows . 
Since max lIy - xdll 2 = 11(1 + PC)-1 - xII, the second claim of Corol-IId112=1 
lary 4.3.1 simply says that d/2 is a uniquely optimal LTI estimate of the output 
y using the disturbance d as a measurement in the sense of H2 by the suit-
able choice of C(8) E :='(P) and compromise sensitivity minimization is just a 
controller design process of making this estimate become optimal. In the sim-
ilar way, (iii) of Corollary 4.3.1 shows that for a closed-loop system composed 
.. 
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of a nonminimum phase plant and an arbitrary LTI compensator, 0 is the best 
among all LTI estimates of a disturbance using the output in the sense of H2 . In 
other words , it is impossible to get any information on ~he disturbance only from 
enlarged values or reduced values of the output. On the other hand, solving the 
GS problem with r > 0 and x = 1/2, which is always solvable for r > 1±~, 
obviously provides an alternative method to achieve a closed-loop sensitivity 
less than r + 1/2. Moreover, by (iv), the difference between the sensitivity re-
sulting from minimizing 11(1 + PC)-1 - 1/211 and the optimal sensitivity is less 
than 1/2 and decreasing as a increases. Particularly for a plant with a = 1, the 
compromise sensitivity minimization will lead to the same optimal sensitivity 
as the sensitivity minimization. It is also noted from (4.3.5) that 
11(1 + PCot 111- infc(s)e?:(p) 11(1 + pct111 < a 
infc(s)e?:(p) 11(1 + PC)-111 1 + (31/4 -+ 0 
as a -+ 0, i.e. the relative error in using compromise sensitivity as opposed to 
sensitivity is vanishingly small. Since the optimal complementary sensitivity is 
equal to the optimal sensitivity, the above remarks likewise apply for comple-
mentary sensitivity. 
4.4 Solvability of the CSPM Problem 
In the previous sections, all the constraints on phase margin or on sensitivity 
for a given plant have been characterized which can be satisfied in a closed-
loop system using LTI compensation. Of course, maximizing a phase margin 
is one thing while minimizing a sensitivity is anothe:c thing. In practice, one 
might like to both maximize the phase margin and also minimize the sensitivity. 
Intuitively, it is understandable that maximization of phase margin does not 
always result in minimization of sensitivity, and vice versa. Therefore, one 
naturally wants to know what happens to one index when one optimizes another 
index, whether it is possible to simultaneously optimize both the indices, what 
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the best achievable value for one index is subject to a constraint on the other, 
and so on. The purpose of this section is to answer all these questions by 
studying a basic problem - the combined sensitivity and phase margin (CSPM) 
problem: Given the plant model P(s), find a proper LTI compensator which 
stabilizes ei,p P( s) for all </J E [-0, 0] such that the closed-loop sensit ivity is less 
than r , where r > 1 and 0 :::; 0 < 7r. Obviously, this problem is solvable if 
and only if there exists one compensator simultaneously solving the sensitivity 
problem for r and the phase margin problem for O. From this , it can be further 
seen that the problem is equivalent to the General Problem with 
(4.4.1) 
where Co = {s E IV : S f. [1 + icot(</J/2)]/2, V</J E [-0 , OJ}. The associated 
conformal equivalence is constructed below. However, as will be seen soon, the 
CSPM problem seems much more difficult than the CSGM problem to solve 
precisely because there does not exist an explicit expression for the conformal 
mapping associated with the former problem, in contrast to the latter. 
The equivalence construction from CO,r to 1) is depicted in Fig. 4.4.1 , where 
fE 2S - 1 - iV4r - 1 v - Vo U= 'l/Jl(S)=- . ,v = 'l/J2 (u)and z = 'l/J3(v) =--_ 4r - 1 2s - 1 + zv4r - 1 v - Vo 
with 
17 = tan-l ( v4r - 1), So = [1 + i cot(B/2)]/2, 
~ v4r -1- cot(0/2) 
Ul 'l/Jl(SO) = V ~ v4r -1 + cot(0/2) ' 
_ rr:-v4r -1 + cot(0/2) 
U2 - 'l/Jl(SO) = V ~ V4r - 1 - cot(B/2) ' 
-1 rv (v - al)(v - a2) 
U = 'l/J2 (v) = Jo (v _ 1)V1+(11/n-) dv + c. ( 4.4.2) 
In (4.4.2), the parameters aI, a2, c determined by the following relations 
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Figure 4.4.1: Construction of conformal mapping for CSPM problem. 
are difficult to express. More unfortunately, it is generally impossible to obtain 
an explicit expression for the function v = tP2(U), this being the inverse of 
a Schwarz-Christoffel mapping. Nevertheless, we can still obtain two partial 
results . The following result is similar to Theorem 3.3.1. 
Theorem 4.4.1 Consider the plant pes). If Z = 0, the CSPM problem is 
solvable for all (r, 0) with r > 0 and 0 :s; 0 < 7r; otherwise and if P n H = 0 or 
PnH = 0, the CSPMproblem issolvableforall(r,O) withr > 1 andO:S; 0 < 7r . 
Recall that the the sensitivity problem is equivalent to the General Problem 
with G = Dr . Now it can be seen that GO,r = Dr if and only if S o is outside 
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the disk, which is equivalent to the condition that () :s; 2sin-1(1/2r). This 
means that the CSPM problem reduces to the sensitivity problem when () :s; 
2 sin-1 (1 / 2r). This observation immediately yields the following result. 
Theorem 4.4.2 Given the plant P(s) with P n H =I 0 and P n H =I 0. Let 
a be defined as in (2.2.6). Then, the CSPM problem is always solvable for any 
r > l/a and () :s; 2 sin-1 (1/2r)j moreover, a closed-loop sensitivity of less than 
r implies that the closed-loop phase margin is at least 2sin-1(1/2r). 
To discuss further the CSPM problem, it is convenient to deal instead with 
the modified combined sensitivity and phase margin (MCSPM) problem: given 
r> 1 and 0 :s; () < 11", find a proper compensator C(s) both stabilizing eir/>P(s) 
for all ¢ E [-(), ()J and satisfying 1/(1 + PC)-l - 1/21/ < r. One can immediately 
see that the MCSPM problem is equivalent to the General Problem with 
G = G~r ~ {s E C; Is -1/21 < rand s =I [1 + icot(¢/2)J/2, V¢ E [-(), ()J). , 
The solvability conditions of the MCSPM problem can be completely ex-
pressed as follows. 
Theorem 4.4.3 Consider the plant P( s) with P n H =I 0 and P n H =I 0. Let a 
be defined as in (2.2.6). Let r > 1/2 and 0 :s; () < 11", and define X9 ~ ~ cot(()/2). 
Then the MCSPM problem for (r, ()) is solvable if and only if either of the 
following conditions holds: 
(i) 
(ii) 
1±1E? < r < x 
20< - 9 
r > max {X9' and sin(()/2) <a. 
Proof: First note that in case r :s; X 9 , G~,r = {s E C; Is -1/21 < r}. 
From the solvability condition for the GS problem with x = 1/2, it follows that 
if r :s; x 9 , the MCSPM problem is solvable if and only if 
1 + VI - a 2 
r> 
2a 
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"'1 
r x r x 
1 x 
Figure 4.4.2: Construction of conformal mapping for MCSPM problem. 
Now assume r > x 9 • In this case, by Theorem 4.2.1 it follows that the 
MCSPM problem is solvable only if 0 < 2 sin- t a, which is equivalent to 
( 4.4.3) 
Also, the conformal equivalence tP(s) from GO•r to V with tP(O) = 0 can be 
constructed as a composition of the following maps, see Fig. 4.4.2. Note that 
tP2, tP3, tP4, tPs have been used in Section 3.3. 
G~.r -t V 
tPt(S) = i(s -1/2) : 
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l/;s (s ) 
where 
with 
(~)2 _ S 
= r+xe . 
S _ (r+xo)2 . 
r-xe 
s - Xo 
= p : 
1 -xos 
C\( -00, 0] ~ 1) 
We claim that for all s E Dr\{(-oo, -Xe] U [Xe' oo)}, 
(Xe -I- s)(r2 + xes) J(Xe + s)(r2 + xes) 
\ (Xe - s)(r2 - xes) = [{i'e - s)(r2 - Xes)· 
In fact, it is easy to verify that the functions 
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( 4.4.4) 
are all analytic in Dr\{(-oo, -Xe] U [Xe' oo)} and that (4.4.4) holds for suf-
ficiently small real s . Hence, by the uniqueness theorem in complex function 
theory, (4.4.4) holds for all s E Dr \ {(-oo, -Xe] U [Xe' oo)}. Using (4.4.4), we 
can explicitly express l/;( s) as 
where 
</>(s) = J[Xe - i(s -1/2)][r2 - iXe(s - 1/2)]. 
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From this expression, it is readily seen that 
1/; (:5) = 1/; (s) and 1/;(0) = 0, 
which implies that Theorem 2.2.2 can be applied to the MCSPM problem. Now 
a simple calculation shows that 
r2 + x2 
/1/;(1)1 = /(1 + 4x~)(r4e + x~j4) 
Therefore, it can be concluded from Theorem 2.2.2 that in case r > X
e
, the 
necessary and sufficient condition for the solvability of the MCSPM problem is 
from (4.4.3) , which is equivalent to 
( 4.4.5) 
Since 
x (2v'I - a 2x - a) x (x + Itv1=?)(X _ I-v1=?) e e _ x2 _ _ e e 20 e 20 
2(2axe + VI - a2) e - Xe + VI - a2 j(2a) , 
the second inequality in (4.4.5) holds for some r with r > Xe or r2 > x; if and 
only if 
1 - v'I- a 2 
xe < . 2a 
Set 
g(x) ~ _ x(2v'I - a 2x - a). 
2(2ax + v'I - a 2) 
It will be shown that g( x) < 1/4 in the interval ('/1
2
:
02
, I-~), if this interval 
is nonempty. In fact, as a routine calculation shows, g(x) is strictly increasing 
in this interval. Consequently, for all x in the interval 
( ) (1 -VI - a 2 ) (1 _ VI _ a 2 ) 2 j 9 X < 9 = < 1 4. 2a 2a 
... 
4.4. Solvability of the CSPM Problem 
67 
But r > 1/2; hence the possibility for the second inequality in (4.4.5) is ruled 
out. In this way, the proof of Theorem 4.4.3 is completed. o 
Remark 4.4.1 Since the MCSPM problem amounts to the GS problem with 
x = 1/2 if r ~ xe, it follows from (i) of Theorem 4.3.1 that the MCSPM problem 
is always solvable for 
1 + y'1 - a 2 
2a < r ~ xe 
and a compromise sensitivity of less than r automatically leads to a phase 
margin of at least 2 cot- l 2r. 
Following the statement of Corollary 4.3.1 , we described some simple con-
nections between the compromise sensitivity and the (conventional) sensitivity. 
These lead to: 
Corollary 4.4.1 With the same hypotheses and notation as in Theorem 4.4.3, 
the necessary condition and the sufficient condition for the solvability of the 
CSPM problem for (r, 0) .are r + 1/2 E rand r - 1/2 E r , respectively, where 
0, 
( 1±VE£?" x] U (max {x . ~(x) 00) 20< , e e ' V J \.L e } f ' , 
with 
ifsin~ 2: a 
i fsin ~ < a 
( 4.4.6) 
Theorem 4.4.3 allows us to identify in the following theorem the smallest 
sensitivity consistent with a prescribed phase margin and the largest phase 
margin consistent with a prescribed sensitivity. 
Theorem 4.4.4 Adopt the same hypotheses and notation as in Theorem 4.4.3. 
Let f(x) be defined as in (4.4.6) and set 
fo inf {I/(1 + PC)-l -1/21/00 : C(s) E C (ei 4> p) , V </> E [-0 , OJ} 
sup {O ~ 0 < 11": the MCSPM problem is solvable for (r , O)}. 
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Then 
00, 
where sin-l a E (0, 7r/2). 
if 0 ~ 2 sin -1 a 
if sin- l a < 0 < 2 sin-l a 
if 0 :::; sin- l a 
f < ltv5='? z r _ 201 
zfr> ltv5='? 
201 
Proof: First, it is clear that Po = inf{r: rEf}, where 
f = {r > 1/2: the MCSPM problem is solvable for (r, O)}. 
(4.4.7) 
( 4.4.8) 
By Theorem 4.2.1, it follows that Po = 00 if 0 ~ 2 sin-l a. In other cases, from 
Theorem 4.4.3, we can write 
This obviously implies that Po = lt~ if xe ~ lti~ and otherwise, 
But in the latter case, 
x (x + l-~)(lt/Ei?" - x ) f(xe) - x2 = e e 201 201 e > OJ 
e Xe - vI - a2/(2a) (4.4.9) 
hence, Po = J f(xe)· Since Xq > Y~:0I2 and Xq ~ It~ are equivalent to 
0< 2 sin-l a and 0:::; sin-la, respectively, (4.4.7) is proved. 
In view of Theorem 4.3.1, it is trivial that Or = 0 if r :::; lt~. Otherwise, 
observe from Theorem 4.4.3 that Or = 2 cot-l 2xr, where 
xr=min{r, inf{xj x>Vl-a2/(2a) and r>max{x, Jf(x) }}} . 
It is not hard to see from (4.4.9) that 
Xr = inf {x E II: r > J f(x) } , 
II 
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} 
·1; 
r jji 
I~" 
1 J<l: 
r= ra +"2 .. '/' /j 
-' ", 
------• ." .,zJ'.' t---------_-------- _.~ ..~;-""T--r= r 9 I+J 1-0. 2 I .... _---- /~ ---~-------I------------------~------------ _--~ 20. I __ -
where 
r--------------__ ~'--~-~--. I 
o 
I 
, 
. -1 
SIn a 
Figure 4.4.3: Curve of TO depending on O. 
I ~ ('1'1- a 2 
1 2a' 
1 + VI - a 2 ) • 
2a 
-1 2sin a 
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Note that f( x) is strictly decreasing in the interval II with its range on this 
interval given by 
I ~ (1 + '1'1 - a 2 ) 2 - 2a ,00. 
Since r E 12 , xr must be the unique solution of f( x) = r2 in II. In fact , it can 
be easily calculated that 
(4r2 - l)a - Ja2(1 + 4r2)2 - I6r2 
x r = ----------4~v~I=-==a~2~--------
This completes the proof. 
Remark 4.4.2 Notice that 
l~m J f(x
e
) = 1 + VI - a 2 and 
O_sm-1 c. 2a lim J f(x e) = 00. 0_2sin-1 c. 
So the three intervals over which TO is defined give connecting values. 
o 
The general shape of the curve relating 0 and TO is shown in Fig. 4.4.3. Quite 
evidently, the MCSPM problem for (0, r) is solvable if and only if the point 
(0 , r) is above the curve r = TO . Similarly, from Corollary 4.4.1, the CSPM 
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problem for (0, r) is solvable if the point (0, r) is above the curve r = ro + 1/2 
and is not solvable if the point (0, r) is below the curve r = ro - 1/2. Again, 
we can infer some less tight conclusions regarding the CSPM problem. 
Corollary 4.4.2 Adopt the same assumptions and notation as in Theorem 4.4.3 
and define 
ro ~ inf {II(1 + PC)-lll; C(s) stabilizes eir/> pes) for all </> E [-0, O]} 
sup {O :::; 0 < 7r; the CSPM problem is solvable for (r, O)}. 
Then 
(i) 
(ii) 
J f(xe) - 1/2 :::; ro :::; J f(xe) + 1/2 
1+~ _ 1/2 < r < 1+v'G? + 1/2 20r - 0 - 20r 
(iii) ro = 00 if 0 ;::: 2 sin- l a 
(iv) Or-1/2:::; Or :::; OrH/2 
(v) Or> 2sin- l (I/2r) ifr> l/a 
(vi) Or = 0 if r :::; l/a. 
if sin- l a < 0 < 2 sin- l a 
if 0:::; sin- l a 
Proof: On noting that ro - 1/2 :::; ro :::; ro + 1/2, we see that (i), (ii) and 
(iii) are immediate consequences of Theorem 4.4. Since the solvability of the 
MCSPM problem for (r, 0) implies that of the CSPM problem for (r + 1/2, 0), 
it follows that Or :::; OrH/2, or Or ;::: Or-1/2. On the other hand, since the 
solvability of the CSPM problem for (r, 0) implies that of the MCSPM problem 
for (r + 1/2, 0), we have Or :::; 1i..H/2. Thus (iv) is established. As a consequence 
of Theorem 4.4.2, (v) is easily obtained, while (vi) is trivial as the minimal 
achievable sensitivity is a. 
o 
Corollary 4.4.3 With the same hypotheses as in Corollary 4.4.2, there hold 
lim ro = 00 and liminfOr ;::: 2f;in- l (a/2). 0-+2sin-1 or r-l/or+ 
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The above result shows that phase margin maximization will lead to an 
infinite closed-loop sensitivity while sensitivity minimization is compatible with 
requiring a closed-loop phase margin greater than 2 sin- 1( 0'/2) , which is greater 
than ~ sin-1 a i.e. the maximal phase margin over 1r . 
Finally, it is worth noting that all the results in this section remain valid if 
sensitivity is replaced by complementary sensitivity. 
4.5 Conclusions 
This chapter has been concerned with the problem of designing an LTI controller 
for a scalar LTI plant so that the resulting dosed-loop system simultaneously 
possesses a prescribed sensitivity and a prescribed phase margin. Both a neces-
sary condition and a sufficient condition for the solvability of this problem have 
been obtained; in particular, the problem is always solvable for a minimum 
phase plant. In other words, a minimum phase plant can be compensated as a 
closed-loop system with an arbitrarily small sensitivity and simultaneously an 
arbitrarily large phase margin using an LTI controller. The formula for the max-
imal achievable phase margin has been derived for a given plant. Furthermore, 
it has been revealed that phase margin maximization will lead to an infinite 
closed-loop sensitivity for a nonminimum phase plant with LTI compensation. 
Recall from the previous chapter that gain margin maximization also has this 
effect on sensitivity. Therefore, the objective of maximizing gain margin or 
phase margin may be undesirable in control system design in the context of LTI 
compensation. 
Although all results in the chapter pertain to a continuous-time plant, it is 
immediate to generalize the results to the discrete-time case. However, it is not 
clear how to extend the results to the multivariable case. Nor is it clear what 
are the tradeoffs between gain margin and phase margin at this point. 
Chapter 5 
Design Problems for Sensitivity 
and Complementary Sensitivity 
5.1 Problem Formulation 
Recall that sensitivity (the H OO-norm of the sensitivity function) reflects the 
measure of output disturbance rejection and tracking, and sensitivity to small 
additive parameter variations. In parallel to sensitivity, complementary sen-
sitivity (the H OO-norm of the complementary sensitivity function) reflects the 
capacity to suppress sensor noise and is also used as a measure of stability 
margin. Their physical significance suggests the need to achieve as small a sen-
sitivity and complementary sensitivity as possible in practice. The standard 
problem of H oo-norm optimization including the problem of (complementary) 
sensitivity minimization as a special case has been fully studied in recent years, 
see e.g. [22] and references therein. However, it should be noted that the stan-
dard problem fails to embrace the simultaneous design problem for sensitivity 
and complementary sensitivity to be considered in this chapter. 
Intuitively, Hoo-optimization of the sensitivity function may not imply that 
of the complementary sensitivity function since the sum of these two functions 
is identical to 1 no matter how a compensator may be designed. Moreover, there 
are often simultaneous requirements for sensitivity and for complementary sen-
sitivity in practice. This motivates us to consider the following problem: Given 
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a pair of requirements for sensitivity and for complementary sensitivity respec-
tively, does there exist a single internally stabilizing controller which achieves 
the two requirements simultaneously? Clearly, the solvability of such a problem 
depends on the nature of the plant and the given pair of requirements, and the 
problem may not be solvable even if each requirement can be achieved individ-
ually. The main objective of the chapter is to characterize all the constraints on 
sensitivity and complementary sensitivity for which the above problem is solv-
able. Another issue this chapter addresses is to establish a simple connection 
between the sensitivity problem and the complementary sensitivity problem so 
that the problem of one kind can be reduced to that of the other kind. 
As before, we refer to the feedback system in Fig. 3.2.1 , with P(s) a proper 
scalar LTI continuous-time plant and C(s) E :=:(P). Here, :=:(P) still denotes the 
set of all proper internally stabilizing compensators for the plant P(s). Then, 
the associated sensitivity function and the associated complementary sensitivity 
function are respectively given by 
S(s) = [1 + P(s)C(S)tl and T(s) = P(s)C(s)[1 + P(s)C(S)tl . (5.1.1) 
The assumption that P( s) only has simple poles in fI and simple zeros in fI 
remains enforced. Suppose the set of its closed RHP poles and the set of its 
closed RHP zeros are respectively denoted by 
(5.1.2) 
The combined sensitivity and complementary sensitivity (CSCS) problem is 
that of determining the existence of and then finding a compensator C (s) E 
:=:(P) such that the following constraints are satisfied simultaneously: 
(5.1.3) 
where rl, r2 are two positive constants given in advance. Note that the (comple-
mentary) sensitivity problem is in fact a particular form of the CSCS problem 
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corresponding to r2 = 00 (rl = (0), which has been considered in Section 4.3. 
The following result is needed in understanding what follows and is an imme-
diate consequence of Theorem 4.3.1. 
Lemma 5.1.1 For the given plant P(s), let Sand 7 denote the minimal 
achievable sensitivity and the minimal achievable complementary sensitivity, re-
spectively. Then the following hold. 
(i) IfP =J 0 and Z =J 0, then S = 7 = 1/a, where a is defined as (2.2.6); 
(ii) if P = Z = 0, then S = 7 = 0; 
(iii) ifP =J 0 and Z = 0, then S = 0 and 7 = 1; 
(iv) ifP=0 andZ=J0, thenS=1 and 7=0. 
5.2 Solvability of the CSCS Problem 
The aim of this section is to discuss the solvability of the CSCS problem for 
a given SISO LTI plant P( s) for rb r2 > O. For this purpose, three important 
observations can be made immediately. First, the CSCS problem is solvable only 
if rl > Sand r2 > 7 since Sand 7 are defined to be the minimal achievable 
sensitivity and the minimal achievable complementary sensitivity, respectively. 
Second, the CSCS problem is solvable for rl > Sand r2 ~ S + 1, and for 
rl ~ 7 + 1 and r2 > 7. Third, the CSCS problem is solvable for all rl ~ x and 
r2 ~ Y if it is solvable for rl = x and r2 = y. To sum up, the CSCS problem 
is always solvable for the point (rll r2) in the domain E2 U E3 U E4 and is 
unsolvable for (rl' r2) not in the domain ut=lEi' where Ei , i = 1, ... , 4, are 
shown in Fig. 5.2.1 and defined as 
{(x, y) : 
{(x, y) : 
S < x < 1 + Sand 7 < y < 1 + 7} 
S < x < 1 + Sand y ~ 1 + S} 
(5.2.1) 
(5.2.2) 
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E3 A {(x, y) : x~l+S and y ~ 1 + 7} (5.2.3) 
E4 A {(x, y) : x ~ 1+7 and 7 < y < 1 +7} (5 .2.4) 
Y .. x=S x= 1+5 
E2 E3 
y = 1-+ T 
E1 E4 
T 
y=T 
1 r 
.. 
0 -S X 
Fig. 5.2.1 
Thus, the only unclear domain for the solvability of the CSCS problem is 
Eb in which (rl' r2) is obvio sly desired to be. On the other hand, one can 
easily establish that the CSCS problem is equivalent to a particular form of the 
Basic Problem in Section 2.2, i.e. finding a real rational analytic function 
(5.2.5) 
satisfying the interpolation conditions: 
S(pJ = 0, i = 1, . .. , n (5.2.6) 
S(Zi) = 1, i = 1, ... , m. (5.2.7) 
Let us first deal with trivial cases. To do this , note that the function S( 8) == 0 
is a mapping from II to G(rl' r2) and satisfies (5.2.6) for all pairs (rl ' r2) with 
rl > 0, r2 > 1 and the function S(8) == 1 is a mapping from II to G(rllr2) 
and satisfies (5.2.7) for all pairs (rl' r2) with rl > 1, r2 > O. Also, there always 
I 
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exists a real positive number a such that S(s) == a is a mapping from fI to 
G(r}, r2) for all pairs (rl' r2) with rl + r2 > 1. In this way, one can readily 
conclude the following result. 
Theorem 5.2.1 For the given plant pes), there hold 
(i) ifP =1= 0 and Z = 0, the CSCS problem is solvable for (rl' r2) if and only if 
(ii) if P = 0 and Z =1= 0, the CSCS problem is solvabl,~ for (rl' r2) if and only 
if rl > 1 and r2 > OJ 
(iii) if P = Z - 0, the CSCS problem is solvable for (rl' r2) if and only if 
rl + r2 > 1. 
In view of the above theorem, we need only restrict our attention to the case 
where P =1= 0 and Z =1= 0 in the sequeL Moreover, we might as well assume that 
(rl' r2) EEl. From (i) of Lemma 5.1.1, we have 
EI = {(x, y): l/a < x < 1 + l/a and l/a < y < 1 + l/a}. (5.2.8) 
It is clear that a ~ 1, and G(rl' r2) defined as in (5.2.:'5) is a region containing 
o and 1. 
Recall that the CSCS problem amounts to the Basic Problem with G = 
G(rl, r2). To construct a conformal equivalence 'l/;(s): G(rl' r2) -+ 1), it is 
convenient to refer to Fig. 5.2.2, where 
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-----" 
...... 
...... 
...... 
x 
Fig. 5.2.2 
From [38], the conformal mapping from G(rl,r2) to {u: 0 < arg(u) < (+ 1J} 
can be derived as follows 
So - s 
u = 1/Jl(S) = p--_, p = 
S - So 
3 ----,,,....,.....r-=l'--~ ei ( 
2Y5(rl - Xo) 
Meanwhile, it is trivial to find the following conformal mappings from {u: 0 < 
arg(u) < (+ 1J} to {v: 0 < arg(v) < 7r} and from {v: 0 < arg(v) < 7r} to 1), 
respecti vel y, 
v - Vo 
v = 1/J2( u) = u 1r/«+'7) and z = 1/J3 ( v) = k--_-, 
v - Vo 
where Vo = 1/J2(1/Jl(O)) and k is any complex number of unit magnitude. 
Now, the conformal mapping 1/J from G(rl ', r2) to 1) can be constructed as a 
composition of the above three conformal ma.ppings: 
(5.2.9) 
-........ 
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With the relations 
(p So - _S) 11"/(+'1) ( _ )11"/(+'1) 11"/(+'1) So s 
- p (s - So)1I"/(+'1) S - So 
= 
[pC So - S )]11"/(+'1) 
Vs E G(rll r2) (s - so)1I"/(+'1) , 
(p S~ r/(+'1) 
= 
(psoY/(+'1) 
-So ( -So)1I"/(+'1) 
(so - st/(+'1) ( -sot/(+'1) 
= [so(s - so)]11"/(+'1) 
(S - so)1I"/(+'1)(So)1I"/(+'1) 
-
[So(s - so)]11"/(+'1) 
[peso - S)r/(+'1) ( -sot/(+'1) 
-
[pSo(s - So)r/(+'1)ei211"2/(+'1) 
(s - sot/(+'1) (pso)1I"/(+'1) 
= [pso( s - so)t/(+'1) , Vs E G(rll r2) 
the expression for the conformal mapping t/J can be further simplified as 
z - t/J(s) 
~(-so)m (so - s)ffi(-soFt.i - (s - so) ffi(so) ffi 
= kp<+'1 1r 11' rr 11' 1r (-so)<+'1 [peso - s)]m(-so)m - (s - so) m(pso) <+'1 
~(-so)<+'1 [so(s - so)]m - [so(s - so)]m 
= kp<+'1 ( _)~ ". . 2".2 ". (5.2.10) 
-So <+'1 [pso(s - so)]meJm - [pso(s - so)]m 
Apparently, the above construction implies that t/J(O) = o. Furthermore, for 
the requirement t/J(s) = t/J(s) to be satisfied, from the proof of Corollary 2.2.1 it 
suffices to choose the constant k such that Ikl = 1 and t/J'(O) is real and positive. 
Since 
1r • 11'2 [So(1- SO)]me-Jm 
[pSo(1- SO)]m 
it turns out that 
1t/J(1)1 = IPI<+'1/ [so(1-so~]~2~[so(1-so)]ffi ".1 
[pso(1- so)] <+'1eJ <+'1 - [pso(1- so)] <+'1 
(5.2.11) 
(5.2.12) 
(5.2.13) 
-
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= ISin[1I'2/((+1])] I 
sin[1]11'/(( + 1])] . 
A direct application of Theorem 2.2.2 yiel:is the following result. 
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(5.2.15) 
(5.2.16) 
(5.2.17) 
Theorem 5.2.2 Consider the plant P(s) with a defined as in {2.2.6}. Assume 
that P =J 0 and Z =J 0. Then the CSCS problem is always solvable for all 
(rll r2) E Ut=2E;. The CSCS problem for (rll r2) E E1 is solvable if and only 
if 
I 
sin( 11'2/11-) I 
. ( /) < a, sm 1111' 11- (5.2.18) 
where 
In a special case where r1 = r2, the solvability condition (5.2.18) has a quite 
simple form to be given below. 
Corollary 5.2.1 With the same assumption as in Theorem 5.2.2, the CSCS 
problem is solvable for r1 = r2 = r with r > 1/ a if and only if 
(5.2.19) 
Proof: With r1 = r2 = r, the following hold 
11- = 211 and 11 = cos-1(1/2r). (5.2.20) 
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Since r > 1/a ~ 1, one can see that 
7r2 37r 
7r < - <-. 2v 2 
In view of (5.2.20) and (5.2.21), the condition (5.2.18) turns out to be 
7r2 
sin(2v - 7r) < a, 
(5.2.21) 
which is obviously equivalent to (5.2.19) because of 0 < ;: - 7r < t. 0 
We close this section with several remarks. 
Remark 5.2.1 As is shown in Fig. 5.2.3, 
O<x<l. 
That is, the right-hand expression of (5.2.19) as a function of a is always greater 
than 1 I a. This implies that for a plant with a < 1, it is impossible to achieve 
simultaneously the sensitivity and the complementary sensitivity both arbitrar-
ily close to their minimums with a single LTI compensator, though they have 
the same minimum. 
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Remark 5.2.2 It is seen from Lemma 2.2.3 that under the additional as-
sumption that P n H = 0 or Z n H = 0, the solvability condition of the CSCS 
problem reduces to that rl , r2 > 1 since ItP(l)1 < 1, V(rl ' r2) EEl. 
Remark 5.2.3 It should be pointed out that as for the solvability of the 
CSCS problem, the condition (5.2.18) is actually applicable to (rl' r2) with 
rl, r2 > 1/ a and h - r21 < 1 rather than being restricted to (rl' r2) EEl, 
which can be seen from the above derivation. It is interesting to note that 
Thus, it follows that for any fixed ro > l/a, there exists 5 > 0 (possibly 
dependent on ro) such that the CSCS problem is solvable for all rl ;::: 1 + ro - 5 
and r2 ;::: ro and for all rl ;::: ro and r2 ;::: 1 + ro - 5, which is evidently consistent 
with the first part of Theorem 5.2.2. 
5.3 Conversion between the Sensitivity Prob-
lem and its Complementary Problem 
In this section, we turn to establish a connection between the sensitivity problem 
and the complementary sensitivity problem for a multivariable plant. This 
connection will allow us to solve either of the two problems by way of tackling 
the other one. Recall that the sensitivity problem is to find a compensator 
C(s) E 2:.(P) such that the Hoo-norm of itE associated sensitivity function is 
less than a given r > 0 while the complementary sensitivity problem is to 
find a compensator C(s) E 2:.(P) such that the Hoo-norm of its associated 
complementary sensitivity function is less than a given r > O. 
Let RHf denote the set of proper rational matrices which have no poles 
in the closed RHP. Suppose the transfer matrix P(s) is given and has a stable 
doubly-coprime factorization in RHf: 
P(s) = ND-l(S) = b-1N(s) 
I 
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with the Bezout identities 
(5.3.1) 
or equivalently, 
[N }' ] [X Y] [I 0] D -X b -N = 0 1 . (5.3.2) 
Then, it is a standard result [49] that the set 3(P) of all internally stabilizing 
proper compensators for P( s) can be parametrized by 
3(P) = {(Y - ZN)-I(X + Zb): Z E RHf and IY - ZNI =f O} (5.3.3) 
= {(X + DZ)(Y - NZ)-I: Z E RHf and iY - NZI =f O} (5.3.4) 
It follows that with C(s) = (X + DZ)(Y - NZ)-l, there holds 
(I + PCtl(S) = (Y - NZ)b(s). (5 .3.5) 
Let us now state the main result of this section. 
Theorem 5.3.1 Let P(s) denote the p X m transfer matrix of a multivariable 
LTI plant, and r > 1 be given. Then, C( s) solves the sensitivity problem for r 
if and only if r;~1 C( s) solves the complementary sen~itivity problem for r. 
Proof: Assume that Co( s) solves the sensitivity problem for r with So( s) 
its corresponding sensitivity function. Since Co(s) is in 3(P), there exists Zo E 
RHf such that 
(5.3.6) 
Let us show that C1(s) ~ r;~1 Co(s) is also in 3(P). In other words, we need to 
find a Z E RHf with IY - ZNI =f 0 such that 
r2 _ _ __ 
r2 _ 1 (X + DZo)(Y - NZotl = (Y - ZNtl(X + ZD). (5.3.7) 
Using the Bezout identities (5.3.1) , one can verify that under the condition that 
IY - ZN I =f 0, (5.3.7) is equivalent to 
(5.3.8) 
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Since 
IISo(s)lloo = II(Y - NZo )D(s)lloo < r, 
r2 1- (Y - NZo)D is unimodular in RHfj hence, so is r2 1- D(Y - N Zo). In 
this way, it follows from (5 .3.7) that 
Further, we have 
Y - ZlN = Y - [r2Zo + X(Y - NZo)][r2I - D(Y - NZO)tlN 
= Y - [r2Zo + X(Y - NZo)][(r2 -1)1 + N(X + DZO)tlN 
= Y - [r2Zo + X(Y - NZo)]N[(r2 -1)1 + (X + DZo)Ntl 
- (r2 - 1)(Y - ZoN)[(r2 - 1)1 + (X + DZo)Ntl , 
which implies that IY - ZlNI =1= 0 amounts to IY - ZoNI =1= 0 because of 
det[(r2 - 1)1 + (X + DZo)N] = det[r2 1- D(Y - NZo)]. 
But, 
I(Y - ZoN)DI - II - (X + ZoD)NI 
= II - N(X + ZoD) 1 = I(Y - NZo)DI =1= 0; 
so, IY - ZlNI =1= O. Therefore, Z = Zl satisfies (5.3.7). Having shown that 
Cl(s) is in 3(P), we now verify that Cl(s) indeed solves the complementary 
sensitivity problem for r, i.e. 
On noting that 
it suffices to check that 
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By definition, the above inequality is equivalent to 
r2[r2I-Sb(-jw)tl[Sb(-jw)-I][So(jw)-I][r2I_So(jw)tl_1 < 0, Vw E JR. 
(5.3.9) 
Since the left-hand term of the above is equal to 
IISo/ioo < r implies (5.3.8). Thus, the "only if' part of Theorem 5.3.1 is proved. 
The "if' part can be proved by showing with a similar argument as above 
that if C (s) solves the complementary sensitivity problem for r, then r2r21 C (s ) 
solves the sensitivity problem for r. o 
As an immediate consequence of Theorem 5.3.1, the following corollary is 
obtained, which can be viewed as a multivariable generalization of Remark 4.3.1. 
Corollary 5.3.1 For a given multivariable LTI plant, the solvability of the sen-
sitivity problem for r > 1 is equivalent to the solvability of the complementary 
sensitivity problem for r; in particular, if the minimal achievable sensitivity or 
the minimal achievable complementary sensitivity of the plant is greater than 1, 
they must be equal. 
5.4 Conclusions 
The problem of finding an LT1 controller for a given S1SO plant so that the 
closed-loop system satisfies two tolerances for sensitivity and for complementary 
sensitivity simultaneously has been considered. The solvability condition of the 
problem has been derived in terms of an explicit inequality. It has also been 
discovered that for a multivariable plant, there exists a very simple one-to-one 
correspondence between the sensitivity problem for r > 1 and the complemen-
tary sensitivity problem for the same r. Namely, a solution to either of the 
two problems can be obtained simply by multiplying a solution to the other 
I 
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problem by some certain constant. This exhibits that sensitivity and comple-
mentary sensitivity have the same minimum for a plant if either minimum is 
greater than 1. However, it is currently unclear how to extend the obtained 
results on the CSCS problem to the multivariable case or the weighted case, 
though the generalization to the discrete-time case is direct. 
Chapter 6 
Robustness Improvement Using 
Periodic Control 
6.1 Introd uction 
Periodic digital controllers have received increasing attention recently and have 
been widely used to solve many control problems such as pole assignment, dead-
beat control, removing decentralized fixed modes, robustness and simultaneous 
stabilization, see e.g. [3, 7, 23, 33, 30, 40]. The main reasons for this are that, 
firstly, a periodic control method can provide substanti(~.lly more design freedom 
, 
than the conventional time-invariant method, and secondly, a periodic digital 
controller can be implemented in practice without any difficulty since it only 
requires computer memory to store finite data. 
Generally speaking, there are two common kinds of periodic digital con-
trollers for continuous-time LTI plants. A controller of one kind (i.e. a dynam-
ical system with periodically time varying elements) is composed of a sampler, 
a periodic discrete-time dynamic component, and a zero-order hold [33] while 
a controller of the other kind is composed of a sampler, an LTI discrete-time 
compensator, and a periodic control gain known as a generalized sampled-data 
hold function (GSHF) [30]. We might call the former a conventional periodic 
digital controller and the latter a GSHF dynamic cOI~.pensator. Their control 
configurations are in Figure 1 and in Figure 2, respectively. The common feature 
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of these two configurations is the hybrid nature of a continuous-time component 
and a discrete-time component. The most significant difference between the two 
configurations is that periodicity of a conventional periodic controller occurs in 
the dynamic component while periodicity of a GSHF compensator occurs only 
in the GSHF gain with any dynamic components being time-invariant. Evi-
dently, this difference implies that a GSHF dynamic compensator may be more 
easily implemented in practice than a conventional periodic digital controller. 
Periodic 
Controller 
FIGURE 1 
GSHF 
Gain 
LTI 
Controller 
FIGURE 2 
One of the outstanding advantages of periodic controllers over LTI con-
trollers is their capability of improving arbitrarily the gain margin for an LTI 
nonminimum phase plant. This capability have been shown by Khargonekar et 
al. [33] in the scalar proper but nonstrictly proper discrete-time LTI case, and by 
Lee et ai. [40] in the scalar continuous-time LTI case using periodic continuous-
time dynamic compensators with a particular form. Note that these two pieces 
of work above do not involve the implementation of a digital controller with a 
continuous-time plant (through AID elements, etc.). Neither result deals with 
multivariable plants. Recently, Francis and Georgiou [23] proved that for a 
discrete-time LTI plant, LTI dynamic pre-compensation with decimation of the 
plant output (which is equivalent to use of a particular form of linear periodic 
dynamic compensator) can arbitrarily place nonzero zeros of the resulting sys-
tem. This result was then used to generalize the gain margin result in [33] to 
the multivariable case. More specifically, the gain margin can be arbitrarily 
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assigned likewise for a multivariable continuous-time LTI plant by way of dis-
cretizing the plant with a sufficiently small sampling time, and suitable choice 
of digital periodic controller. According to their method, the design procedure 
consists of (i) discretizing the plant, (ii) designing an LTI dynamic forward-
compensator for the discretized plant with output decimation (this positions 
zeros), (iii) designing an LTI feedback compensator (this positions poles). All 
together, this actually leads to a conventional periodic digital controller. From 
this procedure, it is observed that the order of such a controller may be very 
high because of the introduction of pre-compensation. Other disadvantages, as 
mentioned in [23], are that the sampling time may :1ave to be very small to 
permit an increase in the gain margin and the feedback system may become 
sensitive to variation in parameters other than the gain. 
It is known that the idea of GSHF can be powerfully used for many linear 
control system problems, see [7,30]. Notably in [30], Kabamba studied the use of 
GSHF in pole assignment, model matching, decoupling, optimal noise rejection, 
robustness analysis, and exhibited several advantages of GSHF nondynamic 
compensation over LTI compensation. Naturally, the use of GSHF dynamic 
compensation might be expected to achieve even more profitable objectives. 
One of the main purposes of this chapter is to reveal the objective of gain 
margin improvement, and to examine the effect of sc,mpling time on the gain 
margin. 
Even though periodic compensation can arbitrarily improve the gain margin, 
this compensation cannot improve the minimal sensitivity for an LTI plant, a 
fact which has been shown by Khargonekar et al. [33] as well as by Feintuch 
and Francis [19] . In Chapter 3 we have displayed that there always exists 
conflict between gain margin and sensitivity for a nonminimum phase LTI plant 
using LTI compensation. This conflict is twofold. On the one hand, sensitivity 
minimization will cause the gain margin to be less than the square root of the 
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maximal gain margin. On the other hand, gain margin maximization will lead 
to an arbitrarily large sensitivity. Apparently, the second kind of conflict is 
much more serious than the first kind in practice. In this way, an interest ing 
question arises as to whether periodic compensation can overcome or reduce 
this compromise associated with LTI compensation. Our partial answer to this 
question in this chapter shows that the use of periodic compensation can not 
only arbitrarily improve the gain margin but also keep the sensitivity bounded 
at the same time. 
This chapter is outlined as follows. In the next section, a GSHF dynamic dig-
ital compensator is formulated and a stabilizability condition for a continuous-
time LTI plant with the compensator is established. In Section 6.3, we derive 
an explicit formula for the maximal achievable gain margin of a scalar plant by 
a GSHF compensator and analyze the effect of sampling time on the maximal 
gain margin. It is shown that an arbitrarily large gain margin can be achieved 
by a GSHF compensator with a sufficiently small sampling period. Section 6.4 
discusses the multivariable case. It is proved that the main result remains true 
in the multivariable case and furthermore, under a mild condition, an arbitrary 
gain margin can be achieved by a GSHF compensator without any particular 
constraint on the sampling period. We exhibit the capability of reducing con-
flict between gain margin and sensitivity by using periodic compensation III 
Section 6.5. Examples are given in Section 6.6. 
6.2 Preliminary Results 
Consider a continuous-time LTI plant P( s) with a minimal state-space model: 
x(t) = Ax(t) + Bu(t) 
y(t) = Cx(t) + Du(t) 
(6.2.1) 
(6.2.2) 
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where x(t) E lRn is the state, u(t) E lRm is the control, y(t) E lRr is the output, 
and A, B, C, D are real matrices of appropriate dimensions. 
The GSHF dynamic compensator is composed of an LTI compensator and 
a GSHF control law as follows: 
Vk - Gezk + Dey(kT) 
u(t) - F(t)Vk' for t E [kT, (k + l)T), k = 0,1,2, ... 
(6.2.3) 
(6.2.4) 
(6.2.5) 
where T > 0 is the sampling period, A c, B e, Ge, and Dc are constant matrices of 
appropriate dimensions, and F(t) is a T-periodic integrable and bounded hold 
function matrix of an appropriate dimension. 
The following equation 
foT exp[A(T - t)]BF(t)dt = G (6.2.6) 
for the unknown F(t) with G a given constant matrix, plays an important role 
in the design of the GSHF control law. The properties with respect to this 
equation are summarized in the following result. 
Lemma 6.2.1 Let (A, B) be controllable, G be given and 
W(A, B, T) = foT exp[A(T - t)]BB'I" exp[A'I"(T - t)]dt. (6.2.7) 
Then 
(i) 
(6.2.8) 
is the uniquely optimal one among all the solutions of (6.2.6) in the sense of 
minimizing trJ! F 'I" (t)F(t)dt ; 
(ii) for and almost all T > 0, there exists a piecewise constant solution of 
(6.2.6) taking at most n different values in the interval [0, T]; 
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(iii) for almost all T > 0, there exists a sequence of piecewise constant 
solutions F",(t) of (6.2.6) which uniformly converges to Fo(t) in the interval 
[0, T] under a usual matrix norm. 
Proof: See Appendix D. o 
Applying the GSHF control law (6.2.5) to the system (6.2.1)-(6.2.2) and 
sampling the continuous-time state and output, we obtain the following discrete-
time system from v'" to y(kT): 
x((k + l)T) = exp(AT)x(kT) + Gv", 
y(kT) Cx(k) + DGov", 
(6.2.9) 
(6.2.10) 
with Go = F(O), F(.) and G related as in (6.2.6), and the associated transfer 
function 
P(z) = DGo + C(zI - exp(AT))-IG. (6.2.11) 
Theorem 6.2.1 There exists a GSHF dynamic compensator (6.2.3)-{6.2.5) 
stabilizing the continuous-time plant (6.2.1j-.(6.2.2) if and only if there exist 
constant matrices Go and G such that the induced discrete-time system (6.2.9)-
(6.2.10) is stabilized by (6.2.3)-{6.2.4). 
Proof: Since the "only if' part is obvious, it suffices to show that if the 
closed-loop system composed of (6.2.9)-(6.2.10) and (6.2.3)-(6.2.4) is stable for 
some pair (G, Go), then there exists a GSHF control law (6.2.5) such that the 
states of the closed-loop system (6.2.1)-(6.2.5) satisfy 
Ilx(t)11 < IIx(0)IIkle-A1t, Vt 2: 0 
II z", II < II zollk2e-A2"', Vk 2: 0 
(6.2.12) 
(6.2.13) 
for some positive constants kl' k2, AI, and, A2. To do this, first note from 
Lemma 6.2.1 that by solving 
i T L~ exp[A(T - t)]BF(t)dt = G - exp[A(T - t)]BGodt ~ 0 
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for any fixed t1 E [0, T), there are an infinite number of T-periodic integrable 
and bounded function matrices F(t) satisfying 
F(t) = Go, 
F(t + T) = F(t), 
loT exp[A(T - t)]BF(t)dt _ G. 
t E [0, td 
t~O 
(6 .2.14) 
(6.2.15) 
(6.2.16) 
In particular, we can generically (i.e. for almost all T > 0) choose a piecewise 
constant F(t) satisfying the above conditions and taking at most n + 1 different 
values. In this way, it is easily seen that the states x( kT) and Zk of (6.2.1)-
(6.2.5) are precisely the states of (6.2.9)-(6.2.10) and (6.2.3)-(6.2.4). Thus by 
the hypothesis, there exist k2 > 0, A2 > 0 such that (6.2.13) holds and x(kT) 
converges exponentially. Further, it can easily be shown that 
x(t) = M1(t)x(kT) + M2(t)Vk, for t E [kT, (k + l)T), k = 0,1,2, ... 
(6.2.17) 
where M1(t) and M2(t) are T-periodic, and 
M1(t) = exp(At), M2(t) = lot exp(A(t - r))BF(r)dr, t E [0, T). 
Since M1(t) and M2(t) are bounded, and exponential convergence of x(kT) 
and Zk implies exponential convergence of Vk, it follows that x(t) converges 
exponentially too, namely, (6.2.12) holds for some positive constants k
1
, AI' 0 
Remark 6.2.1 Note that for almost all T > 0, there exist almost all constant 
matrices Go and G such that the induced system (6.2.9)-(6.2.10) is controllable 
and observable. 
Definition 6.2.1 Let P denote a given MIMO LTI plant {continuous-time or 
discrete-time}. Define the maximal achievable gain margin of P with respect 
to LTI compensation as in (3.2.6}) and for a given T > 0 define the maximal 
.... 
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achievable gain margin KT of P( s) with respect to GSHF compensation as 
KT ~ sup{b/a: 0 < a < 1 < b and there exists a controller (6.2.3)-(6.2.5) 
stabilizing kP( s) for all k E [a, b]}. 
Let us now fix some notation. Given the plant (6.2.1)-(6.2.2), Z ~ {ZI' 
.. . , 
Z Nl} denotes the set of all its zeros in fl, p ~ {Pl' ... , P N2} the set of its poles 
in fl , Kc its maximal achievable gain margin with respect to LTl compensation. 
For simplicity, all the Pi'S and Zj'S will be assumed to be simple. 
The following result is immediately obtained as a consequence of Theo-
rem 6.2.1. 
Corollary 6.2.1 Let K( G, Go) denotes the maximal achievable gain margin 
of the discrete-time plant (6.2.9)-(6.2.10) with respect to LTI compensation for 
given (G, Go) . Then 
KT = max{K(G, Go}: G and Go are constant matrices} (6.2.18) 
Note that if the plant (6.2.1)-(6.2.2) is scalar, the expression for K c has been 
given in (3.2.13). That is, 
where 
and 
{ 
00, if P n H := 0 or Z n H = 0 
Kc = (1-,-~)2 ~ otherwise I-a ' 
a t>. maxb> 0; 3f(s) E 8(15) such that 
f(ai) = ,bi i = 1, 2, ... , N} , 
( ai, bi ) ~ { (cp ( Zi ) , 1) , (cp(pi) , 0), 
i = 1, 2, ... , Nl 
i = Nl + 1, Nl + 2, ... , N 
(6.2.19) 
(6 .2.20) 
(6.2.21) 
with N = Nl + N2 and cp(s) = (s - l)/(s + 1). Similarly, K(G, Go) can be 
expressed in terms of zeros and poles of (6.2.9)-(6.2.10) in fl with cp(s) = l/s. 
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6.3 S1S0 Case 
This section only deals with the case where P( s) is a SISO strictly proper 
plant. The discussion of the bicausal case (i.e. P(:::>o) is invertible) will be 
included in the next section. To make sense, we will only consider the gain 
margin improvement by GSHF compensation in the nonminimum phase case 
that P n H =f. 0 and Z n H =f. 0. 
Theorem 6.3.1 Assume P C H. Let KT be defined as in Section 6.2. Then 
for almost all sampling periods T > OJ 
where 
KT = (1 + aT) 2 , 
1- aT (6.3.1) 
and LT ~ [l-exp[-~ ' +P . )Tl] . 
.) N2XN2 
Proof: Note that Go has no effect on K( G, Go) because D = 0 and the 
unstable poles exp(pi T ) (i = 1, ... , N 2 ) of (6.2.9)-(6.2.10) only depend on the 
sampling time T. Moreover, (6.2.9)-(6.2.10) always has a zero at infinity. Thus, 
any G for which (6.2.9)-(6.2.10) has no unstable finite zeros and the zero at 
infinity is simple (i.e. CG =f. 0) must maximize K( G, Go). Such a G obviously 
exists for any T > 0 for which (exp(AT), C) is observable since finite zeros 
of (6.2.9)-(6.2.10) can be arbitrarily placed by suitable choice of the vector G. 
On the other hand, for almost all T > 0, (exp(AT), C) is observable and 
exp(piT) =f. exp(pjT) if i =1= j. In this way, for such T > 0 we can immediately 
write down the formula for KT as follows: 
where 
aT = max{, > OJ :3 f( s) E 8(15) such that 
f(O) =, and f(exp(-piT)) = 0, 1::; i ::; N 2 }. (6.3.2) 
I 
I 
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Using the classic N-P interpolation result , we obtain 
[
1 _,2 e] 
aT = maxb > 0; e'T L
T
;:::: O} and e = [1 . .. 1]. 
But, it is easy to verify that aT = /1 - [1 . . . I]L/ [1 
rem 6.3.1 is proved. 
1]'T ; hence, Theo-
o 
Theorem 6.3.2 With the same assumptionsand notation as in Theorem 6.3.1 , 
there holds 
(i) 
II exp( -piT) :::; aT :::; 
19$N2 
I-Ni L 1 
( )
-1 
19J$N2 1 - exp[-(pi + pj)T] 
(ii) KT is strictly decreasing with respect to T ; 
(iii) limT-+O KT = 00 and limT-+oo KT = 1. 
Proof: 
(i) Obviously, the inequality on the left hand side is simply a direct ap-
plication of Lemma 2.2.4 with n = N2 , m = 1, ai = exp( -Pi-l T) , i = 
1, ... , n, an+! = O. On the other hand, it can be easily proved by the Schwarz 
inequality that if Q is an n X n positive defin:.te matrix , then 
Using this fact , the right-hand inequality can be readily concluded. 
(ii) Recall that the original expression for aT is given in (6.3.2). Now we 
claim that a Tl ;:::: a T2 for T2 > T1 > O. In fact , for any fixed , < a T2, there 
exists an analytic function f T2 (s): 15 -+ 1) such that 
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Construct 
fT, (s) = {g f" (exp[(T, - T,)p;Js) } I/N2 
Then it is routine to verify that ITI (s) is an analytic function from 15 to V such 
that 
As a consequence, a TI ;;::: a T2 . From Theorem 6.3.1, it is easily seen that (aT? 
can be regarded as an analytic complex function in the finite plane. Thus, 
(aT)2 cannot be identically constant on any real interval of T otherwise it is 
constant in the whole plane. But, (aT)2 is nonincreasingj hence, it must be 
strictly decreasing, which is evidently equivalent to the condition that KT is 
strictly decreasing with respect to T. 
(iii) Since 
( )
-1 
2 ~ 1 o ::; aT::; 1 - N2 L...J _, 
\ 15i,i5N 2 1 - exp[ -(pi + Pi )T] 
and the right-hand expression approaches zero as T goes to infinity, it follows 
that 
leading to 
lim KT = 1. 
T--+oo 
To see limT--+o KT = 00, let us now prove a stronger result, that is, limT--+o L -1 = 
O. In fact, 
Consequently, 
lim L -1 = lim T (T L ) -1 = 0, 
T--+O T--+O 
which implies that limT--+o KT = 00. 
o 
I 
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Corollary 6.3.1 Let PT(Z) be a transfer function obtained by discretizing a 
continuous-time LTl plant with simple unstable poles, where T is the sampling 
time. Assume that PT(z) has no finite unstable zeros and its infinite zero has 
multiplicity at most 1. Then, the maximal achievable gain margin of PT( z) goes 
to infinity as T tends to o. 
Remark 6.3.1 If PT(z) has no infinite unstable zeros either, applying Corol-
lary 6.3.1 to Z-l PT(z) yields that for PT(z), there always exists a strictly proper 
LTI controller achieving any prescribed gain margin as T is sufficiently small. 
From (ii) and (iii) of Theorem 6.3.2, the following result is readily concluded. 
Corollary 6.3.2 Adopt the same assumptions as in Theorem 6.3.1. There ex-
ists a positive sampling time To such that Kc and KT have the following relation: 
{ 
< 0, 
Kc - KT = 0, 
> 0, 
T < To 
T=To , 
T> To 
where Kc denotes the ma:J;imal gain margin with respect to LTl compensation. 
Remark 6.3.2 If the plant P(s) only has one open RHP pole p and one open 
RHP zero z, it can be shown from (6.2.19) and (6.3.1) that To in Corollary 6.3.2 
is equal to 
_I_In (p+z)(p+z). 
p + p (p - z) (p - z) 
From this, it is easy to see that the closer the unstable pole is to the unstable 
zero, the more flexible the choice of the period T can be in order for GSHF 
dynamic compensation to be superior to LTI compensation in respect of gain 
margm. 
6.4 MIMO Case and 8180 Bicausal Case 
In this section, we turn to a discussion of the multivariable case. But first, 
let us state a result on the gain margin of an MIMO LTI plant with an LTI 
compensator. 
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Lemma 6.4.1 Let P(z) be an MIMO LTI discrete-time plant. Assume that 
P(z) has a minimal realization (AJ B J CJ D) with A E lRnxn and all its poles 
in lY are denoted by PI' ... , PN • If 
rankD > n - mjn rank( A - Pi 1) 
• 
rank [A ~ zI Z] > 2n - mjnrank(A - p,I), 
Vz E 1)c \ {PI' ... , PN } 
(6.4.1) 
(6.4.2) 
then there is no upper bound on the gain margin of P(z) using LTI compensa-
tion. 
Proof: Let R denote the ring of proper rational functions which are stable 
in the discrete-time sense. Then P(z) has a Smith-McMillan form over R as 
follows: 
where I = rankP(z), 0 represents the zero matrix of appropriate size, ni divides 
ni+t, di+t divides di, and (ni' di ) are coprime over R. It is clear that the maximal 
gain margin of P(z) with respect to LTI compensation is greater than or equal 
to min(kt, ... , k1), where ki represents the maximal gain margin of ni/di with 
respect to LTI compensation. Thus, to prove Lemma 6.4.1, it suffices to show 
that nd di (i = 1, ... , 1) has either no zeros in 1)c or no poles in 1)c since this 
implies that ki is unbounded . To this end, in order to secure a contradiction 
Suppose that there exist 1 ~ j ~ I, 1 ~ I ~ N, and Zo E 1)c, Zo f. P.., such that 
Obviously, the former implies that rankP(zo) ::; j - 1, which is equivalent to 
rankD 
k [A - zoI B] ran C D 
< j - 1, if Zo is infinite 
< n + j - 1, if Zo is fini teo 
(6.4.3) 
(6.4.4) 
6.4. MIMO Case and SISO Bicausal Case 99 
On the other hand, since 
P(z) = [(C - DK)(zI - A + BK)-l B + D][I - K(zI - A + BK)-l Btl 
is a coprime factorization over R provided that K is an arbitrary matrix such 
that all the eigenvalues of A - BK lie in 'D, the nonunit invariant factors (over 
R) of [I - K(zI - A + BK)-l B] and diag(d1 , d2 , • •• , dl ) are the same, see 
[49]. As a consequence, 
rank[I - K(p.,I - A + BK)-l B] :s; n - j , 
or equivalently, 
rank [~ p.,I _ ~ + BK] :s; m + n - j, 
from which it follows that 
rank(A - p.,I) :s; n - j . 
This together with (6.4.3) or (6.4.4) readily leads to a contradiction to the 
lemma condition (6.4.1) or (6.4.2). Therefore, n;fdi has either no zeros in 'Dc 
or no poles in 'Dc for all i = 1, ... , 1. o 
Remark 6.4.1 From the above proof, it is easy to see that the condi-
tion (6.4.1) is exclusively used to prevent the diagonal elements of the Smith-
McMillan form in R of P( z) from having both unstable poles and a zero at 
infinity while the condition (6.4.2) is used to prevent a diagonal element from 
having both unstable poles and finite unstable zeros. 
Remark 6.4.2 The continuous-time version of Lemma 6.4.1 can be imme-
diately established without any other modification than the replacement of 'Dc 
by fJ in Lemma 6.4.1. It should be pointed out that the result thus obtained 
contains Theorem 3.1 in [34] since the condition of distinct RHP poles and 
no blocking zeros implies the continuous-time version of the conditions (6.4.1)-
(6.4.2). 
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Theorem 6.4.1 Consider the MIMO LTI continuous-time plant P(s). Let KT 
be defined as in S ection 6.2. Assume that P(s) has a minimal realization (6.2.1)-
(6. 2.2) with all its poles in fI denoted by PI' ... , PN2 ' If 
rankD 2:: n - rnjnrank(A - p)), 
t 
(6.4.5) 
then KT is equal to infinity for almost all sampling periods T. 
Proof: Let T be any fixed sampling period with T =J 2k1r for all 
Im(p;-Pj) 
integers k whenever Re(p; - pJ = O. Then, (exp(AT) , C) is observable. It will 
now be shown that KT = 00. But in view of Corollary 6.2.1 and Lemma 6.4.1, 
it obviously suffices to show that there exist G E JRnxm' and Go E JRmxm' such 
that 
rankDGo > n - rnjn rank[exp(AT) - exp(p;T)I] (6.4.6) 
t 
nk [exp(AT) - zI G] ra C DGo 
2:: 2n - rnjnrank[exp(AT) - exp(p;T)I], \:fz E (c. (6.4.7) 
t 
To do this, choose m' 2:: n - rnjn rank( A - pd) + 1. Since 
t 
rank[exp(AT) - exp(p;T)I] = rank(A - p)), 
(6.4.5) implies that (6.4.6) holds for almost all m X m' constant matrices Go. 
In addition, from 
rankC 2:: n - rnjnrank(A - p)), 
t 
it is easy to see that for an arbitrary constant matrix Go, 
rank [exp(A~) - zI] + m' > 2n - mjn rank(A - p)) + 1, \:fz E (C 
k [exP(AT) - zI 0 I] ran C DG
o 
0 > 2n - ~in rank(A - p)) , \:fz E (C. 
Thus , on applying Lemma 2.3.7 with 
€ = r - n + rnjnrank(A - p)) and F = 0, 
t 
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it immediately follows that (6.4.7) generically holds with respect to (G, Go) E 
JRnxm' JRmxm' A h X . s a consequence, t e theorem is concluded. o 
Corollary 6.4.1 Let P( s) be a SISO LTI bicausal continuous-time plant. Then 
KT is equal to infinity for almost all sampling periods T. 
Proof: Let P(s) have a minimal realization (6.2.1)-(6.2.2). Then clearly 
rank(A- sf) ~ n -1, \Is E C, 
implying the condition (6.4.5). Hence, Corollary 6.4.1 is concluded from Theo-
rem 6.4.1. o 
If the plant is bicausal, to avoid a delay-free loop, the controller should be 
strictly proper. Further, as has been shown in [50J, stabilization by a nonstrictly 
proper controller is never robust against singular perturbations in some sense 
whereas stabilization by a strictly proper controller is robust against singular 
perturbations. The following result shows the existence of a strictly proper 
GSHF compensator (i.e. Dc = 0) for achieving a prescribed gain margin in case 
the sampling time is allowed to be small. 
Corollary 6.4.2 Adopt the same hypothesis as in Theorem 6.4.1. Assume that 
all the unstable poles PI' ... , PN
2 
are simple and D =1= O. Given kl and k2 
with 0 < kl < 1 < k2J there always exists a strictly proper GSHF compensator 
(6.2.3)-(6.2.5) stabilizing kP(s) for all k E [kl ' k2J. 
Proof: From the proofs of Theorem 6.4.1 and Lemma 6.4.1, we can find 
(G, Go) such that P(z) = DGo + C(zl - exp(AT))-lG has a Smith-McMillan 
form over R as follows: 
Moreover, since all poles are simple and di+1 divides di , we see that nt/d1 
has unstable poles exp(pjT) (i = 1, ... , N 2 ) but no unstable zeros while 
--
102 Chapter 6. Robustness Improvement Using Periodic Control 
n2/d2, . .. , nl/d/ have no unstable poles. Thus, there is no problem with 
n;f d; (i = 2, ... , I) for the construction of a strictly proper controller achieving 
any prescribed gain margin. Also from Remark 6.3.1, we can find a strictly 
proper compensator Cl (z) stabilizing nd zd1 for all k E [kl' k2J provided that 
T is sufficiently small. Finally, it can be concluded that there exists a strictly 
proper LTI controller stabilizing kP(z) for all k E [kl' k2J. o 
Remark 6.4.3 From the proof of Theorem 6.4.1, the following observations 
can be made. First, G can still be chosen to remove the possible effect of finite 
unstable zeros on the gain margin even if the condition (6.4.5) fails. Second, if 
Pll P2' .. . , PN2 are all simple, then (6.4.5) implies that pes) does not have a 
blocking zero at infinity. Third, in the design of a GSHF compensator of the 
form (6.2.3)-(6.2.5), the dimension of Vk can be chosen to be any integer greater 
than n - mjn rank(A - PiI) and the GSHF gain F(t) can be chosen to have at 
, 
most n + 1 different values . 
The following result deals with the case where the condition (6.4.5) fails. 
Theorem 6.4.2 Let pes) be an MIMO LTI continuous-time plant with a mini-
mal realization (6.2.1)-(6.2.2) with D = O. Suppose that the plant unstable poles 
Pl ' . .. , PN2 are simple and lie in H. Then for almost all sampling periods T 
K > (1 + a T )2 
T - 1 ' 
-aT 
(6.4.8) 
where a T is defined as in Theorem 6.3.1. 
Proof: Take arbitrary T > 0 such that T f= 2k1r for all integers k Im(p,-Pj) 
whenever Re(p, - Pj) = O. Then, 
mjnrank[exp(AT) - exp(piT)IJ = mjnrank(A - pJ) = n - 1 
, , 
and (exp(AT) , C) is observable. Now from the proof of Theorem 6.4.1 , we can 
generically choose n X m' constant matrix G with m' > 1 such that 
rankCG > 1 
1 
6.5. Reduction of conflict between Gain Margin and Sensitivity 103 
k [
exp(AT) - zI 
ran C ~] 2:: n+l , Vz E C. 
For such a chosen G, the above inequalities evidently imply that the first diag-
onal element of the Smith-McMillan form in R of P(z) = C(zI - exp(AT))-lG 
has a unique unstable zero at infinity of multiplicity 1 while all the other nonzero 
diagonal elements have no unstable poles and thus have the maximal gain mar-
gin of 00. Consequently, 
K > K(G G) > (1 + aT) 2 T - ,0 - 1 
-aT 
o 
As a direct consequence of Theorem 6.3.2 and Theorem 6.4.2, the following 
corollary is obtained, which shows that GSHF compensators can arbitrarily 
improve the gain margin for MIMO LTI continuous-time plants. 
Corollary 6.4.3 With the same hypotheses as in Theorem 6.4.2, then 
limKT = 00. 
T ..... o 
6.5 Reduction of conflict between Gain Mar-
gin and Sensitivity 
In Section 3.3, it is shown that for nonminimum phase scalar plants, there always 
exists conflict between gain margin maximization and sensitivity minimization 
to some extent if LTI compensation is applied. Particularly serious is the fact 
that gain margin maximization will lead to a closed-loop sensitivity of infinity. 
The purpose of this section is to show that periodic compensation can reduce 
this conflict for an MIMO LTI discrete-time plant under some mild condition 
although it has been indicated in [19, 33] that any time-varying controller can-
not improve the minimal sensitivity with respect to LTI compensation. More 
specifically, an arbitrary gain margin can be achieved without leading to an 
arbitrarily large sensitivity by using a periodic time-varying controller. 
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Let P(z) be a p X m discrete-time plant and 0 < a < 1 < b. Define the 
minimal sensitivity n( a, b) subject to a gain margin interval constraint in the 
context of LTI compensation as in (3.4.1) and its counterpart n( a, b) in the 
context of periodic compensation as follows 
n( a, b) ~ inf {II (I + pctlll j c is a linear periodic controller 
stabilizing kP(z) for each k E [a, b]} 
where 11(1 + PC)-lll ~ sup{lI(I + PC)-luIl2: u in (h2r, lIull2 = I}. 
From Section 3.3, it is known that limb/a ..... .a n(a, b) = 00 if P(z) is scalar and 
f3 denotes its maximal achievable gain margin. In contrast, for n( a, b), we can 
establish the following result which ensures that n( a, b) is bounded uniformly 
with respect to any prescribed gain margin. 
Theorem 6.5.1 Let P(z) be a pxm LTI discrete-time plant with distinct unsta-
ble poles Pi' ... , PH" Assume that P(z) has no unstable pole-zero cancellations 
and has a minimal realization (A, B, C, D) with A E IRnxn. If 
rankD ~ n - mjn rank(A - pJ), 
• 
(6.5.1) 
then there exists some constant M only dependent upon P(z) such that for any 
interval [a, bJ with 0 < a < 1 < b, 
n(a, b) ::; M. (6.5.2) 
Proof: First, choose an integer v ~ n such that P~ =I p~, i =I j. As a 
consequence, 
rank( AV - P~ I) = rank( A - pJ). (6.5.3) 
Viewing P(z) as a v-periodic plant, we can write down its LTI transfer matrix 
representation as follows 
p(z) [ci~2B CALB il + 
[C'T A'TC'T (A'T)"-lC'Tf (zI - Avt l [AV-IB AB BJ. I 
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Then it is known from [33] that 
2. C stabilizes kP(z) if and only if C(z) stabilizes kP(z) 
where C is a v-periodic controller and 6(z) is its LTI transfer matrix repre-
sentation [Note that any periodic system P can be uniquely represented by a 
transfer matrix p(z) with 8(00) l.b.t. (lower block triangular), and vice versa]. 
From the above two facts, it can be seen that 
R(a, b) = inf{ll(l + Pctlll; C(z) is an LTI controller with C(oo) 
l.b.t. and stabilizing kP(z) for each k E [a, b]}. 
Let U( z) = block diag(z-llm'" z-llm 1m). Then p(z)U(z) has a stabilizable 
and detectable realization (A, B, 6, D) with 
0 0 B 
Av-IB 1m 0 0 A [ AV AB 0] , B= Ovmxn Ovmxvm 
0 1m 0 
0 0 1m 
[3~, D 0 ~] , - [~ ... 0 1] C CB 0 = D= .0 .. . 0 CAv-2B CB o . 0 . .. 0 
Also, note that all poles of p(z)U(z) in 'Dc are given by p~ , ... , p~. Using the 
relations 
with (6.5.1) and (6.5.3), it is trivial to check that (A, B, C, D) fulfills the condi-
tions (6.4.1)-(6.4.2). In this way, it follo,:s from the proof of Lemma 6.4.1 that 
if p(z )U(z ) has the following Smith-McMillan form over R 
.... 
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then ai ;::: 1, i = 1, ... , 1, where ai is defined as in (2.2.6) associated with Pi 
and cp(s) = l/s, Y;(z) and V2 (z) are unimodular matrices over R. Thus from 
Chapter 3, for any given € > 0 and interval [a, bJ with 0 < a < 1 < b there 
exists e;(z) stabilizing kpi(Z) for each k E [a, bJ such that 11(1 + PiCi)-lll < 1 +€. 
Let 
C(z) = U(z )1I2(z) [diag( c1 (z )'0· .. , c, (z)) ~] Y; (z). 
It is easy to see that C(z) stabilizes kP(z) for each k E: [a, bJ and C(oo) is l.b.t. 
In addition, 
11(1 + PC)-lll - 1Iv;.-l(z)(1 + Y;(z)p(z)C(z)v;.-l(z))-lY;(z)1I 
< 1Iv;.-l(z)III1Y;(z)1I m~x 11(1 + Pi(z)ci(z))-lll 
t 
< (1 + €)IIv;.-l(z)III1Y;(z)lI, 
which implies that R(a, b) < (1 + €)M, where M ~ 1Iv;.-1 (z) II 1IY;(z) II only de-
pends on P(z). Since € is arbitrary, (6.5.2) follows. o 
6.6 Examples 
Example 1. For the following plant 
s-l 
P(s) = (s + l)(s - 2)' 
it has been calculated in [23J that the maximal gain margins by LTI compen-
sators and conventional periodic controllers with the periodic time T = 0.1 are 
4 and 25.67, respectively. Let us now compute the maximal gain margin of this 
plant using GSHF compensators. Since the plant has a unique unstable pole 
P = 2, applying Theorem 6.3.1 immediately yields the formula for K T : 
KT = [1 + exp( -2T)] 2 
1- exp( -2T) 
I 
I 
I 
I 
I. 
6.6. Examples 
In particular, 
{ 
100.63, 
KT = 25.67, 
4.68, 
3.99 , 
T = 0.1 
T =0.2 
T =0.5 
T = 0.55 
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From this data, it is observed that KT decreases rapidly as T increases and is 
less than the maximal gain margin for LTI compensators when T is larger than 
0.55 , and under the condition of the same sampling time T = 0.1 , the GSHF 
compensator can achieve a much greater gain margin than the conventional 
periodic controller. 
Example 2. Consider a SISO LTI continuous-time plant described by 
with 
x(t) = Ax(t) + bu(t) 
y(t) = cx(t) + du(t) 
A= [-~2. ~], b= [~] , c= [-10 4], d= 1, 
and the transfer function 
P(s) = (s -l)(s - 2) . 
(s - 3)(s - 4) 
It has been indicated in [34] that this plant has a maximal gain margin of 1.114 
with respect to LTI compensators. But by Corollary 6.4.1, the plant has a 
maximal gain margin of 00 with respect to GSHF compensators. Let us now 
construct a GSHF compensator which stabilizes kP(s) for all k E [k1 , k2] with 
k1 , k2 given and 0 < kl < 1 < k2 • 
To do this , first choose 
T=1/4 , Go =[l O],G=[~ ~]. 
Then 
P(z ) = dGo + c[zI - exp(AT)t1G = [1 4z-7.265 ] (z -2.117 )(z - 2.718) , 
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which has the following Smith-McMillan form in R: 
with 
_ [(Z+0.5)2 
P(z)U(z) = (z - 2.117)(z - 2.718) 0] 
[ 
z+43.837 
z+0.5 
U(z) = -9.376z+34.709 
z+0.5 
-4z+7.265 ] (z+0.5)2 
z2 -4.835z+5. 755 . (z+0.5)2 
It is easy to see that 
(z + 0.5)2 
Pl(Z) = (z - 2.117)(z - 2.718) 
has a maximal gain margin of 00 with respect to LTI compensators since it 
has no unstable zeros. Thus, there exists an LTI compensator which stabi-
lizes kPl (z ) for all k E [kl' k2]' In [34], it is shown that all solutions to the 
gain margin problem for an LTI plant with LTI compensation can be found 
by parameterizing all the corresponding sensitivity functions, which are simply 
solutions to a certain interpolation problem. Using this idea, one of the required 
sensitivity functions in our case can be constructed as follows 
4klk2(Z - 2.117)(z - 2.718)(2.117z -1)(2.718z -1) 
(23.016kl k2+22.603k2-45.619kl )(z i-l)-130.62(kl k2-kl )(z3 - z)+(229.944kl k2-45.201k2-185.743kl )z2 
Then, the corresponding LTI compensator is 
1 - Sl(Z) 
Cl(Z) = Sl(Z)Pl(Z) = 
(22.603k2 - 45.619k1)(Z4 - 1) + 130.62k1(z3 - z ) - (45.201k2 + 185.743k1)Z2 
4k1k2(1 - 2.117z)(1 - 2.718z)(z + 0.5)2 
Define 
C(Z) 
, 
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with 
Then C(z) stabilizes kP(z) for each k E [k~. , k2]. On the other hand, one of 
the GSHF gains associated with Go and G by (6.2.14)-(6.2.16) can be found as 
follows; 
{ 
[1 0], 0 ~ t < 1/8 
F(t) = [-7.276 - 5.102], 1/8 ~ t < 3/16 
[5.602 20.408], 3/16 ~ t < 1/4. 
Thus, the GSHF compensator stabilizing kP(s) for each k E [kl, k2] can be 
constructed as 
- 0.66 0.337 0.245 
-0.025 
-0.022] [1] 1 0 0 0 ~ zd ~ y(kT) Zk+l = 0 . 1 0 0 0 0 1 0 
0 0 0 1 
Vk - [ Cl C2 C3 C4 C5 ] Zk + Coy(kT) 
u(t) - F(t)Vk' for t E [kT, (k + l)T), k = 0,1 , 2,· .. 
Finally, it is interesting to note that the order of the GSHF compensator 
does not increase as the required closed-loop gain margin (i .e. k2/ k1 ) in-
creases, and that the GSHF compensator becomes strictly proper when k2/ kl = 
45.619/22.603. 
6.7 Conclusions 
In this chapter, a GSHF dynamic compensator has been presented and used to 
improve the gain margin of an MIMO continuous-time LTI plant. The signif-
icant advantages of this particular digital periodic controller over the periodic 
--
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controller used in [19] include the greater freedom and simpler structure be-
cause no dynamic periodic components are involved. The main contributions 
are summarized as follows. 
1. It has been shown that for an M1MO LT1 continuous-time plant, the GSHF 
compensator can always achieve an arbitrary closed-loop gain margin by 
taking the sampling time sufficiently small. 
2. More interestingly, under a mild condition on the multiplicity of the possi-
ble zero of the plant at infinity, an arbitrary gain margin can be achieved 
usmg the GSHF compensator without any constraint on the sampling 
time. Moreover, for such a plant, there always exists a strictly proper 
GSHF controller achieving an arbitrarily prescribed gain margin. It is 
worth mentioning that the condition is satisfied automatically for a bi-
causal plant. All these features make this kind of periodic controller more 
practicable. 
3. For a S180 strictly proper plant, an explicit formula for the maximal 
achievable gain margin with respect to GSHF compensators has been de-
rived and the effect of the sampling period on the gain margin has been 
analyzed in detail. For instance, it has been indicated that the gain margin 
decreases to 1 as the sampling period increases to infinity. 
4. It has been discovered that by using periodic compensation, an arbitrary 
gain margin can be achieved without particularly causing a large sensitiv-
ity for a nonminimum phase LT1 discrete-time plant. Comparatively, LT1 
compensation does not possess this property. 
Finally, it should be mentioned that almost all the results already obtained 
in respect of gain margin in this chapter have counterparts in respect of phase 
margin, which can be similarly proved. For example, GSHF compensation can 
II 
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arbitrarily improve the phase margin for a nonminimum phase continuous-time 
plant and periodic controllers can achieve an arbitrarily prescribed phase margin 
without causing a large sensitivity. The question remains open as to whether 
sensitivity minimization with periodic compensation can lead to a gain margin 
greater than the square root of the maximal gain margin associated with LTI 
compensation. Associated with GSHF control, another practically important 
issue is to study the inter-sampling behavior of the continuous-time system and 
to seek to reduce the inter-sampling ripple. 
Chapter 7 
Control of Linear Discrete-Time 
Periodic Systems 
7.1 Introduction and Problem Formulation 
The LTI representation theory for linear periodically time-varying discrete-time 
systems have been developed both in time domain and in frequency domain in 
the system literature [42, 33]. This theory has been shown to be quite useful in 
the analysis of a periodically time-varying system [42] and in control of an LTI 
system using periodic feedback for such purposes as stabilization [14], strong 
stabilization, simultaneous stabilization, robustness improvement [33], and re-
duction of conflict between sensitivity and gain or phase margin (Section 6.5). 
For a reachable and observable periodic plant, one can always construct a 
dynamic periodic compensator for stabilization or pole assignment by applying 
standard time-invariant methods to its equivalent LTI representation. From a 
practical point of view, however, it may be more desirable to have a nondynamic 
compensator in which control inputs at each time are linear feedback of the 
plant outputs at the same time because such a compensator is much easier to 
implement than the dynamic compensator. 
Consider a periodically time-varying discrete-time system with the state 
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space model 
x(t + 1) - A(t)x(t) + B(t)u(t) 
y(t) = C(t)x(t) + D(t)u(t) 
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(7.1.1) 
where t E ~, the state x(t) E 1R.n , the input u(t) E 1R.m , the output y(t) E 
1R.r , A(t), B(t), C(t), D(t) are matrices of compatible dimension with the 
T-periodic property 
A(t + T) = A(t), B(t + T) = B(t), 
C(t + T) = C(t), D(t + T) = D(t), Vt E ~. 
(7.1.2) 
(7.1.3) 
It is well known that this system is asymptotically stable if and only if all the 
eigenvalues of its monodromy matrix 
\If = A(T - 1) .. . A(O) 
lie in 1). 
The problem we shall be concerned with is to stablize the system (7.1.1) 
or place the eigenvalues of the closed-loop monodromy matrix by an output 
feedback of the form 
u(t) = F(t)y(t), t E ~ (7.1.4) 
where F(t) is a T-periodic feedback gain. Equivalently, we seek to find F(i), i = 
0, ... , T - 1 such that all the eigenvalues of the matrix 
are in 1) or have prescribed values, where 
AF(i) ~ A(i) + B(i)[J - F(i)D(i)tlF(i)C(i), i = 0, ... , T-1. 
If there exists a periodic output feedback for the periodic system (7.1.1) such 
that the resulting closed-loop system is asymptotically stable, (7.1.1) is said 
--
I 
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to be stabilizable by periodic output feedback; if the eigenvalues of the closed-
loop monodromy matrix can be arbitrarily close to a set of values prescribed 
in advance by choice of the T-periodic feedback gain F(t), (7.1.1) is said to be 
almost pole-assignable by periodic output feedback. 
When T = 1, the above problem degenerates to that of stabilizing or pole-
assigning an LTl system by a static output feedback and have been discussed 
by many investigators. For example, Kimura has shown in [35] that a control-
lable and observable LTl system is almost pole-assignable by constant output 
feedback if the state dimension is less than the sum of the input dimension and 
the output dimension. This result will be generalized to the periodic case in 
this chapter. 
The layout of the chapter is as follows. The next section deals with the prob-
lem of making a general proper multi-channel system controllable and observ-
able (or stabilizable and detectable) through a single channel by decentralized 
output feedback. In Section 7.3, we apply the decentralized control technique 
developed in Section 7.2 to the periodic control problem mentioned above. The 
chapter concludes with Section 7.4. 
7.2 Decentralized Control of iVIulti-Channel 
Systems 
Although decentralized control for strictly proper multi-channel systems has 
made much progress over the previous decade, e.g. see [52 , 11 , 37, 3, 16, 15], 
most of existing results have not yet been generalized to general proper systems, 
namely those with direct control feedthrough (d.c.f). Quite recently, the concept 
of decentralized fixed modes was extended to general proper systems and then 
was used to solve the decentralized stabilization problem for the systems with 
d.c.f. [15]. As was shown there, the existence conditions for stabilizing a general 
proper multi-channel system by decentralized control depend partially on how 
I 
I 
I 
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control acts directly on the output. This implies that as far as decentralized 
control is concerned, the extension of some results in the strictly proper case to 
the nonstri,ctly proper case may not be obvious. 
Consider a proper but nonstrictly proper discrete-time multi-channel system 
described by the equations 
k 
x(t + 1) - Ax(t) + L BiUi(t) 
i=l 
k 
Yi(t) = Cix(t) + L Dijuj(t) , i E k 
j=l 
(7.2.1) 
where Ui(') E lRmi , Yi(') E lRrj are the input vector and output vector respec-
tively associated with channel i, and x(.) E lRn is the state vector; A, B , Ci, Dij 
are constant matrices of appropriate dimensions. Let 
k k 
A 
Lmi' r~ Lri' m 
i=l i=l 
B A [BI Bk ] , c" ~ [C[ CIr, 
Bcp A [Bil Bip] , C,. ~ [CT CT r cp '1 
'p 
[ D;; ,i, ... D;~,i. ] 
D"",cp 
A D~Dkk' Di ~ Dk,{i} , : , , 
Djq ,il Djq,ip 
where i E k, 'P = {iI, . .. , 
matrix which consists of the columns of the r X r unit matrix I indexed from 
ri-l + 1 to ri, i = 1, . .. , k and ro = O. 
Assume that the following decentralized nondynamic output feedback law is 
applied to (7 .2.1): 
(7.2.2) 
where I< = block diag(I<I, . .. , I<k) E K, 
K {I< : (7.2.3) 
I<i E lRmixri, i E k and det(I - DI<) =f. O} (7.2.4) 
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Then the resulting closed-loop system is given by 
k 
X(t + 1) = A(K)x(t) + E Bi(K)Vi(t) 
i=l 
k 
Yi(t) = Gi(K)x(t) + E Dij(K)vj(t), 
j=l 
where 
A(K) 
- A + BK(I - DK)-lG, 
Bi(K) - Bi + BK(I - DKt1Di 
Gi(K) Gi + E[ D(I - K Dtl KG, 
Dij(K) = E[ D(I - K D)-l Ej 
i E k (7.2.5) 
(7.2.6) 
(7.2.7) 
(7.2.8) 
(7.2.9) 
The problem of interest is to select a feedback of the form (7.2.2) for the 
system (7.2 .1) so that the resulting closed-loop system is both controllable and 
observable or both stabilizable and detectable, through a single channel, say 
channelL In the strictly proper case, i.e. Dij = 0 where Bi(K) and Gi(K) 
do not depend on the feedback gain matrix, this problem has been solved com-
pletely by Corfmat and Morse [10, 11]. However, it is not clear how the applica-
tion of their geometric method to the proper but nonstrictly proper case would 
proceed, where the state matrix A(K), the input matrix Bi(K) , the output 
matrix Gi(K) in (7.2.5) all depend on the feedback matrix K. Besides , their 
method is conceptually difficult. Comparatively, the polynomial matrix ap-
proach presented here has the virtue of being more concise, straightforward, less 
technical, and thus more transparent. More importantly, using this approach, 
the decentralized control problem for general proper multi-channel systems can 
be completely solved. 
The following definitions and lemmas are needed in the development to fol-
low. 
Definition 7.2.1 The system (7.2.1) is termed strongly connected if for every 
! 
.... 
I 
... 
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partition of k into disjoint sets c.p and k \ c.p , 
Definition 7.2.2 ([15]) The system (7.2.1) is said to have a decentralized fixed 
mode A E qj with respect to K if 
The set of decentralized fixed modes of (7.2.ij will be denoted by Ao. 
Lemma 7.2.1 ([15]) Given (7.2.1), then A E A(A) is a decentralized fixed 
mode of (7.2.1) with respect to K if and only if there exists some subset c.p of k 
such that 
[A - AI B",] rank 0 D < n. 
k\", k\""", 
Lemma 7.2.2 Given K E K, let nic(K) denote the set of uncontrollable modes 
of (7.2.5) with respect to channel i. Then 
(7.2.10) 
Proof: Since 
[A-o sI Bi BK] [ I 
Di DK - I (I _ DOK)-IC 
= [A(K) - sI Bi(K) BK] 
° ° DK - I 
we have 
[
A- sI 
rank[A(K) - sI B;(K)] = rank C B; BK] 
D; DK -I -r, 
from which Lemma 7.2.2 follows. o 
Lemma 7.2.3 Let 
Al ~ {s E qj: rankX",(s) < n for some c.p C k}, (7.2.11) 
I 
I 
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where 
Xp(s) ~ [AC- sl BI Bep] 
k\ep Dk\ep,l Dk\ep,ep . 
Suppose M(s) E CJlxn[s] and N(s) E CJlxr[s] satisfy 
M(s)(A - sl) + N(s)C = 0 
M(s)BI + N(s)DI = O. 
For every subset cp = {iI, ... , ip} ofk, define 
(7.2.12) 
(7.2.13) 
Q,p(s) = rank[M(s)Bi1 + N(s)Di1 N(s)Ei1 ··· M(s)Bip + N(s)Dip N(s)Eip]. 
Then the following hold: 
(a) 
rankQep(s) ~ !1- - I: ri, \Is E A~ 
(b) 
rankQep(s) ~ !1- - I: ri 
( c) 
Al = {s E C: rank [A -C sl D BII BK] + uK K} Dl{ _ 1 < n r, v E . 
Proof: From 
1) 
rankQep(s) 
= rank[M(s) N(s)] [ A C sl ~: . .. 0] 
. .. E-
.p 
> rank[M(s) N(s)]- (n + r) 
+ rank [A - sl BI Bil Bi1 .0 
C DI Dil Dip Eil 
= !1- - (n + r) + L.: ri + rank [AC- sl DBI DBep] 
iEep k\ep k\ep,l k\ep,ep 
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- J.L - n - L ri + rankX<p(s), Vs E C 
iE<pC 
2) 
rankX<p( s) ~ n, Vs E A~ 
3) 
rankX<p(s) 
> n + rank{Ck\<p(sI - Atl[B<p Btl + [Dk\<p,<p Dk\cp,l]} 
it immediately follows that (a) and (b) hold for any subset <.p E k. Let us now 
prove (c). In fact, because of 
[A-sI BI BI<] C DI DI< - I 
- [ [A~SI ] [~~] [~:]I<I+[~J'" [~:]I<k+[~J],(7.2.14) 
making use of Lemma 2.3.1 for each fixed s yields (c). o 
Remark 7.2.1 It is obvious from Lemma 7.2.1 that A(A) :::> Ao :::> AI. 
Remark 7.2.2 It is easy to see from (7.2.14) that I<l has no effect on the 
rank of 
[ A - sI BI BI<] C DI DI< - I 
Therefore, the controllability subspace of (7.2.5) with respect to a single channel 
will not be affected by nondynamic feedback through the channel. 
Lemma 7.2.4 Assume that fhe(I<) and Al are defined as in Lemmas 7.2.2 and 
7.2.3, respectively. If for any subset <.p of k, 
(7.2.15) 
then Ole (I<) = Al for almost all I< E K. 
Pro of: Firstly, it is apparent from Lemma 7.2.2 and (c) of Lemma 7.2.3 
that 
(7.2.16) 
-
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Now we are in a position to show that DIc(K) c Al for almost all K E K, 
which is equivalent to that the relation 
[A - sl BI BK] rank C DI DK-1 =n+r, Vs E A~ (7.2.17) 
generically holds with respect to K E K. To this end, choose a unimodular 
. rG(s) H(s)] 
matnx lM(s) N(s) such that 
where D(s) has size 0 X (n + ml) with full row rank. Clearly, {M(s), N(s)} 
are left coprime (n + r - 0) X nand (n + r - 0) X r polynomial matrices, and 
satisfy (7.2.13). Thus by Theorem 2.3.1, it follows from (7.2.15), (a) and (b) of 
Lemma 7.2.3 that for almost all K E K, 
rank{[M(s)BI + N(s)DI]KI - N(s)EI 
= n + r - 0, V s E A~ 
l.e. 
rank{[M(s)B + N(s)D]K - N(s)} = n + r - 0, Vs E A~. 
Therefore for almost all K E K, 
k [A - sl BI BK] ran C DI DK - I 
= rank [D(s) G(s)BK + H(s)(DK - 1) ] 
o M(s)BK + N(s)(DK - 1) 
n+r, Vs E A~ n~c (7.2.18) 
where ~ ~ {s E 4J: rankD(s) < o}. On the other hand, it is clear from (c) of 
Lemma 7.2.3 that for each fixed s E A~, 
[A - sl BI BK] rank C DI DK _ I = n + r (7.2.19) 
holds generically with respect to K E K. Since ~ is obviously a finite set, the 
claim that (7.2.19) holds for all s E A~ n ~ is generically valid with respect to 
; 
7.2. Decentralized Control of Multi-Channel Systems 121 
K E K. From this and (7.2.18), it can be concluded that (7.2.17) holds for 
almost all K E K. Namely, f2lc(K) = Al for almost all K E K. o 
The following result can be obtained by duality. 
Lemma 7.2.5 Let f2 io(I() denote the set of unobservable modes of (7.2.5) with 
respect to channel i, and let 
A, ~ {s E C, rank [ A fI Bk_cp 1 } DI,k-cp < n for some subset 'P C k 
Dcp,k-cp 
If for any subset 'P of k, 
[ CI ] (sI _ A)-I Bk\cp + [DI'k\CP] == 0 Ccp Dcp,k\cp (7.2.20) 
then f2 lo(K) = A2 for almost all K E K. 
Theorem 7.2.1 Let f2i(K) denote the set of unassignable modes of (7.2.5) with 
respect to channel i. If (7.2.1) is strongly connected, then the claim that f2i(K) = 
Ao, Vi E k is generically true with respect to K E K. 
Proof: 
addition, it is easily verified that (7.2.1) is strongly connected if and only if 
both (7.2.15) and (7.2.20) hold for all subsets 'P of k. Thus, it follows from 
Lemmas 7.2.4 and 7.2.5 that when i = 1, f2i(K) = Ao for almost all K E K. 
Similarly, one can show that for iiI, f2i(K) = Ao also holds generically with 
respect to K E K. From Remark 2.3.1, the theorem is proved. o 
Corollary 7.2.1 Assume that (7.2.1) is strongly connected. There holds 
(i) (7.2.5) is reachable and observable with respect to any single channel for 
almost all J( E K if and only if Ao = 0': 
(ii) (7.2.5) is stabilizable and detectable with respect to any single channel for 
almost all J( E K if Ao C V. 
I 
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Corollary 7.2.2 Let the system (7.2.1) be strongly connected. Then with de-
centralized control 
Zi(t + 1) = QiZ(t) + RiYi(t) 
Ui(t) SiZi(t) + KiYi(t), i E k (7.2.21) 
(7.2.1) can be freely pole-assigned if and only if Ao = 0. 
Finally, it is worth mentioning that all the results obtained can be directly 
generalized to the continuous-time case. 
7.3 Linear Periodic Output Feedback 
In this section, we will display a relationship between the problem of stabilizing 
a periodic system by periodic output feedback and that of stabilizing a multi-
channel system by decentralized output feedback, and apply the results obtained 
in the previous section to the former problem. 
Given the periodic discrete-time system (7.1.1), from [42] we can always 
associate it with the following LTI system 
by letting 
q(t + 1) - Aq(t) + 13U(t) 
Y(t) = Cq(t) + DU(t) 
q(t) = x(tT), U(t) = [uT(tT) ... uT(tT + T - 1) r 
Y(t) = [yT(tT) ... yT(tT + T - 1) r 
where 
A - A(T -1)··· A(O) 
13 [A(T -1)··· A(1)B(0) ... A(T -1)B(T - 2) B(T - 1)] 
[ 
C(O) 1 [ Dn D12 C C(1)A(0) - D21 D22 
- C(T - 1 )A(i - 2) ... A(O) , D = [)~, [)~2 
D1T 1 D2T 
. . 
.. : D~T 
(7.3.1) 
(7.3.2) 
(7.3.3) 
(7.3.4) 
(7.3.5) 
(7.3.6) 
I 
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with 
{ 
0, 
- D(i - 1) , 
Dij = C(i -1)B(j - 1), 
C(i -1)A(i - 2)··· A(j)B(j - 1), 
i<j 
Z=J 
i=j+1 
i>j+1 
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(7.3.7) 
In other words, the periodic system (7.1.1) is equivalent to the LTI system 
(7.3.1) in the sense that if x(t), u(t), y(t) are the state, the input and the output 
of (7.1.1), respectively, then q(t), U(t), Y(t) given in (7.3.3) satisfy (7.3.1). 
It is easy to note that (7.1.1) and (7.3.1) have the same stability property. 
Furthermore, using the equivalence, one can readily show that the two systems 
have the same stabilizability property, as stated in the following result. 
Lemma 7.3.1 Given a conventional periodic compensator of the form 
z(t + 1) = Q(t)z(t) + R(t)y(t) 
u(t) = S(t)x(t) + K(t)y(t) (7.3.8) 
where Q(t), R(t), S(t), T(t) are T-periodic matrices of compatible dimension. 
Then (7.3.8) stabilizes (7.1.1) if and only if its equivalent LTI representation 
stabilizes (7.3.1); in particular, the linear T -periodic output feedback 
u(t) = F(t)y(t) (7.3.9) 
stabilizes (7.1.1) if and only if (7.3.1) is stabilized by the constant diagonal 
output feedback 
U(t) = diag[F(O), F(1), ... , F(T -1)]Y(t). (7.3.10) 
In fact , a stronger connection between the periodic system (7.1.1) and its as-
sociated LTI system (7.3.1) can be derived. That is , the monodromy matrix WF 
of the closed-loop system resulting from applying the periodic output feedback 
(7.3.9) to (7 .1.1) equals the state matrix AF of the closed-loop system resulting 
--
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from applying the constant diagonal output feedback (7.3.10) to (7.3.1). It is 
not difficult to check that 
(7.3.11) 
where 
AF(i) 6 A(i) + B(i)[1 - F(i)D(i)tl F(i)C(i), i = 0, ... , T - 1, 
P = diag[F(O), F(I), ... , F(T - 1)]. 
Lemma 7.3.2 Given any periodic output feedback (7.3.9) for which 
det[1 - F(i)D(i)] =J 0, i = 0, ... , T - 1, and det(1 - P D) =J 0, 
there holds 
(7.3.12) 
Proof: The lemma is trivial for T = 1. Assume that the lemma is valid 
for T = k - 1. Let us prove it for T = k. In this case: note that 
A A(k-l)A, B=[A(k-l)B B(k-l)] 
C = [C(k ~ I)A]' D = [C(k ~ I)B D(ko-l)] 
where A, B , C, D are associated with A(i), B(i), C(i), D(i), i = 0, .. . , k-l, 
and A, B , 6, D are associated with A(i), B(i), C(i), D(i) , i = 0, ... , k - 2, 
via (7.3.4)-(7.3.6) with T = k or T = k - 1. Thus, 
= A(k -1)A+ [A(k -1)B B(k -1)] 
[ 1 - P DO] -1 [ Pc ] X -F(k - I)C(k - I)B 1 - F(k - I)D(k - 1) F(k - I)C(k -1)A 
= A(k -1)[A + B(1 - Pbt1PC] 
+ B(k -1)[1 - F(k -1)D(k _1)tlF(k -1)C(k -I)[A + 13(1 - Pbt1PCj 
= AF(k -I)[A + B(1 - PDt1PC] 
I 
I 
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where P = diag[F(O), ... , F(k - 2)]. From the induction hypothesis for 
T = k - 1, we have 
AF(k - 2)··· AF(O) = A + B[I - P br1 Pc. (7.3.13) 
Thus, it follows that 
i.e. (7.3.12) holds for T = k. By induction, Lemma 7.3.2 is proved. 0 
Remark 7.3.1 The above result can be generalized to the case where the 
periodic compensator (7.3.8) is applied to (7.1.1). That is, the monodromy 
matrix of the closed-loop system consisting of (7.1.1) and (7.3.8) is equal to 
the state matrix of the closed-loop system consisting of (7.3.1) and the LTI 
compensator associated with the periodic compensator (7.3.8). 
Define 
B; = A(T - 1)··· A(i)B(i - 1), 1 ~ i ~ T - 1, BT = B(T - 1) 
(;1 C(O), C; = C(i -1)A(i - 2)··· A(O), i = 2, ... , T. 
Then (7.3.1) can be rewritten as 
where 
T 
q(t + 1) Aq(t) + L: B;U;(t) 
;=1 
T 
}'i(t) - G;q(t) + L: D;jUj(t), i = 1, ... , T 
j=l 
U;(t) = I;U(t) and }'i(t) = I;Y(t), i = 1, ... , T, 
(7.3.14) 
(7.3.15) 
with I; the matrix which consists of the rows of the (nT) X (nT) unit matrix 
indexed from (i - l)n + 1 to in . 
--
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In this way, (7.3.1) can be regarded as a system with T input/output chan-
nels. Moreover, designing the feedback (7.3.10) for (7.3.1) amounts to designing 
the decentralized nondynamic output feedback 
Ui(t) = F(i - 1)Y;(t), i = 1, ... , T (7.3.16) 
for the multi-channel system (7.3.14). Thus, it follows from Lemma 7.3.2 that 
the periodic system (7.1.1) is stabilizable by periodic output feedback if and 
only if its associated T-channel system (7.3.14) is stabilizable by decentralized 
static output feedback and that (7.1.1) is pole-assignable by periodic output 
feedback if and only if (7.3.14) is pole-assignable by decentralized static output 
feedback. In view of this relationship, it is useful to extend some notions for 
multi-channel systems to periodic systems. 
Definition 7.3.1 The T -periodic system (7.1.1) is said to be strongly connected 
if its associated T -channel system (7.3.14) is strongly connected; ). E 4j tS a 
periodic fixed mode of (7.1.1) if it is a decentralized fixed mode of (7.3.14) . The 
set of all the periodic fixed modes of (7.1.1) will be denoted by Ap. 
Roughly speaking, a periodic system is strongly connected if and only if 
its input at any time during one period have an direct or indirect effect on its 
output at any time during the next period. 
As was shown in [35], a controllable and observable LTI system (A, B, C) 
is almost pole-assignable by constant output feedback if the state dimension is 
less than the sum of the input dimension and the output dimension. Using this 
result, one can easily obtain the following more general result. 
Lemma 7.3.3 Let A E IRnxn, B E IRnxm and C E IRTxn. Let p denote the 
number of unassignable modes of (A, B, C). If n :::; m + r + p - 1, then n - p 
eigenvalues of the matrix A + BKe as a point in 4jn-p can be arbitrarily close 
to any given point x E 4jn-p by choice of K E IRmxT, where x has the property 
I 
I 
I 
I 
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With the above preparations, we can prove the main theorem of this chapter. 
Theorem 7.3.1 Suppose the periodic system (7.1.1) is strongly connected. 
Then the following statements hold: 
(i) the necessary condition for (7.1.1) to be .<;iabilizable by periodic output feed-
back is that Ap C 1); 
(ii) the necessary condition for (7.1.1) to be pole-assignable by periodic output 
feedback is that Ap = 0; 
(iii) the sufficient condition for (7.1.1) to be stabilizable by periodic output feed-
back is that Ap C 1) and n ~ m + r + q - 1) where q is the number of 
periodic fixed modes (multiplicities included); 
(iv) the sufficient condition for (7.1.1) to be almost pole-assignable by periodic 
output feedback is that Ap = 0 and n ~ m + r - 1. 
Proof: From the connection between (7.1.1) and (7.3.14), and the defi-
nition of periodic fixed modes, (i) and (ii) are evident. Now by Theorem 7.2.1, 
there exist K; E lRmxr , i = 1, ... , T such that the set of unassignable modes 
of the resulting multi-channel system by applying the decentralized output feed-
back 
U;(t) = K;1'i(t) + V;(t), i = 1, ... , T (7.3.17) 
to (7.3.14) with respect to channell equals Ap. Using Lemma 7.3.3 yields that 
if Ap C 1) and n ~ m + r + q - 1, there exists Ko E lRmxr such that the 
combination of (7.3.17) and 
Vt(t) = KoYi(t) and V;(t) = 0, i = 2, ... , T (7.3.18) 
stabilizes the T-channel system (7.3.14), and that if Ap = 0 and n ~ m + r - 1, 
the closed-loop spectrum of (7.3.14) acted upon by the combination of (7.3.17) 
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and (7.3.18) can be almost assigned by choice of Ko E lRmxr. Then it is not 
hard to see that by choice of Ko, the linear periodic output feedback 
u(tT) (Kl + Ko)y(tT) , u(tT + 1) = K2 y(tT + 1), 
'" , 
u(tT+T-1) - K T y(tT+T-1), tE~ 
can stabilize (7.1.1) if Ap C 1) and n ::; m + r + q - 1, and can almost place 
the eigenvalues of the monodromy matrix of the resulting closed-loop system if 
Ap = 0 and n ::; m + r - 1. This proves (iii) and (iv). 0 
7.4 Conclusions 
In this chapter, a decentralized control method has been presented to study the 
problem of stabilizing a periodic discrete-time system and assigning the spec-
trum of a closed-loop monodromy matrix by linear periodic output feedback. 
Firstly, we have shown that for a strongly connected multi-channel system with 
direct control feedthrough, almost all static decentralized output feedback can 
make a closed loop system both reachable and observable or both stabilizable 
and detectable with respect to any single channel provided that the system has 
no decentralized fixed modes or has only stable decentralized fixed modes. Sec-
ondly, we have established a connection between a periodic system and an LTI 
multi-channel system with direct control feedthrough. With this connection, we 
have introduced the concept of periodic fixed mode and strong connectedness 
for a periodic system. Finally, both the necessary conditions and the sufficient 
conditions for a strongly connected periodic system to be stabilizable or to be 
almost pole-assignable by linear periodic output feedback have been derived in 
terms of periodic fixed modes. 
I 
Chapter 8 
Stability and Performance of 
Periodic Receding Horizon 
Regulators 
8.1 Introduction 
The time-varying state feedback law resulting from optimizing a finite horizon 
criterion is usually called a finite horizon regulator. Generally, a finite horizon 
regulator is of open loop nature because it only produces a finite control sequence 
which is applied over a finite interval. By applying its feedback law periodically 
over an infinite interval, a periodic regulator d closed-loop nature can easily be 
derived. Stability and performance properties of such a suboptimal regulator 
have not yet been studied before. 
Consider the discrete-time state-space model 
(8.1.1) 
where Xk is the n-dimensional state vector and Uk is the m-dimensional control 
input vector. 
The so-called N-horizon linear quadratic (LQ) regulator problem is to find 
a control law to optimize the quadratic cost ~riterion given by 
N-l 
J(N, Xk) = Xk+NPOXk+N + L (Xk+iQXk+i + Uk+iRuk+J ' 
i=o 
129 
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where Po, Q and R are symmetric nonnegative definite matrices (Po, Q, R ~ 0). 
It is known from [2J that the solution of the finite horizon LQ problem is 
given in feedback form as follows 
Here, Pi, i = 0, 1, ... , are obtained by iterating the Riccati Difference 
Equation (RDE) 
(8.1.4) 
with the initial condition Po. The evaluated optimal cost is given by 
(8.1.5) 
Note that by optimizing the cost criterion (8 .1.2) at each time k, we can only 
determine the sequence of control from time k to time k + N - 1. Thus, such a 
control law is incomplete since it does not yield cont:ol after time k + N - 1. 
However, if one agrees to optimize the cost criterion (8.1.2) at each such a time 
k = iN, i = 0, 1, ... , starting from the initial time, a unique N-periodic 
feedback control law can be directly derived as follows 
(8.1.6) 
where 
C(k) = - (GT PN-1-kG + Rr1 GT PN-1-kF, k = 0, ... , N - 1,(8.1.7) 
C(k) = C(k + N), k = 0, 1, ... (8.1.8) 
Correspondingly, the closed-loop system 
Xk+l = F(.k)Xk with F(k) = F + GC(k) (8.1.9) 
is time-varying and N-periodic. We might as well call the regulator (8.1.6) the 
periodic receding horizon (PRH) regulator. 
: 
I 
I 
1 
: 
I 
I 
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Two questions naturally arise concerning the PRR regulator (8.1.6). One 
question is as to whether such a regulator can guarantee the asymptotic stability 
of the closed-loop system. The other is concerned with estimating the infinite 
time performance 
00 
J(xo) = E(xiQx, +uiRu') (8.1.10) 
i=O 
associated with the controller. This chapter is devoted to dealing with the 
stability issue and the performance issue for the PRR regulator. 
Throughout we make the following basic assumptions: 
Assumption 1. [F, G] is stabilizable. 
Assumption 2. [F, Ql/2] is completely reachable. 
Assumption 3. R is positive definite, i.e. R > 0. 
8.2 Preliminary Results 
There are many properties with Fegard to solutions of the RDE. The properties 
needed in the sequel are summarized as follows. 
Lemma 8.2.1 Under the Assumptions 1-3, the following hold 
(1) if Po ~ 0, then 
(8.2.1) 
where P* is the umque symmetric nonnegative definite solution of the 
algebraic Riccati equation (ARE) 
P = R(P) ~ yr PF - yr PG(C'r PG + R)-l GT PF + Qi (8.2.2) 
(2) 
(8.2.3) 
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is the stabilizing optimal control for the infinite horizon LQ regulator prob-
lem associated with the model (8.1.1) and the cost criterion (8.1.10), and 
the optimal cost is 
(8.2.4) 
(3) Po ~ P* implies Pi ~ P*, Vi ~ 0 and Po :::; P* implies Pi :::; P*, Vi ~ 0; 
(4) Po ~ PI implies Pi ~ Pi+I, Vi ~ 0 and Po ::; PI implies Pi :::; PHI, Vi ~ O. 
(5) If Po ~ PI, all the matrices F(k), k ~ 0, are asymptotically stable; 
(6) p. is positive definite. 
Proof: The properties (1)-(5) can be found in [4] or [8]. As for (6), we 
note that 
[F + GCr P*[F + GC] - P* = -Q - CT RC (8.2.5) 
where C = _(GT P*G + R)-IGT P* F. From (ii) of Theorem 3.6 in [53], the pair 
is completely observable. Since F + GC is asymptotically stable, it follows by 
the discrete-time lemma of Lyapunov in [8] that P* is positive definite. 0 
The following result is easily proved using one of the well known Lyapunov 
theorems and will play an instrumental role later on. 
Lemma 8.2.2 Suppose that there exist two symmetric matrices WI > 0, W2 > 
o and a constant, > 0 such that 
Then the closed-loop system (8.1.9) and each matrix F(k), k ~ 0, are asymp-
totically stable. 
We still require a technical lemma which will be used in some derivations. 
I 
I 
i 
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Lemma 8.2.3 
(1) R(P) defined as in (8.2.2) is nondecre!Lsing with P :S OJ namely, P2 > 
PI 2: 0 implies R(P2 ) 2: R(Pt}. 
(2) Let U be an r x r symmetric nonnegative definite matrix. Then 
A(X) = XUX (8.2.6) 
is nondecreasing with X symmetric nonnegative definite. 
(3) Let S be a p x q matrix and T a q x q symmetric positive definite matrix. 
Then 
B(X) = XS(STXS + T)-IS'r X (8.2.7) 
is nondecreasing with X symmetric nonnegative definite. 
Proof: 
(1) For P > 0, using the matrix inverse formula we can rewrite R(P) as 
(8.2.8) 
From this, it is clear that R(P) is nondecreasing with P > OJ hence, so is R(P) 
with P 2: o. (2) It is not hard to see that there is no loss of generality in 
assuming U > O. Plainly, X 2 2: Xl implies U I / 2 X 2U I / 2 2: U I / 2 Xl U I / 2 • Thus, 
[UI /2 X 2U I / 2r 2: [U I / 2 X I U I / 2r ' 
from which it follows that A(X2 ) 2: A(XI). 
(3) Let us first prove that for any given p)( P symmetric nonnegative definite 
matrix V, 
D(X) = (X + vt1 - X-I (8.2.9) 
is nondecreasing with X > o. To do this , consider the case where V = I. We 
need to show that if X 2 2: Xl > 0, then 
(8.2.10) 
.. 
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or equivalently, 
(8.2.11) 
By definition, it suffices to prove that for all vectors x, 
(8.2.12) 
Now fix arbitrarily a vector x and define 
(8.2.13) 
Then it is easily seen that 
(8.2.14) 
That is , ix(t) is nondecreasing for t ;::: O. As a consequence,_ it follows that 
ix(1) ;::: ix(O), i.e. (8.2.12) holds. Since x is arbitrary, (8.2.11) is proved. Next 
consider the case where V> O. It is evident that for X 2 ;::: Xl > 0, 
The replacement of X 2 and Xl in (8.2.10) by VI /2 X 2 VI /2 and VI / 2 Xl VI / 2 , 
respectively, results in 
which is equivalent to 
(8.2.16) 
Having shown that (8.2.16) is valid for any V > 0, one can see that so is (8.2 .16) 
for any V ;::: 0 by way of perturbation. In this way, it is concluded that D(X) is 
non decreasing with X > o. We are now in a position to prove that B(X) is also 
non decreasing with X ;::: O. Evidently, it suffices to show that for X 2 ;::: Xl > 0, 
... 
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By the matrix inverse formula, the above can be rewritten as 
This is true because of the nondecreasing property of D(X) we have just proved. 
o 
8.3 Stability 
Theorem 8.3.1 If there exist a symmetric positive definite matrix Wand a 
constant, < 1 such that 
Pi ~ W , i = 0, . .. , N -1 and Pi:::; W + ,Q, i = 1, ... , N , (8.3.1) 
then the closed loop system {8.1.9} is asymptotically stable; moreover, so are all 
F(k), i ~ O. 
I.e. 
Proof: It is straightforward to check that 
[F - G(GT PiG + R)-lGT PiFr Pi[F - G(GT PiG + R)-lGT PiF ] 
= Pi+! - Q - FT PiG(GT PiG + R)-l R(GT PiG + R)-lGT PiF, 
F T(N-1-i)PiF(N-1- i ) = P(i+1)-Q-CT(N-1-i)RC(N-1- i ), i ~ O. 
(8.3.2) 
With this identity, it follows that for 0 :::; k :::; N - 1, 
FT(k)WF(k) - W 
= FT(k)PN_1_kF(k) - W - FT(k)(PN_1_k - W)F(k) 
< -(Q + W - PN- k) - CT(k)R.G(k) 
< -(1 - ,)Q - CT(k)RC(k) 
I 
.. 
...... 
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which implies that 
PT(k)WF(k) - W ~ -CT(k)RC(k) - (1 -,)Q, Vk;::: O. (8.3.3) 
By Lemma 8.2.2, the theorem is proved. o 
Remark 8 .3.1 Note that Pi < W +Q implies Pi ~ W +,Q for some, < 1. 
From the above result, we can readily deduce the following result which may 
be more conveniently used in practice, although it is less general. 
Corollary 8.3.1 If anyone of the following conditions holds 
(a) 
(b) 
(c) 
PI ~ Po < PN - 1 + Q 
o < Po ~ PI and PN < Po + Q 
Po ;::: P* and Pi < P* + Q, i = 1, ... , N, 
(8.3.4) 
(8.3.5) 
(8.3.6) 
then the closed-loop system (8.1.9) is asymptotically stable and so are all the 
matrices F(k), k;::: O. 
At this point, it is worthwhile to note that if Q > 0, (8.3.6) can always be 
made satisfied by suitable choice of Po. The procedure of selecting such a Po 
can be described as follows. Start with an arbitrary Po > P*. Then from (3) 
of Lemma 8.2.1, it follows that Pk ;::: P* for all k ;::: O. Since liIDi ..... oo Pi = P*, 
there exists io depending on Po such that Pi - P* < Q for all i ;::: io. In this 
way, any Pi, i ;::: io can be chosen as Po so that (8.3.6) is met. 
From (5) of Lemma 8.2.1, the property that Po ~~ PI can guarantee the 
asymptotic stability of all Pi, i ;::: O. Somewhat unexpectedly, the same prop-
erty also suggests the asymptotic stability of the N-periodic closed-loop system 
(8.1.9). In fact, we can prove a stronger result. 
Theorem 8.3.2 Assume that Po ;::: PN . Then the closed-loop system (8.1.9) is 
asymptotically stable. 
1 
: 
i 
1 -
1 
i 
: 
: 
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Proof: Define a Lyapunov function candidate V(k, x) for the system 
(8.1.9) as follows 
V(k,X)=XTPN_kX, 05.k5.N-1 and V(k+iN,x)=V(k,x), i,k2:0 
(8.3.7) 
Since Po 2: PN implies Pi 2: Pi+N for all i 2: 0, it is easy to establish by induction 
that 
But, liIIli-.oo PiN+k = p., Vk 2: 0; hence, Pk ~ p. > 0, Vk 2: O. Consequently, 
V(k, x) 2: XT p·x. (8.3.8) 
Then using (8.3.2), we have 
for 0 5. k 5. N - 2, 
V(k + 1, Xk+1) - V(k, Xk) = xk[FT(k)PN_1_kF(k) - PN-k]X,. 
= xk [-Q - CT(k)RC(k)] x,. 
for k = N -1, 
XN_l[FT(N - l)PNF(N - 1) - P1]XN_1 
< XN_1[FT(N -l)PoF(N - 1) - PdXN_l 
xN-1[-Q - CT(N - l)RC(N - 1)]xN_1 • 
By periodicity, it turns out that 
From this, one can see that V(k + 1, Xk+1) - V(k, Xk) is always nonpositive for 
all k 2: 0 and that it is equal to zero for some j only if Xk is identical to zero for 
all k 2: j. In this way, V(x,x) is shown to be a Lyapunov function for (8.1.9); 
so (8.1.9) is asymptotically stable. o 
I 
: 
.. 
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Remark 8.3.2 Theorem 8.3.2 implies that the closed-loop system (8.1.9) is 
asymptotically stable for sufficiently great N if Po > P* since limk_ooPk = P*. 
As will be seen soon, this is still true without the hypothesis that Po > P*. 
Our next result , unlike Theorem 8.3.1, directly involves the weighting matrix 
R rather than Q. 
Theorem 8.3.3 The closed-loop system (8.1.9) is asymptotically stable and so 
are the matrices F( i), 0 :::; i :::; N - 1 if either of the following two conditions 
holds: 
where 
o < P. - P* < aP* _ 'l _ , 0:::; i :::; N - 1, 
o :::; P* - Pi < (3P* , 0:::; i:::; N -1, 
1 
2 + 2Amax (R-l/2GT P*GR-l/2) 
1 
2 + Amax (R-l/2GT P*GR-l/2)' 
(8.3.9) 
(8.3.10) 
(8.3.11) 
(8.3.12) 
Proof: Note from (3) of Lemma 8.2.1 that Po ~ P* and Po :::; P* are 
equivalent to Pi ~ P* , Vi ~ 0 and to Pi :::; P* , Vi ~ 0, respectively. First 
assume that the condition (8.3.9) is satisfied. Then it is not hard to verify that 
FTPG(GTPG+R)-lGTPF_ FT PG(GT PN-1-kG + R)-lGT PF 
< FT PG(GT PG + Rt1GT(PN_1_k - P)G(GT PG + Rtl P F. 
Using this inequality and Lemma 8.2.2, the following relations can be established 
for 0 :::; k :::; N - 1: 
FT(k)P* F(k) - P* 
- -Q + FT P*G(GT P*G + R)-lGT P* F - CT(k)GT P* F - FT P*GC(k) 
+CT(k)or PN-1-kF - CT(k)GT(PN_l_k - P*)GC(k) - CT(k)RC(k) 
... 
... 
8.3. Stability 139 
< -Q + yr P*G(GT P*G + R)-lGT P* F - FT P*G(GT PN-1-kG + R)-lGT P* F 
+FT(PN_1_k - P*)(GT PN-1-kG + R)-1(PN_1_k - P*)F - CT(k)RC(k) 
< -Q + FT P*G(GT P*G + R)-lGT(PN_1_k - P*)G(GT P*G + R)-l P* F 
+FT(PN_1_k - P*)(GT PN-1-kG + R)-1(PN_1_k - P*)F - CT(k)RC(k) 
< -Q + aFT P*G( GT P*G + R)-lGT P*G( GT P*G + R)-lGT P* F 
+a2 FT P*(GT PN-1-kG + R)-l P* F - CT(k)RC(k) 
< -Q+aFTP*G(GTP*G+R)-lGTP*F 
+a
2 FT PN_1_k(GT PN-1-kG + R)-l PN-1-kF - CT(k)RC(k) 
< -Q + aFT PN_1_kG(GT PN-1-kG + R)-lGT PN-1-kF 
+a
2 FT PN_1_k(GT PN-1-kG + R)-l PN-1-kF - CT(k)RC(k) 
- -Q - (a + a2)CT(k) [(a: a2 -1) R - GT PN-1-kG] C(k). 
From the definition (8.3.11) of a , one can see that 
(2~ -1) R ~ GTP*G, 
which, together with the second inequality of (8.3.9) , leads to 
(1 - 2a)(1 + a) R > GT p .G 0 _< i _< N - l. 
2a - t, 
Since 
( 1 _ 1) _ (1 - 2a)(1 + a) = 2a
3 + (1 - a)2 > 0, 
a+a2 2a 2a(l+a) 
it follows from (8.3.15) that 
( 1 2 - 1) R > GT PiG, 0:::; i :::; N - l. a+a 
(8.3 .13) 
(8.3.14) 
(8.3.15) 
(8.3.16) 
Next suppose the condition (8.3.10) is valid, which is obviously equivalent to 
P - P. < _P_p. 0 < i < N -1. 
t I-po --
This implies that there exists a constant, with 0 < , < P such that 
P - Pi < -1' Pi, 0:::; i :::; N - 1. 
-, (8.3 .1 7) 
-..... 
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Thus we have 
F'T(k)P*F(k) - P* 
= -Q + F'T P*G(G'T P*G + R)-IG'T P* F - F'T P*G(G'T PN-I-kG + RtIG'T P* F 
+F'T(PN_I _k - P*)(G'T PN-I-kG + R)-I(PN_I _k - P*)F 
+C'T(k)G'T(P* - PN-I-k)GC(k) - C'T(k)RC(k) 
- -Q - C'T(k)RC(k) + C'T(k)G'T(P* - PN-I-k)GC(k) 
+F'T(P* - PN_I_k)(G'T PN-I-kG + R)-I(p* - PN-I-k)F 
< -Q - C'T(k)RC(k) + -'-C'T(k)G'T PN-I-kGC(k) 1-, 
+ (-'-) 2 F'T PN_I_k(G'T PN-I-kG + R)-I PN-I-kF 1-, 
= -Q - ,(1 ~ ,)2 C'T(k) [ (~ - 2) R - G'T PN-I-kG] C(k). 
Here, 
(~- 2) R > (~- 2) R ~ G'TPG ~ G'TPN_I_kG 
(8.3.18) 
because of the definition (8.3.12) of {3. On the basis of (8.3.13) and (8.3.18), the 
theorem is proved by Lemma 8.2.2. o 
Corollary 8.3.2 With a and (3 defined as in Theorem 8.3.3, the closed-loop 
system (8.1.9) is asymptotically stable and so are the matrices F(i), 0 ~ i ~ 
N -1 if 
PI ~ Po ~ (1 + a)P* or (1 - (3)P* < Po ~ Pl. (8 .3.19) 
Proof: If PI ~ Po ~ (1 + a)P*, it follows from Lemma 8.2.1 that the 
sequence {Pi}~o is decreasing to P *. Thus, (8.3.9) holds. Similarly, (1-{3)P* < 
Po ~ PI implies (8.3.10). As a direct result of Theorem 8.3.3, Corollary 8.3.2 is 
concluded. o 
In the preceding results, the choice of Po is crucial to guarantee closed-
loop asymptotic stability of PRH regulators. However, the following theorem 
i 
I 
I 
I 
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l 
I 
I 
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claims that the closed-loop asymptotic stability can be achieved provided N is 
sufficiently large. 
Theorem 8.3.4 There exists an integer L such that the closed-loop system 
(8.1.9) is asymptotically stable provided N > L. 
Proof: Since asymptotic stability of the periodic system (8.1.9) is equiv-
alent to that of its transition matrix 
~(N) = F(N - l)F(N - 2)··· F(O), (8.3.20) 
we must show that all the eigenvalues of ~(N) lie in the unit disk when N is 
sufficiently large. In fact, we shall prove that 
lim ~(N) = O. 
N-+oo (8.3.21) 
Note that 
(8.3.22) 
is the closed-loop matrix for the infinite horizon regulator problem and has all 
its eigenvalues in the unit disk. Let P < 1 denote the spectral radius of P. Then 
for any given E > 0 with p + 2E < 1, there must exist an induced norm 11'11 on 
(;nxn such that 
IIPII<p+E. (8.3.23) 
On the other hand, we have 
.lim P( i) = P. 
1-+00 
(8.3.24) 
where 
(8 .3.25) 
As a result , there exists an integer No such that 
liP(i) - PII < E, Vi > No, 
I 
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implying 
liF(i)1I < liFll + t < p + 2t, Vi> No. (8.3.26) 
It turns out that for N > No, 
N-l [NO 1 II<I>(N)II::; g liF(i)11 < (p + 2t)N-No-l !! IIF(i)11 . (8.3.27) 
But, limN_oo(p + 2t)N-No-l = OJ hence, limN_oo II<I>(N)II = O. This proves 
(8.3.21), from which the theorem follows. o 
8.4 Performance 
Let IN(xo) denote the value of the infinite time performance J(xo) computed 
when the periodic control law (8.1.6) is applied to the system (8.1.1). In this 
section, we are trying to explore some connections between IN(XO) and the 
optimal performance J(xo)* = x~p·xo' 
Theorem 8.4.1 
(1) If Po ~ PN1 then 
(8.4.1) 
(2) 
(8.4.2) 
Proof: 
(1) The first inequality of (8.4.1), J(xo)* ::; IN(xo), is clear since xoP·xo is 
the optimal performance over all the time-varying regulators. As for the second 
inequality, from the construction of the periodic control law (8.1.6) and (8 .1.5), 
one can see that 
N-l 
L (XkN+ i QXkN+i + UkN+iRukN+i) = XkNPNXkN - Xk (N+1)POX k(N+l) , k ~ O. ;=0 
I 
I. 
I 
I. 
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Since the state Xk of the closed-loop system (8.1.9) converges to 0 as k tends to 
00 by Theorem 8.3.2, it follows that 
00 
- E [XkNPNXkN - Xk(N+l)POXk(N+l)] 
k=o 
00 
= X~PNXo - E xkN (Po - PN) XkN · 
k=l 
(8.4.3) 
(8.4.4) 
(8.4.5) 
Hence, IN(xo) ::; X~PNXO results directly from the assumption that Po 2: PN. 
(2) Since 
(8.4.6) 
where ~(N) is the transition matrix of (8.1.9), (8.4.5) becomes 
(8.4.7) 
Consequently, 
00 
IJN(XO) - x~PNxol ::; Ilxoll~ E IIPo - PNI1211~(N)IW. (8.4.8) 
k=l 
From (8.3.21) and the boundedness of IIPo - PN 112, it can be seen that the right 
hand expression of the above inequality converges to 0 as N tends to 00. Thus, 
(8.4.9) 
which, together with limN_oo PN = p., yields (8.4.2). o 
Consider a receding horizon (RH) LQ control law 
(8.4.10) 
Its corresponding value of J(xo) is denoted by IN(xo) . Parallel to Theorem 8.4.1, 
the following result is obtained. 
Theorem 8.4.2 
I 
I 
I 
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(8.4.11) 
(2) 
(8.4.12) 
Proof: From [5], we know that the condition that PN ~ PN - 1 ensures the 
closed-loop asymptotic stability of the RH regulator. It is not hard to compute 
that 
00 00 
L [xiCQ - PN + PN-1)Xi + ui RUi] + L XiCPN - PN-1)Xi 
i=O i=O 
00 
= X~PN-IXO + L xi(PN - PN-dxi 
i=O 
= X~PNXO + x~ {~[F"'(O)]i(PN - PN-1)[F(OW} Xo. (8.4.13) 
From this and the theorem condition, (8.4.11) is concluded. As for (8.4.12), 
observe that 
lim PN = p. and lim F(O) = F. N_oo N-oo (8.4.14) 
Since P is asymptotically stable, so is F(O) for sufficiently large N. In this way, 
(8.4.12) follows from (8.4.13). o 
8.5 Monotonicity of Solutions of the RDE 
Recall that the monotonic nonincreasing nature of the solution {P;}~o of the 
RDE implies the closed-loop asymptotic stability of the RH regulator while the 
cyclomonotonic nonincreasing nature of {P;}~o implie!l the closed-loop asymp-
totic stability of the PRH regulator. In view of this connection, it is important 
to know the answer to such issues as whether there exists a monotonic nonin-
creasing solution of the RDE and, if so, how an initial condition Po should be 
chosen to produce a monotonic nonincreasing solution of the RDE. 
I 
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As will be seen soon, a monotonic nondecreasing solution of the RDE may 
not exist although a monotonic nondecreasing one always exists. Our first result 
in this section gives two sufficient conditions for the existence of a monotonic 
nonincreasing solution of the RDE and its proof also suggests a corresponding 
procedure of chosing a suitable initial condition Po. 
Theorem 8 .5.1 If F is asymptotically stable or the following condition holds 
(8.5.1) 
then there exists Po > 0 such that PI :::; Po, i. e. the sequence Pi is monotonically 
. . 
non mcreasmg. 
Proof: If F is asymptotically stable, by the discrete-time lemma of Lya-
punov there exists a unique P > 0 such that 
prpF_p=_Q. (8.5.2) 
Choose Po = P. Then obviously, 
Assume (8.5.1) is valid. Since 
R()"I) = pr ()..-II + CR-1CT) - 1 F + Q =).. [FT (I + )"GR-1ar) -1 F + )..-IQ] 
(8.5.3) 
and 
lim pr (I + AGR-1CT)-1 F + )..-IQ = FT [I - G(GTG)-IGT] F < I , (8.5.4) 
"\-00 
it turns out that R( AI) < AI for sufficiently great A. Therefore, the proof is 
completed. o 
Before proceeding further , we need the following lemma which is a time-
invariant form of Lemmas 7.1 and 7.2 in [28J. 
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Lemma 8.5.1 Assume that F is nonsingular and [F, G) is completely control-
lable. Define 
If Po ~ 0, then 
if Po > 0, then 
n-l 
r = L, F-iGR-1GT (F-ir 
i=O 
n-l 
e = L, (FT)i QFi. 
i=O 
(8 .5.5) 
(8.5.6) 
(8.5.7) 
(8.5.8) 
An immediate application of the above lemma yields a sufficient condition 
and a necessary condition for Po to be an initial condition of a cyclomonotonic 
nonincreasing solution of the RDE. 
Theorem 8.5.2 With the same assumption and notation as in Lemma 8.5.1. 
there holds 
(i) If 
Po ~ yr (r-1 + e) F + Q, (8.5.9) 
then 
(8.5.10) 
(ii) If 
(8.5.11) 
then 
(8.5.12) 
Combining the first claim of Theorem 8.5.2 with Theorem 8.3.2, we infer 
I 
I 
i 
I 
... 
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Corollary 8.5.1 With the same assumption and notation as in Lemma B.5.1. 
If (B.5.9) is valid, then the closed-loop system (B.l.9) is asymptotically stable 
for all N 2:: n + 1. 
Theorem 8.5.3 The necessary condition for the existence of a monotonically 
non increasing solution of the RDE is that vq;=r F is asymptotically stable, where 
(8.5.13) 
Proof: Suppose the solution Pi is monotonically nonincreasing. Since 
limi ..... oo Pi = P > 0, it follows from the first claim of Lemma 8.5.1 that there 
exists an integer j such that 
o < Pj ~ r-1 + 0. (8.5.14) 
In addition, it is not difficult to see that (8.5.13) implies 
(8.5.15) 
From this and (8.5.14), we obtain 
or equivalently, 
Pj ~ </> (PT1 + GR-1G'T) -1 . (8.5.16) 
But Pj+! = F'T (PT 1 + GR-1G'Tf1 F + Q ~ Pj; hence, 
(j</>-1 F ) 'T (Pj- 1 + GR-1G'Tf1 (j</>-1 F) + </>-1Q ~ (Pj-1 + GR-1G'Tf1, 
(8.5.17) 
which, by the discrete-time Lyapunov lemma" shows that vq;=rF is asymptoti-
cally stable. This completes the proof. 0 
Remark 8.5.1 It is interesting to note that if the state dimension n equals 
1, </> is independent of F. In this way, vq;=rF is unstable whenever F has 
an eigenvalue oX with oX > -.IF, which means that there does not exist any 
monotonically nonincreasing solution of the RDE . 
" 
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8.6 Conclusions 
Both closed-loop stability and performance of N-periodic finite horizon regu-
lators have been considered in this chapter. We have derived several sufficient 
conditions for the closed-loop stability in terms of the solution of the RDE. Some 
of the conditions also guarantee the closed-loop stability of RH regulators at the 
same time and has not yet been known before. For example, we have given both 
an upper bound and a , lower bound on the difference between the solutions of 
the RDE and the solution of the ARE by which both the PRH regulator and 
the RH regulator can asymptotically stabilize the opl~n loop system. Another 
explicit sufficient condition is that the initial matrix is greater than the matrix 
obtained by iterating the RDE N times. Not unexpectedly, like RH control, 
PRH control can also achieve closed-loop asymptotic stability by allowing the 
horizon N sufficiently great. 
As for performance, we have shown that the infinite time performance evalu-
ated with the implementation of the RH or PRH regulator is arbitrarily close to 
the optimal one associated with the infinite time optimal problem as the horizon 
N goes to infinity. In addition, under a certain condition on the solution of the 
RDE, the bounds for the performance can be established. 
In view of connections between mono tonicity of the solution of the RDE 
and the closed-loop stability, it is of both theoretic and practical significance to 
know whether there exists a monotonically or cyclomonotonically nonincreas-
ing solution of the RDE and if so, how a initial condition is chosen to get a 
monotonically or cyclomonotonically nonincreasing solution. We have achieved 
partial answers to both these two questions. 
'. 
I 
I 
Chapter 9 
Conclusions and Directions for 
Future Research 
9.1 Conclusions 
This thesis has addressed several design problems in the area of robust control 
and periodic control. The common feature of these problems is the appearance 
of multi-objectives or multi-constraints. We have mainly been concerned with 
whether a given set of constraints on a closed-loop system or on a controller can 
simultaneously be satisfied with respect to a plant. In retrospect, the major 
contributions can be summerized as follows. 
We presented a detailed study of three cases of simultaneous design prob-
lem in the context of LTI controllers for a scalar LTI plant. The first case 
involves the measure pair of sensitivity and gain margin. The second one in-
volves the pair of sensitivity and phase margin. The third one involves the pair 
of sensitivity and complementary sensitivity. The design objective is to make 
the closed-loop system satisfy simultaneously a tolerance on one measure and 
a tolerance on the other measure. These three cases were treated in Chap-
ters 3, 4 and 5, respectively, in one general framework. In the first and third 
cases, all the pair tolerances which can be achieved in a closed-loop system were 
completely characterized in terms of explicit inequalities. In the second case, 
the complete and explicit characterization of all the simultaneously achievable 
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pair tolerances proved impossible and only the partial characterizations were 
derived. Moreover, given a performance index on sensitivity and a performance 
index on gain/phase margin or complementary sensitivity which are simulta-
neously achievable in a closed-loop system, one can find many LTI controllers 
which simultaneously achieve the two performance indices by solving a standard 
N evanlinna-Pick interpolation problem. 
We also considered problems of constrained optimization such as minimiza-
tion of sensitivity subject to a constraint on gain/phase margin and maximiza-
tion of gain/phase margin subject to a constraint on sensitivity. More specifi-
cally, given a constraint on gain margin and a constraint on sensitivity, we found 
the formulae for the minimal achievable sensitivity which depended on the gain 
margin constraint and for the maximal achievable gain margin which depended 
on the sensitivity constraint. In particular, the constraints on gain margin were 
displayed subject to which the constrained minimal sensitivity was identical 
with the unconstrained minimal sensitivity. It was shown that the constrained 
maximal gain margin, subject to a reasonable sensitivity constraint, is always 
greater than the square root of the unconstrained maximal gain margin. As for 
the pair of sensitivity and phase margin, we only gave the upper bounds and 
the lower bounds for the phase margin-constrained minimal sensitivity and the 
sensitivity-constrained maximal phase margin. 
Furthermore, on the basis of the above achievements, we discovered some 
important design trade-offs between sensitivity and gain/phase margin or com-
plementary sensitivity for a nonminimum phase plant. The typical design trade-
offs are listed below: 
• maximization of gain margin or phase margin leads to an infinite sensi-
tivity; 
• minimization of sensitivity implies that the square root of the maximal 
gain margin can be achieved in the closed-loop system at best; 
I 
r 
I 
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• any improvement of sensitivity forces strict decrease of gain margin; 
• minimization of sensitivity is compatible with the requirement of attaining 
the maximal phase margin over 1r in the closed-loop system; 
• minimization of sensitivity is not compatible with minimization of com-
plementary sensitivity. 
In Chapter 6, we turned from LTI control to periodic control. For multi-
variable continuous-time plants, We proposed and analyzed a kind of digital 
controllers with a periodic sampled data hold function as a feedback gain and 
all dynamic components time-invariant. This kind of controllers was shown to 
have the capability of arbitrarily improving a gain/phase margin for a nonmini-
mum phase plant. The dependence of the gain margin on the sampling time was 
exhibited. Another advantage of periodic control over LTI control was indicated 
in the chapter. That is, for a nonminimum phase multivariable discrete-time 
plant, linear periodic controllers can achieve an arbitrary gain or phase mar-
gin at the same time as keeping the closed-loop sensitivity bounded, which is 
opposed to the limitation associated with LTI control and shown in the first 
design trade-off listed above. 
In Chapter 7, we identified a connection between periodic control of a pe-
riodic discrete-time system and LTI decentralized control of a multi-channel 
system with direct control feedthrough. With this connection and decentralized 
control techniques developed in the chapter, we derived the necessary condi-
tions and sufficient conditions under which a periodic system can be stabilized 
or pole-assigned by periodic output feedback. These conditions are expressed 
in terms of periodic fixed modes which degenerated to unreachable and unob-
servable modes in the LTI case. 
The closed-loop stability and performance properties of a periodic subop-
timal regulator resulting from optimization of a finite horizon criterion were 
., 
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studied in Chapter 8. It turned out that the closed-loop stability can be guar-
anteed provided the solution of the Riccati difference equation associated with 
the periodic regulator satisfies certain conditions. Studying the monotonicity 
and cyclomonotonicity nature of the solution sequence of the RDE enabled us to 
know how to choose the weighting matrix on the final state in the finite horizon 
criterion in order to ensure the closed-loop stability. In addition to stability, the 
infinite time performance of the periodic regulator proved to approach the op-
timal performance in relation to the infinite time criterion as the horizon tends 
to infinity and its bounds were also given under a certain assumption. 
9.2 Future Directions of Research 
Though opportunities for future research abound, we only propose some most 
promising and significant directions and open questions. 
1. Clearly, there are many other multi-objective design problems which are 
worth solving besides those considered in this thesis. For example, the 
problem can be similarly formulated which involves achieving two perfor-
mance indices on gain margin and phase margin, respectively. However, it 
should be pointed out that the approach used in the thesis may no longer 
be applicable to this problem because the corresponding conformal equiv-
alence may be impossible to express explicitly even though the problem 
can be reduced to a standard Nevanlinna-Pick interpolation problem. 
2. Note that our work on simultaneous design problems with respect to sen-
sitivity and gain/phase margin or complementary sensitivity has been 
confined to the scalar case. How one should deal with these problems in 
the multivariable case is not yet clear. We believe that a new mathemat-
ical tool is needed for the treatment of the multivariable case. Perhaps 
the accomplishment of this generalization relies on the resolution of the 
9.2. FUture Directions of Research 153 
problem of finding a single matrix Q E RHoo such that two different 
model-matching errors liT! - T2QT3 11oo and IIVi - V;QV3 11oo are less than 
two giyen tolerances, respectively. Of course, this problem is of indepen-
dent interest in Hoo theory in itself. 
3. As is well known, periodic control manifests its superiority over LTI control 
in improving gain margin but shows no advantage in reducing sensitivity 
in the discrete-time case. This thesis has revealed another strength of pe-
riodic control in compromising one of th~ conflicts between sensitivity and 
gain/phase margin in relation to LTI control. It is our view that periodic 
control may overcome or reduce more conflicts peculiar to LTI control. 
A particularly interesting question is whether periodic control can still 
achieve an arbitrary gain/phase margin at the same time as maintaining 
the minimal sensitivity. 
4. It remains unclear whether the closed-loop stability of a receding horizon 
regulator necessraily implies that of a periodic receding horizon regulator 
and whether the latter regulator can achieve a better infinite time perfor-
mance than the former one. Another more challenging problem that one 
might pursue concerns investigating robustness properties of PRR regu-
lators. On the other hand, the study of closed-loop stability and perfor-
mance of periodic generalized predictive control (epC) using the results 
obtained on PRH control is also desirable because closed-loop stability 
and performance of epc can be difficult to guarantee. 
In conclusion, we point out that the above list is only confined to theoretical 
problems and by no means exhausts the possibilities for future research. 
! 
-Appendix A 
Proof of Lemma 2.2.4 
Let 
II ~ C -la i aJ NxN 
Then it is evident that 
AnUn(ll) 
a ~ \ Amax(llt}. 
where AnUn(ll) and Amax(ll) denote the smallest and the largest eigenvalues of 
ll, respectively. Therefore, it suffices to show that 
AnUn(ll) 2( ) 
Ama.x(lld ~ f aI, . .. , aN . (A.l) 
Now it is not hard to see that 
II = (1 + a·a· + (a .a .)2 + ... ) 
, 1 , J NxN 
= f [ :1 1 [a~ a~ 
,=0 . 
a i N 
00 
a}., ] = L llillf 
i=O 
where 
aiN I a~N+1 aiN+2 I aiN+N - I I 
ll · ~ a
iN ai.t+ l a~N+2 aiN+N- I 2 2 ,-
ai§ aW+1 aW+2 aW+N-I 
This implies that 
00 00 N 
det(ll) > L I det(lliW = I det(lloW La1 lajl)2Ni 
i=o i=O j=l 
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IIll<i<j<N(aj - aiW 
= 1 - (Il~l lail)2N 
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(A.2) 
(by the Vandermonde determinant formula). Let -\1 :::; -\2 :::; ... :::; -\N denote N 
eigenvalues of H. Then quite evidently, 
(A.3) 
Combining (A.2) with (A.3), we obtain (A.I) immediately. o 
-Appendix B 
Proofs of Lemma 3.4.2, 
Theorems 3.4.1 and 3.4.2 
Proof of Lemma 3.4.2: Since :~~~~~:~ < (3 is equivalent to 
r2(a(3 - b) > a'b'((3 - 1 -a(3 + b) = ab (-b (3 + _1_) , 
-1 I-a 
(i) is obviously true. 
To prove (ii), first note that a(;t~~) < (3 is equivalent to 
(a(3 - l)r2 - 2a(3r + a(3 - a' > O. (B.l) 
If a' ;:::: 1/0:, i.e. 0:;:::: t(1 + 1/..JiJ), then it is evident that a(3 - 1 > 0 and 
(2a - 1)(3 ;:::: 1. In this case, (B.l) becomes 
( 
a(3+Jal((3-1)) ( a(3-Jal((3-1)) 
r - r - > O. 
a(3 - 1 a(3 - 1 (B.2) 
Since (1- a) ((3 -1) - a[(2a -1)(3 -1]2 = [1- (2a -1)2(3](a(3 -1) ~ 0, we have 
(1 - a) ((3 - 1) ~ a[(2a - 1)(3 - 1]2, 
or equivalently, 
a(3 +. lal((3 -1) 
_---!V ___ < a'. 
a(3 - 1 -
Also, it is easy to see that a(3 > 1 implies 
a(3 - Ja'((3 - 1) I 
a(3 - 1 < 1 < a. (B.3) 
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Thus, 12 = (a', b'] if a' ~ 1/0:. Now assume that a' < 1/0:. If af3 - 1 < 0, (B.l) 
is equivalent to 
-af3 - ja'(f3 - 1) -af3 + ja'(f3 -: 1) 
-----'-~~- < r < -----'-~--1 - af3 1 - af3 
But, af3 < 1 implies that the right-hand expression of the above inequality is 
less than 1; hence, 12 = 0. If af3 = 1, it is trivial to verify that 12 = 0 because of 
r < 13/(213-1). If af3-1 > 0, it has been indicated above that (B.l) is equivalent 
to (B.2) and that (B.3) holds. Combining (B.2) and (B .3) immediately gives 
af3 + ja'(f3 - I)} 
r> 13 ' a -1 
from which, it is seen that 12 =I 0 only if 
a(3 + a~a~~ - I) < If, i.e., a(3 - b> (b - Ih/ a'((3 - I). (B.4) 
In view of the following identity 
(af3 - b)2 - (b - 1)2[a'(f3 - 1)] = [2ab - b2 - a + (a - a2)f3](af3 - 1) 
and the fact that 2ab - b2 - a + (a - a2)f3 > 0 implies af3 > b, (BA) holds iff 
13 
a + b2 - 2ab 
> . 
a - a2 
(B.5) 
In other words , under the assumption of a' < 1/0:, 12 =I 0 only if (B.5) holds. 
We are now in a position to show that if a' < 1/0: and (B.5) are assumed, then 
af3 + ~a'(f3 -1) > a' , i.e., . 1(1- a)(f3 - 1) > Ja[(2a - 1)13 - 1] (B.6) 
a -1 V 
In fact , if (2a - 1)13 ~ 1, the above inequality is obvious; otherwise, (B.6) is 
equivalent to 
(1 - a)(f3 - 1) - a[(2a - 1)13 - IF > 0, I.e., [1 - (2a -1)2f3](af3 - 1) > o. 
.... 
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Since a' < 1/a implies (2a -1)2,8 < 1 and (B.5) implies a,8 > 1, (B.6) is true. 
This leads to 
(
a,8+Ja'(,8-1) 'l 
12 = a,8 _ 1 ,b. (B.7) 
Therefore, (ii) is concluded. 
On noting that (iii) can be proved applying the similar argument as above 
and (iv) is obvious by definition, the proof is completed. o 
Proof of Theorem 3.4.1: When min(a', b') > 1/a, by Lemma 4.2, 14 is 
nonempty and the left most point of J4 is 1/aj when min(a', b') = 1/a, likewise 
from Lemma 3.4.1 it can be easily verified that the left most point of J2 (or J3 ) 
is 1/ a if 12 (or 13) is nonempty and that the left most point of II is 1/ a if both 
12 and 13 are empty. In this way, using Lemma 3.4.1 gives that R(a, b) = 1/a 
if min(a', b') ;::: 1/a. 
Now suppose min(a', b') < 1/a and let a' < b'. Then a' < 1/a and so (B.7) 
holds provided that (B.5) holds. In the course of proving Lemma 3.4.2, it was 
shown that the inequality (B.5) and a' < l/a are necessary and sufficient for 12 
to be nonempty, with 
a,8 + Ja'(,8 - 1) 
a' < < b'. 
a,8 -1 
, 
In addition, note that the left most point of II is always greater than or equal 
to max(a', b') whenever II is nonempty. So evidently, the second alternative of 
the theorem statement is established. Similarly, if min ( a', b') ~ 1/ a and b' < a' , 
we get the third alternative through analysis of 13 • 
N ext suppose that the side conditions for the first three formulas for R( a, b) 
in the theorem statement fail, or equivalently, 12• 13 and 14 are empty. Be-
cause min(a' , b') < 1/a, this means that either 
a' < l/a, a' ~ b' and (a - a2 ),8 - (a + b2 - 2ab) ~ 0 (B.8) 
or 
b' < 1/a, b' ~ a' and b2 - b ;::: (2ab -- a2 - b),8. (B.g) 
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Suppose the first. Then we can show that 
II ,,: ~ a'il ( 13 - 1 -1) 
aj3 - b (B.I0) 
provided b/ a < 13. The reasoning is as follows. The inequality for 13 implies that 
a(b-l)(j3 -1- aj3 + b);::: b(l- a)(aj3 - b) 
and then, since aj3 - b > 0, 
_a_ (13- 1 -1) > _b_ or a'b' (13- 1 -1) > (b')2 
1 - a aj3 - b - b - 1 aj3 - b -
which is equivalent to (B.I0). Consequently, 
n(a, b) = inf It = max {a" b', ~a'il (:,9 ~ Ib - 1) } 
- ~a'il (:,9~lb -1) . 
The same conclusion can be similarly derived if (B.g) is assumed. Hence, the 
forth alternative is concluded. 
In case b/a ;::: 13, it is not hard to see from Lemma 3.4.1 that It, 12 , 13 and 
14 are all empty. In other words, there is no stabilizing compensator achieving 
the required gain margin. Thus, Theorem 3.4.1 is proved completely. 0 
Proof of Theorem 3.4.2: By Theorem 3.4.1, it obviously suffices to show 
that min(a', b') < 1/0: implies R(a, b) > 1/0:. Now fix a pair (a, b) satisfying 
min(a',b') < 1/0:. 
Case 1 Suppose that a' < 1/0: and (B.5) holds; we must show that 
where 
R(a,b) = f(a) > 1/0: 
f(x) = xj3 + l6(j3 - 1) . 
xj3 - 1 
..... 
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From the last claim of Theorem 3.4.1, we can assume that b/a < f3, which 
implies that a > 1/ f3 since b > 1. Furthermore, a' < 1/ a implies that a < 
HI + 1/J7J). Hence the question is: can the function f(x) be greater than 
1/ a for all x E (1/ f3, ~ (1 + 1/ V7J) ). Now a very messy calculation will show 
that f'(x) < 0 on this interval. Alternatively, one can see that with b, f3 fixed 
and a increasing, R(a, b) = f(a) can only decrease, this being an optimum 
constrained sensitivity which can be made smaller the smaller is this constraint. 
This argument shows that f'( x) ~ 0 throughout the interval. Quite evidently, 
the explicit form of f(x), being analytic in x, prevents f'(x) being identically 
zero on any subinterval. Hence in the interval (1/ f3, ~(1 + 1/ v'}1)], f(x) attains 
its minimum only at the right endpoint (In fact, it can be checked that this 
endpoint is a uniquely possible extreme point off(x) in its domain of definition). 
An easy calculation shows that at the endpoint, f [~(1 + 1/V7J)] = l/a. Thus, 
f(x) > l/a for all interior points in the interval and in particular f(a) > l/a. 
Case 2 Suppose that b' < l/a and b2 - b < (2ab - a2 - b)f3. Then arguing 
as for Case 1, we can show that 
b + Jb'f3(f3 - 1) 
f3 - b > l/a. 
Case 3 Suppose that the first three alternatives of Theorem 4.1 are pre-
cluded. We must show that if b/a < f3, then h(a, b) > l/a, where 
~ x Y (f3- 1 ) h(x,y) = ---- -1 . 1 - x y - 1 xf3 - y 
First it is not hard to see that there are only the following three possibilities for 
a and b: 
a' < l/a < b' and a + b2 - 2ab ~ (a - a2 )f3 
max(a', b') ~ l/a 
(B.ll) 
(B.12) 
(B.13) 
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If a and b satisfy (B.ll), it was shown in the proof of Theorem 3.4.1 that 
h(a, b) ?:: b' > 1/0:. 
In the same way, it can be shown that if a and b satisfy (B.12), then 
h(a,b)?:: a' > 1/0:. 
Now suppose that a and b satisfy (B.13), or equivalently, 
Since mine a', b') < 1/0:, the above two inequalities cannot be replaced by equal-
ities simultaneously. Since R(a, b) = h(a, b) is a constrained optimum, it is 
intuitively clear that 
a 
ax hex, y) ~ 0 and a ayh(x,y)?:: o. 
In addition, neither partial derivative can be identical to zero on an interval. 
As a direct calculation shows, h(xo, Yo) = 1/0:. Since either a < Xo, b ?:: Yo or 
a ~ Xo, b > Yo, it follows that 
h(a, b) > 1/0:. 
Finally, Theorem 3.4.2 is concluded by combining the above arguments. 0 
- -. 
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Appendix C 
Derivation of Equation (4.2.7) 
In the reasoning below, we use the following equalities 
/ J -81 =; 81 ISll + i81 = ; ISll Re SI = 1 2, ., • , 
SI ISll ISll - i S I SI 
~-SI . / (81 - s) -_ - = -iy(s - st}(s - 81)' Vs E (i . SI - S 
The fact that a minus rather than plus sign is used on the right of the last 
equality is easily verified by taking e.g. s = 1/2, SI = 1/2 + iUl' 
Now with S2 = 81, it follows that 
z 
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Appendix D 
Proof of Lemma 6.2.1 
Since (i) and (ii) can be proved trivially, we only give the proof of (iii) here. To 
do this, first construct 
Fk(t) = Fik, t E [(i -1)T/k, iT/k), i = 1, 2, ... , k, 
. T T 
Ak exp(AT/k), Bk = fo7< exp [A (k - t)] Bdt, 
r k = [AZ- t Bk ... AkBk Bk]' 
Then it is easy to check that Fk(t), k ~ n are solutions of (6.2.6). Next, it will 
be shown that Fk(t) converges uniformly to Fo(t) in the interval [0, TJ. Since 
~rkrk - W(T) 
= ~t fot fo t exp [A ( k + ~ - iT - t) ] B B r 
{ exp [Ar (k + ~ - iT _ T)] _ exp [Ar (k + ~ - iT - t) ] } drdt 
= ~ t fot fo t exp [A ( k + ~ - iT - t) ] B B r A r 
x exp [A (k + ~ - iT - et,r) ] (T - t)dTdt, 
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k 
O<tt <-
_'>,r - T' 
-
..... 
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and the norm of the integrand in the last expression is bounded in [0, T] X [0, T], 
there exists a positive constant Ml such that 
which obviously implies that Xk ~ (~rkrn-l - W-1(T) converges to zero as k 
goes to infinity. To the end, note that for any t E [0, T], there corresponds to 
a unique integer 1 ::; it ::; k satisfying 
it - 1 T < t < it T. 
k - - k 
Now by definition, 
Hence, 
IIFk(t) - Fo(t) II 
~ II~B' t {exp [AT (k+ ~ - iT -7) 1 (~rkr,r 
- exp [AT(T - t)] W-1(T)} Gdrll 
< ;IIBIIIIGIi fof {lIexp [AT (k + ~ - iT - r)] II IIXk II 
+llexp [AT (k + ~ - iT - r)] - exp [AT(T - t)] II IIW-1(T)1I } dr 
< IIBIIIIGIl {IIXkll exp(IIATIIT) + 
k rf lit - 1 I } T Jo -n-T - t + r II AT exp[AT(T - 1Jt,T]IIIIW-1(T)lIdr 
(0 ::; 1Jt,T ::; T) 
< IIBIIIIGIl [IIXkll + 2~ IIATIIIIW- 1 (T)II] exp (IIATIIT). 
Since the last expression converges to zero independent of t as k goes to infinity, 
it is concluded that limk-+oo Fk(t) = Fo(t) uniformly on the interval [0, T]. 0 
- -
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