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This thesis presents development of mathematical models for liquid-solid and solid-
liquid phase change phenomena in Lagrangian and Eulerian descriptions. The mathemat-
ical models are derived by assuming a smooth interface (or transition region) between the
solid and liquid phases in which the specific heat, thermal conductivity, density and latent
heat are continuous and differentiable functions of temperature. The width of the interface
region can be as large or as small as desired by a specific application. The derivations
assume the matter to be homogeneous and isotropic.
In case of Lagrangian description we assume zero velocity field i.e. no flow with free
boundaries i.e. stress free medium. Under these assumptions the mathematical model
reduces to the first law of thermodynamics i.e. energy equation. The derivation is based on
specific total energy and the heat vector. The constitutive theory for heat vector is assumed
to be Fourier heat conduction law. The specific total energy incorporates the physics of
phase change in the transition region between the solid and the liquid phases. This results
in a time dependent non-linear diffusion equation in temperature. The physics of initiation
of the phase change as well as formation and propagation of the transition region (front) is
intrinsic in the mathematical model and hence no other means of front tracking are required.
For the purposes of numerical simulation, the mathematical model can also be recast as a
system of first order partial differential equations.
In case of Eulerian description, the mathematical model consists of the continuity equa-
tion, momentum equations, energy equation, constitutive theories for stress tensor and heat
vector in the liquid phase, solid phase and as well in the transition region. In the liquid
phase we assume the matter to be Newtonian fluid, hence the details of the mathemati-
iii
cal model are straight forward. In the solid region we assume the solid to be hypoelastic,
hence the rate constitutive theory is valid for the stress tensor. We also assume Fourier heat
conduction law for the solid phase. In the transition region containing a mixture of solid
and liquid phases, use of mixture theory is most appropriate for conservation laws as well
as the constitutive theory. Such mathematical models are beyond the scope of the work
considered in this thesis. Instead, we present a simple model that is based on representative
volume fractions in the transition region. Eulerian descriptions are necessitated when phase
change occurs in a flowing medium.
Regardless of whether the mathematical models utilize Lagrangian or Eulerian descrip-
tion, the resulting mathematical models consist of a system of non-linear partial differential
equation in space and time, i.e. they constitute initial value problems. Numerical solutions
of these mathematical models are obtained using space-time least squares finite element
process based on minimization of residual functional. This approach results in space-time
variationally consistent integral forms that yield symmetric algebraic systems with positive
definite coefficient matrices that ensure unconditionally stable computations during the en-
tire evolution. The local approximations for the dependent variables in the mathematical
model are considered in h,p,k framework which permits higher degree as well as higher
order space-time approximations in space and time. Numerical values of the evolution are
computed using a space-time strip or a space-time slab corresponding to an increment of
time with time marching. Numerical studies in R1 and R2 are presented to demonstrate
simulation of the initiation of the phase change as well as its subsequent propagation dur-
ing evolution. These studies cannot be performed using sharp interface and phase field
models.
The smooth interface approach considered in the present work has many significant
iv
benefits: (i) Continuous and differentiable transition region permits desired physics and
avoids singular fronts that are nonphysical. (ii) The mathematical model in Lagrangian
description result in a single non-linear PDE from the first law of thermodynamics which
provides the ability to initiate as well as locate the phase transition front during evolution
without using special front tracking methods. (iii) In Eulerian description the Navier Stokes
equations and the constitutive theories for stress tensor and heat vector result in a system of
non-linear PDEs with the same features for phase change initiation and propagation as in
the case of Lagrangian description. (iv) The mathematical models and the computational
approach presented here permits initiation of the phase transition interface and its propa-
gation without employing any special means. This is not possible in sharp interface and
phase field mathematical models. (v) The computational methodology employed in this
work ensures unconditionally stable computations in which very high accuracy of evolu-
tion is possible for each time step during evolution.
v
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Chapter 1
Introduction, Literature Review and
Scope of Work
1.1 Introduction
The phase change phenomena in which the matter transitions and transforms from one
state to another is of significant academic and industrial importance. Solid-liquid or liquid-
solid phase transitions and their numerical simulation has been a subject of research and
investigation over a century. There are many sources of difficulties in the numerical simu-
lation of phase change phenomena. Phase transition physics and its mathematical modeling
is quite complex due to the fact that this phenomenon creates a transition region, a mix-
ture of solid and liquid phases, in which the phase change occurs resulting in complex
changes in transport properties such as density, specific heat, conductivity and the latent
heat of fusion that are dependent on temperature. During evolution the phase transition
region propagates in spatial directions, i.e. its location changes as the time elapses. Ideal-
1
ized physics of phase change, in which jumps in the transport properties is often assumed,
results in singular interfaces. As a consequence the mathematical models describing such
evolution result in initial value problems that contain singularities at the interfaces. When
solving such non-linear initial value problems, one must assume existence of the interface.
Numerical simulation of the propagation of such fronts during evolution also presents many
difficulties that cannot be resolved satisfactorily. Major shortcomings of this approach are
that formation of the phase transition front cannot be simulated. Secondly, singular nature
of the front is obviously not possible to simulate numerically.
In the second approach of phase transition physics and its mathematical modeling, one
assumes that the phase transition region is of finite width, i.e. the phase transition occurs
over a finite but small temperature range in which the transport properties such as den-
sity, specific heat, conductivity and latent heat are function of temperature and vary in a
continuous and differentiable matter between the two states. Thus, the phase transition
region is of finite width in temperature that propagates as time elapses. This approach is
more realistic and more appealing form the point of view of numerical simulations of the
resulting IVPs from the mathematical models as it avoids singularities present in the first
approach. The phase-field approach utilizes this concept. A major source of difficulty in
this approach is the physics of the transition region often referred to as ‘mushy region’
that consists of liquid-solid mixture in varying volume fractions as one advances from one
state to the other. Adequate mathematical modeling of the physics in the transition region
requires use of mixture theory [1–3], based on thermodynamic principles of continuum me-
chanics. Conservation of mass, balance of momenta, first law of thermodynamics and the
constitutive theories for stress tensor and heat vector based on the second law of thermo-
dynamics must all be reformulated assuming thermodynamic equilibrium in the transition
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region. This approach of mathematical modeling of the transition region has not been ex-
plored in the published literature (to our knowledge), but must be considered to account for
the realistic physics.
The third and perhaps another vital issue lies in the selection of the methods of approx-
imation that are utilized to obtain numerical solutions of the initial value problems describ-
ing evolution. It is now well established in computational mathematics that methods of
approximation such as finite difference, finite volume and finite element methods based
on Galerkin Method (GM), Petrov-Galerkin method (PGM), weighted residual method
(WRM), and Galerkin method with weak form (GM/WF) used in context with space-time
decoupled or space-time coupled methodologies are inadequate for simulating time accu-
rate evolutions of the non-linear IVPs describing phase change processes [4–9].
Thus, in order to address numerical solutions of phase transition processes, in our view
a simple strategy would be to: (i) Decide on a mathematical model with desired but limited
physics. (ii) Employ a method of approximation that does not disturb the physics in (i),
results in unconditionally stable computations and has inherent (built in) mechanism of the
measure of error in the computed solution without the knowledge of theoretical solution as
such solutions may not be obtainable for the problem of interest. The work presented in this
thesis follows this approach. In the following we present literature review on mathematical
modeling and methods of approximation for obtaining numerical solutions of the IVPs




In this section we present some literature review that is pertinent in context with the
approach utilized in the research work presented in this thesis. We group the literature
review in two major categories: mathematical models and methods of approximation for
obtaining numerical solutions of the initial value problems resulting from the mathematical
models.
1.2.1 Mathematical Models: Lagrangian Description
A large majority of published work on the mathematical models for phase change pro-
cesses consider Lagrangian description only with further assumptions of zero velocity field,
i.e. no flow and free boundaries i.e. the medium undergoing phase change to be stress free.
We first present literature review and a discussion of commonly used mathematical model-
ing methodologies in Lagrangian description based on the assumptions stated above. With
the assumptions of no flow and stress free medium, the mathematical the mathematical
model of the phase change process reduces to energy equation. In the published works
there are three commonly used approaches: sharp interface models, enthalpy models and
phase field models.
In the mathematical models derived using sharp interface the liquid and solid phases
are assumed to be separated by a hypothetically and infinitely thin curve or surface called
sharp phase. The transport properties such as density, specific heat and conductivity are
assumed to experience a jump at the interface. The latent heat of fusion is assumed to be
instantaneously released or absorbed at the interface. This of course results in step (sharp)
change in the transport properties and latent heat of fusion at the interface, hence the name
4
sharp interface models. The mathematical models for liquid and solid phases are derived
individually. At the interface, energy balance provides an additional relation (equation) that
is used to determine the movement of the interface. The sharp interface models are also
called Stefan models derived by J. Stefan [10] to study freezing of ground. The derivation
of this model is presented in Chapter 2. The proof of existence and uniqueness of the
classical solution of the Stefan mathematical model has been given by Rubinstein [11] in
1947. An analytical solution for temperature for one dimensional Stefan problem has been
presented in reference [12]. The sharp interface models have three major shortcomings:
(i) Assumption of sharp interface leads to mathematical model in which the initial value
problem contains singularity at the interface. (ii) When obtaining solutions of the initial
value problems based on sharp interface assumption, the location of the interface is required
a priori. That is sharp interface models are unable to simulate the formation of the interface
or front. (iii) Movement of the interface i.e. spatial location during evolution requires use
of what are called front tracking methods.
The second category of mathematical models for phase change processes are called
enthalpy models. In these models the energy equation is recast in terms of enthalpy and
temperature with an additional equation describing enthalpy. Both enthalpy and temper-
ature are retained as dependent variables in the mathematical model. Computations of
the numerical solution of the resulting initial value problem are performed on a fixed dis-
cretization. This approach eliminates energy balance equation at the interface used in the
sharp interface models. These mathematical models have been derived using different ap-
proaches [13–15]. Enthalpy model is also presented in Chapter 2. These models generally
introduce a finite phase transition region (over a small temperature change) called mushy
region between the liquid and the solid phases. The transport properties are assumed to
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vary in some manner from one phase to the other phase. The concept of liquid or solid
fraction is generally introduced to account for the fact that the mushy region is a mixture
of solid and liquid phases. Due to the assumption of the mushy region separating the solid
and the liquid phases, sharp interface is avoided in this approach.
The third category of mathematical models are called phase field models. These math-
ematical models are based on the work of Cahn and Hilliard [4]. In this approach the
solid and liquid phases are also assumed to be separated by a finite width (in temperature)
transition region in which the transport properties are assumed to vary with temperature
between the two states. Landau-Ginzburg [5] theory of phase transition is used to derive
the mathematical model. The basic foundation of the method lies in standard mean theories
of critical phenomena based on free energy functional. Thus, the method relies on specifi-
cation of free energy density functional which is the main driving force for the movement
of the phase transition region. Details of phase field mathematical model in R1 are pre-
sented in Chapter 2. The method shows good agreement with the Stefan problem in R1.
While the phase field models eliminate the sharp interfaces and their tracking, the main
disadvantages of this approach are: (i) It requires a priori knowledge of the free energy
density function for the application at hand. (ii)The mathematical model is incapable of
simulating the initiation or formation of the solid-liquid interface, hence the liquid-solid
phases and the transition region must be defined as initial conditions. This limitation is
due to specific nature of the free energy function (generally a double well potential, see
Chapter 2). However, if a liquid-solid interface is specified as initial condition, then the
phase field models are quite effective in simulating the movement of the front during evo-
lution. In most applications of interest, simulation of the formation of the transition region
i.e. solid-liquid interface is essential as it may not be possible to know its location a priori.
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These limitations have resulted in lack of wide spread use of these mathematical models in
practical applications.
1.2.2 Mathematical Models: Eulerian Description
When the velocity of the medium is not zero (as in case of flow of a fluid), the math-
ematical models discussed in the section 1.2.1 are not applicable. In such cases Eulerian
description is ideally suited. The mathematical model in this case consists of conserva-
tion of mass, balance of momenta, first law of thermodynamics and constitutive theory for
stress tensor and heat vector based on the second law of thermodynamics for each of the
two phases (i.e. liquid and solid) as well as the transition region.
The published works on these mathematical models is rather sketchy, the models are
not based on rigorous derivation and in most cases are aimed at solving a specific problem
as opposed to developing a general infrastructure that addresses totality of a large group of
applications. We present some account of the published works in the following. Almost
in all cases fluid is treated as Newtonian fluid. In some cases [16] the fluid is also con-
sidered inviscid. Sharp interface models generally force (set) the relative movement of the
material particles to be zero in the solid phase [17, 18]. In case of enthalpy and phase field
models the constitutive theory for the transition region is still unclear and published works
in many instances are conflicting. There are three main ideas that are commonly found in
the majority of the published works on mathematical models using Eulerian description:
(i) In the first approach both the liquid and the solid phases are assumed to be Newtonian
fluids. The viscosity in the solid phase is artificially increased to a very high value and
is assumed to vary along the interface between the two states in order to approximate no
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velocity condition in the solid phase [19]. (ii) In the second approach a varying interfacial
force is employed such that it satisfies the no velocity condition in the solid phase [20]. (iii)
The third approach assumes that the solid particles in the transition region form a porous
medium through which the fluid flows. Voller and Cross [15] use Darcy model for flow
in porous media in which the velocity field is assumed to be proportional to the pressure
gradient in order to compare their results with variable viscosity model. Beckermann [21]
assumed the average stress to be proportional to the gradient of superficial liquid viscosity
in the porous media. There are other approaches [22] that utilize these three basic ideas
in some manner or the other. In most cases, solid phase behavior is neglected by setting
the velocity to zero. In general, our conclusion is that published phase change models in
Eulerian description are crude, ad hoc and are aimed to obtain some numerical solutions for
specific applications. A general theory of mathematical modeling based on thermodynamic
principles and continuum mechanics is not available to our knowledge.
1.2.3 Computational Methodology
Regardless of the type of description (i.e. Lagrangian or Eulerian) the resulting math-
ematical models for phase change phenomena are non-linear partial differential equations
in dependent variables, space coordinates and time, hence they are non-linear initial value
problems. If we incorporate realistic physics of phase transition, the mathematical models
become complex enough not to permit determination of theoretical solution, hence numer-
ical solutions of these IVPs based on methods of approximation is necessary. The methods
of approximation for IVPs can be classified in two broad categories [6–9] : space-time de-
coupled methods and space-time coupled methods. In space-time decoupled methods, for
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an instant of time, the spatial discretization is performed by assuming the time derivatives
to be constant. This approach reduces the original PDEs in space and time to ODEs in
time which are then integrated using explicit or implicit time integration methods to obtain
evolution. Almost all finite difference, finite volume and finite element methods (based on
GM/WF) used currently [7] for initial value problems fall into this category. The assump-
tion of constant time derivatives necessitates extremely small time increments during the
integration of ODEs in time. The issues of stability, accuracy and lack of time accuracy
of evolution are all well known in the space-time decoupled approaches. Majority of the
currently used methods of approximation for phase change processes fall into this cate-
gory. The non-concurrent treatment in space and time in space-time decoupled methods is
contrary to the physics in which all dependent variables exhibit simultaneous dependence
on space coordinates and time. In a large majority of published works on phase change
processes, often the distinction between the mathematical models and the computational
approaches is not clear either i.e. elements of the methods of approximation are often
introduced during the development of the mathematical models. As a consequence, it is
difficult to determine if the non-satisfactory numerical solutions are a consequence of the
methods of approximation used or the deficiencies in the mathematical models.
The space-time coupled methods on the other hand maintain simultaneous dependence
of the dependent variables on space coordinates and time [6,8,9]. In these methods the dis-
cretizations in space and time are concurrent as required by the IVPs. These methods are
far more superior than the space-time decoupled methods in terms of mathematical rigor
as well as accuracy. Whether to choose space-time finite difference, finite volume or finite
element method depends upon the mathematical nature of the space-time differential oper-
ator and whether the computational strategy under consideration will yield unconditionally
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stable computations, will permit error assessment, and will yield time accurate evolution
upon convergence.
1.3 Scope of Work
In the present work we consider phase change processes in R1 and R2 using Lagrangian
as well as Eulerian descriptions. The mathematical models in Lagrangian description are
constructed with the assumption of no flow and stress free medium. Thus, the mathemat-
ical models in this case consist of the energy equation and heat flux(es), a system of first
order PDEs in temperature and heat flux(es). By substituting heat flux(es) in the energy
equation the mathematical model can be reduced to a single non-linear diffusion equation
in temperature. In the derivation of the energy equation the specific total energy is ex-
pressed in terms of storage and latent heat of fusion. The Fourier heat conduction law is
assumed to hold. In the solid and liquid phases the transport properties (ρ, cp, k, Lf ) are
assumed to be constant. In the transition region the solid-liquid mixture is assumed to be
isotropic and homogeneous. The transport properties are assumed to vary in a continuous
and differentiable manner, third or fifth degree polynomials with continuous temperature
derivatives at the boundaries between the transition region and the solid and liquid phases.
With this approach the phase change process is a smooth process in which the transition
region provides the smooth interface.
In the Eulerian description, necessitated in phase change processes with flowing medium,
the mathematical models consist of: continuity equation, momentum equations, energy
equation and the constitutive equations for deviatoric contravariant Cauchy stress tensor
and heat vector. We summarize details in the following:
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(i) In the liquid phase (assumed incompressible), we consider standard continuity equa-
tion, momentum equations, energy equation, Newton’s law of viscosity for deviatoric
Cauchy stress tensor and Fourier heat conduction law with constant transport prop-
erties.
(ii) In the solid phase, the continuity equation is replaced with pressure constraint equa-
tion. This is essential to ensure that mechanical pressure is indeed mean normal
Cauchy stress. The momentum and energy equations remain the same as in the case
of liquid phase except an additional term in the energy equation due to velocity field
not being divergence free. The constitutive equations for deviatoric Cauchy stress
tensor are rate equations based on the hypoelastic solid assumption. Fourier heat
conduction law is assumed to hold.
(iii) In the transition region, the continuity equation is replaced with the pressure con-
straint equation plus continuity equation (divergence free velocity field) with vol-
ume fractions determined using relative position in the transition region defined by
[Ts, Tl]. Momentum equations and the energy equation remain the same as in liquid
or solid phases with solid volume fraction assigned to the divergence free velocity
field term in the energy equation. The constitutive equations for deviatoric Cauchy
stress are the sum of the weighted residuals of the constitutive equation for deviatoric
Cauchy stress for liquid and solid phase. The weight factors used are the volume frac-
tions based on the location in the transition region. Fourier heat conduction law is
also assumed to hold in the transition region.
(iv) As in Lagrangian descriptions, the transport properties are assumed to vary in a con-
tinuous and differentiable manner in the transition region.
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(v) The mathematical models in Eulerian description as well as Lagrangian description
are derived using heat flux(es) as dependent variable(s). Heat flux(es) can be elim-
inated by substituting them in the energy equation but at the cost of higher order
derivatives of the temperature with respect to spatial coordinates. However, in Eule-
rian descriptions the deviatoric Cauchy stresses must remain dependent variables, as
the rate constitutive equations do not permit explicit expressions for them in terms of
strain rates.
(vi) This mathematical model is a rather complex system of nonlinear PDEs in spatial
coordinates and time in which their explicit form depends upon: whether heat flux(es)
are used as dependent variables or not.
In Lagrangian as well as in Eulerian descriptions, Lf is not used as a dependent variable
(as in reference [23]). It is shown that using Lf as independent variable in the mathemat-
ical model affects linear heat conduction adversely for low p-levels. Numerical solutions
of IVPs described by the mathematical model are obtained using space-time finite element
processes based on residual functional (STLSP) for an increment of time with time march-
ing.
Numerical studies in Lagrangian description consist of liquid-solid and solid-liquid
phase change problems in R1 and R2. The liquid and solid phases are assumed to be water
and ice. Numerical studies in R1 are presented using a single energy equation in tem-
perature with space-time local approximations of class C11. Numerical studies in R2 are
presented using the mathematical model consisting of first order PDEs with C00 space-time
local approximation to demonstrate their usefulness due to smoothness of the evolution.
Numerical studies in Eulerian description are presented using flow between parallel
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plates as a model problem. Additional numerical studies are also presented: (1) for mathe-
matical model using Lf as a dependent variable, (2) using continuity equation as opposed
to pressure constraint equation for solid phase, and (3) simulation of viscous dissipation in
the presence of externally applied heat flux and the role of higher p-levels.
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Chapter 2
Mathematical Models in Lagrangian
Description
2.1 Introduction
In this chapter we present mathematical models describing phase change processes in
Lagrangian description that are commonly used in the published works. These include:
sharp interface, enthalpy, and phase field models. These are followed by the mathematical
model used in reference [23] and the mathematical models used in the present work. The
mathematical models used in published works for phase change are only presented for the
one dimensional case (for the sake of brevity). All mathematical models presented in this
chapter are based on the following assumptions.
(a) The mathematical models use Lagrangian description i.e. the position coordinates
of the material points in the reference configuration (fixed) and time are independent
variables.
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(b) We assume velocity field to be zero i.e. no flow assumption.
(c) The configurations of the matter during evolution are assumed to be stress free i.e.
the IVPs describing phase change evolution are posed as free boundary problems.
(d) We assume the matter to be homogeneous and isotropic and incompressible regard-
less of the phase.
(e) Based on assumptions (b) and (c), conservation of mass and balance of momenta are
identically satisfied, hence only the energy equation needs to be considered in the
development of the mathematical model in addition to the constitutive theory for the
heat vector.
(f) Due to the assumption (b), the viscous effects are absent in the energy equation.
In the derivation of the energy equation the physics of phase change is incorporated
in different forms depending upon the choice of modeling approach (i.e.sharp interface,
enthalpy, phase field or smooth interface, etc.).
2.2 Sharp Interface Model
Under the assumption stated above (section 2.1), the energy equation reduces to heat
conduction in homogeneous and isotropic medium. In this approach we assume that the
solid and liquid phases are separated by an infinitely thin interface (in temperature). These
mathematical models generally assume constant and same specific heat cp, density ρ, and











−∇ · (kl∇Tl) = 0 ∀ (x, t) ∈ Ωlxt = Ωlx × Ωt = Ωlx × (0, τ) (2.2)
At the interface:











Ωlx is the interface between
the solid and liquid phases. Lf is the latent heat of fusion,n is the unit exterior normal from
the solid phase at the interface, and vn is the normal velocity of the interface. Subscripts
and superscripts s and l stand for solid and liquid phases.
When the mathematical model is posed as a system of integral equations, a complete
proof of existence and uniqueness of the classical solution in R1 phase change was given by
Rubinstein in 1947 [11]. For the one dimensional case, analytical solutions to some specific
problems are derived in reference [12] for the temperature distribution T = T (x, t). One
example problem solves for T in the domain x ≥ 0 with initial and boundary conditions:
T (x, 0) = T0 ; x > 0 (2.5)
T (0, t) = 0 ; t ≥ 0 (2.6)
T (x, t)→ T0 ; as x→∞ (2.7)
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where T0 > Tsat > 0. Then the solution is










; x ≤ Γxt(t) (2.8)














is thermal diffusivity, and λ is obtained from solving the following equation.
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In this mathematical model the enthalpy increases or reduces by a large amount at a
constant temperature. This poses serious problems in numerical simulations of the IVPs
described by these models. Sharp interface, of course is a singularity that is not possible to
account for properly in the numerical processes.
2.3 Enthalpy Models
Various forms of the enthalpy models are used in published works. We present two




(ρh)−∇ · (k∇T ) = S ∀ (x, t) ∈ Ωxt = Ωx × Ωt (2.12)




0 ; h < hs
h− hs
Lf
; hs ≤ h ≤ hs + L
1 ; h > hs + L
(2.14)
Let
H = ρ (hs + fL− cTsat) (2.15)
Then
ρh = H + ρcT (2.16)






−∇ · (k∇T ) = S ∀ (x, t) ∈ Ωxt (2.17)
and
H = ρ (hs + fL− cTsat) (2.18)
f is defined by (2.14); and∇ = ∂
∂x
hs is the saturation enthalpy of the solid, Tsat is the saturation temperature, L is the latent
heat, c is the specific heat, S is a source term and f is the liquid fraction that accounts for
the latent heat capacity present.
Another mathematical model presented in the following is from reference [24].
∂h
∂t





; h < ρcsTf
uT ; ρcsTf ≤ h < ρ (csTf + L)
Tf +
(
h− ρ (csTf + L)
ρcl
)
; h ≥ ρ (csTf + L)
(2.20)
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where T is temperature, h(T ) is enthalpy, k(T ) is thermal conductivity, cs and cf are the
specific heat in the solid phase and liquid phases, Tf is the fusion temperature, and L is the
latent heat of fusion. Generally k(T ), the temperature dependent thermal conductivity is
taken to be ks and kl in the solid and liquid phases.
Most currently used enthalpy models lack comparison with sharp interface and phase
field solutions. These models generally use a larger transition region.
2.4 Phase Field Models
Phase field models are based on the work of Cahn and Hilliard [4] and are derived
using Landau-Ginzburg theory of critical phenomena [5]. Let p be the phase field variable.
For a pure material, p is assigned a value of −1 in the solid phase and +1 in the liquid






Figure 2.1: Phase field variable p width(ε)
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The method is derived using standard mean theories of critical phenomena where the
free energy functional is defined by:




ξ2(∇p)2 + f(p, T )
)
dV (2.21)
where ξ is a parameter proportional to the interface thickness ε, and f(p, T ) is the free
energy density of the system which often takes the form of a double well potential, for
example:








∆s is the entropy change from the liquid to solid, and a is an scaling parameter (see [25,
26]). A plot of f(p, T ) as a function of p for T = 0, T < 0, T > 0 is shown in figure 2.2.





















Figure 2.2: Free Energy Density of a Pure Material
20















= 0 ∀ (x, t) ∈ Ωxt = Ωx × Ωt (2.24)
This model relies on the free energy density f . In many cases, f is defined as a poly-
nomial, that is the driving force behind the movement of the phase transition front. In this
mathematical model , if the phase transition interface is specified (or defined) as an ini-
tial condition, the model predicts accurate evolution (movement) of the transition region.
However, when the spatial domain is either solid or liquid, the free energy density functions
used presently do not allow initiation of the transition zone or front due to the presence of
two distinct minima, regardless of the temperature. For example if the spatial domain is
liquid and heat is removed from some boundary, the liquid will remain in the liquid state
although the temperature may have fallen below the freezing temperature. This drawback
of phase field models presents serious problems in simulating phase transition processes in
which initiation and detection of the location of the transition zone is essential as it may
not be known a priori.
2.5 Mathematical Models used in the Present Work
The mathematical models used in the present work and presented in this section are
derived based on the assumptions that the transition region between the liquid and solid
phases occurs over a small temperature change (width of the transition region [Ts, Tl]) in
which specific heat, thermal conductivity, density and latent heat of fusion change in a
continuous and differentiable manner. Figures 2.3 (a),(b),(c) and (d) show distributions of
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ρ, cp, k, and Lf in the transition region [Ts, Tl] between the solid and liquid phases. The
range [Ts, Tl] i.e. the width of he transition region, can be as narrow or as wide as desired
by the physics of phase change in a specific application. The transition region is assumed
to be homogeneous and isotropic. This assumption is not so detrimental as is this case the

























































(d) Latent Heat of Fusion Lf in the smooth inter-
face
Figure 2.3: ρ, cp, k, Lf and in the smooth interface transition region between the solid and
liquid phases as functions of Temperature T
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The mathematical models derived and presented here in Lagrangian description are
based on a simple statement of the first law of thermodynamics using specific total energy
and the heat vector augmented by the constitutive equation for the heat vector (Fourier heat
conduction law) and the statement of specif total energy incorporating the physics of phase
change in the smooth interface zone between liquid and solid phases.
2.5.1 Basic Mathematical Model
The basic equations are presented in the following. These can be used to derive different





+∇ · q = 0 ∀ (x, t) ∈ Ωx × Ωt = Ωx × (0, τ) (2.25)
Fourier heat conduction law is used as constitutive theory for the heat vector
q = −k(T )∇T ∀ (x, t) ∈ Ωx × Ωt = Ωx × (0, τ) (2.26)




cp(T )dT + Lf (T ) (2.27)




























+∇ · q + ρ(T )∂Lf (T )
∂t
= 0 (2.29)
q = −k(T )∇T (2.30)
23
Equations (2.29) and (2.30) constitute the desired mathematical model in which ρ =




ρs ; T < Ts
ρ(T ) ; Ts ≤ T ≤ Tl
ρl ; T > Tl
; cp(T ) =

cps ; T < Ts
cp(T ) ; Ts ≤ T ≤ Tl
cpl ; T > Tl
k(T ) =

ks ; T < Ts
k(T ) ; Ts ≤ T ≤ Tl
kl ; T > Tl
; Lf (T ) =

0 ; T < Ts
Lf (T ) ; Ts ≤ T ≤ Tl
Lf ; T > Tl
(2.31)
Remarks:





















and q = qx, q = [qx, qy]
ᵀ
or q = [qx, qy, qz]
ᵀ in (2.29) and (2.30) the explicit forms of the mathematical models
for phase change can be derived for 1D, 2D, and 3D cases i.e. in Rk; k = 1, 2, 3.














explicitly using Lf (T ).
(2) When performing computations using (2.29)-(2.31), it may be more beneficial to
recast (2.29)-(2.30) in different forms. We consider various alternatives in the fol-
lowing that are based on (2.29)-(2.31).
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2.5.2 Model A: Mathematical model as a single PDE in temperature
T only
































−∇· (k(T )∇T ) = 0 ∀ (x, t) ∈ Ωxt = Ωx × Ωt
(2.34)
Equation (2.34) is the desired mathematical model in temperature (only). ρ(T ), cp(T ),
k(T ), and Lf (T ) are defined to be continuous and differentiable functions of temperature T
in the transition region [Ts, Tl] and have constant values (ρs, cps, ks, 0) and (ρl, cpl, kl, Lf ) in
solid and liquid phases. This model contains up to second order derivatives of temperature
in space coordinates but only first order time derivative of the temperature. This model
contains only a single dependent variable i.e. T = T (x, t), temperature.
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2.5.3 Model B: Mathematical model expressed as a system of first
order PDEs
This mathematical model essentially consists of equations (2.29), (2.30) and (2.31). We









+∇ · q = 0 ∀ (x, t) ∈ Ωxt = Ωx × Ωt (2.35)
q = −k(T )∇T ∀ (x, t) ∈ Ωxt = Ωx × Ωt (2.36)
We treat T and q (i.e. qx, qx, qy or qx, qy, qz) as dependent variables.
Equations (2.35), (2.36) and (2.31) constitute the desired mathematical model that only
contains the first order derivatives of T and q in space coordinates and time (hence a system
of first order PDEs). This form of the mathematical model has some benefits when used in
methods of approximation such as finite element method.
2.5.4 Model C: Mathematical model using T and Lf as dependent
variables
Consider the basic form of the mathematical model described by (2.29) and (2.30). If
we substitute q from (2.30) in (2.29) and introduce another equation Lf = G(T ) in which




−∇· (k(T )∇T ) + ρ(T )∂Lf
∂t
= 0 ∀ (x, t) ∈ Ωxt = Ωx × Ωt (2.37)
Lf = G(T ) ∀ (x, t) ∈ Ωxt = Ωx × Ωt (2.38)
Equation (2.37) and (2.38) are assumed to constitute the mathematical model in depen-
dent variables T and Lf .
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2.5.5 Model D: Mathematical model using T , q and Lf as dependent
variables
Consider the basic form of the mathematical model described by (2.29) and (2.30). If





+∇ · q + ρ(T )∂Lf
∂t
= 0 ∀ (x, t) ∈ Ωxt = Ωx × Ωt (2.39)
q = −k(T )∇T ∀ (x, t) ∈ Ωxt = Ωx × Ωt (2.40)
Lf = G(T ) ∀ (x, t) ∈ Ωxt = Ωx × Ωt (2.41)
Equations (2.39)-(2.41) are a system of first order PDEs in dependent variables T , q ,
and Lf .
Remarks:
(1) The mathematical models presented in sections 2.5.1 to 2.5.5 are all time dependent
nonlinear diffusion equations (convection term being absent due to zero velocity) in
various forms.
(2) Which form of these equations are meritorious for which methods of approximation
for obtaining their numerical solution remains to be seen (see Chapter 4).
(3) We remark that when the velocity field is zero and the deformed configurations are







holds i.e. the material derivative is equal to the partial
derivative with respect to time. Nonetheless, we call these mathematical models in
Lagrangian description to maintain distinction and clarity.
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Chapter 3
Mathematical Models in Eulerian
Description
3.1 Introduction
In the matter undergoing phase change has non-zero velocity field as in the case of
flowing fluids, then it is essential to construct mathematical models in Eulerian description
due to the fact that complex motion of fluid particles may not be possible to describe using
position coordinates of the material points in the reference configuration (the configuration
at the commencement of the evolution) and time.
In order to derive mathematical models of phase change processes in Eulerian descrip-
tion, we first describe basic notations. Let xi; i = 1, 2, 3 be the position coordinates of a
material point P in the reference configuration at time t = t0 = 0, just before the com-
mencement of the evolution. Let the material particle P occupy a position x̄i; i = 1, 2, 3
(P̄ ) in the current configuration at time t > t0. Clearly x̄i; i = 1, 2, 3 are the deformed
28
coordinates. If Q is a quantity of interest we wish to monitor during deformation, then
Q = Q (x1, x2, x3, t) (3.1)
and Q̄ = Q̄ (x̄1, x̄2, x̄3, t) (3.2)
are referred to as Lagrangian and Eulerian descriptions for the quantity Q. We note that the
functional relationships in Q and Q̄ are different but their numerical values are identically
the same and hold at position P̄ i.e. x̄i; i = 1, 2, 3. In Eulerian description we express all
quantities of interest using (3.2) i.e. all dependent variables are functions of x̄i; i = 1, 2, 3
and time t. We use over bar on all dependent variables to emphasize the fact that their
descriptions are Eulerian.
We use the following assumptions in the derivation of the mathematical models.
(i) We assume liquid, solid as well as the transition region to be incompressible
(ii) We consider liquid and solid phases to be homogeneous and isotropic with constant
transport properties.
(iii) The liquid phase is treated as Newtonian fluid.
(iv) The solid phase is treated as hypoelastic solid.
(v) The transition region is a mixture of solid and liquid phases with their varying vol-
ume fractions. We assume this phase to be isotropic and homogeneous for describing
ρ̄(T̄ ), c̄p(T̄ ), k̄(T̄ ) and L̄f (T̄ ). These transport properties are assumed to be contin-
uous and differentiable between the solid and the liquid phases (as described in case
of Lagrangian descriptions).
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(vi) For the liquid phase, solid phase as well as transition region, the mathematical model
are derived in Eulerian descriptions so that the interaction of the three phases are
inherent in the mathematical model.
(vii) The constitutive theories for the stress tensor and heat vector for the liquid phase and
the solid phase are straight forward [27–29]. However in the transition region special
considerations are required (see section 3.2).
(viii) We assume thermodynamic equilibrium during the evolution of phase change pro-
cess, thus conservation laws and thermodynamic principles can be used in the deriva-
tions of the mathematical models.
3.2 Development of Mathematical Model
Since we assume the phase change evolution to be in thermodynamic equilibrium, the
mathematical model for the phase change process can be derived using: conservation of
mass, balance of momenta, first law of thermodynamics, the constitutive theory for the
stress tensor and the heat vector based on the second law of thermodynamics or entropy
inequality and other thermodynamic relations. Since, conservation of mass, balance of mo-
menta and the first law of thermodynamics are independent of the constitution of matter,
these hold for the liquid phase, solid phase as well as transition region (assuming it to be
homogeneous and isotropic for ρ̄(T̄ ), c̄p(T̄ ), k̄(T̄ ) and L̄f (T̄ ) i.e. for transport properties).
Conservation of mass, balance of momenta and the first law of thermodynamics yield con-
tinuity, momentum and energy equations. For homogeneous, isotropic and incompressible
matter we easily derive these [29]. In the following we present complete mathematical
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models for phase change processes. Details are presented separately for each of the three
phases (liquid, solid and transition) so that we can clearly observe differences in the models
for the three phases.
We consider fixed coordinate system to be the orthogonal x-frame with o-x1, o-x2 and
o-x3 as the axes. All quantities are measured in this frame. It is necessary to use x1, x2, x3
as opposed to x, y, z so that Einstein notation can be used.
Liquid Phase
We assume the liquid phase to be homogeneous, isotropic, incompressible newtonian
fluid with constant transport properties. Under these assumptions, the mathematical model
consists of:























+ v̄ · ∇̄T̄
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ij = 2µ̄D̄ij (3.6)












In which ρ̄l is liquid phase density (constant), v̄ are velocities in x1, x2, x3 directions, p̄
is mechanical pressure (positive when compressive), dσ̄(0) is the deviatoric contravariant
Cauchy stress tensor [29], F̄ bi are body forces per unit mass in xi; i = 1, 2, 3 directions, T̄ is
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temperature, c̄pl is specific heat of liquid phase, q̄ is the heat vector in x1, x2, x3 directions,
µ̄ is viscosity, k̄l is thermal conductivity of liquid phase, γ̄ (1) and D̄ are the first convected
time derivative of the Almansi strain tensor and symmetric part of the velocity gradient
tensor.
This mathematical model contains fourteen variables v̄i, p̄, dσ̄
(0)
ij ; i = 1, 2, 3; j ≥ i,
T̄ and q̄i; i = 1, 2, 3 in fourteen equations ((3.3) to (3.7)), hence the mathematical model
has closure. We also note that this mathematical model is a system of first order PDEs.
By substituting dσ̄(0) in the momentum and energy equations and q̄ in the energy equation
we can eliminate dσ̄(0) and q̄ as dependent variables, but the resulting mathematical model
will contain up to second order derivatives of the velocities and temperature with respect to
x̄i; i = 1, 2, 3.
Solid Phase
We treat the solid phase as homogeneous, isotropic, incompressible hypoelastic solid
with constant material properties. The mathematical model based on conservation laws and
the constitutive theory for hypoelastic solids yields the following:























+ v̄ · ∇̄T̄
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Rate constitutive equations [29, 30]:
dσ̄
(1)
ij = D̄˜ ikγ̄(1)kj = D̄˜ ikD̄kj (3.12)
q̄ = −k̄s∇̄T̄ (3.13)
in which dσ̄(1) is the first convected time derivative of the contravariant deviatoric Cauchy
stress tensor dσ̄(0), D̄˜ ik are the components of the material tensor recast as a matrix.
Remarks:
(1) Unlike fluids, in elastic solid matter, the material points stay connected to the neigh-
boring material points during elastic deformation. Thus an elongation in a direction
is accompanied by contraction in the other two orthogonal directions. This behavior
is intrinsic in the constitutive equations. Thus, for incompressible solid matter, the
conservation of mass described by (3.9) is invalid for such matter. That is, the ve-
locity field for solid elastic matter is not divergence free. Elimination of (3.9) from
the mathematical model obviously results in lack of closure i.e. now we have one
less equation than the number of dependent variables. This situation is corrected in
remark (2).
(2) For solid elastic matter, the mechanical pressure p̄ is mean normal stress, hence can-
not be a dependent variable in the mathematical model. Thus, we have two alterna-
tives: (i) either eliminate pressure p̄ from the model by using p̄ to be equal to mean
normal stress or (ii) use an additional constraint equation describing p̄ as a function
of normal stresses to replace continuity. The mechanical pressure p̄ is still no longer
a dependent variable in the mathematical model but can be retained as a dependent
variable due to the presence of the constraint equation. The second alternative is
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easier and is necessitated due to the fact presence of p̄ is necessary as it appears
as dependent variable in the mathematical model for the liquid phase. We present
details in the following (assuming positive p̄ to be tension):
3D case:
dσ̄
(0) = σ̄(0) − p̄ [ I ] (3.14)









substituting from (3.15) into (3.14)
dσ̄






[ I ] (3.16)
























Hence for the 3D case, i.e. R3, the continuity equation (3.9) must be replaced with
(3.18) while still maintaining p̄ as dependent variable in the mathematical model.
2D case:
We begin with (3.14) i.e.
dσ̄
(0) = σ̄(0) − p̄ [ I ]














[ I ] (3.19)
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− p̄ = 0.






+ p̄ = 0 (3.20)





x2x2 + p̄ = 0 (3.21)
Thus, for the 2D case, i.e. R2, the continuity equation (3.9) must be replaced with




















[ I ] (3.23)



















































x1x1 − 2p̄ = 0
If we assume compressive p̄ to be positive, then
dσ̄
(0)
x1x1 + 2p̄ = 0 (3.27)
Thus, for the 1D case, i.e. R1, (3.27) replaces the continuity equation (3.9).
(3) In view of the remark (2), the term p̄
∂v̄i
∂x̄i
in the energy equation (3.11) is not zero
(as it is for newtonian fluids in which the velocity field is divergence free) and hence
must be retained for the solid phase.
Transition Region
The transition region is a mixture of solid and liquid phases. Their concentrations vary
depending upon the location in the transition region . If we assume that this mixture is
saturated and that the volume fraction of solid (f̄s) varies from zero to one when traversing
from pure liquid to pure solid region and the volume fraction of liquid (f̄l = 1 − f̄s, for
the saturated mixture) likewise varies from one to zero in the transition zone when travers-
ing from the liquid to the solid region, then it is possible to derive a mathematical model
based on conservation of mass, balance of momenta and the first law of thermodynamics
using mixture theory [1–3]. The second law of thermodynamics provides a mechanism
for the constitutive theory for the stress tensor and the heat vector [1–3]. This approach is
mathematically rigorous and is based on principles of continuum mechanics and thermo-
dynamics, but is beyond the scope of work undertaken in this thesis. Instead, we consider
a more simplistic approach based on volume fractions assigned as weight factors to the
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corresponding residuals resulting from the constitutive equation for liquid and solid phases
and the sum of the weighted residuals is assumed to be the residual resulting from the
constitutive equation for the transition region.
Continuity equation:
































+ v̄ · ∇̄T̄
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(1) The volume fraction f̄l ( or f̄s ) is determined based on the temperature in the transi-









Thus when T̄ = T̄l (i.e. pure liquid) f̄s = 0 and f̄l = 1
(2) ρ̄, k̄, c̄p, L̄f are fifth degree polynomials in temperature (of class C2(T )) in the tran-
sition region as shown in Figures 2.3.
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Chapter 4
Methods of Approximation for IVPs
describing Phase Change Phenomena
4.1 Introduction
The mathematical models describing the phase change phenomena consist of a sys-
tem of non-linear PDEs in spatial coordinates and time i.e. non-linear IVPs in which the
space-time differential operator is non-linear. The computational methodology for obtain-
ing numerical solutions of the IVPs i.e. evolution must be such that accurate numerical
solutions are possible upon convergence. In the following, we list some features that are
essential in choosing a computational methodology for obtaining numerical solutions of
the non-linear IVPs describing phase change phenomena.
(1) Must be applicable to non-linear space-time differential operators regardless of the
nature of the non-linearity without any ad-hoc adjustments or treatments that are
dependent on the nature of the non-linearity (such as SUPG, DC, LS and other up-
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winding methods and linearizing methods [7]).
(2) The dependent variables must exhibit simultaneous dependence on space coordinates
and time as necessitated by the physics. Hence the computational methodology must
only entertain a space-time coupled approach.
(3) Must yield a computational infrastructure in which the computations remain uncon-
ditionally stable regardless of the choices of computational or physical parameters.
This feature essentially requires that the algebraic systems resulting from the meth-
ods of approximation must contain positive definite coefficient matrices.
(4) The approximation must be of higher degree (polynomial of order p) as well as of
higher order in space and in time. These features allow simulation of complex evolu-
tion over larger sub-domains. The higher order feature of the approximation permits
us to incorporate the desired global differentiability of approximations in space and
time.
(5) The computational infrastructure must be time marching so that the evolution can
be computed for an increment of time and then time marched to obtain the entire
evolution. This feature is essential for efficiency of computations when evolution
may be needed for a large value of time with relatively small time increments.
(6) The computational method must have means of measuring (i.e. computing) the error
or residuals without the knowledge of theoretical or reference solution and must also
have mechanism to reduce them to the desired level. This feature is also essential for
adaptivity.
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Based on the material presented in Chapter 1 and the requirements (1) - (6), we rule
out finite difference and finite volume methods as viable computational methodologies.
This leaves us with space-time coupled finite element methods as a possible approach for
obtaining numerical solutions of the IVPs in phase change phenomena.
4.2 Space-Time Finite Element Method
In space-time finite element methods we construct an integral form using the GDEs in
the mathematical model over the space-time domain of the IVP. This can be done in two
ways: (i) using fundamental lemma of the calculus of variations [31–35] or (ii) based on the
minimization of the residual functional. The use of fundamental lemma results in space-
time Galerkin Method (STGM), space-time Petrov-Galerkin method (STPGM) and space-
time weighted residuals method (STWRM). The choice of the test function determines
the type of method. If we begin with STGM and perform integration by parts, we obtain
the weak form i.e. we have space-time Galerkin Method with weak form (STGM/WF).
The second category of methods based on minimization of the residual functional results
in space-time least squares processes (STLSP). When these space-time integral forms are
recast over the space-time discretization of the space time domain, we have space-time
finite element processes based on the chosen strategy of constructing the integral form. We
note that these methods only provide the space-time integral form from which numerical
solution is computed, thus we only have necessary condition. Existence and sufficient
conditions must also be addressed on problem by problem basis. Surana et. al. [8, 9, 36]
have shown that:
(i) All space-time differential operators can be classified over the entire space-time do-
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main or over a space-time strip or slab corresponding to an increment of time into
two mathematical categories: non-self adjoint and non-linear.
(ii) By establishing a correspondence between the integral forms and the elements of
calculus of variations and by introducing the definition of space-time variationally
consistent integral forms (STVC) and space-time variationally inconsistent integral
forms (STVIC), it is possible to determine which space-time integral forms are STVC
or STVIC for the two categories of differential operators [9].
(iii) The STVC integral forms yield computational processes that are unconditionally sta-
ble. The coefficient matrices in the algebraic systems are symmetric and positive
definite. In case of STVIC integral forms, unconditional stability of computations is
not always ensured, the coefficient matrices in the algebraic system are not symmet-
ric, and hence their positive definiteness is not always ensured.
(iv) The STGM, STPGM, STWRM, and STGM/WF yield space-time variationally in-
consistent integral forms. STLSP yield STVC integral forms when the space-time
differential operator is non-self adjoint. When the space-time differential operator is
non-linear, the space-time integral form in STLSP can be made variationally con-
sistent if (a) the non-linear algebraic equations are solved using Newton’s linear
method (Newton-Raphson method) and (b) if the second variation of the residuals
is neglected in the second variation of the residual functional.
Based on these works described above, only STLSP are a viable computational strategy
for obtaining numerical solutions of the IVPs describing the evolution for phase change
phenomena. This approach also has all of the desired features (1) - (6) listed in section 4.1.
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In the following, we consider STLSP for IVPs in which the space-time differential operator
is non-linear. We present details of the STLSP based on space-time residuals. In specific
applications, once Ei, residuals and δEi are defined, the rest of the details are transparent.
4.2.1 Space-time Least Squares Finite Element Processes for
Non-linear Space-time Differential Operators [8, 9, 36]
Let
Aφ − f = 0 ∀ (x, t) ∈ Ωxt = Ωx × Ωt = Ωx × (0, τ) (4.1)
be a system of ne partial differential equations defined over the space-time domain Ωxt.
A is a ne × ne matrix containing ne differential operators and φ is a (ne × 1) vector of
dependent variables. Consider an increment of time ∆t = [tn, tn+1] i.e. Ωnt = (tn, tn+1)
and the nth space-time strip or slab Ωnxt = Ωx×Ωnt = Ωx× (tn, tn+1) corresponding to the
increment of time ∆t. Let (Ωnxt)
T be a discretization of Ωnxt, the n












Γn where Γn is the closed boundary of the nth space-time strip or

















If we substituteφh in (4.1) then we obtain ‘ne’ residual equations i.e.
Aφh − f =E (4.4)
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The vectorE consists of Ei ; i = 1, ..., ne residual equations.
















in which Eei are components of the vectorE
e in
Aφeh − f =E e (4.6)
We note I (φh) is always greater than zero and is equal to zero iff φh = φ, the theoretical
solution of (4.1).
2. Necessary Condition: If I (φh) is differentiable in φh, then the necessary condition
for an extremum of (4.5) is given by [31–35].













{ge} = 2{g} = 0 (4.7)
We note that {ge} is a non-linear function of φeh and likewise {g} is a non-linear function
ofφh.
3. Sufficient condition or extremum principle:























A unique extremum principle requires
δ2I

> 0 ; minimum of I
= 0 ; saddle point of I ∀ admissible φh
< 0 ; maximum of I
(4.9)
When the differential operator is linear (non-self adjoint), δ2Eei = 0, i = 1, 2, ..., ne.
Hence δ2I (φh) > 0 holds in (4.8). Thus, in this case, we have a unique extremum principle
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and based on (4.9), hence a φh obtained using (4.7) minimizes I (φh) in (4.5). When the
differential operator is non-linear δ2Eei are not zero, hence (4.7) in its present form does
not satisfy any of the three conditions in (4.9), thus we do not have an extremum principle.
This situation can be corrected by a simple modification. We note that δI (φh) = 0 yields(
from (4.7)
)











Consider local approximations for the dependent variables φ i.e. φeh. Each dependent
variable in φ has its own local approximation. Collectively they constitute φeh. Let all of





be the degrees of freedom for the discretization
(
Ω̄nxt
)T , then {g} in (4.10) is a non-linear
function of {δ} i.e. we must find {δ} that satisfies
{g ({δ})} = 0 (4.12)
iteratively. We choose Newton’s linear method (Newton-Raphson method). Let {δ0} be an





} 6= 0 (4.13)





} = 0 (4.14)
Expanding {g ({δ0}+ {∆δ})} in Taylor series about {δ0} and retaining only up to













{∆δ} = 0 (4.15)
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is positive definite in (4.16), then we can ensure a unique solution {∆δ} from
(4.16). Based on (4.17) this is possible if we approximate δ2I (φh) by [6, 8, 9, 36–40]










> 0 , a unique extremum principle. (4.18)
Rationale for the approximation in (4.18) has been discussed by Surana et. al. [6, 8, 9,
36–40]. Thus, with (4.18) STLSP is STVC.
Once we find a {∆δ} using (4.16) and (4.18), it is helpful to consider the following for
obtaining an updated solution {δ}
{δ} = {δ0}+ α{∆δ} (4.19)
in which α is a scalar generally between 0 and 2 and assumes the largest value between 0
and 2 for which I ({δ}) ≤ I ({δ0}) holds. This is referred to as line search. The entire
process of solving for {∆δ} and to update {δ0} using (4.19) to obtain φh that satisfies
{g ({δ})} = 0 is called Newton’s method with line search.




















[Ke] = [K] (4.21)
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is the assembly of the element matrices. The same holds true for {g} and {ge} in (4.7). We
note that the computation of {ge} and [Ke] needed in (4.16) requires Eei ; i = 1, 2, ..., ne
and δEei ; i = 1, 2, ..., ne. Once we have [K
e] and {ge}, we assemble them and solve for
{∆δ} using (4.16) followed by an updated {δ} using (4.19). Using a new {δ} we check if
|gi ({δ}) |max ≤ ∆ holds, in which ∆ is a preset tolerance, a threshold value of numerically
computed zero. If not, we repeat the process by replacing {δ0} with {δ}.
4.2.2 Summary of Computational Steps and Time-Marching Proce-
dure
In the following we list important computational steps in the STLSP and the time
marching procedure for computing the complete evolution.
1. Consider PDEs in the mathematical model (either a higher order system or a sys-
tem of first order PDEs) and identify dependent variables. The mathematical model
obviously must have closure.
2. Consider the first space-time strip or slab for an increment of time and its spatial dis-
cretization into space-time finite elements, generally nine-node p-version elements
(in x, t) or 27-node p-version elements (in x, y, and t) with higher order continuity
local approximations in space and time.
3. Consider local approximations for each dependent variable. p-level and the order of
space k = (k1, k2) (in space and time) can be different for each dependent variable.
Minimally conforming choice of k is dependent on the highest orders of the deriva-
tives in space and time for each dependent variable and whether the integrals are in
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Riemann or Lebesgue sense.
4. Arrange nodal degrees of freedom for each variable as a vector and then arrange these
individual vectors in a single vector {δe} representing all degrees of freedom for all
of the dependent variables for an element ‘e’. Thus we have {δe} as nodal degrees





where {δ} are the total degrees of freedom for the entire discretization for the first
space-time strip or slab.
5. Assume a starting solution {δ0} for {δ}.


















i )Ω̄ext ; e = 1, 2, ...,m (4.25)














{∆δ} = − [K]−1 {g} (4.29)
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to calculate {∆δ} after imposing boundary conditions (BCs) and initial conditions
(ICs) on {δ}.
9. Find new updated solution using,





10. Recalculate {ge} using (4.25) and updated {δ}. Assemble {ge} to obtain {g} as in
(4.26). Check if the absolute value of each component of {g} is less than or equal to
∆, a preset threshold value for numerically computed zero (generally 10−6 or lower
suffices).
If this condition is satisfied then we have a solution of the non-linear algebraic system
defined by {g} = 0 and we say that Newton’s linear method is converged. If not, then
reset {δ0} to {δ} and repeat steps 6 through 10 until convergence of the Newton’s
linear method is achieved.
The steps described here provide a solution for the first space-time strip or slab between
t = 0 and t = ∆t. Next, consider the second space-time strip between t = ∆t and t = 2∆t.
Initial conditions for this space-time strip or slab are obtained from the solution for the first
space-time strip or slab at t = ∆t. Repeat the same procedure as used for the first space-
time strip or slab. This procedure known as ‘time marching procedure’ can be continued
until the desired time is reached.
We remark that Eei , I
e, and I are scalars, δEei are vectors and hence {ge} are also
vectors but (δEei , δE
e
i )Ω̄ext is a matrix. Thus, care must be taken in various scalar products
encountered in the space-time least squares finite element process.
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4.3 Dimensionless forms of the mathematical models
In using methods of approximation for obtaining numerical solutions of the IVPs de-
scribing phase change processes, we must non-dimensionalize the PDEs to ensure that the
wide range of magnitudes of the dependent variables does not lead to ill conditioned coef-
ficients matrices in the resulting algebraic systems. In order to do so, we choose reference
quantities to obtain dimensionless dependent variables and other quantities. The quantities
with hat (ˆ) are with their usual dimensions, quantities with zero subscript are reference
quantities and the quantities without hat (ˆ) are dimensionless quantities. We define




ij /τ0 , Lf = L̂f/Lf0
k = k̂/k0 , cp = ĉp/cp0 , ρ = ρ̂/ρ0 , T = (T̂ − T0)/T0 , t = t̂/t0 , q = q̂/q0
(4.31)
In the case of Eulerian descriptions, the quantities will contain an over bar (¯) as well.
4.3.1 Lagrangian description




+ ∇̂ · q̂ + ρ̂∂L̂f
∂t̂
= 0 ∀ (x, t) ∈ Ωxt (4.32)
q̂ = −k̂∇̂T̂ ∀ (x, t) ∈ Ωxt (4.33)



















































q = −k∇T (4.38)



















q = −k∇T (4.41)
Equations (4.40) and (4.41) are a system of first order PDEs in T and q in which reference
time t0 and reference latent heat of fusion Lf0 are defined by (4.39). Alternatively, if we












Equation (4.42) contains up to second order derivatives of temperature T in space coordi-
nates. The mathematical models (4.40) and (4.41) as well as (4.42) can be used in numerical
studies, but the choice of local approximations for minimally conforming approximation
spaces differ in the two. Since Lf = Lf (T );
∂Lf
∂T
is strictly deterministic. Other mathe-




In this section we derive dimensionless form of the mathematical models for liquid,
solid and transition phases.
Liquid Phase:
























+ ˆ̄v · ˆ̄∇ ˆ̄T
)








ˆ̄q = −ˆ̄kl ˆ̄∇ ˆ̄T
(4.43)














































































Recall equations (3.9) to (3.13) from Chapter 3 in the absence of body forces and the
pressure constraint equation.






= 0 ; in R3
d ˆ̄σ
(0)
x1x1 + d ˆ̄σ
(0)
x1x1 + ˆ̄p = 0 ; in R2
d ˆ̄σ
(0)
x1x1 + 2ˆ̄p = 0 ; in R1




















+ ˆ̄v · ˆ̄∇ ˆ̄T
)












ˆ̄q = −ˆ̄ks ˆ̄∇ ˆ̄T
(4.46)



























p̄ = 0 ; in R1













































































































= 0 ; in R1
























+ ˆ̄v · ˆ̄∇ ˆ̄T
)


















ij − ˆ̄D˜ ik ˆ̄Dkj
)
= 0
ˆ̄q = −ˆ̄k ˆ̄∇ ˆ̄T
(4.48)
Using (4.31) (quantities with “ˆ̄” are replaced with “¯” ), (4.48) can be written in the






















































= 0 ; in R1
























































































Once the mathematical model and the local approximations of the dependent variables
are chosen, the specific details of LSP based on the residual equations Ei ; i = 1, 2, ..., ne
and their variations δEi ; i = 1, 2, ..., ne are straight forward, hence are omitted.
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Chapter 5
Numerical Studies using mathematical
models in Lagrangian description
5.1 Introduction
In this chapter we consider phase change model problems in R1 and R2. The purpose of
these numerical studies is multi-fold. From the material presented in Chapters 1 and 2 it is
clear that the sharp interface method and the phase field method of describing liquid-solid
phase phenomena lead to mathematical models that have their own limitations and merits.
A significant shortcoming of these methods is that they require a priori existence of a liquid-
solid interface at the commencement of the evolution. Secondly, a theoretical solution using
the sharp interface model in R1 is only possible when ρ, cp and k are constant. In the phase
field approach, a priori knowledge of the free energy density function and the existence of
the interface at the commencement of the solution are essential. The selection of the model
problems in R1 in reference [23] was done in such a way that the computed evolutions
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could be compared with sharp interface and phase field methods. Additional phase change
problems in R1 were also chosen in reference [23] and were simulated to demonstrate the
capability of the method proposed in reference [23] in simulating initiation and propagation
of phase change front during evolution with changing cp, k and Lf between the two phases.
Model problems in R2 were used to demonstrate the same features as in the case of R1 i.e.
initiation of a front, variable cp, k and Lf between the two phases and accurate propagation
of the front in R2 in which the interface zone separating the two phases can be complex. In
reference [23], (1) Lf was used as a dependent variable, this can cause problems at lower
p-levels, (2) onlyC0 solutions where considered. the studies presented here eliminate Lf as
a variable. This is necessary for the computed solution to be correct. Secondly, solutions of
higher classes are also considered. The comparison of the evolution from smooth interface
approach using Lf as a variable [23] with phase field and sharp interface methods were
shown in reference [23] and are not repeated here. The numerical studies considered in this
work are summarized in the following:
(1) Mathematical models in R1 without using Lf as a dependent variable and a compar-
ison with the model using Lf as a variable ( [23]).
(2) Model problems in R1 in which the capability of the smooth interface method pro-
posed here to simulate the initiation of the liquid-solid or solid-liquid interface and
its subsequent propagation during evolution is demonstrated. The density ρ, specific
heat cp, thermal conductivity k and latent heat of fusion Lf vary in a continuous
and differentiable manner from liquid to solid phases and vice-versa (as described
in Chapter 2). One model problem considers the initial phase to be liquid whereas
in the other model problem the initial phase is considered to be solid to demonstrate
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the effectiveness of the smooth interface approach in simulating the initiation of the
front and its properties in either freezing or melting. These model problems can not
be simulated using sharp interface or phase field methods due to the fact that: (a)
they require capability to initiate a front (b) and secondly due to variations in ρ, cp, k
and Lf in the transition zone both of which are lacking in these two methods.
(3) In the next group of numerical studies we consider two model problems in R2 with
square spatial domains.
(a) The first model problem considers the initial phase to be liquid with uniform
heat flux (cooling) on all four boundaries. This model demonstrate the initiation
of complex liquid-solid front in a freezing process in R2 and its propagation
during the evolution.
(b) The second model problem considers the initial phase to be solid with uniform
heat flux (heating) on all four boundaries. This model problem demonstrates
initiation of a rather complex liquid-solid front that propagates inward from the
edges of the square during evolution.
All numerical studies are performed using space-time least squares finite element pro-
cesses for a space-time strip (in R1) or a space-time slab (in R2) the with time marching.
The mathematical model utilized in the computational studies for R1 is a single PDE in
T and for R2 is a system of first order PDEs in temperature and heat fluxes. In case of
R1, the space-time domain of a space-time strip for an increment of time is discretized
using nine-node p-version space-time elements. In the case of R2, the space-time slab is
discretized using 27-node p-version space-time elements. The local approximations in R1
and R2 consist of class C1 and C0 respectively.
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For an increment of time i.e. for a space-time strip or a slab, solution of the non-linear
algebraic systems is obtained using Newton’s linear method with line search. Newton’s
linear method is considered converged when the absolute value of each component of δI =
{g} is below a preset threshold ∆, numerically computed zero. ∆ ≤ 10−6 has been used
in all numerical studies. Discretization and p-levels (considered to be uniform in space and
time) are chosen such that the least squares functional I resulting from the residuals for
the entire space-time strip or slab is always of order of O(10−6) or lower and hence good
accuracy of the evolution is always ensured for all space-time steps and slabs.
5.2 Transport Properties
In all numerical studies we consider the liquid phase to be water and the solid phase to
be ice with the following properties.
Water: ρ̂l = 62.38 lbm/ft3 ; ĉpl = 1.006 Btu/lbm R ; k̂l = 9.01× 10−5 Btu/s ft R
L̂fl = 143.6 Btu/lbm ; µ̂ = 0.12× 10−2 lbm/ft s
Ice: ρ̂s = 57.16 lbm/ft3 ; ĉps = 0.4896 Btu/lbm R ; k̂s = 3.57× 10−4 Btu/s ft R
L̂fs = 0.000 Btu/lbm ; Ê = 6.05× 106 lbm/ft s2 ; ν = 0.33
Transition region:
In the transition region ρ(T ), cp(T ), k(T ) and Lf (T ) are assumed to vary in a contin-
uous and differentiable manner between the temperatures Ts and Tl defining the transition
region between solid and liquid phases. If Q(T ) represents a transport property then we
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use the following:




i ;Ts ≤ T ≤ Tl (5.1)
when n = 3, Q(T ) is a cubic polynomial in T
The coefficients c0 and ci, i = 1, 2, 3 in (5.1) are calculated using the conditions:













when n = 5, Q(T ) is a 5th degree polynomial in T
The coefficients c0 and ci, i = 1, ..., 5 in (5.1) are calculated using the conditions:
























(1) By letting Q to be ρ, cp, k and Lf , dependence of these properties on temperature
can be easily established.
(2) In case of Lf we note that Lf (Ts) = 0 and Lf (Tl) = Lf (value of latent heat of
fusion).
(3) Thus all transport properties including latent heat of fusion are explicitly defined as
functions of temperature T in the transition region.
Reference quantities:
For the dimensionless forms of all the mathematical models in Lagrangian description, the
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following reference quantities are used.
ρ0 = ρ̂s k0 = k̂s cp0 = ĉps
T0 = (32
◦F + 459.67) = 491.67 R L0 = 0.25ft
Lf0 = cp0T0 = 240.72 Btu/lbm t0 =
L20ρ0cp0
k0
= 4.899× 103 s = 81.65min
5.3 Numerical Studies in R1
In this section we present numerical studies in R1 i.e. for one dimensional phase
change.
5.3.1 Choice of Mathematical Model
In Chapter 2 four alternate mathematical models were presented in Lagrangian descrip-













−∇· (k(T )∇T ) = 0 (5.4)









+∇ · q = 0
q = −k(T )∇T
(5.5)




−∇· (k(T )∇T ) + ρ(T )∂Lf
∂t
= 0
Lf = G(T )
(5.6)
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+∇ · q + ρ(T )∂Lf
∂t
= 0
q = −k(T )∇T
Lf = G(T )
(5.7)
Remarks:
(1) Model D was used in reference [23] in which numerical studies using this model were
compared with phase field model and sharp interface model with good agreement of
results during the evolution that consisted of propagation of an existing phase front
specified as initial condition.
(2) We make a closer examination of the model using Lf as a dependent variable in the
present work.
(a) SinceLf is constant outside the transition region,
∂Lf
∂T
= 0, and in the transition
region Lf (T ) is a continuous and differentiable function of temperature, this
suggests that models A and B account for this behavior precisely.
(b) Model A is preferred over model B for obvious reasons [41]. In this model
inconsistencies in the local approximation due to auxiliary variables are elimi-
nated [41] and computationally this model is more efficient as it has only one
dependent variable compared to model B.
(c) Equation Lf = G(T ) with Lf as a dependent variable is redundant. Addition-
ally, when using this equation as in model C and D [23], we show that linear
heat conduction is affected when p-levels are low (3-5). This is due to the fact
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that δLf adds to the element coefficient matrix in liquid and solid phases which
should not be the case.





































plays no role in the mathematical model in liquid





local approximation functions for temperature.
(3) In all numerical studies presented in this section in R1 we use model A, a single PDE
in temperature.
(4) STLSP for all the models is straight forward. All we need is Eei and δE
e
i . These are
straight forward to derive once local approximations are chosen [6, 8, 9, 36–39].
5.3.2 Comparison of models B and D: linear heat conduction
Since in reference [23] model D was used for phase change studies in R1, we use
this model and present a comparison of numerical solutions obtained using model B. Both
models have T and q as dependent variables. Model D has Lf as additional dependent
variable.
Figure 5.1 and 5.2 show schematics in the physical and dimensionless domains for a
single space-time strip and the reference quantities used. The initial configuration consists
of solid medium (ice). Uniform mesh of 50 space-time elements is used to discretize the
dimensionless space-time domain (only one element in time t).
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x̂ =0
T̂ (x̂,0) =484.3 R x̂ =0.25 ft
t̂ =0
t̂




Figure 5.1: Space-time domain
x =0









ρ0 = ρ̂s , k0 = k̂s , cp0 = ĉps , L0 = 0.25ft , T0 = (32◦F + 459.67) = 491.67 R ,
Lf0 = cp0T0 = 240.72Btu/lbm , t0 = L20ρ0cp0/k0 = 4.899× 103 s , q0 = 1.42Btu/ft2 s
, ∆t = 0.005 , ∆t̂ = 24.5s







Figure 5.3: Boundary condition q(1, t)
64
Evolution of the temperature for the first five time increments with models B and D are
shown in figures (5.4)-(5.6). We note that:
(i) When using model B, results remain unaffected due to p-level change.
(ii) In case of model D, lower p-levels (3-5) produce temperature evolutions that do not
agree with model B. The differences are more pronounced at lower p-levels during
initial stages of evolution (first and second time increments). Beyond the third incre-
ment of time, both models produce almost the same evolution of temperature.
(iii) We also note that the model D has twice as many dofs compared to model B, yet the
evolution is in error during initial stages.
(iv) This numerical experiment is rather simple, but in more complex situations the con-
sequences of using Lf as a dependent variable may be more serious than what we
have observed here.
(v) In the work presented here, we do not use Lf as a dependent variable in any of the
mathematical models.
5.3.3 Liquid-solid phase change in R1: Using model A
In this section we present liquid-solid phase change studies using model A. The space-
time least squares formulation for a time strip (corresponding to an increment of time) with
time marching is used to compute the evolution. Figure 5.7 shows a schematic of the space-
time strip corresponding to the first increment of time, BCs, and ICs. Figure 5.8 shows































xt)          Solid
Model B:




































xt)          Solid
Model B:






(b) Temperature at the end of the second time step (t = 0.010)
Figure 5.4: Temperature evolution for models B and D, (t = 0.005, t = 0.010) at the end






























xt)          Solid
Model B:
p= 3, 4, 5, 7
Model D:
p= 3
p= 4, 5, 7






























xt)          Solid
Model B:
p= 3, 4, 5, 7
Model D:
p= 3
p= 4, 5, 7
(b) Temperature at the end of the fourth time step (t = 0.020)
Figure 5.5: Temperature evolution for models B and D, (t = 0.015, t = 0.020) at the end































xt)          Solid
Model B:
p= 3, 4, 5, 7
Model D:
p= 3, 4, 5, 7
Figure 5.6: Temperature evolution for models B and D, (t = 0.025) at the end of the 5th
time increment
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We note that the mathematical model described by (5.4) contains up to second order
derivatives of temperature T with respect to coordinate x but only up to first order derivative
of T with respect to time. Thus, in this case for the local approximation T eh of T , the
following must hold.
T eh ∈ Vh ⊂ Hk,p(Ω̄ext) ; k = (k1, k2) , k1 ≥ 2p1 − 1 , k2 ≥ 2p2 − 1
with k1 ≥ 3 , k2 ≥ 2 for the integrals in the STLSP to be Riemann. Thus, k1 = 3 and
k2 = 2 are the choices for minimally conforming approximation space Vh ⊂ Hk,p(Ω̄ext).
For this choice of k1 and k2, T eh is of class C
2(Ω̄ext) in space x but only of class C
1(Ω̄ext) in
time.
If we choose k1 = 2 and k2 = 2 i.e. T eh of class C
11(Ω̄ext), then the integrals in the
STLSP are Lebesgue in x but Riemann in t. Due to the smoothness of the evolution we
consider this choice in the numerical studies presented in the following. The space-time
strip (∆t = 0.04) is discretized using 50 nine node space-time C11(Ω̄ext) finite elements.
Numerical studies were considered to determine adequate p-level for this discretization by
starting with p-level of 3 (both in space and time) and incrementing it by two. At p-level
of nine, the residual functional I of the order of 10−6 or lower and |(gi)|max ≤ 10−6 were
achieved. These ensure good convergence of Newton’s linear method with line search as
well as very low residual values in the entire space-time domain. Computed evolution
results are presented in figures (5.10) to (5.16) for [Ts, Tl] = [−0.001, 0.001].
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x̂ =0 x̂ =0.25 ft
t̂ =0
t̂
Liquid mediumT̂ (0, t̂) =496.6 R
t̂ = ∆t̂






Figure 5.7: Space-time domain
x =0












ρ0 = ρ̂s , k0 = k̂s , cp0 = ĉps , L0 = 0.25ft , T0 = (32◦F + 459.67) = 491.67 R ,
Lf0 = cp0T0 = 240.72Btu/lbm , t0 = L20ρ0cp0/k0 = 4.899× 103 s , q0 = 1.42Btu/ft2 s
, ∆t = 0.04 , ∆t̂ = 196.0s














Figure 5.9: Boundary condition dT/dx at x = 1
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Discussion of results:
Figures 5.10(a) - 5.14(a) show plots of T , Lf , cp, k and ρ versus x during initial stages
of the evolution (0 ≤ t ≤ 0.24). Continuous extraction of heat from the right boundary pro-
gressively lowers the temperature at the boundary and in the neighborhood of the boundary
which eventually results in the initiation of phase change. Variations in Lf (T ), cp(T ), k(T )
and ρ(T ) follow changes in temperature during evolution.
Figures 5.10(b) - 5.14(b) show fully formed phase change transition region (liquid to
solid) beginning with t = 0.8 and its propagation during evolution (0.8 ≤ t ≤ 4.8).
For each space-time strip during time marching using ∆t = 0.04, I < O(10−6) and
|(gi)|max ≤ 10−6 ensure accurate evolution that satisfies GDE quite well over the entire
space-time domain of each space-time strip. Evolutions of all quantities are smooth and
free of oscillations.
If we define the center of the transition zone as the location x of the phase front, then
for the results in figures 5.10 - 5.14 we can plot a graph of location x versus time t marking
the location of the phase change front in time. Figure 5.15 shows such a plot for the results
presented in figures 5.10 - 5.14. The transition region width for these numerical studies
consist of [Ts, Tl] = [−0.001, 0.001].
Similar studies were repeated for [Ts, Tl] = [−0.002, 0.002] i.e. double the width of
the transition zone. Figure 5.16 shows evolutions of Lf for t = 1.6, 3.2 and 4.8 when
[Ts, Tl] = [−0.001, 0.001] and [−0.002, 0.002]. In both cases the location of the center of




























[Ts ,Tl] = [- 0.001, 0.001]
Liquid to Solid




































[Ts ,Tl] = [- 0.001, 0.001]
Liquid to Solid







(b) Evolution of temperature, 0.0 ≤ t ≤ 4.8, ∆t = 0.04






























[Ts ,Tl] = [- 0.001, 0.001]
Liquid to Solid



































[Ts ,Tl] = [- 0.001, 0.001]
Liquid to Solid







(b) Evolution of Latent heat, 0.0 ≤ t ≤ 4.8, ∆t = 0.04





























[Ts ,Tl] = [- 0.001, 0.001]
Liquid to Solid


































[Ts ,Tl] = [- 0.001,0.001]
Liquid to Solid







(b) Evolution of Specific heat, 0.0 ≤ t ≤ 4.8, ∆t = 0.04





































[Ts ,Tl] = [- 0.001, 0.001]
Liquid to Solid










































[Ts ,Tl] = [- 0.001, 0.001]
Liquid to Solid







(b) Evolution of Thermal conductivity, 0.0 ≤ t ≤ 4.8, ∆t = 0.04
























[Ts ,Tl] = [- 0.001, 0.001]
Liquid to Solid





























[Ts ,Tl] = [- 0.001, 0.001]
Liquid to Solid







(b) Evolution of Density, 0.0 ≤ t ≤ 4.8, ∆t = 0.04
































[Ts ,Tl] = [- 0.001 , 0.001]
[Ts ,Tl] = [- 0.002 , 0.002]






























[Ts ,Tl] = [- 0.001, 0.001]
[Ts ,Tl] = [- 0.002, 0.002]
Liquid to Solid







Figure 5.16: Evolution of Latent Heat for different width of transition region: liquid to
solid
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5.3.4 Solid-liquid phase change in R1: Using model A
In this section we present solid-liquid phase change studies using model A, in a similar
manner as presented in section 5.3.3 for liquid-solid phase change. The space-time least
squares formulation for a time strip (corresponding to an increment of time) with time
marching is used to compute the evolution. Figure 5.17 shows a schematic of the space-
time strip corresponding to the first increment of time, BCs, and ICs. Figure 5.18 shows
dimensionless space-time domain, reference quantities and the dimensionless quantities.
Minimally conforming spaces are the same as described in section 5.3.3. Due to
smoothness of the evolution, we choose k1 = 2 and k2 = 2 i.e. T eh of class C
11(Ω̄ext),
therefore the integrals in the STLSP are Lebesgue in x but Riemann in t. The space-time
strip (∆t = 0.005 for the first 10 time strips and 0.1 for the remaining) is discretized using
100 nine node space-time C11(Ω̄ext) finite elements. Numerical studies were considered
for the first space-time strip with phase change to determine adequate p-level for this dis-
cretization by starting with p-level of 3 (both in space and time) and incrementing it by two.
At p-level of nine, I is of the order of 10−6 or lower and |(gi)|max ≤ 10−6 were achieved for
all time steps. These ensures converged Newton’s linear method with line search as well
as accurate evolution in the entire space-time domain. The numerical solutions computed
using these vales of h, p and k for [Ts, Tl] = [−0.001, 0.001] are shown in figures 5.20
-5.24.
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x̂ =0 x̂ =0.25 ft
t̂ =0
t̂
Solid mediumT̂ (0, t̂) =484.3 R
t̂ = ∆t̂
x̂





Figure 5.17: Space-time domain
x =0












ρ0 = ρ̂s , k0 = k̂s , cp0 = ĉps , L0 = 0.25ft , T0 = (32◦F + 459.67) = 491.67 R ,
Lf0 = cp0T0 = 240.72Btu/lbm , t0 = L20ρ0cp0/k0 = 4.899× 103 s , q0 = 1.42Btu/ft2 s
, ∆t = 0.005, 0.1 ; ∆t̂ = 24.5s, 490.0s














Figure 5.19: Boundary condition q(1, t)
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Discussion of results:
Figures 5.20(a) - 5.24(a) show plots of T , Lf , cp, k and ρ versus x during the initial
stages of the evolution (0 ≤ t ≤ 0.95). Continuous addition of heat from the right bound-
ary progressively raises the temperature at the boundary and in the neighborhood of the
boundary which eventually results in the initiation of phase change. Variations in Lf (T ),
cp(T ), k(T ) and ρ(T ) follow changes in temperature during evolution.
Figures 5.20(b) - 5.24(b) show fully formed phase change transition region (solid to
liquid) beginning with t = 4.05 and its propagation during evolution (4.05 ≤ t ≤ 59.05).
For each space-time strip during time marching using ∆t = 0.005 for 0 ≤ t ≤ 0.05 and
∆t = 0.1 for t ≥ 0.05 ; I < O(10−6) and |(gi)|max ≤ 10−6 ensure accurate evolution that
satisfies GDE quite well over the entire space-time domain of each space-time strip. All
evolutions are smooth and free of oscillations.
5.4 Numerical studies in R2
In this section we present numerical studies for phase change in R2 for liquid-solid and
solid-liquid phase change. Unlike section 5.3, here we choose mathematical model B, a









+∇ · q = 0






































[Ts ,Tl] = [- 0.001, 0.001]
Solid to Liquid











(a) Evolution of temperature, 0.0 ≤ t ≤ 0.95, ∆t = 0.005 for 0 ≤ t ≤ 0.05 and



























[Ts ,Tl] = [- 0.001, 0.001]
Solid to Liquid













(b) Evolution of temperature, 0.0 ≤ t ≤ 59.05, ∆t = 0.005 for 0 ≤ t ≤ 0.05 and
∆t = 0.1 for t ≥ 0.05






























[Ts ,Tl] = [- 0.001, 0.001]
Solid to Liquid










(a) Evolution of Latent heat, 0.0 ≤ t ≤ 0.95, ∆t = 0.005 for 0 ≤ t ≤ 0.05 and ∆t = 0.1





























[Ts ,Tl] = [- 0.001, 0.001]
Solid to Liquid













(b) Evolution of Latent heat, 0.0 ≤ t ≤ 59.05, ∆t = 0.005 for 0 ≤ t ≤ 0.05 and ∆t = 0.1
for t ≥ 0.05





























[Ts ,Tl] = [- 0.001,0.001]
Solid to Liquid










(a) Evolution of Specific heat, 0.0 ≤ t ≤ 0.95, ∆t = 0.005 for 0 ≤ t ≤ 0.05 and ∆t = 0.1




























[Ts ,Tl] = [- 0.001,0.001]
Solid to Liquid













(b) Evolution of Specific heat, 0.0 ≤ t ≤ 59.05, ∆t = 0.005 for 0 ≤ t ≤ 0.05 and ∆t = 0.1
for t ≥ 0.05





































[Ts ,Tl] = [- 0.001, 0.001]
Solid to Liquid










(a) Evolution of Thermal Conductivity, 0.0 ≤ t ≤ 0.95, ∆t = 0.005 for 0 ≤ t ≤ 0.05 and




































[Ts ,Tl] = [- 0.001, 0.001]
Solid to Liquid













(b) Evolution of Thermal conductivity, 0.0 ≤ t ≤ 59.05, ∆t = 0.005 for 0 ≤ t ≤ 0.05 and
∆t = 0.1 for t ≥ 0.05
























[Ts ,Tl] = [- 0.001, 0.001]
Solid to Liquid


































[Ts ,Tl] = [- 0.001, 0.001]
Solid to Liquid













(b) Evolution of Density, 0.0 ≤ t ≤ 59.05, ∆t = 0.005 for 0 ≤ t ≤ 0.05 and ∆t = 0.1 for
t ≥ 0.05
Figure 5.24: Evolution of Density for solid to liquid phase change in R1
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Since the phase change initiation and propagation is smooth, we expect this mathe-
matical model to behave well as well. Contrary to reference [23], we do not use Lf as a
dependent variable to avoid inconsistencies and problems associated with its use in linear
heat conduction (for low p-levels).
Mathematical model (5.9) is a system of three first order PDEs in T and components of
q . We can choose the following for the local approximations for T , qx and qy.




yh ∈ Vh ⊂ Hk,p(Ω̄ext) ; k = (k1, k2)
k1 ≥ 2p1 − 1 ; space (x, y)
k2 ≥ 2p2 − 1 ; time (t)
With k1 ≥ 2, k2 ≥ 2, the integrals in the STLSP are Riemann. Since the evolution of
phase change process is smooth, we can also choose k1 = 1, k2 = 1, but for this choice the
integrals in the STLSP in space are in Lebesgue sense. In the numerical studies presented
in the following we choose k1 = k2 = 1, i.e. Th, qxh and qyh of class C00(Ω̄ext).
5.4.1 Liquid-Solid phase change in R2
We consider a two dimensional domain in R2 consisting of a one unit square. A
schematic of the domain, boundary conditions, initial conditions and reference quantities
are shown in figure 5.25. A constant heat flux is applied to each boundary (heat removal),
except for the first time step in which heat flux changes continuously from zero at t = 0 to






q̂x(1, ŷ, t̂) = −k̂ ∂T̂∂x̂ =0.142
Btu
ft2s ; t ≥ ∆t
q̂y(x̂,1, t̂) = −k̂ ∂T̂∂ŷ =0.142
Btu




T̂ (x̂, ŷ,0) =499.0R
q̂y(x̂,0, t̂) = −k̂ ∂T̂∂ŷ = −0.142
Btu
ft2s ; t ≥ ∆t
q̂x(0, ŷ, t̂) = −k̂ ∂T̂∂x̂ = −0.142
Btu
ft2s ; t ≥ ∆t





qy(x,0, t) = −k ∂T∂y = −0.1; t ≥ ∆t
qx(1, y, t) = −k ∂T∂x =0.1; t ≥ ∆t
qy(x,1, t) = −k ∂T∂y =0.1; t ≥ ∆t




qx(0, y, t) = −k ∂T∂x = −0.1; t ≥ ∆t
(b) Dimensionless spatial domain
Reference quantities: ρ0 = ρ̂s , k0 = k̂s , cp0 = ĉps , L0 = 0.25ft
T0 = (32
◦F +459.67) = 491.67 R , Lf0 = cp0T0 = 240.72Btu/lbm , q0 = 1.42Btu/ft2 s
, t0 = L20ρ0cp0/k0 = 4.899× 103 s , ∆t = 0.0025 , 0.01 ; ∆t̂ = 12.2s , 49.0s
Figure 5.25: Schematics and reference quantities for liquid-solid phase change in R2
87
A graded spatial discretization of the [1 × 1] spatial domain shown in figure 5.26 is
constructed. Table 5.1 provides discretization details of regions A, B, C and D. All four
boundaries contain uniform heat flux q = −0.1 (cooling) for t ≥ ∆t. Evolution is com-
puted (56 time steps) using p-level of 3 in space and time with ∆t = 0.0025 for the first
8 time steps and ∆t = 0.01 for the remaining time steps. For this discretization, the C00
local approximation with p=3 yield I ofO(10−6) or lower, confirming good accuracy of the
solution. |gi|max ≤ 10−6 is used for convergence check in the Newton’s linear method. For
most time increments Newton’s linear method with line search converges in 5-10 iterations.
The evolution of the temperature for 0 ≤ t ≤ 0.05 and 0.10 ≤ t ≤ 0.5 are shown
in figures 5.27 and 5.28. Initiation of the liquid solid front shown in figures 5.29 and
5.30 using Lf carpet plots show smooth evolution of front and its propagation without
oscillations. The study demonstrates the strength of the work in simulating moving fronts
in R2 without front tracking techniques. The transition region width for these numerical
studies consist of [Ts, Tl] = [−0.004, 0.004]. This model problem also can not be simulated
using phase field and sharp interface models due to the same reason as in the case of model
problems in R1. Quarter symmetry of the evolution is quite obvious from the evolutions in
figures 5.27 - 5.30.
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Table 5.1: Spatial discretization for model problems in R2
Number of Number of Element length Element length Number of
Region x elements y elements in x, hex in y, hey Total Elements
A 12 12 0.0167 0.0167 144
B 6 12 0.1000 0.0167 72
C 12 6 0.0167 0.1000 72











x =0.2 x =0.8
y =0.2
y =0.8
Figure 5.26: Spatial discretization for model problems in R2
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(a) Initial Condition (b) t = 0.01
(c) t = 0.02 (d) t = 0.03
(e) t = 0.04 (f) t = 0.05
Figure 5.27: Evolution of Temperature for liquid to solid phase change in R2: ∆t =
0.0025, for 0 ≤ t ≤ 0.02 and ∆t = 0.01 for t ≥ 0.02
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(a) t = 0.10 (b) t = 0.20
(c) t = 0.30 (d) t = 0.40
(e) t = 0.50
Figure 5.28: Further evolution of Temperature for liquid to solid phase change in R2: ∆t =
0.0025, for 0 ≤ t ≤ 0.02 and ∆t = 0.01 for t ≥ 0.02
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(a) Initial Condition (b) t = 0.05
(c) t = 0.10 (d) t = 0.15
(e) t = 0.20 (f) t = 0.25
Figure 5.29: Evolution of Latent heat for liquid to solid phase change in R2: ∆t = 0.0025,
for 0 ≤ t ≤ 0.02 and ∆t = 0.01 for t ≥ 0.02
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(a) t = 0.30 (b) t = 0.35
(c) t = 0.40 (d) t = 0.45
(e) t = 0.50
Figure 5.30: Further evolution of Latent heat for liquid to solid phase change in R2: ∆t =
0.0025, for 0 ≤ t ≤ 0.02 and ∆t = 0.01 for t ≥ 0.02
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5.4.2 Solid-Liquid phase change in R2
Here we also consider a two dimensional domain in R2 consisting of a one unit square.
A schematic of the domain, boundary conditions, initial conditions and reference quantities
are shown in figure 5.31. A constant heat flux is applied to each boundary, except for the
first time step in which the heat flux changes continuously from zero at t = 0 to the constant
value at t = ∆t.
The graded discretization for the [1×1] spatial domain is same as in section 5.4.1, shown
in figure 5.26, with details of regions A, B, C and D in Table 5.1. All four boundaries
maintain uniform heat flux q = −0.1 (heating). Evolution is computed (50 time steps)
using p-level of 3 in space and time with ∆t = 0.01. For this discretization, the C00 local
approximations with p=3 yield I of O(10−6) or lower, confirming good accuracy of the
solution. |gi|max ≤ 10−6 is used for convergence check of the Newton’s linear method. For
most time increments Newton’s linear method with line search converges in 5-10 iterations.
The evolution of the temperature and latent heat for 0 ≤ t ≤ 0.05 and 0.10 ≤ t ≤
0.5 are shown in figures 5.32 - 5.35. Initiation of the liquid solid front occurs smoothly
and propagates without oscillations. The study demonstrates the strength of the work in
simulating moving fronts in R2 without front tracking techniques. This model problem
also can not be simulated using phase field and sharp interface models due to the same
reason as in the case of model problems in R1. Quarter symmetry of the evolution is quite
obvious from the evolutions in Figures 5.32 - 5.35. The transition region width for these






q̂y(x̂,0, t̂) = −k̂ ∂T̂∂ŷ =0.142
Btu
ft2s ; t ≥ ∆t
q̂x(1, ŷ, t̂) = −k̂ ∂T̂∂x̂ = −0.142
Btu




T̂ (x̂, ŷ,0) =484.3R
q̂y(x̂,1, t̂) = −k̂ ∂T̂∂ŷ = −0.142
Btu
ft2s ; t ≥ ∆t
q̂x(0, ŷ, t̂) = −k̂ ∂T̂∂x̂ =0.142
Btu
ft2s ; t ≥ ∆t





qy(x,0, t) = −k ∂T∂y =0.1; t ≥ ∆t
qx(1, y, t) = −k ∂T∂x = −0.1; t ≥ ∆t
qy(x,1, t) = −k ∂T∂y = −0.1; t ≥ ∆t




qx(0, y, t) = −k ∂T∂x =0.1; t ≥ ∆t
(b) Dimensionless spatial domain
Reference quantities: ρ0 = ρ̂s , k0 = k̂s , cp0 = ĉps , L0 = 0.25ft
T0 = (32
◦F +459.67) = 491.67 R , Lf0 = cp0T0 = 240.72Btu/lbm , q0 = 1.42Btu/ft2 s
, t0 = L20ρ0cp0/k0 = 4.899× 103 s , ∆t = 0.01 ; ∆t̂ = 49.0s
Figure 5.31: Schematics and reference quantities for liquid-solid phase change in R2
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(a) Initial Condition (b) t = 0.01
(c) t = 0.02 (d) t = 0.03
(e) t = 0.04 (f) t = 0.05
Figure 5.32: Evolution of Temperature for solid to liquid phase change in R2: ∆t = 0.01
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(a) t = 0.10 (b) t = 0.20
(c) t = 0.30 (d) t = 0.40
(e) t = 0.50
Figure 5.33: Further evolution of Temperature for solid to liquid phase change in R2: ∆t =
0.01
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(a) Initial Condition (b) t = 0.05
(c) t = 0.10 (d) t = 0.15
(e) t = 0.20 (f) t = 0.25
Figure 5.34: Evolution of Latent heat for solid to liquid phase change in R2: ∆t = 0.01
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(a) t = 0.30 (b) t = 0.35
(c) t = 0.40 (d) t = 0.45
(e) t = 0.50




Numerical simulation of phase change
using mathematical models in Eulerian
description
6.1 Introduction
In this chapter we consider numerical simulation of phase change processes using math-
ematical model in Eulerian description. As mentioned earlier in Chapter 1 and 3, the Eu-
lerian descriptions are necessary to study phase change in processes in which the medium
is flowing (non zero velocity field). Flow between parallel plates with cooling of plate(s)
i.e. heat removal is a classical problem that requires a mathematical model in Eulerian
description.
The mathematical model consists of continuity equation, momentum equation, energy
equation and constitutive equations in contrast to Lagrangian descriptions (with zero ve-
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locity field and zero stress field assumptions) in which case we only have a single non-
linear PDE in temperature, i.e. energy equation. In principle, the numerical simulation of
non-linear PDEs describing evolution [9,36] is straight forward using STLSP provided the
mathematical models contain precise description of the desired physics. The development
of the mathematical model for phase change in Eulerian description has been presented in
Chapter 3. Even though this mathematical model is not in precise agreement with the mix-
ture theories [1–3], however we believe it captures sufficient aspects of the phase change
physics to warrant numerical investigations. A simple model problem such as flow between
parallel plates of a newtonian fluid with partial cooling (heat removal) of plate(s) is used
to address many of the issues that are encountered in simulating phase change processes in
Eulerian descriptions. In the following we present some remarks and discussion to develop
focus in the numerical experiments or investigations leading to phase change simulations
in R2.
Remarks and discussion:
(1) Since in the solid and the liquid phases all transport properties are assumed con-
stant, the mathematical model consisting of continuity, momentum equations and the
constitutive model using deviatoric Cauchy stress tensor can be used to obtain the
solution of the velocity field and the deviatoric Cauchy stress tensor. Once the veloc-
ity field and the deviatoric Cauchy stress tensor are known, the energy equation can
be used to obtain the temperature field. This suggests that the energy equation can
be considered decoupled from the rest of the mathematical model. Perhaps we could
argue the possibility of weak coupling between the energy equation and the rest of
the mathematical model in solid and liquid phases.
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(2) In the transition region all transport properties are a function of temperature, hence
the energy equation is strongly coupled with the rest of the mathematical model.
(3) The argument presented in remark (1) can also be viewed differently. Presence of
velocity field and the deviatoric Cauchy stress tensor in the energy equation suggests
that the energy equation is in fact coupled with the rest of the mathematical model.
Thus, it should be possible to consider the entire mathematical model consisting
of continuity, momentum equations, energy equation and the constitutive equations
for the stress tensor and heat vector as a coupled system of PDEs in simulating the
solutions numerically regardless of the phase. We pursue this approach in the present
work. That is, we consider the entire mathematical model consisting of continuity,
momentum equations, energy equation and the constitutive laws for the deviatoric
stress tensor and heat vector for all phases. As an example for phase change processes
in R2 we have velocities ū, v̄, pressure p̄, stresses dσ̄(0)xx , dσ̄(0)yy , dσ̄(0)xy , temperature
T̄ , and heat fluxes q̄x and q̄y as nine dependent variables in nine partial differential
equations. This model (described in section 3.2) obviously has closure.
(4) In the numerical studies we consider developing flow between parallel plates as a
model problem. The fluid (water) is assumed to be newtonian. Upon phase change
the solid medium (ice) is assumed to be hypoelastic. Details of the mathematical
model are presented in section 4.3.2 and are not repeated for the sake of brevity.
(5) Initially, we present some preliminary numerical studies to demonstrate that essential
elements of the physics of phase change is a flowing medium with non zero stress
field are in fact present in the proposed mathematical model. These studies are fol-
lowed by a numerical simulation of the phase change in R2. Developing flow of
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water between parallel plates with applied heat flux (cooling) at the lower plate is
used as a model problem.
Change of notation:
For the sake of simplicity, certain changes in notations are made in this chapter.
• The overbar symbol (¯) used in previous chapters to differentiate from Lagrangian
descriptions, is omitted for convenience, since all formulations in this chapter are in
Eulerian descriptions.
• Subscripts 1 and 2 or x1 and x2 used for the dependent and independent variables
refer to the their Cartesian components. We replace x1 and x2 by x and y or in some
cases by 1 and 2.
• The velocity components v1, v2 or vx, vy are replaced by u and v.
6.2 Numerical studies
We consider the following numerical studies:
(a) Numerical simulation of viscous dissipation for flow between parallel plates.
(b) Numerical studies including viscous dissipation and externally applied heat flux on
isolated portions of the plates (symmetric) for flow between parallel plates.
(c) Consequence of using divergence free velocity field for solid medium as opposed to
pressure constraint equation.
(d) Numerical simulation of phase change in R2 for flow between parallel plates as a
model problem.
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6.2.1 Numerical simulation of viscous dissipation: flow between par-
allel plates (no phase change)
In this numerical study we consider numerical simulation of viscous dissipation for
flow between parallel plates. Figures 6.1(a) and 6.1(b) show schematics and boundary con-
ditions. At the inlet: T = 0, velocity is fully developed, u = g(y), v = 0 and p = 0.
Both plates are stationary and insulated (u = 0, v = 0, qy = 0). At outflow dσ
(0)
xx = 0.
Figure 6.2 shows the spatial discretization of the x, y domain. We obtain numerical solu-
tions for this model problem as a boundary value problem as well as a initial value problem
(using ∆t = 50.0). Local approximations of class C0 are used with p-level of 3 for both
the BVP as well as the IVP. Computed evolutions of temperature at the outflow (T versus
y at x = 0.5) and the lower plate (T versus x at y = 0.0) and a comparison with the BVP
solution are shown in figures 6.3 and 6.4. Evolutions are smooth and the stationary state of
the temperature evolution agrees with the BVP solution precisely. Figure 6.5 shows plots
of the velocity field during evolution which remain unaffected as expected. The residual
functional I of the order of O(10−12) and |gi|max of the order of O(10−7) for all time incre-
ments ensure good accuracy of the evolution and the solution of the BVP. This study shows
that numerical simulations of viscous dissipation in processes without externally applied

























û = ĝ(ŷ) Flow direction


























g(y) = 0.4y(1− y)
(b) Dimensionless spatial domain
Reference quantities: ρ0 = ρ̂s , k0 = k̂s , cp0 = ĉps , L0 = 0.25ft , v0 = 1.0ft/s
T0 = (32
◦F + 459.67) = 491.67 R , t0 = 0.25 s , q0 = 1.42Btu/ft2 s , ∆t = 50.0 ,
∆t̂ = 12.5s , µ0 = µ̂ , τ0 = E0 = ρ0v20 = 57.16lbm/ft s
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Figure 6.5: Velocity u versus y at (x = 0.5), only viscous dissipation
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6.2.2 Numerical study including viscous dissipation and externally
applied heat flux: flow between parallel plates (no phase change)
In this study we consider the same model problem as in section 6.2.1 but with externally
applied heat flux. A bicubic in x heat flux (cooling) centered at x = 0.2 and cubic in
t is applied to both plates (figure 6.6). The schematics and discretization are same as is
section 6.2.1 (figures 6.1(a), 6.1(b) and 6.2). In the numerical studies we consider qy,max
of 10−4, 10−3, 10−2 and 10−1 for the BVP, and qy,max of 10−4 and 10−3 for the IVP.









Figure 6.6: Details of Heat flux qy(x, 0, t) = f(x, t) at the plates (figure shows lower plate,
y = 0)
BVP
Figures 6.7 to 6.10 show plots of velocity u at x = 0.2 for different values of qy,max
and at p-levels of 3, 5, 7 and 9. Plots of the temperature at the outflow and lower plate
(y = 0.0) for the same p-levels are shown in figures 6.7 to 6.10. These studies demonstrate
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that as qy,max increases (well beyond viscous dissipation) progressively higher p-levels are
required if the discretization is kept fixed. If we keep p = 3 fixed, then of course mesh
refinement will be needed for accurate results. These studies confirm that the velocity field
and the temperature field are uncoupled but both can be simulated using a combined single
mathematical model that includes energy equation and the heat flux.
IVP
In this section we consider same configuration and details as for BVP but consider
numerical solutions of the evolution using different values of qy,max and compare the sta-
tionary state of the evolution with the solution of the corresponding BVP. Figures 6.15(a)
and 6.15(b) show evolution of temperature T at the outflow and at the plate (y = 0) for
p-level of 3 and comparisons with solutions of the corresponding BVP for qy,max = 10−4.
Plots of the velocity field at the outflow and x = 0.2 are shown in figure 6.16. Decoupling
between the temperature field and the velocity field is quite clear. Stationary state of the
evolution agrees well with the solution of the BVP.
Similar studies for qy,max = 10−3 are shown in figures 6.17 to 6.18 for p = 3. The
results for qy,max = 10−3 are reasonable but not as good as for qy,max = 10−4. Further
numerical studies conducted for qy,max > 10−3 confirm that for this fixed grid discretization
at p = 3, the computed solution progressively deteriorate with increasing qy,max. As shown
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(b) Temperature T versus y at outlet (x = 0.5)
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(b) Temperature T versus y at outlet (x = 0.5)
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(b) Temperature T versus y at outlet (x = 0.5)
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(b) Temperature T versus y at outlet (x = 0.5)
























































(b) Temperature T versus x at the lower plate (y = 0.0)



















































(b) Velocity u versus y at the center of the disturbance (x = 0.2)

























































(b) Temperature T versus x at the lower plate (y = 0.0)



















































(b) Velocity u versus y at the center of the disturbance (x = 0.2)
Figure 6.18: Velocity u for qy,max = 10−3, BVP and IVP, p=3
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6.2.3 Consequence of using divergence free velocity field for solid medium
In the development of the mathematical model for solid phase, we showed that in the
Eulerian description for solid matter the continuity equation must be replaced with the
pressure constraint equation. This due to the fact that for hypoelastic solids, mechanical
pressure is mean normal stress. In this section we present a simple numerical study to
demonstrate that a failure in doing so can result in erroneous deformation field or may
even prohibit computations due to lack of convergence when solving non-linear systems of
algebraic equations. We consider Ω̄ = [0, 1]× [0, 0.5] ⊂ R2, a solid medium (ice) shown in
figure 6.21. We use a (20×12) graded discretization of Ω̄ shown in figure 6.20. Schematics
are shown in figures 6.21(a) and 6.21(b). The properties of ice are given in section 5.2. We
use the following reference quantities.
ρ0 = ρ̂s ; k0 = k̂s ; cp0 = ĉps ; L0 = 0.25ft ; v0 = 1.0ft/s ; q0 = 1.42Btu/ft
2 s
T0 = (32
◦F + 459.67) = 491.67 R ; t0 = 0.25 s ; ∆t = 50.0 ; ∆t̂ = 12.5s
µ0 = µ̂ ; τ0 = E0 = ρ0v
2
0 = 57.16lbm/ft s
2
The boundary at y = 0 is subjected to heat flux (heating) as shown in figure 6.19 (bicu-
bic in x and cubic in t). Evolution is computed for one increment of time with p = 3,
∆t = 200.0, ∆t̂ = 50.0s using: the mathematical model containing continuity equation
and the mathematical model in which continuity equation is replaced by the pressure con-
straint equation ( see mathematical model at Chapters 3 and 4 in sections 3.2 and 4.3.2).
When using pressure constraint equation, the Newton’s linear method with line search con-
verges in two iterations with I = 0(10−5) and |gi|max = 0(10−6) indicating good accuracy
of the evolution. When using continuity equation in the mathematical model, the New-
ton’s linear method with line search fails to converge. After 10 iterations I = 0(10−1) and
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(|gi|max = 0(105)). Using more iterations make I and g values worse than those after 10
iterations. Figures 6.22-6.26 show plots of velocity u versus y; velocity v versus y; tem-
perature T versus y; heat flux qx versus y and heat flux qy versus y at x = 0.5 for the two
mathematical models. In case of the continuity equation, numerical results are at the end
of the 10th iteration (unconverged). From figures 6.22(a), 6.22(b), 6.23(a) and 6.23(b) we
note that even when the velocities are extremely small, they are smooth and well behaved
when pressure constraint equation is used. Plots of temperature, and heat fluxes (qx and qy)
clearly show erroneous nature of the evolution resulting from the use of the mathematical
model containing the continuity equation.









Figure 6.19: Details of Heat flux qy(x, 0, t) = f(x, t) at the lower boundary (y = 0)
y
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q̂y = f̂c(x̂, t̂)
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(b) Dimensionless spatial domain


















Using pressure constraint Eqn p=3


















(b) Velocity u versus y at center of disturbance (x = 0.5), using continuity


















Using pressure constraint Eqn   p=3

















Using continuity   p=3
(b) Velocity v versus y at center of disturbance (x = 0.5), using continuity


















Using pressure constraint Eqn   p=3


















Using continuity   p=3
(b) Temperature T versus y at center of disturbance (x = 0.5), using continuity



















Using pressure constraint Eqn   p=3



















Using continuity   p=3
(b) Heat flux qx versus y at center of disturbance (x = 0.5), using continuity



















Using pressure constraint Eqn   p=3



















Using continuity   p=3
(b) Heat flux qy versus y at center of disturbance (x = 0.5), using continuity
Figure 6.26: Comparison of Heat flux qy versus y at center of disturbance (x = 0.5)
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6.2.4 Numerical studies for liquid-solid phase change in R2:
flow between parallel plates
In this section we present some preliminary numerical studies for liquid-solid phase
change in R2. We consider flow between parallel plates as a model problem. Schematics
of the computational domain (in physical space and dimensionless space), boundary con-
ditions are shown in figures 6.28. The medium is water at t = t0 = 0 (initial configuration)
with temperature T̂ = 499.05 R, T = 0.015. Velocity field at inlet is fully developed flow
i.e. u(0, y, 0) = 0.4y(1 − y) with maximum umax = 0.1, ûmax = 0.1ft/s at y = 0.5 and
v(0, y, 0) = 0. The transport properties of water and ice are given in section 5.2. We use
the following reference quantities.
ρ0 = ρ̂s ; k0 = k̂s ; cp0 = ĉps ; L0 = 0.25ft ; v0 = 1.0ft/s ; q0 = 1.42Btu/ft
2 s
T0 = (32
◦F + 459.67) = 491.67 R ; t0 = 0.25 s ; ∆t = 50.0 ; ∆t̂ = 12.5s
µ0 = µ̂ ; τ0 = E0 = ρ0v
2
0 = 57.16lbm/ft s
2
The transition zone is taken to be [Ts, Tl] = [−0.003, 0.003]. We consider a (40×6) graded
discretization of the spatial domain Ω̄ = [0.0, 4.0]× [0.0, 0.5]. Both plates are subjected to
bicubic heat flux qy (cooling) centered at x = 1.0 over 0.2 unit length with qy,max = −0.1
(peak value at x = 1.0). Evolution is computed using p = 3 (both in space and time) with
∆t = 50.0 (corresponding to ∆t̂ = 12.5 seconds).
Discussion of results and Remarks
Plots of temperature T versus x at y = 0 for various values of time during the evolution
are shown in figure 6.29(a). Graphs of temperature T versus y at x = 1.0 for various values
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of time are also shown in figure 6.29(b). Figures 6.30(a) and 6.30(b) show plots of velocity
u versus y at x = 1.0 during the evolution. Graphs of latent heat Lf versus y at x = 1.0
for various values of time are presented in figure 6.31. Carpet plot of T at t = 500 (end
of tenth time step) for the whole spatial domain is shown in figure 6.32. A closeup of the
carpet plot for temperature at t = 500 near x = 1.0 is shown in figure 6.33. Figure 6.34
shows carpet plot of velocity u at t = 500. Figure 6.35 shows carpet plot of velocity v at
t = 500. A closeup of the carpet plot of velocity v near x = 1.0 is shown in figure 6.36.
From the temperature values in figures 6.29(a) and 6.29(b) we note that phase change
is initiated between the fourth and fifth time step. As evolution continues to proceed be-
yond the fifth time step, temperature values continue to reduce in the zone where heat is
extracted (in the neighborhood of x = 1.0) resulting in the growth of the transition region.
Plots of velocity u versus y at x = 1.0 in figures 6.30(a) and 6.30(b) (center of the heat
extraction zone) are perhaps most illustrative of the phase change process. Due to phase
change i.e. solidification, the velocity field diminishes in the neighborhood of the plate
and eventually becomes zero. Growth of zero velocity u it the y direction with continued
evolution confirms growth of phase transition region from liquid to solid phase. We remark
that some lack smoothness and minor deviations are due to lack of mesh refinement and
use of lower p-levels (p=3). From the carpet plots of temperature T at t = 500 we clearly
observe substantially reduced temperature in the vicinity of x = 1.0. Carpet plot of ve-
locity u also confirms existence of zero u velocity region in the vicinity of x = 1.0 that
progressively diminishes as we move down stream from the location x = 1.0. Carpet plots
of v at t = 500 in figures 6.35 and 6.36 are also quite illustrative of the existence of phase
change i.e. solidification (with zero u and v velocities) at x = 1.0 and in its vicinity. We
observe that peak values of v velocity occurs upstream of x = 1.0 and away from the plate
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confirming that flow is encountering obstacle in the path due to solidification. Negative v
velocity past x = 1.0 also confirms the obstacle i.e. solidification in the path of the flow
near x = 1.0.
The numerical studies confirm that the mathematical model proposed in this thesis in-
corporates physics of phase change and is capable of initiating the phase transition and its
growth upon further evolution. Low I and g values (O(10−6)) confirm good accuracy of
the computed evolution.
From the velocity plot in figure 6.30(a) we note that mesh refinement as well as higher
p-levels are necessary for more accurate evolution during initial stages so that evolution for
large values of time showing formation and propagation of complete front can be simulated
with reasonable accuracy. Even with such a coarse mesh and low p-level the results confirm




































x̂ =1.0ftû =0 v̂y =0
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(b) Dimensionless spatial domain
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(b) Temperature T versus y at x = 1.0

















[Ts ,Tl] = [- 0.003, 0.003]




























[Ts ,Tl] = [- 0.003, 0.003]











(b) Closeup of Velocity u versus y at x = 1.0
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Figure 6.31: Latent heat Lf versus y at x = 1.0
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Figure 6.32: Temperature T at t = 500.0, end of tenth time step
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Figure 6.33: Closeup of Temperature T at t = 500.0, end of tenth time step
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Figure 6.34: Velocity u at t = 500.0, end of tenth time step
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Figure 6.35: Velocity v at t = 500.0, end of tenth time step
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In this thesis numerical simulation of liquid-solid or solid-liquid phase change phenom-
ena have been presented in R1 and R2 using a smooth interface approach. Summary of this
work and some conclusions drawn from this work are presented in this chapter. The mathe-
matical models of the phase-change physics are constructed in Lagrangian description with
the assumptions of homogeneous and isotropic medium, no flow, and free boundaries as
well as in Eulerian descriptions in which velocity field and stress field are not zero.
In Lagrangian descriptions, continuity and the momentum equations are identically sat-
isfied. Thus, only the first law of thermodynamics (energy equation), Fourier heat conduc-
tion law and the physics of phase change form the basis for deriving the mathematical
model of phase change phenomena. The energy equation is expressed in terms of specific
total energy and heat conduction. Fourier heat conduction law and the specific total energy,
expressed in terms of internal energy and latent heat are substituted in the energy equation
to derive a single non-linear PDE in temperature containing up to second order derivatives
of the temperature with respect to spatial coordinates but only the first order derivatives of
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the temperature with respect to spatial coordinates but only the first order derivatives of the
temperature and latent heat with respect to time. Specific heat cp, density ρ, thermal con-
ductivity k and the latent heat of fusion Lf are all assumed to be functions of temperature.
The physics of phase change is incorporated through a smooth interface between the two
phases. We assume that the phase change occurs over a small temperature range [Ts, Tl]
referred to as the interface or transition region. In the transition region ρ, cp, k and Lf are
assumed to be continuous and differentiable functions of temperature. Outside the transi-
tion region, ρ, cp and k have their respective values in the solid or liquid phases. Using
Lf = Lf (T ), the time derivative of Lf in the energy equation is replaced by the deriva-
tive of the latent heat with respect to temperature and the time derivative of temperature.
This yields the final form of the energy equation as a single non-linear diffusion equation
in the temperature. Hence the location of the interface separating the two phases, its ini-
tiation from commencement of the evolution and the propagation of the interface location
in the spatial domain during evolution are all intrinsic in this mathematical model. The
energy equation in temperature can also be recast as a system of first order PDEs using
temperature and heat flux(es) as dependent variables. This may be convenient in finite ele-
ment processes when the numerical solution of lower class are sought. Lf is not used as a
dependent variable as in reference [23].
When using this mathematical model, no special methods are required for tracking the
front. In sharp interface and phase field models, specification of the interface separating
the two phases is essential as initial condition i.e. these models can not simulate initiation
of the interface. In the present mathematical model, formation of the transition region from
the commencement of the evolution and the two phases separated by the transition region
upon further evolution is inherent in the mathematical model. It is well known that sharp
141
interface model incorporating singular solutions are numerically most difficult without ex-
cessive upwinding that destroys the sharp fronts. The phase field models on the other hand
require a priori knowledge of a potential that is highly dependent on the application in ad-
dition to ICs defining the interface location at the commencement of the evolution. None
of these restrictions, limitations and assumptions are present in the mathematical model
considered here in the Lagrangian descriptions.
In Eulerian description, the mathematical model consists of continuity, momentum
equations, energy equation and the constitutive equations for deviatoric Cauchy stress ten-
sor and heat flux. The liquid phase (water) is assumed to be Newtonian fluid with constant
transport properties except in the transition region in which all transport properties are a
continuous and differentiable functions of temperature. The solid phase (ice) is assumed
to be a hypoelastic solid with constant material properties except in the transition zone in
which we assume these to be continuous and differentiable functions of temperature. In the
solid phase, continuity is replaced with the pressure constraint equation. When deriving
momentum and energy equations in the transition region we assume the matter to be ho-
mogeneous and isotropic with variable material properties. The continuity equation in the
transition region is considered to be the sum of divergence free velocity field and pressure
constraint equation with volume fractions determined based on the temperature T between
Ts and Tl. Similar volume fraction rule is applied to the constitutive equation for devia-
toric stress in the transition region. Fourier heat conduction law is assumed to hold in the
transition region. This mathematical model can be derived as a system of PDEs in terms
of velocities, pressure, deviatoric Cauchy stress and temperature or as system of first order
PDEs by introducing heat flux(es) as dependent variables.
The numerical solutions of non-linear PDEs in both Lagrangian and Eulerian descrip-
142
tions are obtained using space-time least squares finite element method in h,p,k frame-
work [6, 8, 9, 36–39]. Space-time least squares finite element processes yield uncondition-
ally stable computations during the entire evolution regardless of the choice of h and p.
The algebraic systems contain symmetric and positive definite coefficient matrices. The
least squares functional I and its proximity to zero is an absolute measure of error in the
computed evolution without the knowledge of a theoretical solution. This is an extremely
important and intrinsic feature of the computational methodology used in the present work.
The evolution described by the IVP is computed for an increment of time using a space-time
strip (in R1) and a space-time slab (in R2) with time marching. We time march only when
the least squares functional for the current increment of time is sufficiently close to zero.
Thus, within the framework of computational infrastructure used here ‘time accurate’ evo-
lutions are possible. The least squares functional values for all four model problems used
in the present work are ensured to be sufficiently low during the entire evolution. This es-
tablishes good accuracy of the evolutions and their very close proximity to ‘time-accurate’
evolutions.
In the model problems in R1, phase change in Lagrangian descriptions, at the com-
mencement of the evolution we either have a solid phase or a liquid phase. The numerical
studies conducted using C11(Ω̄ext) local approximations demonstrate formation of the tran-
sition region, its propagation during evolution leading to two phases separated by the tran-
sition region. The studies demonstrate that the thin transition region does not diffuse during
evolution (establishing lack of numerical dispersion in the computational method used in
this work). ρ, cp, k and Lf have their respective values in the solid and liquid phases. In
the transition region, ρ, cp, k and Lf are continuous and differentiable and are assumed
to be a polynomial of fifth degree in temperature. Numerical studies are also presented to
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demonstrate that the width [Ts, Tl] of the transition region does not influence the location
of interface marked by the center of [Ts, Tl]. However, spatial discretization is influenced
by this choice. Phase change numerical studies (solid-liquid, liquid-solid) in R2 using first
order system of PDEs in Lagrangian descriptions withC00(Ω̄ext) local approximations show
formation of rather complete transition region and its propagation. Low values of I and g
during evolution confirm good accuracy of the computed solutions. Due to smoothness of
the evolution C00(Ω̄ext) local approximations perform satisfactorily.
Investigations are presented using mathematical model in the Eulerian description (first
order systems of PDEs with C00(Ω̄ext) local approximations). Flow between parallel plates
has been used as a model problem. We summarize the findings in the following.
(i) In a process without externally applied heat flux, viscous dissipation is simulated
easily and accurately for relatively coarse discretization using only p-level of 3. The
velocity field and the temperature field remain uncoupled.
(ii) In the presence of viscous dissipation and externally applied heat flux, finer dis-
cretization and higher p-levels are needed to obtain converged evolutions. The con-
verged solutions in this case also confirm that velocity field and the temperature field
remain uncoupled.
(iii) In the solid phase the continuity equation must be replaced with pressure constraint
equation. This is essential due to the fact that for hypoelastic solid matter the me-
chanical pressure is the mean normal Cauchy stress. Numerical studies confirm that
using continuity equation results in failure in obtaining numerical solutions.
(iv) Phase change for flow of water between parallel plates with partially cooled plates
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clearly demonstrates:
(a) Initiation of transition region
(b) Velocity field progressively approaching zero as the evolution proceeds towards
solid phase.
(c) Relatively coarse mesh and p = 3 used in this study are highly inadequate to
demonstrate complete formation of the transition region and its propagation in
the y direction. But the validity of the mathematical model and the computa-
tional infrastructure is demonstrated clearly.
(d) Unfortunately due to limited computational resources, numerical studies with
highly graded and refined discretization with higher p-levels are not possible at
present but are planned in near future.
Surana et.al. [6, 9, 40, 42, 43] has demonstrated the benefits of using a single PDE in
temperature employing approximations in higher order spaces. This can be done easily.
In summary, the work presented in this thesis has the following important features: (i)
Derivations of the mathematical models in Lagrangian and Eulerian descriptions. (ii) In-
corporating the phase-change physics through a transition region in which ρ, cp, k, and Lf
are continuous and differentiable, thereby avoiding singular nature of the evolution as in
case of sharp approach. (iii) The mathematical models permit initiation of the interface
i.e. transition region which can not be done in the other two methods used commonly
for phase change problems. (iv) The models permit variable transport properties. (v) No
special techniques are needed to track the solid-liquid or liquid-solid fronts as these fea-
tures are intrinsic in the mathematical models. (vi) Computational infrastructure ensures
unconditionally stable computations during the entire evolution and provides a computed
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measure of the solution accuracy which enables computations of time accurate evolutions.
The mathematical models in Eulerian description permitting the study of phase change
phenomena in flowing medium with constrained boundaries resulting in non-zero velocity
and stress field is of extreme practical importance. The mathematical model presented here
has some assumptions but is able to describe the phase change physics adequately. Further
refinement of the mathematical model in Eulerian description and numerical studies with
refined discretizations and higher p-levels are currently in progress in CML.
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