In this paper, we introduce a novel attentional similarity module for the problem of few-shot sound recognition. Given a few examples of an unseen sound event, a classifier must be quickly adapted to recognize the new sound event without much fine-tuning. The proposed attentional similarity module can be plugged into any metric-based learning method for few-shot learning, allowing the resulting model to especially match related short sound events. Extensive experiments on two datasets show that the proposed module consistently improves the performance of five different metricbased learning methods for few-shot sound recognition. The relative improvement ranges from +4.1% to +7.7% for 5-shot 5-way accuracy for the ESC-50 dataset, and from +2.1% to +6.5% for noiseESC-50. Qualitative results demonstrate that our method contributes in particular to the recognition of transient sound events.
INTRODUCTION
Understanding the surrounding environment through sounds has been considered as a major component in many daily applications, such as surveillance, smart city, and smart cars [1, 2] . Recent years have witnessed great progress in sound event detection and classification using deep learning techniques [3] [4] [5] [6] [7] . However, most prior arts rely on standard supervised learning algorithm and may not perform well for sound events with sparse training examples. While such a few-shot learning task has been increasingly studied in neighboring fields such as computer vision and natural language processing [8] , little work if any has been done for few-shot sound event recognition, to our best knowledge.
Several metric-based learning methods for general fewshot learning have been proposed in the literature [8] [9] [10] [11] . The Matching Network proposed by Vinyals et al. [8] uses the cosine similarity to measure the distance of a learned representation of the labeled set of examples with a giving unlabeled example for classification. Importantly, it proposes an episode procedure during training, which samples only a Fig. 1 : Illustration of using the proposed attentional similarity module (marked in red) for few-shot sound recognition. Compared to common similarity f sim , the attentional similarity f att sim performs better in matching transient (e.g., less than 1 second) sound events. Moreover, the attentional similarity module can be applied to any network for few-shot learning. The squares of different color denote different sound events. All the figures in this paper are best viewed in color.
few examples of each class as data points to simulate the fewshot learning scenario. Such a procedure allows the training phase to be close to the test phase in few-shot learning and accordingly improves the model's generalization ability. Snell et al. [11] follows the episodic procedure and proposes the Prototypical Network. They take the average of the learned representation of a few examples for each class as a classwise representation, and then classifies an input unlabeled datum by calculating the Euclidean distance between the input and the class-wise representations. Sung et al. [10] proposes the Relation Network to learn a non-linear distance metric for measuring the distance between the input unlabeled examples and a few examples from each class.
Most sound event recognition models are trained on datasets with clip-level labels, such as DCASE2016 [1] , ESC-50 [12] , and AudioSet [13] . Because the clip-level labels do not specify where the corresponding event actually takes place in an audio signal, this training strategy may make a model overlook short or transient sound events [14] . To tackle this issue for few-shot sound recognition, in this paper, we propose a novel attentional similarity module to automatically guide the model to pay attention to specific segments of a long audio clip for recognizing relatively short or transient sound events. We show that our attentional similarity module can be learned relying on only clip-level annotation, and that it can be plugged into any existing methods to improve their performance for few-shot sound recognition.
APPROACH

Few-shot sound recognition
The goal of few-shot sound recognition is to learn a classifier which can quickly accommodate to unseen classes with only a few examples. In training, we are given a training set D = {(χ, y) | χ ∈ S, y ∈ C train }, where S is a support set, y denotes the class of the support set and C train is the total number of classes in the training set. Generally, the support set S = {(s i , ..., s N ) | s i ∈ {x 1 , ..., x k×c , x q }} consists of small support examples and a query example x q (see Fig. 2) , where x is the input feature and N is the number of support sets. The support examples are randomly sampled k examples from each of the c classes in the training set D, and the query sample is randomly chosen from the remaining examples of c classes. The task is called c-way k-shot learning. And, k is often a small number from 1 to 5.
In our work, we use the simple yet powerful ConvNet architecture as our feature learning model f cnn (·). The model can be learnt by minimizing the following objective function:
where L is a loss function, θ is the parameters of network and R(θ) is a regularization term for avoiding overfitting. Similar to the sate-of-the-art algorithms [8, 10, 11] for fewshot learning, our loss function is based on the cross entropy:
where X is the output (a.k.a. a feature map) from the last convolutional layer of f cnn , S y denotes the set of inputs labeled with class y and f sim is the similarity function for measuring the distance between two inputs.
Attentional similarity
To deal with variable-length inputs, most approaches [8, 11, [15] [16] [17] use pooling functions to aggregate the feature maps X ∈ R M ×T to yield a fixed-length vector R M ×1 , where M is the number of channels and T is the number of the temporal dimension. The similarity function can be written as: where pool(·) is the pooling function and dist(·) any distance function between two vectors, such as the inner product. Second-order similarity: A recent work on second-order similarity estimation [15] computes the segment-by-segment (second-order) similarity X T q X j ∈ R Tq×Tj between two inputs using the feature maps of the last layer of the ConvNet before pooling. Compared with the fixed-length vector (cliplevel feature), this method allows the model to use segmentlevel feature to learn the temporal correlation between two inputs. The second-order similarity can be written as follows:
Being inspired by this method, we propose to learn a weight W qj ∈ R Tq×Tj to generate the attentional second-order similarity to capture the importance of segment-by-segment similarity. We can rewrite Eq. (4) as:
Following [18] , we can compute attentional similarity by approximating weight W qj as a rank-1 approximation,
Then, we can derive the following attentional similarity function:
where T r(·) is the trace operator and A q is the attention vector computed by using another stack of convolutional layers f att (·) by feeding X q to find the important of segments. Eq. (8) uses the attention vector A q and A j to compute a weighted average of segment-by-segment similarity. More importantly, Eq. (8) can be rewritten as follows: Table 2 : The result of few-shot sound recognition performance (in %) on noiseESC-50. All our implementation.
The final equation can be interpreted as we compute the similarity score by using the inner product between two attentional vector X q A q and X j A j . This allows us to replace the inner product with common distance functions (e.g., cosine similarity or Euclidean distance) to measure the distance between two attentional vectors. So, in general the attentional similarity can also be computed as dist(X q A q , X j A j ).
EXPERIMENTS
Experimental Settings
Dataset:
We conduct experiments on few-shot sound recognition using two datasets: ESC-50 and noiseESC-50. The ESC-50 dataset [12] contains 2,000 5-seconds audio clips labeled with 50 classes, each having 40 examples. The sound categories cover sounds of Animals, Natural, Human and Ambient noises. To evaluate the models under background noise conditions, following [2] , we create the second dataset, coined noiseESC-50, by augmenting ESC-50 audio clips with additive background noise randomly selected from audio recordings of 15 different acoustic scenes from the DCASE2016 dataset [1] . Such a synthetic strategy allows to generate artificially noisy audio examples that reflect the sound recordings in everyday environment. Therefore, evaluation on noiseESC-50 may better measure how the models perform in real-world applications.
We note that, although the size and vocabulary of ESC-50 is small and limited, it is appropriate to use it as a public benchmark dataset for few-shot sound recognition. Larger benchmark datasets such as AudioSet [13] may suffer from the openness issue of audio data [19] and class imbalance problems [20] .
Data preparation: In order to directly compare our model against strong baselines for few-shot learning, our experiment uses the similar splits proposed by [8] . The 50 sound event classes from ESC-50 dataset are divided into 35 classes for training and 10 classes for test. We train our model and baselines on 35 classes and use the remaining 5 validation classes for selecting the final model.
Feature extraction: To speed up model training, all audio clips from the ESC-50 and DCASE2016 datasets are downsampled from 44.1 kHz to 16 kHz. We extract the 128-bin log mel-spectrogram from raw audio as the input feature to the neural networks. The librosa library [21] is used for Fig. 3 : Qualitative examples of few-shot sound recognition for 1-shot 5-way task on noiseESC-50. Note that the sound events in the test set are never seen during training. The examples marked with red and cyan colors are matched by using the prototypical network with and without attentional similarity, respectively. We manually add the bars in green and gray colors underneath the spectrograms to indicate parts of the audio clips that comprise sounds of interest and the background noise, respectively. feature extraction. Before training a model, the input features are z-score normalized using the mean and standard deviation coefficients computed from the training set.
Network design: The backbone network is based on the simple yet powerful CNN structure, which has been widely used in audio tasks [16, 17] . The input feature of network is a mel-spectrograms, with 128 frequency bins and 160 frames. Our backbone network consists of a stack of blocks, each of which has a 3 × 3 convolutional layer followed by batch normalization [22] , a ReLU activation layer and a 4 × 4 maxpooling layer. For optimization, we use stochastic gradient descent (SGD) and initial learning rate of 0.01. The learning rate is divided by 10 every 20 epochs for annealing, and we set the maximal number of epochs to 60. Moreover, we set the weight decay to 1e-4 to avoid overfitting.
Please note that all the baselines and our model are used the same backbone network. In our pilot studies, we have also explored using other advanced CNN structure such as ResNet [23] or VGG [24] as our backbone network but seen no much improvement. This may be due to the moderate size of the ESC-50 dataset. Code are available at https://github. com/kevinco27/attentional-similarity. Table 1 compares the performance of our own implementation of five metric-based learning methods for few-shot sound recognition with and without the proposed attentional similarity module on ESC-50. We can see that using attentional similarity clearly improves all the existing methods, giving rise to +4% to +7.1% relative improvement in 5-way 5-shot learning, a large performance gain. According to our experiment, the prototypical network turns out to be more effective and efficient than the relation network and the similarity embedding network for few-shot sound recognition. This seems to support similar findings in computer vision tasks [10, 11] . Table 2 shows the experimental result on noiseESC-50. Again, we see that the attentional similarity module consistently improves the result of existing methods, and the relative performance gain ranges from +2.1% to +6.5% in 5-way 5shot learning. Compared with ESC-50, the performance gain decreases slightly, possibly because sound event recognition over noiseESC-50 is more challenging. Finally, similar to the case in ESC-50, the attentional similarity-empowered prototypical network achieves the best result among the evaluated methods by a great margin in 5-shot learning. Figure 3 gives a qualitative comparison of the result of the prototypical network with and without attentional similarity for 3 query examples from the noiseESC-50 test set. Those picked by the model without attentional similarity (i.e., marked in cyan) do not share the same class as the queries; they are picked possibly because both the query and the picked one have a long silence. In contrast, the model with attentional similarity finds correct matches (marked in red).
Experimental Results
CONCLUSION
We have introduced a simple module of attentional similarity for few-shot sound recognition to generate an attentional representation of inputs. It allows the model to ignore the unrelated background noise while matching relative short sound events. Extensive experiments show that attentional similarity consistently improves the performance of various existing methods on datasets of either noise-free or noisy clips. In the future, we plan to extend the model to adopt a multi-label learning setting for few-shot sound recognition.
