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Re´sume´
Certaines classes de Syste`mes a` Eve´nements Discrets (SED) peuvent eˆtre e´tudie´es
via des mode`les sur des dio¨ıdes, notamment en de´crivant leur dynamique au moyen
d’ope´rateurs. Le de´calage temporel et le de´calage dans la nume´rotation des e´ve´nements sont
dans ce cas assimile´s a` des ope´rateurs e´le´mentaires. Depuis les anne´es 80, cette approche a
permis l’e´tude des Graphes d’Eve´nements Temporise´s (GET) au travers de mode`les entre´e-
sortie. La structure alge´brique conside´re´e est alors un ensemble de se´ries formelles, note´
Maxin Jγ, δK, dont les variables γ et δ sont assimilables aux ope´rateurs mentionne´s ci-avant. Il a
e´te´ montre´ que l’on peut e´tendre cette approche en conside´rant de nouveaux ope´rateurs ad-
ditifs et ainsi contribuer a` l’e´tude de syste`mes mettant en jeu des phe´nome`nes comme la du-
plication d’e´ve´nements (ope´rateur µm), le regroupement (ope´rateur βb), ou encore des syn-
chronisations temporelles spe´cifiques (ope´rateur ∆T ). A la diffe´rence des GET ordinaires,
les syste`mes impliquant de tels phe´nome`nes ne sont alors plus stationnaires. Ils conservent
ne´anmoins une proprie´te´ de cyclicite´, dans le domaine temporel ou e´ve´nementiel, qui rend
leur e´tude plus complexe, mais possible. Les techniques de calcul pour les syste`mes cycliques
sont d’ailleurs comparables a` celles utilise´es pour les se´ries pe´riodiques de Maxin Jγ, δK. Ce
papier vise a` introduire la librairie logicielle ETVO ((Event|Time) Variant Operators) qui
a e´te´ de´veloppe´e pour les calculs sur les syste`mes cycliques. Des rappels de mode´lisation
sont tout d’abord donne´s avant de montrer comment traiter quelques exemples simples a`
l’aide de l’outil ETVO. Cet outil de calcul permet l’analyse de performance et la synthe`se
de controˆle pour les GET ordinaires, les GET value´s et les GET avec des temps de se´jour
cycliques.
1 Introduction
L’analyse des Syste`mes a` Eve´nements Discrets (SED) par une description sur des alge`bres
de type (max,+) a connu des de´veloppements importants dans les anne´es 80. Cette approche
a permis d’exhiber diffe´rentes classes de mode`les line´aires sur des dio¨ıdes. On peut citer les
Graphes d’Eve´nements Temporise´s (GET) [2] qui forment une sous-classe des re´seaux de Petri
temporise´s, les mode`les du Network Calculus pour les re´seaux informatiques [11], les graphes
de flots de donne´es synchrones [4] ou encore les automates a` multiplicite´s sur l’alge`bre (max,+)
[6] [10].
Les outils pre´sente´s ici s’inscrivent dans la continuite´ de [2] ou` une repre´sentation entre´e-
sortie des syste`mes (max,+) line´aires est propose´e. Les SED y sont de´crits au moyen de se´ries
formelles en deux variables commutatives γ et δ, appartenant a` un dio¨ıde note´ Maxin Jγ, δK, qui
peuvent eˆtre interpre´te´es comme des ope´rateurs re´alisant des de´calages e´ve´nementiel/temporel
dans les se´quences d’e´ve´nements. Cette approche a donne´ lieu a` diffe´rents travaux concernant
les outils de calcul [7] [8] et la synthe`se de controˆle [9]. De manie`re ge´ne´rale, un e´le´ment de
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Maxin Jγ, δK est une se´rie formelle qui s’e´crit s = ⊕ γniδti . La particularite´ des calculs rationnels
(somme, produit, e´toile de Kleene) est que le re´sultat peut toujours s’e´crire sous une forme
canonique ultimement pe´riodique s = p ⊕ q(γνδτ )∗, ou` p et q sont des polynoˆmes. La librairie
MinMaxGD [8] fournit les classes C++ qui re´alisent les calculs dans Maxin Jγ, δK de se´ries sous
cette forme.
Ces travaux ont e´te´ e´tendus dans [3] et [14] en introduisant quatre ope´rateurs supple´mentaires :
un ope´rateur de multiplication d’e´ve´nements note´ µm, un ope´rateur de regroupement note´ βb,
un ope´rateur de multiplication temporelle note´ ∨∨m, et un ope´rateur de division temporelle note´
∧∧ d. La classe des syste`mes pouvant eˆtre mode´lise´s s’en trouve par conse´quent e´largie. Sur le
plan alge´brique, ces ope´rateurs appartiennent a` deux dio¨ıdes, note´s respectivement EJδK et TJγK,
chacun e´tant une extension de Maxin Jγ, δK. Les e´le´ments de EJδK sont des se´ries formelles en va-
riable δ dont les coefficients sont dans un dio¨ıde E qui regroupe les ope´rateurs e´ve´nementiels
{γn, µm, βb}. De fac¸on duale, les e´le´ments de TJγK sont des se´ries formelles en variable γ dont
les coefficients sont dans un dio¨ıde T qui regroupe les ope´rateurs temporels {δt,∨∨m,∧∧ d}. De
manie`re ge´ne´rale, la dualite´ entre les deux structures alge´briques EJδK/TJγK provient du fait
que les phe´nome`nes dans le domaine e´ve´nementiel ont leur pendant dans le domaine temporel.
Par exemple, le regroupement e´ve´nementiel (batch) par lots de taille b revient a` s’inte´resser a`
une synchronisation sur les e´ve´nements dont le nume´ro d’occurence est multiple de b. Dans le
domaine temporel, le phe´nome`ne e´quivalent est de s’inte´resser aux synchronisations n’ope´rant
qu’a` certaines dates donne´es, par exemple celles multiples d’une valeur T donne´e. Dans ce cadre
alge´brique, on se concentre plus pre´cise´ment sur les e´le´ments de EJδK et TJγK qui peuvent s’e´crire
sous une forme ultimement pe´riodique s = p⊕ q(γνδτ )∗, c’est-a`-dire pour lesquels il existe une
forme canonique permettant de tester l’e´galite´. Du point de vue de la mode´lisation, les se´ries
de EJδK permettent la description du comportement dynamique des GET value´s consistants, et
les se´ries de TJγK celle des GET avec des temps de se´jour variant cycliquement.
Pour tout syste`me (max,+) line´aire stationnaire dont la fonction de transfert est Hs ∈
Maxin Jγ, δK, alors on a Hsγ1 = γ1Hs et Hsδ1 = δ1Hs. Cette proprie´te´ indique que le com-
portement du syste`me reste identique dans le temps (stationnaire), et ceci inde´pendamment
des e´ve´nements passe´s. En anglais, on dit d’un tel syste`me qu’il est time-invariant et event-
invariant. Cette proprie´te´ ne sera plus conserve´e pour les syste`mes aborde´s ici. Par exemple, si
He ∈ EJδK de´crit un GET value´ consistant, alors la proprie´te´ ve´rifie´e, moins forte, s’exprime :
∃N,N ′ ≥ 1, tels que HeγN = γN ′He et Heδ1 = δ1He. Le transfert He de´crit donc un syste`me
stationnaire mais dont le comportement change au fur et a` mesure des occurrences d’e´ve´nements
(event-variant). S’agissant des GET a` temps de se´jour cyclique de´crits sur TJγK, c’est dual :
il existe T tel que Htδ
T = δTHt et Htγ
1 = γ1Ht. Le transfert Ht de´crit un syste`me non sta-
tionnaire (time-variant) mais dont le comportement ne varie pas en fonction des e´ve´nements.
Dans les deux cas, les syste`mes conservent une cyclicite´ qui s’exprime soit dans le domaine
e´ve´nementiel (cyclicite´ (N,N ′) pour les syste`mes sur EJδK), soit dans le domaine temporel
(T -cyclicite´ pour les syste`mes sur TJγK).
L’objet de ce papier est de resituer les e´le´ments de mode´lisation pour les syste`mes cy-
cliques sur les dio¨ıdes EJδK et TJγK issus de [3], [13], [14] et surtout d’introduire la librairie
logicielle ETVO ((Event|Time)-Variant Operators) destine´e aux calculs sur les se´ries ultime-
ment pe´riodiques de EJδK et TJγK. Cette librairie s’appuie fortement sur la librairie MinMaxGD
puisque, d’apre`s [13][14] et [12], les ope´rations sur les se´ries ultimement pe´riodiques de EJδK et
TJγK peuvent se ramener a` des ope´rations matricielles sur Maxin Jγ, δK.
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2 Dio¨ıdes d’ope´rateurs
2.1 Signaux et synchronisation
Un SED est un syste`me dynamique e´voluant suite a` l’occurrence de phe´nome`nes ponctuels
appele´s eve´nements. Un e´ve´nement refle`te l’instant ou` le syste`me change d’e´tat. Pour un syste`me
manufacturier, les e´ve´nements conside´re´s sont par exemple l’arrive´e d’une pie`ce dans un stock,
les instants ou` les taˆches commencent/ se terminent, etc. L’e´volution d’un SED est caracte´rise´e
par des se´quences d’e´ve´nements se produisant au cours du temps. La Fig.1(a) de´crit une
Figure 1 – Se´quence, compteur et synchronisation d’e´ve´nements.
se´quence d’occurrences de l’e´ve´nement e. Chaque occurrence est mate´rialise´e par une marque
sur l’axe des temps. Par la suite, une telle se´quence est note´e comme un ensemble de paires
{(ek, tk)}, trie´es par dates croissantes, ou` ek de´signe l’occurrence nume´rote´e k ∈ Z et tk ∈ Z sa
date. Les dates sont ici conside´re´es comme discre`tes et multiples d’une unite´ de temps arbitraire.
Pour la Fig.1(a), {e} = {(e0, 2), (e1, 6), (e2, 6), (e3, 14)...}. Deux repre´sentations alternatives des
se´quences d’e´ve´nements sont commune´ment utilise´es. La premie`re est une fonction dite comp-
teur d’e´ve´nements, de´finie par e(t) : Z→ Z, t 7→ [nombre d’occurrences de e avant la date t]. La
figure Fig.1(a) de´crit aussi la fonction compteur e(t). En e´changeant les axes temps/e´ve´nements,
on obtient une autre repre´sentation appele´e fonction dateur et de´finie par : e(k) : Z→ Z, k 7→
[date de l’occurrence nume´rote´e k]. Pour l’exemple Fig.1(a), les premie`res valeurs 1 de e(k) sont
e(0) = 2, e(1) = 6, e(2) = 6 et e(3) = 14.
Les se´quences d’e´ve´nements et les fonctions compteurs/dateurs s’apparentent a` des signaux
pour les SED, puisqu’elles de´crivent l’ensemble des occurrences d’un e´ve´nement donne´. Par
la suite, on notera Σs l’ensemble des se´quences, Σc l’ensemble des fonctions compteurs et Σd
l’ensemble des fonctions dateurs, ou encore Σ quand le type de signal n’importe pas.
Pour les syste`mes conside´re´s ici, la synchronisation des signaux est le phe´nome`ne dominant.
La synchronisation de se´quences d’e´ve´nements, note´e ⊕, s’exprime comme suit : {a}, {b}, {c} ∈
Σs, alors {c} = {a} ⊕ {b} signifie que chaque occurrence ck se produit de`s que possible apre`s
ak et bk, soit {(ck, τk)} = {(ak, tk)} ⊕ {(bk, t′k)} = {(ck,max(tk, t′k)}. Pour la Fig.1(b), on
observe {(a0, 1), (a1, 7), ...} ⊕ {(b0, 2), (b1, 4), ...} = {(c0, 2), (c1, 7), ...}. Quand les e´ve´nements
sont de´crits au moyen de fonctions compteurs/dateurs, la synchronisation de signaux s’exprime
a, b ∈ Σc, (a ⊕ b)(t) = min(a(t), b(t)), ou encore a, b ∈ Σd, (a ⊕ b)(k) = max(a(k), b(k)). On
remarque que la synchronisation est idempotente, ∀a ∈ Σ, a⊕ a = a.
1. Par convention, le premier e´ve´nement est nume´rote´ 0.
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2.2 Ope´rateurs
Un ope´rateur est de´fini ici comme une application dont l’image d’un signal est un signal.
On peut donc de´finir des ope´rateurs sur Σs, Σc ou Σd. Les ope´rateurs e´le´mentaires conside´re´s
par la suite sont au nombre de 6, mais ils peuvent eˆtre ensuite combine´s, par synchronisation
et mise en se´rie, pour de´crire des syste`mes plus complexes.
L’ope´rateur note´ δτ , avec τ ∈ Z, applique un de´calage de τ unite´s de temps aux e´ve´nements,
soit δτ{(ak, tk)} = {(bk, tk + τ)}. Pour la Fig.2(a), δ3{(a0, 1), (a1, 5), ...} = {(b0, 4), (b1, 8), ...)}.
Quand on exprime cet ope´rateur comme une application sur Σc/Σd on obtient soit ∀a ∈ Σc,
[δτa](t) = a(t−τ), soit ∀a ∈ Σd, [δτa](k) = a(k)+τ . Le de´calage e´ve´nementiel, note´ γν avec ν ∈
Figure 2 – De´calage temporel/e´ve´nementiel : b = δ3a et c = γ2a
Z, produit une modification dans la nume´rotation des e´ve´nements γν{(ak, tk)} = {(bk+ν , tk)}
qui conduit a` un e´cart permanent de ν occurrences entre l’entre´e et la sortie de l’ope´rateur.
Pour l’exemple Fig.2(b), il y a donc deux occurrences de c a` la date −∞ (pour garantir cet
e´cart), puis un nouvel e´ve´nement c a` chaque occurrence de a, soit γ2{(a0, 1), (a1, 5), ...} =
{(c0,−∞), (c1,−∞), (c2, 1), (c3, 5), ...}. Sur Σc/Σd, l’effet de l’ope´rateur γν s’exprime soit ∀a ∈
Σc, [γ
νa](t) = a(t) + ν, soit ∀a ∈ Σd, [γνa](k) = a(k − ν).
Figure 3 – Duplication/regroupement d’e´ve´nements, multiplication/division temporelle
Dans [3], l’ope´rateur µm avec m ∈ N∗ de´crit une multiplication d’e´ve´nements. Chaque
occurrence de la se´quence d’entre´e ge´ne`re m occurrences dans la se´quence de sortie. Pour
l’exemple Fig.3(a), on a µ2{(a0, 1), (a1, 4), ...} = {(b0, 1), (b1, 1), (b2, 4), (b3, 4), ...}. Inversement
pour l’ope´rateur βb avec b ∈ N∗, plusieurs occurrences sont ne´cessaires en entre´e pour produire
un e´ve´nement de sortie, ce qui peut eˆtre vu comme un regroupement (batch). Par exemple
Fig.3(a), on a β3{(a0, 1), (a1, 4), (a2, 7), ...} = {(c0, 7), ...}. L’expression des ope´rateurs µm et βb
sur Σc donne : ∀a ∈ Σc, [µma](t) = a(t)×m, [βba](t) = ba(t)/bc.
4
Syste`mes (max,+) cycliques Cottenceau, Hardouin and Trunk
Enfin, en raison de la syme´trie e´ve´nements/temps, deux ope´rateurs produisant des mo-
difications temporelles peuvent eˆtre introduits. L’ope´rateur ∧∧ d avec d ∈ N∗, de´crit une
division temporelle : ∀a ∈ Σd, [ ∧∧ d a](k) = da(k)/de. Pour l’exemple 2 de la Fig.3(b),
∧∧ 3{(f0, 1), (f1, 5), (f2, 6), ...} = {(g0, 1), (g1, 2), (g2, 2), ...}. La multiplication temporelle, quant
a` elle, est note´e ∨∨m avec m ∈ N∗, et est de´finie par ∀a ∈ Σd, [ ∨∨m a](k) = a(k) × m. Par la
Fig.3(b), on illustre ∨∨2{(g0, 1), (g1, 2), ...} = {(h0, 2), (h1, 4), ...}.
En matie`re de mode´lisation, l’interpre´tation des ope´rateurs ∧∧ 3 et ∨∨2 prend son sens si l’on
conside`re que ces ope´rateurs agissent sur la valeur de l’unite´ de temps. Il faut conside´rer que les
horloges qui datent les e´ve´nements ne sont pas les meˆmes pour l’ensemble des e´ve´nements du
syste`me. Par exemple Fig.3(b), on doit conside´rer que les horloges qui datent les e´ve´nements f
et g sont telles que trois unite´s de temps pour dater f correspondent a` une unite´ pour dater g.
Remarque 1 (L’ope´rateur ∧∧ 3 est time-variant). Avec cette interpre´tation, l’ope´rateur ∧∧ 3 ap-
paraˆıt comme un de´calage temporel qui varie dans le temps. Par exemple, sur la Fig.3(b) on
observe un de´calage temporel entre (f0, 1) et (g0, 1), puisque les horloges sont diffe´rentes pour f
et g. En effet, si l’on conside`re l’horloge de f pour dater les e´ve´nements, on obtient que g0 est
date´ 3, alors que f0 est date´ 1. L’ope´rateur produit donc un de´calage de 2 unite´s de temps pour
un e´ve´nement d’entre´e ayant lieu a` une date dans 3Z+ 1. Alors que l’ope´rateur ∧∧ 3 ne produit
aucun de´calage temporel si l’e´ve´nement a lieu a` une date dans 3Z, par exemple les e´ve´nements
f2 et g2 sont simultane´s. En re´sume´, l’ope´rateur ∧∧ 3 induit un de´calage temporel qui varie dans
le temps, de valeur comprise entre 0 et 2 unite´s de temps 3.
2.3 Dio¨ıde d’ope´rateurs additifs
Un ope´rateur S : Σ → Σ est dit additif si ∀a, b ∈ Σ, S(a ⊕ b) = Sa ⊕ Sb. Les 6 ope´rateurs
introduits dans la section pre´ce´dente satisfont cette proprie´te´.
Notation 1 (Dio¨ıde O). L’ensemble des ope´rateurs additifs, muni de la somme et du produit
de´finis ci-dessous, est un dio¨ıde note´ O : h1, h2 ∈ O,
h1 ⊕ h2 , ∀x ∈ Σ, (h1 ⊕ h2)(x) = h1x⊕ h2x,
h1h2 , ∀x ∈ Σ, (h1h2)(x) = h1(h2x).
L’e´le´ment neutre de l’addition est l’ope´rateur note´ ε et l’e´le´ment neutre du produit est l’ope´rateur
identite´ ∀x ∈ Σ, e(x) = x. A noter que le dio¨ıde O n’est pas commutatif, h1h2 6= h2h1.
Proposition 1 ([1] [3] [14]). Sur O, les ope´rateurs γn, δt, µm, βb, ∨∨m, ∧∧ d satisfont :
γ1δ1 = δ1γ1 γnγn
′
= γn+n
′
δtδt
′
= δt+t
′
(f1)
γn ⊕ γn′ = γmin(n,n′) δt ⊕ δt′ = δmax(t,t′) (f2)
µmδ
1 = δ1µm βbδ
1 = δ1βb βmµm = e (f3)
∨∨m γ1 = γ1 ∨∨m ∧∧ d γ1 = γ1 ∧∧ d ∧∧ m ∨∨m = e (f4)
µmµm′ = µm×m′ βbβb′ = βb×b′ (f5)
∨∨m ∨∨m′ = ∨∨m×m′ ∧∧ d ∧∧ d′ = ∧∧ d×d′ (f6)
µmγ
1 = γmµm γ
1βb = βbγ
b (f7)
∨∨m δ1 = δm ∨∨m δ1 ∧∧ d = ∧∧ d δd (f8)
L’ope´rateur identite´ s’e´crit donc indiffe´remment e = γ0 = δ0 = µ1 = β1 = ∨∨1 = ∧∧ 1.
2. Il faut remarquer que les graduations des axes de temps ne sont pas les meˆmes pour f , g et h. La date 3
pour f correspond a` la date 1 pour g, et a` la date 2 pour h.
3. Selon les unite´s de temps utilise´es pour dater les e´ve´nements d’entre´e
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A des fins de calcul formel, les identite´s liste´es ci-dessus fournissent diffe´rents moyens de
re´e´crire ou de simplifier des expressions impliquant ces ope´rateurs. Le cas des syste`mes (max,+)
line´aires stationnaires correspond au cas ou` seuls interviennent les ope´rateurs γn et δt, et donc
seulement les e´galite´s (f1) (f2).
Notation 2 (Dio¨ıde Maxin Jγ, δK [2]). Maxin Jγ, δK ⊂ O est le do¨ıde constitue´ des sommes et pro-
duits d’ope´rateurs dans {ε, e, γ1, δ1}. Puisque les ope´rateurs γn et δt commutent (f1), tous
les e´le´ments s’e´crivent
⊕
i γ
niδti . En outre, (f2) fournit une re`gle de simplification permettant
d’e´crire les e´le´ments sous une forme canonique ou` les valeurs ni, ti satisfont : ∀i, ni > ni−1, ti >
ti−1.
Exemple 1 (simplification dans Maxin Jγ, δK). Soit s = γ1δ1⊕γ1δ2γ1⊕ δ4γ3⊕γ4δ3 ∈Maxin Jγ, δK.
En utilisant (f1), s = γ1δ1 ⊕ γ2δ2 ⊕ γ3δ4 ⊕ γ4δ3, qui n’est pas sous forme canonique. On peut
simplifier comme suit : d’apre`s (f2), γ3δ4⊕γ4δ3 = γ3δmax(4,3)⊕γ4δ3 = γ3(δ4⊕δ3)⊕γ4δ3. Puis,
en associant les termes diffe´remment, γ3δ4 ⊕ (γ3 ⊕ γ4)δ3 = γ3δ4 ⊕ γmin(3,4)δ3 = γ3δ4 ⊕ γ3δ3 =
γ3(δ4 ⊕ δ3) = γ3δmax(4,3). Finalement, la forme canonique obtenue est s = γ1δ1 ⊕ γ2δ2 ⊕ γ3δ4
(le terme γ4δ3 peut eˆtre enleve´).
Le the´ore`me suivant, qui est central pour les syste`mes (max,+), relie les expressions ration-
nelles de Maxin Jγ, δK aux expressions ultimement pe´riodiques. On rappelle que l’e´toile de Kleene
d’un e´le´ment se de´finit a∗ = e⊕ a⊕ a2... = ⊕i≥0 ai.
The´ore`me 1 ([1]). Tout e´le´ment rationnel de Maxin Jγ, δK, c-a`-d obtenu par un nombre fini de
sommes, produits et e´toiles de Kleene d’e´le´ments dans {ε, e, γ1, δ1}, peut s’e´crire sous une forme
ultimement pe´riodique s = p⊕ q(γνδτ )∗, ou` p et q sont des polynoˆmes.
Ste´phane Gaubert [7][5] a en outre montre´ que parmi les formes pe´riodiques il y en a une,
dite canonique, ou` ν, τ et le nombres de termes de p et q sont minimaux.
Figure 4 – Sche´ma bloc associe´ a` un GET
Exemple 2. La figure Fig.4(a) de´crit un GET 4, a` places temporise´es, dont la structure impose
des synchronisations et des de´calages e´ve´nementiels/temporels entre les tirs des transitions.
Ceci peut s’exprimer sous forme de sche´ma-bloc Fig.4(b) impliquant les ope´rateurs γn et δt,
les signaux e´tant associe´s aux transitions du GET. La relation entre le signal u (l’entre´e) et le
signal y (la sortie), c’est-a`-dire la fonction de transfert du GET, est fournie par l’expression
rationnelle suivante : y = Hu avec H = δ2(γ2δ3δ2)∗⊕γ1δ3δ2(γ2δ3δ2)∗. La librairie MinMaxGD
4. Faute de place pour rappeler la de´finition d’un GET, le lecteur non familier des re´seaux de Petri pourra
consulter [1] ou accepter l’e´quivalence entre les deux mode`les de la Fig.4.
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[8] peut fournir la forme ultimement pe´riodique canonique de cette expression. On obtient ici
H = (δ2 ⊕ γ1δ5)(γ2δ5)∗, soit p = ε, q = δ2 ⊕ γ1δ5, ν = 2 et τ = 5.
Remarque 2. C’est graˆce a` la forme ultimement pe´riodique canonique que l’on peut comparer
les expressions rationnelles de Maxin Jγ, δK. Par exemple, les expressions (γ0δ0 ⊕ γ1δ1)(γ2δ2 ⊕
γ3δ3)∗ et (γ0δ0 ⊕ γ1δ1 ⊕ γ2δ2)(γ3δ3)∗ sont e´quivalentes, elles se se re´e´crivent l’une et l’autre
(γ1δ1)∗. Cette forme canonique n’est toutefois pas ne´cessairement concise. Par exemple, la
forme canonique de (γ41δ73 ⊕ γ92δ163)∗ contient plus de 200 termes pour le polynoˆme p.
3 Dio¨ıde EJδK
Pour les SED impliquant les ope´rateurs µm et βb, l’objectif est e´galement de pouvoir auto-
matiser les calculs sur les expressions rationnelles. Il est montre´ dans [3] que pour les expressions
rationnelles associe´es aux GET value´s consistants, il existe une forme ultimement pe´riodique
e´quivalente. Pour illustrer ceci, conside´rons le GET value´ de la Fig.5(a) qui peut eˆtre repre´sente´
par un sche´ma-bloc Fig.5(b) impliquant les ope´rateurs γn, δt, µm et βb. Outre les phe´nome`nes
de synchronisation et de de´calage temporel/e´ve´nementiel de´ja` de´crits par les GET ordinaires,
les poids sur les arcs d’un GET value´ impliquent des multiplications et des regroupements
d’e´ve´nements. De la meˆme manie`re que dans l’exemple 2, la fonction de transfert y = Gu s’ex-
Figure 5 – Sche´ma-bloc associe´ a` un GET value´ consistant
prime par une expression rationnelle qui est ici G = (β2 ⊕ γ1β2δ5)δ2µ3(β3γ5µ2β2δ5δ2µ3)∗β2.
La librairie ETVO permet d’obtenir une forme ultimement pe´riodique de cette expression, on
obtient ici G =
(
(µ3β4γ
2 ⊕ γ1µ3β4)δ2 ⊕ (γ1µ3β4γ2 ⊕ γ2µ3β4)δ7
)
(γ2δ7)∗. L’objectif de cette
section est de rappeler les re´sultats qui permettent d’automatiser cette re´e´criture dans un ob-
jectif de calcul formel.
Ce qui distingue la manipulation des expressions rationnelles de {ε, γn, δt, µm, βb} de
celles de Maxin Jγ, δK, c’est l’absence de commutativite´ du produit d’ope´rateurs. Plus exacte-
ment, l’ope´rateur temporel δt peut commuter (f1)(f3) avec tout ope´rateur e´ve´nementiel (ou E-
ope´rateur) dans {γn, µm, βb}, mais les E-ope´rateurs ne commutent pas entre eux. Par exemple,
γ1µ2β3 6= µ2β3γ1 6= β3γ1µ2. Cette commutativite´ partielle suffit ne´anmoins a` exprimer n’im-
porte quel produit d’ope´rateurs dans {ε, γn, δt, µm, βb} sous une forme wδt, ou` un E-ope´rateur
w est en facteur de l’ope´rateur temporel δt, ce qui conduit au dio¨ıde EJδK.
3.1 Dio¨ıde E
Le cas des ope´rateurs e´ve´nementiels requiert tout d’abord une attention particulie`re. On
note E ⊂ O le dio¨ıde des ope´rateurs obtenus par un nombre fini de sommes et produits dans
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{ε, γn, µm, βb}. Ces ope´rateurs, dits E-ope´rateurs, agissent seulement sur la nume´rotation des
e´ve´nements. Le gain d’un E-ope´rateur de w ∈ E, note´ Γ(w) ∈ Q, est de´fini re´cursivement
par : w1, w2 ∈ E, Γ(w1w2) = Γ(w1) × Γ(w2), Γ(w1 ⊕ w2) = min(Γ(w1),Γ(w2)), avec Γ(γn) =
1,Γ(µm) = m et Γ(βb) = 1/b. Par exemple, Γ(β3γ
2µ4) = 4/3. Ce gain indique le ratio entre le
nombre d’e´ve´nements en sortie et le nombre d’e´ve´nements en entre´e de l’ope´rateur.
Figure 6 – Fonction C/C de β3γ
2µ4 et sa de´composition en minimum de fonctions en escalier.
Notation 3 (Fonction C/C). On note Fw : Z → Z la fonction Compteur/Compteur (C/C)
associe´e a` l’ope´rateur w ∈ E de´finie par : w1, w2 ∈ E, Fw1w2 = Fw1 ◦ Fw2 , Fw1⊕w2 =
min(Fw1 ,Fw2), avec ∀k ∈ Z, Fγn(k) = k + n, Fµm(k) = m× k, et Fβb(k) = bk/bc.
La fonction Fw donne une repre´sentation graphique, dans le plan Z × Z, de l’effet d’un E-
ope´rateur w sur la nume´rotation des e´ve´nements. Un e´ve´nement de nume´ro ki est transforme´ en
e´ve´nement de nume´ro ko = Fw(ki) par l’ope´rateur w. Cette fonction cre´e aussi un isomorphisme
entre l’ensemble E des E-ope´rateurs et l’ensemble des fonctions sur Z muni du min et de la
composition. La fonction Fβ3γ2µ4(k) = b(4k + 2)/3c est de´crite Fig.6.
De´finition 1 (Ope´rateur e´quilibre´). Un E-ope´rateur w ∈ E est dit e´quilibre´ s’il est compose´ de
sommes d’ope´rateurs de gain identique : l’ope´rateur w1 = γ
1µ3β2 ⊕ β4γ7µ6 est e´quilibre´, mais
w2 = γ
1 ⊕ µ2 ne l’est pas.
Proposition 2 ([3]). Tout E-ope´rateur e´quilibre´ w ∈ E est de´crit par une fonction C/C qui est
(n, n′)-pe´riodique, c’est-a`-dire telle que ∃n, n′,∀k ∈ Z,Fw(k + n) = n′ + Fw(k).
Proposition 3 ([3]). Tout E-ope´rateur e´quilibre´ w ∈ E a une e´criture unique w =⊕K
i=1 γ
niµmβbγ
n′i , ou` ∀i, n′i < b.
Exemple 3. A titre d’exemple, on a β3γ
2µ4 = µ4β3γ
2 ⊕ γ2µ4β3γ1 ⊕ γ3µ4β3. La Fig.6 illustre
cette de´composition. D’un point de vue pratique, la fonction C/C associe´e a` γniµmβbγ
n′i est une
fonction en escalier (b,m)-pe´riodique (voir Fig.6). Toute fonction (b,m)-pe´riodique peut s’e´crire
comme le minimum d’un nombre fini de fonctions en escaliers ayant la meˆme pe´riodicite´.
La librairie ETVO fournit des classes C++ pour manipuler les E-ope´rateurs e´quilibre´s de
E. Les ope´rations de somme/produit sur E sont re´alise´es par des ope´rations min/compositions
de fonctions C/C. La classe etvo::Fminp ge`re les fonctions (n, n′)-pe´riodiques et la classe
etvo::E_op de´crit les ope´rateurs e´quilibre´s de E. Un E-ope´rateur peut e´galement eˆtre
de´compose´ selon la Prop.3, on obtient alors une collection d’objets de´crivant les termes
γniµmβbγ
n′i . On donne ci-dessous un court exemple C++ illustrant la de´composition de β3γ
2µ4
(cf. Fig.6). La sortie Fw=[0 2 3](3,4) indique que la fonction est (3, 4) pe´riodique et que
Fw(0)=0, Fw(1)=2 et Fw(2)=3.
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#include "etvo.h"
using namespace etvo;
int main(){
E_op w = E_op::Beta(3)*E_op::Gamma(2)*E_op::Mu(4);
std::cout << "w=" << w << "\n"; // w=m4.b3.g2+g2.m4.b3.g1+g3.m4.b3
Fminp Fw = w.getFw(); // fonction C/C de l’ope´rateur
std::cout << "Fw=" << Fw << "\n"; // Fw=[0 2 3](3,4)
std::vector<gNg> termes = w.getTerms(); // de´composition de w
for(gNg t:termes) std::cout << t << ",";// m4.b3.g2,g2.m4.b3.g1,g3.m4.b3,
}
3.2 Se´ries de EJδK
Notation 4 (Dio¨ıde EJδK). Le dio¨ıde EJδK ⊂ O est l’ensemble des se´ries formelles en variable
δ, a` exposants dans Z et a` coefficients dans E. Une se´rie s ∈ EJδK s’e´crit s = ⊕i wiδti avec
wi ∈ E, ti ∈ Z. La somme et le produit de EJδK s’expriment : s1 = ⊕i w1iδti , s2 = ⊕i w2iδti ,
s1 ⊕ s2 ,
⊕
i(w1i ⊕ w2i)δti ,
s1s2 ,
⊕
k=i+j(w1iw2j)δ
tk .
De´finition 2 (Se´rie e´quilibre´e de EJδK). Une se´rie s = ⊕i wiδti ∈ EJδK est dite e´quilibre´e si
tous les coefficients wi sont e´quilibre´s et ont le meˆme gain. On note alors par Γ(s) = Γ(wi) le
gain de la se´rie. La se´rie a = µ2δ
1 ⊕ γ4µ4β2δ5 ∈ EJδK est e´quilibre´e et de gain Γ(a) = 2, alors
que γ2δ1 ⊕ β2δ5 ne l’est pas puisque (Γ(γ2δ1) = 1) 6= (Γ(β2δ5) = 1/2).
De´finition 3 (Se´rie ultimement pe´riodique de EJδK). Une se´rie s = ⊕i wiδti ∈ EJδK est
ultimement pe´riodique si elle peut s’e´crire s = p ⊕ q(γνδτ )∗ avec p et q des polynoˆmes 5 et
ν, τ ≥ 0.
Remarque 3 (Deux formes pe´riodiques). En raison de la non commutativite´ du produit, il y
a deux e´critures ultimement pe´riodiques d’une meˆme se´rie. Le terme (γνδτ )∗ est soit a` droite,
soit a` gauche : soit s = p ⊕ q(γνδτ )∗ (terme e´toile´ a` droite), soit s = p′ ⊕ (γν′δτ ′)∗q′ (terme
e´toile´ a` gauche). Les deux e´critures satisfont (ν′/τ ′)/(ν/τ) = Γ(s).
Proposition 4 ([3]). Soient s1, s2 ∈ EJδK des se´ries e´quilibre´es et ultimement pe´riodiques.
— si s1 ⊕ s2 est e´quilibre´, alors s1 ⊕ s2 est ultimement pe´riodique,
— le produit s1s2 est ultimement pe´riodique avec Γ(s1s2) = Γ(s1)× Γ(s2),
— si Γ(s1) = 1, alors s
∗
1 est ultimement pe´riodique.
Preuve: Les preuves comple`tes de ce re´sultat sont de´taille´es dans [3]. Pour la somme,
la technique de preuve est adapte´e de celle utilise´e dans [7] pour les se´ries de Maxin Jγ, δK.
Pour le produit, en utilisant les deux e´critures pe´riodiques (cf. Rem.3), on a s1s2 = (p1 ⊕
q1(γ
ν1δτ1)∗)((γν
′
2δτ
′
2)∗q′2 ⊕ p′2) = p1(γν
′
2δτ
′
2)∗q′2 ⊕ p1p′2 ⊕ q1(γν1δτ1)∗(γν
′
2δτ
′
2)∗q′2 ⊕ q1(γν1δτ1)∗p′2.
Puisque (γν1δτ1)∗(γν
′
2δτ
′
2)∗ est d’apre`s le Th.1 une se´rie ultimement pe´riodique de Maxin Jγ, δK,
le produit de se´ries apparaˆıt comme la somme de 3 se´ries ultimement pe´riodiques et d’un po-
lynoˆme. Enfin, pour l’e´toile de Kleene, la Prop.7 donnera la preuve. 
Ce re´sultat e´tend le Th.1. Il montre que pour certaines expressions rationnelles de EJδK,
celles impliquant des se´ries e´quilibre´es et dont les e´toiles s’appliquent sur des termes de gain
valant 1, il existe une expression ultimement pe´riodique e´quivalente. Comme dans la librairie
MinMaxGD, la librairie ETVO utilise cette forme ultimement pe´riodique pour repre´senter les
5. des sommes finies p =
⊕P
i=1 wiδ
ti et q =
⊕Q
j=1 w
′
jδ
tj
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se´ries de EJδK. Plus pre´cise´ment (cf. Rem.3), chaque se´rie ultimement pe´riodique de EJδK peut
eˆtre mise sous une forme canonique ou` le nombre de termes de p et de q est minimal, avec le
terme e´toile´ soit a` droite, soit a` gauche.
Remarque 4 ((b,m)-cyclicite´). D’apre`s la Prop.3, les se´ries e´quilibre´es de EJδK peuvent s’e´crire
s =
⊕
i γ
niµmβbγ
n′iδti , c’est-a`-dire sous une forme ou` tous les termes partagent le meˆme fac-
teur central µmβb. D’apre`s (f7), pour chaque terme γ
niµmβbγ
n′iδti , on a (γniµmβbγ
n′iδti)γb =
γniµm(γ
1)βbγ
n′iδti = γm(γniµmβbγ
n′iδti). Pour l’ensemble de la se´rie, on a donc sγb = γms.
Cette proprie´te´ est qualifie´e de (b,m)-cyclicite´. Elle de´crit le fait que si l’on connaˆıt la re´ponse
du syste`me s a` une entre´e u, on peut en de´duire sa re´ponse pour l’entre´e de´cale´e γbu, puisque
s(γbu) = γm(su).
3.3 De´composition mmQbb des se´ries de EJδK
Puisque les se´ries e´quilibre´es de EJδK peuvent s’e´crire s = ⊕i γniµmβbγn′iδti , alors, d’apre`s
(f7), on peut e´galement re´e´crire chaque terme γniµmβbγ
n′iδti = γνiµm(γ
Niδti)βbγ
ν′i avec 0 ≤
νi < m, 0 ≤ ν′i < b. Par exemple, γ3µ2β3γ5δ7 = γ1µ2(γ1δ7)β3γ5 = γ1µ2(γ1δ7γ1)β3γ2 =
γ1µ2(γ
2δ7)β3γ
2.
Applique´e a` l’ensemble de la se´rie, cette re´e´criture donne s =
⊕
i γ
niµm(γ
Niδti)βbγ
n′i avec
∀i, 0 ≤ ni < m, 0 ≤ n′i < b. Il y a alors au plus m facteurs γniµm diffe´rents, et au plus b
facteurs βbγ
n′i diffe´rents, de part et d’autre des termes γNiδti . Ceci conduit a` la de´composition
propose´e dans [13]. On de´finit les deux vecteurs suivants, qui contiennent tous les facteurs
e´voque´s pre´ce´demment :
mm = [µm, γ
1µm, ..., γ
(m−1)µm] et bb = [βbγb−1, ..., βbγ1, βb]′. (1)
Proposition 5 ([13]). Les vecteurs mα et bα satisfont mαbα = e, et par conse´quent
bαmαbαmα = bαmα.
Proposition 6 ([13]). Pour toute se´rie e´quilibre´e s =
⊕
i γ
niµmβbγ
n′iδti ∈ EJδK, il existe une
plus grande matrice Qˆ ∈ Maxin Jγ, δKm×b telle que s = mmQˆbb. La matrice Qˆ ve´rifie en outre
Qˆbbmb = bmmmQˆ = Qˆ.
Cette proposition indique que l’on peut de´crire les se´ries e´quilibre´es ultimement pe´riodiques
de EJδK sous une forme unique ou` le terme central est une matrice de Maxin Jγ, δK contenant des
se´ries ultimement pe´riodiques.
Proposition 7 ([13]). Soit s ∈ EJδK une se´rie e´quilibre´e et ultimement pe´riodique telle que
Γ(s) = 1 que l’on e´crit s = mαQˆbα. Alors, l’e´toile de Kleene s’obtient s∗ = mα(Qˆ)∗bα.
Preuve: Notons que dans le cas ou` Γ(s) = 1, alors Qˆ est une matrice carre´e de taille α×α.
On a s∗ = e ⊕mαQˆbα ⊕mαQˆbαmαQˆbα ⊕ .... D’apre`s la Prop.6, mαQˆbαmαQˆbα = mαQˆ2bα.
Donc s∗ =
⊕
i≥0 mαQˆ
ibα = mα(Qˆ)∗bα. Ce re´sultat termine la preuve de la Prop.4 et fournit
un algorithme de calcul de l’e´toile de Kleene de se´ries de EJδK qui s’appuie sur l’algorithme de
l’e´toile de Kleene de Maxin Jγ, δK et la somme de se´ries de EJδK. 
L’inte´reˆt de la de´composition mmQbb est d’afficher un e´le´ment central Q qui est une matrice
de Maxin Jγ, δK. Cette de´composition relie donc les calculs sur EJδK aux calculs sur Maxin Jγ, δK. Dans
un objectif de calcul formel, tous ces re´sultats ont permis d’e´tablir diffe´rents algorithmes pour
les calculs sur des se´ries pe´riodiques e´quilibre´es de EJδK. Ces algorithmes permettent la re´e´criture
de certaines expressions rationnelles sous une forme ultimement pe´riodique, celles respectant
les conditions impose´es par la Prop.4.
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Dans la librairie ETVO, la classe etvo::Ed de´crit les monoˆmes de EJδK, c’est-a`-dire les
termes wδt ou` w est un E-ope´rateur. La classe etvo::polyEd de´crit les polynoˆmes e´quilibre´s
de EJδK, et la classe etvo::seriesEd de´crit les se´ries e´quilibre´es ultimement pe´riodiques. Ces
se´ries sont mises sous une forme canonique ayant la plus petite pe´riodicite´, avec le terme e´toile´
(γνδτ )∗ a` droite ou a` gauche.
On donne ci-dessous le programme de calcul de transfert de l’exemple de la Fig.5 pris
en exemple au de´but de cette section. Les ope´rateurs e´le´mentaires de EJδK sont obtenus via
les fonctions eg(n) (γn), ed(t) (δt), em(m) (µm) et eb(b) (βb). Pour rappel, l’expression
rationnelle estG = sa(sb)
∗β2, avec sa = (β2⊕γ1β2δ5)δ2µ3, et sb = β3γ5µ2β2δ5δ2µ3. L’exe´cution
du programme fournit les deux formes pe´riodiques (e´toile a` gauche ou a` droite), la forme avec
le terme e´toile´ a` droite est G =
(
(µ3β4γ
2 ⊕ γ1µ3β4)δ2 ⊕ (γ1µ3β4γ2 ⊕ γ2µ3β4)δ7
)
(γ2δ7)∗.
...
int main(){
seriesEd sa = (eb(2) + eg(1)*eb(2)*ed(5))*ed(2)*em(3);
seriesEd sb = eb(3)*eg(5)*em(2)*eb(2)*ed(7)*em(3);
seriesEd sG = sa * sb.star()*eb(2);
sG.toRight(); // forme avec l’e´toile a` droite
std::cout << "sG=" << sG << "\n";
// sG=((m3.b4.g2+g1.m3.b4).d2+(g1.m3.b4.g2+g2.m3.b4).d7).[g2.d7]*
sG.toLeft(); // e´toile a` gauche
std::cout << "sG=" << sG << "\n";
//sG=[g3.d14]*.((m3.b4.g2+g1.m3.b4).d2+(g1.m3.b4.g2+g2.m3.b4).d7
// +(g1.m3.b4.g2+g3.m3.b4).d9+(g2.m3.b4.g2+g4.m3.b4).d14)
polyEd q = sG.getQ(); // polynoˆme q
std::cout << "q[0]=" << q[0] <<"\n"; //q[0]=(m3.b4.g2+g1.m3.b4).d2 [1er monoˆme de q]
matrix<series> Q = sG.getCoreMax(); // de´composition mQb = matrice 3x4
std::cout << "Q(1,2)=" << Q(1,2) << "\n"; //Q(1,2)=(g0.d2).[g1.d14]*
}
4 Dio¨ıde TJγK
La section pre´ce´dente traite des syste`mes mettant en jeu les ope´rateurs {γn, δt, µm, βb}.
Par dualite´, on s’inte´resse de´sormais aux syste`mes impliquant seulement les ope´rateurs
{γn, δt,∨∨m,∧∧ d}. Compare´ aux GET ordinaires, on introduit ainsi de nouvelles formes de syn-
chronisations temporelles. Dans [14], on conside`re seulement l’ope´rateur ∆T = ∨∨T ∧∧ T , qui se
de´finit par : ∀a ∈ Σd, [∆Ta](k) = da(k)/T e × T . Cet ope´rateur conserve la meˆme unite´ de
temps (meˆme horloge) pour l’ensemble des signaux du syste`me. Il introduit cependant un
effet non stationnaire traduit par une synchronisation temporelle sur les dates multiples de
T . Par exemple, conside´rons {b} = ∆3{a}. Avec {a} = {(a0, 1), (a1, 4), (a2, 6)}, on obtient
{b} = {(b0, 3), (b1, 6), (b2, 6)}. On voit que les occurrences de b (les sorties) ne peuvent se pro-
duire qu’aux dates multiples de 3. Les sorties correspondent aux entre´es de´cale´es a` la prochaine
date dans 3Z. L’ope´rateur ∆3 peut s’interpre´ter comme un de´calage temporel qui varie dans le
temps (cf. Remarque 1). Ce type d’ope´rateur est adapte´ a` la description des feux de circulation
ou` lorsque le feux est rouge, on retarde les e´ve´nements jusqu’a` la date suivante ou` le feux de-
vient vert.
En raison de la dualite´ e´ve´nements/temps, la construction des se´ries de EJδK, ainsi que les
techniques de re´e´criture, de´veloppe´es dans la section pre´ce´dente se transposent aux se´ries im-
pliquant l’ope´rateur γn et les ope´rateurs temporels {δt,∆T }. On note T ⊂ O le dio¨ıde des
ope´rateurs obtenus par un nombre fini de sommes et produits dans {ε, δt,∆T }. Ces ope´rateurs,
dits T-ope´rateurs, agissent seulement sur les dates des e´ve´nements. Ils ope`rent des de´calages
temporels fixes ou variant dans le temps.
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Notation 5 (Dio¨ıde TJγK). Le dio¨ıde TJγK ⊂ O est l’ensemble des se´ries formelles en variable
γ, a` exposants dans Z et a` coefficients dans T. Une se´rie s ∈ TJγK s’e´crit s = ⊕i viγni avec
vi ∈ T, ni ∈ Z.
Notation 6 (Fonction D/D). On note Rv : Z→ Z la fonction Dateur/Dateur (D/D) associe´e
a` l’ope´rateur v ∈ T de´finie par : v1, v2 ∈ T, Rv1v2 = Rv1 ◦ Rv2 , Rv1⊕v2 = max(Rv1 ,Rv2), avec
∀t ∈ Z, Rδτ (t) = t+ τ , R∆T (t) = T × dt/T e.
Les T-ope´rateurs sont isomorphes aux fonctions D/D. Les sommes et produits sur T sont
donc caracte´rise´s par des max et des compositions de fonctions D/D qui sont T -pe´riodiques,
c’est-a`-dire telles que Rv(t+T ) = T +Rv(t). Pour un T-ope´rateur v, un e´ve´nement d’entre´e se
produisant a` la date t conduit a` une e´ve´nement de sortie a` la date Rv(t). La diffe´rence Rv(t)− t
fournit donc le de´calage temporel entre´e-sortie exprime´ a` la date t. CommeRv est T -pe´riodique,
Rv(t)− t est pe´riodique e´galement. Par conse´quent, on peut interpre´ter un T-ope´rateur comme
un de´calage temporel dont la valeur change pe´riodiquement avec le temps.
Notation 7 (δ〈s〉). Soit 〈s〉 une se´quence T -pe´riodique s : Z → Z, avec s(t + T ) = s(t). On
note δ〈s〉 l’ope´rateur v ∈ TJγK tel que ∀t,Rv(t) − t = s(t). Par exemple, 〈3, 2, 4, 4〉 de´signe 6
la se´quence s(0) = 3, s(1) = 2, s(2) = 4, s(3) = 4,∀t, s(t + 4) = s(t) et donc δ〈3,2,4,4〉 de´crit
l’ope´rateur qui produit un de´calage temporel de 3 unite´s a` t ∈ 4Z, de 2 unite´s a` t ∈ 4Z+ 1 etc.
Exemple 4. Avec cette notation, l’ope´rateur ∆3 s’e´crit donc e´galement δ〈0,2,1〉. Inversement,
a` condition que la sequence ve´rifie ∀t, 〈s〉(t) ≥ 〈s〉(t− 1)− 1, on peut formuler δ〈s〉 a` l’aide des
ope´rateurs de TJγK. Par exemple, δ〈2,3,2〉 = δ2∆3δ−2 ⊕ δ1∆3. A noter que l’ope´rateur δt est un
ope´rateur 1-pe´riodique, δ〈3〉 = δ3.
A la diffe´rence de EJδK, les se´ries de TJγK peuvent eˆtre additionne´es sans condition, puisqu’on
ne conside`re que les se´ries ayant un gain temporel 7 de 1 (tous les ope´rateurs conside´re´s ici
conservent la meˆme horloge/unite´ de temps). Les se´ries de TJγK peuvent donc s’e´crire sous
la forme s =
⊕
i δ
ti∆T δ
t′iγni . On obtient alors un re´sultat e´quivalent a` la Prop.4, sans les
contraintes de gain. C’est-a`-dire la somme, le produit et l’e´toile de Kleene de se´ries ultimement
pe´riodiques de TJγK sont ultimement pe´riodiques.
Proposition 8. Les se´ries rationnelles de {ε, e, γ1, δ1,∆T } ont une e´criture ultimement
pe´riodique sur TJγK.
Preuve: En utilisant les meˆmes arguments que pour les se´ries de EJδK, on obtient le dual de
la Prop.4, a` savoir : la somme, le produit et l’e´toile de Kleene de se´ries ultimement pe´riodiques de
TJγK sont ultimement pe´riodiques. Puisque γ1, δ1 et ∆T sont des se´ries pe´riodiques particulie`res,
les expressions rationnelles sur ces ope´rateurs sont ultimement pe´riodiques e´galement. 
La librairie ETVO contient les classes suivantes pour ge´rer les se´ries de TJγK : la classe
etvo::Fmaxp ge`re les fonctions D/D pe´riodiques (qui permettent les calculs de T-ope´rateurs),
la classe etvo::T_op ge`re les T-ope´rateurs, la classe etvo::Tg de´crit les monoˆmes,
etvo::polyTg de´crit les polynoˆmes et etvo::seriesTg les se´ries ultimement pe´riodiques.
On dispose e´galement d’une de´composition du type de celle de´crite section 3.3.
6. La pe´riodicite´ est implicite
7. On pourrait e´galement e´tendre aux syste`mes ayant plusieurs horloges et donc plusieurs unite´s de temps
(voir la section 2.2).
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5 Exemples
En guise d’illustration, on montre dans cette section comment utiliser la librairie ETVO
pour calculer les fonctions de transfert de deux syste`mes (ceux de´crits Fig.5 et Fig.7), l’un
est event-variant et l’autre time-variant. Dans les deux cas, on part d’une repre´sentation ou`
x =
(
x1 x2 x3 x4
)′
est le vecteur des signaux internes du syste`me, u le vecteur des entre´es
et y celui des sorties. La dynamique du syste`me s’e´crit alors
x = Ax⊕Bu, y = Cx.
Pour le GET value´ Fig.5, le syste`me est de´crit sur EJδK par
A =

ε ε ε β3γ
5µ2
δ2µ3 ε ε ε
ε e ε ε
ε ε β2δ
5 ε
 , B =

β2
ε
ε
ε
 , C = (ε β2 ε γ1) .
La relation entre´e-sortie s’exprime y = Hu = CA∗Bu. Le programme C++ de calcul de H est
donne´ ci-dessous. La classe etvo::matrix<T> e´tend les ope´rations aux matrices d’e´le´ments
pour Maxin Jγ, δK, EJδK et TJγK. On retrouve logiquement le meˆme re´sultat que celui obtenu a` la
fin de la section 3. C’est un syste`me event-variant (4, 3)-cyclique, qui ve´rifie donc Hγ4 = γ3H.
...
int main(){
matrix<seriesEd> A(4,4), B(4,1), C(1,4);
B(0,0)=eb(2); C(0,1)=eb(2); C(0,3)=eg(1); A(0,3)=eb(3)*eg(5)*em(2);
A(1,0)=em(3)*ed(2); A(2,1)=eg(0); A(3,2)=eb(2)*ed(5);
matrix<seriesEd> H=C*A.star()*B; // H de taille 1x1
H(0,0).toRight();
std::cout << H(0,0) << "\n";
//((m3.b4.g2+g1.m3.b4).d2+(g1.m3.b4.g2+g2.m3.b4).d7).[g2.d7]*
}
Conside´rons de´sormais la Fig.7 ou` un GET avec des temps de se´jour variables est de´crit. Les
temps de se´jour sont exprime´s par des se´quences pe´riodiques reporte´es sur le graphe. Dans TJγK,
les matrices qui relient les signaux du syste`me sont donne´es par
A =

ε ε ε γ2
δ1 ε ε ε
ε e ε ε
ε ε δ〈2,3,2〉 ε
 , B =

∆3
ε
ε
ε
 , C = (ε δ〈1,0〉 ε γ1) .
Le calcul du transfert G = CA∗B montre que ce syste`me est time-variant et 6-cyclique, soit
Gδ6 = δ6G. Pour cet exemple, on obtient G = δ〈1,4,3,2,3,2〉γ0⊕(δ〈4,6,5〉γ1⊕δ〈5,8,7,6,7,6〉γ2)(δ3γ2)∗.
...
int main(){
matrix<seriesTg> A(4,4),B(4,1),C(1,4);
B(0,0)=tD(3); C(0,1)=td({1,0}); C(0,3)=tg(1); A(0,3)=tg(2);
A(1,0)=td(1); A(2,1)=td(0); A(3,2)=td({2,3,2});
matrix<seriesTg> G=C*A.star()*B;
G(0,0).toRight();
std::cout << "G(0,0)=" << G(0,0) << "\n";
//G(0,0)=(((d-1.D6+d1.D6.d-3).g0)) + (d4.D3.g1+(d3.D6+d5.D6.d-3).g2).[d3.g2]*
std::cout << "G(0,0)=" << G(0,0).toStringAsDeltaVar() << "\n";
//G(0,0)=((d<1,4,3,2,3,2>.g0))+(d<4,6,5>.g1+d<5,8,7,6,7,6>.g2).[d3.g2]*
}
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Figure 7 – Sche´ma-bloc associe´ a` un GET a` temps de se´jour variable
6 Conclusion
Ce papier rappelle des e´le´ments de mode´lisation pour des Syste`mes a` Eve´nements Discrets
de´crits au moyen d’ope´rateurs e´le´mentaires. Dans les mode`les conside´re´s, les ope´rateurs sont
combine´s uniquement par synchronisation et composition. Cette approche permet de couvrir
la mode´lisation des Graphes d’Eve´nements Temporise´s (GET) ordinaires (syste`mes (max,+)
line´aires), des GET value´s (syste`mes avec une cyclicite´ e´ve´nementielle) et des GET avec des
temps de se´jour variant cycliquement (syste`mes avec une cyclicite´ temporelle). Pour exploiter
ces mode`les, la librairie logicielle ETVO (Event | Time Variant Operators) a e´te´ de´veloppe´e afin
d’automatiser le calcul des se´ries de transfert. Cette librairie, qui englobe et e´tend la librairie
MinMaxGD, permet d’aborder des proble`mes d’e´valuation de performance (calcul de transfert)
et de calcul de controˆleurs s’appuyant sur la the´orie de la re´siduation. Il reste a` e´tendre la
librairie ETVO pour prendre en compte simultane´ment tous les ope´rateurs γn, δt, µm, βb, ∨∨m,
∧∧ d. Sur le plan the´orique, les syste`mes obtenus sont a` la fois time-variant et event-variant et
leur e´tude de´taille´e est pre´sente´e dans la the`se de J.Trunk[12].
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