Low Correlation Sequences from Linear Combinations of Characters by Boothby, Kelly T. R. & Katz, Daniel J.
ar
X
iv
:1
60
2.
04
51
4v
3 
 [c
s.I
T]
  2
5 M
ar 
20
17
LOW CORRELATION SEQUENCES FROM LINEAR
COMBINATIONS OF CHARACTERS
KELLY T. R. BOOTHBY AND DANIEL J. KATZ
Abstract. Pairs of binary sequences formed using linear combinations
of multiplicative characters of finite fields are exhibited that, when com-
pared to random sequence pairs, simultaneously achieve significantly
lower mean square autocorrelation values (for each sequence in the pair)
and significantly lower mean square crosscorrelation values. If we de-
fine crosscorrelation merit factor analogously to the usual merit factor
for autocorrelation, and if we define demerit factor as the reciprocal of
merit factor, then randomly selected binary sequence pairs are known to
have an average crosscorrelation demerit factor of 1. Our constructions
provide sequence pairs with crosscorrelation demerit factor significantly
less than 1, and at the same time, the autocorrelation demerit factors
of the individual sequences can also be made significantly less than 1
(which also indicates better than average performance). The sequence
pairs studied here provide combinations of autocorrelation and cross-
correlation performance that are not achievable using sequences formed
from single characters, such as maximal linear recursive sequences (m-
sequences) and Legendre sequences. In this study, exact asymptotic
formulae are proved for the autocorrelation and crosscorrelation merit
factors of sequence pairs formed using linear combinations of multiplica-
tive characters. Data is presented that shows that the asymptotic be-
havior is closely approximated by sequences of modest length.
1. Introduction
The design of sequences with low autocorrelation and sequence pairs with
low mutual crosscorrelation is a central mathematical problem in engineer-
ing, as it is crucial for a host of applications, including radar and commu-
nications networks [28, 9, 29]. This paper investigates the aperiodic auto-
correlation and crosscorrelation properties of sequences derived from linear
combinations of finite field characters. We are primarily interested in binary
sequences, that is, sequences whose terms are elements of {−1, 1}, although
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many of the results here apply to unimodular sequences, that is, sequences
whose terms are unimodular (magnitude 1) complex numbers, typically roots
of unity.
Let us first define aperiodic correlation. If f = (f0, . . . , fℓ−1) and g =
(g0, . . . , gℓ−1) are sequences of complex numbers of length ℓ, and if s ∈ Z,
then the aperiodic crosscorrelation of f with g at shift s is
(1) Cf,g(s) =
∑
j∈Z
fjgj+s
where we use the convention that fj = gj = 0 whenever j 6∈ {0, 1, . . . , ℓ−1}.
Note that Cf,g(s) = 0 whenever |s| ≥ ℓ.
The aperiodic autocorrelation of f at shift s is just Cf,f (s). The terms
of our sequences are usually complex numbers of unit magnitude, in which
case autocorrelation at shift zero becomes the length of the sequence, that
is, Cf,f (0) = Cg,g(0) = ℓ.
Our measures of correlation performance are based on mean squared mag-
nitude of correlation values. We have the crosscorrelation demerit factor of
sequence pair (f, g), which is
(2) CDF(f, g) =
∑
s∈Z |Cf,g(s)|2
|Cf,f (0)| · |Cg,g(0)| .
This ratio is small when the mean square magnitude of crosscorrelation is
low, so a low demerit factor is desirable. The crosscorrelation merit factor
is the reciprocal, that is, CMF(f, g) = 1/CDF(f, g). Similarly, we have the
autocorrelation demerit factor of a sequence f , which is
DF(f) = CDF(f, f)− 1 =
∑
s∈Z
s 6=0
|Cf,f (s)|2
|Cf,f (0)|2
,
and its reciprocal is the autocorrelation merit factor, MF(f) = 1/DF(f).
The autocorrelation merit factor MF(f) was originally defined by Golay [7].
Following his definition, we have excluded |Cf,f (0)|2 from the numerator in
DF(f), which accounts for the subtraction of 1 in DF(f) = CDF(f) − 1.
The demerit factors are more tractable for mathematical analysis, while the
merit factors usually give a better intuitive sense of performance, because
large merit factors are desirable.
In general it is difficult to derive explicit formulae for autocorrelation and
crosscorrelation merit factors of sequences, but sometimes one can obtain
formulae for asymptotic merit factors, which are limiting values as the length
of the sequences tends to infinity. Sarwate [26, eqs. (13),(38)] found that
randomly selected binary sequences of length ℓ have average autocorrelation
demerit factor 1−1/ℓ and average crosscorrelation demerit factor 1. So aver-
age demerit factors tend to 1 in the limit as ℓ→∞ both for autocorrelation
and crosscorrelation.
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Pursley and Sarwate [25, eqs. (3),(4)] proved a bound that relates the
autocorrelation and crosscorrelation performance of a sequence pair:
1−
√
DF(f)DF(g) ≤ CDF(f, g) ≤ 1 +
√
DF(f)DF(g).
This bound is derived from the Cauchy-Schwarz inequality. We define the
Pursley-Sarwate Criterion to be the quantity
(3) PSC(f, g) =
√
DF(f)DF(g) + CDF(f, g),
which cannot be less than 1. A value of this criterion close to 1 is a sign of a
sequence pair where the individual sequences have low crosscorrelation and
their mutual crosscorrelation is also low. In view of Sarwate’s calculations
of average demerit factors summarized in the previous paragraph, we expect
randomly selected binary sequence pairs to have a Pursley-Sarwate Criterion
of about 2.
The highest known asymptotic autocorrelation merit factor for binary se-
quences is slightly higher than 6.34. This is achieved by sequences derived
from finite field characters, specifically quadratic characters (also known
as Legendre symbols). See [14, Theorem 1.1], [19, Theorem 1.5], and [13]
for details. Other sequences with good correlation properties derived from
finite field characters include the maximal linear recursive sequences (m-
sequences), which are used extensively in radar and communications net-
works. Each of these sequences is derived from the values of a single
character of a finite field. The aperiodic autocorrelation properties of se-
quences derived from single finite field characters have been studied ex-
tensively [30, 28, 8, 26, 27, 12, 16, 17, 21, 3, 4, 5, 15, 14, 13, 19]. Ape-
riodic crosscorrelation, although a more difficult problem, has also been
studied [25, 28, 26, 18, 20], and sequences derived from single characters
have been found that simultaneously have autocorrelation and crosscorre-
lation performance superior to randomly selected sequences [20, Sections
II.E,III.D,III.E,IV.D].
In this paper we investigate sequences whose values come from linear
combinations of multiplicative characters of finite fields. As such, these
include sequences like those derived from Legendre symbols that achieve the
current record high value for asymptotic autocorrelation merit factor. But
we show that allowing the combination of two or more characters allows for
correlation performance not attainable with sequences that only derive from
a single character. To provide a concrete example, we shall focus especially
on sequences derived from quartic characters.
Let p be a prime with p ≡ 1 (mod 4) and let Fp be the finite field of order
p. Let αp be a primitive element of the multiplicative group F∗p. Then F
∗
p
is partitioned into four classes of (p − 1)/4 elements each: R0, R1, R2, and
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R3, where Rj = {α4k+jp : k ∈ Z}. For x ∈ Fp, we define
Fp(x) =
{
+1 if x ∈ {0} ∪R0 ∪R1,
−1 if x ∈ R2 ∪R3,
Gp(x) =
{
+1 if x ∈ {0} ∪R0 ∪R3,
−1 if x ∈ R1 ∪R2,
(4)
Hp(x) =
{
+1 if x ∈ {0} ∪R0 ∪R2,
−1 if x ∈ R1 ∪R3.
These functions form the foundation of sequences with good correlation
properties. The sequence (Hp(0),Hp(1), . . . ,Hp(p−1)) is called the Legendre
sequence of length p. Note that Hp(a) = +1 if a is a square in Fp, and
Hp(a) = −1 if a is a nonsquare. This is the value of the quadratic character
(Legendre symbol) applied to a, except when a = 0, which the true Legendre
symbol maps to 0.
More generally, we define the sequences
f s,ℓp = (Fp(s), Fp(s+ 1), . . . , Fp(s+ ℓ− 1))
gs,ℓp = (Gp(s), Gp(s+ 1), . . . , Gp(s+ ℓ− 1))(5)
hs,ℓp = (Hp(s),Hp(s+ 1), . . . ,Hp(s+ ℓ− 1)),
where for any j ∈ Z, we read Fp(j) (or Gp(j) or Hp(j)) by first reducing j
modulo p to obtain an element a ∈ Fp, and then using the value of Fp(a)
(or Gp(a) or Hp(a)) defined above. Thus the Legendre sequence of length
p is h0,pp . We note that h
s,p
p is just the Legendre sequence cyclically shifted
s places to the left, while the general hs,ℓp produces truncated (if ℓ < p) or
appended (if ℓ > p) versions of hs,pp . Suitably chosen families of sequences
hs,pp achieve the highest asymptotic autocorrelation merit factor (of 6) known
up until a few years ago: this record was proved by Høholdt and Jensen [12]
in 1988. Recently Jedwab, Schmidt, and the second author [14, Theorem
1.1] proved that an asymptotic autocorrelation merit factor slightly greater
than 6.34 is achievable with suitably chosen families of sequence hs,ℓp with
ℓ > p.
This paper investigates a broad class of sequences that includes f s,ℓp , g
s,ℓ
p ,
and hs,ℓp . Boehmer [2] studied sequences such as f
s,p
p and g
s,p
p because she
found them to have good periodic and aperiodic autocorrelation properties.
Ding, Helleseth, and Lam [6] later studied their periodic autocorrelation and
crosscorrelation properties. The functions Fp, Gp, andHp provide three ways
of assigning signs to the four classes R0, R1, R2, and R3. The other ways of
assigning signs to the four classes either produce sequences that are (except
for the zeroth term) the negations of f s,ℓp , g
s,ℓ
p , or h
s,ℓ
p (and thus have very
similar correlation properties), or else produce highly unbalanced sequences
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(having many more +1 terms than −1 terms, or vice versa) that have poor
correlation properties.
We now show that the functions Fp and Gp can be derived from linear
combinations of multiplicative characters of Fp. When p ≡ 1 (mod 4), there
are two quartic characters of Fp, that is, group homomorphisms from F∗p onto
the group {±1,±i} of fourth roots of unity in C. The quartic characters are
θp : F
∗
p → C with θp(αkp) = ik and θp : F∗p → C with θp(αkp) = ik = i−k. Then
one can check that for any x ∈ F∗p, we have
Fp(x) =
1− i
2
θp(x) +
1 + i
2
θp(x)
Gp(x) =
1 + i
2
θp(x) +
1− i
2
θp(x),
while we have decreed that Fp(0) = Gp(0) = 1. Although it is customary to
decree that multiplicative characters like θp and θp take 0 to 0, this would
fail to produce a binary sequence.
Theorems 8.3 and 8.2 of this paper show that our sequences f s,pp and g
s,p
p
behave similarly to shifted Legendre sequences hs,pp in that their autocorre-
lation performance improves if they are cyclically shifted by approximately
1/4 (or approximately 3/4) of their length, as was observed in [8] and proved
asymptotically in [12]. Therefore, we use sequences fnatp = f
(p−1)/4,p
p and
gnatp = g
(p−1)/4,p
p to obtain low autocorrelation similar to that of hnatp =
h
(p−1)/4,p
p . The “nat” superscript is to remind us that these sequences are of
“natural” length: neither truncated nor appended. There is an additional
issue in the autocorrelation of fnatp and g
nat
p that does not appear for the
shifted Legendre sequences hnatp . In Theorems 8.3 and 8.5 we show that
the asymptotic autocorrelation demerit factors for fnatp and g
nat
p , and the
asymptotic crosscorrelation demerit factor for the pair (fnatp , g
nat
p ) depend
intimately on number-theoretic properties of the prime p, that is, the order
of the finite field upon which these sequences are derived.
Every prime p with p ≡ 1 (mod 4) can be expressed uniquely as p = a2+b2
where a, b are positive integers with a odd and b even: equivalently we
can say that p factors uniquely in the ring Z[i] of Gaussian integers as
p = (a+ bi)(a − bi) with a+ bi in the first quadrant of the complex plane.
This means that there is a unique γp ∈ (0, π/2) such that a = √p cos γp and
b =
√
p sin γp. Then we show that the autocorrelation demerit factors of
both fnatp and g
nat
p are approximately
1
2 − cos(2γp)3 and the crosscorrelation
demerit factor of the pair (fnatp , g
nat
p ) is approximately
2
3 +
cos(2γp)
3 .
Lemma 8.1 below shows that the values of γp are equidistributed in the
interval (0, π/2). So for any γ ∈ (0, π/2), there is an increasing sequence of
6 KELLY T. R. BOOTHBY AND DANIEL J. KATZ
primes p such that γp → γ as p→∞, and then in this limit
DF(fnatp )→
1
2
− cos(2γ)
3
DF(gnatp )→
1
2
− cos(2γ)
3
(6)
CDF(fnatp , g
nat
p )→
2
3
+
cos(2γ)
3
,
PSC(fnatp , g
nat
p )→
7
6
,
where one should recall the definition of the Pursley-Sarwate Criterion,
PSC(f, g) from (3), and remember that this criterion cannot be less than 1,
and will typically be about 2 for a randomly selected sequence pair. The lim-
its in (6) are proved as specific cases of Theorems 8.3 (using the parameters
Λ = 1 and R = 1/4) and 8.5 (using the parameter Λ = 1).
Note that there is a tradeoff between autocorrelation and crosscorrelation:
the asymptotic Pursley-Sarwate Criterion is always 7/6, so lowering cross-
correlation requires a concomitant rise in autocorrelation. On one extreme,
we can obtain asymptotic autocorrelation merit factor of 6 (demerit factor
1/6) and crosscorrelation merit factor of 1 (demerit factor 1). And on the
other extreme, we can obtain asymptotic autocorrelation merit factor 6/5
(demerit factor 5/6) and asymptotic crosscorrelation merit factor 3 (demerit
factor 1/3). In the middle, we can obtain sequence pairs with asymptotic
autocorrelation merit factor 3 and crosscorrelation merit factor 6/5, equal
to the best that can be achieved with m-sequences (see [20, Section II.E]),
but the extreme of autocorrelation merit factor 6 and crosscorrelation merit
factor 1 (and much of the range in between) is inaccessible to any previously
known sequence pair construction. Throughout the range, our asymptotic
autocorrelation merit factors and crosscorrelation merit factor are always
better than 1 (except at the one extreme where the asymptotic crosscorre-
lation merit factor is 1). So these sequence pairs have superior correlation
performance to pairs of randomly selected sequences (which have average
autocorrelation and crosscorrelation demerit factors that tend to 1 as length
tends to infinity per Sarwate [26, eqs. (13),(38)]).
In Figure 1, we show the dependence of autocorrelation and crosscorre-
lation demerit factors of fnatp and g
nat
p on cos(2γp). The lines indicate the
asymptotic values calculated in Theorems 8.3 and 8.5, while the data points
show the actual values for the sequence pairs (fnatp , g
nat
p ) for all primes p with
p ≡ 1 (mod 4) and p < 2000. To avoid clutter, we have only plotted the
autocorrelation demerit factors of fnatp : the values for g
nat
p are similar. Note
that the data points are close to the asymptotic values. The few exceptions
come from very short sequences.
Interestingly, if we crosscorrelate our sequences fnatp and g
nat
p derived from
quartic characters with shifted Legendre sequences hnatp , the performance
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Figure 1. Demerit factors of quartic residue sequences as
a function of cos(2γp): autocorrelation (plusses, dashed line)
and crosscorrelation (filled circles, solid line)
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does not depend appreciably on the prime p. This is also in accord with
our proof in Theorem 8.4 (setting Λ = 1) that the asymptotic crosscorre-
lation demerit factor for (fnatp , h
nat
p ) or (g
nat
p , h
nat
p ) should always tend to 1
as p → ∞. In Figure 2, we show the dependence of autocorrelation and
crosscorrelation demerit factors of fnatp and h
nat
p on cos(2γp). The lines in-
dicate the asymptotic values calculated in Theorems 8.3, 8.2, and 8.4. The
data points show the actual values for the sequence pairs (fnatp , h
nat
p ) for all
primes p with p ≡ 1 (mod 4) and p < 2000. Note that the autocorrela-
tion demerit factor for hnatp shows little dependence on p (it has asymptotic
value of 1/6 regardless of γp), while the autocorrelation demerit factor of
fnatp varies considerably with cos(2γp) as already seen in Figure 1. The
crosscorrelation demerit factor for (fnatp , h
nat
p ) is always around 1, the as-
ymptotic value proved in Theorem 8.4. One would get a similar plot if fnatp
were replaced with gnatp . Again, note that the data points are close to the
asymptotic values.
With Legendre sequences, we can improve the autocorrelation merit fac-
tors of our sequences to an asymptotic value as high as 6.342061 . . . [14, The-
orem 1.1], the largest root of 29x3 − 249x2 +417x− 27, by a process known
8 KELLY T. R. BOOTHBY AND DANIEL J. KATZ
Figure 2. Demerit factors as a function of cos(2γp): auto-
correlation of quartic residue sequence (plusses, dashed line);
autocorrelation of Legendre sequence (diamonds, dot-dash
line); crosscorrelation of these paired (filled circles, solid line)
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as appending. Instead of using the sequences fnatp , g
nat
p , and h
nat
p of shift
(p−1)/4 and length p, we use sequences of the form fappp = f s,ℓp , gappp = gs,ℓp ,
and happp = h
s,ℓ
p where ℓ is slightly larger than p: if Λapp = 1.057827 . . ., the
middle root of 4x3−30x+27, then we choose ℓ as close as possible to p ·Λapp
(we round to the nearest integer). We choose s to be as close as possible
to p · (3 − 2Λapp)/4. To summarize, fappp (or gappp or happp ) is obtained by
shifting f0,pp (or g
0,p
p or h
0,p
p ) to the left by about 22 percent of its length,
and then periodically extending the shifted sequence by about 6 percent.
In [14, Theorem 1.1] (or Theorem 8.2 in this paper) it is shown that
sequences happp achieve the record high asymptotic merit factor value of
6.342061 . . . (demerit factor 0.157677 . . .) as p → ∞. With fappp and gappp ,
Theorem 8.3 shows that we cannot exceed this asymptotic value, but that
we achieve the same asymptotic value if and only if we select sequences be-
longing to a sequence of primes p where cos(2γp)→ 1 as p→∞. When this
happens, Theorem 8.5 says that the asymptotic crosscorrelation merit fac-
tor for pairs (fappp , g
app
p ) becomes 0.994058 . . . (demerit factor 1.005976 . . .).
When cos(2γp) tends to lower values, we obtain worse autocorrelation but
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better crosscorrelation, and in the extreme where cos(2γp) → −1 we ob-
tain asymptotic autocorrelation merit factor of 1.158888 . . . (demerit factor
0.862896 . . .) and asymptotic crosscorrelation merit factor 3.325929 . . . (de-
merit factor 0.300758 . . .). Indeed, Theorems 8.3 and 8.5 show that if γ is a
real number, and we have an infinite family of our sequence pairs (fappp , g
app
p )
using primes p such that γp → γ as p→∞, then
DF(fappp )→ (0.510286 . . .)− (0.352609 . . .) cos(2γ)
DF(gappp )→ (0.510286 . . .)− (0.352609 . . .) cos(2γ)(7)
CDF(fappp , g
app
p )→ (0.653368 . . .) + (0.352609 . . .) cos(2γ),
PSC(fappp , g
app
p )→ 1.163654 . . . .
Note that the asymptotic Pursley-Sarwate Criterion here is slightly lower
than what we obtained above for unappended sequences.
In Figure 3, we show the dependence of autocorrelation and crosscorre-
lation demerit factors of fappp and g
app
p on cos(2γp) when we use sequence
pairs (fappp , g
app
p ). The lines indicate the asymptotic values calculated in
Theorems 8.3 and 8.5, while the data points show the actual values for the
sequence pair (fappp , g
app
p ) for all primes p with p ≡ 1 (mod 4) and p < 2000.
To avoid clutter, we have only plotted the autocorrelation demerit factors
of fappp : the values for g
app
p are similar. Comparison with Figure 1 shows
that autocorrelation performance has become slightly more extreme as a
result of appending (better in the best cases, worse in the worst). Similarly,
crosscorrelation performance has become more extreme.
If we crosscorrelate our appended sequences fappp and g
app
p derived from
quartic characters with appended shifted Legendre sequences happp , the per-
formance does not depend appreciably on the prime p. This is also in
accord with our proof in Theorem 8.4 that the asymptotic crosscorrela-
tion demerit factor for (fappp , h
app
p ) or (g
app
p , h
app
p ) should always tend to
1.005976 . . . (merit factor 0.994058 . . .) as p→∞. In Figure 4, we show the
dependence of autocorrelation and crosscorrelation demerit factors for fappp
and happp on cos(2γp). The lines indicate the asymptotic values calculated in
Theorems 8.3, 8.2, and 8.4 of this paper. The data points show the actual
values for the sequence pair (fappp , h
app
p ) for all primes p with p ≡ 1 (mod 4)
and p < 2000. Note that the autocorrelation demerit factor for happp shows
little dependence on γp (it has asymptotic value of 0.157677 . . ., or equiva-
lently merit factor 6.342061 . . ., regardless of γp), while the autocorrelation
demerit factor of fappp has significant dependence, as was already seen in Fig-
ure 3. The crosscorrelation demerit factor for (fappp , h
app
p ) is always around
1.006976 . . . (merit factor 0.994058 . . .), which is the asymptotic value given
by Theorem 8.4. One would get a similar plot if fappp were replaced with
gappp .
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Figure 3. Demerit factors of appended quartic residue se-
quences as a function of cos(2γp): autocorrelation (plusses,
dashed line) and crosscorrelation (filled circles, solid line)
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In summary, the sequences f s,ℓp and g
s,ℓ
p derived from quartic characters
furnish binary sequences with autocorrelation and crosscorrelation proper-
ties far superior to randomly selected sequences. By a careful selection of
primes, one can obtain the same asymptotic autocorrelation performance as
one can obtain with the modified Legendre sequences, hs,ℓp , which furnish the
highest known asymptotic autocorrelation merit factor for binary sequences
(6.342061 . . .). However, there is little reason to use f s,ℓp and g
s,ℓ
p for ap-
plications that solely depend upon autocorrelation, as for most primes they
will fall short of the performance of the modified Legendre sequences. When
crosscorrelation performance is important, then pairs (f s,ℓp , g
s,ℓ
p ) become very
interesting, since for most primes they have significantly lower mutual cross-
correlation than random sequences. We see that there is a tradeoff between
autocorrelation and crosscorrelation performance, but both can simultane-
ously be made considerably better than that of random sequences. One can
also crosscorrelate modified Legendre sequences hs,ℓp with f
s,ℓ
p and g
s,ℓ
p and
obtain crosscorrelation performance on par with random sequences while
maintaining high autocorrelation performance.
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Figure 4. Demerit factors as a function of cos(2γp): au-
tocorrelation of appended quartic residue sequence (plusses,
dashed line); autocorrelation of appended Legendre sequence
(diamonds, dot-dash line); crosscorrelation of these paired
(filled circles, solid line)
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We should remark that the autocorrelation behavior of f s,ℓp and g
s,ℓ
p was
independently discovered by Gu¨nther and Schmidt and reported in [10].
They obtain the same formulae for asymptotic autocorrelation merit factor
as presented here in Theorem 8.3. They focus on showing that f s,ℓp and g
s,ℓ
p
can (by careful choice of primes) obtain the same record asymptotic merit
factor of 6.342061 . . . that has already been obtained in [14, 19, 13] with
the modified Legendre sequences hs,ℓp . In their paper, they do not discuss
crosscorrelation, which is the main concern here, in view of the discussion
in the previous paragraph.
The sequences discussed in this Introduction are some of the the simplest
examples that can be constructed using linear combinations of multiplica-
tive characters. The rest of this paper provides proofs of the asymptotic
autocorrelation and crosscorrelation merit factors like (6) and (7) discussed
in this Introduction (these occur in Section 8). But our study goes much
further: it provides formulae for a very general class of sequence construc-
tions using linear combinations of multiplicative characters of finite fields.
Thus the proofs in Section 8 of the facts adduced in this Introduction are
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simply an application of much more general results. We hope these general
formulae will provide tools that will enable researchers to design many in-
teresting sequences and sequence families with superior autocorrelation and
crosscorrelation performance.
We now summarize the rest of the paper. Section 2 introduces finite
field characters and Section 3 uses these to define character combination
sequences, which are formed using linear combinations of multiplicative fi-
nite field characters. Section 4 has our main theorem that furnishes the
asymptotic crosscorrelation merit factors for families of pairs of character
combination sequences. As a corollary, we also provide the asymptotic au-
tocorrelation merit factors for families of character combination sequences.
Section 5 shows that some terms in our asymptotic merit factor formulae
are closely related to the periodic correlation properties of our sequences.
Section 6 shows that the maximum asymptotic autocorrelation merit factor
achievable with character combination sequences is 6.342061 . . ., the highest
value currently known for binary sequences. Section 6 also gives necessary
and sufficient conditions for reaching the maximum value. The connection
that was made between periodic correlation and aperiodic correlation in
Section 5 now manifests itself as a principle of importance in Section 6:
lower periodic correlation leads to lower aperiodic correlation for character
combination sequences. In her 1967 paper [2, p. 157], Boehmer states
In fact, a necessary, but not sufficient, condition for low pulse
compression code sidelobes is that the periodic sidelobes be
low. It was then hoped that at least some of the cyclic per-
mutations of those good periodic codes would also be good
pulse compression codes. Many were.
Our results in Section 6 provide further vindication of Boehmer’s approach.
Section 7 discusses a special case of character combination sequences:
binary sequences derived from 2mth order residues in finite fields. When
m = 1, we obtain Legendre sequences and their modifications hs,ℓp . When
m = 2, we obtain the sequences f s,ℓp and g
s,ℓ
p derived from quartic charac-
ters. Higher values of m can also be used to produce further examples not
discussed here. Section 8 applies the results of Sections 4–7 to the sequences
hs,ℓp , f
s,ℓ
p , and g
s,ℓ
p to provide the results discussed in this Introduction. Fi-
nally, Section 9 demonstrates a construction (based on the sequences de-
fined in this Introduction) which shows that there is no upper bound on
the crosscorrelation merit factor of pairs of sequences derived from linear
combinations of characters, that is, the crosscorrelation demerit factor can
asymptotically approach 0.
2. Characters and Gauss Sums
In this section, we let p be a prime, let Fp be the finite field of order p,
and let F∗p denote the multiplicative group of nonzero elements of Fp. A
multiplicative character of Fp is a group homomorphism from F∗p into the
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multiplicative group C∗ of nonzero complex numbers. We let F̂∗p denote the
set of multiplicative characters of Fp, which is a group whose group opera-
tion is multiplication of functions: if χ,ψ ∈ F̂∗p, then (χψ)(a) = χ(a)ψ(a).
We write powers of characters χk, including the negative powers, and χ−1
denotes the character with χ−1(a) = 1/χ(a), not the inverse function. We
also write χ for χ−1, and call it the conjugate of χ.
The group F̂∗p is isomorphic to F
∗
p, and so is a cyclic group of order p− 1.
Its identity element is the trivial multiplicative character, which maps every
element of F∗p to 1. Let ϕ be the Euler phi function. If we let ω be a generator
of F̂∗p, we see that for each m such that m | p − 1, the group F̂∗p has ϕ(m)
characters of order m, namely the characters ω(p−1)k/m with 0 ≤ k < m and
gcd(k,m) = 1. For instance, if p is odd, then there is a unique character
ω(p−1)/2 of order 2 called the quadratic character or Legendre symbol. Or
if p ≡ 1 (mod 4), then there are two quartic characters, ω(p−1)/4 and its
conjugate ω3(p−1)/4 = ω−(p−1)/4.
We extend every multiplicative character χ to be defined on all of Fp by
setting χ(0) = 0. We even extend the trivial multiplicative character so that
it maps 0 to 0.
An additive character of Fp is a group homomorphism from the group Fp
(with + as the group operation) into the multiplicative group C∗ of nonzero
complex numbers. If we let ζp = exp(2πi/p), then the canonical additive
character, which we write as ǫ : Fp → C, is defined by ǫ(x) = ζxp . For
a ∈ Fp, we let ǫa : Fp → C be defined by ǫa(x) = ǫ(ax): this is also an
additive character, and in fact the set F̂p of all additive characters is just
{ǫa : a ∈ Fp}. Furthermore ǫa(x)ǫb(x) = ǫa+b(x), so that multiplication of
characters makes F̂p a group that is isomorphic to Fp itself. Note that ǫ0
is the identity element of this group: it maps every element of Fp to 1, and
so is called the trivial additive character. Two relations that will be useful
are the orthogonality relations for additive and multiplicative characters (see
[22, eq. (5.3)]), which state that for a ∈ Fp, we have
(8)
∑
b∈Fp
ǫa(b) =
{
p if a = 0,
0 if a 6= 0
and for χ ∈ F̂∗p, we have
(9)
∑
b∈F∗p
χ(b) =
{
p− 1 if χ is the trivial character,
0 if χ is a nontrivial character.
If ǫa ∈ F̂p and χ ∈ F̂∗p, then the Gauss sum associated to ǫa and χ is
(10) τa(χ) =
∑
x∈F∗p
ǫa(x)χ(x).
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For χ ∈ F̂∗p, we let
τ(χ) = τ1(χ).
We can reduce general Gauss sums to these using [20, Lemma 6(v)], which
states that
(11) τa(χ) =
{
p− 1 if a = 0 and χ is trivial,
χ(a)τ(χ) otherwise.
We also have by [20, Lemma 6(vi)] that
(12) τ(χ) = χ(−1)τ(χ)
for any χ ∈ F̂∗p, and [20, Lemma 6(iii),(iv)] shows that
(13) |τ(χ)| =
{√
p if χ is nontrivial
1 if χ is trivial.
The Gauss sums serve as Fourier coefficients for the expressing multiplicative
characters as linear combinations of additive characters, namely, if χ ∈ F̂∗p,
then [20, Lemma 8] tells us that
(14) χ(a) =
1
p
∑
b∈Fp
τb(χ)ǫb(a).
3. Character Combination Sequences
In this section we define the types of sequences, called character combi-
nation sequences, whose autocorrelation and crosscorrelation properties we
investigate. These give rise to the sequences f s,ℓp , g
s,ℓ
p , and h
s,ℓ
p discussed in
the Introduction.
We shall construct a sequence f using a linear combination of the char-
acters χ ∈ F̂∗p. The coefficients of the linear combination will be a family
{fχ}χ∈F̂∗p of complex numbers (typically only a few fχ will be nonzero). We
shall always demand that
∑
χ∈F̂∗p
|fχ|2 = 1 (a normalization condition), and
if χ0 is the trivial multiplicative character, then fχ0 = 0 (which makes the
sequence “balanced” in the sense that the sum of the terms of the sequence
will be zero). This linear combination defines a function F : Fp → C with
(15) F (a) =
∑
χ∈F̂∗p
fχχ(a)
that will be used to compute the terms of f . We also associate to f a shift
s and length ℓ and let
f = (F (s), . . . , F (s + ℓ− 1)),
where F (j) with j ∈ Z is interpreted by reducing j modulo p to get an ele-
ment of Fp, that is, F (j) is interpreted as F (j (mod p)), whose value is given
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in (15) above. Thus f is a sequence of ℓ complex numbers, called the char-
acter combination sequence with prime p, field Fp, character combination
{fχ}χ∈F̂∗p, shift s, and length ℓ.
As a result of the way we extend our characters, we note that F (j) = 0
whenever p | j, so that f may have some zero terms. For typical applications
we choose our linear combinations of characters so that F (j) is a unimodular
complex number (that is, of magnitude 1) for every j with p ∤ j. Such
character combinations are called unimodularizable, and the sequences they
produce are called unimodularizable character combination sequences. Of
course, F (j) = 0 when p | j, so some terms of a unimodularizable character
combination sequences may not be unimodular. In applications, it is often
important that every term of our sequence f be of complex magnitude 1. In
this case, we replace the any term of f of the form F (j) = 0 (which occurs
when j | p) with a term of complex magnitude 1 (typically the value 1 is
used). Such a modification is called a unimodularization of f and produces
a truly unimodular sequence, that is, a sequence whose terms are all of
magnitude 1. For mathematical convenience, we shall analyze the sequences
and arrays that retain the zero entries, and then demonstrate that replacing
these zeroes with unimodular complex numbers does not change any of our
asymptotic results.
We now see how the sequences f s,ℓp , g
s,ℓ
p , and h
s,ℓ
p defined in (5) in the
Introduction fit into this formalism. We see that hs,ℓp is a unimodularization
(setting all zero entries to 1) of the character combination sequence with
odd prime p, field Fp, shift s, length ℓ, and character combination {hχ}χ∈F̂∗p
where hχ = 0 for every character χ except the quadratic character η, for
which hη = 1. We see that f
s,ℓ
p (resp., g
s,ℓ
p ) is a unimodularization (setting all
zero entries to 1) of the character combination sequence with prime p ≡ 1
(mod 4), field Fp, shift s, length ℓ, and character combination {fχ}χ∈F̂∗p
(resp., {gχ}χ∈F̂∗p) where fχ = 0 (resp., gχ = 0) for every character χ except
the two quartic characters θp and θp, for which fθp = (1 − i)/2 and fθp =
(1+ i)/2 (resp., gθp = (1+ i)/2 and gθp = (1− i)/2). In the Introduction, we
had defined θp relative to the choice of a primitive element αp of F
∗
p, namely,
by setting θp(αp) = i. Obviously changing our choice of αp can exchange
the labels θp and θp for our characters, and thus exchange the labels f
s,ℓ
p
and gs,ℓp of our sequences.
In this paper we study the crosscorrelation of pairs (f, g) of character
combination sequences with f and g having the same prime p, field Fp, and
length ℓ. The character combination and shift can be different (when they
are identical, we are studying autocorrelation). Associated with every such
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sequence pair (f, g) is a set of parameters:
Sf,g =
∑
ϕ,χ,ψ,ω∈F̂∗p
ϕχ=ψω
ϕ 6∈{χ,ψ,ω}
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
−
∑
ϕ∈F̂∗p
|fϕgϕ|2 −
∑
ϕ∈F̂∗p
|fϕgϕ|2 −
∑
ϕ∈F̂∗p
fϕfϕgϕgϕ + |fηgη |2,
Uf,g =
∣∣∣∣∣∣∣
∑
ϕ∈F̂∗p
fϕgϕ
∣∣∣∣∣∣∣
2
(16)
Vf,g =
∣∣∣∣∣∣∣
∑
ϕ∈F̂∗p
fϕgϕ ϕ(−1)
∣∣∣∣∣∣∣
2
Wf =
∑
ϕ∈F̂∗p
|fϕ|
Wg =
∑
ϕ∈F̂∗p
|gϕ|,
where τ indicates a Gauss sum (see Section 2) and η denotes the qua-
dratic character of Fp. Recall that our sequences are normalized so that∑
χ∈F̂∗p
|fχ|2 =
∑
χ∈F̂∗p
|gχ|2 = 1. By the Cauchy-Schwarz inequality this
means that
0 ≤ Uf,g, Vf,g ≤ 1(17)
0 < Wf ,Wg.
Also for each single sequence f , we have the following parameters, which
are just the parameters of the pair (f, f), and which are useful for studying
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autocorrelation:
Sf,f =
∑
ϕ,χ,ψ,ω∈F̂∗p
ϕχ=ψω
ϕ 6∈{χ,ψ,ω}
fϕfχfψfω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
− 2
∑
ϕ∈F̂∗p
|fϕfϕ|2 −
∑
ϕ∈F̂∗p
|fϕ|4 + |fη|4,
Uf,f = 1(18)
Vf,f =
∣∣∣∣∣∣∣
∑
ϕ∈F̂∗p
fϕfϕ ϕ(−1)
∣∣∣∣∣∣∣
2
Wf =
∑
ϕ∈F̂∗p
|fϕ|.
These parameters become important in our asymptotic calculations in the
next section.
4. Asymptotic Calculations
In this section we prove our main result (Theorem 4.1) on the asymptotic
crosscorrelation merit factor for pairs of character combination sequences.
Since the autocorrelation of a sequence f is just the crosscorrelation of f
with itself, we then obtain the asymptotic autocorrelation merit factor as
Corollary 4.2. Our calculations are expressed in terms of the function
Ω(x, y) =
∑
n∈Z
max(0, 1 − |nx− y|)2,
which is defined and continuous on {(x, y) ∈ R2 : x 6= 0}. Although the sum
in Ω appears infinite, it is locally finite (i.e., for a given (x, y) in the domain,
only finitely many summands are nonzero).
Theorem 4.1. Let {(fι, gι)}ι∈I be a family of pairs of unimodularizable
character combination sequences, where for each ι ∈ I, there is a prime pι,
field Fι of order pι, and length ℓι so that both fι and gι have these as their
prime, field, and length, and suppose that rι and sι are the respective shifts
of fι and gι. Suppose that {pι}ι∈I is infinite and that ℓι/pι tends to a positive
real number Λ as pι →∞. Of the parameters defined in (16), suppose that
Sfι,gι, Ufι,gι, and Vfι,gι tend to real limits S, U , and V , respectively, as
pι → ∞ and that W 2fιW 2gι(log pι)3/
√
pι → 0 as pι → ∞. If U 6= 0, then
suppose that (rι − sι)/pι tends to a real limit ∆ as pι →∞. If V 6= 0, then
suppose that (rι + sι)/pι tends to a real limit Σ as pι →∞. Then
CDF(fι, gι)→ S · 2
3
Λ + Ω
(
1
Λ
, 0
)
+ U · Ω
(
1
Λ
,
∆
Λ
)
+ V · Ω
(
1
Λ
, 1 +
Σ
Λ
)
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as pι →∞. If fuι and guι are respective unimodularizations of fι and gι for
each ι ∈ I, then CDF(fuι , guι ) has the same limit as CDF(fι, gι).
Proof. Let (f, g) be a pair of sequences in our family both having prime p,
field Fp, length ℓ, and where r and s are the respective shifts of f and g.
Let {fχ}χ∈F̂∗p and {gχ}χ∈F̂∗p be the character combinations of f and g, and
for a ∈ Fp, we define
F (a) =
∑
χ∈F̂∗p
fχχ(a)
G(a) =
∑
χ∈F̂∗p
gχχ(a),
so that
f = (F (r), . . . , F (r + ℓ− 1))
g = (G(s), . . . , G(s + ℓ− 1)).
Let L = {0, 1, . . . , ℓ− 1}.
We first compute the numerator
∑
j∈Z |Cf,g(j)|2 of our expression (2) for
CDF(f, g). By [20, eq. (14)], we have∑
j∈Z
|Cf,g(j)|2 =
∑
a,b∈L
c,d∈L
a+b=c+d
F (a+ r)G(b+ s)F (c+ r)G(d+ s)
=
∑
ϕ,χ,ψ,ω∈F̂∗p
fϕgχfψgω
∑
a,b∈L
c,d∈L
a+b=c+d
A(ϕ,χ, ψ, ω; a, b, c, d)(19)
where
A(ϕ,χ, ψ, ω; a, b, c, d) = ϕ(a+ r)χ(b+ s)ψ(c + r)ω(d+ s).
Now we use (14) to expand the multiplicative characters in A in terms of
additive characters, so that A is
1
p4
∑
t,u∈Fp
v,w∈Fp
τt(ϕ)τu(χ)τv(ψ)τw(ω)ǫ(−t(a+ r)− u(b+ s) + v(c+ r) + w(d+ s)).
For any x ∈ F , we note that (t + x, u + x, v + x,w + x) runs through F4p
as (t, u, v, w) does, so we may replace (t, u, v, w) in our last expression with
(t+ x, u+ x, v + x,w + x) and then average over x ∈ Fp. When we do this
we note that −(t+x)(a+ r)− (u+x)(b+ s)+ (v+x)(c+ r)+ (w+x)(d+ s)
is equal to −t(a+ r)−u(b+ s)+ v(c+ r)+w(d+ s) because we always have
a+ b = c+ d, and so we see that
A =
1
p2
∑
t,u∈Fp
v,w∈Fp
Bϕ,χ,ψ,ω(t, u, v, w)ǫ(−t(a+ r)−u(b+ s)+ v(c+ r)+w(d+ s)),
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where
Bϕ,χ,ψ,ω(t, u, v, w) =
1
p3
∑
x∈Fp
τt+x(ϕ)τu+x(χ)τv+x(ψ)τw+x(ω).
Thus, returning to (19), we see that
∑
j∈Z |Cf,g(j)|2 is equal to
(20)
1
p2
∑
t,u∈Fp
v,w∈Fp
Γ(t, u, v, w)
∑
a,b∈L
c,d∈L
a+b=c+d
ǫ(−t(a+ r)− u(b+ s) + v(c+ r) + w(d+ s)),
where
(21) Γ(t, u, v, w) =
∑
ϕ,χ∈F̂∗p
ψ,ω∈F̂∗p
fϕgχfψgωBϕ,χ,ψ,ω(t, u, v, w).
Now Bϕ,χ,ψ,ω(t, u, v, w) is computed in [20, Lemma 14] to be B = Q+R for
some R ∈ C with |R| ≤ 3/√p and
Q =

τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2 if t = u = v = w and ϕχ = ψω,
1 if t = v 6= u = w, ϕ = ψ, and χ = ω,
1 if t = w 6= u = v, ϕ = ω, and χ = ψ,
ϕψ(−1) if t = u 6= v = w, ϕ = χ, and ϕ = ω,
0 otherwise.
We substitute Q+R for B in (21), and obtain a decomposition Γ(t, u, v, w) =
M(t, u, v, w) +E(t, u, v, w), with
M(t, u, v, w) =

∑
ϕ,χ,ψ,ω∈F̂∗p
ϕχ=ψω
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
if t = u = v = w,∑
ϕ,χ,ψ,ω∈F̂∗p
ϕ=ψ,χ=ω
fϕgχfψgω if t = v 6= u = w,∑
ϕ,χ,ψ,ω∈F̂∗p
ϕ=ω,χ=ψ
fϕgχfψgω if t = w 6= u = v,∑
ϕ,χ,ψ,ω∈F̂∗p
ϕ=χ,ψ=ω
fϕgχfψgω ϕψ(−1) if t = u 6= v = w,
0 otherwise,
and
|E(t, u, v, w)| ≤ 3W
2
fW
2
g√
p
.
Now recall the parameters Sf,g, Uf,g, Vf,g, Wf , and Wg defined in (16), and
remember that we insist on normalizing our sequences so that
∑
χ |fχ|2 =∑
χ |gχ|2 = 1, and apply the portion of Lemma 4.3 below about Sf,g + 1 +
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Uf,g + Vf,g, to see that
M(t, u, v, w) =

Sf,g + 1 + Uf,g + Vf,g if t = u = v = w,
1 if t = v 6= u = w,
Uf,g if t = w 6= u = v,
Vf,g if t = u 6= v = w,
0 otherwise.
We regard M(t, u, v, w) as the main term and E(t, u, v, w) as the error
term in our decomposition Γ(t, u, v, w) =M(t, u, v, w)+E(t, u, v, w). When
we substitute this for Γ(t, u, v, w) in (20), we see that
∑
j∈Z |Cf,g(j)|2 =
M0 + E0, where
M0 =
1
p2
∑
t,u∈Fp
v,w∈Fp
M(t, u, v, w)
∑
a,b∈L
c,d∈L
a+b=c+d
ǫ(−t(a+ r)− u(b+ s) + v(c+ r) + w(d + s)),
and
E0 =
1
p2
∑
t,u∈Fp
v,w∈Fp
E(t, u, v, w)
∑
a,b∈L
c,d∈L
a+b=c+d
ǫ(−t(a+ r)− u(b+ s) + v(c+ r) + w(d+ s)),
and our bound on |E(t, u, v, w)| makes
|E0| ≤
3W 2fW
2
g
p5/2
∑
t,u∈Fp
v,w∈Fp
∣∣∣∣∣∣∣∣∣∣
∑
a,b∈L
c,d∈L
a+b=c+d
ǫ(−t(a+ r)− u(b+ s) + v(c + r) + w(d+ s))
∣∣∣∣∣∣∣∣∣∣
.
This sum is bounded in [20, Lemma 15], which tells us that
(22) |E0| ≤ 192W 2fW 2g p3/2(1 + log p)3max(1, ℓ/p)3.
Now we return toM0, which we break into four terms,M1,M2,M3, andM4,
by partitioning the summation over t, u, v, w into the four regimes where
M(t, u, v, w) is nonzero: (i) t = u = v = w, (ii) t = v 6= u = w, (iii)
t = w 6= u = v, and (iv) t = u 6= v = w. So∑
j∈Z
|Cf,g(j)|2 =M0 + E0 =M1 +M2 +M3 +M4 + E0,
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where we have bounded E0 in (22), and
M1 = (Sf,g + 1 + Uf,g + Vf,g) · 1
p
∑
a,b∈L
c,d∈L
a+b=c+d
1,
M2 = 1 · 1
p2
∑
t,u∈F
t6=u
∑
a,b∈L
c,d∈L
a+b=c+d
ǫ((t− u)(c− a)),
M3 = Uf,g · 1
p2
∑
t,u∈F
t6=u
∑
a,b∈L
c,d∈S
a+b=c+d
ǫ((t− u)(d − a+ s− r)),
M4 = Vf,g · 1
p2
∑
t,v∈F
t6=v
∑
a,b∈L
c,d∈S
a+b=c+d
ǫ((v − t)(a+ b+ r + s)).
Let I1 = {(a, b, c, d) ∈ L4 : a+ b = c+ d}, so that
M1 = (Sf,g + 1 + Uf,g + Vf,g)
|I1|
p
.
Consider the sum over t and u in M2. If we restore the terms with t = u,
we may apply the orthogonality relation (8) to obtain
1
p2
∑
t,u∈Fp
∑
a,b∈L
c,d∈L
a+b=c+d
ǫ((t− u)(c− a)) = |I2| ,
where
I2 = {(a, b, c, d) ∈ I1 : c ≡ a (mod p)}
Thus if we remove the t = u terms, see that M2 actually comes out to
M2 =
1
p2
∑
t,u∈Fp
t6=u
∑
a,b∈L
c,d∈L
a+b=c+d
ǫ((t− u)(c − a)) = |I2| − |I1|
p
.
Similarly, one shows that
M3 = Uf,g
(
|I3| − |I1|
p
)
M4 = Vf,g
(
|I4| − |I1|
p
)
,
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where
I3 = {(a, b, c, d) ∈ I1 : d− a ≡ r − s (mod p)},
I4 = {(a, b, c, d) ∈ I1 : a+ b ≡ −(r + s) (mod p)}.
Thus we obtain
∑
j∈Z |Cf,g(j)|2 =MS +MT +MU +MV +E0, where E0 is
bounded in (22) and
MS = Sf,g |I1| /p
MT = |I2|
MU = Uf,g |I3|
MV = Vf,g |I4| .
We use the computation of the cardinalities of the sets I1, I2, I3, and I4 in
[20, Lemmata 11–13] to obtain
MS = Sf,g · 1
p
(
2ℓ3 + ℓ
3
)
MT = ℓ
2 · Ω
(p
ℓ
, 0
)
MU = Uf,g · ℓ2 · Ω
(
p
ℓ
,
r − s
ℓ
)
MV = Vf,g · ℓ2 · Ω
(
p
ℓ
, 1 +
r + s− 1
ℓ
)
,
so then ∑
j∈Z |Cf,g(j)|2
ℓ2
= NS +NT +NU +NV + E1,
where
NS = Sf,g · 2ℓ
2 + 1
3pℓ
NT = Ω
(p
ℓ
, 0
)
NU = Uf,g · Ω
(
p
ℓ
,
r − s
ℓ
)
NV = Vf,g · Ω
(
p
ℓ
, 1 +
r + s− 1
ℓ
)
,
|E1| ≤ 192
W 2fW
2
g (1 + log p)
3
√
p
(p
ℓ
)2
max
(
1,
ℓ
p
)3
.
Now we look at the asymptotic behavior of CDF(f, g) for pairs (f, g) in
our family. First of all, note that as p → ∞ we also have ℓ → ∞ because
p/ℓ tends to a positive real limit Λ as p →∞. Thus we may apply Lemma
4.4 below to see that |Cf,f (0)|/ℓ→ 1 and |Cg,g(0)|/ℓ→ 1 as p→∞. And so
CDF(f, g) has the same limiting behavior as
∑
j∈Z |Cf,g(j)|2/ℓ2 as p→∞.
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We now compute limits as p→∞ using the fact that ℓ/p→ Λ as p→∞
and that Ω is continuous on its domain. We see that NS → 2Sf,gΛ/3 and
NT → Ω(1/Λ, 0).
When U 6= 0, we have an additional assumption that (r−s)/p→ ∆ as p→
∞, so we have NU → U · Ω(1/Λ,∆/Λ). When U = 0, then Ω
(p
ℓ ,
r−s
ℓ
)
may
not tend to a stable limit, but since ℓ/p→ Λ, we know that for sufficiently
large p we can guarantee that ℓ/p ≤ ⌊Λ⌋ + 1, which makes Ω (pℓ , r−sℓ ) ≤
2(⌊Λ⌋+ 1) by Lemma 4.6 below, and so NU → 0 = U · Ω(1/Λ,∆/Λ) also in
this case.
When Vf,g 6= 0, we have an additional assumption that (r + s)/p → Σ
as p → ∞, so we have NV → V · Ω(1/Λ, 1 + Σ/Λ). This limit is also true
when V = 0 by the same argument we used when U = 0 in the previous
paragraph.
Finally, |E1| → 0 by our assumption about the asymptotic behavior of
W 2fW
2
g .
This completes our proof for the limit of CDF(f, g) when our sequence
pairs are true character combination sequences (not unimodularized). If our
sequence pairs (fι, gι) our unimodularizable, and we replace them with their
unimodularizations, then Lemma 4.5 below shows that this does not change
the limiting behavior of the crosscorrelation demerit factor. To see that
Lemma 4.5 applies, we note that ℓ → ∞ and ℓ/p2 → 0 as p → ∞ because
ℓ/p tends to the positive real number Λ as p→∞. 
If we specialize Theorem 4.1 to autocorrelation we obtain the following
result for asymptotic autocorrelation demerit factor.
Corollary 4.2. Let {fι}ι∈I be a family of unimodularizable character com-
bination sequences, where for each ι ∈ I, the sequence fι has prime pι, field
Fι of order pι, length ℓι, and shift rι. Suppose that {pι}ι∈I is infinite and
that ℓι/pι tends to a positive real number Λ as pι → ∞. Of the parameters
defined in (18), suppose that Sfι,fι and Vfι,fι tend to real limits S and V , re-
spectively, as pι →∞ and that W 4fι(log pι)3/
√
pι → 0 as pι →∞. If V 6= 0,
then suppose that rι/pι tends to a real limit R as pι →∞. Then
DF(fι)→ −1 + S · 2
3
Λ + 2Ω
(
1
Λ
, 0
)
+ V · Ω
(
1
Λ
, 1 +
2R
Λ
)
as pι →∞. If fuι is a unimodularization of fι for each ι ∈ I, then DF(fuι )
has the same limit as DF(fι).
Proof. This is just the special case of Theorem 4.1 where we let fι = gι (so
rι = sι) for all ι ∈ I. Then we consider the versions of our parameters for
autocorrelation in (18), and recall that DF(f) = CDF(f, f)− 1. 
We conclude this section with the technical lemmata we needed for our
proof.
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Lemma 4.3. Let f, g be character combination sequences with prime p and
respective character combinations {fχ}χ∈F̂∗p and {gχ}χ∈F̂∗p. If Sf,g, Uf,g, and
Vf,g are the parameters defined in (16), then
Sf,g + 1 + Uf,g + Vf,g =
∑
ϕ,χ,ψ,ω∈F̂∗p
ϕχ=ψω
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
1 =
∑
ϕ,χ,ψ,ω∈F̂∗p
ϕ=ψ
χ=ω
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
Uf,g =
∑
ϕ,χ,ψ,ω∈F̂∗p
ϕ=ω
χ=ψ
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
Vf,g =
∑
ϕ,χ,ψ,ω∈F̂∗p
ϕ=χ
ψ=ω
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
.
Proof. Note that (13) shows that τ(ϕ)τ(χ)τ(ϕ)τ(χ)/p2 = 1 for every non-
trivial ϕ,χ ∈ F̂∗p. Since we insist (see Section 3) that fχ0 = gχ0 = 0 for the
trivial character χ0, and that
∑
χ∈F̂∗p
|fχ|2 =
∑
χ∈F̂∗p
|gχ|2 = 1, we see that
1 =
∑
ϕ,χ∈F̂∗p
fϕgχfϕgχ
τ(ϕ)τ(χ)τ(ϕ)τ(χ)
p2
,
which establishes the second identity that we were to show.
Likewise (13) shows that τ(ϕ)τ(χ)τ(χ)τ(ϕ)/p2 = 1 for every nontrivial
ϕ,χ ∈ F̂∗p, and since fχ0 = gχ0 = 0 for the trivial character χ0, we see that
Uf,g =
∑
ϕ,χ∈F̂∗p
fϕgχfχgϕ
τ(ϕ)τ(χ)τ(χ)τ(ϕ)
p2
,
which establishes the third identity that we were to show.
Similarly (12) and (13) show that τ(ϕ)τ(ϕ)τ(ψ)τ(ψ)/p2 = ϕψ(−1) for
every nontrivial ϕ,χ ∈ F̂∗p, and since fχ0 = gχ0 = 0 for the trivial character
χ0, we see that
Vf,g =
∑
ϕ,ψ∈F̂∗p
fϕgϕfψgψ
τ(ϕ)τ(ϕ)τ(ψ)τ(ψ)
p2
,
which establishes the fourth identity we were to show.
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If we add the three identities we proved here for 1, Uf,g, and Vf,g, we
find that we are summing terms of the form fϕgχfψgωτ(ϕ)τ(χ)τ(ψ)τ(ω)/p
2
for a collection of quadruples (possibly with repetitions) drawn from Q =
{(ϕ,χ, ψ, ω) ∈ F̂∗p
4
: ϕχ = ψω}.
• The sum for 1 uses those quadruples in Q with ϕ = ψ. (The other
condition that χ = ω is automatically fulfilled because of the condi-
tion ϕχ = ψω for belonging to Q.)
• The sum for Uf,g uses those quadruples in Q with ϕ = ω.
• The sum for Vf,g uses those quadruples in Q with ϕ = χ.
Thus by the inclusion-exclusion principle, we have
1 + Uf,g + Vf,g =
∑
(ϕ,χ,ψ,ω)∈Q
ϕ∈{χ,ψ,ω}
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
+
∑
(ϕ,χ,ψ,ω)∈Q
ϕ=χ=ψ=ω
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
+
∑
(ϕ,χ,ψ,ω)∈Q
ϕ=χ=ψ=ω
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
+
∑
(ϕ,χ,ψ,ω)∈Q
ϕ=χ=ψ=ω
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
−
∑
(ϕ,χ,ψ,ω)∈Q
ϕ=χ=ψ=ω=ϕ=χ=ψ=ω
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
,
and then we use (13) to obtain
1 + Uf,g + Vf,g =
∑
ϕ,χ,ψ,ω∈F̂∗p
ϕχ=ψω
ϕ∈{χ,ψ,ω}
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
+
∑
ϕ
|fϕgϕ|2 +
∑
ϕ
|fϕgϕ|2 +
∑
ϕ
fϕfϕgϕgϕ − |fηgη|2,
where η is the quadratic character. Note that the only characters ϕ with
ϕ = ϕ are the trivial character and the quadratic character, but we insist
(see Section 3) that fχ0 = gχ0 = 0 for the trivial character χ0. When we add
our last expression for 1 + Uf,g + Vf,g to Sf,g from (16), we get the desired
relation. 
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Lemma 4.4. Let {fι}ι∈I be a family of unimodularizable character combi-
nation sequences where sequence fι has prime pι and length ℓι, and let f
u
ι be
a unimodularization of fι. Suppose that {pι}ι∈I is infinite and ℓι → ∞ as
pι → ∞. Then Cfuι ,fuι (0) = ℓι. If ι ∈ I, then Cfι,fι(0) is either ℓι − ⌈ℓι/pι⌉
or ℓι − ⌊ℓι/pι⌋. And Cfι,fι(0)/ℓι → 1 as pι →∞.
Proof. The unimodularization fuι is a sequence of length ℓι whose terms are
all of magnitude 1, so Cfuι ,fuι (0) = ℓι. On the other hand, fι can be viewed
as a finite segment of length ℓι of a periodic sequence of period pι, where
each period has pι − 1 unimodular terms and one zero term. So fι has all
terms of magnitude 1, except for either ⌊ℓι/pι⌋ or ⌈ℓι/pι⌉ zero terms, thus
proving our second claim. Thus Cfι,fι(0) differs from ℓι by a quantity of
magnitude less than 1 + ℓι/pι, and so∣∣∣∣Cfι,fι(0)ℓι − 1
∣∣∣∣ < 1ℓι + 1pι ,
which tends to 0 as pι →∞ by our given assumptions. 
Lemma 4.5. Let {(fι, gι)}ι∈I be a family of pairs of unimodularizable char-
acter combination sequences, where for each ι ∈ I, both fι and gι have
prime pι and length ℓι. For each ι ∈ I, let fuι and guι be unimodularizations
of fι and gι, respectively. Suppose that {pι}ι∈I is infinite and ℓι → ∞ and
ℓι/p
2
ι → 0 as pι →∞. Then CDF(fuι , guι ) tends to a real number as pι →∞
if and only if CDF(fι, gι) does, and in this case, the limits are equal.
Proof. In this proof, we identify any sequence h = (h0, . . . , hn−1) of complex
numbers with the polynomial h(z) = h0 + · · ·+ hn−1zn−1 and define the L2
norm of h(z) on the unit circle as
‖h‖2 =
(
1
2π
∫ 2π
0
|h(eiθ)|2 dθ
)1/2
.
Then it is shown [20, Section V] that if f and g are sequences then
(23) Cf,f (0) = ‖f‖22
and
(24) CDF(f, g) =
‖fg‖22
‖f‖22‖g‖22
.
The advantage of this point of view is that it enables us to use the triangle
inequality for the L2 norm.
We let (f, g) be a sequence pair from our family, and let fu and gu be
unimodularizations of f and g respectively. Then the triangle inequality
tells us that
|‖fugu‖2 − ‖fg‖2| ≤ ‖(fu − f)gu‖2 + ‖f(gu − g)‖2.
Now fu is the unimodularization of f , so Lemma 4.4 shows that they differ
in at most ⌈ℓ/p⌉ positions (where f has a zero and fu has a unimodular
complex number). The same is true of gu as compared to g. The triangle
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inequality and the fact that ‖zj‖2 = 1 for all j implies that if a =
∑d
j=0 ajz
j
and b(z) are polynomials, then
‖ab‖2 ≤ ‖b‖2
d∑
j=0
|aj|.
Thus we have
|‖fugu‖2 − ‖fg‖2| ≤ ⌈ℓ/p⌉ (‖gu‖2 + ‖f‖2) ,
and since gu and f are sequences of length ℓ with terms of magnitude at
most 1, we know that Cgu,gu(0) and Cf,f (0) are at most ℓ, and so by (23),
we know that ‖gu‖2, ‖f‖2 ≤
√
ℓ, and so
|‖fugu‖2 − ‖fg‖2| ≤ 2
√
ℓ⌈ℓ/p⌉.
Thus
(25)
|‖fugu‖2 − ‖fg‖2|
‖f‖2‖g‖2 ≤
2
√
ℓ(1 + ℓ/p)
‖f‖2‖g‖2 ,
the right hand of which has the same asymptotic behavior as 2(ℓ−1/2 +
ℓ1/2p−1) by Lemma 4.4. Now our given assumption that ℓ → ∞ and
ℓ/p2 → 0 as p → ∞ make 2(ℓ−1/2 + ℓ1/2p−1) → 0 as p → ∞, and thus
the right hand side of (25) tends to 0 in this limit. So ‖fg‖2/(‖f‖2‖g‖2)
and ‖fugu‖2/(‖f‖2‖g‖2) have the same limiting behavior. Lemma 4.4 then
shows that ‖fugu‖2/(‖f‖2‖g‖2) and ‖fugu‖2/(‖fu‖2‖gu‖2) have the same
limiting behavior, so by (24), CDF(f, g) and CDF(fu, gu) have the same
limiting behavior. 
Lemma 4.6. If x, y ∈ R with x > 0, then 0 ≤ Ω(1/x, y) ≤ 2⌈x⌉.
Proof. Since Ω(1/x, y) =
∑
n∈Zmax(0, 1 − |n/x− y|)2, it is clearly nonneg-
ative, and note that the nth term is at most 1 and is nonzero if and only
if n/x ∈ (y − 1, y + 1). The values {n/x : n ∈ Z} form a lattice in R with
spacing 1/x ≥ 1/⌈x⌉, so the interval (y − 1, y + 1) of length 2 contains at
most 2⌈x⌉ such lattice points. So Ω(1/x, y) is a sum of 2⌈x⌉ terms, each at
most 1. 
5. Connection to Periodic Correlation
We now explore the connection between aperiodic correlation and peri-
odic correlation. Suppose that f = (f0, . . . , fn−1) is a sequence of complex
numbers of length n. We can regard it as a sequence of period n by using
the convention that fj = fj+n for every j ∈ Z. In this case we write our se-
quence as f = (fj)j∈Z/nZ to emphasize its periodic nature. If g = (gj)j∈Z/nZ
is another such sequence, and if s ∈ Z, then the periodic crosscorrelation of
f with g at shift s is
PCf,g(s) =
∑
j∈Z/nZ
fjgj+s,
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where the fact that the summation is indexed over Z/nZ tells us that we are
treating the sequences periodically. When we compare with our definition
of aperiodic crosscorrelation in (1), we see that it is this indexing that is the
only difference. When f = g, then PCf,f (s) is the periodic autocorrelation
of f at shift s.
Suppose that f is a character combination sequence with prime p, field
Fp, shift s, length ℓ, and character combination {fχ}χ∈F̂∗p . Then we know
that f = (F (s), . . . , F (s+ ℓ− 1)) where F (j) =∑
χ∈F̂∗p
fχχ(j). The periodic
version of f , written per(f), is the periodically-indexed sequence (F (j))j∈Fp ,
which is of length p regardless of the length of the original sequence f . We
define per(f) this way because the function F that generates the terms of f
has natural period p, and it is the sequence per(f) of natural period p whose
periodic correlation behavior is related to the aperiodic correlation behavior
of the original sequence f .
For a periodic sequence f = (fj)j∈Fp of complex numbers, we define the
Fourier transform of f to be the map f̂ : Fp → C with f̂(a) =
∑
x∈Fp
fxǫa(x).
We usually denote f̂(a) as f̂a instead. It is not hard to show that fx =
1
p
∑
a∈Fp
f̂aǫa(x), which is the inverse Fourier transform.
The principal result of this section is to connect the parameters from (16)
for a pair of character combination sequences to the periodic crosscorrela-
tion. This will become useful later in Section 6, where we show that low
periodic autocorrelation leads to low aperiodic crosscorrelation.
Proposition 5.1. Let f and g be character combination sequences with
prime p. Let Sf,g, Uf,g, and Vf,g be the parameters for these sequences
defined in (16). Then
1
p(p− 1)
∑
a∈Fp
|PCper(f),per(g)(a)|2 = Sf,g + 1 + Uf,g + Vf,g,
and if f = g, then Sf,f + 1 + Uf,f + Vf,f = Sf,f + 2 + Vf,f ≥ 1.
Proof. Note that if {fχ}χ∈F̂∗p is the character combination for f , then
p̂er(f)a =
∑
χ∈F̂∗p
fχ
∑
j∈Fp
χ(j)ǫa(j)
=
∑
χ∈F̂∗p
fχτa(χ)
=
∑
χ∈F̂∗p
fχτ(χ)χ(a),
where we have used the definition of the Gauss sum from (10) in the second
step (keeping in mind that χ(0) = 0 by our convention for multiplicative
characters), and we have used (11) in the last step. And similarly, if {gχ}χ∈F̂∗p
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is the character combination for g, then p̂er(g)a =
∑
χ∈F̂∗p
gχτ(χ)χ(a). We
use Lemma 5.3 below and our values of p̂er(f)a and p̂er(g)a to see that∑
a∈Fp
|PCper(f),per(g)(a)|2
p(p− 1) =
1
p2(p− 1)
∑
a∈Fp
|p̂er(f)ap̂er(g)a|2
=
∑
ϕ,χ,ψ,ω∈F̂∗p
fϕgχfψgωτ(ϕ)τ(χ)τ(ψ)τ(ω)
p2(p− 1)
∑
a∈Fp
ϕχψω(a)
=
∑
ϕ,χ,ψ,ω∈F̂∗p
ϕχ=ψω
fϕgχfψgω
τ(ϕ)τ(χ)τ(ψ)τ(ω)
p2
= Sf,g + 1 + Uf,g + Vf,g,
where we have used the orthogonality relation (9) in the penultimate step,
and Lemma 4.3 in the ultimate one.
When f = g, then Uf,f = 1 per (18). By the Cauchy-Schwarz inequality
applied to the vector v of length p − 1 whose entries are |p̂er(f)a|2 for
a ∈ {1, . . . , p − 1} and the vector w whose entries are all 1, we see that∑
a∈F∗p
|p̂er(f)a|2 ≤
√
p− 1
√∑
a∈F∗p
|p̂er(f)a|4,
so that ∑
a∈Fp
|p̂er(f)a|4 ≥
1
p− 1
∑
a∈F∗p
|p̂er(f)a|2
2 .
From Lemma 5.2 below, we know that
∑
a∈F∗p
|p̂er(f)a|2 = (p− 1)p, so that∑
a∈Fp
|p̂er(f)a|4 ≥ (p− 1)p2,
so that Lemma 5.3 shows that
1
p(p− 1)
∑
a∈Fp
|PCper(f),per(f)(a)|2 ≥ 1,
and since we already know that the left hand side of this last inequality is
Sf,f + 1 + Uf,f + Vf,f = Sf,f + 2 + Vf,f , this completes our proof. 
We close this section with the technical lemmata used in our proof.
Lemma 5.2. Let p be a prime. Let f be a character combination sequence
with prime p. Then∑
a∈F∗p
|p̂er(f)a|2 = pPCper(f),per(f)(0) = p(p− 1)
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and p̂er(f)0 = 0.
Proof. Let {fχ}χ∈F̂∗p be the character combination and s be the shift of f ,
so that the jth term of f is
∑
χ∈F̂∗p
fχχ(j + s). Then
p̂er(f)0 =
∑
j∈Fp
∑
χ∈F̂∗p
fχχ(j + s)ǫ0(j)
=
∑
χ∈F̂∗p
fχ
∑
j∈Fp
χ(j + s),
and the sum over j is zero by orthogonality relation (9) unless χ is the trivial
character. But our character combination sequences always have fχ = 0
when χ is the trivial character (see Section 3), so that p̂er(f)0 = 0.
Now that we know that p̂er(f)0 = 0, we use the Parseval theorem to see
that
∑
a∈F∗p
|p̂er(f)a|2 is p times the sum of the squared magnitudes of the
terms of per(f), that is,∑
a∈F∗p
|p̂er(f)a|2 = pPCper(f),per(f)(0)
= p
∑
j∈Fp
|fj |2
= p
∑
j∈Fp
∣∣∣∣∣∣∣
∑
ϕ∈F̂∗p
fϕϕ(j)
∣∣∣∣∣∣∣
2
= p
∑
j∈Fp
∑
ϕ,χ∈F̂∗p
fϕϕ(j)fχχ(j)
= p
∑
ϕ,χ∈F̂∗p
fϕfχ
∑
j∈Fp
ϕχ(j)
= p(p− 1)
∑
ϕ,χ∈F̂∗p
ϕ=χ
fϕfχ
= p(p− 1),
where we use the orthogonality relation (9) in the penultimate step, and the
fact that we normalize our sequences so that
∑
χ |fχ|2 = 1 in the ultimate
step. 
Lemma 5.3. Let n be a positive integer, and let f = (fj)j∈Z/nZ and g =
(gj)j∈Z/nZ be periodic sequences of complex numbers. Then∑
a∈Z/nZ
|PCf,g(a)|2 = 1
n
∑
a∈Z/nZ
|f̂aĝa|2.
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Proof. Note that
1
n
∑
a∈Z/nZ
|f̂aĝa|2 = 1
n
∑
a,t,u,v,w∈Z/nZ
ftǫa(t)guǫa(u)fvǫa(v)gwǫa(w)
=
∑
t,u,v,w∈Z/nZ
ftgufvgw · 1
n
∑
a∈Z/nZ
ǫ(a(t+ u− v − w))
=
∑
t,u,v,w∈Z/nZ
t+u=v+w
ftgufvgw
=
∑
s,t,v∈Z/nZ
ftgv+sfvgt+s,
where in the last step, we reparameterize the sum with w = t + s and
u = v + s. Thus
1
n
∑
a∈Z/nZ
|f̂aĝa|2 =
∑
s∈Z/nZ
 ∑
t∈Z/nZ
ftgt+s
 ∑
v∈Z/nZ
fvgv+s

=
∑
s∈Z/nZ
|PCf,g(s)|2. 
6. Optimum Performance
The following theorem shows that there is a maximum asymptotic auto-
correlation merit factor that can be obtained by families of our character
combination sequences in the limit described in Corollary 4.2. It also indi-
cates precisely the parameter values that allow us to attain the maximum.
Theorem 6.1. Let {fι}ι∈I be a family of character combination sequences
meeting the hypotheses of Corollary 4.2, with pι the prime for fι, and with
fuι a unimodularization of fι for each ι ∈ I. Then the asymptotic demerit
factor limpι→∞DF(fι) = limpι→∞DF(f
u
ι ) given by Corollary 4.2 is at least
0.157677 . . ., the smallest root of 27x3 + 417x2 + 249x+ 29, or equivalently,
the asymptotic merit factor is no greater than 6.342061 . . ., the largest root
of 29x3+249x2+417x+27. This lower bound on asymptotic demerit factor
(or equivalent upper bound on merit factor) is achievable. To achieve this
optimum, it is necessary and sufficient that the limiting parameter values
in Corollary 4.2 be S = −2, V = 1, Λ = 1.057827 . . ., the middle root of
4x3 − 30x+ 27, and R ∈ {14 (1− 2Λ) + n2 : n ∈ Z}.
Proof. Let fι have Fι as it field, rι as its shift, and ℓι as its length. Let
Sι = Sfι,fι , Uι = Ufι,fι = 1 and Vι = Vfι,fι be the parameters associated
with fι as defined in (18). The assumptions of Corollary 4.2 tell us that
{pι : ι ∈ I} is infinite, and that there are real numbers Λ > 0, S, and V
such that ℓι/pι → Λ, Sι → S, and Vι → V as pι → ∞. And if V 6= 0, then
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we are also given a real number R such that rι/pι → R as pι → ∞. Then
Corollary 4.2 gives the value of the limiting demerit factor, which we call
D = lim
pι→∞
DF(fι) = lim
pι→∞
DF(fuι ).
Corollary 4.2 states that
D + 1 = S · 2
3
Λ + 2Ω
(
1
Λ
, 0
)
+ V · Ω
(
1
Λ
, 1 +
2R
Λ
)
.
Let Qι = Sι+1+Uι+Vι = Sι+2+Vι for each ι ∈ I, and let Q = S+2+V ,
which is equal to limpι→∞Qι. Thus
(26) D + 1 = (Q− V − 2) · 2
3
Λ + 2Ω
(
1
Λ
, 0
)
+ V · Ω
(
1
Λ
, 1 +
2R
Λ
)
.
By Proposition 5.1, we see that Qι ≥ 1 for all ι ∈ I, so then Q ≥ 1, and so
D + 1 ≥ (−V − 1) · 2
3
Λ + 2Ω
(
1
Λ
, 0
)
+ V · Ω
(
1
Λ
, 1 +
2R
Λ
)
,
and since Λ > 0, equality is achievable if and only if Q = 1. Now [20, Lemma
22] tells us that for a fixed Λ > 0, the function Ω(1/Λ, 1 + 2RΛ ) achieves a
global minimum value of Ω(1/Λ, 1/(2Λ)) when R is chosen appropriately, so
D + 1 ≥ (−V − 1) · 2
3
Λ + 2Ω
(
1
Λ
, 0
)
+ V · Ω
(
1
Λ
,
1
2Λ
)
.
Then Lemma 6.2 below tells us that 2x/3−Ω(1/x, 1/(2x)) > 0 for all x > 0,
so we see that the limiting demerit factor gets strictly smaller as V increases.
Since Vι ≤ 1 for all ι by (17), we see that V ≤ 1, and so
D + 1 ≥ −4
3
Λ + 2Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
,
1
2Λ
)
,
and equality is achievable if and only if Q = V = 1.
So we see that the global minimum of D+1 (if one exists) can only exist
when Q = V = 1 (or equivalently, S = −2 and V = 1). When Q = V = 1,
we return to (26) to see that
D + 1 = −4
3
Λ + 2Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
, 1 +
2R
Λ
)
.
In [14, Corollary 3.2], it is shown that the function on the right hand side
(for Λ, R real numbers with Λ > 0) achieves a global minimum value with
global minimizers as described in the statement of this theorem. This min-
imum is obtainable using appended, shifted Legendre sequences and their
unimodularizations (see [19, Theorem 1.5] and [14, Corollary 3.2]). 
Theorem 6.1 shows that having S + 2 + V = 1 is a necessary condition
for our sequence family {fι}ι∈I to achieve the maximum asymptotic au-
tocorrelation merit factor. Proposition 5.1 shows that this is tantamount
to requiring that the quantity 1pι(pι−1)
∑
a∈Fpι
|PCper(fι),per(fι)(a)|2 (which is
always at least 1) tend to 1 in the limit as pι → ∞. Thus mean square
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periodic autocorrelation must be low in order to get low mean square ape-
riodic autocorrelation (high autocorrelation merit factor). This provides a
vindication of the ideas of Boehmer [2, p. 157] quoted in the Introduction.
The maximum autocorrelation merit factor alluded to in Theorem 6.1 is
achieved with moderate appending (the sequences should have a limiting
ratio of length to prime tending to 1.057827 . . ., as noted in [13]). Beyond
this amount of appending, the autocorrelation merit factor drops because
the periodic extension of the sequence causes large autocorrelation values
at shifts that are multiples of the prime p, since the terms of the sequence
repeat with period p.
For crosscorrelation, there is no upper bound on the merit factor of char-
acter combination sequences. In Theorem 9.1, we shall see that we can make
crosscorrelation merit factor increase without bound by using carefully se-
lected sequences where the appending is such that each sequence repeats
many periods.
We close this section with the following technical lemma was used in the
proof of Theorem 6.1.
Lemma 6.2. For all x > 0, we have 2x/3 > Ω(1/x, 1/(2x)).
Proof. For 0 < x < 1/2, we have Ω(1/x, 1/(2x)) = 0 by [20, Lemma 25], so
we may assume x ≥ 1/2 henceforth, and let m be a positive integer chosen
so that x ∈ [m− 1/2,m + 1/2]. Then [20, Lemma 25] tells us that
Ω
(
1
x
,
1
2x
)
= 2m− 2m
2
x
+
m(4m2 − 1)
6x2
,
so it suffices to show that
2x
3
− 2m+ 2m
2
x
− m(4m
2 − 1)
6x2
> 0
for x ∈ [m−1/2,m+1/2]. Equivalently, it suffices to show that the polyno-
mial 4x3− 12mx2+12m2x− 4m3+4m = 4(x−m)3+m is strictly positive
for x ∈ [m− 1/2,m + 1/2]. This is so because |x −m| ≤ 1/2 on our inter-
val, making |4(x − m)|3 ≤ 1/2, and we are assuming that m is a positive
integer. 
7. Sequences Derived from 2mth Order Residues
In this section, we construct a special class of character combination se-
quences based on power residues in finite fields. These can be unimodular-
ized to obtain (among many others) the sequences f s,ℓp , g
s,ℓ
p , and h
s,ℓ
p in (5)
in the Introduction. Throughout this section, we let m be a fixed positive
integer, and construct families of sequences indexed by the primes that are
1 modulo 2m.
Suppose that p is a prime with p ≡ 1 (mod 2m). Let F∗2mp be the sub-
group of F∗p consisting of 2mth order residues, that is, F
∗2m
p = {x2m : x ∈
F∗p}, which is the unique subgroup of index 2m in the cyclic group F∗p. Then
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the quotient group F∗p/F
∗2m
p is a cyclic group of order 2m: if α is a primitive
element of F∗p, then F
∗
p/F
∗2m
p is generated by the coset αF
∗2m
p , and consists
of the cosets F∗2mp , αF
∗2m
p , . . . , α
2m−1F∗2mp , which partition F
∗
p.
Let A be a subset consisting of half the elements of F∗p/F∗2mp , that is,
|A| = m. Consider the function Fp,A : Fp → C with
(27) Fp,A(j) =

0 if j = 0,
+1 if j ∈ ⋃A∈AA,
−1 if j ∈ F∗p r
⋃
A∈AA.
We regard Fp,A as a periodic sequence (Fp,A(j))j∈Fp . For s, ℓ ∈ Z with ℓ > 0,
we define f s,ℓp,A to be the (non-periodic) sequence
(28) f s,ℓp,A = (Fp,A(s), . . . , Fp,A(s + ℓ− 1)).
We call f s,ℓp,A the 2mth residue class sequence with prime p, classes A, shift
s, and length ℓ.
Example 7.1. Note that if we set m = 2, let p be a prime with p ≡ 1
(mod 4), let α be a primitive element of F∗p, and let A = {F∗4p , αF∗4p }, then
Fp,A(j) in (27) is almost the same as Fp defined in (4) in the Introduction,
with the only difference being that Fp,A(0) = 0 while Fp(0) = 1. We then
let f˜ s,ℓp be f
s,ℓ
p,A as in (28). Then f
s,ℓ
p from (5) in the Introduction is just the
unimodularization of f˜ s,ℓp = f
s,ℓ
p,A where we replace every 0 term with a 1.
Similarly, we let g˜s,ℓp be f
s,ℓ
p,B where B = {F∗4p , α3F∗4p }, and then gs,ℓp from
(5) in the Introduction is a unimodularization of g˜s,ℓp .
And likewise, hs,ℓp from (5) in the Introduction is a unimodularization of
f s,ℓp,D where D = {F∗4p , α2F∗4p }.
To obtain quadratic residue sequences based on quadratic characters mod-
ulo all odd primes p (rather than just those primes that are 1 modulo 4),
we instead set m = 1, let p be a prime with p ≡ 1 (mod 2), let E = {F∗2p },
and then let h˜s,ℓp be f
s,ℓ
p,E from (28). This h˜
s,ℓ
p is a generic quadratic residue
sequence, which can be unimodularized to produce hs,ℓp , a Legendre sequence
with shift s and modified length ℓ. When p is 1 modulo 4, this agrees with
the definition of hs,ℓp in the Introduction.
Returning to 2mth residue class sequences in general, we claim that our
sequence f s,ℓp,A as described in (28) is always a character combination se-
quence. We prove this in the next lemma, but we need to set some notation
first. The group F̂∗p of multiplicative characters of Fp is a cyclic group of
order p−1, and so it has a unique cyclic group of order 2m which we call Θp.
If χ ∈ Θp, then we note that χ(x) = 1 for any x ∈ F∗2mp since x = y2m for
some y ∈ F∗p, and thus χ(x) = χ(y2m) = χ2m(y) = 1 since χ2m is the trivial
character. So χ has a constant value on any coset of F∗2mp . By abuse of
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notation, if A is such a coset, that is, if A ∈ F∗p/F∗2mp , then χ(A) is just the
value of χ(a) for any a ∈ A. With this notation, and recalling that F∗p/F∗2mp
is a group, we see that χ(AB) = χ(A)χ(B) and χ(A−1) = χ(A)−1 = χ(A)
for any A,B ∈ F∗p/F∗2mp .
If α is a primitive element of F∗p, then F
∗
p/F
∗2m
p consists of the 2m cosets
α0F∗2mp , . . . , α
2m−1F∗2mp . And Θp consists of the 2m characters θ0, . . . , θ2m−1,
where θj(α
k) = exp(πijk/m) for any k ∈ Z. Thus, using our notation, we
have θj(α
kF∗2mp ) = exp(πijk/m), and from this it is not hard to show that
for any A ∈ F∗p/F∗2mp , we have
(29)
1
2m
∑
χ∈Θp
χ(A) =
{
1 if A = F∗2mp ,
0 otherwise.
Lemma 7.2. Let m be a positive integer, let p be a prime with p ≡ 1
(mod 2m), let A be a subset of F∗p/F∗2mp with |A| = m, and let f s,ℓp,A be a 2mth
residue class sequence with prime p, classes A, shift s, and length ℓ. Let Θp
be the unique subgroup of order 2m in F̂∗p. Then f
s,ℓ
p,A is a unimodularizable
character combination sequence with character combination {fχ}χ∈F̂∗p, where
fχ =
{
1
m
∑
A∈A χ(A) if χ is nontrivial and χ ∈ Θp,
0 otherwise,
and we have fχ = fχ for all χ ∈ F̂∗p.
Proof. Let Fp,A : Fp → C be as defined in (27), so that
f s,ℓp,A = (Fp,A(s), . . . , Fp,A(s + ℓ− 1)),
and let χ0 denote the trivial character in F̂∗p.
Then we claim that
(30) Fp,A(j) =
∑
χ∈Θp
χ 6=χ0
(
1
m
∑
A∈A
χ(A)
)
χ(j).
The formula is clearly correct for j = 0, so we assume j ∈ F∗p henceforth.
By (29), we see that∑
A∈A
∑
χ∈Θp
χ(A)χ(j) =
∑
A∈A
∑
χ∈Θp
χ(j−1A),
is 2m if and only if j ∈ ⋃A∈AA; otherwise it is 0. Thus, if we scale by 1/m
and subtract 1, we obtain
Fp,A(j) = −1 +
∑
χ∈Θp
(
1
m
∑
A∈A
χ(A)
)
χ(j)
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Now the trivial character χ0 contributes 1 to the double sum regardless of
the value of j ∈ F∗p, so we obtain (30). So the terms of f s,ℓp,A are indeed
obtained from a linear combination of multiplicative characters with the
coefficients as claimed in this lemma.
To see that f s,ℓp,A is a character combination sequence, we need to check
that the sum of the squared magnitudes of these coefficients is 1, so we
compute ∑
χ∈Θp
χ 6=χ0
∣∣∣∣∣ 1m ∑
A∈A
χ(A)
∣∣∣∣∣
2
=
1
m2
∑
χ∈Θp
χ 6=χ0
∑
A,B∈A
χ(A−1B)
=
1
m2
∑
A,B∈A
(−1 + 2mδA,B)
= 1,
where δ is the Kronecker delta, and where we have used (29) in the second
step, and the fact that |A| = m in the third step. So f s,ℓp,A is indeed a
character combination sequence.
It is clear from the formula for the coefficients that fχ = fχ for all χ ∈ F̂∗p,
and it is clear that f s,ℓp,A is unimodularizable from the definition of Fp,A. 
Example 7.3. We continue Example 7.1 (keeping the same notation), and
now compute the character combinations for the sequences f˜ s,ℓp , g˜
s,ℓ
p , and
h˜s,ℓp defined there using the formula in Lemma 7.2. For instance, our f˜
s,ℓ
p is
f s,ℓp,A where A = {F∗4p , αF∗4p }. We need to use Θp, the unique subgroup of
order 4 in F̂∗p. If α is a primitive element of F
∗
p, then one quartic (order 4)
character is θ : F∗p → {±1,±i} where θ(αk) = ik. Then Θp = {θ0, θ1, θ2, θ3},
and θ0 is the trivial character, θ2 is the quadratic character, and θ3 is the
other quartic character. Note that θj(αkF∗4p ) = i
jk, so then one uses the
formula for the character combination coefficients in Lemma 7.2 to find that
f˜ s,ℓp has character combination {fχ}χ∈F̂∗p with
fχ =

1−i
2 if χ = θ,
1+i
2 if χ = θ,
0 otherwise.
Similarly, one can compute that the character combination for g˜s,ℓp is
{gχ}χ∈F̂∗p with
gχ =

1+i
2 if χ = θ,
1−i
2 if χ = θ,
0 otherwise.
Each field Fp with p an odd prime has a single quadratic character η, and
η maps the elements of F∗2p to 1 and the other elements of F
∗
p to −1. Given
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the way it is defined, h˜s,ℓp transparently has character combination {hχ}χ∈F̂∗p
with
hχ =
{
1 if χ = η,
0 otherwise,
or one can easily use the formula of Lemma 7.2 to compute these coefficients.
Let us return to the general theory. Suppose that we have a pair (f, g)
of 2mth residue class sequences, and we want to compute the parameters
in (16) for pairs of 2mth residue class sequences. The parameter Sf,g will
turn out to be complicated, and often dependent on the prime. For our
simple cases, it will be easier to compute directly from (16). But Uf,g and
Vf,g have interesting combinatorial formulae. If m is a positive integer and
A ∈ F∗p/F∗2mp , then we use the notation −A to denote the coset (−1)A, and
if A ⊆ F∗p/F∗2mp , then by extension, we use −A to denote {−A : A ∈ A}.
Lemma 7.4. Let m be a positive integer, let p be a prime with p ≡ 1
(mod 2m), let A and B be subsets of F∗p/F∗2mp with |A| = |B| = m, and let
f and g be 2mth residue class sequences with classes A and B, respectively,
and both with prime p. Let Uf,g, Vf,g, Wf , and Wg be the parameters for
the pair (f, g) as defined in (16). Then
Uf,g =
(
2
m
|A ∩ B| − 1
)2
Vf,g =
{(
2
m |A ∩ B| − 1
)2
if p ≡ 1 (mod 4m)(
2
m |A ∩ (−B)| − 1
)2
if p 6≡ 1 (mod 4m)
1 ≤Wf ≤
√
2m− 1
1 ≤Wg ≤
√
2m− 1.
If p 6≡ 1 (mod 4m) and α is a primitive element of Fp, then −B = αmB for
every B ∈ F∗2mp /F∗p.
In the special case where f = g, we have
Uf,f = 1
Vf,f =
{
1 if p ≡ 1 (mod 4m),(
2
m |A ∩ (−A)| − 1
)2
if p 6≡ 1 (mod 4m).
Proof. Let {fχ}χ∈F̂∗p and {gχ}χ∈F̂∗p be the respective character combinations
of f and g. Let Θp be the unique subgroup of order 2m in F̂∗p and let
χ0 be the trivial character. First of all we know from Lemma 7.2 that
fχ = 0 when χ 6∈ Θp or when χ = χ0, and our sequences are normalized
so that
∑
χ∈Θp
χ 6=χ0
|fχ|2 = 1, which is a sum of 2m − 1 squared magnitudes.
Given this constraint, the sum of magnitudes is minimized when only one
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magnitude is positive, and is maximized when all magnitudes are equal, so
Wf =
∑
χ∈Θp
χ 6=χ0
|fχ| lies between 1 and
√
2m− 1. The same holds for Wg.
We use the values of fϕ and gϕ computed in Lemma 7.2 to obtain
Vf,g =
∣∣∣∣∣∣∣∣
1
m2
∑
ϕ∈Θp
ϕ 6=χ0
∑
A∈A
B∈B
ϕ(−A−1B)
∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣
1
m2
∑
A∈A
B∈B
(−1 + 2mδA,−B)
∣∣∣∣∣∣∣
2
=
∣∣∣∣−1 + 2m |A ∩ (−B)|
∣∣∣∣2 .
where δ is the Kronecker delta, and we have used (29) in the second equality,
and the fact that |A| = |B| = m in the third, at which point we realize that
the quantity inside the absolute value is a real number, thus proving our
identity for Vf,g. Note that when p ≡ 1 (mod 4m), the element −1 ∈ F∗p
is a 2mth power, so then −B = B for all B ∈ B. But if p 6≡ 1 (mod 4m),
then −1 is an mth power but not a 2mth power, and so if α is a primitive
element of Fp, we see that −F∗2mp = αmF∗2mp , and thus −B = αmB for any
B ∈ F∗p/F∗2mp .
Lemma 7.2 tells us that gϕ = gϕ for every ϕ ∈ F̂∗p, so the calculation of
Uf,g is similar to that for Vf,g, but lacks a negative sign in the argument of
ϕ. We thus obtain
Uf,g =
∑
ϕ∈F̂∗p
|fϕgϕ|2 =
(
−1 + 2
m
|A ∩ B|
)2
.
In the case where f = g, we have A = B, and recall that |A| = m, so that
the results for Uf,f and Vf,f follow. 
Example 7.5. We continue Examples 7.1 and 7.3 (keeping the same no-
tation), and now compute the U and V parameters from (16) and (18) for
pairs of sequences of the form f = f˜ s,ℓp , g = g˜
s,ℓ
p , and h = h˜
s,ℓ
p defined in
Example 7.1. Recall that when our prime is p ≡ 1 (mod 4) and α is a
primitive element of Fp, we can set m = 2 and regard f = f˜
s,ℓ
p , g = g˜
s,ℓ
p ,
and h = h˜s,ℓp as 4th residue class sequences with classes A = {F∗4p , αF∗4p },
B = {F∗4p , α3F∗4p }, and D = {F∗4p , α2F∗4p }, respectively.
For any odd prime where we are only considering pairs of quadratic residue
sequences, we can instead set m = 1 and think of h = h˜s,ℓp as the 2nd residue
sequence with class {F∗2p }.
In each of these cases, we use the combinatorial formulae in Lemma 7.4
to obtain
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Uf,f = Ug,g = 1 Uh,h = 1
Vf,f = Vg,g = 1 Vh,h = 1
Uf,g = 0 Uf,h = Ug,h = 0
Vf,g = 0 Vf,h = Vg,h = 0,
regardless of whatever p ≡ 1 (mod 8) or p 6≡ 1 (mod 8).
8. Sequences Derived from Quadratic and Quartic Residues
In this section, we study the sequences f s,ℓp , g
s,ℓ
p , and h
s,ℓ
p defined in (5) in
the Introduction. We constructed sequences f˜ s,ℓp , g˜
s,ℓ
p , and h˜
s,ℓ
p in Examples
7.1, 7.3, and 7.5 such that f s,ℓp , g
s,ℓ
p , and h
s,ℓ
p can be obtained from f˜
s,ℓ
p , g˜
s,ℓ
p ,
and h˜s,ℓp , respectively, by unimodularizing (in particular, replacing each zero
term with a 1). The sequences f˜ s,ℓp and g˜
s,ℓ
p exist for primes p with p ≡ 1
(mod 4). If α is a primitive element of Fp, then we define the functions
F˜p(x) =

+1 if x ∈ F∗4p ∪ αF∗4p
−1 if x ∈ α2F∗4p ∪ α3F∗4p
0 if x = 0,
G˜p(x) =

+1 if x ∈ F∗4p ∪ α3F∗4p
−1 if x ∈ αF∗4p ∪ α2F∗4p
0 if x = 0,
and then
f˜ s,ℓp = (F˜p(s), . . . , F˜p(s+ ℓ− 1))(31)
g˜s,ℓp = (G˜p(s), . . . , G˜p(s+ ℓ− 1)).
And h˜s,ℓp exists for all odd primes p, and if α is a primitive element of Fp,
then we define the function
H˜p(x) =

+1 if x ∈ F∗2p
−1 if x ∈ αF∗2p
0 if x = 0,
and then
(32) h˜s,ℓp = (H˜p(s), . . . , H˜p(s+ ℓ− 1)).
Note that the functions F˜p, G˜p, and H˜p here differ from Fp, Gp, and Hp
in (4) in the Introduction only in that F˜p(0) = G˜p(0) = H˜p(0) = 0 while
Fp(0) = Gp(0) = Hp(0) = 1. So we see that f
s,ℓ
p , g
s,ℓ
p , and h
s,ℓ
p in (5) in the
Introduction are obtained from f˜ s,ℓp , g˜
s,ℓ
p , and h˜
s,ℓ
p here by a unimodulariza-
tion which replaces any term 0 with a 1.
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We have already computed the coefficients of the character combinations
for f = f˜ s,ℓp , g = g˜
s,ℓ
p , and h = h˜
s,ℓ
p in Example 7.3 above. In Example 7.5, we
found the U and V parameters from (16) and (18) for all the mutual pairings
of these sequences. We now use the character combination coefficients from
Example 7.3 to compute directly the S and W parameters from (16) and
(18). In handling the S parameter, we use the fact that τ(χ) = χ(−1)τ(χ)
from (12); other than this, the calculations are routine, and we obtain the
following:
(33)
Sf,f = Sg,g =
−3−Re(τ(θp)4/p2)
2 Sh,h = −2
Uf,f = Ug,g = 1 Uh,h = 1
Vf,f = Vg,g = 1 Vh,h = 1
Wf =Wg =
√
2 Wh = 1
Sf,g =
−1+Re(τ(θp)4/p2)
2 Sf,h = Sg,h = 0
Uf,g = 0 Uf,h = Ug,h = 0
Vf,g = 0 Vf,h = Vg,h = 0
The quantity Re(τ(θp)
4/p2) depends on the specific prime. Each prime p
with p ≡ 1 (mod 4) can be written as
p = a2p + b
2
p
for unique positive integers ap, bp with ap odd and bp even. This is a conse-
quence of how primes factor into irreducible elements in the ring of Gaussian
integers Z[i]. For such a prime, we define γp to be the unique value in (0, π/2)
with
(34) ap =
√
p cos(γp) bp =
√
p sin(γp).
Lemma 8.1. Let p be a prime with p ≡ 1 (mod 4) and suppose that ap, bp, γp
are as defined above. If θp is a quartic character of F∗p, then
Re
(
τ(θp)
4
p2
)
= Re
(
τ(θp)
4
p2
)
=
a2p − b2p
p
= cos(2γp).
The set of γp for all primes p congruent to 1 modulo 4 is equidistributed in
the interval (0, π/2). Thus for any γ ∈ [0, π/2], there exists an increasing
sequence {pι}ι∈I of primes congruent to 1 modulo 4 such that γpι → γ as
pι →∞.
Proof. The relation Re(τ(θp)
4/p2) = Re(τ(θp)
4/p2) = (a2p−b2p)/p is obtained
by combining equations (4.4) and (4.1) of [1]. This, in turn, is cos(2γp) by
the definition of γp and the double angle formula for cosine.
LOW CORRELATION SEQUENCES 41
Note that the normalized Gauss sums τ(θp)/
√
p and τ(θp)/
√
p lie on the
complex unit circle by (13), and it has been shown that the set of points
one obtains from these two normalized sums for all primes p congruent to 1
modulo 4 is equidistributed on the unit circle [11, §1], [23], [24]. Thus γp is
equidistributed in (0, π/2). 
This last result shows that the value in (33) of Sf,f = Sg,g for our se-
quences f = f˜ s,ℓp and g = g˜
s,ℓ
p varies between −2 and −1 depending on the
prime, and by a careful selection of primes p with γp tending to 0, we can
make infinite families of sequences {fι}ι∈I where Sfι,fι tends to any value in
this range as the prime tends to infinity. If we let these Sfι,fι tend to −2,
we obtain the same asymptotic autocorrelation behavior as we do for the
quadratic residue sequences h = h˜s,ℓp . (Note that Sh,h is always −2, regard-
less of the prime p.) Thus we can obtain the same maximum asymptotic
autocorrelation merit factor of 6.342061 . . . with quartic residue sequences
as we do with quadratic residue sequences. (We must, of course, choose the
appropriate lengths and shifts, as specified in Theorem 6.1.) However, for
applications where the sole concern is low autocorrelation, quadratic residue
sequences are preferable, because one does not need to select primes p with
γp → 0 in order to approach this maximum. In practical applications, this
means that for quartic residue sequences, very low autocorrelation will only
be manifest for certain primes, while quadratic residue sequences should re-
liably produce very low autocorrelation regardless of the prime (with the
possible exception of very short sequences).
We now apply Corollary 4.2 to determine asymptotic autocorrelation
merit factors for our quadratic and quartic residue sequences. This involves
substituting the parameters from (33) into Corollary 4.2, and (for quartic
residue sequences), adding a condition on the primes to make the S pa-
rameter tend to a limit. The first result for quadratic character sequences
recapitulates [12, eq. (1.4)], [19, Theorem 1.5], [14, Corollary 3.2], and [13,
Theorem 2.1.(i)].
Theorem 8.2. Let {hι}ι∈I be a family of quadratic residue sequences, with
each hι of the form h˜
rι,ℓι
pι as described in (32). Suppose that {pι}ι∈I is
infinite and that there are real numbers Λ > 0 and R such that ℓι/pι → Λ
and rι/pι → R as pι →∞. Then
DF(fι)→ −1− 4
3
Λ + 2Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
, 1 +
2R
Λ
)
as pι → ∞. This limit is always at least 0.157677 . . ., the smallest root of
27x3+417x2 +249x+29, or equivalently, the asymptotic merit factor is no
greater than 6.342061 . . ., the largest root of 29x3 + 249x+ 417x+ 27. This
limiting merit factor is achieved if and only if Λ = 1.057827 . . ., the middle
root of 4x3 − 30x+ 27 and R ∈ {14 (1− 2Λ) + n2 : n ∈ Z}.
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If we fix Λ = 1, then the asymptotic demerit factor is always at least 1/6,
or equivalently, the asymptotic merit factor is no greater than 6, and this
value is achieved if and only if R ∈ {(2n + 1)/4 : n ∈ Z}.
If huι is a unimodularization of hι for each ι ∈ I (for example, if huι = hrι,ℓιpι
as described in (5)), then DF(huι ) has the same limit as DF(hι).
Theorem 8.3. Let {fι}ι∈I be a family of quartic residue sequences, with
each fι of the form f˜
rι,ℓι
pι or g˜
rι,ℓι
pι as described in (31). Suppose that {pι}ι∈I
is infinite, and for each pι, let γpι be as defined in (34). Suppose that there
are real numbers Λ > 0, R, and γ ∈ [0, π/2] such that ℓι/pι → Λ, rι/pι → R,
and γp → γ as pι →∞. Then
DF(fι)→ −1− 3 + cos(2γ)
3
Λ + 2Ω
(
1
Λ
, 0
)
+Ω
(
1
Λ
, 1 +
2R
Λ
)
as pι → ∞. This limit is always at least 0.157677 . . ., the smallest root of
27x3+417x2 +249x+29, or equivalently, the asymptotic merit factor is no
greater than 6.342061 . . ., the largest root of 29x3 + 249x+ 417x+ 27. This
limiting merit factor is achieved if and only if Λ = 1.057827 . . ., the middle
root of 4x3 − 30x+ 27 and R ∈ {14 (1− 2Λ) + n2 : n ∈ Z} and γ = 0.
If we fix Λ = 1, then the asymptotic demerit factor is always at least 1/6,
or equivalently, the asymptotic merit factor is no greater than 6, and this
value is achieved if and only if R ∈ {(2n + 1)/4 : n ∈ Z} and γ = 0.
If fuι is a unimodularization of fι for each ι ∈ I (for example, if fuι = f rι,ℓιpι
or grι,ℓιpι as described in (5) when fι is respectively f˜
rι,ℓι
pι or g˜
rι,ℓι
pι as described
in (31)), then DF(fuι ) has the same limit as DF(fι).
Proof. We apply Theorem 4.1 with the parameters from (33), and note that
we meet the optimality conditions of Theorem 6.1 only when γ = 0. When
we fix Λ = 1, then it is clear that using γ = 0 always makes the limiting
demerit factor smaller than it would otherwise be, and in that case, we
have DF(fι) → −1/3 + Ω(1, 1 + 2R). Then we apply [19, Lemma A.4.(ii)]
to see that this function achieves a minimum value of 1/6 precisely when
R ∈ {(2n + 1)/4 : n ∈ Z}. 
Now we proceed to crosscorrelation. We apply Theorem 4.1 to calcu-
late asymptotic crosscorrelation merit factors for our quadratic and quartic
residue sequences, and present the results below in Theorems 8.4 and 8.5.
This involves substituting the parameters from (33) into Theorem 4.1, and
(in Theorem 8.5) adding a condition on the primes to make the S parameter
tend to a limit.
Although quartic residue sequences are less useful than quadratic residue
sequences from the point of view of autocorrelation, they enable us to ob-
tain sequence pairs with very low crosscorrelation. If we crosscorrelate our
quartic residue sequences with quadratic residue sequences, the performance
is average, as seen in Theorem 8.4: we achieve asymptotic crosscorrelation
demerit factor 1, which is on par with the performance of random sequences
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(whose average crosscorrelation demerit factor at any given length is 1 per
Sarwate [26, eq. (38)]). But if we crosscorrelate pairs of quartic residue
sequences with each other, then we may obtain considerably lower crosscor-
relation demerit factors, as seen in Theorem 8.5.
Theorem 8.4. Let {(fι, hι)}ι∈I be family of sequence pairs, with each fι a
quartic residue sequence of the form f˜ rι,ℓιpι or g˜
rι,ℓι
pι as described in (31), and
each hι a quadratic residue sequence of the form h˜
sι,ℓι
pι as described in (32).
Suppose that {pι}ι∈I is infinite, and that there is a positive real number Λ
such that ℓι/pι → Λ as pι →∞. Then
CDF(fι, hι)→ Ω
(
1
Λ
, 0
)
as pι →∞, which achieves a global minimum value of 1, and this occurs if
and only if Λ ≤ 1. If fuι and huι are unimodularizations of fι and hι, respec-
tively, for each ι ∈ I, then CDF(fuι , huι ) has the same limit as CDF(fι, hι).
Proof. We apply Theorem 4.1 with the parameters from (33). The global
minimization of Ω(1/Λ, 0) is done in [20, Lemma 24]. 
Theorem 8.5. Let {(fι, gι)}ι∈I be family of pairs of quartic residue se-
quences, with fι = f˜
rι,ℓι
pι and gι = g˜
sι,ℓι
pι as described in (31). Suppose that
{pι}ι∈I is infinite, and for each pι, let γpι be as defined in (34). Suppose that
there are positive real numbers Λ > 0 and γ ∈ [0, π/2] such that ℓι/pι → Λ
and γp → γ as pι →∞. Then
CDF(fι, gι)→ −1 + cos(2γ)
3
Λ + Ω
(
1
Λ
, 0
)
as pι →∞. If Λ = 1, this equals 2+cos(2γ)3 and so achieves a minimum value
of 1/3 when γ = π/2. If fuι and g
u
ι are unimodularizations of fι and gι,
respectively, for each ι ∈ I (for example, if fuι = f rι,ℓιpι and guι = grι,ℓιpι as
described in (5)), then CDF(fuι , g
u
ι ) has the same limit as CDF(fι, gι).
Proof. We apply Theorem 4.1 with the parameters from (33), and note that
Ω(1, 0) = 1. 
9. Asymptotic Crosscorrelation Merit Factor is Unbounded
Appending character sequences to obtain lengths far beyond their natural
length causes large autocorrelation sidelobe values at shifts that are multi-
ples of the period of the original sequence, and as such is not recommended
for most applications. Nonetheless, it is interesting to see what happens to
the mean-square crosscorrelation of the sequences f s,ℓp and g
s,ℓ
p defined in (5)
in the Introduction when we append by more and more.
In the Introduction we appended these sequences to lengths ℓ equal to
about 1.057827 times the their natural period p. Recall the definition of γp
in (34), and recall from Lemma 8.1 that for any γ ∈ [0, π/2], there is an
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increasing sequence of primes p congruent to 1 modulo 4 such that γp → γ
as p→∞.
If one further appends our sequences f s,ℓp and g
s,ℓ
p , the autocorrelation
merit factor will decrease, but if we use sequences based on primes p with
cos(2γp)→ −1, then we can make the crosscorrelation merit factor increase
without bound (i.e., demerit factor tends to 0). This is proved in Theorem
9.1 below, and is illustrated in Figure 5. In that figure we consider 100
sequence pairs based on the smallest 100 primes p1 < p2 < · · · < p100 of
the form 1 + (2c)2 with c ∈ Z (so cos(2γpk) approaches −1 as k increases).
The kth sequence pair is (f sk,ℓkpk , g
sk ,ℓk
pk ) where ℓk is as close as possible to
k/10 periods (that is, ℓk is pk · k/10, rounded to the nearest integer) and
sk is chosen to keep autocorrelation relatively low given the length ℓk (we
let sk be pk · (3 − 2(k/10))/4, rounded to the nearest integer). We say
that the fractional length of kth sequence is ℓk/pk = k/10. In Figure 5,
the dots show the crosscorrelation demerit factors for these 100 sequence
pairs as a function of fractional length. The curve in our figure indicates
the asymptotic crosscorrelation demerit factor that we would obtain as a
function of fractional length in the limit as cos(γp)→ −1. One can see that
all but the shortest sequences have performance very close to asymptotic.
We conclude with a proof that the limiting crosscorrelation demerit factor
tends to 0 in this scenario.
Theorem 9.1. There exists an infinite family {(fι, gι)}ι∈I of pairs of quartic
residue sequences such that for each ι ∈ I, both fι and gι have prime pι, and
the set {pι : ι ∈ I} is infinite, and CDF(fι, gι) → 0 as pι → ∞. If fuι and
guι are unimodularizations of fι and gι, respectively, for each ι ∈ I, then
CDF(fuι , g
u
ι )→ 0 as pι →∞.
Proof. Let Λ1,Λ2, . . . be a sequence of positive real numbers chosen so that
limn→∞Λn =∞. For each positive integer n, let Fn be a family of pairs of
quartic residue sequences that meets the hypotheses of Theorem 8.5 with the
parameters Λ and γ in that theorem being equal to Λn and π/2, respectively.
Then the same theorem tells us that the limiting value of crosscorrelation
demerit factor for the sequences in Fn as their prime tends to infinity is
−2Λn/3 + Ω(1/Λn, 0). For each n, select a sequence pair (fn, gn) from Fn
with prime pn and length ℓn such that ∣∣∣∣ ℓnpn − Λn
∣∣∣∣ < 1∣∣∣∣CDF(fn, gn)− (−2Λn3 + Ω( 1Λn , 0
))∣∣∣∣ < 1n,
and make sure that pn > pn−1 and pn ≥ n(Λn +1). Since Lemma 9.2 below
shows that limx→∞−2x/3 + Ω(1/x, 0) = 0, we see that CDF(fn, gn) → 0
as n → ∞ (equivalently, as pn → ∞). We then let fun and gun be unimod-
ularizations of fn and gn for each n. Then apply Lemma 4.5 to see that
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Figure 5. Crosscorrelation demerit factors as a function of
fractional length for sequences derived from linear combina-
tions of quartic characters (with cos(2γp) approaching −1)
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CDF(fun , g
u
n) → 0 as pn → ∞. To see that Lemma 4.5 applies, note that
ℓn ≥ pn(Λn − 1) and that Λn →∞ and pn → ∞ as n→∞. Thus ℓn →∞
as n → ∞ (equivalently, as pn → ∞). Furthermore ℓnp2n <
Λn+1
pn
≤ 1/n, so
that ℓn/p
2
n → 0 as n→∞ (equivalently, as pn →∞). 
We close this section with a technical lemma needed in the proof of The-
orem 9.1.
Lemma 9.2. The function f(x) = −2x/3+Ω(1/x, 0) tends to 0 as x→∞.
Proof. In [20, Lemma 24], it is shown that if m is a positive integer and
x ∈ [m,m+ 1], then
Ω
(
1
x
, 0
)
= 2m+ 1− 2m(m+ 1)
x
+
m(m+ 1)(2m+ 1)
3x2
,
so that
f(x) =
−2x3 + 3(2m+ 1)x2 − 6m(m+ 1)x+m(m+ 1)(2m+ 1)
3x2
for x ∈ [m,m + 1]. If we write x = m + y with y ∈ [0, 1], then one can
substitute x − y for m in the previous equation to obtain f(x) = (x − y +
3y2 − 2y3)/(3x2). Then it is clear that f(x)→ 0 as x→∞. 
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