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Abst rac t - -Th is  paper deals with the solution of the initial value problem related to a class of 
nonlinear integro-differential equations modeling population dynamics with kinetic interactions. The 
mathematical method proposed in this paper provides a continuous analytic approximation of the 
solution to the initial value problem. 
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1. INTRODUCTION 
This paper deals with the development of a mathematical method for the continuous approxima- 
tion of the solution to the initial value problem for a class of integro-differential equations with 
quadratic type nonlinearities. 
Although several generalizations are immediate, as it will be discussed in the last section of 
this paper, the analysis is developed for a specific model of mathematical biology. In particular, 
we refer to a new class of models of population dynamics with stochastic interaction between 
individuals of a certain population recently proposed by Jager and Segel [1]. Various developments 
and generalizations of such a model were studied in [2,3] with particular attention to the dynamics 
of several interacting populations and to the qualitative analysis of the initial value problem. 
This paper deals with the continuous approximation of the solution to the initial value problem 
for the class of equations that was mentioned above and that will be described, in details, in 
the next section. The paper is organized in three sections. The second section provides the 
description of the mathematical model and of the initial value problem. The third section deals 
with the development of the mathematical methods to obtain quantitative results. This section 
also develops an application with a related convergence proof. 
2. THE MODEL AND THE IN IT IAL  VALUE PROBLEM 
This section provides a description of the model proposed by Jager and Segel [1]. Then, the 
analysis of the initial value problem is developed. Considering that the analysis of this paper 
is not developed for abstract equations, but it is related to models of mathematical biology, 
the physical framework of the models we are dealing with is here reported. In particular, the 
assumptions which define the mathematical model are the following. 
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ASSUMPTION 1. The physical system is constituted by a population of a large number of in- 
teracting nondistinguishable individuals. The physical state of each individual is described by a 
variable u E [0, 1], called state. The distribution of individuals over u is defined by the probability 
density 
f = f(t,  u): [0, T] x [0, 1] -* JR+. (2.1) 
ASSUMPTION 2. The rate of changing state due to the encounters between the individual with 
state v and the one with state w is identified by the term ~(v, w) >_ O, while the probability 
density that after the encounter between the individual with state v and the one with state w, 
the first one ends up in the state u is 
¢(v ,w;u)  k O, ~(v,w;u)  du= l, Vv, w e [O, 1] 2. (2.2) 
ASSUMPTION 3. Only encounters between pairs of individuals occur and the total derivative of f 
does not depend on u. 
The mathematical model, i.e., the set of evolution equations for the density f ,  is obtained on 
the basis of the axioms which have been stated above equating the total derivative of f to the 
ga in  and loss terms 
Of (t, u) = J ( f ,  f )  = G(f, f)(t, u) - f R(f ) ( t ,  u) 
Ot 
(2.3) /o1/0 /01 = v(~,w)e(v ,w;u) f ( t ,v ) f ( t ,w)dvdw - f ( t ,u )  ~(u ,w) l ( t ,w)dw.  
Consider the initial value problem for the set of evolution equations (2.3) linked to initial 
conditions f(0, u) = f (u)  > O, and consider then the Banach space X = LI[0, 1]. The norm of 
the elements of X is 
I[fll = Ifl du. (2.4) 
The initial value problem can be written as an ordinary differential equation in X 
df 
d---t = J ( f ' f ) '  f ( t  = 0, u) = f0(u). (2.5) 
Furthermore, the solution satisfies the following integral equation 
f ( t )=  f0exp ( - f0  t R( f ) ( s )ds )+ fot G(f,  f)(s)exp ( - f s  t R( f ) (T )dT)ds .  (2.6) 
It is known, after the analysis of [2] and [3], that if ~b and r] are bounded, then existence and 
uniqueness theorem in the Banach space X according to the following definition. 
DEFINITION 2.1. For a dosed subset D C X = LI[0, 1], 0 < T < c~, and fo c X,  fo >_ O, then a 
function f from [0,T) into D is called a solution to Problem (2.5) if f(0) = f0, f is differentiable 
on [0, T), and satisfies equation (2.5). 
The proof can be obtained, as shown in [2] and [3], either by fixed point theorems or by 
semigroup theory [4]. In particular, the solution preserves, as implied by equation (2.3), the 
Ll-norm 
1 t • 
f ( t ,u)  > O, Jo fdu  = 1, Vt > 0. (2.7) 
We also recall that the solution yields the time evolution of the moments of the random 
variable u 
E(uq)(t) = uqf(t, u) du. (2.8) 
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3. MATHEMATICAL  METHOD AND APPL ICAT ION 
The computational solution of Problem (2.5) can be obtained by classical methods of applied 
mathematics [5]. For instance, the variable u can be discretized into a suitable set of collocations 
U n points { i}i=l. Then the density f is interpolated by fundamental polynomials in order to obtain 
a set of ordinary differential equations that define the evolution of the densities fi(t) = f(t ,  ui) 
in the nodal points. A report of this solution technique, referred to Problem (2.5) is given 
in [5, Chapter 4]. This type of numerical method is also applied in [6] to an integral equation 
with quadratic type nonlinearity similar to the one dealt with in this paper. 
The aim of this paper is to provide a more efficient alternative to computational technique by 
means of a continuous analytic approximation of the solution. This result will be obtained, as 
we shall see, by a suitable development of the decomposition method [7]. 
Then we refer to the initial value problem (2.5) and look for an analytic approximation i the 
time interval T -- [0, 1]. The mathematical method, that is here proposed, consists in discretizing 
the time interval by the collocation 
I = { t° = O'' ' '  'tj = j ' ' ' ' ' tp  = l (3.1) 
and by approximating the solution in each interval I t = [tj, tj+l] as follows: 
f ( t ,u)  ~- fn(t ,u)  = ~ A~f(i)(t,u), )~ = 1. (3.2) 
i=l 
Replacing the expression (3.2) into equation (2.5) and equating the terms with the same power 
of A yields, at fixed t c Tj, the following sequence of ordinary differential equations 
dr( 1 ) 
dt 
dr(2) 
dt 
dr(3) 
dt 
df(4) 
dt 
-0 ,  
-- J ( f (1 ) , f (1 ) )  (t,u), 
-- Z( f (1) , f (2))  ( t ,u) -~-g(f (2) , f ( i ) )  ($,u), 
(3.3) 
dr(~) - J (Fh),F k)) 
h+k=i 
where the first equation must be linked to the initial condition f(1)(t = tj, u) = ~z(u), while the 
equations which follow to the conditions f(i>l)(t = tj, u) -- 0. This procedure yields the sequence 
of analytic solutions 
f (1) (u  =~l (U) ,  
/ (2)( t ,  ~) = (t - t j ) J (~ l (~) ,  ~ l (U) )  = (t - t j )~2(~) ,  
1 (t - t~)2~3(u) ,  f(3)(t, u) = ~1 (t - tj) 2 [J(~l(u), ~2(u)) + J(~2(u),~z(u))] = 5 
1 ( t -  tj) (i-i) ~ J(~h(U),~k(u)), f(~)(t,u) - ( i -  1)! 
h+k=i 
(3.4) 
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so that 
1 ( t - t~)  ('-~) ~ z (~(~) ,~(~) ) .  (3.51 fn ( t 'U )  = ~l(U)  q- (i 1)-----'~. 
i=2 h+k=i 
The method is now applied to the solution of an initial value problem for special values of the 
terms r/and ¢ such that the analytic solution of the problem is known. This application will 
allow us to verify the convergence of the proposed method to the analytic solution. 
Consider then the initial value problem (2.3) with ~ = ¢ = 1 uniform over the interval [0, 1]. 
In this case, the following simple analytic solution is obtained 
/ ( t ,u )= l  - e - t+/o(u)e  -t, 
such that the moments of the solution are 
E(~q)(t) - - -  
1 - -e  - t  
q+l  
(3.6) 
+E(uq)(O)e -t. (3.7) 
The following sequence of analytic solutions is obtained by equations (3.4) in the initial time 
interval [0, t]: 
f(1)(u) = fo(u), 
f(2) (t, u) = - ( fo (u )  -- 1)t, 
t 2 
f(3)(t ,  u) = ( fo(u)  - 1) ~,  (3.8) 
( - - t )  i -1  
:(')(t,u) - ~7-- ~ (:0(~) - 1), i>2 .  
Then the n-order approximated solution 
( - t ? - I  f(n)(t,~) = 1 + ~7- -~ (f0(~) - 1) (3.9) 
i=1 
uniformly converges to the analytic solution (3.6) if n --~ oc and Vt. 
The re la ted moments  are given by 
E( '~q)(t)  -- 1 -t'- q i=l  i=l  ( ' i~' i -~. " (3.10) 
In particular, equation (3.9) represents the power expansion of the solution (3.6). In general, 
the convergence radius of the expansion (3.9) must be computed in details and, consequently, the 
step of the time discretization (3.1) must be estimated. 
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