The diffusive Holling-Tanner predator-prey model with no-flux boundary conditions and nonlocal prey competition is considered in this paper. We show the existence of spatial nonhomogeneous periodic solutions, which is induced by nonlocal prey competition. In particular, the constant positive steady state can lose the stability through Hopf bifurcation when the given parameter passes through some critical values, and the bifurcating periodic solutions near such values can be spatially nonhomogeneous and orbitally asymptotically stable. This phenomenon is different from that in models without nonlocal effect.
Introduction
During the past twenty years, bifurcations and spatiotemporal patterns for homogeneous reaction-diffusion equations have been studied extensively, see [7, 13, 17, 18, 22, 24, 25, 28, 29, 31, 32] and references therein. In particular, spatially homogeneous and nonhomogeneous periodic orbits can occur through Hopf bifurcation. To our knowledge, for homogeneous reaction-diffusion equations, the constant positive steady state can lose the stability when the given parameter passes through some Hopf bifurcation * This research is supported by the National Natural Science Foundation of China (Nos. 11771109 and 11371111) † Corresponding Author, Email: chenss@hit.edu.cn ‡ Email: weijj@hit.edu.cn 1 values, and the bifurcating periodic solutions near such values are always spatially homogeneous. The spatially nonhomogeneous periodic orbits can also occur through
Hopf bifurcation, but they are always unstable. This phenomenon was firstly obtained by Yi et al. [31] for the following diffusive predator-prey model with Holling type-II predator functional response,
x ∈ ∂Ω, t > 0.
(1.1)
Due to the instability, it is hard to obtain spatially nonhomogeneous periodic orbits numerically for homogeneous reaction-diffusion equations.
It has been pointed out that there is no real justification for assuming that the interaction between individuals of a species is local, and the individuals at different locations may compete for common resource or communicate either visually or by chemical means [8, 11] . Models with nonlocal competition effect have been studied extensively, see [2, 3, 9, 10, 12, 14] for results on traveling wave solutions and [1, 6, 11, 26, 30] for existence and bifurcations of steady states. Recently, considering nonlocal competition of prey, Merchant and Nagata [20] proposed the following nonlocal When Ω = (−∞, ∞), they showed that the nonlocal competition can induce complex spatiotemporal patterns. For one-dimensional bounded domain (0, ℓπ), Chen and Yu [5] chose K(x, y) = 1/ℓπ as in [11] and obtained that the constant positive steady state of model (1.2) can also lose the stability when the given parameter passes through some Hopf bifurcation values, but the bifurcating periodic solutions near such values can be spatially nonhomogeneous. This phenomenon is different from that in model (1.1) without nonlocal effect. However, the properties of Hopf bifurcation, such as the bifurcation direction and stability of the bifurcating periodic solutions, have not been solved theoretically.
In this paper, we mainly consider model (1.3) with nonlocal competition of prey, and
show the existence and properties of Hopf bifurcation. We remark that if K(x, y) = δ(x − y), then model (1.3) is reduced to the classical Holling-Tanner predator-prey model, for which the steady states, Hopf bifurcations and Turing instability were investigated in [16, 19] , and the global stability of the positive constant equilibrium was considered in [4, 21, 23] . As in [5, 11] , we choose Ω = (0, ℓπ), K(x, y) = 1/ℓπ, and then model (1.3) with no-flux boundary conditions and nonnegative initial values takes the following form:
where u(x, t) and v(x, t) stand for the densities of the prey and predator at time t and location x respectively, and parameters a, b, c, e, k, ℓ, d 1 and d 2 are all positive constants. Specifically, ℓ is the spatial scale; d 1 and d 2 are the diffusion rates of the prey and predator respectively; k represents the carrying capacity of the prey; b and e measure the interaction strength between the predator and prey; a and c are the intrinsic growth rates of the prey and predator respectively; and m measures the prey's ability to evade attack, see [27] for more detailed biological explanation. By using the following rescaling,t
and dropping the tilde sign, system (1.4) can be simplified as follows:
(1.5)
3
Here parameters d 1 , d 2 , β, b, c and ℓ are all positive. Denote
and we can adopt the framework of [15] to investigate the Hopf bifurcation of model (1.5) by using b as a bifurcation parameter. Actually, the bifurcation parameter we choose is equivalent to parameter b.
The rest of the paper is organized as follows. In Section 2, we show the existence of Hopf bifurcation for model (1.5) . In Section 3, we investigate the stability and direction of bifurcating periodic solutions via the center manifold theorem and normal form theory [15] . Finally, some numerical simulations and spatially nonhomogeneous patterns are presented in Section 4. Throughout the paper, we denote by N the set of all positive integers, and N 0 = N ∪ {0}.
Stability and Hopf bifurcation
In this section, we study the stability of the constant positive equilibrium and associated Hopf bifurcation for model (1.5). Obviously, model (1.5) always has a unique constant positive equilibrium, denoted by (λ, λ), where λ ∈ (0, 1/β) satisfies (1−βλ)(1+λ) = bλ.
Therefore, λ is equivalent to parameter b and strictly decreasing with respect to b.
Linearizing system (1.5) at positive equilibrium (λ, λ), we obtain
By a direct computation, we obtain the sequence of the characteristic equations with respect to (λ, λ) as follows:
where
and for n ∈ N,
In the following, we use parameter λ as a bifurcation parameter to study the stability of (λ, λ) and the associated Hopf bifurcation for model (1.5) . Note that λ ∈ (0, 1/β), and equilibrium (λ, λ) is locally asymptotically stable, if T n (λ) < 0 and D n (λ) > 0 for each n ∈ N 0 . It follows from [31] that Hopf bifurcation value λ 0 satisfies the following condition:
(H 1 ): There exists n ∈ N 0 such that 5) and the unique pair of complex eigenvalues α(λ) ± iω(λ) near λ 0 satisfy
and then 
where λ ∈ (0, 1/β), and (λ, λ) is the unique constant positive equilibrium of model
Proof. Obviously, D(λ, p) > 0 for all p ≥ 0 if and only if one of the following two conditions is satisfied
Therefore, D(λ, p) > 0 for all p ≥ 0 if and only if
Then we consider the case that β < 1 and c < p 3 (λ 3 ). In this case, there exists two points λ ( Proof. We only prove part (ii), and part (i) can be proved similarly. A direct computation yields
and ℓ 1 <l
Note that when λ is near λ H i,± , the unique pair of eigenvalues α(λ) ± iω(λ) satisfy α(λ) = T i (λ)/2, and consequently, α ′ λ
Remark 2.7. To investigate the effect of the non-locality, we revisit the classical HollingTanner predator-prey model without nonlocal effect,
For the case of β > 1, a direct calculation implies that there exist no Hopf bifurcation points for model (2.13), which satisfy assumption (H 1 ), (see also [16] ). However, it follow form Theorem 2.4 that under certain conditions Hopf bifurcation can occur for model (1.5) with nonlocal effect, and the bifurcating periodic solutions are spatially nonhomogeneous. Therefore, Hopf bifurcation is more likely to occur with the nonlocal competition of prey. Similar results can be obtained for the case of β < 1.
Remark 2.8. It follows from Theorems 2.4-2.6 that, if
then, for sufficiently large ℓ, (λ, λ) is locally asymptotically stable for λ ∈ λ SettingŨ (x, t) = (ũ(x, t),ṽ(x, t)) T = (u(x, t) − λ, v(x, t) − λ) T , and dropping the tilde sign, system (1.5) can be transformed as follows:
Letting ·, · be the complex-valued L 2 inner product for space X C , defined by
3) forŨ = (ũ,ṽ) T ∈ X C . For simplicity of notations, we denote
Since the formulas of Hopf bifurcation are all relative to λ = λ * only, we set λ = λ * in Eq. (3.1) and obtain
It follows from Section 2 that L(λ * ) and L * (λ * ) has only one pair of purely imaginary eigenvalue ±iω * , where 6) and other eigenvalues are all negative. Let q and q * satisfy
Since L * (λ * ) is the adjoint operator of L(λ * ), we see that
which leads to q * , q = 0. In fact, we can choose
(3.8)
Decompose X C = X c ⊕ X s , where X c = {zq + zq : z ∈ C} and X s = {u ∈ X C : q * , u = q * , u = 0}. Here X c and X s are the center subspace and stable subspace of system (3.5) respectively. Then system (3.5) in z and w coordinates takes the following form:
where U = z(t)q + z(t)q + w(t). It follows from [15] that system (3.9) posses a center manifold in the following form:
with w ij = (w
ij ) T in X s for i + j = 2. Therefore, the flow of system (3.9) on the center manifold can be written as:
where z(t) satisfiesż
Note that 
dx. An easy calculation implies that
(3.14)
Therefore, to derive the expression of g 21 , one need to compute w 20 and w 11 .
It follows from system (3.9) that w(z(t), (z(t)) satisfieṡ
Then by using the chain ruleẇ
Since g 20 = g 11 = g 02 = 0, we obtain that
20
Consequently,
, a 3 = 1 2
Substituting Eqs. (3.19) and (3.20) into the last equation of (3.14), we can compute the value of g 21 for given parameters. Then we can compute the following quantities which determine the direction and stability of bifurcating spatially nonhomogeneous periodic solutions:
Here In the following, we will consider the sign of Re(g 21 ) with respect to Hopf bifurcation point λ H 1,− or λ H 1,+ for large ℓ. Firstly, we show the limit of λ * , ω * q 2 , q * 2 and D as ℓ → ∞ for further application.
where λ * , ω * q 2 , q * 2 and D are defined as in Eqs. (3.4), (3.6), (3.7) and (3.8) respectively. Then c = λ
Proof. Taking the limit of equation
Note that q * , q = 0. Then
which leads to
This, combined with Eq. (3.23), implies that
By virtue of Lemma 3.1, we obtain the limits of γ i as ℓ → ∞ for i = 1, 2, 3, 4. 
.
This completes the proof.
Then, we estimate the limits of a i and b i as ℓ → ∞ for i = 1, 2, 3, 4. 
Proof. Since lim ℓ→∞ D 2 (λ * ) = (ω ∞ * ) 2 and lim ℓ→∞ T 2 (λ * ) = 0, we have , we see that
Similarly, we have
Note that lim ℓ→∞ T 0 (λ * ) = T 0 (λ 
Now, for simplicity of notations, let A 1 , A 2 and A 3 satisfy
11 − w
11 − q 2 w
and 
It follows from Eq. (3.33) that
By virtue of Eq. (3.30), and taking the limits at both sides of Eq. (3.37) as ℓ → ∞, we see that
Similarly, we obtain the estimate of A 2 as ℓ → ∞. 
. 
