There is much empirical evidence that item-item collaborative filtering works well in practice. Motivated to understand this, we provide a framework to design and analyze various recommendation algorithms. The setup amounts to online binary matrix completion, where at each time a random user requests a recommendation and the algorithm chooses an entry to reveal in the user's row. The goal is to minimize regret, or equivalently to maximize the number of +1 entries revealed at any time. We analyze an item-item collaborative filtering algorithm that can achieve fundamentally better performance compared to user-user collaborative filtering. The algorithm achieves good "cold-start" performance (appropriately defined) by quickly making good recommendations to new users about whom there is little information.
INTRODUCTION

Background
Whenever a business contains a large collection of items for sale, it is of interest to help customers find the items that are of most interest to them. Before the creation and widespread adoption of the Internet, this was done by trained store salesmen, who can recommend items based on experience and the customers' revealed preferences.
After the creation of the Internet, this "recommendation system" has been largely taken off the hands of trained salesmen and is now largely handled by automated, statistically driven policies. For many companies, the efficacy of their recommendation systems stands at the core of their business. Amazon and Netflix are prominent examples.
A natural and clever first idea in designing an automated recommendation system is to use content specific data. In this spirit, one may use words in the title and book's cover, or a user's age and geographic location as inputs to recom-Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. mendation heuristics. This type of recommendation system, based on content-specific data, is called content filtering.
In contrast to content filtering, a technique called collaborative filtering (CF) provides recommendation in a contentagnostic way. CF works by exploiting patterns in general purchase or usage data. For instance, if 90% of users agree on two items (that is, 90% of users either like both items or dislike both items), a CF algorithm may recommend the second item after a user has expressed positive feedback for the first item.
The term collaborative filtering was coined in [16] , and this technique is used in virtually all recommendation systems. There are two main paradigms in neighborhood-based collaborative filtering: the user-user paradigm and the itemitem paradigm. To recommend to a user in the user-user paradigm, one first looks for similar users, and then recommends items liked by those similar users. In the itemitem paradigm, in contrast, items similar to those liked by the user are found and subsequently recommended. Much empirical evidence exists that the item-item paradigm performs well in many cases [26, 23] , and in this paper, motivated to understand the reasons behind this, we introduce a mathematical model and formally analyze the performance of a simple, intuitive algorithm that follows the item-item paradigm. The algorithm, called item-item-cf, is described in Section 3.
Organization
The rest of this paper is organized as follows. For the remainder of Section 1 we formally introduce the model, give an informal overview of the main results, and discuss related works. In Section 2 we describe the assumptions we make, motivated by theoretical lower bounds and empirical observations. In Section 3 we describe our algorithm and in Section 4 we prove the correctness of its main set of routines. In Section 5 we put all the pieces together and give our main results pertaining to the performance of item-item-cf. In Section 6 we further discuss our results and future work.
Model
We consider a system with N users and collection of items I. For each item i ∈ I, user u has binary preference Lu,i equal to +1 (like) or −1 (dislike). Recommendation systems typically operate in an online 1 setting, meaning that when a user logs into a virtual store (such as Amazon), a recommendation must be made immediately. At each dis-crete time step t = 1, 2, 3, . . . a uniformly random user Ut ∈ {1, .., N } requests a recommendation. The recommendation algorithm selects an item It to recommend from the set of available items I, after which Ut gives feedback LU t ,I t . The recommendation must depend only on previous feedback: It is required to be measurable with respect to the sigma-field generated by the history (U1, I1, LU 1 ,I 1 ), ...,(Ut−1, It−1, LU t−1 ,I t−1 ).
We impose the constraint that the recommendation algorithm may only recommend each item to a given user at most once. This captures the situation where users do not want to watch a movie or read a book more than once and focuses attention on the ability to recommend new items.
For each recommendation, the algorithm may therefore either recommend an item that has been previously recommended to other users (in which case it has some information about the item) or recommend a new item from I.
We are interested in the situation where there are many items, and will assume that I is infinite. For a given item i, the corresponding ith column L·,i ∈ {−1, +1} N containing each user's preference is called the type of item i. It is convenient to represent the population of items by a probability measure µ over {−1, +1} N . When the algorithm selects an item that has not yet been recommended, the item's type is drawn from this distribution in an i.i.d. manner. Recommending a new item corresponds to adding a column to the rating matrix, with binary preferences jointly distributed according to µ.
Performance measure and main results
As is standard in the online decision-making literature, algorithm performance is measured by regret relative to an all-knowing algorithm that makes no bad recommendations. The regret at time T is therefore
Recall that at time t user Ut ∈ {1, . . . , N } desires a recommendation, It is the recommended item, and Lu,i is equal to +1 (resp. −1) if u likes (resp. dislikes) item i. The regret R(T ) is the number of bad recommendations per user after having made an average of T recommendations per user. Dependence on the algorithm is implicit through It. We now describe two high-level objectives in designing a recommendation system and the corresponding guarantees obtained for our proposed algorithm item-item-cf, which is described in Sections 3 and 3.1. The results are stated in more detail in Section 5.
Cold-start time
With no prior information, the algorithm should give reliable recommendations as quickly as possible. The cold-start time T cold−start of a recommendation algorithm is defined as
(1) This is the first time after which the slope of the expected regret is bounded by 0.1: after T cold−start the algorithm makes a bad recommendation to a randomly chosen user with probability at most 0.1. 2 2 The choice 0.1 is arbitrary. We will assume that users like Our results: As described in Section 2, we assume that each user likes at least ν > 0 fraction of the items. In Theorem 5.1 we show that algorithm item-item-cf achieves T cold−start = O( 1 ν ) for N ≥ N0. 3 Note that one must typically randomly sample Ω( 1 ν ) items to find a single liked item, and our results show that this amount of time-investment suffices in order to give consistently good recommendations. Further, in Section 6.2 we show that user-user collaborative filtering cannot achieve such cold-start performance, and give intuition for why that is the case.
Improving accuracy
The algorithm should give increasingly more reliable recommendations as it gains information about the users and items. This is captured by having sublinear expected regret
Our results: Proposition 2.1 shows that without assumptions on the item space, it is impossible for any online algorithm to achieve sublinear regret for any positive length of time. In this paper we assume that the item space has doubling dimension (a measure of complexity of the space, defined and motivated later) bounded by d. In Theorem 5.2 we show that after time T cold−start (until which we incur linear regret), algorithm item-item-cf achieves sublinear expected regret O(T d+1 d+2 ) up until a certain time Tmax. After Tmax the expected regret again grows linearly (but with much smaller slope), and this behavior is shown in Theorem 5.3 to be unavoidable. As will be made explicit, performance improves with increasing number of users: Tmax (and hence the length of the sublinear time-period) increases with N and the eventual linear slope decreases with N , both of which illustrate the so-called collaborative gain.
We would like to note that the mathematical formulation of cold-start time is new, to the best of our knowledge. The strong guarantee we obtain on cold-start time (independent of doubling dimension d) is distinct from and does not follow as an implication of the sub-linear regret result (which does depend on d).
Related Works
In this section we discuss connections to related work. We begin by describing some relevant literature in multi-armed bandits, which deals with explore-exploit trade-offs similar to the ones faced by a recommendation algorithm. We then, for completeness, describe matrix factorization methods of recommendation systems, which is another popular model of recommendation system. We conclude by discussing other relevant works.
Multi-armed Bandits
In the multi-armed bandit problem, at each time t the player must choose an arm i ∈ X (hence multi-armed) to pull in a slot machine (bandit). Upon pulling arm i, the player receives a random reward distributed according to an i.i.d. random variable with mean ri.
The goal of the player is to minimize the expected regret, only a small fraction of the items, so the cold-start time is the minimum time after which the algorithm can recommend significantly better than random.
which in this context is defined as
Here It is the random variable denoting the arm pulled at time t and r * sup i∈X ri is the supremum of expected reward of all arms. The means {ri} are unknown to the player, so the decision about which arm to pull depends on estimates of the means. Hence, the expected regret is the difference in expected reward compared with an oracle algorithm that always pulls the arm with the highest expected reward.
The survey by [6] thoroughly covers many other variants of multi-armed bandits, and points to [33] as the earliest work in bandits. The multi-armed bandit work that is most relevant to us, however, is when X is a very large set. In this case we can interpret arms as items, and pulling an arm as recommending an item to a user. When X is very large (possibly uncountably infinite), however, some structure on X must be assumed in order for any algorithm to achieve nontrivial regret.
The papers [22, 7] use notions of dimensionality similar to the one in this paper in order to control the structure of the space of arms X : [22] assumes that the arm space is endowed with a metric, and [7] assumes that the arms have a dissimilarity function (which is not necessarily a metric). The expected rewards are then related to this geometry of the arms. In the former work, the difference in expected rewards is Lipschitz 4 in the distance, and in the latter work the dissimilarity function constrains the slope of the reward around its maxima. In contrast, what is Lipschitz about our setting? For us, the difference in reward is Lipschitz when averaged over all users. That is
where γij is a distance between items that will be defined in Section 2. The expected regret upper bound of the algorithms in [22, 7] 
where d is a weaker notion (than the one we use) of the covering number of X , and is closely related to the doubling dimension (which we define later) in the case of a metric. The regret bound in Theorem 5.2 for the sublinear regime is of the same form, but two important aspects of our model require a different algorithm and more intricate arguments: (i) in our case, no repeat recommendations (i.e. pulling the same arm) can be made to the same user, and (ii) we do not have an oracle for distances between users and items, and instead we must estimate distances by making carefully chosen exploratory recommendations.
Aside from these differences, the nature of the collaborative filtering problem leads to additional novelty relative to existing work on multi-armed bandits. First, we formalize the cold-start problem and prove strong guarantees in this regard. Second, all of our bounds are in terms of system parameters. This allows, for example, to see the role of the number of users N as an important resource allowing for collaboration.
Matrix Factorization
Besides neighborhood-based methods of collaborative filtering, matrix factorization is another branch of collaborative filtering that is widely used in practice. The winning team in the Netflix Challenge, for instance, used an algorithm based on matrix factorization, and due to its importance we will briefly cover some aspects of it here 5 .
Using the language of recommendations, the set-up for matrix factorization is that we have a (possibly incomplete) n × m matrix L of ratings (where rows represent users and columns represent rows) that we would like to factor as L = AW , where A is n × r and W is r × m, and r is as small as possible. When L is complete, the singular value decomposition is known to provide the factorization.When L is incomplete, however, a popular approach in practice (cf. [24] ) is to find the decomposition by solving the regularized optimization problem arg min
(4) via, for instance, stochastic gradient descent (cf. [37] ). This, in effect, is looking for a sparse low-rank factorization of L.
In many contexts, including that of recommendations, it also makes sense to want a nonnegative factorization. Intuitively, this enforces that we interpret each item as being composed of different attributes to various extents (rather than as a difference of attributes). [25] provided theoretical guarantees for fixed r, and [34] then showed that this problem is NP-hard with r as a variable. The first provable guarantee under nontrivial conditions came only later in [2] . They give an algorithm that runs in time that is polynomial in the m, n, and the inner rank, granted that L satisfies the so-called separability condition introduced by [14] 6 .
In Section 2.4 we compare low-rank structure with low doubling dimension. Specifically, we argue that there are simple scenarios where the rank of a matrix is high, but its doubling dimension is small.
Other Related Works
The papers [19] and [10] on online learning and matrix completion are also relevant. In their case, however, the matrix entries to be predicted are not chosen by the algorithm and hence there is no explore-exploit trade-off. The paper [21] considers collaborative filtering under a mixture model in the offline setting, and they make separation assumptions between the item types (called genres in their paper). The work [11] considers a setting similar to ours (but with finite number of user and item types) and proves certain guarantees on a moving horizon approximation rather than the cumulative anytime regret. The paper [4] proves asymptotic consistency guarantees on estimating the ratings of unrecommended items. The recent paper [27] considers a different model in which repeat recommendations are also not allowed, but they make recommendations by exploiting existing information about users' interests.
It is possible that using the similarities between users, and not just between items as we do, is also useful. This has been studied theoretically in the user-user collaborative filtering framework in [5] , via bandits in a wide variety of settings (for instance [1, 32, 9] ), with focus on benefits to the cold-start problem [15, 8] , and in practice (cf. [12, 3] ). In this paper, in order to capture the power of purely itemitem collaborative filtering, we intentionally avoid using any user-user similarities.
A latent source model of user types is used by [5] to give performance guarantees for user-user collaborative filtering. The assumptions on users and items are closely related since K items types induce at most 2 K user types and vice versa (the K item types liked by a user fully identify the user's preferences, and there are at most 2 K such choices). Since we study algorithms that cluster similar items together, in this paper we assume a latent structure of items. We note that unlike the standard mixture model with minimum separation between mixture components (as assumed in [5] ), our setup does not have any such gap condition. In contrast, we allow an effectively arbitrary model, and we prove performance guarantees based on a notion of dimensionality of the item space.
STRUCTURE IN DATA
The main intuition behind all variants of collaborative filtering is that users and items can typically be clustered in a meaningful way even ignoring context specific data. Items, for example, can often be grouped into a few different types that tend to be liked by the same users (see fig. 1 ). It is with this intuition and empirical observation in mind that the two main paradigms in neighborhood-based collaborative filtering, user-user and item-item, operate. Figure 1 : Observed clustering of users and items (from [5] ). This is the densest subset of users (rows) and items (columns), where the darker spots indicate likes and the lighter spots indicate dislikes. One can see that the items and users can be grouped in relatively few types, where items of the same type tend to be liked by users of the same type.
In this section we will develop the appropriate notions to capture structure in data. First, in Section 2.1 we show that without structural assumptions, the expected regret of any online algorithm grows linearly with time. In Section 2.2, we then develop our intuition for the structure present in data and define a distance between item types. In Section 2.3 we then define the precise structural assumption that we will make: that the item space has finite doubling dimension. Finally, in Section 2.4 we give an example of how to relate the concepts of doubling dimension and low rank.
Need for Structure
As discussed, a good recommendation algorithm suggests items to users that are liked, but have not been recommended to them before. In order to motivate the need for assumptions on the item space, we begin by stating the intuitive result that in the worst case when µ has little structure, no online algorithm can do better than recommending random items.
for any online recommendation algorithm. Conversely, the algorithm that recommends a random item at each time step achieves R(T ) = T /2. Proposition 2.1 states that no online algorithm can have sublinear regret for any period of time unless some structural assumptions are made. Hence, to have any collaborative gain we need to capture the fact that items tend to come in clusters of similar items. We make two assumptions.
(A1) The distribution µ over the item space has doubling dimension at most d for a given d ≥ 0.
(A2) Each user likes a random item drawn from µ with probability between ν and 2ν, and each item is liked by a fraction between ν and 2ν of the users, for a given ν ∈ (0, 1/4).
Assumption A1 captures structure in the item space through the notion of doubling dimension, defined and motivated in Section 2.3. Assumption A2 is made to avoid the extreme situations where almost no items are liked (in which case recommendation is impossible) or most items are liked (in which case the regret benchmark becomes meaningless).
Item Types
To more formally describe item types and the conditions on µ, let us first define a distance between the item types. We endow the N -dimensional Hamming cube {−1, +1} N with the normalized Hamming metric: for any two item types x, y ∈ {−1, +1} N , define their distance
We see that γx,y is the fraction of users that disagree on item types x and y. Since each item has a unique type, we write γij for items i and j to denote the distance between their types. One can plausibly go about capturing the empirical observation that items tend to belong to clusters that are liked by similar set of users by assuming that there are K different item types, i.e., the measure µ assigns positive mass to only K vectors in {−1, +1} N . [5] assumes similar structure, but over users rather than items. In addition, they assume that the types are well-separated (that is, γx,y is lower bounded for each two different types x and y with positive mass). This allows for clustering perfectly with high probability, which in turn leads to a small regret.
However, enforcing that the types are well-separated is counter-intuitive and not necessary for the following reason. If two types x and y are extremely close to each other, that should only make the problem easier: In our setting, two similar item types have (by definition) the same 'like' or 'dislike' from most users, so for the purpose of recommendation the distinction between type of x and y is insignificant.
It turns out that we can exploit this intuition when the item space has sufficient structure, as captured by a certain notion of dimensionality.
Doubling Dimension
In order to capture this intuition that our mixture assumption should (i) give significant mass around item types and (ii) not have separation assumptions, we define a notion of doubling dimension of µ, and then further discuss its advantages. Let B(x, r) = {y ∈ {−1, +1} N : γx,y ≤ r} be the ball of radius r around x with respect to metric γ 7 .
Further, a measure that has finite doubling dimension is called a doubling measure.
The above definition is a natural adaptation to probability measures on metric spaces of the well-known notion of doubling dimension for metric spaces (cf. [20, 18, 13] ). As noted in, for instance [13] , this is equivalent to enforcing that µ(Bγ(x, αr)) ≤ α d · µ(Bγ(x, r)) for any r > 0 and any x ∈ {−1, +1} N with µ(x) > 0. For Euclidean spaces, the doubling dimension coincides with the ambient dimension, which reinforces the intuition that metric spaces of low doubling dimension have properties of low dimensional Euclidean spaces.
Despite its simplicity, measures of low doubling dimension capture the observed clustering phenomena. Proposition 2.2 below, which follows directly from the definition, shows that a small doubling dimension ensures that the balls around any item type must have a significant mass. Proposition 2.2. Let µ be an item space for N users with doubling dimension d. Then for any item type
Doubling measures also induce many other nice properties on the item space. To that end, let us first define an ε-net for an item space.
For any ε > 0, a collection of items C is called an ε-net of the item space represented by distribution µ on {−1, +1} N if (a) for any pair i, j ∈ C, we have γij > ε/2, and (b) for any item with µ( ) > 0, there exists i ∈ C so that γ i ≤ ε.
Proposition 2.3 below shows that an ε-net of items can only have few items close to any given item. Proposition 2.3. Let µ be an item space for N users with doubling dimension d and let C be an ε-net for µ. For j an arbitrary item, let cj ∈ C be such that γj,c j < ε, and let mc j µ B(cj, ε) . Then, for each r ∈ [ε/2, 1/2], there are at most mc j 4 ε d 4r+5ε 4ε
d items in C within radius r of j. 7 We omit the dependence of the ball on γ throughout.
To further illustrate and gain intuition for doubling dimension, let us consider a simple item space with K clusters.
Example 2.1. Consider an item space µ over N users that assigns probability at least w > 0 to K distinct item types with separation at least σ > 0. Then, since µ(B(x, α)) ≤ 1, and µ(B(x, α/2)) ≥ w, we have that
Similarly, if we only know that there are at most K equally likely item types we can bound the doubling dimension as
With the example above in mind, we would like to emphasize that doubling dimension assumptions are strictly more general than the style of assumptions made in [5] (finite K with separation assumptions) because (a) doubling measures require no separation assumptions (that is, two item types x and y that are arbitrarily close to each other can have positive mass) and (b) the number of types of positive mass is not bounded by a finite K anymore, but instead can grow with the number of users.
Finally, note that doubling dimension is not only a proof technique: it can be estimated from data and tends to be small in practice. To illustrate this point, we calculated the doubling dimension on the Jester Jokes Dataset 8 and for the MovieLens 1M Dataset 9 . For the MovieLens dataset we considered only movies that have been rated by at least 750 users (to ensure some density).
In both datasets we calculated the empirical doubling dimension di (that is, the smallest di such that µ(B(i, 2r)) ≤ 2 d i µ(B(i, r)) for each r) around each item i. Under a simple noise assumption, figs. 2 and 3 show that all the di tend to be small. The appendix B describes the precise experiments. 
Low Rank and Doubling Dimension
As mentioned in Section 1.5, a common assumption behind matrix factorization methods is that the matrix has low rank. In this section we would like to draw a connection between rank properties of the rating matrix L and the doubling dimension of the item space induced by L. In particular, we will show that low doubling dimension can be a weaker requirement than low rank of L. To that end, we will first define what we mean by the item space induced by a rating matrix. 
where Lj is the j th column of L.
That is, the item space induced by a rating matrix assigns mass to item types according to the empirical frequency of the item type in L.
The example below shows that there are rating matrices of high binary rank, but whose corresponding doubling dimension is constant (at most 2). Consider the N ×N matrix LN whose j th column's first j entries are +1 and the remaining −1. That is, each of its columns differ from its adjacent columns in exactly one entry. For instance, for N = 4 we have
The matrix LN clearly has rank N . However, the doubling dimension of its induced item space is at most 2. We can see this because for each x and r ∈ {0, ..., N − 1}
which we can use in turn to conclude that
Hence, the doubling dimension of the induced item space can be substantially smaller than the rank of the rating matrix. Since the rank is a way of counting the number of item types, this reinforces the fact that the number of types is not particularly important, but the geometric structure between them is.
ITEM-ITEM COLLABORATIVE FILTER-ING ALGORITHM
In this section we describe our algorithm, item-item-cf. The algorithm carries out a certain procedure over increasingly longer epochs (blocks of time), where the epoch index is denoted by τ ≥ 1. In each epoch the algorithm carefully balances Explore and Exploit steps.
In the Explore steps of epoch τ , a partition {P
} of a set of items is created for use in the subsequent epoch. Each epoch has a target precision ετ (specified below) such that if two items i and j are in the same block P (τ +1) k , then usually γij ≤ ετ+1.
In the Exploit steps of epoch τ , the partition P 
Explore: making a partition
Recall that during epoch τ the goal of the explore recommendations is to create a partition {P (τ +1) k } of items such that whenever i, j ∈ P (τ +1) k then γij ≤ ετ+1. We later prove that this can be done by executing the routine make-partition(Mτ+1, ετ+1, ετ+1) described below, which at any point makes recommendations to a randomly chosen user. Hence, given the random user making the recommendation, item-item-cf provides explore recommendations in whatever order Make-Partition would have recommended (had it been run sequentially) 10 .
Make-Partition first finds a net C for the item space (using the subroutine get-net described later). To each item in the net there is associated a block in a partition. M randomly sampled items are assigned to the blocks as follows: for each sampled item j, an item i ∈ C is found that is similar to j, and j is assigned to the partition block Pi (if there is more than one item i similar to j, the algorithm chooses among the relevant blocks at random). Finally, the algorithm breaks up large blocks into blocks of size on the order of 1/ε. This guarantees that there will be many blocks in the partition, which turns out to be important in Theorem 5.1 showing brief cold-start time 11 . The subroutine similar is used in make-partition; it determines whether most users have the same preference (like or dislike) for two given items i and j.This is accomplished by sampling many random users and counting the number of disagreements on the two items.
return False 7 return True
The subroutine Get-net below is a natural greedy procedure for constructing an ε-net. Given parameters ε and δ, it finds a set of items C that is an ε-net for µ with probability at least 1 − δ (proven in the appendix). It does so by keeping a set of items C and whenever it samples an item i that currently has no similar item in C, it adds i to C.
if similar(i, j, ε, δ ) for any j ∈ C then 6 count = count + 1 7 else C = C ∪ i, count = 0 8 return C two recommendations would have been in make-partition. If the execution of make-partition has finished, the algorithm resorts to an exploit recommendation instead. 11 It is crucial that blocks in the partition are not too small because we would like the reward for exploration to be large when a user finds a likable item. Although the algorithm does not explicitly ensure that blocks are not too small (as it did in ensuring the blocks are not too large) it comes as a byproduct of a property proven in Proposition 2.3: there are not many items in the net close to any given item.
CORRECTNESS OF EXPLORE
This section establishes correctness of the explore procedure as well as some of its properties that will be utilized for establishing the main result of the paper. Concretely, we will prove that with high probability the procedure make-partition produces a partition of similar items during each epoch. To that end, in Section 4.1, we prove that similar succeeds in deciding whether two items are close to each other. In Section 4.2 we prove that the procedure get-net succeeds in finding a set of items that is an ε-net for µ. We then put all the pieces together and prove that make-partition, the routine at which the explore recommendations are aimed at completing, succeeds in creating a partition of similar items. Finally, in Section 4.3 we prove that with high probability during any given epoch there will be enough explore recommendations.
Guarantees for similar
The procedure similar is used throughout get-net and make-partition, and it is aimed at testing whether two items are approximately ε-close to each other. Lemma 4.1 below shows that given two items i and j, similar indeed succeeds in determining that the items are similar when γi,j ≤ 0.8ε, and that the items are not similar when γi,j ≥ ε.
Lemma 4.1. Let i and j be arbitrary items, δ, ε ∈ (0, 1), and Si,j be the event that similar(i, j, ε, δ) returns true. Then we have that
The lemma above bounds the probability of false positive and missed detection for deciding whether or not two items are similar. Further, the lemma states that the probability of a false-positive decreases quickly as the items get further apart. Lemma 4.2 below shows that, when one of the items is drawn from µ, similar still works and that the false positive rate is small, despite the possibility that it may be much more likely to draw an item that is far from i. Lemma 4.2 uses the doubling dimension of µ for the first time, and in this context the doubling dimension guarantees that similar (which is a random projection) preserves relative distances.
Lemma 4.2. Let i be an arbitrary item, let J be a randomly drawn item from an item space µ of doubling dimension d, and let SiJ be the event that similar(i, J, ε, δ) returns True. Then we have P (γiJ ≥ ε | SiJ ) ≤ δ.
Proof. By Bayes' rule we get
where the probability is with the respect to the random choice of J and the random users in similar. Now if
Hence, it suffices to show ( ). Recall that B (i, r) is the ball of radius r centered at i. Note that P (γiJ < ε, SiJ ) ≥ P (SiJ | γiJ ≤ ε/2) µ (B (i, ε/2)) , and P (γiJ ≥ ε, SiJ )
Let us first lower bound P (SiJ | γij ≤ ε/2) µ (B (i, ε/2)). Letting p µ (B (i, ε/2)), Lemma 4.1 gives
We will now upper bound P (SiJ , γiJ ≥ ε). Using the doubling dimension of the item space, which implies that µ Bγ i, 2 k+1 ε ≤ 2 k+2 d p, we have that
We now use the second half of Lemma 4.1, and arrive at
which in turn is at most p δ 4 ∞ k=0
We can now check that the sufficient condition from eq. ( ) is satisfied:
which completes the proof.
Making the Partition
In the previous section we proved that the procedure similar works well in deciding whether two items are similar to each other at some desired precision. In this section, we will prove that with similar as a building block we can partition items into blocks of similar items.
We will begin with a lemma showing that the subroutine get-net, used in the beginning of make-partition, succeeds at producing an ε-net of items with high probability.
The proof is omitted due to space constraints. It is now only left to prove that the main tool used during exploration, Make-Partition, indeed produces a partition of similar items. This is done in Lemma 4.4 below. The additional properties stated in the Lemma regarding size of the blocks will be crucial later in ensuring good cold-start performance. Proof. We will show that properties (i) and (ii) hold with probability at least 1 − δ, and note that (iii) follows directly from the algorithm and that (iv) follows from (ii).
Let C be the event that the set C returned by get-net is not an ε 2 -net for µ, and let M be the set of M items sampled. Let Ei,j be the event {Si,j, γij > 0.6ε} ∪ {S c i,j , γij < 0.5ε}, where Sij is the event that similar(i, j, 0.6ε, δ/(4M |C|)) returns true. Intuitively, event Ei,j occurs when similar is incorrect. Furthermore, let E = c∈C j∈M Ec,j.
Let F be the event that for some block P k there exists i, j ∈ P k such that γij > 1.2ε, and let B be the event that all blocks in the partition have size at least 1 2ε . Hence, B c = k B c k , where B c k is the even that P k has size less than 1 2ε . Since event F guarantees condition (i) and event B guarantees condition (ii) it suffices to show that
We will do so by conditioning on C c and E c where after a couple of union bounds we arrive at 
Sufficient Exploration
Any given recommendation in epoch τ is used for exploration with probability ετ . In the lemma below, we show that during each epoch there are enough Explore recommendations for the procedure make-partition to terminate. Lemma 4.5. With probability at least 1 − ετ+1, during the τ th epoch the algorithm has enough explore recommendations for make-partition (Mτ+1, ετ+1, ετ+1) to terminate.
REGRET ANALYSIS
In this section we prove the main results of the paper. In Section 5.1 we prove the Quick Recommendations Lemma, which is the main lemma that will that will be used in Theorems 5.1 and 5.2, which are proved in Section 5.2.
Quick Recommendations Lemma
In Section 3 we described the algorithm, which starts recommending items to a user as soon as it knows one item that the user likes. Below we show that indeed shortly after the beginning of the epoch the slope of the regret is small. 
where the last inequality is due to Lemma 4.4, which guarantees that P(Eτ ) ≤ ετ .
For the rest of the proof, we will show that E R (τ ) (T ) is at most 45 ν ετ T . We will do so by first rewriting this in terms of the number of bad exploit recommendations to each user
u (T ) is the number of bad recommendations made to user u during the first T N exploit recommendations of epoch τ . We will now bound the latter term by conditioning on a nice property of users (denoted by gu,T ), and showing that this property holds for most users. Let gu,T be the event that user u has tried at most 16 T Dτ P (τ ) blocks during the first T N recommendations of epoch τ (we omit τ in the notation of gu,T since it is clear from the context here). Here we use notation P (τ ) = |{P (τ ) k }| to denote the total number of blocks in the partition for epoch τ . Then we get that where W u,k,T is the random variable denoting the number of bad exploit recommendations to user u from block P k among the first T N exploit recommendations of epoch τ . We can further rewrite to get that
where s u,k,T denotes the event that by time T user u has sampled an item from block P k . Here we used the fact that W u,k,T is identically equal to zero on s c u,k,T because the user hasn't sampled an item from the block, so the expectation E W u,k,T | Eτ , gu,T , s c u,k,T is also zero. Now note that by conditioning on gu,T , we know that user u has sampled at most 16 T Dτ P (τ ) blocks. Now given gu,T as well as Eτ , the indices of the sampled blocks are not revealed. Let K be a random variable that selects one of the indices of the blocks uniformly at random. Then, it follows that with respect to randomness in K,
We can re-write (12) in this notation and apply the above discussed bound to obtain 
which is 3.2ετ Mτ . This, along with some arithmetic, completes the proof of eq. ( ) and hence the lemma.
The lemma below was used in the proof of Lemma 5.1. Informally, it says that our recommendation policy, which recommends the whole block to a user after the user likes an item in the block, succeeds in finding most likable items to recommend and in not recommending many bad items.
Lemma 5.2 (Partition Lemma). Let P k be a set of items such that for each i, j ∈ P k we have γij < ε, and consider the usual recommendation policy that item-item-cf uses during its "exploit" steps (where when user u samples a random item i ∈R P k , only if u likes i will u be recommended the remaining items). Let s u,k be the event that user u has sampled an item from P k , let W u,k (W for wrong) denote the number of wrong recommendations made to u from P k , and let A u,k (A for absent) denote the number of items in P k that u likes that are not recommended to u. Then we have
Proof. For each block P k and user u, let u,k = |{i ∈ P k | Lu,i = +1}| denote the number of items in P k that
. This is because with probability u,k /|P k | user u will sample an item from P k that u likes and will then be recommended (|P k | − u,k ) bad items, and with probability (|P k |− u,k )/|P k | the first (and thus only) item from P k recommended to u is bad. Likewise, with probability (|P k | − u,k ) /|P k | the user will sample an item that the user dislikes, and then fail to be recommended u,k items that the user likes. Hence we have that
Putting it all together we get
The lemma below was also needed in the proof of Lemma 5.1. holds for any T ∈ 12 ετ ln(1/ετ ), Dτ . Proof. Let us make a few definitions. Let Nu,T be the event that by the T N th exploit recommendation user u has been recommended at most 1.1T items, and that u likes at least 0.9νMτ among the items in {P (τ ) k }. Also, let Hu,T be the event that by the T N th exploit recommendation there are still at least ν 5 Mτ items liked by u in blocks that haven't been sampled by u. Then we get P g c u,T | Eτ is at most
By showing that for T ∈ 12 ετ ln(1/ετ ), Dτ the following points (of which we omit the proofs) hold the lemma follows:
Main Results
In Section 3 we described how item-item-CF starts recommending items to a user as soon as it finds one item that the user likes. This leads to a short cold-start time. We are now ready to bound the cold-start time of item-item-cf (the proof is presented in the Appendix).
Theorem 5.1 (Cold-Start Performance). Suppose assumptions A1 and A2 are satisfied. Then the algorithm item-item-cf has cold-start time T cold−start = f (ν,d) N + O(1/ν). It follows that the algorithm item-item-cf has cold-start time O(1/ν) for N sufficiently large. This differs from the results of [5] for the user-user paradigm, where the cold-start time increases with user space complexity and the effect is not counteracted with more users present. (Section 6.2 contains a more in-depth discussion.)
The next result shows that after the cold-start period and until a time Tmax, the expected regret is sublinear. Here
The reader is directed to the proof (presented in the Appendix) for the exact constants. Also note that Tmax increases with N and the asymptotic slope εN decreases as a function with N , both of which illustrate the so-called collaboration gain. Note that the regret bound in Theorem 5.2 has an asymptotic linear regime. The next result (whose proof is in the Appendix) shows that with a finite number of users such linear regret is unavoidable. 
CONCLUSION
In this section we further discuss our results and give suggestions for future work in the subject.
Discussion
In this paper we provided a formal expected regret analysis of item-item-cf, a simple recommendation algorithm following the item-item paradigm in collaborative filtering. We first proved that unless some structural assumption is made, no online recommendation algorithm can have sublinear expected for any period of time.
We then motivated using the doubling dimension d of the item space as a measure of structure in the data, and showed that the algorithm achieves expected regretÕ T d+1 d+2 for a period of time that increases with the number of users. Furthermore, we proved that the asymptotic linear regime following the sublinear regime is unavoidable.
Comparison with user-user CF
In this section we will contrast the cold-start performance of user-user collaborative filtering to that of our item-item algorithm. In particular, we give a heuristic argument showing that the cold-start time for user-user algorithms grows with the complexity of the user space. This is in contrast to our Theorem 5.1, where for any doubling dimension of the item space, if there are sufficiently many users then the cold-start time is independent of system complexity.
We consider a simple scenario with K user clusters. First, let γuv denote the probability that users u and v agree on an item randomly drawn from the item space. We have K equally sized clusters of users, such that γuv = 0 for users u, v in the same cluster, and γuv ∈ (0.1ν, 0.2ν) for users u, v in different clusters.
Consider now a given user u. A user-user algorithm seeks to find another user v who is similar to u, so that the items liked by v can be recommended to u. In order to recommend with at most (say) 0.1 probability of error, the similar user v should have distance γuv at most 0.1ν. The extra factor ν is present because inference can only effectively be made from the ν fraction of liked items.
Concretely, we sample a random user v, and attempt to decide if it is from the same cluster as u. Suppose u and v have rated q items in common. The problem then reduces to a classical hypothesis test: after observing q items in common from two users, determine whether or not they are from the same cluster. The goal is to understand what is the minimal value of q needed so that the above procedure works with at least probability 1/2.
We consider the maximum a posteriori rule for deciding that v is from u's cluster. If u and v disagree on any single item, then they cannot be from the same cluster. Conversely, if u and v agree on all q sampled items, the MAP rule declares v to be from u's cluster only if
This means that if q is too small, we will never declare v to be from u's cluster and therefore will be unable to make recommendations. Rearranging gives q ≥ Ω (log(K)/ν). Hence, an algorithm based on user similarity needs at least T = Ω (log(K)/ν) steps simply to determine if two users are similar to each other, a prerequisite to making good recommendations. In contrast, we have shown that item-item-cf achieves cold start time O(1/ν), which in particular does not increase with the complexity of the item space.
This contrast between cold-start times highlights the asymmetry between item-item and user-user collaborative filtering. The intuition is that it is much faster to compare two items than two users: it takes a long time to make many recommendations to two particular users, but comparing two items can be done in parallel by sampling different users.
Two roles of Doubling Dimension
In Section 2.1 we make the assumption that µ has small doubling dimension. This is crucial in the proofs for two distinct reasons. First, it guarantees that the ε-net grows slowly as ε-decreases (polynomially in 1/ε). This is important in Lemma 4.4 for ensuring that the blocks of ε similar items are large enough and the reward for exploration pays off (as when the algorithm finds an item liked by the user, it can now recommend the many other items in the block). It is in this "slowly-growing ε-net" sense that doubling dimension/covering numbers are used, for instance, as [22, 7] . Second, the doubling dimension ensures that similar, which is a random projection, works with high probability (as proved in Lemma 4.2) in preserving relative distances. It is in this random projection preserves relative distances sense that it is used, for instance, in [13] .
Future Works
This paper analyzes a collaborative filtering algorithm based on item similarity, and proves guarantees on its regret. Our algorithm exploits structure only in the item space. It would be desirable to have a matching lower bound, in the spirit of the lower bound for multi-armed bandits in metric spaces shown in [22] and [7] . Furthermore, many practitioners use a hybrid of user-user and item-item paradigms [36] and [35] , and formally analyzing such algorithms is an open problem.
Finally, the main challenge of the cold-start problem is that initially we do not have any information about itemitem similarities. In practice, however, some similarity can be inferred via content specific information. For instance, two books with similar words in the title can have a prior for having a higher similarity than books with no similar words in the title. In practice such hybrid content/collaborative filtering algorithms have had good performance [29] . Formally analyzing such hybrid algorithms has not been done and can shed light onto how to best combine content information with the collaborative filtering information. Before we show how the above two properties imply the desired result, we note that (i) follows directly from Lemma 5.1, and (ii) will be proved at the end. Now let us complete the proof using (i) and (ii). Consider a time of the form T cold−start +∆ = TMP +Tmin,1+∆, for any ∆ > 0. Let τ * ≥ 1 be the epoch to which TMP + Tmin,1 + ∆ belongs, i.e. Tτ * < TMP + Tmin,1 + ∆ ≤ Tτ * +1.
Define t = TMP + Tmin,1 + ∆ − Tτ * > 0. We separately deal with τ * = 1 and τ * > 1. If τ * = 1, (i) implies the desired result. For τ * > 1, we use (ii) as follows:
≤0.1·D 1 by (i) 
In above we used the fact that for ∆ < Tmin, 
A.2 Proof of Theorem 5.2
Recall that item-item-cf starts by running the routine make-partition (M1, ε1, ε1) . This consumes at most M P (1) 8 ε1 (17) Also,
where we used the fact that Dτ = ν 2 Mτ . Recall Mτ CM 1 ε d+2 τ ln( 2 ετ ), where CM = 2 max(3.5d,8) ν (3d + 1), and for τ ≤ τ * we have ετ = C/2 τ , where C = ν/(148 · 20). Then we get
Tmax,
as wished. Hence, between Tmin and Tmax the target ετ for the epochs is indeed halving for each subsequent epoch. 
where T k is the first time in which the item i k is recommended to any user. Now note that for each k by (A2) we have that E 1 2 (1 − LU T k ,i k ) ≥ 1 − 2ν, since when we have no prior information about i k the best we can do is to recommend it to the user that likes the largest fraction of items. Hence we get
Since each item can be recommended to each user at most once, we see that by the T N th recommendation at least T different items must have been recommended (that is, kt ≥ T ). We can then conclude that
as we wished.
A.4 Chernoff Bound
We state a standard version of the Chernoff Bound [28] :
Theorem A.1 (Chernoff Bound). Let X1, · · · , Xn be independent random variables that take value in [0, 1]. Let X = n i=1 Xi, and letX = n i=1 EXi. Then, for any ε ≥ 0, P X ≥ (1 + ε)X ≤ exp − ε 2 2 + εX , and
B. EMPIRICAL DOUBLING DIMENSION EXPERIMENTS
The jester dataset contains ratings of one hundred jokes by over seventy thousand users. The dataset is fairly dense (as the average number of ratings per user is over fifty), which makes it a great dataset for calculating the doubling dimension. For the MovieLens 1M Dataset we consider the only movies that have been rated by at least 750 users (to ensure some density).
The Jester ratings are in [−10, 10], with an average of 2, so we make ratings greater than 2 a Ru,i = +1, and ratings at most 2 a Ru,i = −1. For the MovieLens 1M Dataset we make ratings 1, 2, 3 into −1, and 4, 5 into +1. We then estimate the doubling dimension as follows:
• For each pair of items (i, j), we calculatedi,j,∆ as fraction of users that agree on them, where the ∆ subscript is put to denote our assumption that each entry has a noise probability of ∆ (that is, P(Ru,i = Lu,i) = ∆), where R is the empirical ratings matrix and L is the true, noiseless, ratings matrix.
• Assuming that each entry has a noise probability of ∆ = 0.20, we estimate the true distance di,j as the solution todi,j,∆ = (1 − dij)(2∆(1 − ∆)) + di,j(∆ 2 + (1 − ∆) 2 ).
• For each item i and r in {0, 1 N , ..., N −1 N , 1}, let Ni,r be the number of items such that di,j ≤ r.
• For each item i let di be the least such that Ni,2r/Ni,r ≤ 2 d i for each r in {0, 1 N , ..., 1 2 }. • Figs 2 and 3 show the histogram of the {di}.
