We derive Chernoff bounds on pairwise error probabilities of coherent and noncoherent space-time codes. First, general Chernoff bound expressions are derived for a correlated Ricean fading channel and correlated additive Gaussian noise. Then, we specialize the results to the case of white noise and white fading coefficients. We derive approximate Chernoff bounds for high and low signal-to-noise ratios and propose optimal signaling schemes. We also compute the optimal number of transmitter antennas for unitary mutually orthogonal space-time codes.
INTRODUCTION
Chernoff bounds on pairwise error probabilities have been used to develop coded modulation schemes for fading channels [ 13 and, more recently, to design space-time codes and analyze the performance of multi-input multi-output (MIMO) wireless communication systems, see [2] , [3] . We derive the Chernoff bound expressions for coherent and noncoherent signaling in a correlated flat Ricean fading channel and correlated additive Gaussian noise, generalizing the corresponding results in [2] and [3] . Approximate Chernoff bounds are derived for high and low scattering signal-tonoise ratios (SNRs), and optimal signaling schemes are proposed.
Measurement and fading models are introduced in Section 2. In Section 3, we derive Chernoff bound expressions for coherent signaling; the special case of white noise and white fading coefficients is examined in Section 3.1. In Section 4, we derive Chernoff bounds for noncoherent signaling. Based on approximate expressions for high and low scattering S N R s , we propose optimal code design criteria (see Sections 3, 4 .1, and 4.2). Finally, in Section 4.3, we examine equal-energy orthogonal signaling.
The m x 1 vector signal received by an array of m receiver antennas at time t is modeled as . . , N . Here, the vec operator stacks the columns of a matrix one below another into a single column vector, I, denotes the identity matrix of size m, and "T" and @I denote transpose and Kronecker product, respectively. Furthermore, we assume that the noise e is a zero-mean complex Gaussian vector with positive definite covariance matrix E [eeH] = R, and that the vector of fad-
ing coefficients h is complex Gaussian with mean E [h] and positive definite covariance E [ ( h -f i h ) ( h -f i h ) H ] , denoted as y = (~P B L )
h + e (2.2)
where ""' denotes Hermitian (conjugate) transpose. We will examine the following model for the mean p h of the fading coefficient vector (see also [4] ): (2.4) where at and a, are Zine-of-sight transmitter and receiver array responses, and x is the complex amplitude of the lineof-sight signal. Note that we can rewrite (2.4) as E ( H ) = I C . a,ar.
MEASUREMENT AND FADING MODELS
3. COHERENT SIGNALING We introduce a correlated flat Ricean fading channel model and a correlated additive noise model for the case of multiple transmitter and multiple receiver antennas.
We compute Chernoff bounds for coherent signaling, i.e. assuming that the channel is known to the receiver. 0-7803-755 1 -3/02/$17.00 0 2 0 0 2 IEEEAssume that we wish to decide between two space-time codes, $1 and @o, i.e. to test the hypothesis HI : $1 transmitted versus the alternative Ho : @O transmitted. Under the noise and fading models in Section 2, and provided that $1 and $0 are equiprobable, we compute the optimal Chernoff bound on average pairwise error probability for deciding between $1 and $0 as (see [5] (3.2b) and I . I denotes the determinant. This expression is obtained by first computing the Chernoff bound expression for a given channel realization, and then averaging it over all realizations which follow the Ricean fading model in (2.3).
Let us now introduce some terminology and notation. A positive semidefinite Hermitian matrix is "large" if its nonzero eigenvalues are significantly larger than 1 ; similarly a positive semidefinite Hermitian matrix is "small" if all its eigenvalues are significantly smaller than 1. Also, we will denote by @1/2 a Hermitian square root of a Hermitian matrix @; then @-1/2 = (@'/')-'. Large @h1l2& @h1l2: If the matrix i @h1l2Q @h1/2 is "large," then we can approximate (3.1) as 1 1
where n ( X ) denotes the projection matrix onto the column space of X, and IAJ, denotes the product of the T largest eigenvalues of a Hermitian matrix A. Note also that r a n k ( Q ) = rn . rank(@l -Go). If $1 -@O has full rank d (which is the rank criterion in [2] ), the above expression simplifies to (3.3) To achieve the full rank d of @1 -Go, the number of time samples needs to be larger than or equal to the number of transmitter antennas, i.e. N 2 d. From (3.3), it follows that the optimal codes maximize
which is an extension of the determinant criterion in [2] to this scenario. Here, "*" denotes complex conjugation.
"small," then we can approximate (3.1) as sitdl @h1'2& @h1'2: If the matrix @h1I2& @h1I2 iS 1 2
Clearly, under this scenario, the optimal codes need to maximize t r [ Q ( p h p f + !&h)], which can be viewed as a measure of signal-to-noise ratio. In [5] , we also consider space-time separable additive noise models. In the following, we simplify the above results to the case of white noise and white fading coefficients.
White Noise and White Fading Coefficients
Assuming that the additive noise is both spatially and temporally white (i.e. R = a 2 1 m~) , the fading coefficients are white (i.e. @h = $:Idm), and the mean of the fading coefficients follows (2. (SNR,,/C~)~ (see also [6] and [7] ). The condition that SNR,,. @, " is large simplifies to the requirement that SNR,,/d is large. Substituting these results into (3.6), we obtain an approximate Chemoff bound for optimal antipodal signaling:
where is approximately the gain in error probability achievable with a single-input single-output (SISO) system. [Note that, in a SISO system, the above Chernoff bound expression simplifies to f . l/n(SNR,,, SNR,,,).] In Fig. 1 , we show the SISO gain K(SNR,,, SNRLO,) in dB as a function of scattering and line-of-sight SNRs, also in dB. To make sure that the large SNR,,/d requirement is met, we consider only the values of SNR,, larger than 20 (13 dB). For fixed SNRLO, and SNRLO, < SNR,,, %(SNR,,, SNRLO,) grows linearly with SNR,,. For fixed SNR,, and SNR,, < SNRLos, r;(SNR,,, SNR,,,) grows exponentially with SNR,,,. Also, note that the minimum value of K(SNR,,, SNRLOS) in Fig.  1 is 20, which corresponds to the Chernoff bound of 0.025 in a SISO system. Small SNR,, . @I @?: For small SNR,, . 6 1 @?, the optimal antipodal codes [which minimize (3.7)] are constructed by maximizing SNRLos.a,H @: @Ta,+SNR,,.tr( @I @,"), subject to (3.9), and are given by the following expression: (3.10) which corresponds to beamforming, i.e. "spatial matching" to the line-of-sight transmitter array response. Then, @: @ ; = (l/d) . a,aP and the condition that SNR,, . $1 @? is small simplifies to the requirement that SNR,, is small. Substituting these results into (3.7) , we obtain an approximate Chernoff bound for optimal antipodal signaling:
NONCOHERENT SIGNALING
We compute Chernoff bounds for noncoherent signaling, i.e. assuming that the channel is not known to the receiver. Consider the measurement model (2.2) with known noise covariance R and unknown channel coefficient vector h, de- scribed by known mean p h and covariance !f?jh in (2.3), see Section 2. As before, we consider testing the hypothesis 
Small
If the above matrices are "smal," then we may approximate (4.la) as (4.6) where Q was defined in (3.2a), see also [SI. Note that (4.6) is minimized for X = 1/2. Clearly, the optimal codes max-
Equal Energy Orthogonal Signaling for White Noise and White Fading Coefficients
We derive the optimal Chernoff bound for equal energy orthogonal signaling and then use it to compute the optimal number of transmitter antennas for unitary mutually orthogonal space-time codes.
In [5] , we have derived the optimal Chernoff bound for the case where the "equal energy" and orthogonality condi- where and SNR,,, and SNR,, are defined in (3.8).
pression simplifies to
For full-rank V and large f SNR,, . V, the above ex-
We now examine the performance of unitary mutually orthogonal codes and discuss the optimal number of transmitter antennas d. Under the power constraint (3.9), the optimal V that minimizes the above expression has all eigenvalues equal to l/d, and therefore ISNR,,.VI,,, Solving the above equation gives the optimal number of transmitter antennas dOPT that minimizes the Chernoff bound.
In Fig. 3 , we show SNRs,/(2Q,,) as a function of assuming that the optimal number of transmitter antennas do,, is deployed. SNR,,,/(2d,,,), computed using (4.10). From Fig. 3 we can easily find the optimal number of transmitter antennas for given line-of-sight and scattering SNRs. For example, assume a Rayleigh fading scenario (i.e. SNR,,, = 0) with SNR,, = 10. Then, we read from Fig. 3 that SNRsc/(2dopT) M 1.5 for SNRL,,/(2dOpT) = 0, and therefore do,, M 10/(2 . 1.5) M 3. It can easily be verified in Fig. 2 that d = 3 is indeed the optimal number of transmitter antennas in this scenario.
