Abstract. We study the Wasserstein natural gradient in parametric statistical models with continuous sample space. Our approach is to pull back the L 2 -Wasserstein metric tensor in probability density space to parameter space, under which the parameter space become a Riemannian manifold, named the Wasserstein statistical manifold. The gradient flow and natural gradient descent method in parameter space are then derived. When parameterized densities lie in R, we show the induced metric tensor establishes an explicit formula. Computationally, optimization problems can be accelerated by the proposed Wasserstein natural gradient descent, if the objective function is the Wasserstein distance. Examples are presented to demonstrate its effectiveness in several parametric statistical models.
Introduction
The statistical distance between probability measures plays an important role in a lot of fields such as data analysis and machine learning, which usually consist in minimizing a loss function as minimize d(ρ, ρ e ) s.t. ρ ∈ P θ .
Here P θ is a parameterized subset of the probability density space, and ρ e is a given target density often referred to an empirical realization of a ground-truth distribution. The function d serves as the distance, which quantifies the difference between densities ρ and ρ e .
deep connections to fluid dynamics [10, 31] , differential geometry [25] and mean field games [15, 17] .
Nevertheless, compared to the Fisher-Rao metric, the Riemannian structure of the Wasserstein metric is mostly investigated in the whole probability space rather than the parameterized subset P θ . Therefore, there remains a gap in developing natural gradient concept in a parametric model within the Wasserstein geometry context. Here we are primarily interested in the question whether there exists the Wasserstein metric tensor and the associated Wasserstein natural gradient in a general parameterized subset and whether we can gain computational benefits by considering these structures. We believe the answer to it will serve as a window to bring synergies between the information geometry and optimal transport communities.
In this paper, we embed the Wasserstein geometry to parametric probability models with continuous sample space. Like in [22, 23] , we pull back the L 2 -Wasserstein metric tensor into parameter space, making it become a finite-dimensional Riemannian manifold. It allows us to derive the constrained Wasserstein gradient flow in parameter space. The discretized version of the flow leads to the Wasserstein natural gradient descent method, in which the induced metric tensor acts as a preconditioning term in the standard gradient descent iteration. When the dimension of densities is one, we obtain an explicit formula of this metric tensor. Precisely, given ρ(x, θ) as a parameterized density, x ∈ R 1 and θ ∈ Θ ⊂ R d , the L 2 -Wasserstein metric tensor on Θ will be
where F (y, θ) = x −∞ ρ(y, θ)dy is the cumulative distribution function of ρ(x, θ). We apply the natural gradient descent induced by G W (θ) to Wasserstein metric modeled problems. It is seen that the Wasserstein gradient descent outperforms the Euclidean and Fisher-Rao natural gradient descent in the iterations. We give theoretical justifications of this phenomenon by showing that the Wasserstein gradient descent performs asymptotically Newton method in this case. Detailed description of the Hessian matrix is also presented by leveraging techniques in one-dimensional OT.
In literature, there are pioneers in the direction of constrained Wasserstein gradient flow. [10] studies density space with fixed mean and variance. Compared to them, we focus on a density set parameterized by a finite dimensional parameter space. Also, there have been many works linking information geometry and optimal transport [4, 37] . In particular, the Wasserstein metric tensor on Gaussian distributions exhibits explicit form [35] , which leads to extensive studies between Wasserstein and Fisher-Rao metric for this model [26, 28, 29, 33] . In contrast to their works, we extend the Wasserstein metric tensor to general parametric models. It allows us to discuss the Wasserstein gradient flow systematically. This paper is organized as follows. In section 2, we briefly review the theory of optimal transport with a concentration on its Riemannian differential structure. In section 3, we introduce the Wasserstein statistical manifolds by defining the metric tensor in the parameter space directly. The Wasserstein gradient flow and natural gradient descent method are then derived. We give a concise study of the metric tensor for one-dimensional densities, showing its connection to Fisher information matrix. In this case, we theoretically analyze the effect of this natural gradient in Wasserstein metric modeled problems. In section 4, examples are presented to justify the previous discussions.
Review of Optimal Transport Theory
In this section, we briefly review the theory of optimal transport (OT). We note that there are several equivalent definitions of OT, ranging from static to dynamic formulations. In this paper, we focus on the dynamic formulation and its induced Riemannian metric tensor in density space.
The optimal transport problem is firstly proposed by Monge in 1781: given two probability densities ρ 0 , ρ 1 on Ω ⊂ R n , the goal is to find a transport plan T : Ω → Ω pushing ρ 0 to ρ 1 that minimizes the whole transportation cost, i.e.
for any Borel subset A ⊂ Ω. Here function d : Ω×Ω → R is the ground distance that measures the difference between x and T (x). In the whole discussions we set d(x, y) = x − y 2 as the square of Euclidean distance. We assume all the densities belong to P 2 (Ω), which is defined as the collection of probability density functions on Ω ⊂ R n with finite second moment.
In 1942, Kantorovich relaxed the problem to a linear programming:
where the infimum is taken over the set Π of joint probability measures on Ω × Ω that have marginals ρ 0 , ρ 1 . This formulation finds a wide array of applications in computation [32] .
In recent years, OT connects to a variational problem in density space, known as the Benamou-Brenier formula [8] :
where the infimum is taken over the set of Borel potential function Φ : [0, 1] × Ω → R. Each gradient vector field of potential Φ t = Φ(t, x) on sample space determines a corresponding density path ρ t = ρ(t, x) as the solution of the continuity equation:
Here ∇· and ∇ are the divergence and gradient operators in R n . If Ω is a compact set, the zero flux condition (Neumann condition) is proposed on the boundary of Ω. This is to ensure that Ω ∂ρ(t,x) ∂t dx = 0, so that the total mass is conserved. Under mild regularity assumptions, the above three formulations (1) (2) (3) are equivalent, see details in [36] . Their optimal quantity is denoted by (W 2 (ρ 0 , ρ 1 )) 2 , which is called the square of the L 2 -Wasserstein distance between ρ 0 and ρ 1 . Here the subscript "2" in W 2 indicates that the L 2 ground distance is used. We note that formulation (1) (2) are static, in the sense that only the initial and final states of the transportation are considered. By taking the transportation path into consideration, OT enjoys a dynamical formulation (3). This will be our main interest in the following discussion.
The variational formulation (3) introduces an infinite-dimensional Riemannian structure in density space. For better illustration, suppose Ω is compact and consider the set of smooth and strictly positive densities
Denote by F(Ω) := C ∞ (Ω) the set of smooth real valued functions on Ω. The tangent space of P + (Ω) is given by
Given Φ ∈ F(Ω) and ρ ∈ P + (Ω), define
Since ρ is positive in a compact region Ω, the elliptic operator identifies the function Φ on Ω modulo additive constants with the tangent vector V Φ in P + (Ω). This gives an isomorphism
Here we treat T * ρ P + (Ω) = F(Ω)/R as the smooth cotangent space of P + (Ω). The above facts introduce the L 2 -Wasserstein metric tensor on density space: Definition 1 (L 2 -Wasserstein metric tensor). Define the inner product on the tangent space of positive densities g ρ :
With the inner product specified above, the variational problem (3) becomes a geometric action energy in (P + (Ω), g ρ ). As in Riemannian geometry, the square of distance equals the energy of geodesics, i.e.
This is exactly the form in (3) . In this sense, it explains that the dynamical formulation of OT exhibits the Riemannian structure for density space. In [21] , (P + (Ω), g ρ ) is named density manifold. More geometric studies are provided in [24, 22] .
We note that the geometric treatment of density space can be extended beyond compact Ω and P + (Ω). Replacing P + (Ω) by P 2 (Ω) and assuming conditions such as absolute continuity of ρ is satisfied, (P 2 (Ω), W 2 ) will become a length space. Interested readers can refer to [5] for analytical results.
Wasserstein Natural Gradient
In this section, we study parametric statistical models, which relate to parameterized subsets of the probability space P 2 (Ω). We pull back the L 2 -Wasserstein metric tensor into the parameter space, turning it to be a Riemannian manifold. This consideration allows us to introduce the Riemannian (natural) gradient flow on the parameter spaces, which further leads to a natural gradient descent method in optimization. When densities lie in R, we show that the metric tensor establishes an explicit formula. It acts as a positive and asymptoticallyHessian preconditioner for Wasserstein metric related minimizations.
3.1. Wasserstein statistical manifold. We adopt the definition of statistical model from [7] . It is represented by a triple (Ω, Θ, ρ), where Ω ⊂ R n is the continuous sample space, Θ ⊂ R d is the statistical parameter space, and ρ is the probability density on Ω parameterized by θ such that ρ : Θ → P 2 (Ω) and ρ = ρ(·, θ). For simplicity we assume Ω is either compact or Ω = R n , and each ρ(·, θ) is positive, smooth with finite second moment. The parameter space is a finite dimensional manifold with metric tensor denoted by ·, · θ . We also use ·, · to represent the Euclidean inner product in R d .
The Riemannian metric g θ on Θ will be the pull-back of g ρ(·,θ) on P 2 (Ω). That is, for ξ, η ∈ T θ Θ, we have
where
The tensor g ρ(·,θ) involves the solution of elliptic equations and we make the following assumptions on the statistical model (Ω, Θ, ρ):
, one of the following two conditions are satisfied:
(1) The sample space Ω is compact, and for each ξ ∈ T θ (Θ), the elliptic equation
(2) The sample space Ω = R n , and for each ξ ∈ T θ (Θ), the elliptic equation
Assumption 1 guarantees the action of "pull-back" we described above is well-defined. The conditions (4) and (5) are used to justify the uniqueness of the solutions and the cancellation of boundary terms when integrating by parts. Proposition 1. Under assumption 1, the solution Φ is unique modulo the addition of a spatially-constant function.
Proof. It suffices to show the equation
only has the trivial solution ∇Φ = 0 in the space described in assumption 1.
For case (1), we multiple Φ to (6) and integrate it in Ω. Integration by parts result in
due to the zero flux condition. Hence ∇Φ = 0.
For case (2), we denote by B R (0) the ball in R n with center 0 and radius R. Multiply Φ to the equation and integrate in B R (0):
By Cauchy-Schwarz inequality we can control the right hand side by
However, due to (5), there exists a sequence
which leads to
Thus ∇Φ = 0, which is the trivial solution.
Since we deal with positive ρ, the existence of solutions to case (1) in assumption 1 is ensured by the theory of elliptic equations. For case (2), i.e. Ω = R n , we show when ρ is Gaussian distribution in R d , the existence of solution Φ is guaranteed and exhibits explicit formulation in our examples. Although we only deal with compact Ω or the whole R n , the treatment to some other Ω, such as the half space of R n , is similar and omitted.
Definition 2 (L 2 -Wasserstein metric tensor in parameter space). Under assumption 1, the inner product g θ on T θ (Θ) is defined as
Generally, (Θ, g θ ) will be a Pseudo-Riemannian manifold. However, if the statistical model is non-degenerate, i.e., g θ is positive definite on the tangent space T θ (Θ), then (Θ, g θ ) forms a Riemannian manifold. We call (Θ, g θ ) the Wasserstein statistical manifold.
Proposition 2. The metric tensor can be written as
where G W (θ) ∈ R d×d is a positive definite matrix and can be represented by
Proof. Write down the metric tensor
where a) is due to integration by parts. Comparing the above equation with (7) finishes the proof.
Given this G W (θ), we derive the geodesic in this manifold and illustrate its connection to the geodesic in P 2 (Ω) as follows.
Proof. In geometry, the square of geodesic distance d W between ρ(·, θ 0 ) and ρ(·, θ 1 ) equals the energy functional:
The minimizer of (9) satisfies the geodesic equation. Let us write down the Lagrangian L(θ, θ) =
2θ
T G W (θ)θ. The geodesic satisfies the Euler-Lagrange equation
By the Legendre transformation,
This recovers (8).
Remark 1. We recall the Wasserstein geodesic equation in (P 2 (Ω), W 2 ):
The above PDE pair contains both continuity equation and Hamilton-Jacobi equation. Our equation (8) can be viewed as the continuity equation and Hamilton-Jacobi equation on the parameter space. The difference is that when restricted to a statistical model, the continuity equation and the associated Hamilton-Jacobi equation can only flow in the probability densities constrained in ρ(Θ).
Remark 2.
If the optimal flow ρ t , 0 ≤ t ≤ 1 in the continuity equation (3b) totally lies in the probability subspace parameterized by θ, then the two geodesic distances coincide:
It is well known that the optimal transportation path between two Gaussian distributions will also be Gaussian distributions. Hence when ρ(·, θ) are Gaussian measures, the above condition is satisfied. This means Gaussian is a totally geodesic submanifold. In general, d W will be different from the L 2 Wasserstein metric. We will demonstrate this fact in our numerical examples.
3.2.
Wasserstein natural gradient. Based on the Riemannian structure established in the previous section, we are able to introduce the gradient flow on the parameter space (Θ, g θ ).
Given an objective function R(θ), the associated gradient flow will be:
Here ∇ g is the Riemannian gradient operator satisfying
for any tangent vector ξ ∈ T θ Θ, where ∇ θ represents the Euclidean gradient operator.
Proof. By the definition of gradient operator,
When R(θ) = R(ρ(·, θ)), i.e. the function is implicitly determined by the density ρ(·, θ), the Riemannian gradient can naturally reflect the change in the probability density domain. This will be expressed in our experiments by using Forward-Euler to solve the gradient flow numerically. The iteration writes
This iteration of θ n+1 can also be understood as an approximate solution to the following problem:
The approximation goes as follows. Note the Wasserstein metric tensor satisfies
as ∆θ → 0, and R(ρ(·, θ + ∆θ)) = R(ρ(·, θ)) + ∇ θ R(ρ(·, θ)), ∆θ + O((∆θ) 2 ). Ignoring high-order items we obtain
This recovers (11) . It explains (11) is the steepest descent with respect to the change of probability distributions measured by W 2 .
In fact, (11) shares the same spirit in natural gradient [1] with respect to Fisher-Rao metric. To avoid ambiguity, we call it the Fisher-Rao natural gradient. It considers θ n+1 as an approximate solution of arg min
where D KL represents the Kullback-Leibler divergence, i.e. given two densities p, q on Ω, then
In our case, we replace the KL divergence by the constrained Wasserstein metric. For this reason, we call (11) the Wasserstein natural gradient descent method.
3.3. 1D densities. In the following we concentrate on the one dimensional sample space, i.e. Ω = R. We show that g θ exhibits an explicit formula.
From it, we demonstrate that when the minimization is modeled by Wasserstein distance, namely R(ρ(·, θ)) is related to W 2 , then G W (θ) will approach the Hessian matrix of R(ρ(·, θ)) at the minimizer.
Proposition 5.
Suppose Ω = R, Θ = R d is the Euclidean space, and assumption 1 is satisfied, then the Riemannian inner product on the Wasserstein statistical manifold (Θ, g θ ) has explicit form
Proof. When Ω = R, we have
where ∇ θ ρ(x, θ), ξ = ρΦ ξ (x) and ∇ θ ρ(x, θ), η = ρΦ η (x) . Integrating the two sides yields
Denote by F (y) = y −∞ ρ(x)dx the cumulative distribution function of ρ, then
and
This means g θ (ξ, η) = ξ, G W (θ)η and we obtain (12) . Since assumption 1 is satisfied, this integral is well-defined.
Recall the Fisher-Rao metric tensor, also known as the Fisher information matrix:
where we use the fact ∇ θ log ρ(x, θ) = 1 ρ(x,θ) ∇ θ ρ(x, θ). Compared to the Fisher-Rao metric tensor, our Wasserstein metric tensor G W (θ) only changes the density function in the integral to the corresponding cumulative distribution function. We note the condition that ρ is everywhere positive can be relaxed, for example, by assuming each component of ∇ θ F (x, θ), when viewed as a density in R, is absolutely continuous with respect to ρ(x, θ). Then we can use the associated Radon-Nikodym derivative to define the integral. This treatment is similar to the one for Fisher-Rao metric tensor [7] . Now we turn to study the computational property of natural gradient method with Wasserstein metric. For standard Fisher-Rao natural gradient, it is known that when R(ρ(·, θ)) = KL(ρ(·, θ), ρ(·, θ * )), then
Hence, G F (θ) will approach the Hessian of R at the minimizer. Regarding this, the Fisher-Rao natural gradient descent iteration
will be asymptotically Newton method for KL divergence related minimization.
We would like to demonstrate the similar result for Wasserstein natural gradient. In other words, we shall show the Wasserstein natural gradient will be asymptotically Newton method for Wasserstein distance related minimization. To achieve this, we start by proving a detailed description of the Hessian matrix for the Wasserstein metric in Theorem 1. Throughout the following discussion, we use the notation T (x, θ) to represent the derivative of T with respect to the x variable. We first make the following assumption which is needed in the proof of Theorem 1 to interchange the differentiation and integration. Assumption 2. For any θ 0 ∈ Θ, there exists a neighborhood N (θ 0 ) ⊂ Θ, such that 
where ρ * is the ground truth density, then
in which T (·, θ) is the optimal transport map between ρ(·, θ) and ρ * , the function F (·, θ) is the cumulative distribution function of ρ(·, θ).
Proof. We recall the three formulations of OT in section 2 and the following facts for 1D Wasserstein distance. They will be used in the proof.
(i) When Ω ⊂ R, the optimal map will have explicit formula, namely T (x) = F −1 1 (F 0 (x)), where F 0 , F 1 are cumulative distribution functions of ρ 0 , ρ 1 respectively. Moreover, T satisfies
(ii) The dual of linear programming (2) has the form
in which φ and φ c satisfy φ
(iii) We have the relation ∇φ(x) = 2(x − T (x)) for the optimal T and φ.
Using the above three facts, we have
where F * is the cumulative distribution function of ρ * . We first compute ∇ θ R(ρ(·, θ)). Fix θ and assume the dual maximum is achieved by φ * and φ c * :
Then, for anyθ ∈ Θ,
and the equality holds whenθ = θ. Thus
in which integration and differentiation are interchangeable due to Lebesgue dominated convergence theorem and assumption 2. The function φ(x, θ) is the Kantorovich potential associated with ρ(x, θ).
As is mentioned in (iii), (φ(x, θ)) = 2(x − T (x, θ)), which leads to
Differentiation with respect to θ and interchange integration and differentiation:
On the other hand, T satisfies the following equation as in (14):
Differentiating with respect to θ and noticing that the derivative of the right hand side has a compact form:
and hence , θ) ) .
Combining them together we obtain
Substituting ρ * (T (x, θ)) by ρ(x, θ) and T (x, θ) based on (16), we obtain (13). Since assumption 1 and 2 are satisfied, and T (x, θ) is uniformly bounded, the integral in (13) is well-defined.
Proposition 6.
Under the condition in Theorem 1, if the ground-truth density satisfies ρ * = ρ(·, θ * ) for some θ * ∈ Θ, then
Proof. When θ approaches θ * , T (x, θ) − x will go to zero and T will go to the identity. We finish the proof by the result in Theorem 1.
Proposition 6 explains that the Wasserstein natural gradient descent is asymptotically Newton method for Wasserstein related minimization. The preconditioner G W (θ) equals to the Hessian matrix of R at ground truth. Moreover, the formula (13) contains more information than proposition 6, and they can be used to find suitable Hessian-like preconditioners. For example, we can see the second term in (13) is different from G W (θ) when θ = θ * . It seems more accurate to use the term
to approximate the Hessian of R(ρ(·, θ)). When θ is near to θ * ,Ḡ W is likely to achieve slightly faster convergence to ∇ 2 θ R(ρ(·, θ * )) than G W . However, the use ofḠ W (θ) could also have several difficulties. The presence of T (x, θ) limits its application to general minimization problem in space Θ which does not involve a Wasserstein metric objective function. Also, the computation of T (x, θ) might suffer from potential numerical instability, especially when T is not smooth, which is often the case when the ground-truth density is a sum of delta functions. This fact is also expressed in our numerical examples.
Examples
In this section, we consider several concrete statistical models. We compute the related metric tensor G W (θ), either explicitly or numerically, and further calculate the geodesic in the Wasserstein statistical manifold. Moreover, we test the Wasserstein natural gradient descent method in the Wasserstein distance based inference and fitting problems [9] . We show that the preconditioner G W (θ) exhibits promising performance, leading to stable and fast convergence of the iteration. We also compare our results with the Fisher-Rao natural gradient.
Gaussian measures.
We consider the multivariate Gaussian densities N (µ, Σ) in R n :
where θ = (µ, Σ) ∈ Θ := R n × Sym + (n, R). Here Sym + (n, R) is the n × n positive symmetric matrix group. We also denote Sym(n, R) the n × n symmetric matrix group. We obtain an explicit formula for g θ by using definition 2.
Proposition 7. The Wasserstein metric tensor for the multivariate Gaussian model is
for any ξ, η ∈ T θ Θ. Here ξ = (μ 1 ,Σ 1 ) and η = (μ 2 ,Σ 2 ), in whichμ 1 ,μ 2 ∈ R n ,Σ 1 ,Σ 2 ∈ Sym(n, R), and the symmetric matrix
Proof. First we examine the elliptic equation in definition 2 has the solution explained in Proposition 7. Write down the equation
By some computations we have
Observing these equations, we let ∇Φ ξ (x) = (S 1 (x − µ) +μ 1 ) T , and ∆Φ ξ = tr(S 1 ), where S 1 is a symmetric matrix to be determined. By comparison of the coefficients and the factΣ 1 is symmetric, we obtainΣ
It is easy to check Φ satisfies the condition (5) and the uniqueness is guaranteed.
For Gaussian distributions, the above derived metric tensor has already been revealed in [35, 26] . Our calculation shows that it is a particular formulation of G W . In the following, we turn to several one-dimensional non-Gaussian distributions and illustrate the metric tensor and the related geodesics, gradient flow numerically.
4.2.
Mixture model. We consider a generalized version of the Gaussian distribution, namely the Gaussian mixture model. For simplicity we assume there are two components, i.e. aN (µ 1 , σ 1 ) + (1 − a)N (µ 2 , σ 2 ) with density functions:
where θ = (a, µ 1 , σ 2 1 , µ 2 , σ 2 2 ) and a ∈ [0, 1]. We first compute the geodesic of Wasserstein statistical manifold numerically. Set θ 0 = (0.3, −3, 0. To compute the geodesic in the Wasserstein statistical manifold, we solve the optimal control problem in (9) numerically via a direct method. Discretize the problem as
where θ 0 = θ 0 , θ N = θ 1 and the discrete time step-size is 1/N . We use coordinate descent method, i.e. applying gradient on each θ i , 1 ≤ i ≤ N − 1 alternatively till convergence.
The geodesic in the whole density space is obtained by first computing the optimal transportation map T , using the explicit formula in one dimension T x = F −1 1 (F 0 (x)). Here F 0 , F 1 are the cumulative distribution functions of ρ 0 and ρ 1 . Then the geodesic probability densities satisfies ρ(t, x) = (tT + (1 − t)I)#ρ 0 (x) for 0 ≤ t ≤ 1, where # is the push forward operator. The result is shown in Figure 2 . Next, we test the Wasserstein natural gradient method in optimization. Consider the Gaussian mixture fitting problem: given N data points {x i } N i=1 obeying the distribution ρ(x; θ 1 ) (unknown), we want to infer θ 1 by using these data points, which leads to a minimization as:
where d are certain distance functions on probability space. If we set d to be KL divergence, then the problem will correspond to the maximum likelihood estimate. Since ρ(x; θ 1 ) has small compact support, using KL divergence is risky and needs very good initial guess and careful optimization. Here we use the L 2 Wasserstein metric instead and set N = 10 3 . We truncate the distribution in [−r, r] for numerical computation. We choose r = 15. The Wasserstein metric is effectively computed by the explicit formula
where T (x) = F −1 em (F (x)) and F em is the cumulative distribution function of the empirical distribution. The gradient with respect to θ can be computed through
where φ(x) = x −r (y − T (y))dy is the Kantorovich potential. The derivative ∇ θ ρ(x; θ) is obtained by numerical differentiation. We perform the following five iterative algorithms to solve the optimization problem:
We consider the diagonal preconditioning because the scale of parameter a is very different from µ i , σ i , 1 ≤ i ≤ 2. The diagonal matrix P is set to be diag(40, 1, 1, 1, 1). We choose the initial step-size τ = 1 with line search such that the objective value is always decreasing. The initial guess θ = θ 0 . Below Figure 3 shows the experimental results. From the figure, it is seen that the Euclidean gradient descent fails to converge. We observed that during iterations the parameter a goes very fast to 1 and then stop updating anymore. This is due to the ill-conditioned nature of the problem, in the sense that the scale of parameter differs drastically. If we use the diagonal matrix P to perform preconditioning, then it converges after approximately 70 steps. If we use Wasserstein gradient descent, then the iterations converge very efficiently, taking less than 10 steps. This demonstrates that G W (θ) is well suited for the Wasserstein metric minimization problems, exhibiting very stable behavior. It can automatically detect the parameter scale and the underlying geometry. As a comparison, Fisher-Rao gradient descent fails, which implies G F (θ) is not suitable for this Wasserstein metric modeled minimization.
The modified Wasserstein gradient descent does not converge because of the numerical instability of T and furtherḠ W (θ) in the computation. In the next example with lower dimensional parameter space, however, we will see thatḠ W (θ) performs better than G W (θ). This impliesḠ W (θ), if computed accurately, might achieve smaller approximation error to the Hessian matrix. Nevertheless, the difference is very slight, and since the matrixḠ W (θ) can only be applied to the Wasserstein modeled problem, we tend to believe that G W (θ) is a better preconditioner.
4.3. Gamma distribution. Consider gamma distribution Γ(α, β), which has the probability density function ρ(x; α, β) = β α x α−1 e −βx Γ(α) . We compute the related geodesic, in the Wasserstein statistical manifold and the whole density space respectively. The results are presented in Figure 5 . We can see that these two do not differ very much. This means the optimal transport in the whole space could nearly keep the gamma distribution shape along the transportation.
Then, we consider the gamma distribution fitting problem. The model is similar to the one in the mixture examples, except that the parameterized family changes. The minimization problem is:
, where x i ∼ ρ(·, θ 1 ) and we set N = 10 3 . The initial guess is θ = θ 0 . Convergence results are presented in Figure 6 . Figure 6 . objective value
The figure shows that the Euclidean gradient descent method takes very long time to reach convergence, while Wasserstein GD and its modified version needs less than 10 steps, with the Fisher-Rao GD taking around 50 steps. This comparison demonstrates the efficiency of Wasserstein natural gradient in this Wasserstein metric modeled optimization problems. As is mentioned in the previous example, the difference between using G W andḠ W is very small. SinceḠ W fails in the mixture example, we conclude that G W , the Wasserstein gradient descent, will be a more stable choice for preconditioning.
Discussion
To summarize, we introduce the Wasserstein statistical manifold for parametric models with continuous sample space. The metric tensor is derived by pulling back the L 2 -Wasserstein metric tensor in density space to parameter spaces. Given this Riemannian structure, the Wasserstein natural gradient is then proposed. In one-dimensional sample space, we obtain an explicit formula for this metric tensor, and from it, we show that the Wasserstein natural gradient descent method achieves asymptotically Newton method for Wasserstein metric modeled minimizations. Our numerical examples justify these arguments.
One potential future direction is using Theorem 1 to design various efficient algorithms for solving Wasserstein metric modeled problems. The Wasserstein gradient descent only takes the asymptotic behavior into consideration, and we think a careful investigation of the structure (13) will lead to better non-asymptotic results. Moreover, generalizing (13) to higher dimensions also remains a challenging and interesting issue. We are working on designing efficient computational method for obtaining G W (θ) and hope to report it in subsequent papers.
Analytically, the treatment of the Wasserstein statistical manifold could be generalized. This paper takes an initial step in introducing Wasserstein geometry to parametric models. More analysis on the solution of the elliptic equation and its regularity will be conducted.
Further, we believe ideas and studies from information geometry could lead to natural extensions in Wasserstein statistical manifold. The Wasserstein distance has shown its effectiveness in illustrating and measuring low dimensional supported densities in high dimensional space, which is often the target of many machine learning problems. We are interested in geometric properties of Wasserstein metric in these models, and we will continue to work on it.
