Abstract-In this paper we contribute a theoretical framework that sheds a new light on the problem of microgrid analysis and control. The starting point is an energy function comprising the kinetic energy associated with the elements that emulate the rotating machinery and terms taking into account the reactive power stored in the lines and dissipated on shunt elements. We then shape this energy function with the addition of an adjustable voltage-dependent term, and construct incremental storage functions satisfying suitable dissipation inequalities. Our choice of the voltage-dependent term depends on the voltage dynamics/controller under investigation. Several microgrids dynamics that have similarities or coincide with dynamics already considered in the literature are captured in our incremental energy analysis framework. The twist with respect to existing results is that our incremental storage functions allow for an analysis of the coupled microgrid obviating the need for simplifying linearization techniques and for the restrictive decoupling assumption in which the frequency dynamics is fully separated from the voltage one.
I. INTRODUCTION
Microgrids have been envisioned as one of the leading technologies to increase the penetration of renewable energies in the power market. A thorough discussion of the technological, physical and control-theoretic aspects of microgrids is provided in many interesting comprehensive works, including [25] , [24] , [9] , [2] . Despite the recent progresses in controller design for inverters, the main obstacle however remains a systematic design of the microgrid controllers that achieve the desired properties in terms of frequency and voltage regulation with power sharing. The difficulty lies in the complex structure of these systems, comprising dynamical models of inverters and loads that are physically interconnected via exchange of active and reactive power. To deal with the complexity of these dynamical models a common assumption is to decouple frequency and voltage dynamics thus to enable a separate analysis of the two dynamics. Once separated, the two dynamics are simpler to analyze and the presence of algebraic constraints can be investigated. In this case, a common tool to infer stability results is to rely on small signal arguments that focus on a linearized model of the system; see e.g. [18] . Results that deal with the fully coupled system are also available ( [14] , [23] , [12] ). In this case, the results mainly concern networkreduced models with primary control, namely stability rather than stabilization of the equilibrium solution. In spite of these many advances, what is still missing is a comprehensive approach to deal with the analysis and control design for microgrids. In this paper we provide a contribution in this direction. The starting point is the energy function associated with the system, a combination of kinetic and potential energy. Relying on an extended notion of incremental dissipativity, a variety of shifted Lyapunov functions whose critical points have desired features are constructed. The construction is inspired by works in the control of networks in the presence of disturbances, which makes use of incremental passivity and internal model controllers ( [3] , [11] ). We also refer the reader to e.g. [13] , [6] for seminal work on passivity-based control of power networks. The Lyapunov functions that we design encompass several microgrid dynamics that have appeared in the literature, including the conventional droop controller ( [25] , [14] ), the quadratic droop controller [18] , and the reactive power consensus dynamics ( [15] ). Our analysis, however, suggests suitable modifications (such as a suitable voltage-dependent weighting of the reactive power consensus dynamics of [15] ) and inspires new controllers, such as the so-called reactive current controller. Our approach has two additional distinguishing features: we do not need to assume decoupled dynamics and we perform a large signal analysis. The outline of the paper is as follows. In Section II, details on the model under consideration are provided. In Section III the design of incremental energy functions is carried out and incremental dissipativity of various models of microgrids associated with different voltage dynamics/controllers is shown. A few technical conditions on these energy functions are discussed in Section IV, and a decentralized test to check them is also provided. Based on the results of these sections, attractivity of the prescribed synchronous solution and voltage stability is presented in Section V. Due to lack of space proofs are omitted, and we refer the interested reader to the extended version of the manuscript in [4] .
II. MICROGRID MODEL AND THE SYNCHRONOUS

SOLUTION
We consider the following network-reduced model of a microgridθ
where θ ∈ T N is the vector of voltage angles, ω ∈ R N is the frequency, P ∈ R N is the active power vector, Q ∈ R N is the reactive power vector, and V ∈ R N >0 is the vector of voltage magnitudes. The matrices T P , T V , and K P are diagonal and positive definite. The vectors ω * and P * denote the frequency and active power setpoints, respectively. The vector P * also models active power loads at the buses ([12, Section 2.4]). The vector u Q is an additional input. The function f accounts for the voltage dynamics/controller and is decided later.
The model (1) with an appropriate selection of f encompasses various models of network-reduced microgrids in the literature, including conventional droop controllers, quadratic droop controllers, and consensus based reactive power control schemes ( [25] , [17] , [14] , [18] , [15] ). We refer the reader to [16] for a compelling derivation of microgrid models from first principles. Our goal here is to provide a unifying framework for analysis of the microgrid model (1) for different types of voltage controllers, and study frequency regulation, voltage stability, and active as well as reactive power sharing. A key feature of our approach is that it permits to consider the fully coupled nonlinear model.
Active and reactive power. The active power P i is given by
and the reactive power by
Note that here B ii =B ii + j∈Ni B ij , where B ij = B ji > 0 is the negative of the susceptance at edge {i, j} andB ii ≥ 0 is the negative of the shunt susceptance at node i 1 . Hence, B ii ≥ j∈Ni B ij for all i. It is useful to have compact representations of both active and reactive power. Setting
, with k ∈ {1, 2, . . . , M } being the index corresponding to the edge {i, j} (in short, k ∼ {i, j}), the vector of the active power at all the nodes writes as
is the incidence matrix of the graph describing the interconnection structure of the network, and the vector sin(·) is defined element-wise. Let us now introduce the vector A 0 = col(B 11 , . . . , B N N ). 
where again we are exploiting the identity cos(
As a consequence of the condition B ii ≥ j∈Ni B ij for all i, provided that at least one of the shunt susceptancesB ii is non-zero (which is the standing assumption throughout the paper), the symmetric matrix A(cos(D T θ)) has all strictly positive eigenvalues and hence is a positive definite matrix. Note that the matrix A can be interpreted as a weighted adjacency matrix of the graph, whereas A is associated with a loopy Laplacian matrix.
To pursue our analysis, we demonstrate an incremental dissipativity properties of the various microgrid models, with respect to a "synchronous solution". The notion of dissipativity adopted in this paper is introduced next, and synchronous solutions will be identified afterwards.
m , is incrementally cyclo-dissipative with state-dependent supply rate s(x, u, y) and with respect to a given input-state-output triple (u, x, y), if there exist a continuously differentiable function S : X → R, and statedependent positive semi-definite 2 matrices W, R : X →
We remark that at this point the function S is not required to be non-negative nor bounded from below and that the weight matrices W, R are allowed to be state dependent. The use of the qualifier "cyclo" in the definition above stresses the former feature ( [22] ). The synchronous solution. Given the constant vectors u P and u Q , the synchronous solution is defined as the triple (θ(t), ω(t), V (t)) = (θ, ω, V ), where θ = 1ω 0 t + θ 0 , the vectors θ 0 , V ∈ R N >0 are constant, the scalar ω 0 is constant, ω = 1ω 0 , and where
Observe that η :
Hence, Q is constant as V and η are constant.
III. DESIGN OF INCREMENTAL ENERGY FUNCTIONS
A crucial step for the Lyapunov based analysis of the coupled nonlinear model (1) is constructing a storage function. To this end, we exploit the following energy-based function
Notice that the first term represents the kinetic "energy" (the term has the units of power), the second one the power associated with the shunt components, and the third one the reactive power stored in the links. Also notice that the last two sums together write as
where we have exploited (4). Since we are interested in the incremental passivity of the system with respect to the synchronous solution, an incremental storage function is introduced. First, we compute the gradient of the storage function as follows:
In the equality above, we are implicitly assuming that each component of the voltage vector never crosses zero. In fact, we shall assume the following: Assumption 1: There exists a subset X of the state space
that is forward invariant along the solutions to (1) . Conditions under which this assumption is fulfilled will be provided later in the paper. Notice that the voltage dynamics identified by f has not yet been taken into account in the function U . Therefore, to cope with different voltage dynamics (or controllers) we add another component, namely H(V ), and define
We rest our analysis on the following foundational incremental storage function
where we use the conventional notation
T for a function F : X → R. Note that S can be decomposed as
where
and
Bearing in mind (9) and (10), we notice that
The above identities show that the critical points of S occur for ω = ω and P = P which is a desired property. The critical point of S with respect to the V coordinate is determined by the choice of H which depends on the voltage dynamics.
To establish the incremental dissipativity property, we introduce the output variables
with y P = T
In what follows, we differentiate among different voltage controllers and adjust the analysis accordingly by tuning H.
A. Conventional droop controller
The conventional droop controllers are obtained by setting f in (1) as
is a diagonal matrix with positive droop coefficients on its diagonal. Note that u Q is added for the sake of generality and one can set u Q = u Q = K Q Q * + V * for nominal constant vectors V * and Q * to obtain the well known expression of conventional droop controllers, see e.g. [25] . For this choice of f , we pick the function H in (8) as ( [14] )
with c ∈ R N >0 . This term has two interesting features. First, it makes the incremental storage function S radially unbounded with respect to V on the positive orthant. Moreover, it shifts the critical points of S as desired. In particular, bearing in mind (10) , and noting that 0 = −V − K Q Q + u Q we have
In the following subsections we will derive analogous identities and then use those for concluding incremental cyclodissipativity of the system.
B. Quadratic droop controller
Another voltage dynamics proposed in the literature is associated with the quadratic droop controllers of [18] , which can be expressed as (1) with
where again K Q = [k Q ] collects the droop coefficients. The quadratic droop controllers in [18] is obtained by setting u Q = V * for some constant vector V * . Notice however the difference: while [18] focuses on a network preserved microgrid model in which the equation above models the inverter dynamics and are decoupled from the frequency dynamics, here a fully coupled network reduced model is considered.
Moreover, note that the scaling matrix [V ] distinguishes this case from the conventional droop controller. For this case, we adapt the storage function S by setting
Recall that S = U + H. Note that S is defined on the whole
. The resulting function S can be interpreted as a performance criterion in a similar vein as the cost function in [18] . After some manipulations we obtain
C. Reactive current controller
The frequency dynamics of the inverters in microgrids typically mimics that of the synchronous generators known as the swing equation. This facilitates the interface of inverters and generators in the grid. To enhance such interface, an idea is to mimic the voltage dynamics of the synchronous generators as well. Motivated by this, we consider the voltage controller identified by
This controller aims at regulating the ratio of reactive power over voltage amplitudes, which can be interpreted as "reactive current" ( [10] ). For this controller, we set
meaning that S = U and no adaption of the storage function is needed. It is easy to observe that
whereū Q = [V ] −1 Q is again the feedforward input guaranteeing the preservation of the steady state.
D. Consensus based reactive power controller
In this subsection, we consider another controller which aims at achieving proportional power sharing
is a diagonal matrix and L Q is the Laplacian matrix of a communication graph which is assumed to be undirected and connected. The differences of this controller from that of [15] are that the voltage dynamics is scaled by the voltages at the inverters, namely [V ], the reactive power Q is not assumed to be independent of the phase variables θ, and an additional input u Q is introduced. Assuming that T Q = I for simplicity, we choose H as
where c is a constant vector. By setting c = Q, and noting that
the dynamics in (22) can be rewritten aṡ
E. Incremental dissipativity of microgrid models
In this subsection, we show how the candidate storage functions introduced before allow us to infer incremental dissipativity of the microgrids under the various controllers.
Theorem 1: Assume that the feasibility condition (6) admits a solution and let Assumption 1 hold. Then system (1) with output (11), input (12) , and, respectively,
is incrementally cyclo-dissipative with respect to the synchronous solution (θ, ω, V ), with 1) incremental storage function S defined by (7), (8), (9), (14) and supply rate (5) with weight matrices
2) incremental storage function S defined by (7), (8), (9), (17) and supply rate (5) with weight matrices
3) incremental storage function S defined by (7), (8), (9), (20) and supply rate (5) with weight matrices
4) incremental storage function S defined by (7), (8), (9), (23) and supply rate (5) with weight matrices
IV. FROM CYCLO-DISSIPATIVITY TO DISSIPATIVITY
The dissipation inequalities proven before can be exploited to study the stability of the synchronous solution. Theorem 1 has been established in terms of cyclo-dissipativity rather than dissipativity, i.e. without imposing lower boundedness of the storage function S. However, in order to conclude the attractivity of the synchronous solution we ask for incremental dissipativity of the system, and require the storage function to posses a strict minimum at the point of interest. To this end, we investigate conditions under which the Hessian of the storage function S is positive definite at the point of interest, which in this case is identified by the synchronous solution. It is not difficult to observe that due to the rotational invariance of θ variables, the existence of a strict minimum for S cannot be anticipated. To clear this obstacle, we notice that the phase angles θ appear as relative terms, i.e. θ i −θ j , in (7) and thus in S as well as S. Motivated by this observation, we introduce the new variables
which satisfy
, and it can be shown that U ϕ (ϕ, ω, V ) = U(θ, ω, V ). As the function H in (10) does not depend on θ variables, we define
For a later purpose, also notice that, by (28), the time derivative of S along the solutions (θ, ω, V ) is equal to that of S ϕ along (ϕ, ω, V ), with ϕ obtained from (26), namely (with some abuse of notation)
It can be verified that (ϕ, ω, V ) is a critical point of S ϕ . Next, we state that the Hessian of S ϕ is positive definite under suitable conditions. Notice that in all the previously studied cases, the matrix
∂V 2 , and h(V ) = col(h i (V i )). Then, the following result, which establishes decentralized conditions for checking the positive definiteness of the Hessian, can be proven:
where sec(·) = 1/ cos(·), then
V. ATTRACTIVITY OF THE SYNCHRONOUS SOLUTION
In this section, we establish the attractivity of the synchronous solution, which amounts to the frequency regulation (ω = ω * ) with optimal properties. Moreover, we investigate voltage stability and reactive power sharing in the aforementioned voltage controllers. Recall from (6) that for the synchronous solution we have
Among all possible vectors u P satisfying the above, we look for the one that minimizes the quadratic cost function
This choice is explicitly computed as
Then, substituting (32) into (31),
or, component-wise,
, where
In the case of droop coefficients selected proportionally ( [17] , [8] , [1] , [20] ), i.e. (k P ) i P * i = (k P ) j P * j , for all i, j, we conclude that
which accounts for the desired active power sharing based on the diagonal elements of K P as expected.
To achieve the optimal input (32), we consider the following active power controller ( [17] , [8] )
where the matrix L P is the Laplacian matrix of an undirected and connected communication graph. For the choice of the voltage/reactive power control u Q , we set u Q = u Q where u Q is a constant vector enforcing the setpoint for the voltage dynamics. The role of this setpoint to establish power sharing properties is discussed in [4, Subsection V.A]. Then, the main result of this section is as follows: Theorem 2: Suppose that condition (6) with u P given by (32), and condition (30), with ω = ω * , hold. Let u P be given by (35) and u Q = u Q ∈ R N . Then, the solutions of (1) in closed-loop with the conventional droop controller (13), quadratic droop controller (16) and reactive current controller (19) , are such that (D T θ, ω, V, ξ) locally converges to the point (D T θ 0 , ω * , V , ξ), and u P to u P with u P being the optimal input (32). Moreover, the following statements hold: (i) For conventional droop controller (13) , the constant vectors V and Q satisfy
(ii) For quadratic droop controller (16) , the constant vectors V and Q satisfy
(iii) For reactive current controller (19) , the constant vectors V and Q satisfy
(iv) The solutions of (1) in closed-loop with the consensus based reactive power controller (22) , converge to the largest invariant set where ω = ω * , ξ = ξ. Moreover, on this invariant set L Q K Q Q = K Q u Q . In case u Q = 0, then Q ∈ R N >0 satisfies Q ∈ R(K −1 Q 1). Finally, for all t ≥ 0,
Q ln(V (0)). Theorem 2 portrays the asymptotic behavior of the microgrid models discussed in this paper. An immediate interesting consequence is the achievement of frequency regulation, voltage stability, and optimal active power sharing for the coupled nonlinear microgrid model (1) . Note that active power sharing is guaranteed by the convergence of P to P that satisfies (34). Reactive power sharing properties of the different voltage dynamics are discussed in [4, Subsection V.A].
VI. CONCLUSIONS
We have presented a systematic design of incremental Lyapunov functions for the analysis and the design of networkreduced models of microgrids. Our results encompass existing ones and lift restrictive conditions, thus providing a powerful framework where microgrid control problems can be naturally cast. The method deals with the fully nonlinear model of microgrids and no linearization is carried out. One interesting extension is the investigation of similar techniques for network-preserved models of microgrids [21] (see [5] for early results).
