Abstract It has recently been suggested that visual working memory capacity may vary depending on the type of material that has to be memorized. Here, we use a delayed match-to-sample paradigm and event-related potentials (ERP) to investigate the neural correlates that are linked to these changes in capacity. A variable number of stimuli (1-4) were presented in each visual hemifield. Participants were required to selectively memorize the stimuli presented in one hemifield. Following memorization, a test stimulus was presented that had to be matched against the memorized item(s). Two types of stimuli were used: one set consisting of discretely different objects (discrete stimuli) and one set consisting of more continuous variations along a single dimension (continuous stimuli). Behavioral results indicate that memory capacity was much larger for the discrete stimuli, when compared with the continuous stimuli. This behavioral effect correlated with an increase in a contralateral negative slow wave ERP component that is known to be involved in memorization. We therefore conclude that the larger working memory capacity for discrete stimuli can be directly related to an increase in activity in visual areas and propose that this increase in visual activity is due to interactions with other, non-visual representations.
Introduction
Cognitive activities associated with thinking are highly constrained by the ability to store and manipulate information in working memory. Separate verbal and visual working memory systems have been identified (Baddeley 1992) , and visual working memory can further be divided into spatial and object memory systems (Ruchkin et al. 1996) . The capacity of visual working memory varies substantially across individuals, expertise, and stimulus types (Alvarez and Cavanagh 2004; Curby et al. 2009; Todd and Marois 2004; Cowan 2001; Olsson and Poom 2005; Vogel et al. 2001) . One possible explanation for this variability in visual working memory capacity estimates is that the observed memory capacity is the resultant of the concerted activity of pure visual processes and non-visual strategies. In particular, it has been suggested that the ability to verbalize and categorize the visual stimuli is a major determinant influencing visual working memory capacity (Wong et al. 2008; Olsson and Poom 2005) . Vogel and Machizawa (2004) have used an event-related potential (ERP) component to investigate individual differences in visual working memory capacity. This component, the contralateral negative slow wave (CNSW; Klaver et al. 1999b) , is considered to be a correlate of visual working memory and, in particular, visual working memory capacity (Vogel and Machizawa 2004; Vogel et al. 2005) . The CNSW, subsequently labeled ''sustained posterior contralateral negativity'' (SPCN) (Brisson and Jolicoeur 2008; Predovan et al. 2009) or ''contralateral delay activity'' (CDA) (McCollough et al. 2007; Drew et al. 2006) , typically becomes more negative the more items are stored in working memory, provided that capacity is sufficient.
More specifically, Vogel and Machizawa (2004) presented a brief bilateral array of colored squares and asked participants to remember the items in only one hemifield, which was indicated with an arrow. One second later, memory was tested by presenting a test array that was either identical to the memory array or differed by one color. Approximately 200 ms after the onset of the memory array, a large negative-going voltage was observed over the cerebral hemisphere that was contralateral to the memorized hemifield. This response persisted throughout the duration of the memory retention interval and it was focused primarily over the posterior parietal and lateral occipital electrode sites. The amplitude of this activity was strongly modulated by the number of objects being held in memory at the time, but approached a limit for arrays that met or exceeded storage capacity, that is, arrays that exceeded four items.
Visual working memory capacity may, however, have been overestimated in the Vogel and Machizawa (2004) study. Stimuli used in visual working memory research are typically composed of discrete objects and are therefore easily assigned verbal labels (e.g., discrete colors such as green and red, and shapes such as squares and triangles) so that verbal working-or long-term memory may be activated (Awh et al. 2007) . Although commonly some verbal concurrent task is applied to prevent the use of the verbal working memory, such tasks may have been insufficient (Cowan 1998) . The traditional change detection paradigm used to establish visual working memory capacity (Alvarez and Cavanagh 2004; Luck and Vogel 1997; Vogel and Machizawa 2004; Vogel et al. 2001) invites to relational or position coding, which may result in an overestimation of visual working memory capacity (Jiang et al. 2000; Poom and Olsson 2009 ). Olsson and Poom (2005) compared visual working memory capacity for objects of discrete features (i.e., geometrical objects of distinct colors and shapes) and for objects of continuous features, which were difficult to categorize (for example, stimuli of continuous shapes features such as the aspect ratio of ovals and color mixtures). To prevent position coding, the test object was placed centrally on a computer screen. Under these conditions, visual working memory capacity for discrete features was slightly above 2.5 objects. Although the objects composed of continuous features could easily be discriminated, as shown by a two-alternative forced choice (2AFC) discrimination task, visual working memory capacity for continuous objects was only one object.
Additional evidence for the observation that working memory capacity is not fixed stems from two recent eventrelated potential (ERP) studies (Gao et al. 2009; Luria et al. 2010) . These studies manipulated the complexity of the stimulus material by contrasting the CNSW activity evoked by the memorization of polygons against ERPs evoked by the memorization of basic shapes such as circles or triangles (Gao et al. 2009 ) or colors (Luria et al. 2010 ). Interestingly, both Gao et al. and Luria et al. found that the overall CNSW amplitude was much more pronounced for the complex polygon stimulus types than for simple shapes. In addition, both studies found that the load-related increase in CNSW activity was smaller for complex stimuli than for simple ones. This result suggested that neurons mediating working memory needed to work harder to maintain more complex objects, which is in line with the conclusion that visual working memory capacity is dependent on stimulus complexity.
It should be noted that another interpretation of these results could be considered. In both the Gao et al. (2009) and Luria et al. (2010) studies, the polygon stimuli were not only more complex in terms of their visual features but also more difficult to categorize and/or to verbalize. Although it has been shown that a secondary verbalization task may have a very limited influence on visual memory (Dent and Smyth 2005; Luria et al. 2010; Vogel et al. 2001) , it could be the case that verbalization is one process that is involved in the categorization of stimuli. Therefore, it could be the case that working memory capacity is not so much related to stimulus complexity, but more strongly related to the effectiveness with which stimulus features can be encoded or categorized. Here, we address this issue by contrasting the memorization process of basic shapes with the memorization of stimuli that are simpler in shape but more difficult to categorize. To accomplish this, we used lateralized stimulus arrays that consisted of stimuli that either fit into discrete categories or varied along a continuous dimension of just a single category. More specifically, we addressed the question whether brain activity related to the memorization of stimuli that could be verbalized differed from that related to the memorization of stimuli that could not be verbalized by recording eventrelated potential (ERP) activity.
In the present study, we employed a modified version of the traditionally used change detection paradigm (Olsson and Poom 2005) . On each trial, a bilateral memory array, consisting of one to four stimuli of discrete or continuous features, was presented for 1,500 ms in each hemifield. Participants were asked to remember items on the cued hemifield and ignore the items on the opposite hemifield. A black screen followed the memory array and was present for another 1,500 ms. After this black screen, a single test stimulus was presented in the center of the screen until participants responded whether the test stimulus had previously been presented in the memory array or not.
We compared visual working memory behavioral performance and ERPs for stimuli of discrete features that belong to different categories (i.e., discrete stimuli of distinct color and shape such as red/blue triangles/crosses etc.) and stimuli of continuous features that belong to the same categories (i.e., continuous stimuli; ellipses in brown shades). Furthermore, we examined whether intra-individual variability in visual working memory capacity due to object types would be reflected in contralateral slow wave potentials, so to extend the Vogel and Machizawa (2004) research showing correlates between inter-individual visual working memory capacity and ERPs.
We expected that increasing memory load would correspond to a decrease in behavioral performance (i.e. lower accuracies and longer response times) and an increase in CNSW activity. In this respect, we were particularly interested in CNSW activity present after the offset of the memory set. If the CNSW is driven by the complexity of visual stimuli, we expected to find more CNSW activity in the discrete condition, because a larger variety of visual features were present in that condition. If, on the other hand, the CNSW amplitude is related to stimulus categorization, we expected to find more CNSW activity for the non-categorizable stimuli, because these stimuli demand the involvement of pure visual processes, because verbal strategies cannot be used for this type of stimuli, implying that the brain had to rely purely on visual information in order to memorize this type of information.
Methods

Participants
Fourteen volunteers (age 19-36; M = 25; 4 women) participated in the present study. All participants had normal or corrected-to-normal vision. None of them reported a history of mental or sustained physical illness. All participants gave informed consent prior to engaging in the experiment and received a financial compensation for their participation.
Stimuli
Two sets of stimuli were used in the experiment. One set consisted of stimuli composed of discretely different shapes and colors (henceforth referred to as the ''discrete'' stimulus set), while the other set of stimuli was composed of various ellipses that varied continuously across the dimensions shape and color (henceforth referred to as the ''continuous'' stimulus set). Each stimulus was characterized by a unique combination of color and shape. This means that the task could be performed by storing either the colors or the shapes without the need for binding the features. All stimuli were presented on a computer screen within a 10°by 8°area surrounding fixation with black background. In the discrete stimulus set, the figures consisted of a cross, a triangle, a rhombus, a square, an ellipse, a hexagonal, a horizontal parallelogram, and a vertical parallelogram. Each stimulus was about 1.6°by 1.6°in visual angle and could be colored in red, blue, green, yellow, white, purple, cyan, and gray. In the continuous stimulus set, eight different ellipses with different eccentricities were used, which were all colored in different variations of a brown-reddish hue. Figure 1 depicts the sequence of events within one trial of the present experiment. Each trial started with an initial presentation of a centrally presented fixation cross that was presented for 1,000 ms. Then, a symbolic cue was presented for 1,000 ms, which consisted of two vertical lines (2°) that were presented to the left and right (.6°) of the fixation cross. One line was always colored green and the other red. The green line indicated that the forthcoming memory items in the corresponding hemifield were to be memorized. Forthcoming memory items presented in the opposite hemifield should be ignored, as indicated by the red line. This cue was followed by a memory set, which was presented with a duration of 1,500 ms. During this display, memory items were presented mirror-symmetrically at four possible locations at an angle of 5 degrees Exp Brain Res (2011) 209:501-513 503 from fixation in both the left and right hemifields. A random number of one to four (unique) items could be presented in each hemifield on a trial-to-trial basis. On trials where less than four items were presented, the memoranda were assigned randomly to one of the four memory locations. After presentation of the memory item, a blank screen was presented (safe for the fixation cross) for 1,500 ms, and during this period, the participants were required to memorize the memoranda in the hemifield indicated by the cue. After this blank screen, a single test stimulus was presented in the center of the screen that could either match (one of) the memoranda (target stimulus) or be a completely different item (non-target stimulus). In 50% of the trials, the test stimulus matched one of the memoranda. This test stimulus was presented until participants made a response. In each session, a total of 16 different trials types were used, consisting of the factorial combination of memory location (left or right), memory load (1, 2, 3, or 4 items), and test item type (target or non-target). The discrete and continuous stimulus sets were used in separate sessions. Per type, a total of 50 trials were administered, resulting in a total number of 800 trials per session, which were randomly distributed across 16 blocks of 50 trials each.
Trial sequence
Apparatus
Stimulus presentation was controlled by a personal computer running the ''e-prime'' software package (Psychology Software Tools, Inc., Pittsburgh, PA). Electroencephalographic (EEG) signals were recorded in DC mode (i.e. without using a high-pass filter) using 60 tin electrodes mounted in an elastic cap (Oz, O1, O2, POz, PO1, PO2, PO3, PO4, PO5, PO6, Pz, P1, P2, P3, P4, P5, P6, P7, P8, CPz, CP1, CP2, CP3, CP4, CP5, CP6, CP7, CP8, C1, C2, C3, C4, C5, C6, C7, C8, FCz, FC1, FC2, FC3, FC4, FC5, FC6, Fz, F1, F2, F3, F4, F5, F6, F7, F8, AFz, AF1, AF2, FPz, FP1 and FP2), referenced against the right mastoid. Horizontal and vertical eye movements were measured using bipolar recordings from electrodes placed on the outer canthi of the two eyes and from electrodes placed approximately 1 cm above and below the participant's right eye. Electrode impedance was kept below 5 kX. All EEG were recorded at a sample frequency of 1,000 Hz, using two Neuroscan SynAmps amplifiers (Compumedics Ltd Corporate, El Paso, TX) connected to a second Intel Pentium 4 personal computer, running Neuroscan scan software version 4.2. EEG data were digitally stored for offline analysis. Recordings took place in a sound attenuated, dimly lit, electrically shielded chamber.
Task and procedure
Participant's task was to memorize the stimuli presented in the hemifield indicated by the cue. They were instructed to make a speeded two-choice manual response to the test item, using their index fingers, to each test stimulus item. Participants were required to press a button designated ''Yes'' when they believed the test item was part of the memory set and, correspondingly, press a button designated ''No'' when they believed the test item was not part of the memory set. The assignment of the yes and no responses to the left and right hands was counterbalanced across participants.
Each participant took part in two recording sessions, which took place on separate days. During the first session, Fig. 1 The sequence of events and sample stimuli. a Events on each trial using stimuli from the discrete stimulus type condition. b Example of stimuli used in the discrete condition. c Example of stimuli used in the continuous condition the discrete stimulus set was used, and in the second session, the continuous stimulus set was used. Each session lasted approximately 80 min, and participants had a selfpaced break after the first half of the trials. Prior to the first recording session, participants received a written communiqué, describing the experiment, and a screening form. Qualifying participants were invited and were requested to give their informed consent, prior to the start of the first recording session. After placement of the electrocaps, participants were given the task-specific instructions, as well as a brief practice session. Participants were required to continue practicing until the experimenter was convinced they understood the task and performed well enough (i.e. overall percentage correct higher than 85% for the discrete condition and response times around 650 ms in one block of trials). Participants then received additional instructions to minimize bodily movements and control their eye movements from the start of the memorization interval until just after the response.
During the recording session, participants were seated in a comfortable height-adjustable chair, which was at a distance of approximately 150 cm from the computer screen so that participants' eyes were positioned directly in front of the fixation cross. Because the memory stimuli were presented with relatively long intervals and at relatively large visual angles from fixation, it was imperative that participants controlled their eye movements. We anticipated the possibility that a small proportion of trials containing relatively small reflexive eye movements could not (Talsma et al. 2001) , or only at the cost of an extremely high rate of false positives (resulting in sub-optimal ERP averages due to excessively low trial numbers; see Talsma and Van Harmelen 2009 for a treatment of this issue), be removed from the data. To assess these eye-movement patterns, we conducted an additional control study at the end of one of the recording sessions. In this control study, only the cues and the memory set were presented, and participants were instructed to move their eyes freely toward the memoranda. By comparing the amount of EOG activity in the control experiment and in the task proper, we could thus estimate to which degree the memorization process was influenced by eye-movement activity.
Data analysis
Behavioral data
Accuracy (hit rate; HR), response times (RTs), and visual working memory capacity were computed separately for the discrete and the continuous stimuli. Visual working memory capacity was computed separately for the four set sizes using the formula developed by Pashler (1988) and refined by Cowan (2001) , k = S 9 (HR ? CR-1) where k is the memory capacity, S is the set size of the memory array, HR is the observed hit rate, and CR is the correct rejection rate. Trials where RTs exceeded 1,500 ms were considered as attentional slips and were excluded from the analyses.
To further quantify response time patterns, mean RTs were computed for each trial type and participant. These mean RTs were used as dependent measures in a withinsubjects ANOVA containing the factors stimulus type (discrete of continuous), memory load (memorizing 1, 2, 3, or 4) stimuli, visual field (stimuli memorized in left or right visual field), and target type (target or non-target).
ERP analysis
EEG data were filtered using a 4,098-point Gaussian finite impulse response (FIR) high-pass filter at .1 Hz and a 1,024-point Gaussian FIR low-pass filter at 15 Hz. During filtering, a frequency-domain regression algorithm was used to correct ocular artifacts (Kenemans et al. 1991) . Ocular artifact correction was done to remove eye-blink artifacts from our dataset. Trials containing artifacts related to eye movements, characterized by amplitude fluctuations exceeding ±50 lV/20 ms at the horizontal and vertical EOG channels, were excluded from further analyses, in order to ensure that we did not include trials in our ERP data, in which our participants accidentally made an eye movement toward the memoranda. As anticipated, some small reflexive eye movements remained present in the current data set. Considering, however, that this residual EOG activity is magnitudes smaller than similar EOGs elicited by a full-blown saccade to the memory items (see Fig. 2 ), we do not deem this problematic. Furthermore, it should be noted that Fig. 2 shows that the degree of residual eye-movement activity is similar in the discrete and continuous conditions, thus rendering it unlikely that differential ocular activity could have contributed to any observed differences between the discrete and continuous conditions. For one participant, data from one faulty EEG channel (PO8) were substituted by interpolating across two neighboring electrodes (P8 and P04). Condition-wise ERP averages were then computed. Separate ERPs were computed relative to the onset of the memory set and to the onset of the test stimulus. Each epoch started -1,000 ms before stimulus onset and lasted until 3,000 ms after stimulus onset. Long-duration signal drift was corrected by fitting a linear regression line through an epoch extending from -1,000 to 9,000 ms after stimulus onset, and subtracting off the resulting linear drift component (Talsma and Woldorff 2005) . During the averaging procedure, any remaining artifacts in the EEG, i.e., those not related to ocular movements, were detected during an auto-adaptive procedure that automatically excludes artifact-bearing trials (Talsma 2008) . After averaging, all channels were rereferenced to the algebraic average of the two mastoid electrodes.
Next, for the ERPs elicited by the memoranda, the left and right hemisphere electrode positions of the ERPs elicited by right visual field stimuli were interchanged. This was done in order to create topographical distribution maps where ipsilateral and contralateral activities were identically represented for left and right visual field stimuli (see Talsma et al. 2006 for a comparable approach). After this remapping, corresponding left and right visual field ERPs were collapsed into one data set. The CNSW was computed from the latter data set by subtracting the ERP at each ipsilateral electrode from that of the corresponding contralateral electrode (Hickey et al. 2006) .
We statistically tested whether the CNSW differed across the four memory load conditions and whether this interacted with stimulus type. Then, we conducted post hoc tests to determine whether the CNSW changed between memory loads 1 and 2, memory loads 2 and 3, and memory loads 3 and 4. More specifically, the overall test was done by subtracting ERP activity at posterior electrodes located ipsilaterally to the memorized stimuli from the corresponding electrodes located at the same position contralateral to the memorized stimuli. This was done for six electrode pairs (PO1/PO2, P3/P4, P5/P6, O1/O2, PO3/PO4, PO7/PO8) and separately for each of the 4 memory load conditions. The resulting difference waves thus represented the degree of lateralization in each condition (and therefore served as an estimate of the CNSW in each condition). These condition-wise CNSWs were further quantified by computing mean amplitudes across consecutive 50-ms time windows. At each of these time windows, the resulting mean amplitudes were used as dependent variables in an ANOVA, containing the within-subject factors memory load (one, two, three, or four items), stimulus type (continuous or discrete), and electrode (6 levels). Due to the relatively high number of tests, the problem of type-1 error inflation was dealt with by requiring that tests should yield significant results at the P \ 0.05 level on three or more consecutive time windows (Lange et al. 1999) . The abovementioned analysis tested for significant CNSW effects throughout the entire 3,000-ms time period from the onset of the memory items until the onset of the test stimulus. It should be noted, however, that this interval can functionally be divided into two separate time windows. During the first 1,500 ms, the memory items were still presented on screen and it can therefore be assumed that visual encoding and memorization processes both took place during this interval. In contrast, during the second 1,500-ms period, the memoranda were no longer physically present, and therefore, participants had to rely entirely on memorization processes. For the post hoc tests, the same data were used, but now, only memory load levels 1 versus 2, 2 versus 3, and 3 versus 4 were contrasted against each other.
Finally, we tested whether a change in mean CNSW activity, resulting from memorizing one additional item, correlated with each individual K score (cf., Vogel et al. 2005) . This was done by computing the mean CNSW amplitude (i.e., by computing the contra-minus ipsilateral difference wave) in the two separate time windows: 1,000-1,500 ms (encoding) and 1,500-2,000 ms (memorization), corresponding to those used by Klaver et al. (1999b) . Note also that significant CNSW activity was found in both time windows. The condition-wise change in CNSW activity for memorizing two items, compared with memorizing one item, was then computed by subtracting the mean CNSW amplitude in the memory load one condition from that in the memory load two condition. The same procedure was repeated for each additional increase in memory load. This procedure was done separately for the discrete and continuous stimuli. The resulting estimates of memorization-related changes in CNSW activity were Horizontal EOG traces, reflecting eye movements to the memory stimuli in the main experiment (upper two panels) and the control experiment. Although some residual ocular movements could be observed in the present experiment, these were considerably smaller than those observed in the control experiment (bottom panel), where participants were required to make an eye movement toward the memoranda correlated with each single individual's working memory capacity estimate, as reflected in each individual's Cohen Kappa estimate. Finally, to assess whether there was a common factor to the single subject working memory capacity estimates, we correlated each individual's Cohen Kappa estimate for the discrete and continuous conditions among each other.
Results
Behavioral data
Response times Figure 3a depicts the average response times for each condition. As shown, responses to discrete test stimuli were significantly faster than responses to continuous test stimuli (F(1,13) = 4.75; P \ 0.05). Likewise, responses to target stimuli were faster than responses to non-targets (F(1,13) = 7.11; P \ 0.05). Response times increased with memory load (F(3,39) = 175; P \ 0.0001). This load-related increase differed between targets and nontargets, as shown by a significant interaction between memory load and target type (F(3,39) = 4.85; P \ 0.01).The latter effect differed between discrete and continuous stimuli, as exemplified by a significant three-way interaction between stimulus type, target type, and memory load (F(3,39) = 3.93; P \ 0.05). Finally, the overall memory load-related increase in response times did not differ significantly between the two (discrete vs. concrete) stimulus types (interaction between memory load and stimulus type: F(3,39) \ 1). No effects involving the factor visual field were found to be significant.
Error rates
A similar pattern of results can be observed for response errors. As depicted in Fig. 3b , error rates to discrete test stimuli were lower than error rates to continuous test stimuli (F(1,13) = 4.75; P \ 0.05). Responses to target stimuli were generally less accurate than responses to non-targets (F(1,13) = 12.21; P \ 0.004). Error rates increased significantly with memory load (F(3,39) = 257.7; P \ 0.0001). This load-related increase in error rates differed between targets and non-targets, as shown by a significant interaction between memory load and target type (F(3,39) = 19.811; P \ 0.0001). As illustrated in Fig. 3b , error rates to target stimuli increased faster with load than correct rejection rates of non-targets. The latter effect differed between discrete and continuous stimuli, as exemplified by a significant three-way interaction between stimulus type, target type, and memory load (F(3,39) = 5.43; P \ 0.01). In contrast to response times, we did find that the overall load-related increase in error rates differed between the two (discrete vs. concrete) stimulus types (interaction between memory load and stimulus type: F(3,39) = 8.96; P \ 0.0001). No effects involving the factor visual field were found to be significant. The overall proportion of correct answers was 83% for the discrete stimuli and 72% for the continuous stimuli. To estimate memory load capacity, we calculated k separately for each set size. To get as close as possible to the maximum value of a participant's visual working memory capacity, we used the highest estimated capacity across set sizes. The mean estimated visual working memory capacity k was 1.73 for the discrete stimuli and 1.03 for the continuous stimuli. Post hoc analysis using pairwise t tests revealed that for each set size, the capacity estimate was significantly lower in the continuous condition than in the discrete condition (P \ 0.01 for all tests).
Correlation of working memory capacity estimates
To assess whether working memory capacity for discrete and continuous stimuli might, at least in part, be subserved by a common mechanism, we correlated each individual's k estimate obtained in the discrete condition with the one obtained in the discrete condition. This analysis showed that the capacity estimates for the discrete and continuous stimulus types did not correlate across participants (r = 0.03; t(10) \ 1; P \ 0.5).
ERP effects Figure 4a shows the ERP waves elicited by the memorization of discrete stimuli. The difference wave (Fig. 4b) shows that the ERPs were more negative over contralateral than over ipsilateral posterior electrodes (Fig. 4c) , relative to the location of the memorized items. Furthermore, it can be observed that the CNSW component, reflected in this difference, increased with memory load. In particular, during memorization, the CNSW amplitude appeared to increase relatively sharply between memory loads 2 and 3 and to a lesser degree so for higher memory loads. With a few notable differences, similar observations can be made for the memorization of continuous stimuli, as illustrated in Fig. 5 . In particular, the overall amplitude of the CNSW was somewhat smaller for the continuous condition than it was for the discrete condition (Fig. 5b) , and the sharpest increase in amplitude appeared to occur between the memory load 1 and 2 conditions. The above-described observations were largely confirmed by our statistical results. A main effect of memory load was found to be significant between 600 and 3,000 ms after onset of the memory set (Fs(3,39) = 3.01-14.01; Fig. 4 Memory load effects for discrete stimuli. a Shown here are the ERP waveforms recorded over two posterior ipsilateral and contralateral electrodes, as well as the subtraction between these two electrodes. As can be seen from the contralateral minus ipsilateral electrodes, ERP waveforms were more negative over the contralateral hemisphere during memorization (starting at the offset of the memory stimuli; 2,000 ms after their onset). This CNSW effect was particularly prominent for the memory load three and four conditions. b Difference wave representing the CNSW, obtained by subtracting the ipsilateral ERP waveform from the contralateral ERP waveform. c Shown here are the scalp distributions of the CNSW. Due to the subtraction procedure, data are plotted across one hemisphere only P \ 0.05-0.00001), with the notable exception of three short intervals (950-1,000 ms, 2,350-2,400 ms, and 2,650-2,750 ms after memory set onset) where the observed p values were just short of significance. In order to assess how the CNSW amplitude changed as a function of memory load, planned comparisons were conducted, in which ERPs in the memory load 1 and 2, 2 and 3, and 3 and 4 conditions were tested against each other. These tests yielded the following results: Compared with the memory load 1 condition, the CNSW elicited in the memory load 2 condition was significantly more negative in the following latency ranges: 550-800 ms, 1,500-1,800 ms, 1,850-2,100 ms, and 2,400-2,650 ms after stimulus onset (all P \ 0.05). A main effect of Stimulus Type was significant between 1,250 and 1,600 ms, showing that the CNSW elicited by discrete stimuli was larger in this time window. Finally, a significant interaction between memory load and stimulus type was found toward the end of the memorization interval (2,600-3,000 ms after stimulus onset; Fs (1,13) = 5.77-10.7; P \ 0.05-0.01). This interaction shows that the CNSW increased more for discrete stimuli than for continuous stimuli, with increasing memory load.
For the contrast between the memory load 2 and 3 conditions, a significant effect of stimulus type was significant between 2,000 and 2,850 ms after stimulus onset Fig. 5 Memory load effects for continuous stimuli. a Shown here are the ERP waveforms recorded over two posterior ipsilateral and contralateral electrodes, as well as the subtraction between these two electrodes. Although initially, during memory encoding, the contralateral minus ipsilateral electrodes, ERP waveforms were more negative over the contralateral hemisphere during memorization (starting at the offset of the memory stimuli; 2,000 ms after their onset), this increase in negativity did not persist into the memorization interval. Overall, CNSW effects were much smaller here than they were during the memorization of stimuli consisting of discrete categories (cf. Figure 4) . b Difference wave representing the CNSW, obtained by subtracting the ipsilateral ERP waveform from the contralateral ERP waveform. c Shown here are the scalp distributions of the CNSW. Due to the subtraction procedure, data are plotted across one hemisphere only Exp Brain Res (2011) 209:501-513 509 (Fs(1,13) = 4.57-8.33; P \ 0.05). Finally, for this contrast, the interaction between memory load and stimulus type was significant between 1,400 and 1,550 ms (Fs(1,13) = 5.04-10.03; P \ 0.05-0.01). No significant effects were found for the contrast between the memory load 3 and 4 conditions.
Correlations between Memory capacity and CNSW amplitude
For the discrete stimuli, we found that during memorization (1,500-2,000 ms), the increase in CNSW due to memorizing three items compared with two items correlated significantly with the Cohen's K estimate of working memory for each participant (r = 0.61; t(12) = 2.67; P \ 0.01; see Fig. 6 ). No significant correlations were found for the other memory load levels. For the continuous stimulus, we did not find any significant correlation between Cohen's K estimates and memory load-related changes in this interval. During the encoding phase (500-1,000 ms), we did not find any significant correlation. These results thus seem to indicate that the load-related increase in CNSW activity observed in Fig. 4a during the later stages of the retention of discrete stimuli correlates with one's memory capacity.
Discussion
This study investigated the electrophysiological correlates of working memory capacity for categorizable and noncategorizable stimuli. To achieve this goal, we used a delayed match-to-sample task, in which up to four visual stimuli presented in one visual field had to be memorized and compared with a single subsequently presented test stimulus. Several new findings emerge from the data. First, we show that a contralateral slow ERP wave known as the CNSW was larger when stimuli belonging to discretely different categories (discrete stimuli) had to be memorized than when stimuli that varied on a continuous scale of the same category (continuous stimuli) had to be memorized. Secondly, the load-related increase in this contralateral negativity was larger for discrete stimuli than for continuous stimuli. These effects will be discussed in turn later.
Memorization effects
Our capacity estimates (slightly above 1 for continuous and 1.7 for the discrete stimuli) are rather low compared with estimations provided by others (around 3.5-4 for discrete objects, e.g., Luck and Vogel 1997) . One possible reason for this is that relational coding or position coding was prevented in the present study, while this can be used in the more traditional change detection paradigm (Jiang et al. 2000) . Olsson and Poom (2005) estimated capacity by presenting a single test item at the screen center to prevent relational coding, as we did here, and found capacity estimates ranging from about 1 for their continuous stimuli to slightly above 2.5 for discrete stimuli. Another possible explanation may be that here participants had to select the objects from one hemifield to be represented in memory and to restrict the irrelevant items from the other hemifield from consuming capacity. It has been shown that irrelevant items still consume storing space (Vogel et al. 2005) . It should be noted that we should consider an alternative explanation for the relatively low working memory capacity estimates obtained in the present study. It is possible that visual information is stored in working memory in an intrinsically visuo-spatial manner, that is, that the position of the visual object is stored as an intrinsic part of its memory representation. Poom and Olsson (2009) found some support for this notion of a binding between features and positions in memory. More specifically, these authors' results suggest that links are created between positions and features that facilitate memory and specially the binding of continuous features.
It has been argued that working memory capacity estimates are highly dependent on similarities between the memory and test items (Awh et al. 2007) . Although this argument was based on results from a change detection Correlations between Cohen's K values and load-related increases in CNSW activity. Shown here are the correlation data for the memory load 2 versus memory load 3 differences in CNSW activity for the discrete stimuli (a) and continuous Stimuli (b) during memory retention (1,500-2,000 ms after stimulus onset). Note that this correlation was significant for the discrete stimuli but not for the continuous ones paradigm, as opposed to the currently used delayed matchto-sample paradigm, it underscores the complex relation between working memory capacity estimates on the one hand, and the relation between memory and test stimuli on the other.
In the present study, we used a test stimulus that was always presented at a central location that was different from any of the locations where any of the memory items had been presented. A central position was used to rule out any contribution that the test stimulus might have had on providing information with regard to the spatial position of the originally memorized item. Some evidence exists in favor of the notion that memory performance may increase when the test stimulus item matches that of the memory item (Talsma et al. 2001 ). More specifically, this earlier study reported both higher response accuracies and faster responses when target test stimuli were presented at the same location as where the memory item was presented. They also showed that identifying a target at a different location becomes more difficult when memory load increases. Furthermore, Klaver et al. suggested that matching shapes independently of the memorized location is more difficult than matching conjunctions of shape and location or locations of shapes alone. Differences in difficulty between these tasks were already reflected by ERPs during memorization, but task difficulty did not interact with memory load on posterior ERPs (Klaver et al. 1999a ). Thus, the somewhat lower overall working memory capacity estimates may be due to a continuous mismatch between the location of the memorized item(s) and location of the test stimulus, but it is unlikely that this manipulation affects ERPs related to memorization of discrete and continuous stimuli.
Regardless of these differences, our findings are consistent with those of previous studies demonstrating that visual working memory buffers show a contralateral organization in the posterior areas of visual cortex (Vogel and Machizawa 2004; Courtney et al. 1997; Klaver et al. 1999b; Ungerleider et al. 1998 ). Brain areas in the left hemisphere were mainly involved in storing visual information initially presented in the right hemifield and vice versa. However, it should be noted that other lateralization effects related to memory have been suggested and different areas in the brain have been found to be activated depending on stimulus types and tasks (Ungerleider et al. 1998) .
Perhaps the most striking difference between memorizing discrete stimuli, when compared with memorizing continuous stimuli, consist of the fact that the CNSW was relatively large and showing a significant increase between memory load 2 and 3 conditions, during the retention of discrete stimuli, whereas it was relatively small and insensitive to memory load effects during the memorization of continuous stimuli. This result is consistent with our own as well as with Olsson and Poom (2005) 's estimate that working memory capacity for this type of stimuli is limited to just one item; the absence of a correlation between K and mean CNSW amplitude may therefore be due to the absence of a systematic increase in CNSW activity for continuous stimuli.
The latter conclusion is interesting in light of our observation that the single-subject Cohen's K working memory capacity estimates for the continuous and discrete stimulus types did not correlate significantly with each other. The absence of such correlation indicates that separate mechanisms determine working memory capacity for stimuli that are relatively easily categorizable and stimuli that are not. Adding to those findings, we observed that the Cohen's K working memory capacity indices correlated more strongly with memory load-related increases in CNSW activity in the discrete condition than in the continuous condition. The fact that this correlation was stronger in the discrete condition can be interpreted to mean that in case of a discrete stimulus, larger working memory capacity means that more neural resources in visual brain areas are recruited when memory load increases. In contrast, for continuous stimuli the much lower, and non-significant, correlation between Cohen's K and memory load-related CNSW amplitude changes seems to indicate that for more difficult to categorize stimuli the working memory system can rely less on the interaction between multiple representations of such a stimulus. This reduced interaction may hamper the development of a strong neural representation of such a stimulus. This conclusion is consistent with the recent findings of Gao et al. (2009) and Luria et al. (2010) , but extend these findings by showing that load-related increases in CNSW activity are probably not strictly related to the complexity of stimulus features as such, but are instead more strongly related to categorization aspects of the stimuli. It should be noted, however, that although our current results may overall provide an underestimate of working memory capacity, the central question addressed here, whether working memory capacity differs between categorizable and non-categorizable stimuli, is unaffected by this overall lower estimate. Although the question how the position of a test stimulus can affect working memory performance is an interesting one on its own, it is currently beyond the scope of the present article and an objective for future research.
It should be noted that the results of Luria et al. were obtained using a change detection paradigm, using much shorter stimulus presentation times, compared with our delayed match-to-sample paradigm that used a relatively long time window during which the memoranda were presented for memorization. In spite of these methodological differences, however, both our results and those of Luria et al. indicate that stimuli that are categorizable on the basis of more discrete features result in larger loadrelated increases in CNSW activity. The latter result suggests that the CNSW is predominantly representing the interaction between pure visual processes and processes that represent other (categorical) forms of encoding. It is interesting to note, however, that initially, during memory encoding, a relatively large load-related CNSW effect could be observed for the continuous stimuli. This difference disappeared relatively rapidly after the disappearance of the memory items from the display. Although we are currently unsure what this effect entails, we speculate that the reduction in CNSW amplitude could be related to a relatively rapid decay of memorized information.
The current study raises some questions for future research. For instance, we currently cannot fully rule out the possibility that differences in long-term memory representation between the discrete and continuous memory sets have contributed to our observed differences in memory capacity for discrete and continuous memory stimuli. Considering that both sets of stimuli consisted of relatively simple geometric shapes in both conditions, we consider it unlikely, however, that differences in long-term memory representations by themselves have had a profound influence on our working memory capacity estimates. More specifically, because all combinations of shape and color were presented with equal probability, we consider it unlikely that participants could have relied more on long-term memory processes for the discrete stimuli than they could have done for the continuous stimuli. Nevertheless, the possibility that long-term memory representations may affect visual working memory is an interesting one, and possibly one that should be addressed in future studies.
Secondly, we could ask ourselves to what degree each stimulus dimension manipulated in the present experiment contributes to the observed findings. In the present study, stimuli always differed in color and in shape. It would be possible that our current data were largely driven by changes in either color or shape across stimuli. Although we currently cannot answer this question directly, data provided by Ikkai et al. (2010) and Luria et al. (2010) suggest that manipulating color difficulty did not have a profound effect on working memory capacity. Therefore, it could be the case that our current findings were largely driven by the categorizability of the shape manipulation. This hypothesis should be investigated using future studies specifically aimed at manipulating the shape and color dimensions independently, however.
Another plausible interpretation of the higher memory capacity estimates for the discrete condition that requires further investigation is that they are due to our participants' ability to chunk various stimulus properties, such as their color and shape, and thus their ability to memorize the discrete stimuli more efficiently. Consistent with our earlier interpretation, CNSW activity could thus reflect processes involved in keeping multiple stimulus features chunked together in visual working memory, suggesting that visual working memory stores representations of whole objects rather than single-object features (see Klaver et al. 1999a for a similar suggestion). This interpretation is consistent with recent functional magnetic resonance image (fMRI) data (Bor et al. 2003 (Bor et al. , 2004 showing greater activity in several brain areas, including occipital cortex, when visuospatial patterns had to be memorized in a structured sequence, when compared with an unstructured sequence. The processes involved in chunking may thus result in greater increases in brain activity with increasing loads, in order to keep the individual stimulus features bound together. But the net result would be a greater effectiveness of memorizing information, resulting in a higher probability of retaining more information at higher loads. Thus, it appears that working memory capacity is determined to a large degree by the relative efficiency with which stimulus features can be combined and categorized. As such, an interesting topic for future research concerns the question of how the degree to which logical associations between individual stimulus features can be learned over time will affect working memory performance.
Summary and conclusions
The current study extends earlier work that has investigated the neural correlates of visual working memory. In particular, we related the neural correlates of working memory to stimulus-type-induced changes in memory capacity. Behavioral results indicate that memory capacity was much reduced for a set of stimuli that varied only on a continuous dimension, when compared with a condition where stimuli belonged to discretely different categories. This behavioral effect corresponded with a reduction in a contralateral slow wave ERP component that is known to be involved in memorization. We therefore conclude that the increase in working memory capacity for discrete stimuli can be directly related to an increase in activity in visual brain areas. We propose that the latter increase in visual areas is due to the interaction of pure visual processes with other non-visual stimulus representations and/or processes related to combining stimulus features into a single representation.
