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TOWARDS STRONG BANACH PROPERTY (T) FOR SL(3,R)
MIKAEL DE LA SALLE
Abstract. We prove that SL(3,R) has Strong Banach property (T) in Laf-
forgue’s sense with respect to the Banach spaces that are θ > 0 interpolation
spaces (for the complex interpolation method) between an arbitrary Banach
space and a Banach space with sufficiently good type and cotype. As a con-
sequence, every action of SL(3,R) or its lattices by affine isometries on such a
Banach space X has a fixed point, and the expanders contructed from SL(3,Z)
do not admit a coarse embedding into X. We also prove a quantitative decay
of matrix coefficients (Howe-Moore property) for representations with small
exponential growth of SL(3,R) on X.
This class of Banach spaces contains many superreflexive spaces and some
nonreflexive spaces as well. We see no obstruction for this class to be equal to
all spaces with nontrivial type.
1. Introduction
Kazhdan’s property (T) for a topological group G is a rigidity property for
unitary representations of G. We refer to [3] for more information. In recent
years, U. Bader, T. Gelander, A. Furman and N. Monod [1] on the one hand and
V. Lafforgue [13] on the other hand independently discovered some rigidity property
for actions on Banach spaces. See [30, Section 4] and [21] for recent surveys. Our
main results, Theorem 1.2 and 1.5 below, deal with Lafforgue’s approach for the
group SL(3,R).
In [1], given a Banach space X, a property (TX) was introduced in terms of
(almost) invariant vectors for isometric representations on X, as well as a fixed
point property (FX) for affine isometric actions on X. (FX) implies (TX), but
the converse does not hold in general. The main class of spaces for which these
properties were studied are Lp-spaces, and their subspaces/quotients (these results
were generalized to noncommutative Lp spaces in [23], see [4] for a study of (T`p)).
Among the results, (TX) was shown to be equivalent to (T) for X = Lp([0, 1])
whereas there are property (T) groups (for example hyperbolic groups) that do not
satisfy (FLp) for p large enough. On the opposite, higher rank algebraic groups
over local fields and their lattices have property (FLp) for every p ∈ (1,∞). Bader–
Furman–Gelander–Monod conjecture ([1, Conjecture 1.6]) that, for a higher rank
group or its lattices, (FX) holds for every superreflexive Banach space. By [1,
Proposition 8.8] it is enough to prove this conjecture for higher rank groups, so it
will automatically hold for their lattices.
1.1. Strong property (T). In [13] a stronger property, called Strong Banach
property (T) was introduced. As is well-known, a group G has property (T) if
and only if its full C∗-algebra contains a projection P such that, for every unitary
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2 MIKAEL DE LA SALLE
representation pi of G, pi(P ) is the orthogonal projection on the invariant vectors
of pi. In Lafforgue’s Strong Banach property (T), the same definition is chosen,
but for a larger class of representations : on the one hand the representations are
no longer assumed to be isometric but only of small exponential growth; on the
other hand the actions do not need to be on Hilbert spaces but more generally
on some Banach spaces. The word Strong refers to the first property (without it
one gets just Banach property (T) as in [14, De´finition 0.4]), and Banach to the
second. Here is a small adaptation of the original definition : G has Strong Banach
(T) in the sense of [14] if it has Strong Banach property (T) in the sense of the
following definition, with respect to the class E of Banach spaces with nontrivial
Rademacher type (see the discussion of the equivalence in subsection 2.9, and see
Definition 2.2 for the definitions of type and cotype). A length function on G is
a function ` : G → R+ that is continuous (or merely bounded on compacts) such
that `(g−1) = `(g) and `(g1g2) ≤ `(g1) + `(g2) for all g, g1, g2 ∈ G.
Definition 1.1. A locally compact group G has Strong Banach property (T) with
respect to a class of Banach spaces E (abbreviated (TStrongE )) if for every1 length
function ` on G there is a sequence of compactly supported symmetric Borel mea-
sures mn on G such that, for every Banach space X in E , there is a constant t > 0
such that the following holds. For every strongly continuous representation pi of G
on X satisfying ‖pi(g)‖B(X) ≤ Let`(g) for some L ∈ R+, pi(mn) converges2 in the
norm topology of B(X) to a projection on the pi(G)-invariant vectors of X.
Strong Banach property (T) has striking consequences : the first is that if X is a
Banach space and G has Strong Banach property (T) with respect to X ⊕C, then
it has the fixed point property (FX) (because every affine isometric action can be
realized as the restriction to the affine hyperplace X×{1} of a linear representation
with at most linear growth, see the proof of [14, Proposition 5.6]). Also, if G has
(Strong) Banach property (T) with respect to L2(Ω;X) for all measure spaces and Γ
is a residually finite lattice in G, then the expanders constructed from Γ and a finite
generating set of Γ do not coarsely embed in X. See the proofs of [13, Proposition
4.5, The´ore`me 5.1]. Also, (Strong) Banach (T) is in general strictly stronger that
the notion of [1], since a (non compact) locally compact group cannot have Strong
Banach (T) (and not even Banach space (T) in the sense of [14, De´finition 0.4])
with respect to L1(G), whereas every (T) group has (FL1) by [2].
Lafforgue proved that hyperbolic groups do not satisfy Strong Banach (T) with
respect to Hilbert spaces (TStrongHilb ), but for a local field F , SL(3, F ) has (T
Strong
Hilb ).
In the case when F is non-Archimedean, it was proved in [13] and [14] (see also
[17]) that SL(3, F ) satisfies Strong Banach property (T) with respect to the class of
all Banach spaces of nontrivial (Rademacher) type, which is essentially the largest
class of Banach spaces for which strong (T) could hold (for a non compact group).
We refer to Definition 2.2 for the definitions of type and cotype. Banach Strong
(T) with respect to spaces of nontrivial type was recently extended to all higher
rank algebraic groups over non-Archimedean local fields in [18]. This proves the
conjecture in [1] in the non-Archimedean case, since every superreflexive Banach
space has nontrivial type by [24]. See also [15] for related rigidity results.
1it is in fact enough to consider only one length function, for example the word-length function
associated to a symmetric compact generating set of G.
2See (2) for the definition of pi(mn)
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For SL(3,R), Lafforgue proved Strong (T) with respect to Hilbert spaces. It
was clear to him and to Pisier that the same proof led to Strong Banach (T)
with respect to θ-Hilbertian spaces (see §3.1 for definition and details). This gives
another proof of the fixed point property of SL(3,R) or SL(3,Z) on Lp spaces [1] and
noncommutative Lp spaces [23]. However, this observation does not tell anything
new regarding expanders coming from SL(3,Z), since Pisier [28] observed that a
θ-Hilbertian Banach space does not coarsely contain any family of expanders. The
aim of the present work is to extend this result to some larger class E4 of Banach
spaces. The classes Er for 2 < r < ∞ are precisely defined in section 3. We just
say here that Er contains all spaces with sufficiently good type p and cotype q
(namely 1/p − 1/q < 1/r), and all θ-Hilbertian spaces for θ > 0. These classes
remain mysterious. We neither know whether the Er depends on r, nor whether Er
contains all superreflexive spaces. For each 2 < r < ∞, Er is made of spaces with
type > 1, and we see no obstruction for all Er to be equal to the class of Banach
spaces with type > 1. By [29] each Er contains some nonreflexive spaces.
Theorem 1.2. SL(3,R) has Strong Banach property (T) with respect to E4.
As we will explain at the end of this introduction, our original contribution to
Theorem 1.2 is a result on the representations of SO(3) on spaces in E4 (Theorem
1.6) relying on a computation (Lemma 2.13) that was made in [16].
By [1, Proposition 8.8], by the proof of [14, Proposition 5.6] and by the fact that
L2(Ω;X) belongs to E4 whenever X does, this implies
Corollary 1.3. SL(3,R) and its lattices have (FX) for every X in E4.
By the proof of [13, The´ore`me 5.1] Theorem 1.2 implies
Corollary 1.4. Let S be a finite generating set of SL(3,Z). The expanders
(SL(3,Z/nZ), pin(S))
do not coarsely embed in Banach spaces in E4 where pin : SL(3,Z)→ SL(3,Z/nZ).
In a work in progress with Tim de Laat we are extending the previous results to
all connected higher rank simple Lie groups.
1.2. Decay of matrix coefficients. A locally compact group G is said to have
the Howe-Moore property if for every unitary representation pi of G, pi(g) con-
verges in the weak operator topology to the orthogonal projection of the space of
G-invariant vectors as g tends to infinity. The Howe-Moore property does not imply
(T) (SL(2,R) has Howe-Moore), but a quantitative form of Howe-Moore does, and
can lead to explicit Kazhdan constants [10], [22]. The proof of Theorem 1.2 also
relies on an explicit control of some of the matrix coefficients of the representations
of SL(3,R) on X. Pushing this method a bit further and restricting to represen-
tations without invariant vectors, one gets in Theorem 1.5 below an explicit decay
of the matrix coefficients with respect to SO(3)-finite vectors. This generalizes to
Banach spaces and slowly growing representations the results from [10], [22]. See
Theorem 4.2 for an explicit form of ε. However, as Lafforgue pointed out to me (see
Remark 4.3), for unitary representations these results do not lead to the optimal
bound ε obtained in [22]. Let us also mention that Shalom proved the Howe-Moore
property (without explicit decay) for isometric actions of higher rank groups on
every superreflexive space (see [1, Appendix 9]).
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Theorem 1.5. Denote G = SL(3,R) and K = SO(3,R) its maximal compact
subgroup. Let X be a space in E4 and pi a representation of G on X without
invariant vectors and with small exponential growth. There is a function ε ∈ C0(G)
such that for every ξ ∈ X, η ∈ X∗ of finite K-type3
|〈pi(g)ξ, η〉| ≤ Cε(g)‖ξ‖‖η‖
for some constant C depending only on the dimensions of the spaces span(pi(K)ξ)
and span(tpi(K)η).
When X is a Hilbert space, the case when ξ is K-invariant and span(tpi(K)η)
has no invariant vector was proved in [13]. The case when there is no nonzero
K-equivariant map from span(pi(K)ξ) to span(tpi(K)η) is an immediate adaptation
of the proof. The remaining case needs some new ingredient (see the discussion
before §4.1).
To end this introduction let us give a brief account of Lafforgue’s method. Many
approaches to rigidity for actions of SL(3) used in a way or another SL(2), through
relative property (T) ([1], [31]), or through asymptotics of matrix coefficients ([10],
[22]). The method developed in [13] for SL(3, F ) over a local field F is different. Let
us focus on the real case. The maximal compact subgroup K = SO(3) plays a key
role. Let us fix once and for all a distance d on SO(3) coming from a biinvariant
Riemanian metric. One way to understand4 his approach is to cut it into two
main ingredients, one analytical and one combinatorical : the analytical part of
the proof is the study of the harmonic analysis of the pair of maximal compact
subgroups K = SO(3) ⊂ SL(3,R) and SO(2) ⊂ SL(2,R). The combinatorial
part studies the combinatorics of the various ways to see the pair (SO(3),SO(2))
inside SL(3,R). To illustrate in a simple setting this machinery, let us outline his
proof that SL(3,R) has property (T). It already gives a fair idea of the techniques
involved. Take pi a unitary representation of SL(3,R) on H. Recall that a matrix
coefficient of a unitary representation pi of a group G on a Hilbert space H is
a function g ∈ G 7→ 〈pi(g)ξ, η〉 for ξ, η ∈ H. We say the matrix coefficient is
normalized if ξ, η are unit vectors. For a subgroup H of G we say that a function
f on G is H-biinvariant if f(hgh′) = f(g) for all g ∈ G and h, h′ ∈ H. The
analytical part is the following fact : every U =
(
1 0
0 SO(2)
)
-biinvariant normalized
coefficient of a unitary representation of K is Ho¨lder continuous with exponent 1/2
on a neighbourhood of x0 =
0 −1 01 0 0
0 0 1
 (and in fact on a neighbourhood of
every element of K except those that are block diagonal in the decomposition
R3 ' R ⊕ R2), with uniform constant (see (4) for details). Now if D ∈ SL(3,R)
commutes with every element of U , and if ξ, η ∈ H are K-invariant unit vectors,
x ∈ K 7→ 〈pi(DxD)ξ, η〉 is a U -biinvariant normalized matrix coefficient of pi, and
hence for all x ∈ K
(1) |〈pi(Dx0D)ξ, η〉 − 〈pi(DxD)ξ, η〉| ≤ Cd(x, x0)1/2.
3ξ (η) is of finite K-type if the vector space generated by the K-orbit of ξ (respectively η) is
finite dimensional
4My understanding of this is also influenced by [9] where some computations from [13] are
interpreted in terms of Gelfand pairs
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If we agree to say that the price to pay for jumping from Dx0D to DxD (or from
DxD to Dx0D) is Cd(x, x0)1/2, the combinatorial part of the proof reads as follows :
Lafforgue is able to explore the whole group SL(3,R) (or rather the space of cosets
K\SL(3,R)/K), in such a way that any pair g, g′ ∈ SL(3,R) far from the identity
can be linked together by a series of jumps of the form just described, with total
cost very small (see subsection 4.4 for details). Together with (1), this implies that
g 7→ 〈pi(g)ξ, η〉 satisfies the Cauchy criterion (uniformly in ξ, η), and hence that it
converges as g escapes to infinity in G. Hence,
∫
K×K pi(kgk)dk has a limit, say P ,
as g → ∞ in the norm topology of B(H). The last (easy) step is to identify P
as the orthogonal projection on the space of G-invariant vectors (see (12) and the
following discussion for details). In particular if the representation pi we started
with had no invariant vectors, P = 0, and ‖ ∫
K×K pi(kgk)dk‖B(H) ≤ 1/2 for some
g ∈ G. This clearly implies pi does not almost have invariant vectors, and proves
that SL(3,R) has property (T). The proof of Strong property (T) uses similar ideas,
but is significantly more involved since one also has to deal with non K-biinvariant
coefficients to replace the last step that is no longer easy at all.
The fact that all the analysis is done on the level of compact groups is what al-
lows to consider also representations with small growth, but it also has a remarkable
consequence in harmonic analysis/operator algebra ([16], [9], [7]). Indeed, since for
a compact group K, the space of completely bounded multipliers of the Fourier
algebra5 A(K) coincides with A(K), the Ho¨lder continuity of U -biinvariant matrix
coefficients of K can be rephrased as Ho¨lder continuity of U -biinvariant completely
bounded multipliers of the Fourier algebra A(K), and the proof sketched above
gives that not only the C0 K-biinvariant matrix coefficients of unitary represen-
tations of SL(3,R), but also the C0 K-biinvariant completely bounded multipliers
of A(SL(3,R)) have an explicit decay at infinity. Haagerup and de Laat [9] were
able to deduce from this, with a very short proof, that SL(3,R) does not have the
Approximation Property. This was already known as a consequence of [16], where
we also used Lafforgue’s machinery to prove that the non-commutative Lp spaces
of the von Neumann algebras of lattices in SL(3,R) fail the completely bounded
approximation property for all p ∈ (4,∞]. If one looks at the proofs, one remarks
that the 4 here is the same 4 as in the definition of the class E4.
If one tries to adapt these techniques to representations of SL(3,R) on a Banach
space X, the difficulty lies in the analytical part. Indeed, by its combinatorial
nature, the combinatorial part of the proof extends without any problem to Banach
spaces. The issue is to prove Ho¨lder continuity of U -biinvariant matrix coefficients
of arbitrary X-valued representations of K. An easy observation (Proposition 2.7)
allows to reduce this task to just the left regular representation on the Bochner
space L2(K;X) of L2 functions from K to X, with K acting by translation. All
this was well known to Lafforgue (see question b in the introduction of [14]). Our
main result is therefore the following (see (3) for the definition of Tδ) :
5for a locally compact group G, A(G) is the space of matrix coefficients of the representation
λ of G on L2(G) by left translation, with norm defined by ‖ψ‖A(G) ≤ 1 if and only if there are
unit vectors ξ, η ∈ L2(G) such that ψ(x) = 〈λ(x)ξ, η〉. A completely bounded multiplier of A(G)
is a function f on G such that (g, k) 7→ f(g)ψ(g, k) ∈ A(G × K) for all ψ ∈ A(G × K) and all
compact groups K.
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Theorem 1.6. If X be a Banach space in the class E4, then there is a constant
C > 0 and s > 0 such that for every δ ∈ [−1, 1]
‖(T0 − Tδ)⊗ IdX‖B(L2(K;X)) ≤ C|δ|s.
2s is the product of all the θ’s that appear in the process that produces X from a
space with type p and cotype q satisfying 1/p− 1/q < 1/4.
The fact that Theorem 1.6 implies Theorem 1.2 is due to Lafforgue. The proof
has not been written, but it is an adaptation of the proof in the case of Hilbert
spaces in [13, The´ore`me 2.1]. For the reader’s convenience we give a detailed proof.
1.3. Organization of the paper. In §2 we set the notation, collect preliminary
facts on Banach spaces, representations of topological groups on Banach spaces
and in particular compact groups, and on the representation theory of the pair
(SO(3),SO(2)). §3 contains the proof of Theorem 1.6. §4 contains a detailed
description of Lafforgue’s method with some new variants. It contains the proofs
of Theorem 1.2 and 1.5.
Acknowledgements. The questions I address in this paper were successively asked
to me by Gilles Pisier, Vincent Lafforgue and Uri Bader. This paper owes a lot to
Gilles Pisier. I thank warmly Uri Bader for inviting me to Israel and for extremely
stimulating discussions. I thank him, Tim de Laat and the anonymous referees for
very useful comments. I also thank Christian Le Merdy and E´ric Ricard for useful
discussions at a preliminary stage of this work.
2. Notation and Preliminaries
All the Banach spaces will be over C.
For numerical expressions A,B (allowed to depend on some parameters), we will
write A . B to denote A ≤ CB for some universal constant C > 0. We will write
A .i B to denote A ≤ CiB for Ci > 0 depending only on the parameter i.
We could not find a reference for all the results in this section (in particularfor
the first half of Theorem 2.5), but we believe that none of them are new, except
Proposition 2.8.
2.1. Banach space valued Lp spaces. When X is a Banach space and (Ω, µ) a
measure space, a function f : Ω → X is said to be Bochner measurable if it is the
almost everywhere limit of a sequence of measurable finite valued functions from Ω
to X.
Lp(Ω, µ;X) or Lp(Ω;X) denotes the Bochner space of X-valued Lp functions,
i.e. the space of Bochner measurable functions such that
‖f‖p :=
(∫
‖f(ω)‖pXdµ(ω)
)1/p
<∞.
Lp(Ω, µ;X) can also be seen as the completion of the space of simple functions
t ∈ Ω 7→ ∑χEi(t)xi (finite sum with xi ∈ X and Ei ⊂ Ω measurable with finite
measure) with respect to the seminorm
(∫
Ω ‖f(t)‖pXdµ(t)
)1/p.
In the particular case when p = 1, the integral of f ∈ L1(Ω, µ;X), written∫
fdµ ∈ X, is well defined on the dense subspace of functions with finite values,
and extends by density to a norm 1 map. For more background on Banach space
valued Lp spaces, see [8].
STRONG BANACH (T) FOR SL(3,R) 7
When T : Lp(Ω, µ) → Lp(Ω, µ) we will denote by TX the operator T ⊗ idX (a
priori only defined on the dense subspace Lp ⊗X of Lp(Ω;X)). If TX extends to
a bounded operator on Lp(Ω;X) we will denote by ‖TX‖ = ‖T ⊗ idX‖B(Lp(Ω;X))
its norm. Otherwise we set ‖TX‖ = ∞. When X is an Lp-space, ‖TX‖ = ‖T‖ by
Fubini’s theorem. In particular, if p = 2 and X is a Hilbert space, ‖TX‖ = ‖T‖. The
operators for which ‖TX‖ < ∞ for every Banach space X have several equivalent
characterizations, that we recall.
2.2. Regular operators. Let (Ω, µ) be a measure space and 1 < p <∞.
A linear operator T : Lp(Ω, µ)→ Lp(Ω, µ) is called regular if one of the following
equivalent conditions hold :
• There is a constant C such that for all Banach spaces X, ‖TX‖ ≤ C.
• There is a constant C such that ‖T`∞‖ ≤ C.
• There is a bounded operator S : Lp(Ω, µ) → Lp(Ω, µ) such that |T (f)| ≤
S(|f |) for all f .
• Up to a change of the measure µ, T is simultaneously bounded on L1(Ω, µ)
and L∞(Ω, µ).
The best C is then equal to infS ‖S‖Lp→Lp and to the infimum over the changes
of measures of max(‖T‖L1→L1 , ‖T‖L∞→L∞), and will be denoted by ‖T‖Br(Lp).
By change of measure, we mean that we replace µ by an equivalent measure ν
and T by u ◦ T ◦ u−1 where u : Lp(Ω, µ) → Lp(Ω, ν) is the isometry given by
uf(t) = (dµ/dν)(t)1/pf(t). See [28] and the references therein for details.
2.3. Schatten classes. For a Hilbert space H, and 1 ≤ p < ∞, the Schatten p-
class Sp(H) (or Sp) is the space of operators on H such that (T ∗T )p/2 is of trace
class. It is a Banach space for the norm ‖T‖Sp = Tr((T ∗T )p/2)1/p. S∞ is the space
of compact operators with operator norm. Note that if p < q we have a contractive
inclusion Sp ⊂ Sq : it is harder to be in Sp than in Sq.
2.4. Interpolation. Everything that will be used from the theory of interpolation
of Banach spaces can be found in [5]. For convenience we briefly recall the definition.
A compatible couple (X0, X1) is a pair of Banach spaces together with continuous
linear embeddings of X0 and X1 in a same topological vector space. Through this
embedding, the sum x0 +x1 of an element x0 of X0 and x1 of X1 makes sense as an
element of the underlying topological vector space, and we define the norm of such
an element as the infimum over all such decompositions of ‖x0‖X0 +‖x1‖X1 . We get
a Banach space denoted X0 +X1. Consider the Banach space of functions f : S =
{z ∈ C,<(z) ∈ [0, 1]} → X0 +X1 that are bounded continuous on S, holomorphic
in the interior of S, and such that the restrictions t ∈ R 7→ f(k + it) belong to
C0(R;Xk) for k = 0 and k = 1. The norm of f is supt∈R,k∈{0,1} ‖f(k + it)‖Xk .
Let θ ∈ (0, 1). By Hadamard’s three line lemma the map f 7→ f(θ) ∈ X0 + X1
is continuous. The complex interpolation space [X0, X1]θ is defined as the image
of this map, with norm the quotient norm. For example, if we fix a measure
space, the classical Riesz-Thorin theorem can be expressed in this setting as the
isometric equalities Lpθ = [Lp0 , Lp1 ]θ for every p0, p1, pθ ∈ [1,∞] satisfying 1/pθ =
(1 − θ)/p0 + θ/p1. Analogous results hold for noncommutative Lp spaces. The
fundamental property of complex interpolation is the following : if (X0, X1) and
(Y0, Y1) are compatible couples, and if a map T : X0 + X1 → Y0 + Y1 maps X0
in Y0 and X1 in Y1, then it also maps [X0, X1]θ in [Y0, Y1]θ, with norm at most
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‖T‖1−θX0→Y0‖T‖θX1→Y1 . One says that the functor Cθ from the category of compatible
pairs of Banach spaces to the category of Banach spaces that associates [X0, X1]θ to
(X0, X1) is an exact interpolation functor of exponent θ. The additional property of
this functor that we use is that it commutes with vector-valued Lp-spaces : for every
compatible pair (X0, X1) and every p0, p1 ∈ [1,∞], [Lp0(Ω;X0), Lp1(Ω;X1)]θ =
Lpθ (Ω; [X0, X1]θ) with 1/pθ = (1−θ)/p0 +θ/p1 through the natural identifications.
Remark 2.1. We choose to talk about complex interpolation, but the only properties
of the complex interpolation functor Cθ that we use are the following
(1) It is a functor of exponent θ > 0.
(2) For any measure space and every compatible pair (X0, X1),
L2(Ω; Cθ(X0, X1)) = Cθ(L2(Ω;X0), L2(Ω;X1)) (equivalent norm).
In fact by a small adaptation of Lemma 3.1 we could as well work with any in-
terpolation functor Cθ satisfying (1) and (2) replaced by ∃p ∈ (1,∞) such that,
Lp(Ω; Cθ(X0, X1)) = Cθ(Lp(Ω;X0), Lp(Ω;X1)) (equivalent norm). By [5, 5.8.2]
these properties also hold for the real interpolation functor (X0, X1) 7→ [X0, X1]θ,p
(for 1 < p <∞).
2.5. Superreflexive spaces. A Banach space X is called superreflexive if all its
ultrapowers are reflexive. Equivalently, if X is isomorphic to a uniformly convex
Banach space. A Banach space is uniformly convex if
sup {‖u+ v‖/2, ‖u‖, ‖v‖ ≤ 1, ‖u− v‖ ≥ ε} < 1 for all ε > 0.
2.6. Rademacher Type and cotype. We briefely recall definitions and prop-
erties of type and cotype. For details on this, proofs, references and more, see
[19].
Let (gi)i∈N be a sequence of independent complex gaussian N (0, 1) random vari-
ables defined on some probability space (Ω,P).
Definition 2.2. A Banach space X is said to have type p ≥ 1 if there is a constant
T such that for all n and all x1, . . . , xn ∈ X,
‖
∑
i
gixi‖L2(Ω;X) ≤ T
(∑
i
‖xi‖p
)1/p
.
The best T is denoted by Tp(X).
A Banach space X is said to have cotype q ≤ ∞ if there is a constant C such
that for all n and all x1, . . . , xn ∈ X,(∑
i
‖xi‖q
)1/q
≤ C‖
∑
i
gixi‖L2(Ω;X).
The best C is denoted by Cq(X).
Note that if X 6= {0} has type p and cotype q, necessarily p ≤ 2 and q ≥ 2
(take xi all equal). By Ho¨lder’s inequality, it also has type p˜ for every 1 ≤ p˜ ≤ p
and cotype q˜ for every q˜ ≥ q. Every Banach space has type 1 and cotype ∞ with
constant 1. A Banach space is therefore said to have nontrivial type (cotype) if it
has type p > 1 (respectively cotype q <∞). Hilbert spaces have type 2 and cotype
2, and by a theorem of Kwapien´ [12] this property characterizes the Banach space
that are isomorphic to Hilbert spaces. Superreflexive spaces have nontrivial type,
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but the converse is not true : there are spaces of nontrivial type that are not even
reflexive. More importantly for our purposes, for every q > 2 there are Banach
spaces that are not reflexive but have type 2 and cotype q [29].
By the properties of complex interpolation recalled above, type is stable under
complex interpolation, and more precisely if (X0, X1) is a compatible pair with Xk
of type pk, then [X0, X1]θ has type pθ with 1/pθ = (1− θ)/p0 + θ/p1. In particular
if one of X0 or X1 has nontrivial type, every intermediate space will also have
nontrivial type. Moreover type and cotype behave nicely with respect to duality :
if a Banach space has type p > 1 and cotype q, its dual has type q′ and cotype p′
for the conjugate exponents of q and p respectively.
In the definitions we can replace the independent gaussian variables by indepen-
dent Rademacher (uniformly distributed in {−1, 1}) variables, and this explains the
terminology. We can also replace the norm L2 by Lr for any other r ∈ (1,∞). We
get the same notion, but with different values of Tp(X) and Cq(X).
2.7. Representations. A linear continuous representation of a locally compact
group G equipped with a left Haar measure on a Banach space X is a group mor-
phism from G to the invertible operators in B(X) that is continuous if B(X) is
equipped with the strong operator topology. Unless explicitly specified, we will al-
ways assume that the linear representations that we are considering are continuous.
A Banach G-space is a Banach space with a linear continuous representation of G.
When m is a compactly supported signed Borel measure on G and pi is a contin-
uous representation of G on a Banach space X, we will denote pi(m) ∈ B(X) the
operator defined by
(2) pi(m)ξ =
∫
pi(g)ξdm(g) (Bochner integral) ∀ξ ∈ X.
This definition makes sense because by the definition of the strong operator topol-
ogy, g 7→ pi(g)ξ is continuous. We might sometimes abusively write pi(m) =∫
pi(g)dm(g) when we mean (2). When f ∈ Cc(G) we will denote by pi(f) the
value of (2) for the measure fdg.
By abuse, if G is compact and m is the Haar probability measure on G, we will
denote pi(m) =
∫
G
pi(g)dm(g) by pi(G). Similarly, if K is a compact subgroup of G,
we will write pi(KgK) = pi(K)pi(g)pi(K) (pi(Kg) = pi(K)pi(g), pi(gK) = pi(g)pi(K))
the operator corresponding to the K-biinvariant (left, right K-invariant) probability
measure on the coset KgK (respectively Kg, gK).
The contragredient representation tpi of a representation pi of G on X is usually
defined as the representation of G on X∗ given by g ∈ G 7→ pi(g−1)∗. Even if pi
is continuous, this representation is not necessarily continuous if G is not discrete
and X is not reflexive (think of G acting by translation on L1(G)), we therefore
prefer here to define tpi as the restriction of the representation g ∈ G 7→ pi(g−1)∗ to
the set of vectors x ∈ X∗ such that g 7→ pi(g−1)∗x is continuous. This makes sense
by the
Lemma 2.3. If pi is a continuous representation of G on a Banach space X, the
set of x ∈ X∗ such that g 7→ pi(g−1)∗x is continuous is a weak-* dense Banach
subspace invariant by pi(g−1)∗ for every g ∈ G.
Proof. It is clear that the set of such vectors forms a closed vector space invariant
by pi(g−1)∗ for every g ∈ G. To prove that it is weak-* dense we first prove that
it contains all vectors of the form pi(f)∗x for f ∈ Cc(G) and x ∈ X. Indeed,
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g 7→ f ∗ δg−1 is continuous as a map from G to the compactly supported measures
on G, so that g 7→ pi(f)pi(g) is continuous as a map from G to B(X) equipped with
the norm topology, which clearly implies that g 7→ pi(g−1)∗pi(f)∗x is continuous. It
remains to prove that {pi(f)∗x, x ∈ X, f ∈ Cc(G)} is weak-* dense. Let y ∈ X such
that 〈y, pi(f)∗x〉 = 0 for all such f and x. Taking fn ≥ with support converging to
{1} and ∫ fn = 1, we get 〈y, x〉 = limn〈pi(fn)y, x〉 = 0 for all x ∈ X. Hence y = 0,
and this proves the claimed density. 
2.8. Representations of compact group on Banach spaces. Let K be a com-
pact group. By the Peter-Weyl theorem, every unitary representation of K decom-
poses as a direct sum of irreducible representations. For isometric (or arbitrary
continuous) representations on Banach spaces, a similar phenomenon holds but in
a weaker form. We recall this here.
We will use the following. One form of the Peter-Weyl theorem provides an or-
thonormal decomposition L2(K) = ⊕V EV where the sum is indexed by the equiv-
alence classes of irreducible unitary representations of K and EV is the space of
coefficients of V . The irreducible unitary representation of K on V is denoted by
piV , and the space of coefficients of V is the linear space spanned by the coeffi-
cients k 7→ 〈piV (k)ξ, η〉 for ξ, η ∈ V . The orthogonal projection from L2(K) on
the space of coefficients of V is given by the left or right convolution by dV χV ,
where dV is the dimension of V and χV is the character of V , that is the function
χV : k 7→ Tr(piV (k)).
Definition 2.4. Let pi be a continuous representation of a compact group K on a
Banach space X.
A vector ξ ∈ X is of finite K-type if span(pi(K)ξ) is finite dimensional.
If V is an irreducible unitary representation of K, a vector ξ ∈ X is called of
K-type V if for every η ∈ X∗, the coefficient k 7→ 〈pi(k)ξ, η〉 belongs to the space of
coefficients of V . We denote XV the vector space consisting of vectors of K-type
V .
By an easy application of Hahn-Banach, a vector of K-type V is of finite K-
type. Indeed span(pi(K)ξ) has dimension of at most the dimension of the space of
coefficients of V , that is d2V .
We will need the following generalization of the usual Peter-Weyl theorem to
actions of compact groups on Banach spaces. In this statement X1 ⊗ X2 denotes
the injective tensor product of the Banach spaces X1 and X2, one of the natural
Banach space completions of X1⊗X2. We recall that when X2 is finite dimensional
X1⊗X2 is naturally isometric with the Banach space of bounded linear maps from
X∗2 to X1. This precise choice of a norm on the tensor product has no importance
except for the precise value of the constants.
Theorem 2.5 (Peter-Weyl Theorem). Let pi be a continuous isometric represen-
tation of a compact group K on a Banach space X.
• For every irreducible unitary representation V of K, pi(dV χV ) is a K-
equivariant projection on XV .
• There is a Banach space Y and a K-equivariant isomorphism u : XV →
Y ⊗ V (K acting trivially on Y ) satisfying ‖u‖ ≤ dV , ‖u−1‖ ≤ dV .
• The space Xfinite of vectors of finite K-type is the direct sum of the sub-
spaces XV , for V in the equivalence classes of irreducible unitary represen-
tations of K.
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• Xfinite is dense in X.
The third and fourth items were proved by Shiga [32].
Proof. Let V an irreducible representation of K, and let us prove that pi(dV χV )
is a projection on XV . Denote by PV the orthogonal projection from L2(K) onto
the space of coefficients of V , and recall that PV coincides with the right (and also
left) convolution by dV χV . Let ξ ∈ X, η ∈ X∗. Then for every k0 ∈ K, using that
χV (k) = χV (k−1),
〈pi(k0)pi(dV χV )ξ, η〉 =
∫
K
〈pi(k0k)ξ, η〉dV χV (k−1)dk
= PV (k 7→ 〈pi(k)ξ, η〉)(k0).
This shows that pi(dV χV )ξ belongs to XV , and that pi(dV χV )ξ = ξ if ξ ∈ XV .
pi(dV χV ) is therefore a projection on XV . It is clearly equivariant.
Define Y as the Banach space of K-equivariant bounded maps from V to X.
The map y ⊗ v ∈ Y ⊗ V 7→ (T 7→ y(Tv)) ∈ B(S1(V ), X) induces an isometric
isomorphism from Y ⊗ V onto the space E of linear maps S1(V ) → X that
are K-equivariant for the left action of K on the Schatten class S1(V ). Note for
later use that an element u ∈ E is in fact a map from S1(V ) to XV , because
for all T ∈ S1(V ) and η ∈ X∗, 〈pi(k)u(T ), η〉 = 〈piV (k)T, u∗η〉 is a coefficient of
V . Through this isomorphism, the action of K on Y ⊗ V (trivial action on Y ,
natural action on V ) corresponds to the action on E given by k ·u(T ) = u(TpiV (k))
for every u ∈ E and T ∈ S1(V ). We now construct an isomorphism of K-Banach
spaces between E and XV , this will conclude the proof of the second item. Consider
Φ : u ∈ E 7→ u(Id) ∈ X. For ξ ∈ X, define Ψ(ξ) ∈ E by
Ψ(ξ)(T ) = dV
∫
K
Tr(piV (k)∗T )pi(k)ξ ∀T ∈ S1(V ).
This defines K-equivariant maps Ψ : X → E and Φ : E → X satisfying ‖Φ‖ ≤ dV
and ‖Ψ‖ ≤ dV . The formula Φ◦Ψ(ξ) =
∫
K
dV Tr(piV (k)∗)pi(k)ξ means that Φ◦Ψ =
pi(dV χV ) is the K-equivariant projection on XV . It remains to check that Ψ ◦Φ is
the identity of E. We have to show that dV
∫
K
Tr(piV (k)∗T )pi(k)u(Id) = u(T ) for
all T ∈ B(V ). Since V is irreducible, piV (K) spans B(V ), and hence it suffices to
prove this equality with T = piV (k0) for k0 ∈ K. Then we have
dV
∫
K
Tr(piV (k)∗piV (k0))pi(k)u(Id) = dV pi(χV )pi(k0)u(Id) = u(piV (k0)).
This first equality was the change of variable kk−10 , the second equality is because
pi(k0)u(Id) = u(piV (k0)) belongs to XV and pi(dV χV ) is a projection on XV .
We now prove that Xfinite is the direct sum of the XV ’s. By the orthogonality
relation of characters of K, pi(dV χV )pi(dWχW ) = 0 if V and W are non-equivalent
irreducible representations of K. This shows that the spaces XV are in direct sum.
As already noted, they are contained in Xfinite. It remains to prove that every
element ξ of Xfinite belongs to ⊕VXV . If the finite dimensional representation
span(pi(K)ξ) is irreducible (say it is isomorphic to V ), then ξ belongs to XV . In
general the finite dimensional representation span(pi(K)ξ decomposes as a finite
direct sum of irreducible representations. In particular ξ decomposes as a finite
sum of vectors that each belong to one of the XV ’s.
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Let us show that Xfinite is dense. Take η ∈ X∗ that vanishes on Xfinite, and
take ξ ∈ X arbitrary. The function f : k ∈ K 7→ 〈pi(k)ξ, η〉 satisfies PV f(k) =
〈dV χV (pi)pi(k)ξ, η〉 = 0 for every irreducible representation of G. By the Peter-
Weyl theorem this function is zero in L2(K) and hence identically zero because it
is continuous. In particular 〈ξ, η〉 = 0. Since ξ is arbitrary, this shows that η = 0,
and hence Xfinite is dense by the Hahn-Banach theorem. 
Remark 2.6. On the dual of X, the space X∗V can be defined in two (or three)
equivalent ways. Either as the space of vectors ξ ∈ X∗ such that k 7→ 〈pi(k)ξ, η〉
belongs to the space of coefficients of V for every η ∈ X (or every η ∈ X∗∗), or as
the space of vectors in the space Y ⊂ X∗ of the contragradrient representation of
pi such that k 7→ 〈pi(k)ξ, η〉 for all η in Y ∗. Then by Theorem 2.5 and Lemma 2.3,
the space X∗finite = ⊕VX∗V is a weak-* dense subspace of X∗.
The following is a generalization to Banach spaces of the fact that every unitary
representation of a compact group is weakly contained in the regular representation,
and will be used in Section 4.
Proposition 2.7. Let pi be an isometric (strongly continuous) representation of a
compact group K on a Banach space X. Then for every signed Borel measure m
on K,
‖pi(m)‖B(X) ≤ ‖λ(m)X‖B(L2(K;X)).
Proof. Let us identify X isometrically as the subspace of constant functions in
L2(K;X). This realizes pi as a subrepresentation of λ⊗ pi on L2(K;X), and hence
‖pi(m)‖B(X) ≤ ‖(λ⊗ pi)(m)‖B(L2(K;X)).
The surjective isometry V of L2(K;X) defined by V f(k) = pi(k)f(k) satisfies λ⊗
pi = V ◦ (λ⊗ Id) ◦ V −1, which gives
‖(λ⊗ pi)(m)‖B(L2(K;X)) = ‖λ(m)X‖B(L2(K;X)). 
In the next result we consider a closed subgroup U of K × K acting on K by
left-right multiplication, that is by (k, k′) · x = kxk′−1. This result will be useful
in the situation when the U -invariant matrix coefficients of K are known to have
some nice continuity behaviour, and will allow to deduce similar behaviour but for
more general U -equivariant coefficients. This will play a key role in section 4, for
K = SO(3,R) and U = SO(2,R)× SO(2,R).
Proposition 2.8. Let K be a compact Lie group with some biinvariant riemannian
metric d, U ⊂ K ×K a closed subgroup and x0 ∈ K. For every character χ of U
that is trivial on the stabilizer of x0 for the action of U by left-right multiplication
on K, there exists Cχ ∈ R+ such that the following holds. For every isometric
representation pi of K on a Banach space X and ξ, η unit vectors in X,X∗, if the
matrix coefficient c(x) = 〈pi(x)ξ, η〉 satisfies c(u·x) = χ(u)c(x) for all x ∈ K,u ∈ U ,
then
|c(x)− c(x0)| ≤ Cχ
(
d(x, x0) + ‖(
∫
U
λ(u · x)− λ(u · x0)du)⊗ IdX‖B(L2(K;X))
)
.
The case when χ is the trivial character is Proposition 2.7. For general χ one
uses the following Lemma to reduce to the case χ = 1. Here A(K) is the Fourier
algebra of K, that is the space of matrix coefficients of the representation λ of K on
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L2(K) by left translation, with norm defined by ‖ψ‖A(K) ≤ 1 if and only if there
are unit vectors ξ, η ∈ L2(K) such that ψ(x) = 〈λ(x)ξ, η〉.
Lemma 2.9. Let χ be a character of U that is trivial on the stabilizer of x0. There
exists ψ ∈ A(K) such that
• ψ(u · x) = χ(u)ψ(x) for all x ∈ K, u ∈ U .
• ψ is a Lipschitz function.
• ψ(x0) = 1.
Remark that the assumption on the stabilizer of x0 is necessary in this Lemma,
because the first implication implies that ψ(x0)(1 − χ(u)) = 0 for all u in the
stabilizer of x0. It is therefore not possible to ensure that ψ(x0) 6= 0 if χ is not
trivial on the stabilizer of x0.
Proof. If ψ0 belongs to the space of coefficients of a finite dimensional subrepresen-
tation of the representation λ of K on L2(K), then the function
ψ(x) =
∫
U
χ(u)ψ0(u · x)du
also belongs to the space of coefficients of the same finite dimensional representa-
tion of K, and in particular is C∞ hence Lipschitz. Moreover it satisfies ψ(u · x) =
χ(u)ψ(x). We only have to show that there is a choice of ψ0 such that ψ(x0) 6= 0,
since then ψ/ψ(x0) will work. Assume by contradiction that ψ(x0) = 0 for all such
ψ0. By the Peter-Weyl theorem the coefficients of finite-dimensional subrepresenta-
tions of λ form a dense subspace of C(K), and hence ψ(x0) = 0 for all ψ0 ∈ C(K).
But by our assumption on the stabilizer of x0, ψ0(u·x0) = χ(u) defines a continuous
function on the closed subset U ·x0, that we can extend to a continuous map on K
and get a contradiction. 
The second Lemma we need expresses that the product of a function in A(K)
and of a coefficient of a representation of K on X is a coefficient of λ ⊗ IdX on
L2(K;X).
Lemma 2.10. Let pi be an isometric representation of K on X, ψ ∈ A(K) and
ξ ∈ X, η ∈ X∗. There is ξ˜ ∈ L2(K;X), η˜ ∈ L2(K;X∗) such that
ψ(x)〈pi(x)ξ, η〉 = 〈(λ(x)⊗ IdX)ξ˜, η˜〉
and ‖ξ˜‖‖η˜‖ ≤ ‖ψ‖A(K)‖ξ‖‖η‖.
Proof. Write ψ(x) = 〈λ(x)f1, f2〉 for f1, f2 ∈ L2(K) with ‖f1‖‖f2‖ = ‖ψ‖A(K).
Then ψ(x)〈pi(x)ξ, η〉 = 〈(λ(x)⊗pi(x))(f1⊗ξ), (f2⊗η)〉. The operator V on L2(K;X)
defined by V f(k) = pi(k)f(k) is an invertible isometry. Moreover λ⊗ pi = V ◦ (λ⊗
Id) ◦ V −1, so that ψ(x)〈pi(x)ξ, η〉 = 〈(λ(x) ⊗ IdX)ξ˜, η˜〉 for ξ˜ = V −1(f1 ⊗ ξ) and
η˜ = V ∗(f2 ⊗ η). 
Proof of Proposition 2.8. Let ψ ∈ A(K) given by Lemma 2.9. Then (cψ)(u · x) =
(cψ)(x) for all x ∈ K,u ∈ U . Let ξ˜ ∈ L2(K;X) and η˜ ∈ L2(X;K) given by Lemma
2.10. For x ∈ K consider the measure mx on K
mx(f) =
∫
U
f(u · x)du ∀f ∈ C(K).
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Then we have (cψ)(x) = 〈λ(mx)X ξ˜, η˜〉. The inequality
‖ξ˜‖L2(K;X)‖η˜‖L2(K;X∗) ≤ ‖ψ‖A(K)
therefore implies that
|ψ(x)c(x)− ψ(x0)c(x0)| ≤ ‖(λ(mx)− λ(mx0))X‖‖ψ‖A(K).
But ψ(x0) = 1 and |ψ(x)− 1| ≤ Lip(ψ)d(x, x0), so that
|c(x)− c(x0)| ≤ ‖(λ(mx)− λ(mx0))X‖‖ψ‖A(K) + Lip(ψ)d(x, x0)|c(x)|.
This proves the Proposition because |c(x)| ≤ 1. 
2.9. Strong Banach property (T). We now recall Lafforgue’s original definition
of Strong Banach property (T) and explain why it is equivalent to Definition 1.1.
Given a function M : G→ [1,∞) that is bounded on the compacts, and given a class
of Banach spaces E , we can consider the Banach algebra CM,E(G), which is the com-
pletion of the convolution algebra Cc(G) for the norm ‖f‖M,E = suppi ‖pi(f)‖B(X)
where the supremum is over all representations pi of G on a space X ∈ E satis-
fying ‖pi(g)‖ ≤ M(g). By construction for every such representation there is a
natural map still denoted by pi : CM,E(G) → B(X). If the class E is stable under
complex conjugation then f 7→ f extends to an isometry of CM,E(G), and if E is
stable under duality and closed subspaces, then the usual involution f 7→ fˇ (with
fˇ(g) = ∆(g−1)f(g−1) where ∆ is the modular function on G) also extends to an
isometry of CM,E(G), because the contragredient representation of pi defined in
Lemma 2.3 satisfies ‖ tpi(f)‖ = ‖pi(fˇ)∗‖ = ‖pi(fˇ)‖ for all f ∈ Cc(G).
Following [14] let us say that a class of Banach spaces E is of type > 1 if there
exists p > 1 such that supX∈E Tp(X) <∞.
Definition 2.11. A locally compact group G has Strong Banach property (T) if
for every length function ` and every class E of type > 1 stable by duality, closed
subspaces and complex conjugation, there exists s > 0 such that for all C ∈ R+,
Ces`+C ,E(G) contains a real and selfadjoint projection p such that pi(p) is a projection
on XGpi for all representations pi on Xpi ∈ E satisfying ‖pi(p)‖ ≤ es`(g)+C .
Remark 2.12. We prefer to add here the assumption that E is stable by subspaces,
in order to the ensure that Ces`+C ,E(G) is an involutive algebra. Vincent Lafforgue
explained to me that the reason why the projection has to be self-adjoint is to ensure
that it is unique (there might several projections on XG, but at most one such that
P ∗ is a projection on the vectors fixed by the contragredient representation).
In the remaining of the paragraph let us explain why (1) G has Strong Banach
property (T) in the sense of 2.11 if and only if (2) G has Strong Banach property
(T) with respect to all Banach spaces of nontrivial type in the sense of 1.1. In order
to ignore all set-theoretical issues in the argument (due to the fact that the Banach
spaces do not form a set), let us only consider the Banach spaces that belong to
some fixed set of Banach spaces, that is stable under countable `2-direct sum (for
example we could take for this set all the isomorphism classes of separable Banach
spaces). Assume (1). Fix a length function ` on G. For every integer k, denote
by E(k) the set of all Banach spaces such that T1+1/k(X) ≤ k. The set E(k) is
of type > 1. Hence there is s > 0 such that for every C > 0, there is a sequence
fn of functions on G such that pi(fn) converges to a projection on Xpi(G) for all
representation pi on X ∈ E(k) satisfying ‖pi(p)‖ ≤ es`(g)+C . Using that the limit of
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fn in Ces`+C ,E(G) is self-adjoint we can replace fn by (fn + fˇn)/2 and assume that
the measure fn(g)dg is symmetric. By a diagonal argument the same sequence can
be chosen for all k and C. This shows (2) since every Banach space with nontrivial
type belongs to E(k) for some k and since the length function was arbitrary.
Now assume (2) and fix a length function `. Take f ∈ Cc(G) with
∫
f = 1. Then
the measures f ∗mn are absolutely continuous with respect to the Haar measure
and even correspond to fn ∈ Cc(G). Let E be a class of type > 1. By considering
a countable `2-direct sum of spaces in E (which is a space with non trivial type),
we see that there is t > 0 such that for all C, pi(fn) = pi(f)pi(mn) converges
to pi(f) limn pi(mn) = limn pi(mn), a projection on XGpi , for all representations pi
on Xpi ∈ E such that ‖pi(g)‖ ≤ et`(g)+C . Moreover for every C, by considering
a countable `2-direct sum of such spaces Xpi, this convergences holds uniformly
over all representations pi on Xpi ∈ E such that ‖pi(g)‖ ≤ et`(g)+C . This proves
that fn converges in Ces`+C ,E(G) to an idempotent p such that for all pi, pi(p) is
a projection on the invariant vectors. If moreover E is stable under duals and
subspaces, by considering the contragredient representation and using that the
measure mn is symmetric, we see that p is self-adjoint. Also if E is stable under
complex conjugation, p is also real. This shows (1).
2.10. The harmonic analysis of the pair (SO(3,R),SO(2,R)). Denote by (K,U)
the pair (SO(3,R),SO(2,R)) for the inclusion A ∈ SO(2,R) 7→
(
1 0
0 A
)
. SO(2) acts
transitively on the unit circle in R2. Hence U\K/U can be identified with the seg-
ment [−1, 1], through the identification of UxU with x1,1. We will sometimes also
consider the subgroup
(
SO(2) 0
0 1
)
of K, that we will denote U˜ .
Let λ be the left regular representation of K on L2(K). For x ∈ K, the operator
λ(UxU) depends only on x1,1. We therefore define, for δ ∈ [−1, 1], the operator Tδ
on L2(K) by
(3) Tδ = λ(UxU) for all x ∈ K such that x1,1 = δ.
Remark that for every Banach space X, ‖(Tδ)X‖ = 1.
Tδ preserves L2(U\K) and is zero on its orthogonal, so that Tδ can be viewed as
an operator on L2(U\K). Under the identification U\K ' S2 (with Uk 7→ k−1e1)
Tδ corresponds to the following operator on L2(S2). For a continuous function f on
S2, Tδf(x) is the mean value of f on the circle {y ∈ S2, 〈x, y〉 = δ}. Probabistically
Tδ is the Markov operator for the Markov chain on S2 that jumps from a point x
to a point uniformly distributed on the circle of euclidean radius
√
2− 2δ around
x.
Lafforgue proved in [13, Lemme 2.2] that the operators Tδ are selfadjoint, com-
mute and their eigenvalues are Pn(δ) with mutliplicity 2n + 1 for n ≥ 0. Here Pn
is the n-th Legendre polynomial normalized by Pn(1) = 1. He also proved that
|Pn(0)− Pn(δ)| ≤ C|δ|1/2 (by [9, Lemma 3.11], one can take C = 4). This implies
that ‖T0 − Tδ‖B(L2(K)) ≤ 4|δ|1/2 for every δ ∈ [−1, 1]. Since for every Hilbert
space H and every operator T on L2(K), ‖TH‖ = ‖T‖, Lemma 2.7 implies that
every normalized U -biinvariant matrix coefficient c of a unitary representation of
K satisfies
(4) |c(x0)− c(x)| ≤ 4|x1,1|1/2.
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In [16] we proved the following strengthening, that will also be crucial here.
Lemma 2.13. For δ ∈ (−1, 1), Tδ ∈ Sp if p > 4. For 4 < p ≤ ∞ there is a
constant Cp ∈ R+ such that for δ ∈ [−1/2, 1/2],
‖Tδ − T0‖Sp ≤ Cp|δ| 12− 2p .
3. Proof of Theorem 1.6
A common important ingredient in the two proofs I know that some expanders
are superexpanders (which means that they do not coarsely embed into a super-
reflexive Banach space) is a result of the form ‖A⊗ IdX‖B(Lp(Ω;X) << 1 for some
specific operator A ∈ B(L2(Ω)) of small norm and a superreflexive (or more gener-
ally of type > 1) Banach space X. Both these results rely on some work relating the
geometry of the Banach spaceX to the boundedness ofA⊗IdX . For Lafforgue’s con-
struction through Banach strong property (T) for SL(3) over a non-Archimedean
local field, this result was [14, Lemme 3.3], relying on [6]. For the construction by
Manor and Mendel, this was [20, Theorem 5.1], relying on [27].
Theorem 1.6, that we prove in this section, is a result of the same kind. It also
relies on some work from the 80’s namely [11]. Unfortunately the results from [11]
do not seem to be enough to prove the conclusion of Theorem 1.6 for every space
X of non trivial type. This is related to questions related to type and cotype that
had been left open, see the discussion in §3.3.
3.1. θ-Hilbertian Banach spaces : Pisier’s Theorem. Following [25] (see also
[28]), if θ ∈ (0, 1], we say that a Banach space X is (isomorphically) strictly θ-
Hilbertian if there is an interpolation pair (X0, X1) [5] such that X1 is a Hilbert
space, and X is isomorphic to the complex interpolation space [X0, X1]θ (see §2.4
for reminders on interpolation). If 1 < p <∞, by the Riesz-Thorin theorem recalled
in §2.4, Lp-spaces and noncommutative Lp spaces are easy examples of strictly θ-
Hilbertian spaces (for θ > 0 such that 2/(2−θ) ≤ p ≤ 2/θ) : depending on the sign
of p− 2, Lp is a complex interpolation space between the Hilbert space L2 and L1
of L∞. A strictly θ-Hilbertian space is superreflexive. Pisier [25] proved that the
converse holds for Banach lattices, and suggested that the converse might hold in
general: every superreflexive Banach space is a subspace of a quotient of a strictly
θ-Hilbertian space for some θ > 0.
In [28] a slightly more general notion was defined, called θ-Hilbertian spaces. We
choose not to work with this generality here.
As explained in the introduction, a first observation (that was already known to
Lafforgue and Pisier) is that SL(3,R) has strong property (T) with respect to the
class of Banach spaces that are isomorphically θ-Hilbertian for some θ > 0 (and
more generally with respect to spaces that are isomorphic to subspaces of quotients
of ultraproducts of θ-Hilbertian spaces).
Let us explain this observation, that follows from the proofs of [13] and of the
results of [28].
One of the main results of [28] is that for a Banach space X and 0 < θ < 1
the following are equivalent (regular operators and the notation Br were defined in
§2.2) :
(1) X is θ-Hilbertian.
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(2) There exists C < ∞ such that for every regular operator T : L2(Ω, µ) →
L2(Ω, µ),
‖TX‖ = ‖T ⊗ idX‖L2(Ω;X)→L2(Ω;X) ≤ C‖T‖θB(L2)‖T‖1−θBr(L2).
The implication 1⇒ 2 is the easiest, and can be summarized (at least for strictly
θ-Hilbertian spaces) by the following Lemma.
Lemma 3.1. Let (Ω, µ) be a measure space, C ∈ R+ and T a bounded operator
on L2(Ω, µ). The class of Banach spaces X satisfying ‖TX‖ ≤ C is stable under
subspaces, quotients and ultraproducts.
If (X0, X1) is a compatible couple and Xθ = [X0, X1]θ, then
‖TXθ‖ ≤ ‖TX0‖1−θ‖TX1‖θ ≤ ‖T‖1−θBr(L2)‖TX1‖θ.
In particular if X1 is a Hilbert space
‖TXθ‖ ≤ ‖T‖1−θBr(L2)‖T‖θB(L2).
The other direction is an impressive result, but for our purposes here it is a
negative result. We will not use it.
As Lafforgue and Pisier noticed, Lemma 3.1 implies (since ‖T0 − Tδ‖Br(L2) ≤
‖T0‖Br(L2)+‖Tδ‖Br(L2) = 2) that if X is (strictly) θ-Hilbertian, there exists C ∈ R+
such that for all δ ∈ [−1, 1]
‖(T0 − Tδ)X‖B(L2(K;X)) ≤ C|δ|θ/2.
3.2. The class Er. We now give the definition of the class Er. Given a Banach
space X, one can get new Banach spaces with the following operations : (a) taking
a subspace of X, (b) taking a quotient of X, (c) taking an ultrapower of X and
(d) taking [X0, X1]θ for some compatible couple (X0, X1) with X1 isomorphic to
X, and θ ∈ (0, 1).
Definition 3.2. For 2 < r < ∞, Er is the smallest class of Banach spaces that is
closed under these operations, and that contains all spaces with type p and cotype
q satisfying 1/p− 1/q < 1/r.
Since Hilbert spaces have type 2 and cotype 2, all Er contain the strictly θ-
Hilbertian spaces. It follows from the properties of type and cotype that Er is made
of spaces with nontrivial type. We see no obstruction for this class to contain all
spaces of nontrivial type (this is related to the question asked on the bottom of
[25, page 279]). In [29], for every q > 2, Banach spaces were constructed that
are not superreflexive but have type 2 and cotype q. Hence each Er contains non
superreflexive spaces.
By Remark 2.1, if we also allowed the real interpolation [·, ·]θ,p for θ ∈ (0, 1] and
1 < p < ∞ in the definition of Er, we would get a possibly larger class of Banach
spaces that still satisfy our main Theorems 1.2 and 1.5.
3.3. Bounds on ‖TX‖ for T ∈ Sp and X with good type and cotype. We
are now ready to exploit Lemma 2.13. For this we prove the following Proposition
which, together with Lemma 2.13 and 3.1, clearly implies Theorem 1.6 when δ ∈
[−1/2, 1/2]. Theorem 1.6 is obvious when |δ| ≥ 1/2, since ‖(T0 − Tδ)X‖ ≤ 2 for
every X.
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Proposition 3.3. Let p ∈ [1, 2], q ∈ [2,∞] and r ∈ [2,∞) satisfying 1/p − 1/q <
1/r. There is a constant C ∈ R+ such that the following holds. If X a Banach
space with type p and cotype q, (Ω, µ) is a measure space, T : L2(Ω, µ)→ L2(Ω, µ)
a bounded operator such that T ∈ Sr, then
(5) ‖TX‖B(L2(Ω,µ;X)) ≤ CTp(X)Cq(X)‖T‖Sr .
Let us recall some notation from [26] : for a Banach space X and an integer n,
denote
en(X) = sup
u
‖uX‖ = ‖u⊗ idX‖`2(N;X)→`2(N;X)
where the supremum is over all linear maps u : `2 → `2 of norm 1 and rank at most
n. By an easy discretization argument, we have ‖uX‖ ≤ en(X) for every measure
space (Ω, µ) and every linear maps u : L2(Ω, µ)→ L2(Ω, µ) of norm 1 and rank at
most n.
The behaviour of en(X) as n → ∞ reflects the geometry of the Banach space
X. The inequality en(X) ≤
√
n holds for all Banach spaces. On the opposite,
supn en(X) <∞ if and only of X is isomorphic to a Hilbert space. X has nontrivial
type if and only if en(X) = o(
√
n). However, given X with nontrivial type, it is
not known whether en(X) = O(nα) for some α < 1/2 (see the problem addressed
page 9 of [26]).
For a rank n operator u on a Hilbert space, ‖u‖Sr ≤ n1/r‖u‖. It is therefore
immediate that if X satisfies (5) for all T , then en(X) .X n1/r. The converse is
almost true, as explained to me by Pisier : if en(X) ≤ Cn1/r−ε for some ε > 0,
then (5) holds (see the proof of Proposition 3.3).
We will need the following result of Ko¨nig, Retherford, Tomczak-Jaegermann.
Theorem 3.4. [33, Proposition 27.4] Let X be a Banach space with type p and
cotype q. Then
en(X) ≤ Tp(X)Cq(Y )n1/p−1/q.
For the proof of Proposition 3.3 we will also use the following
Lemma 3.5. Let H be a Hilbert space. Every T ∈ Sr can be decomposed T =∑
k≥0 αkuk (convergence in the norm topology of B(H)) where uk have rank at
most 2k and norm at most 1, and
∑
k≥0 2k|αk|r ≤ 2‖T‖rSr .
Proof. Writing T = U |T | the polar decomposition of T , we can assume that T >
0. We can therefore write T =
∑
n≥1 λnpn where (pn) is a familiy of rank one
orthogonal projections, (λn) is a nonincreasing sequence in `p and ‖(λn)n‖`p =
‖T‖Sp . Take αk = λ2k for all k ≥ 0 and αkuk =
∑2k+1−1
n=2k λnpn. 
Proof of Proposition 3.3. Let T ∈ Sr. Write T = ∑k αkuk as in Lemma 3.5. If
r′ is the conjugate exponent of r : 1/r + 1/r′ = 1, using Theorem 3.4, Ho¨lder’s
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inequality, and the assumption 1/p− 1/q − 1/r < 0,
‖TX‖ ≤
∑
k
|αk|e2k(X)
≤ Tp(X)Cq(X)
∑
k≥0
|αk|2k(1/p−1/q)
≤ Tp(X)Cq(X)
(∑
k
2k|αk|r
)1/r (∑
k
2r
′(1/p−1/q−1/r)k
)1/r′
.p,q,r ‖T‖Sr . 
4. Lafforgue’s approach to rigidity of SL(3,R)
This section presents in details the approach to rigidity of actions of SL(3,R)
developped in [13]. It is mainly expository but also contains some new results.
Throughout this section we make the following assumption :
Assumption. X is a Banach space, C ∈ R+, s ∈ (0, 1/2] satisfy
(6) ‖(T0 − Tδ)X‖ = ‖(T0 − Tδ)⊗ idX‖L2(K;X)→L2(K;X) ≤ C|δ|s ∀δ ∈ [−1, 1].
The operators Tδ on L2(K) were defined by (3).
Lafforgue proved (unpublished) that this assumption implies that SL(3,R) has
strong (T) with respect to X. We start by giving a precise statement of this in
Theorem 4.1, and also a precise statement of the quantitative Banach-space valued
Howe-Moore property in Theorem 4.2. Together with Theorem 1.6 which proves
that Banach spaces in the class E4 satisfy (6), they imply Theorem 1.2 and 1.5.
We then provide a detailed proof of these results. The proof of Theorem 4.1 was
not written explicitely by Lafforgue, but it is an adaptation of the proof in the
case of Hilbert spaces in [13, The´ore`me 2.1]. We therefore do not claim much
novelty. There are however some differences between the original proof and the one
presented here, mainly in subsection 4.2 and subsection 4.5. In this last subsection
the same proof as in [13] would have applied for V1 6= V ∗2 (which is enough for
Theorem 4.1), but in order to treat in the same way the case V1 = V ∗2 and get the
Howe-Moore property, we give a slightly different proof.
4.1. Statements. We denote G = SL(3,R). K = SO(3,R) is a maximal compact
subgroup. Denote by ` the length function on G given by
`(g) = max(log ‖g‖, log ‖g−1‖)
where the norm is taken as a linear operator on euclidean R3. This length function
is proper, invariant under multiplication on the left or on the right by elements
of K and is geodesic in the following sense: for 0 ≤ λ ≤ 1, every g ∈ G can
be written g = g1g2 with `(g1) = λ`(g) and `(g2) = (1 − λ)`(g). This property
implies that every other length function `′ on G is dominated by ` in the sense that
`′ ≤ a`+ b for some a, b ∈ R+. The precise choice of the length function is not very
important; in [13] Lafforgue works with log ‖g‖+ log ‖g−1‖, which is more natural
with respect to [22]. Our choice gives more precise bounds and is more natural in
view of the proofs below, in which one is led to work on {g ∈ Kdiag(er, es, et)K, r ≥
s ≥ t,max(r,−t) = α}. For our choice of `, this set coincides with the sphere
{g, `(g) = α}.
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For a continuous representation pi of G on X, we will often consider the following
condition :
(7) ∃L ∈ R, t < s/2 such that ‖pi(g)‖ ≤ Let`(g) ∀g ∈ G.
We will prove the following two theorems.
Theorem 4.1. Under Assumption (6) on the Banach space X, let pi : G→ B(X)
be a continuous representation satisfying (7). Then pi(KgK) converges as g →∞ in
the norm topology of B(X) to a projection P on the subspace XG of pi(G)-invariant
vectors. Moreover there is a constant C ′ such that
‖P − pi(KgK)‖B(X) ≤ C ′e−(s−2t)`(g) for all g ∈ G.
Recall that pi(KgK) was defined as the operator
ξ ∈ X 7→
∫∫
K×K
pi(kgk′)ξdkdk′ ∈ X.
Taking for mn the uniform measure on Kdiag(en, 1, e−n)K (this measure is indeed
symmetric), this Theorem implies that G has strong property (T) with respect to
the Banach spaces that satisfy (6).
Theorem 4.2. Let V1, V2 be irreducible unitary representations of K. There is a
constant CV1,V2 such that the following holds. Under Assumption (6) on the Banach
space X, let pi : G→ B(X) be a continuous representation without invariant vectors
satisfying (7), and ξ ∈ XV1 , η ∈ X∗V2 . Then
|〈pi(g)ξ, η〉| ≤ CV1,V2CL
4
s− 2t ‖ξ‖‖η‖e
−(s−2t)`(g) if V1 = V2 = 1(8)
|〈pi(g)ξ, η〉| ≤ CV1,V2CL4‖ξ‖‖η‖e−(s−2t)`(g) otherwise.(9)
Remark 4.3. If pi is a unitary representation of G on a Hilbert space, then s = 1/2
(by the case p = ∞ in Lemma 2.13) and t = 0, so that the right-hand side of (8)
and (9) is . e− 12 `(g). This is worse than the optimal decay described in [22], which
is .ε e−(
1
2−ε)(log ‖g‖+log ‖g−1‖) .ε e−(
1
2−ε) 32 `(g) for all ε > 0.
Both results are consequences of the following Proposition. We first deduce
Theorem 4.1 and 4.2, and then prove the Proposition.
Proposition 4.4. Let V1, V2 be irreducible unitary representations of K. Let X
be a Banach space satisfying (6), pi a representation of G on X satisfying (7), and
ξ ∈ XV1 , η ∈ X∗V2 . Then
• If V1 and V2 are both the trivial representation, the coefficient 〈pi(g)ξ, η〉
has a limit l as `(g)→∞ and
(10) |〈pi(g)ξ, η〉 − l| . CL
4
s− 2t‖ξ‖‖η‖e
−(s−2t)`(g).
• If V1 or V2 is nontrivial,
(11) |〈pi(g)ξ, η〉| .V1,V2 CL4‖ξ‖‖η‖e−(s−2t)`(g).
Remark 4.5. If one is slightly more careful one can replace the terms L4 by L2
(at least) in (10) (see the proofs in [13]). But this is probably not very important,
since we did not try to estimate the constant CV1,V2 . In the proofs we will restrict
ourselves to the case when the restriction to K of pi is isometric, and we will
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get a term L2. We can always reduce to this by renorming X with the norm
‖x‖′ = (∫
K
‖pi(k)x‖2dk)1/2. This norm satisfies L−1‖x‖′ ≤ ‖x‖ ≤ L‖x‖′. Moreover
by definition (X, ‖ · ‖′) is isometrically a subspace of L2(K;X), so that by Fubini
‖(T0 − Tδ)X‖B(X,‖·‖′) ≤ ‖(T0 − Tδ)X‖B(X,‖·‖). This gives an additional factor L2.
Let us deduce Theorem 4.1.
Proof of Theorem 4.1. By (10), pi(KgK) has a limit in the norm topology of B(X)
as `(g)→∞. Denote by P the limit. From (10) we deduce
‖P − pi(KgK)‖ = sup
‖ξ‖X≤1,‖η‖∗X≤1
|〈pi(g)ξ, η〉 − lim
h
〈pi(h)ξ, η〉| . CL
4
s− 2te
−s−2t)`(g),
which is the announced inequality. A first remark is that
(12) pi(Kg)P = P ∀g ∈ G.
Indeed, pi(Kg)P = limh→∞ pi(Kg)pi(KhK) = limh→∞
∫
K
pi(KgkhK)dk = P . The
last equality is because `(gkh) → ∞ uniformly in k ∈ K as h → ∞. Making
g →∞, we get that P 2 = P , i.e. P is a projection. It is clear that the image of P
contains XG. We now prove the reverse inclusion. Let ξ ∈ P (X) and g ∈ G. We
prove that pi(g)ξ = ξ. As explained in [13], this is easy when the representation is
isometric and X is stricly convex : ξ is the average over K of the vectors of same
norm pi(kg)ξ. By strict convexity and continuity all these vectors are equal to ξ.
In the general case one uses (11) (ξ is K-invariant), which implies that for every
nontrivial unitary representation V of K and every η ∈ X∗V ,
〈pi(g)ξ, η〉 = lim
h→∞
∫
K
〈pi(gkh)ξ, η〉dk = 0.
If η ∈ X∗ is K-invariant, 〈pi(g)ξ, η〉 = 〈ξ, η〉. By linearity and Theorem 2.5, we
therefore have 〈pi(g)ξ, η〉 = 〈ξ, η〉 for all η ∈ X∗finite. This proves pi(g)ξ = ξ because
X∗finite is weak-* dense in X∗ by the remark 2.6. This concludes the proof. 
Let us deduce Theorem 4.2.
Proof of Theorem 4.2. We only have to prove that if pi has no invariant vector, the
l appearing in (10) is zero. But from the proof of Theorem 4.1, l = 〈Pξ, η〉 where
P is a projection on the G-invariant vectors, i.e. P = 0. 
Remark 4.6. The proof of Theorem 4.2 has the following feature : if V1 and V2 are
not both trivial, (9) is proved directly and independantly from the other irreducible
representations. On the contrary, in the case V1 = V2 = 1, (8) is a consequence of
(9) for all the other representations.
The proofs of (10) and (11) are different, but they can both be decomposed in
two parts : one about the harmonic analysis on the pair (K,U), and one about the
combinatorics of the various embeddings of the pair (K,U) in the pair (G,K). The
harmonic analysis part is much simpler for (10).
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4.2. Harmonic analysis on (K,U). Here we derive some consequences of as-
sumption (6). Recall that K = SO(3,R), that we equip with some biinvariant
metric. We will consider the subgroups U and U˜ of K defined by
(13) U =
(
1 0
0 SO(2)
)
, U˜ =
(
SO(2) 0
0 1
)
.
Recall that U\K/U can be identified with the segment [−1, 1], through the identi-
fication of UxU with x1,1. Fix the following family (xδ)−1≤δ≤1 of representatives
in each double class
(14) xδ =
 δ −√1− δ2 0√1− δ2 δ 0
0 0 1
 ∈ K.
Recalling (3), an immediate consequence of Proposition 2.7 is that if pi is an
isometric representation of K on a Banach space X satisfying (6), then
(15) ‖pi(UxU)− pi(Ux0U)‖B(X) ≤ C|x1,1|s ∀x ∈ K.
This is all we will need from this subsection for the proof of (10). For the proof of
(11) one needs also some control of non U -invariant coefficients, namely
Proposition 4.7. For every pair of characters χ1, χ2 of U , there exists Cχ1,χ2 ∈
R+ such that the following holds. Let pi an isometric representation of K on a
Banach space satisfying (6) and ξ, η unit vectors in X,X∗. If the coefficient c(x) =
〈pi(x)ξ, η〉 satisfies c(uxu′) = χ2(u)χ1(u′)c(x) for all x ∈ K,u, u′ ∈ U , then
|c(x)− c(x0)| ≤ Cχ1,χ2Cd(x, x0)s.
Proof. The case when χ1 = χ2 are the trivial character is (15). For general χ1, χ2
we apply Proposition 2.8 with the subgroup U × U of K ×K. This is legitimate
because (u, u′) ∈ U × U 7→ ux0u′−1 is injective. Recalling (3) and (6), Proposition
2.8 therefore gives a constant Cχ1,χ2 such that
|c(x)− c(x0)| ≤ Cχ1,χ2 (‖(λ(UxU)− λ(Ux0U))X‖+ d(x, x0))
≤ Cχ1,χ2 (Cd(x, x0)s + d(x, x0)) .
This proves the Proposition because s ≤ 1. 
4.3. Combinatorics of the embeddings of (K,U) into (G,K). By the KAK
decomposition we can identify K\G/K with Λ = {(r, s, t) ∈ R3, r ≥ s ≥ t, r+s+t =
0} through the identification (r, s, t) 7→ Kdiag(er, es, et)K. The reverse map sends
KxK to (log λ1(x), log λ2(x), log λ3(x)) for (λi(x))i=1,2,3 the ordered sequence of
singular values. In particular λ1(x) = ‖x‖ and λ3(x) = ‖x−1‖−1. In the pictures
below we will represent Λ in the plane.
For α ∈ R+ denote Dα = diag(eα, e−α/2, e−α/2) and iα : K → G defined by
iα(x) = DαxDα. Since Dα commutes with every element of U , iα induces a map
U\K/U → K\G/K. Denote jα : [−1, 1]→ Λ the corresponding (continuous) map.
One can easily check that jα(−δ) = jα(δ), so we will only study jα on [0, 1]. The
following Lemma is all we need for the proof of (10), and is best described in Figure
1.
Lemma 4.8. The image by jα of the segment [0, 1] is the segment
[jα(0) = (α/2, α/2,−α), jα(1) = (2α,−α,−α)].
Let −1/2 ≤ ε ≤ 1. If δ ≥ 0 satisfies jα(δ) = ((1 + ε)α,−εα,−α), then δ ≤ e(ε−1)α.
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s = t
s = r
s = 0
s = εt
(2α,−α,−α)
(α/2, α/2,−α)
Figure 1. The image of [0, 1] by jα. The bold segment is con-
tained in the image of [0, e(ε−1)α].
Proof. Let 0 ≤ δ ≤ 1. From the equality
iα(xδ) =
 δe2α −√1− δ2eα/2 0√1− δ2eα/2 δe−α 0
0 0 e−α
 ,
we see e−α is a singular value of iα(xδ). It is the smallest because ‖iα(xδ)−1‖ ≤
‖D−1α ‖2‖x−1δ ‖ = eα. This shows that the image of jα is contained in {(r, s, t) ∈
Λ, t = −α}, i.e. in [(α/2, α/2,−α), (2α,−α,−α)]. The equalities jα(0) = (α/2, α/2,−α)
and jα(1) = (2α,−α,−α) are easy, so that by continuity of jα, we get that the im-
age of jα is the whole segment [(α/2, α/2,−α), (2α,−α,−α)]. Remark also that
when δ grows the angle between the vector (1, 0, 0) ∈ R3 and its image by xδ de-
creases, so that the norm of iα(xδ) increases. This shows that jα is injective on
[0, 1].
Let δ ≥ 0 such that jα(δ) = ((1 + ε)α,−εα,−α). Then ‖iα(xδ)‖ = e(1+ε)α. The
norm of a matrix is larger than its (1, 1) entry, which gives e2αδ ≤ e(1+ε)α. 
For the proof of (11) (when V2 = V1) we will need to consider maps iα,β : x ∈
K 7→ DβxDα with α 6= β. We also need to control the elements of K appearing in
the KAK decomposition of iα,β(x). All we need follows from elementary computa-
tions with two by two matrices. We summarize them in the following Lemma (this
is almost contained in Lemme 2.8 in [13]). Remember the definition U˜ in (13).
Lemma 4.9. Let γ ≥ 0. Then for every α ∈ [γ, 7γ/6] and for i = 1, 2 there exist
δi = δi(γ, α) ∈ [0, 1] and ki = ki(γ, α), k′i = k′i(γ, α) ∈ U˜ such that
(1) D2γ−αxδ1Dα = k1diag(eγ , 1, e−γ)k′1
(2) D2γ−αxδ2Dα = k2diag(e3γ/4, eγ/4, e−γ)k′2
(3) δi ≤ e−γ
(4) ‖k1 − 1‖ ≤ 2e−γ/4, ‖k′1 − 1‖ ≤ 2e−γ/4, ‖k′2 − 1‖ ≤ 2e−γ/4
(5) ki(γ, α) and k′i(γ, α) depend continuously on α and
k2(γ, 7γ/6) =
0 −1 01 0 0
0 0 1
 .
Proof. The case γ = 0 is obvious. For any α ≥ β > 0, the same argument as for
Lemma 4.8 gives that δ ∈ [0, 1] 7→ KDβxδDαK is injective (for this we need β > 0),
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and identifies {KDβxδDαK, 0 ≤ δ ≤ 1} ⊂ K\G/K with the segment[
(α− β2 , β −
α
2 ,−
α+ β
2 ), (α+ β,−
α+ β
2 ,−
α+ β
2 )
]
⊂ Λ.
Note that (3γ/4, γ/4,−γ) belongs to this segment if and only if α + β = 2γ and
γ ≤ α ≤ 7γ/6, in which case (γ, 0,−γ) also belongs to it. This proves the existence
of ki, k′i, δi satisfying 1 and 2. 3 is obtained by saying that the (1, 1) entry of the left-
hand side of 1 (resp. 2), namely e2γδi , is smaller than the norm of the right-hand
side of 1, namely eγ (resp. 2, namely e3γ/4). We now prove 4. Write
ki =
cos θi − sin θi 0sin θi cos θi 0
0 0 1

and similarly for k′i with θ′i. We can assume that cos θ′i ≥ 0 by replacing ki and k′i
by −ki and −k′i. Compute the `2-norm of the second column of 2. to get
(1− δ22)e4γ−3α + δ22e−2γ = e3γ/2 sin2 θ′2 + eγ/2 cos2 θ′2.
Using that α ≥ γ, we get sin2 θ′2 ≤ (eγ − eγ/2)/(e3γ/2 − eγ/2) ≤ e−γ/2. It remains
to notice that ‖k′2 − 1‖ = |eiθ
′
2 − 1| ≤ 2| sin θ′2| ≤ 2e−γ/4 if cos θ′2 ≥ 0. The
same computation gives sin2 θ′1 ≤ e−γ ≤ e−γ/2, and hence ‖k′1 − 1‖ ≤ 2e−γ/4. To
dominate ‖k1 − 1‖, compute the `2-norm of the second row in 1 to get
(1− δ21)e3α−2γ + δ21e−2γ = sin2 θ1e2γ + cos2 θ1.
Using that α ≤ 7γ/6, this gives sin2 θ1 ≤ (e3γ/2 − 1)(e2γ − 1) ≤ e−γ/2. The
inequality ‖k1−1‖ ≤ 2e−γ/4 follows from the observation that cos θ1 ≥ 0. This can
be checked by comparing Tr(diag(eγ ,−1, 0)A) for A both sides of 1 : (e3γ−e−γ)δ1 =
cos θ1 cos θ′1(e2γ − 1), and hence cos θ1 cos θ′1 ≥ 0.
The continuity of ki, k′i is simple. The last point 5 is also easy, because for
α = 7γ/6,
D5γ/6x0D7γ/6 =
0 −1 01 0 0
0 0 1
e3γ/4 0 00 eγ/4 0
0 0 e−γ
 ,
which gives δ2(7γ/6, γ) = 0 and k2(7γ/6, γ) =
0 −1 01 0 0
0 0 1
. 
4.4. First step: K-invariant coefficients. We now prove (10) in Proposition
4.4. As explained in Remark 4.5, we can assume, in addition to the hypotheses of
Proposition 4.4, that pi(k) is an isometry of X for every k ∈ K.
We will prove that g 7→ pi(KgK) satisfies the Cauchy criterion with explicit
estimates. This will easily imply (10).
The operator pi(KgK) ∈ B(X) only depends on the class of g inK\G/K. Denote
by f : Λ → B(X) the corresponding map. We will show that f is Cauchy. To do
this introduce dpi the distance on Λ defined by dpi(λ, λ′) = ‖f(λ)−f(λ′)‖B(X). Take
α > 0, ε ∈ (0, 1) and denote α′ = (1 + ε)α, and γ = s− εs− 2t. With the notation
of Lemma 4.8, we have pi(Kiα(x)K) = pi(KDα)pi(UxU)pi(DαK). Hence by (15)
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s = t
s = r
s = εt
s = εr
s = t
s = r
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s = εr
Figure 2. The dpi-diameter of the region {(r, s, t) ∈ Λ, α ≤
max(r,−t) ≤ (1 + ε)α} (in grey) is less than 6CL2e−γα : two
points on different sides of the line s = 0 are linked by two seg-
ments of dpi-diameter less than 2CL2e−γα (left picture), and two
points on the same side are linked by 3 segments of dpi-diameter
less than 2CL2e−γα (right picture).
and (7) and the equality `(Dα) = α
dpi(jα(δ), jα(0)) ≤ ‖pi(KDα)‖Cδs‖pi(DαK)‖
≤ CL2e2αtδs.
In particular if 0 ≤ δ ≤ e(ε−1)α
dpi(jα(δ), jα(0)) ≤ CL2e((ε−1)s+2t)α) = CL2e−γα.
By Lemma 4.8, the dpi-diameter of the segment {(r, s, t) ∈ Λ, t = −α, s ≥ −εα}
(Figure 1) is less that 2CL2e−γα.
Let us now consider the automorphism θ of G given by g 7→ t(g−1). It pre-
serves K and induces on Λ the symmetry around the axis s = 0, ie the map
(r, s, t) 7→ (−t,−s,−r). Moreover it preserves the length `. If we apply the pre-
ceding to the representation pi ◦ θ, we therefore also have that the dpi-diameter
of the segment {(r, s, t) ∈ Λ, r = α, s ≤ εα} is less that 2CL2e−γα. Combin-
ing these two estimates we get in particular that the dpi-diameter of the domain
{(r, s, t) ∈ Λ, α ≤ max(r,−t) ≤ (1 + ε)α} is less than 6CL2e−γα (see Figure 2
for a proof). Equivalently, the dpi-diameter of the domain {(r, s, t) ∈ Λ, α ≤
max(r,−t) ≤ α′} is less than 6CL2e(2t−s)α+(α′−α)s for every α′ ∈ (α, 2α). By
a covering argument this implies, if α ≥ 1, that the dpi-diameter of the domain
{(r, s, t) ∈ Λ,max(r,−t) ≥ α} is less than 6CL2∑n≥0 e(2t−s)(α+n)+s = C ′e(2t−s)α
where C ′ = 6CL2es/(1 − e2t−s). This diameter goes to zero as α → ∞. This
is exactly saying that f is Cauchy. Moreover, if P ∈ B(X) denotes the limit of
pi(KgK) at infinity, we have ‖pi(KgK)−P‖B(X) ≤ C ′e(2t−s)`(g). This proves (10).
4.5. Second step : non K-invariant coefficients. We now prove (11). We only
prove the case when V1 is not the trivial representation. The other case is similar.
We also assume that the restriction of pi to K is an isometric representation of K
(see Remark 4.5).
Use Theorem 2.5 to get Banach spaces Y1, Y2 and isomorphisms u1 : Y1 ⊗ V1 →
XV1 and u2 : Y2 ⊗ V2 → X∗V2 satisfying ‖ui‖, ‖u−1i ‖ ≤ dim(Vi). By linearity it
is enough to prove (11) when ξ and η correspond to simple tensors y1 ⊗ v1 and
y2 ⊗ v2 for unit vectors y1, y2 ∈ Y ∗. Let ι : V1 → X the K-equivariant map v ∈
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s = t
s = r
s = 0
(γ,−γ/2,−γ/2)
(γ/2, γ/2,−γ)
Figure 3. The sphere `(g) = γ. The vertical segment corresponds
to {g, `(g) = log ‖g‖ = γ}. The other segment corresponds to
{g, `(g) = log ‖g−1‖ = γ}.
V1 7→ u1(y1 ⊗ v) and q : X → V ∗2 the restriction to X of the adjoint of the map
v ∈ V2 7→ u2(y2 ⊗ v) ∈ X∗. Then ‖ι‖ ≤ dim(V1) and ‖q‖ ≤ dim(V2). We will prove
that
‖q ◦ pi(g) ◦ ι‖B(V1,V ∗2 ) .V1,V2 CL2e(2t−s)`(g).
This proves (11) (with L4 replaced by L2) because
〈q ◦ pi(g) ◦ ι(v1), v2〉 = 〈pi(g)ξ, η〉
and ‖v1‖ ≤ dim(Vi)‖ξ‖ and ‖v2‖ ≤ dim(V2)‖ξ‖.
The difference with the proof of the first step is that here we fix γ > 0 and we
directly prove the preceding inequality for all g ∈ G such that `(g) = γ (Figure 3).
Let α, β > 0 and 0 < δ < 1. Since U is commutative, V1 and V ∗2 decompose, as
U -spaces, as direct sums of characters. Applying Proposition 4.7 to each of these
characters and using the equalities `(Dα) = α, `(Dβ) = β, we get
(16) ‖q ◦ (pi(DαxδDβ)− pi(Dαx0Dβ)) ◦ ι‖B(V1,V ∗2 ) .V1,V2 CL2δset(α+β).
Fix γ ≥ 0 and denote by Aγ = q ◦ pi(diag(eγ , 1, e−γ)) ◦ ι ∈ B(V1, V ∗2 ). Taking
α = β = γ in the preceding equation, Lemma 4.8 and the fact that ‖qpi(g)ι‖ only
depends on KgK imply (see Figure 3) that
‖qpi(g)ι‖ .V1,V2 CL2eγ(2t−s) + ‖Aγ‖ if g ∈ K with `(g) = log ‖g−1‖ = γ.
This equation applied to the representation pi ◦ θ where θ(g) = tg−1 implies that
the same inequality holds if `(g) = log ‖g‖ = γ. It is therefore enough to prove that
‖Aγ‖B(V1,V ∗2 ) .V1,V2 CL2eγ(2t−s). This will be easy from
Lemma 4.10. Let χ1, χ2 be characters of U˜ , with χ2 not the trivial character. For
a representation pi of K, denote by pi(χi) =
∫
U˜
χi(u˜)pi(u˜)du˜. Denote by pi1 and pi2
the unitary representations on V1 and V ∗2 . Then
‖pi2(χ2)Aγpi1(χ1)‖B(V1,V ∗2 ) .V1,V2 CL2eγ(2t−s).
Before proving this Lemma, let us explain how it implies (11).
End of proof of (11). As explained above, we have to prove that
(17) ‖Aγ‖B(V1,V ∗2 ) .V1,V2 CL2eγ(2t−s).
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Let χ1,2, . . . , χn,2 be the distinct nontrivial characters of U˜ that appear in the de-
composition of V ∗2 as direct sums of characters of U˜ . Denote similarly χ1,1, . . . , χm,1
the characters of U˜ that appear in the decomposition of V1 as direct sums of charac-
ters (we allow here the trivial character). Then
∑n
k=1 pi2(χk,2) = IdV2 − pi2(U˜) and∑m
j=1 pi1(χj,1) = IdV1 . Summing the inequality from Lemma 4.10 therefore gives
(18) ‖Aγ − pi2(U˜)Aγ‖B(V1,V ∗2 ) = ‖
m∑
k=1
n∑
j=1
pi2(χ2)Aγpi1(χ1)‖B(V1,V ∗2 )
≤
m∑
k=1
n∑
j=1
‖pi2(χ2)Aγpi1(χ1)‖B(V1,V ∗2 ) .V1,V2 CL2eγ(2t−s).
Consider the representation pi ◦ θ˜ of G where
θ˜(g) =
 0 0 10 1 0
−1 0 0
 tg−1
 0 0 10 1 0
−1 0 0
−1 .
Since θ˜ maps U˜ on U and preserves diag(eγ , 1, e−γ), (18) applied to this represen-
tation gives
‖Aγ − pi2(U)Aγ‖B(V1,V ∗2 ) .V1,V2 CL2eγ(2t−s).
If ξ ∈ V1, these two inequalities become
‖Aγξ − pi2(U)Aγξ‖V ∗2 + ‖Aγξ − pi2(U˜)Aγξ‖V ∗2 .V1,V2 CL2eγ(2t−s)‖ξ‖.
Lemma 4.11 implies (17) and concludes the proof of (11). 
We can now proceed to the
Proof of Lemma 4.10. We can assume that χ1 (χ2) appears in the decomposition of
V1 (V ∗2 ) as sum of characters of U˜ . Indeed otherwise pi1(χ1) = 0 on V1 (respectively
pi2(χ2) = 0 on V ∗2 ). Hence there are only finitely many pairs of characters to
consider. For each of them we prove
‖pi2(χ2)Aγpi1(χ1)‖B(V1,V ∗2 ) .V1,V2,χ1,χ2 CL2eγ(2t−s),
which will prove the Lemma.
For α ∈ [γ, 7γ/6] take δi and ki, k′i given by Lemma 4.9 (they depend on γ, α).
Then (16) and the inequality δi ≤ e−γ imply
‖pi2(k1)Aγpi1(k′1)− pi2(k2)qpi
e 3γ4 0 00 e γ4 0
0 0 e−γ
 ιpi1(k′2)‖ .V1,V2 CL2eγ(2t−s).
Denote xα = k2(γ, α)−1k1(γ, α) and x′α = k′1(γ, α)k′2(γ, α)−1, so that
‖pi2(xγ)Aγpi1(x′γ)− pi2(xα)Aγpi1(x′α)‖ .V1,V2 CL2eγ(2t−s).
If yα = x−1γ xα and y′α = x′αx′γ
−1 this becomes
‖Aγ − pi2(yα)Aγpi1(y′α)‖ .V1,V2 CL2eγ(2t−s).
Multiply on the left (right) by pi2(χ2) (resp. pi1(χ1)). Using that pii(χi)pii(y) =
χi(y)pii(χi) for every y ∈ U˜ , we get
|1− χ1(y′α)χ2(yα)|‖pi2(χ2)Aγpi1(χ1)‖B(V1,V ∗2 ) .V1,V2 CL2eγ(2t−s).
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It remains to notice that for γ large enough there exists α ∈ [γ, 7γ/6] such that
|1 − χ1(y′α)χ2(yα)| = 1. This follows by Lemma 4.9 and the mean value theorem.
Indeed, we can write yα =
cos θα − sin θα 0sin θα cos θα 0
0 0 1
 and same for y′α with θα and θ′α
depending continuously on α. Since yγ = y′γ = 1, we can also assume that θγ = θ′γ =
0. By Lemma 4.9 |θ′α| .V1,V2 e−γ/4, and |θ7α/6| ≥ pi/2 + O(e−γ/4). Let k1, k2 ∈ Z
such that for j = 1, 2 the character χj is given by χj
cos θ − sin θ 0sin θ cos θ 0
0 0 1
 = eikjθ.
Then χ1(y′α)χ2(yα) = ei(k1θ
′
α+k2θα). For α = γ, k1θ′α + k2θα = 0 whereas for
α = 7γ/6, |k1θ′α + k2θα| ≥ |k2|pi/2 + O(e−γ/4). k2 being nonzero, for γ large
enough there is indeed α ∈ [γ, 7γ/6] such that |k1θ′α + k2θα| = pi/3. This proves
the Lemma. 
Lemma 4.11. Let σ : K → U(V ) be a non trivial irreducible unitary representation
of K. There is a constant CV such that for every a ∈ V ,
‖a‖V ≤ CV (‖a− σ(U)a‖V + ‖a− σ(U˜)a‖V ).
Proof. σ(U) (resp. σ(U˜)) is the orthogonal projection on the space of U (resp.
U˜)-invariant vectors. Since U and U˜ generate K as a subgroup, their intersection
is the space of K-invariant vectors, ie {0}. The Lemma therefore follows from the
compactness of the unit sphere in V . 
Remark 4.12. By [18, Lemma 3.10], we can take CV ≤ 3.
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