1. Introduction. Low-rank approximations of matrices have many applications in information retrieval, data mining and solving ill-posed problems, to name a few [5, 8] . The theory of singular value decomposition (SVD) provides the best rank-k approximation bestk(A) of a given matrix A in terms of its singular values and singular vectors, where (Ti, i = 1, ... , k, are the largest k singular values of A, and Ui and Vi are the corresponding left and right singular vectors [1] . Notice that even when A is sparse, there is in general no guarantee that bestk(A) will be sparse, not even the factors Uk and Vk· To remedy this drawback of the low-rank approximations computed by SVD, it was proposed to write a low-rank approximation Bk of A in a factored form Bk = Xk Dk Yk [3, 6] . In [9] we further developed this idea and propose to find Bk = XkDkYk that solves the following optimization problem, In [9] , several algorithms are developed for choosing the sparsity patterns of X,., and y,." and a detailed error analysis of our proposed algorithms is given that compares the computed sparse low-rank approximations with those obtained from SVD and some of the previous methods developed in [3, 6] . The basic idea is to use a sequence of rank-one deflation steps to construct the approximation ,., where
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The tolerance f determined by the user can balance the tradeoff between sparsity and good reconstruction error of the low-rank approximations. We suggested in [9] that the size of the tolerance used at each deflation step can be a variable determined by for step i. Numerical results in [9] show that the variable-tolerance scheme works better than the constant-tolerance scheme. In general if we fix the desirable reconstruction error, reducing f will yield a smaller rank k and X,., and y,., that have poor degree of sparsity while increasing f will cause the rank of the low-rank approximation to increase but the degree of sparsity of the factors is reduced. However, we also observed that the rank and the degree of sparsity computed by the methods in [9] sometimes can be quite sensitive to the choice of f (f,.,), i.e., a slight change of f, though does not change the reconstruction error very much, can have a much greater effect on the rank of the low-rank approximation' and the degree of sparsity of its factors. This behavior is rather undesirable. The goal of this paper is to develop more robust methods for sparse low-rank approximations. Our basic idea for the improved algorithms is to use penalty terms to penalize low-rank approximations with factors X,., and y,., that have large number of . nonzeros. In a rather general framework, we can consider the following optimization problem,
where nnz(-) denotes the number. of nonzeros. In essence, we want a low-rank approximation B,., = X,.,D,.,y,.,T to have a small reconstruction error IIA -X,.,D,.,y,.,TIIF and at same time we also penalize those Bk the Xk and Yk factors of which have large number of nonzero elements. We can certainly use some general techniques to solve the optimization problem (1.2). However, the problem itself possesses many useful structures that deserves exploitation. In particular, we will use the deflation technique to reduce the problem to the problem of finding a sequence of sparse rank-one approximations, and build the low-rank approximation one rank at a time [3, 6, 9] . Our ultimate goal is to reduce (1.2) to a simpler form that is easy to solve. We will describe the reduction process in several steps (each of which involves certain approximation) and give the rational behind each steps. When we reach the final simple formulation, we will have a penalized optimization problem that is easy to solve, and at the same time has a solution that is close to the solution of (some variation of) (1.2).
The rest of the paper is organized as follows. In section 2, we motivates the introduction of the penalized optimization problem. Specifically, we look at the relation between the singular values of a matrix with those of its submatrices. In the rank-one case, we also give an upper bound of the number of nonzeros of the sparse factors in terms of elements of the largest left and right singular vectors. In section 3, we focus on the rank-one case of the penalized optImization problem and discuss ways to reduce it to a simpler form that is more amenable for numerical computations. In section 4, we propose a discrete globally convergent secant method for solving the simplified rank-one penalized optimization problem. Many new computational issues arise in the. discrete secant method: We focus on how to compute the secant directions at each iteration step, and how to select the next iterate to guarantee the existence of a bracketing interval. In section 5, we present several numerical examples, and make comparison with previously proposed methods. 
Now we assume that the theorem is true for B with less than k columns and C with one column. We consider the case that B has k columns and C is a column vector.
By the assumption of the theorem, 0"1 is the largest singular value of F. Therefore the induction assumption implies that ui B1 = 0 and
is the largest singular triplet of F. We can similarly prove the same for C having more that one columns. 0
The result of the above theorem in essentially says that we can not, in general, expect the left and right largest singular vectors of a matrix to have many zero entries. Therefore, in order to find sparse low-rank approximations, we need to relax the requirement on the reconstruction errors. For example, we may try to find low-rank approximations XkDk Yt with reconstruction error We next further elaborate the above for the case of rank-one approximation. For given vectors x and y, it is easy to verify that
Therefore the parameter T in (2.1) can be written as T = b1~ and the optimization problem (2.1) becomes
It is easy to see that N(f.) is the smallest sum of numbers of rows and columns of sub matrices of A with 2-norm greater than or equal to vr=1I1AII. The following theorem gives an upper bound of N(f.). 
Proof It can be verified that f. = 4E(I-2E)/(I-E)2, and E < 1/3 for 0 :S I; < 1.
, and denote i(k) and j(k), the number of the elements of u and v, respectively, in the vector w(1 :
where Pl and P 2 are the permutations determined by 3. Penalized optimization problems for sparse rank-one approximations. As is discussed in the previous section, we want to construct a low-rank approximation of A with low degree of sparsity and good (but not necessarily the best) approximation accuracy. A natural way is to consider the following optimal problem of minimizing a penalized cost function for a fixed 'r}
with the inequality constrains I; 2: 0 and where b l is defined in Section 1. However, the above problem is not straightforward to be solved and the goal of this section is to reduce it into a more amendable form.
First we consider how to remove the constrains, let x and y be the vectors that achieve the value of N(f. 
because with this choice of a and {3, the objective function in (3.2) becomes, after multiplying by the constant (1 ->..),
and the parameter>.. and f-L have the following interpretations: >.. balances the degree of sparsity and the reconstruction error of the rank-one approximation while f-L balances the degrees of sparsity of the left and right factors of the rank-one approximation xdyT.
In general," we choose f-L = 1/2 to keep the sparsity structure of the approximation symmetrici.f no other reasons dictate us to do otherwise. Now the optimization problem (3.2) is still combinatorial in nature although it does not have any constrains. To this end we will derive an upper bound for N( a, {3, p) which will then lead to an. approximate and simplified formulation of (2.1). Let us define a matrix function 
N(a,{3,p) = Ns(a,{3,p).
Therefore a component-wise lower bound of S can lead to an upper bound of N(a, {3, p) and then an approximate variation of (3.2). In the next we will derive such lower bounds.
Let {u, 0", v} be the largest singular triplet of matrix A. Of course, problem (3.3) with different H will give different optimal solutions, i.e., the solution of the simple variation (3.3) with H = T may differ from that for H = S, the solution of (3.2). However, the difference between the solutions is not large because the matrix T is similar to S. To show this, let us consider a small numerical example.
(We have also tested other small matrices and found similar behavior. 3) with H = T by introducing some smooth interpolating functions. Next we will try to find equivalent formulation of this continuous optimization problem, and then transform it back into discrete format.
To this end, let u and v be written as u = PI u and v = P 2 v. Motivated by Theorem 2.2, we partition 
if we require that the function ¢(f), 1j!(f), and W(f) be approximations of the piececonstant functions k,,(f), kV(f), and Ih(ku(f), kv(f))l, respectively,
It is easy to verify that the optimal f satisfies
if ¢, 1j!, and ware differentiable. Now we find smooth functions that interpolate ku(f) and kv(f). Specifically, we choose functions ¢( f) and 1j!( f) defined by the following integral equations,
FIG. 3.2. Plot jar the piece-constant junction ku(£) and its interpolation ¢(£).
where x(t) and yet) interpolate {un and {vj}, respectively, see we conclude that the optimal f approximately satisfies
Now we can transform back to the following discrete optimization problem, (3.6) where the integers i(k) and j(k) are determined by k and satisfy the following
Differing from the discrete problem (3.3), (3.6) is a 1-D problem and is easy to solve. To make our following discussions concrete, we introduce the following functions, with i, j, and k satisfying (3.7). It should be pointed out that the indexes i = i(k) and j = j(k) may not be uniquely determined by k if IWkl = IWk+ll. We will have a detailed discussion about this in the next section. Ignoring, for the moment, the possibility of being multi-valued, we can easily see that the discrete function \Ii ( k) is decreasing while <I>(k) is increasing. for a matrix of order 2331 x 1398. In the next section, we will propose a discrete globally convergent method to solve the minimization problem (3.6).
4. Discrete secant iteration. Based upon the monotonicity of the discrete functions <I> ( k) and \Ii ( k), we use the following secant iteration for the optimization problem (3.6).
where C~, and c% are the current secants for ~ and W, resp.ectively, and lfJ is the floor function giving the largest integer no greater than f. Obviously, it is guaranteed that the solution is unique. However, there are some computational issues that need to be discussed before we present our discrete secant method based on the above iteration. We first need to investigate whether the cost function in (3.6) is well-defined or not. 
If
However, we do not need to pay attention to the w-constant interval if it does not contain the optimal solution k* . in (a, b) , the optimal k* should satisfy that min
It is easy to see that ~(k) is uniquely defined and is a linear function in the interval The existence of bracketing intervals make the problem (3.6) more complicated. Fortunately, bracketing intervals seldom occur and the length of the occurred bracketing interval is general very small. CHOOSING THE SECANTS {j~, AND CW,. There are many ways to choose the secants C~, and OW, which are to be used in the next iteration. For the initial o~o and CWo, we set Initially, we set kmin = k o.
AVOIDING INFINITE LOOP. To avoid infinite loop of the secant iteration, we need to slightly modify k/+1 at the /-th iteration so that .
or Now we are ready to present an algorithm for solving the discrete optimization problem (3.6).
Algorithm DSI (DISCRETE SECANT ITERATION).
[Initialization]
. 11 S t -P - Therefore the above algorithm is guaranteed to converge.
5. Numerical Experiments. In this section, we will present several numerical experiments to illustrate the discrete secant method we proposed. The test matrices used are the same as in [9] . (The reader is referred to [9] For simplicity, we choose c = 1 in (3.5).
First we look at the speed of convergence of the Discrete Secant Iteration (DSI) algorithm. DSI is globally convergent. In general, it needs about 10 iterations to obtain the optimal k*. In Table 5 .1 we list the average of the number of iterations for each matrix and j.
Although it is possible that the optimal integer k* is in a w-constant interval which will lead to a little bit complex case, bracketing intervals seldom occur and the length b -a of the occurred bracketing intervals are small in general. Among all the eight tested matrices, bracketing intervals never occurred for matrices illc1033, npl, orsirr2, and e20r1000 and all the choice of j = 0.05: 0.05: 0.50 while for the other four matrices the largest length of bracketing intervals are generally 2. See the 
We now compare the ranks and the numbers of the non zeros of the factors Xk and Yk computed by the mixed sorting approach SLRA with variable tolerance discussed in [9] and the penalized method. The initial parameter f is, as we did in [9] , that f = 0.05 : 0.05 : 0.5. Figure 5 .1 plots the ranks (left) and the total number of non zeros of Xk and Yk (right) computed by the mixed sorting approach SLRA with variable tolerance f (top) and the penalized schemes (bottom). The numerical results show that the penalized method is more "robust" than the mixed sorting SLRA because of that the ranks and the numbers of non zeros of the factor~ Xk and Yk computed by the penalized method are not sensitive depending on the choice of the parameter .>t. k*m k*n In Figure 5 .2, we plot, respectively, the relative density function corresponding the mixed sorting SLRA (+-dots) and the penalized method (o-dots). In general, the function f corresponding to the penalized method locate left and blow that corresponding to the mixed sorting SLRA. That means penalized method generally produce an approximation with lower rank and more sparse factors than the mixed sorting SLRA.
Finally, we point out that for those matrices which are close to rank-deficient the penalized method may produce approximations with large change in rank for sometime special choice of ,. See, for example, the boxed numbers in the following table for the test matrix watson4. We list, in the table, the ranks of the computed approximat"ions B/c = X/cD/cY{ using the penalized SLRA with different choice of 'Y and 4 Lanczos bidiagonalization iterations for computing approximately the largest singular vectors at each step. All the approximations achieve the same reconstruction error. q. Concluding Remarks. Computing low-rank approximations of matrices is a very important matrix computation problem that has many applications in information retrieval and data mining. The large sizes and sparsity properties of the matrices arising from these applications entail that we find low-rank approximations that themselves also possess some sparsity properties. We continue our research on this problem following the general framework proposed in [9] : we formulate the sparse low-rank approximation problem as a penalized optimization problem, and derive simpler form of the optimization problem that is more amendable for numerical computations. In particular, we manage to avoid exhaustive combinatorial search to solve the penalized optimization problem. Numerical experiments show that the penalized methods are more robust and produce approximations with lower ranks and more sparse factor.
