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In the frame of the Boltzmann equation, wall-bounded flows of rarefied gases re-
quire the implementation of boundary conditions at the kinetic level. Such boundary
conditions induce a discontinuity in the distribution function with respect to the
component of the momentum which is normal to the boundary. Expanding the dis-
tribution function with respect to half-range polynomials allows this discontinuity to
be captured. The implementation of this concept has been reported in the literature
only for force-free flows. In the case of general forces which can have non-zero com-
ponents in the direction perpendicular to the walls, the implementation of the force
term requires taking the momentum space gradient of a discontinuous function. Our
proposed method deals with this difficulty by employing the theory of distributions.
We validate our procedure by considering the simple one-dimensional flow between
diffuse-reflective walls of equal or different temperatures driven by the constant grav-
itational force. For this flow, a comparison between the results obtained with the
full-range and the half-range Gauss-Hermite LB models is also presented.
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I. INTRODUCTION
Force-driven flows at microscale exhibit a plethora of applications1,2, such as microelec-
trokinetics3–5, microscale cell manipulation5, deposition in particle laden turbulent flows6, as
well as plasma flows7. While at the Navier-Stokes level, there are already established solvers
for force-driven flows, the realm of microfluidics, where the Knudsen number Kn (defined as
the ration between the mean free path of the constituents of the flow and the typical size of
the flow domain) is non-negligible, is still not sufficiently well explored. Such systems can
be accurately described at a mesoscopic level, using the one-particle distribution function
f ≡ f(x,p, t) for particles with momentum p at position x and time t, which evolves
according to the Boltzmann equation.
At small values of Kn, the flow is close to equilibrium, such that the lattice Boltzmann
(LB) models constructed using the full-range Gauss-Hermite quadratures yield accurate
results8–10. As Kn is increased, the kinetic nature of the gas, as well as of the boundary
conditions (which affect only the distribution of particles travelling from the wall back into
the fluid), become important, giving rise to microfluidics-specific effects, such as velocity
slip and temperature jump at the boundary11–16. Such effects are due to the development
of a discontinuity in the distribution function, which is best understood for the case of a
collisionless gas: the particles travelling towards the wall are distributed according to some
essentially arbitrary incident flux, while the distribution of reflected particles (which travel
away from the wall and back into the fluid domain) is determined by the mechanism of
interaction with the wall. In the case of diffuse reflection17, the particle-wall interaction
causes the incident flux of particle to relax towards the equilibrium distribution of the wall
before being reemited back into the fluid domain. While other models are also possible,
in general similar discontinuities in the distribution function will be induced between the
incident and emergent hemispheres of the momentum space, essentially because the particles
emerging from the boundary carry some information about the wall which is unavailable to
incident particles prior to their interaction with the wall.
The correct treatment of diffuse reflection boundary conditions and the subsequent in-
duced discontinuous nature of the distribution function requires the evaluation of half-space
integrals, defined as integrals restricted to half of the momentum space11,18–23.
Such half-space integrals can be accurately recovered using LB models based on half-
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range quadratures24–41. Using one quadrature per hemisphere, wall-induced hemispheric
discontinuities are appropriately handled and we have shown, via a systematic set of sim-
ulation examples, that using half-range quadratures leads to accuracy gains in the rarefied
regimes of the Couette38,40,42 and Poiseuille37,41 flows. This theoretical framework cannot
be extended in a straightforward manner to force-driven flows where the force has a non-
vanishing component in the direction perpendicular to the wall. Instead, the extension must
be made with care, in order to avoid zeroth order errors (i.e. mass non-conservation) when
the force is not strictly parallel to the boundary (we will address this point using a particu-
lar example starting from Eq. (1.1)). Such problems were not present in the simulations of
Ref. 37 because the forces were parallel to the boundaries. In order to allow the half-range
Gauss quadrature concept to be applied for flows in more complex force fields, we therefore
reconsidered our theoretical framework with a specific attention to the component of the
external forces which is perpendicular to the boundary.
The implementation of the force term in LB simulations requires a model to represent
the momentum gradient ∇pf of the distribution function f 9. For the case of LB models
based on the full-range Hermite polynomials, f and ∂pf are both projected onto the space
of full-range Hermite polynomials, as described in Ref. 43. Such a projection is possible
since the full-range Hermite polynomials are continuous and differentiable everywhere in
the momentum space. We wish to apply a similar procedure to the case when half-range
quadratures are employed, with the aid of which physical configurations where f is not
differentiable with respect to p at the interface between the two hemispheres (defined by the
presence of the wall) can also be addressed.
To gain some insight on the difficulties associated with this discontinuity, it is instructive
to consider the simple example of a one-dimensional uniform flow of a collisionless gas,
subjected to a force F along the x axis. The Boltzmann equation in this case reads:
∂tf + F∂pf = 0. (1.1)
Taking the full moment with respect to p of the above equation shows that the density
remains constant through time:
∂tn = 0. (1.2)
We now wish to implement Eq. (1.1) using half-range quadratures. Taking the half-range
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moments of Eq. (1.1) over the positive and negative semiaxes yields:
∂tn+ + F [f(∞)− f(0+)] = 0, ∂tn− + F [f(0−)− f(−∞)] = 0, (1.3)
where f(0+) ≡ lim
p→0
p>0
f(p) and f(0−) ≡ lim
p→0
p<0
f(p), while n± are defined as:
n+ =
∫ ∞
0
dp f, n− =
∫ 0
−∞
dp f. (1.4)
Assuming that f(p) vanishes at p→ ±∞, the sum of the expressions in Eq. (1.3) yields:
∂tn = f(0+)− f(0−), (1.5)
which reduces to Eq. (1.2) only when f(p) is continuous at p = 0. It is important to note that
f(0+)− f(0−) is fully independent of the quadrature refinement used to evaluate Eq. (1.3).
The difficulty identified here is not of numerical origin: it is a zeroth order bias that will
never vanish by refining the numerical method (e.g. by increasing the spatial or temporal
resolution, or by increasing the quadrature order). Thus, a strict application of the standard
methodology presented in Ref. 43 to the case of half-range quadratures, when f is allowed
to develop a discontinuity at p = 0, leads to spurious mass non-conservation as soon as the
distribution function becomes discontinuous at p = 0.
In this paper, we present a procedure for the construction of the momentum gradient
∂pf of the distribution function f for force-driven flows when f is projected on the space
of half-range polynomials. Fundamental to this construction is the theory of distributions,
which allows f to be written using Heaviside step functions, the derivative of which are
modelled as delta Dirac functions. The full details of this construction will be presented
in section III. Based on this analysis, we give the recipe for the numerical implementation
of ∂pf in LB models based on half-range Gauss quadratures, such as those introduced in
Refs. 38 and 40.
In this paper, we restrict our analysis with no loss of generality to one-dimensional flows.
The extension to 2- or 3-dimensional flows is straightforward through a direct-product pro-
cedure, as described in Refs.40,41. The details regarding this extension are summarised in
Appendix A.
The outline of this paper is as follows. In Sec. II, the expansion of ∂pf with respect to the
full-range Hermite polynomials is discussed. The expansion of ∂pf with respect to general
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half-range polynomials is presented in Sec. III. This is the main result of this paper. The
construction of lattice Boltzmann models for force-driven flows using either full-range or the
half-range Gauss quadratures is presented in Sec. IV. The numerical results are presented
in Sec. V and Sec. VI concludes this paper.
Throughout this paper, we employ only non-dimensional quantities, following the con-
vention of Refs. 18, 20–22, and 42.
II. EXPANSION OF ∂pf WITH RESPECT TO THE FULL-RANGE
HERMITE POLYNOMIALS
The expansion of the momentum derivative of the distribution function with respect to
the full-range Hermite polynomials has already been discussed in, e.g., Refs. 9 and 41. In this
section, we briefly review the main results in order to prepare the terrain for the equivalent
construction when half-range polynomials are considered. The starting point for our analysis
is the one-dimensional Boltzmann-BGK equation in the presence of an external force F :
∂tf +
p
m
∂xf + F (∂pf) = −1
τ
(f − f (eq)), (2.1)
where f ≡ f(p, x, t) is the distribution function for particles of momentum p, f (eq) is the
Maxwell-Boltzmann equilibrium distribution function:
f (eq) = ng, g ≡ g(u, T ; p) = 1√
2πmT
exp
[
−(p−mu)
2
2mT
]
, (2.2)
while τ is the relaxation time, which we implement as16:
τ =
Kn
n
. (2.3)
In this paper, we restrict our analysis without loss of generality to one-dimensional flows. The
procedure presented herein is easily extendible to two- or three-dimensional flows, following
the methodology presented in Appendix A.
We first start with the expansion of f with respect to the set {Hℓ(p), ℓ = 0, 1, . . . } of
full-range Hermite polynomials:
f =
ω(p)
p0
∞∑
ℓ=0
1
ℓ!
FℓHℓ(p), (2.4)
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where p = p/p0 is the ratio of the momentum p and some arbitrary momentum scale p0. We
employ the following weight function:
ω(p) =
1√
2π
e−p
2/2, (2.5)
while the normalisation condition for the Hermite polynomials reads:
〈Hℓ, Hℓ′〉 ≡
∫ ∞
−∞
dxHℓ(x)Hℓ′(x) = ℓ! δℓ,ℓ′. (2.6)
The orthogonality relation (2.6) allows the expansion coefficients Fℓ to be obtained as:
Fℓ =
∫ ∞
−∞
dp f Hℓ(p). (2.7)
The expansion (2.4) is exact since the Hermite polynomials satisfy the following completeness
relation:
∞∑
ℓ=0
1
ℓ!
Hℓ(x)Hℓ(x
′) =
δ(x− x′)√
ω(x)ω(x′)
. (2.8)
The momentum derivative ∂pf can be obtained by differentiating Eq. (2.4) with respect
to p:
∂pf = −ω(p)
p20
∞∑
ℓ=0
1
ℓ!
FℓHℓ+1(p), (2.9)
where the following relation was used41,44:
∂x[ω(x)Hℓ(x)] = −ω(x)Hℓ+1(x). (2.10)
Using the result (2.7), Eq. (2.9) can be written as:
[∂pf ](p) =
∫ ∞
−∞
dp′KH(p, p′)f(p′), (2.11)
where the kernel function KH(p, p′) is given by:
KH(p, p′) = −ω(p)
p20
∞∑
ℓ=0
1
ℓ!
Hℓ+1(p)Hℓ(p
′). (2.12)
III. FORCE TERM IN LB MODELS BASED ON HALF-RANGE
QUADRATURES
In this section, we derive an expression for the momentum gradient of the distribution
function f in the case when f is expanded with respect to a family of half-range orthogonal
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polynomials. For convenience, we restrict our derivation to the one-dimensional case, as done
in the preceding section, and refer the interested reader to Appendix A for the extension to
multiple dimensions. Before beginning, we would like to mention that the results derived in
this section are very general and hold for any family of orthogonal polynomials defined on
the Cartesian semiaxes and used in half-range LB models (e.g., the Laguerre polynomials38
or the half-range Hermite polynomials40,41).
A. Piece-wise decomposition of f
As suggested by Gross et al.45, in wall-bounded flows, the distribution function f(p) can
be split with respect to the sign of p:
f(p) = θ(p)f+(p) + θ(−p)f−(p), (3.1)
where θ(p) is the Heaviside step function, defined as:
θ(p) =
1 p > 0,0 otherwise, θ(p) + θ(−p) = 1. (3.2)
Such a piece-wise split is useful because it allows f to become discontinuous at p = 0, as is
the case in, e.g., the ballistic regime of the Couette flow38,40,46. Since the functions f+(p)
and f−(p) are only defined for p > 0 and p < 0, respectively, the values f−(p = 0) and
f+(p = 0) can be defined using the following limits:
f−(0) = lim
p→0
p<0
f−(p), f+(0) = lim
p→0
p>0
f+(p). (3.3)
In wall-bounded flows, f−(0) and f+(0) are in general not equal.
The two halves f+ and f− of the distribution function f can be expanded on [0,∞) and
(−∞, 0], respectively, with respect to the set {φℓ(|p|), ℓ = 0, 1, . . . } of half-range orthogonal
polynomials40,41 following the procedure used for the full-range case (2.4):
fσ(p) =
ω(|p|)
p0
∞∑
ℓ=0
1
γℓ
Fσℓ φℓ(|p|), (3.4)
where σ = ± refers to the sign of the argument p of f , as shown in Eq. (3.1), while γℓ
denotes the squared norm of φℓ ≡ φℓ(z), z ≥ 0:
〈φℓ, φℓ′〉 =
∫ ∞
0
dz ω(z)φℓ(z)φℓ′(z) = γℓ δℓ,ℓ′. (3.5)
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The modulus in Eq. (3.4) ensures that the arguments of ω and φℓ are always positive. The
coefficients Fσℓ ≡ Fσℓ (x, t) are independent of p and their exact expression can be obtained
using the orthogonality relation (3.5):
F+ℓ =
∫ ∞
0
dp f(p)φℓ(p),
F−ℓ =
∫ 0
−∞
dp f(p)φℓ(−p)
=
∫ ∞
0
dp f(−p)φℓ(p). (3.6)
The equality in Eq. (3.4) is exact if the polynomials φℓ(z) obey the completeness relation:
∞∑
ℓ=0
1
γℓ
φℓ(z)φℓ(z
′) =
δ(z − z′)√
ω(z)ω(z′)
, (3.7)
B. Derivative of f with respect to the momentum
Applying the derivative operator with respect to p on Eq. (3.1) yields:
∂f
∂p
= θ(p)
∂f+
∂p
+ θ(−p)∂f
−
∂p
+ δ(p)[f+(p)− f−(p)], (3.8)
where the Dirac delta function δ(p) is linked to the derivative of the step functions θ(±p)
through44:
∂pθ(p) = δ(p), ∂pθ(−p) = −δ(p). (3.9)
It should be noted that the δ function is essential in order to preserve the standard require-
ment that the zeroth order moment of ∂pf vanishes:∫ ∞
−∞
dp
∂f
∂p
=
∫ ∞
0
dp
∂f+
∂p
+
∫ 0
−∞
dp
∂f−
∂p
+ [f+(0)− f−(0)]
=0. (3.10)
We now wish to project Eq. (3.8) on the semiaxes [0,∞) and (−∞, 0]. Since θ(p)+θ(−p) = 1,
the delta term can be included in both semiaxes:
∂f
∂p
= θ(p)
(
∂f
∂p
)+
+ θ(−p)
(
∂f
∂p
)−
,
(
∂f
∂p
)σ
=
∂fσ
∂p
+ [δ(p)]σ[f+(0)− f−(0)], (3.11)
where the factor multiplying the δ function is evaluated at p = 0 since at p 6= 0, the δ
term vanishes. The distribution functions f±(0) are considered in the sense introduced in
Eq. (3.3).
We next discuss the expansion of the δ term (Subsec. IIIC) and of ∂pf
± (Subsec. IIID).
The final result is summarised in Subsec. III E.
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C. Expansion of the delta term
To find the expansion of δ(p) with respect to half-range polynomials, it is convenient to
work with the following alternative definition of δ44:
δ(p) = lim
ε→0
ε>0
δε(p), δε(p) =
1
ε
√
π
exp
(
−p
2
ε2
)
. (3.12)
Clearly, δε(p) is a well-defined, even function everywhere, including at p = 0, as long as
ε > 0. Its expansion with respect to half-range polynomials can be written as:
δε(p) = θ(p)
ω(p)
p0
∞∑
ℓ=0
1
γℓ
F δ,+ε,ℓ φℓ(p) + θ(−p)
ω(−p)
p0
∞∑
ℓ=0
1
γℓ
F δ,−ε,ℓ φℓ(−p). (3.13)
Since δε(−p) = δε(p), the expansion coefficients satisfy F δ,+ε,ℓ = F δ,−ε,ℓ = F δε,ℓ. Their value can
be calculated as in Eq. (3.6):
F δε,ℓ =
∫ ∞
0
dp δε(±p)φℓ(p)
=
∫ ∞
0
dz√
π
e−z
2
φℓ
(
zε
p0
)
. (3.14)
Taking the limit ε → 0 in the above equation, the argument of φℓ goes to 0, reducing F δε,ℓ
to:
lim
ε→0
F δε,ℓ =
1
2
φℓ,0, (3.15)
where the notation φℓ,s is introduced in Eq. (B1).
Thus, the expansion of δ(p) with respect to half-range polynomials is:
[δ(p)]σ =
ω(|p|)
2p0
Φ∞0 (|p|), (3.16)
where the notation Φ∞s (z) = limn→∞Φ
n
s (z) is defined according to
40:
Φns (z) =
n∑
ℓ=s
1
γℓ
φℓ,sφℓ(z). (3.17)
The coefficient of δ(p) in Eq. (3.11) can also be projected with respect to the half-range
polynomials by setting p = 0 in Eq. (3.4):
f+(0)− f−(0) = ω(0)
p0
∞∑
ℓ=0
1
γℓ
(F+ℓ − F−ℓ )φℓ,0, (3.18)
such that the projection of the full term δ(p)[f+(0) − f−(0)] appearing in Eq. (3.11) with
respect to half-range polynomials becomes:
[δ(p)]σ[f+(p)− f−(p)] = ω(|p|)
2p0
Φ∞0 (|p|)×
[
ω(0)
p0
∞∑
ℓ=0
(F+ℓ −F−ℓ )φℓ,0
]
. (3.19)
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D. The derivative of fσ
Taking the derivative with respect to p of Eq. (3.4) gives:
∂fσ
∂p
=
σ
p20
∞∑
ℓ=0
1
γℓ
Fσℓ
(
∂[ω(z)φℓ(z)]
∂z
)
z=|p|
. (3.20)
Equation (B6) can be used to eliminate the above derivative with respect to z, giving:
∂fσ
∂p
=
σω(|p|)
p20
∞∑
ℓ=0
Fσℓ
∞∑
s=ℓ+1
1
γs
ϕs,ℓφs(|p|)− σω(|p|)
p0
Φ∞0 (|p|)
[
ω(0)
p0
∞∑
ℓ=0
1
γℓ
Fσℓ φℓ,0
]
, (3.21)
where the term in the square braket is equal to fσ(0), as can be seen by setting p = 0 in
Eq. (3.4).
E. Final result
Adding Eqs. (3.16) and (3.21) gives:
∂f
∂p
=
ω(|p|)
p20
[θ(p)− θ(−p)]
[
∞∑
ℓ=0
Fσℓ
∞∑
s=ℓ+1
1
γs
ϕs,ℓφs(|p|)
− ω(0)
2
Φ∞0 (|p|)
∞∑
ℓ=0
1
γℓ
(F+ℓ + F−ℓ )φℓ,0
]
. (3.22)
The above result can be put into the form (2.11):
∂f
∂p
=
∫ ∞
−∞
dp′Khalf(p, p′)f(p′), (3.23)
where the kernel function Khalf(p, p′) is given by:
Khalf(p, p′) = ω(|p|)
p20
[θ(p)− θ(−p)]
×
[
θ(pp′)
∞∑
ℓ=0
φℓ(|p′|)
∞∑
s=ℓ+1
1
γs
φs(|p|)ϕs,ℓ − ω(0)
2
Φ∞0 (|p|)Φ∞0 (|p′|)
]
. (3.24)
Equation (3.24) represents the main result of this paper. It can be seen that the mixing
between the regions with p > 0 and p < 0 occurs only due to the second term inside the
square braket. The implementation of Eq. (3.24) will be further discussed in Sec. IVB.
10
IV. LATTICE BOLTZMANN MODELS FOR FORCE-DRIVEN FLOWS
The basic ingredients for the construction of a lattice Boltzmann model to solve Eq. (2.1)
are: 1) discretising the momentum space; 2) replacing the equilibrium distribution function
f (eq) in the collision term of Eq. (2.1) by a truncated polynomial; 3) replacing the momentum
derivative of the distribution function in Eq. (2.1) using a suitable expression; 4) choosing
a numerical method for the time evolution and spatial advection; and 5) implementation
of the boundary conditions. A common feature of all lattice Boltzmann models is that the
conservation equations for the particle number density n, macroscopic momentum densiy
nmu and temperature T (for thermal models) are exactly recovered.
Regardless of the chosen discretisation of the momentum space, the Boltzmann equation
(2.1) becomes:
∂tfk +
pk
m
∂xfk + F (∂pf)k = −1
τ
(fk − f (eq)k ), (4.1)
where fk (k = 1, 2, . . .Q) represents the set of distribution functions corresponding to the
discrete momenta pk. The total number Q of discrete momenta depends on the particular
quadrature. We will discuss in detail the implementation of steps 1) – 3) outlined above
in LB models based on the full-range Gauss-Hermite quadratures (Subsec. IVA) and on
general half-range quadratures, specilising the latter for the case of the Gauss-Laguerre
and half-range Gauss-Hermite quadratures. (Subsec. IVB). In Subsec. IVC we present the
numerical scheme employed in this paper for the time stepping and advection (step 4), as
well as our implementation of the diffuse reflection boundary conditions (step 5). Finally,
in Subsec. IVD we introduce the notation which can be used to distinguish between the 1D
models employed in our simulations.
A. Full-range Gauss-Hermite quadrature
A full-range lattice Boltzmann model is constructed such that the full-range moments
Ms of finite orders s of the distribution function f are exactly recovered:
Ms ≡
∫ ∞
−∞
dp f ps =
Q∑
k=1
fkp
s
k. (4.2)
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1. Discretisation of the momentum space
Considering the expansion (2.4) with respect to the Gauss-Hermite polynomials, Eq. (4.2)
becomes:
Ms =
∞∑
ℓ=0
1
ℓ!
Fℓ
∫ ∞
−∞
dpω(p)Hℓ(p)p
s, (4.3)
where the weight function ω(z) is defined in Eq. (2.5). The integral in Eq. (4.3) can be
recovered using the Gauss-Hermite quadrature:∫ ∞
−∞
dz ω(z)Ps(z) ≃
Q∑
k=1
wkPs(zk), (4.4)
where Ps(z) is a polynomial of order s in z. The equality in Eq. (4.4) is exact if the number
of quadrature points satisfies 2Q > s. The quadrature points zk are the roots of the Hermite
polynomial HQ(z) of order Q, while their associated weights wk are given by:
wk =
Q!
[HQ+1(pk)]
2
. (4.5)
Thus, Eq. (4.2) is exact for 0 ≤ s < Q if the expansion (2.4) is truncated at ℓ = Q and fk
is defined as:
fk =
wkp0
ω(pk)
fQ(pk) = wk
Q−1∑
ℓ=0
1
ℓ!
FℓHℓ(pk). (4.6)
It is worth mentioning that pk = 0, corresponding to stationary particles, is allowed in the
set of discrete velocities only for odd quadrature orders Q. The implementation of diffuse
reflection for such particles is problematic and the results obtained using models employing
similar number of velocities are worse if the velocity set contains velocities which are parallel
to the walls than in the case when such velocities are absent20,23,40,47–52. We will therefore
avoid the use of the HLB(N ;Q) models with odd Q in this work.
2. Hyperbolicity of the resulting scheme
As remarked in Ref. 6, choosing the discrete momenta to be linked to the roots of HQ(z)
through pk = p0zk automatically ensures that the truncation (4.6) of fk with respect to the
Hermite polynomials is preserved by the Boltzmann equation (4.1), provided fk is initialised
in the form in Eq. (4.6). This can be seen by casting the Boltzmann equation (2.1) in the
following form:
∂tf +
p
m
∂xf = S, (4.7)
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FIG. 1. Scatter plot of the quadrature points pk (1 ≤ k ≤ Q) occuring in the Gauss-Hermite
quadrature of order Q for (a) 1 ≤ Q ≤ 10 and (b) 1 ≤ Q ≤ 200. At each value of Q represented on
the horizontal axis, there are Q points on the corresponding vertical line, representing the values
of the quadrature points pk. All quadrature points are contained inside the outer envelope ±2
√
Q.
where S = −F∂pf− 1τ (f−f (eq)) is completely local (i.e., it does not involve spatial derivatives
of f). Multiplying Eq. (4.7) by Hℓ(p) and integrating with respect to the momentum space
yields:
∂tFℓ + ∂xAℓ,sFs = Sℓ, (4.8)
where Fℓ is the coefficient corresponding to Hℓ in the expansion (2.4) and Sℓ is defined in a
similar manner:
S =
ω(p)
p0
∞∑
ℓ=0
1
ℓ!
SℓHℓ(p), Sℓ =
∫ ∞
−∞
dp S Hℓ(p). (4.9)
The spatial derivative acts on a linear combination Aℓ,sFs of Fs, where the non-zero coeffi-
cients Aℓ,s are:
Aℓ,ℓ+1 =
p0
m
, Aℓ,ℓ−1 =
ℓp0
m
. (4.10)
The above result is obtained by noting that pHℓ(p) = p0[Hℓ+1(p) + ℓHℓ−1(p)].
Employing a quadrature of order Q is equivalent to setting Fℓ = 0 for all ℓ ≥ Q. This
13
allows Aℓ,s to be represented as a Q×Q matrix of the form:
A =
p0
m

0 1 0 0 0 · · ·
1 0 2 0 0 · · ·
0 1 0 3 0 · · ·
0 0 1 0 4 · · ·
0 0 0 1 0 · · ·
. . . . . . . . . . . . . . . . . .

(4.11)
The system (4.8) is said to be hyperbolic if the matrix A has only real eigenvalues λs ∈ R
(s = 1, 2, . . .Q). The system is strictly hyperbolic if the eigenvalues and their corresponding
right eigenvectors Ks are also distinct
53,54. At a fixed value of Q, the matrix A (4.11) is
truncated at Q×Q elements. In the following, we will consider the first few values of Q.
At Q = 1, A = (0) and λ = 0 with K = (1).
When Q = 2, we have:
A =
p0
m
0 1
1 0
 , λ± = ±p0
m
, K± =
 1
±1
 . (4.12)
When Q = 3, the following values are obtained:
A =
p0
m

0 1 0
1 0 2
0 1 0
 , λ0 = 0, λ± = ±p0
√
3
m
, K0 =

1
0
−1/2
 , K± =

1
±√3
1
 .
(4.13)
It can be seen that, at fixed Q, the eigenvalues λs (1 ≤ λs ≤ Q) are linked to the roots
ps of the Hermite polynomial HQ(p) of order Q through:
λs =
p0ps
m
=
ps
m
. (4.14)
This is also obvious since the projection of the Boltzmann equation (4.1) after discretisation
onto the space of Hermite polynomials is equivalent to performing a linear transformation
using the matrix:
Hℓ,k = Hℓ(pk). (4.15)
Applying the above transformation to the state vector fk yields the state vector of the system
of moment equations (4.8):
Q∑
k=1
Hℓ,kfk = Fℓ. (4.16)
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It is now clear that calculating the eigenvalues of the matrix Aℓ,s (4.10) is equivalent to
calculating the eigenvalues of the matrix Ak,k′, defined by writing Eq. (4.1) as:
∂tfk + ∂x (Ak,k′fk′) = Sk, (4.17)
where it can be seen that Ak,k′ = pkm δk,k′ is in diagonal form. Thus, the eigenvalues of
A (4.11) are nothing but the discrete velocities pk/m corresponding to the Gauss-Hermite
quadrature of order Q. These discrete velocities are necessarily distinct since they are linked
to the roots of the Hermite polynomial of order Q. Thus, it can be seen that the system
of lattice Boltzmann equations (4.1) is strictly hyperbolic for any choice of the quadrature
order Q.
We end this section by illustrating the quadrature points corresponding to the Gauss-
Hermite quadrature of various orders Q through a scatter plot in Fig. 1. It can be seen
that for a fixed quadrature order 1 ≤ Q ≤ 200, all quadrature points lie between ±2√Q.
For completeness, we include in the supplementary material the roots and weights of the
Gauss-Hermite quadrature up to Q = 200, as described in Appendix C.
3. Expansion of the equilibrium distribution function
Let us consider the expansion of g (2.2) in the form given in Eq. (2.4):
g =
ω(p)
p0
∞∑
ℓ=0
1
ℓ!
GℓHℓ(p). (4.18)
Following the discretisation of the momentum space, g(p) is replaced by gk following the
procedure in Eq. (4.6):
gk = wk
N∑
ℓ=0
1
ℓ!
GℓHℓ(pk), (4.19)
where the truncation order N ≤ Q− 1 is a parameter of the model, representing the order
up to which the moments of f (eq) are exactly recovered using the Gauss-Hermite quadrature
rule. The coefficients G can be found using the orthogonality relation (2.6)40,41:
Gℓ =
∫ ∞
−∞
dp g Hℓ(p)
=
⌊ℓ/2⌋∑
s=0
ℓ!
2ss!(ℓ− 2s)!
(
mT
p20
− 1
)2(
mu
p0
)ℓ−2s
. (4.20)
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4. Force term
We now turn to the implementation of the momentum derivative. This can be achieved
by finding the equivalent Kk,k′ after the discretisation of the momentum space of the kernel
function KH(p, p′) (2.12). The definition of KHk,k′ is the discrete analogue of Eq. (2.11):
(∂pf)k =
Q∑
k′=1
KHk,k′fk′. (4.21)
The sum over k′ is obtained by converting the integral with respect to p′ appearing in
Eq. (2.11) into a quadrature sum following the prescription (4.4):∫ ∞
−∞
dp′KH(p, p′)f(p′) ≃
Q∑
k′=1
KH(p, p′k)fk′, (4.22)
where the relation (4.6) between f(p) and fk was used. Since, by virtue of Eq. (4.6), fk′ is
a polynomial of order Q− 1 in p′, Eq. (4.22) is exact if KH(p, p′) is truncated at ℓ = Q− 1.
The terms corresponding to larger values of ℓ do not contribute to the integral (4.22) when
f is a polynomial of order Q − 1, since the Hermite polynomials of orders ℓ > Q − 1 are
orthogonal to all polynomials of order Q − 1 or less by virtue of the orthogonality relation
(2.6). Applying the relation (4.6) between f(p) and fk for the case of ∂pf and (∂pf)k allows
KHk,k′ to be written as:
KHk,k′ = −
wk
p0
Q−2∑
ℓ=0
1
ℓ!
Hℓ+1(pk)Hℓ(pk′), (4.23)
where the sum over ℓ is truncated at Q − 2 since Hℓ+1(pk) vanishes when ℓ = Q − 1. The
resulting matrix KHk,k′ has Q × Q elements, since 1 ≤ k, k′ ≤ Q. These elements can be
computed at runtime, or they can be read from a data file. For the reader’s convenience, we
supply the matrix elements KHk,k′ for Q = 1, 2, . . . 200 in the supplementary material attached
to this manuscript (more details are given in Appendix C).
B. Half-range quadratures
Half-range quadratures are employed to ensure the recovery of the half-range moments
M±s of finite orders s of the distribution function f :
M+s =
∫ ∞
0
dp f+(p)ps, M−s =
∫ 0
−∞
dp f−(p)ps. (4.24)
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1. Discretisation of the momentum space
The recovery of the half-range integrals in Eq. (4.24) can be achieved using half-range
Gauss quadratures: ∫ ∞
0
dz ω(z)Ps(z) ≃
Q∑
k=1
wkPs(zk), (4.25)
where the equality is exact if 2Q > s. The quadrature points zk (k = 1, 2, . . .Q) are the Q
(positive) roots of the half-range polynomial φQ(z), while the quadrature weights wk are in
general given by40,55,56:
wk = − aQγQ
φQ+1(|pk|)φ′Q(|pk|)
, (4.26)
where aQ = φQ+1,Q+1/φQ,Q and φℓ,s represents the coefficient of z
s in φℓ(z), as described in
Eq. (B1).
Considering the expansion (3.4) with respect to the half-range polynomials φℓ, Eq. (4.24)
becomes: M+s
M−s
 = ∞∑
ℓ=0
1
ℓ!
F+ℓ
F−ℓ
∫ ∞
0
dpω(p)φℓ(p)(±p)s. (4.27)
Truncating the expansion (3.4) at ℓ = Q−1 ensures that a quadrature of order Q can recover
the moments (4.27) for 0 ≤ s ≤ Q. Since Q quadrature points are required on each semiaxis
of the momentum space, the total number of elements in the momentum set is Q = 2Q,
defined as:
pk = p0zk, pk+Q = −pk (1 ≤ k ≤ Q). (4.28)
Thus, the half-range moments (4.24) are recovered as:
M+s =
Q∑
k=1
fkp
s
k, M
−
s =
2Q∑
k=Q+1
fkp
s
k, (4.29)
where
fk =
wkp0
ω(pk)
f(pk), fk+Q =
wkp0
ω(pk)
f(−pk) (1 ≤ k ≤ Q). (4.30)
The quadrature weights wk (4.26) are given in the case of the Gauss-Laguerre (w
L
k )
37,38 and
half-range Gauss-Hermite (whk)
40,41 quadratures through:
wLk =
pk
(Q + 1)2[LQ+1(pk)]
2
, whk =
pka
2
Q
h2Q+1(pk)
[
pk + h
2
Q,0/
√
2π
] , (4.31)
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where aℓ is defined in Eq. (B11). The numerical values of the roots and quadrature weights
for the half-range Gauss-Hermite quadratures with 1 ≤ Q ≤ 200 can be found in the
supplementary material, as described in Appendix C.
2. Hyperbolicity of the resulting scheme
We now perform the analysis presented in Sec. IVA2 for the case of the LB models based
on half-range quadratures. Multiplying Eq. (4.7) by φℓ(|p|) and integrating with respect to
p over [0,∞) (+) and (−∞, 0] (−) yields:
∂tF+ℓ + ∂xA+ℓ,sF+s =S+ℓ ,
∂tF−ℓ + ∂xA−ℓ,sF−s =S−ℓ , (4.32)
where the matrices A±ℓ,s have the following non-zero elements:
A±ℓ,ℓ−1 = ∓
cℓp0
aℓm
, A±ℓ,ℓ = ∓
bℓp0
aℓm
, A±ℓ,ℓ+1 = ±
p0
aℓm
, (4.33)
which are induced by the following recurrence relation:
φℓ+1(z) = (aℓz + bℓ)φℓ(z) + φℓ−1(z). (4.34)
When the momentum space is discretized using a quadrature of order Q, the coefficients
F±Q = 0 and the matrices A±l,s are of size Q × Q. The functions F+ℓ and F−ℓ corresponding
to the projection of f on the positive and negative momentum semiaxes mix only due to
the source function Sℓ, which can be expressed in completely local form with respect to F±s .
Thus, the hyperbolicity of the system of equations (4.32) can be analysed on each semiaxis
independently. Moreover, Eq. (4.33) shows that A+ = −A− = A, such that the eigenvalues
of A− can be obtained from the eigenvalues of A+ by multiplying the latter by a factor of
−1. Hence, we will only focus on A+ ≡ A, which can be written as follows:
A =
p0
m

− b0
a0
1
a0
0 0 0 · · ·
− c1
a1
− b1
a1
1
a1
0 0 · · ·
0 − c2
a2
− b2
a2
1
a2
0 · · ·
0 0 − c3
a3
− b3
a3
1
a3
· · ·
0 0 0 − c4
a4
− b4
a4
· · ·
. . . . . . . . . . . . . . . . . .

(4.35)
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FIG. 2. Scatter plot of the quadrature points ±pk (1 ≤ k ≤ Q) occuring in the Gauss-Laguerre
(top) and half-range Gauss-Hermite (bottom) quadratures of order Q, where 1 ≤ Q ≤ 10 (left) and
1 ≤ Q ≤ 200 (right). At each value of Q represented on the horizontal axis, there are 2Q points on
the vertical line, representing the values of the quadrature points pk corresponding to the positive
(1 ≤ k ≤ Q) and negative (Q+ 1 ≤ k ≤ 2Q) semiaxes. All quadrature points are contained inside
the outer envelope (a) ±4Q for the Gauss-Laguerre quadrature and (b) ±2.5√Q for the half-range
Gauss-Hermite quadrature.
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At Q = 1, the eigenvalue equation yields λ = −p0
m
b0
a0
, which represents the root of φ1(p)
multiplied by p0/m. Next, at Q = 2, the eigenvalue equation reads
a0a1λ
2 + (a0b1 + a1b0)λ+ b0b1 + c1 =
φ2(λ)
φ0(λ)
= 0, (4.36)
where the intermediate equality follows by applying the the recurrence relation (4.34) twice
to obtain φ2(λ) in terms of φ0(λ). Eq. (4.36) shows that the eigenvalues of A
+ when Q = 2
are the roots of φ2(λ).
Thus we reach the same conclusion as for the case of the full-range Gauss-Hermite quadra-
ture, which we summarise as follows. The system of moment equations (4.32) is obtained by
applying a linear transformation on the lattice Boltzmann equation (4.1) using the matrices
H+ℓ,k =
φℓ(pk), 1 ≤ k ≤ Q,0, otherwise H−ℓ,k =
φℓ(−pk), Q < k ≤ 2Q,0, otherwise. (4.37)
Putting the Boltzmann equation in the form (4.17) shows that calculating the eigenvalues of
the matrices A+ℓ,s and A−ℓ,s is equivalent to obtaining the eigenvalues of Ak,k′ = pkm δk,k′, which
are just the discrete velocities corresponding to the half-range Gauss quadrature of order Q,
together with their reflection with respect to the origin. Since pk = p0pk (1 ≤ k ≤ Q) is
linked to the roots of φQ(p), it is clear that the resulting eigenvalues are real and distinct
and thus, the system of lattice Boltzmann equations (4.1) is strictly hyperbolic.
We end this section by showing a scatter plot of the quadrature points pk (1 ≤ k ≤ 2Q)
for the Gauss-Laguerre [Fig. 2(a,b)] and half-range Gauss-Hermite [Fig. 2(c,d)] quadratures.
The solid lines indicate that, at fixed Q, the quadrature points satisfy −4Q < pk < 4Q and
−2.5√Q < pk < 2.5
√
Q in the case of the Gauss-Laguerre and half-range Gauss-Hermite
quadratures, respectively.
3. Expansion of the equilibrium distribution function
In the case of half-range quadratures, the function g defined in Eq. (2.2) must be expanded
separately on the positive and negative momentum semiaxes:
gσ =
ω(|p|)
p0
∞∑
ℓ=0
Gσℓ φℓ(|p|), (4.38)
20
where σ = 1 when p > 0 and σ = −1 when p < 0. Following the convention of Eq. (4.28),
the momentum space is discretised using Q = 2Q elements with pk > 0 and pk+Q = −pk for
1 ≤ k ≤ Q. The corresponding equilibrium distributions f (eq)k = ngk are constructed using
gk = wk
N∑
ℓ=0
G+ℓ φℓ(pk), gk+Q = wk
N∑
ℓ=0
G−ℓ φℓ(pk), (4.39)
where the expansion order 0 ≤ N < Q is a free parameter of the model which represents the
order up to which the half-range moments of f (eq) are exactly recovered. The coefficients
G±ℓ can be found using the orthogonality relation (3.5):
G+ℓ =
∫ ∞
0
dp g φℓ(p), G−ℓ =
∫ 0
−∞
dp g φℓ(−p). (4.40)
Irrespective of the choice of quadrature, G±ℓ can be expressed analytically and gk becomes40,41:
gk =
wk
2
N∑
s=0
(
mT
2p20
)s/2
ΦNs (pk)
[
(1 + erf ζ)P+s (ζ) +
2√
π
e−ζ
2
P ∗s (ζ)
]
,
gk+Q =
wk
2
N∑
s=0
(
mT
2p20
)s/2
ΦNs (pk)
[
(1− erf ζ)P+s (−ζ) +
2√
π
e−ζ
2
P ∗s (−ζ)
]
, (4.41)
where ζ = u
√
m/2T , ΦNs (pk) is defined in Eq. (3.17), while P
+
s (ζ) and P
∗
s (ζ) represent
polynomials of orders s and s− 1, respectively, defined through:
P±s (ζ) = e
∓ζ2 d
s
dζs
e±ζ
2
, P ∗s (ζ) =
s−1∑
j=0
(
s
j
)
P+j (ζ)P
−
s−j−1(ζ).. (4.42)
4. Force term
We have seen in Sec. III E that the kernel Khalf(p, p′) for the momentum derivative ∂pf
mixes the distributions of particles on the two semiaxes. The full-range integral with respect
to p′ in Eq. (3.23) can be written as a sum of two half-range integrals over the domains [0,∞)
and (−∞, 0], which can be recovered as follows:
(∂pf)k =
2Q∑
k′=1
Khalfk,k′fk′ . (4.43)
In the above, fk′ is a polynomial of order Q − 1 in pk′. The equality in Eq. (4.43) can
be achieved only if Khalf(p, p′) is truncated at order Q − 1 with respect to φℓ(p′). This
truncation still allows the exact recovery of the integral with respect to p′ in Eq. (3.23) since
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the polynomials φℓ(|p′|) with ℓ ≥ Q are orthogonal to all polynomials of order Q− 1 or less
by virtue of the orthogonality relation (3.5).
We furthermore require the truncation of Khalf(p, p′) at ℓ = Q− 1 with respect to φℓ(|p|).
This truncation allows the closure of the moment equation (4.32) with respect to F±ℓ with
0 ≤ ℓ ≤ Q− 1. We note that the moments of order 0 ≤ s < Q of ∂pf are exactly recovered
when using the above truncation of Khalf(p, p′), since the polynomials φℓ(|p|) with ℓ ≥ Q do
not contribute to the moments of order 0 ≤ s < Q by virtue of the orthogonality relation
(3.5).
The resulting expression for the kernel Khalfk,k′ is:
Khalfk,k′ =
wkσk
p0
[
1 + σkσk′
2
Q−2∑
ℓ=0
φℓ(|pk′|)
Q−1∑
s=ℓ+1
1
γs
φs(|pk|)ϕs,ℓ −
ω(0)
2
ΦQ0 (|pk|)ΦQ0 (|pk′|)
]
, (4.44)
where σk = 1 when 1 ≤ k ≤ Q and σk = −1 when Q < k ≤ 2Q. Let us now specialise
Eq. (4.44) to the case of the Gauss-Laguerre and half-range Gauss-Hermite quadratures.
When the Gauss-Laguerre quadrature is enmployed, ω(z), γℓ and ϕℓ,s take the following
values:
ω(z) = e−z, γℓ = 1, ϕs,ℓ =
1 0 ≤ ℓ < s,0 otherwise. (4.45)
In this case, Eq. (4.44) becomes:
KLk,k′ =
wkσk
p0
[
1 + σkσk′
2
Q−2∑
ℓ=0
Lℓ(|pk′|)
Q−1∑
s=ℓ+1
Ls(|pk|)−
1
2
ΦQ0 (|pk|)ΦQ0 (|pk′|)
]
, (4.46)
where ΦQ0 (|pk|), defined in Eq. (3.17), reduces to:
ΦQ0 (|pk|) =
Q−1∑
s=0
Ls(|p|k), (4.47)
where the upper limit of the sum over s is Q− 1 since LQ(|p|k) = 0.
In the case of the half-range Hermite polynomials, γℓ = 1 and ϕℓ,s can be found in
Eq. (B10). Thus, Eq. (4.44) becomes:
Khk,k′ =
wkσk
p0
{
1 + σkσk′
2
Q−2∑
ℓ=0
hℓ(|pk′|)
[
hℓ,0√
2π
Q−1∑
s=ℓ+1
hs,0hs(|pk|)−
hℓ,ℓ
hℓ+1,ℓ+1
hℓ+1(|pk|)
]
− 1
2
√
2π
ΦQ0 (|pk|)ΦQ0 (|pk′|)
}
. (4.48)
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01 1
1/2 1/4 1/4
1/6 1/6 2/3
TABLE I. Butcher tableau for the third-order Runge-Kutta time-stepping procedure described in
Eq. (4.52).
where ΦQ0 (|pk|) (3.17) reduces to:
ΦQ0 (|pk|) =
Q−1∑
s=0
hs,0hs(|pk|). (4.49)
For the reader’s convenience, we supply the matrix elements Khk,k′ for 1 ≤ Q ≤ 200 as
supplemental material (more details can be found in Appendix C).
C. Numerical method
In order to numerically solve the lattice Boltzmann equation (4.1), we employ an explicit
finite difference scheme based on the total variation diminishing (TVD) third-order Runge-
Kutta (RK-3) method57–61 and the fifth order weighted essentially non-oscillatory (WENO-5)
scheme54,61–65.
1. Time stepping
In order to apply the RK-3 method, Eq. (4.1) can be written as:
∂tfk = L[f ]k, L[f ]k = −pk
m
∂xfk +mg(∂pf)k − 1
τ
(fk − f (eq)k ), (4.50)
where the advective term pk
m
∂xfk is discussed in Subsec. IVC2, while the momentum deriva-
tive is computed as follows:
(∂pf)k =
Q∑
k′=1
Kk,k′fk′. (4.51)
When the full-range Gauss-Hermite quadrature is employed, Q = Q and the kernel Kk,k′ is
given in Eq. (4.23). In the cases when the Gauss-Laguerre and half-range Gauss-Hermite
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ω1 ω2 ω3
σ1 = σ2 = σ3 0.1 0.6 0.3
σ2 = σ3 = 0 0 2/3 1/3
σ3 = σ1 = 0 1/4 0 3/4
σ1 = σ2 = 0 1/7 6/7 0
σ1 = 0 1 0 0
σ2 = 0 0 1 0
σ3 = 0 0 0 1
TABLE II. The weighting factors ωq (4.58) as one, two or all three values of σs vanish.
are employed, Q = 2Q and the corresponding kernels KLk,k′ and Khk,k′ are given in Eqs. (4.46)
and (4.48), respectively.
We discretise the time coordinate using the time step δt. The total variation diminishing
(TVD) preserving RK-3 method proposed in Refs. 54, 57–61, and 66 requires three steps of
the form (4.50), which can be summarised as follows:
f
(1)
k =fk(t) + δt L[f ]k,
f
(2)
k =
3
4
fk(t) +
1
4
f
(1)
k +
1
4
δt L[f (1)]k,
f(t+ δt)k =
1
3
fk +
2
3
f
(2)
k +
2
3
δt L[f (2)]k. (4.52)
The Butcher tableau associated to the above scheme is given in Tab. I.
2. Advection
The domain between the left and right walls is discretised using Nx nodes. In order to bet-
ter capture the macroscopic profiles in the vicinity of the boundaries, we follow Refs. 66–68
and employ the stretching of the coordinate system induced by the following transformation:
x(η) =
L
2A
tanh η, (4.53)
where A ∈ (0, 1) controls the degree of stretching. We construct the spatial grid by employing
Nx equidistant values of η ∈ [−arctanhA, arctanhA], i.e.:
ηi =
(
i− Nx + 1
2
)
δη, δη =
2
Nx
arctanhA, (4.54)
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where i = 1, 2, . . .Nx. The coarsest part of the resulting grid lies near x = 0, while the
densest part lies near the two boundries located at x = ±L/2.
We now write the advection term using the fluxes Fi±1/2 as follows:(pk
m
∂xfk
)
i
≃ Fk;i+1/2 −Fk;i−1/2
x(ηi+1/2)− x(ηi−1/2) , (4.55)
where ηi±1/2 = ηi ± δη/2, while x(ηi±1/2) is defined through Eq. (4.53) and δη is given in
Eq. (4.54). In this paper, we employ the fifth-order weighted essentially non-oscillatory
(WENO-5) scheme54,61–66 for the computation of the fluxes Fi±1/2. For completeness, we
summarise our implementation of the WENO-5 scheme below.
Without loss of generality, we consider the case when pk > 0. The flux Fk;i+1/2 can be
written as:
Fk;i+1/2 = ω1F1k;i+1/2 + ω2F2k;i+1/2 + ω3F3k;i+1/2, (4.56)
where the interpolating functions F qk;i+1/2 are given by:
F1k;i+1/2 =
pk
m
(
1
3
fk;i−2 − 7
6
fk;i−1 +
11
6
fk;i
)
,
F2k;i+1/2 =
pk
m
(
−1
6
fk;i−1 +
5
6
fk;i +
1
3
fk;i+1
)
,
F3k;i+1/2 =
pk
m
(
1
3
fk;i +
5
6
fk;i+1 − 1
6
fk;i+2
)
, (4.57)
while the weighting factors ωq are defined as:
ωq =
ω˜q
ω˜1 + ω˜2 + ω˜3
, ω˜q =
δq
σ2q
. (4.58)
The ideal weights δq are:
δ1 = 1/10, δ2 = 6/10, δ3 = 3/10, (4.59)
while the indicator of smoothness functions σq (q = 1, 2, 3) are given by:
σ1 =
13
12
(fk;i−2 − 2fk;i−1 + fk;i)2 + 1
4
(fk;i−2 − 4fk;i−1 + 3fk;i)2 ,
σ2 =
13
12
(fk;i−1 − 2fk;i + fk;i+1)2 + 1
4
(fk;i−1 − fk;i+1)2 ,
σ3 =
13
12
(fk;i − 2fk;i+1 + fk;i+2)2 + 1
4
(3fk;i − 4fk;i+1 + fk;i+2)2 . (4.60)
It is customary to add a small quantity ε (usually taken as 10−6) in the denominators of ω˜q
to avoid divisions by 0. However, as pointed out in Ref. 59, the effect of this alteration of
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the indicators of smoothness is strongly dependent on the given problem, since ε becomes
a dimensional quantity. Furthermore, the accuracy of the resulting scheme depends on the
value of ε. Since at higher orders, the distribution functions corresponding to large velocities
can have values which are significantly smaller than those for smaller velocities, we cannot
predict the effect of employing a unitary value for ε for all distributions. Therefore, we
prefer to follow Refs. 61 and 66 and compute the limiting values of ω˜q when one, two or all
three of the indicators of smoothness vanish, as indicated in Tab. II.
3. Boundary conditions
In this paper, we only consider the case of full diffuse reflection boundary conditions (i.e.
corresponding to full accomodation at the walls). We implement these boundary conditions
by ensuring that the flux of particles returning into the fluid domain through the cell interface
between the fluid and the wall follows a Maxwellian distribution. For definiteness, let us
consider the case of the left wall, in which case the above condition reads:
Fk;1/2 = f (eq)+
pk
m
, (pk/m > 0), (4.61)
where f
(eq)
+ represents the Maxwell-Boltzmann distribution of the emergent particles [this is
defined later in Eq. (5.3)]. The flux in Eq. (4.61) can be achieved analytically by populating
the ghost nodes at i = −2, −1 and 0 according to:
f−2;k = f−1;k = f0;k = f
(eq)
+ , (pk/m > 0). (4.62)
With the above definitions, Eq. (4.60) shows that σ1 = 0 for i = 0. According to Tab. II,
ω1 = 1 and ω2 = ω3 = 0 when σ1 = 0. Thus, Eq. (4.56) implies that
Fk;1/2 = F1k;1/2 = fk;0
pk
m
. (4.63)
Thus, Eq. (4.61) is established.
In order to calculate the fluxes at i = 1/2 and i = 3/2 for particles travelling towards the
wall (pk < 0), a quadratic extrapolation is used:
fk;0 =3fk;1 − 3fk;2 + fk;3,
fk;−1 =6fk;1 − 8fk;2 + 3fk;3, (4.64)
(pk < 0).
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Finally, mass conservation is ensured by requiring that:
Q∑
k=1
Fk;1/2 = 0. (4.65)
This translates into the following equation for the particle number density n+ of the emergent
particles:
n+ = −
∑
pk<0
Fk;1/2∑
pk>0
g+k
, (4.66)
where g+k = f
(eq)
+ /n+ is introduced in Eq. (4.19) for the full-range Gauss-Hermite quadrature
and in Eq. (4.41) for the case when half-range quadratures are employed.
D. Notation
The models considered in this paper have three free parameters: the type of quadra-
ture (we will only consider the full-range Gauss-Hermite and the half-range Gauss-Hermite
quadratures in the remainder of this paper); the quadrature order Q; and the order N of
the expansion of the function g in f (eq). To denote an LB model based on the full-range
Gauss-Hermite quadrature of order Q (employing Q discrete momentum vectors) and order
N for the expansion of f (eq), we will use the notation HLB(N ;Q). A similar model based
on the half-range Gauss-Hermite quadrature will be denoted HHLB(N ;Q), but in this case,
the size of the momentum set is Q = 2Q, since a number of Q quadrature points is required
on each semiaxis.
The significance of the quadrature order Q was discussed for the case of the full-range
Gauss-Hermite quadrature in Subsec. IVA1, while for the case of half-range quadratures
(including the half-range Hermite quadrature), more details can be found in Subsec. IVB1.
The significance of the expansion order N of the equilibrium distribution function was ex-
plained in Subsecs. IVA3 and IVB3 for the case of the full-range Gauss-Hermite quadrature
and the half-range quadratures, respectively.
V. NUMERICAL RESULTS
To illustrate the method introduced in section IV, we consider in this paper the problem
of a one-dimensional flow between two diffuse reflective boundaries at rest. The flow is
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driven by a force derived from a linear potential V (x) = mgx, giving rise to a constant force
pointing towards the right wall:
F = −∂xV (x) = −mg, (5.1)
where m is the mass of the particles and g is the constant gravitational acceleration.
This section is divided as follows. In Subsec. VA, we discuss the macroscopic equations
governing the flow. The particular case when the walls have equal temperatures admits
an equilibrium solution which we discuss in Subsec. VB. In Subsec. VC, we validate our
models in the Navier-Stokes (small Kn) limit, where both the full-range and the half-range
LB models adequately recover the analytic solution. In Subsec. VD, we derive the analytic
solution for the free molecular flow regime and demonstrate that in the ballistic regime, the
models based on the full-range Gauss-Hermite quadrature are no longer adequate. However,
we find that the models based on the half-range Gauss-Hermite quadrature with the force
term implemented as described in Sec. IVB4 correctly recover the analytic solution. In
Subsec. VG we make an analysis of the capabilities of the full-range and half-range models
to simulate flows in the transition regime.
A. Macroscopic equations
The Boltzmann equation (2.1) in the presence of the force (5.1) can be written as:
∂tf +
p
m
∂xf −mg∂f
∂p
= −1
τ
(f − f (eq)). (5.2)
Fixing the origin of the coordinate system at x = 0, the channel walls are located at
x+ = −L/2 and x− = L/2, where f obeys diffuse reflection boundary conditions:
f(x+, p > 0) = f
(eq)
+ = n+g+, f(x−, p < 0) = f
(eq)
− = n−g−,
g± =
1√
2πmT±
exp
(
− p
2
2mT±
)
. (5.3)
In the above, f
(eq)
± are the Maxwell-Boltzmann distributions (2.2) for the particles emerging
from the wall, defined using the particle number densities n±, the vanishing velocity of the
walls and the wall temperatures T±. The densities n± at the walls can be computed by
requiring that the mass fluxes through the boundaries vanish, cf. (4.66):
n+ = −
∫ 0
−∞
f(x+, p) p dp∫ ∞
0
g(0, T+; p) p dp
, n− = −
∫ ∞
0
f(x−, p) p dp∫ ∞
0
g(0, T−; p) p dp
, (5.4)
where g(u, T ; p) is defined in Eq. (2.2).
In the stationary state, Eq. (5.2) reduces to:
p
m
∂xf −mg∂f
∂p
= −1
τ
(f − f (eq)). (5.5)
Multiplying the above equation by 1, p and p2 and integrating with respect to p yields:
∂x(nu) =0, (5.6a)
∂x(nT + ρu
2) =− ρg, (5.6b)
∂x
(
qx +
3
2
nuT +
1
2
ρu3
)
=− ρug, (5.6c)
where ρ = nm is the mass density, while the particle number density n, macroscopic velocity
u, temperature T and heat flux q are obtained as moments of f , as follows:
n =
∫ ∞
−∞
dp f, u =
1
n
∫ ∞
−∞
dp p f,
T =
1
nm
∫ ∞
−∞
dp (p−mu)2 f, q =
∫ ∞
−∞
dp
(p−mu)3
2m2
f. (5.7)
Furthermore, n(x) can be used to compute the total number of particles in the channel,
defined as:
N =
∫ L/2
−L/2
dxn(x). (5.8)
Since u = 0 on the boundaries, Eq. (5.6a) implies that u(x) = 0 throughout the channel,
such that the remaining two equations reduce as follows:
∂x(nT ) =− nmg, (5.9a)
q =const. (5.9b)
B. Equal wall temperatures
When the two walls are at the same temperature T+ = T− = Tw, complete thermal
equilibrium is achieved in the stationary state for all values of the relaxation time τ . Indeed,
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FIG. 3. Density profiles (dashed lines with points) at equilibrium (T− = T+) for the case when the
potential has the linear form in Eq. (5.1), obtained at Kn = 0.5 using the HLB(4; 5) model (see
Sec. IVD for more details on this notation), compared with the analytic solution (lines) given in
Eq. (5.11). Excellent agreement was found for all values of the gravitational constant g considered
here.
setting T = Tw in Eq. (5.9a) yields:
f =
n(x)√
2πmTw
exp
(
− p
2
2mTw
)
, (5.10)
where
n(x) =
mgN
2Tw sinh
mgL
2Tw
exp
(
−mgx
Tw
)
. (5.11)
The constant N represents the total number of particles between the walls and is defined in
(5.8). It can be checked that the above solution satisfies the Boltzmann equation (5.2) for
any value of τ .
Since the analytic result does not depend on the value of Kn, we have chosen Kn = 0.5
to validate our models. Our numerical results obtained using the HLB(4; 5) model (see
Sec. IVD for more details on this notation) are compared with the analytic expression
(5.11) in Fig. 3 and an excellent agreement can be observed. In our simulations, we used
a number of Nx = 24 nodes stretched according to Eq. (4.53) with stretching parameter
A = 0.99. The time step was set to δt = 10−3.
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C. Different wall temperatures: Hydrodynamic regime
At small values of Kn, the flow is close to equilibrium and the Chapman-Enskog expansion
can be employed to obtain an approximate solution of the Boltzmann equation69–71. The
heat flux can be computed using Fourier’s law:
q = −κT∂xT, κT = 3τnT
2m
. (5.12)
In this paper, we consider the following model for the relaxation time16:
τ =
Kn
n
, (5.13)
such that Eq. (5.9b) can be rearranged as follows:
∂xT
2 = A, (5.14)
where A is a constant. The solution of the above equation is:
T (x) =
√
Ax+B, (5.15)
where the constants A and B are determined by the boundary conditions:
A =
T 2− − T 2+
L
, B =
T 2− + T
2
+
2
. (5.16)
It is remarkable that, in the Navier-Stokes limit, the temperature profile does not depend on
g. More generally, it can be shown that T (x) does not depend on the form of the potential
V (x). Substituting Eq. (5.15) into Eq. (5.12) yields:
q(x) =
3Kn
4mL
(T 2+ − T 2−). (5.17)
To find the expression for the particle number density n, Eq. (5.9a) can be integrated,
yielding:
n(x) =
mgN
2T (x) sinh mgL
T++T−
exp
[
− mgL
T 2− − T 2+
[2T (x)− T− − T+]
]
, (5.18)
where the total number of particles N is defined in Eq. (5.8). It can be checked that
Eq. (5.18) reduces to Eq. (5.11) when T− = T+ = Tw.
Figures 4(a) and (b) show a comparison between our numerical results and the analytic
expression (5.18) obtained for n in the Navier-Stokes regime (N was set to 1), for various
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FIG. 4. Navier-Stokes regime (Kn = 10−3): Comparison between the density n (top) and tem-
perature T (bottom) profiles obtained using the HLB(4; 5) model (dashed lines with points) and
the analytic solutions (5.11) and (5.15), respectively (contiguous lines). The plots for n corre-
spond to the accelerations g = 0.1 (left) and g = 1.0 (right). Since the temperature profile in the
Navier-Stokes regime does not depend on the potential (i.e. on the value of g), (c) displays only the
case when g = 1.0. The curves correspond to various temperature differences ∆T = (T− − T+)/2
between the left and right walls.
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values of the temperature difference ∆T = (T−−T+)/2 and for two values of the gravitational
acceleration: g = 0.1 and g = 1.0. In both cases, the agreement is excellent. Since in
the Navier-Stokes limit, the temperature does not depend on g, Fig. 4(c) compares the
temperature profile obtained using our models and the analytic expression in Eq. (5.15)
only for the case when g = 1.0. Also in this case, it can be seen that the agreement is
excellent. The numerical results were obtained using the HLB(4; 5) model (this notation is
explained in Sec. IVD. The time step was set to δt = 10−4, the fluid domain was discretised
using Nx = 24 nodes and we performed 5.000.000 iterations to ensure that the stationary
state was achieved.
D. Ballistic regime: analytic analysis
Let us consider the stationary solutions of the Boltzmann equation in the ballistic regime,
when the right hand side of Eq. (5.5) vanishes:
p
m
∂xf −mg∂pf = 0, (5.19)
where f obeys the diffuse reflection boundary conditions (5.3). During free-streaming, the
total energy (Hamiltonian) of each particle, defined through:
H = V (x) +
p2
2m
, (5.20)
is conserved. Indeed, it can be checked that H satisfies Eq. (5.19), since ∂xH = mg and
∂pH = p/m.
The distribution function can be written as:
f(x, p) = θ+f
+ + θ−f
−, (5.21a)
where (θ+, θ−) are Heaviside step functions which reduce to (1, 0) and (0, 1) on the left
and right walls, respectively. The functions f± ≡ f±(x, p) are completely determined by
the diffuse reflection boundary conditions (5.3), together with the requirement that the
Hamiltonian (5.20) an invariant of the Boltzmann equation:
f+ =
n+√
2πmT+
exp
{
− 1
T+
[
p2
2m
+ V (x)− V (x+)
]}
, (5.21b)
f− =
n−√
2πmT−
exp
{
− 1
T−
[
p2
2m
+ V (x)− V (x−)
]}
, (5.21c)
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where n± and T± represent the densities and temperatures of the walls.
In order to find the form of the arguments of θ±, we note that the potential V (x) = mgx
has a maximum on the right wall. For a given position x, three situations can occur: a) the
particle has a negative momentum, such that the particle will travel to the left boundary;
(b) the particle is travelling rightwards and its kinetic energy is larger than the potential
difference between the right wall and its current location: in this case, the particle will hit the
right wall; (c) the momentum of the particle is positive, however the value of its Hamiltonian
H is smaller than the potential at the right boundary: this implies that the particle will
reach a minimum approach with respect to the right wall, after which its momentum will
become negative and its behaviour will be similar to the one described for case (a). This
suggests that θ+ and θ− can be written as:
θ+ ≡ θ(p +m
√
q(L− 2x)), θ− ≡ θ(−p−m
√
g(L− 2x)). (5.22)
Indeed, substituting θ+ ≡ θ(p±
√
2m[a+ − V (x)]) instead of f in Eq. (5.19) gives:(
p
m
∂
∂x
−mg ∂
∂p
)
θ(±p±m
√
g(L− 2x))
= ∓
√
g
L− 2xδ[±p±m
√
g(L− 2x)][p+m
√
g(L− 2x)]. (5.23)
It can be seen that the right hand side of the above equation vanishes due to the presence
of the delta function.
Thus, the full solution of the stationary Boltzmann equation in the ballistic regime subject
to a force derived from the potential V (x) = mgx is:
f(x, p) = θ[p+m
√
g(L− 2x)]n+e
−mg(L+2x)/2T+
√
2πmT+
e−p
2/2mT+
+ θ[−p−m
√
g(L− 2x)]n−e
mg(L−2x)/2T−
√
2πmT−
e−p
2/2mT− . (5.24)
The mass flux inside the channel is given by:∫ ∞
−∞
dp f p =
√
m
2π
(
n+
√
T+e
−2mgL/T+ − n−
√
T−
)
, (5.25)
which is constant, as expected from the continuity equation. In order to prevent mass
transfer through the boundaries, the constants n± must satisfy:
n−
√
T− = n+e
−mgL/T+
√
T+. (5.26)
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The particle number density can be found by substituting Eq. (5.24) into Eq. (5.7):
n(x) =
n+
2
e−mg(L+2x)/2T+erfc
(
−
√
mg(L− 2x)
2T+
)
+
n−
2
emg(L−2x)/2T−erfc
(√
mg(L− 2x)
2T−
)
. (5.27)
The constant n+ can be found by considering the total number of particles N inside the
channel, which is defined in Eq. (5.8). Using the following formula:∫ a
0
dz ezerf
√
z = eaerf
√
a− 2
√
a
π
, (5.28)
the total number of particles N can be expressed in terms of n±:
N = n+T+
2mg
e−mgL/T+
[
emgL/T+erfc
(
−
√
mgL
T+
)
− 1
]
+
n−T−
2mg
[
emgL/T−erfc
(√
mgL
T−
)
− 1
]
. (5.29)
Using Eq. (5.26), the following expressions for n− and n+ can be obtained:
n−
√
T− = n+
√
T+e
−mgL/T+
=
2mgN
√
T+
[
emgL/T+erfc
(
−
√
mgL
T+
)
− 1
]
+
√
T−
[
emgL/T−erfc
(√
mgL
T−
)
− 1
] . (5.30)
Thus, the paricle number density can be written as:
n(x) = mgN
1√
T+
e
mg(L−2x)
2T+ erfc
(
−
√
mg(L−2x)
2T+
)
+ 1√
T−
e
mg(L−2x)
2T
− erfc
(√
mg(L−2x)
2T−
)
√
T+
[
emgL/T+erfc
(
−
√
mgL
T+
)
− 1
]
+
√
T−
[
emgL/T−erfc
(√
mgL
T−
)
− 1
] . (5.31)
An expression for the temperature can be obtained using Eq. (5.7):
nT
2
= n+e
−mgL/T+emg(L−2x)/2T+
∫ ∞
−m
√
g(L−2x)
dp√
2πmT+
p2
2m
e−p
2/2mT+
+ n−e
mg(L−2x)/2T−
∫ −m√g(L−2x)
−∞
dp√
2πmT−
p2
2m
e−p
2/2mT− . (5.32)
Using the following property:
2√
π
∫ ∞
a
dz z2 e−z
2
=
a√
π
e−a
2
+
1
2
erfc(a), (5.33)
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the final expression for T (x) can be obtained:
T (x) =
√
T+e
mg(L−2x)
2T+ erfc
(
−
√
mg(L−2x)
2T+
)
+
√
T−e
mg(L−2x)
2T
− erfc
√
mg(L−2x)
2T−
1√
T+
e
mg(L−2x)
2T+ erfc
(
−
√
mg(L−2x)
2T+
)
+ 1√
T−
e
mg(L−2x)
2T
− erfc
√
mg(L−2x)
2T−
. (5.34)
The heat flux can be obtained using Eq. (5.7):
q(x) =
n−
√
T−√
2πm
(T+ − T−)
=
gN (T+ − T−)
√
2m/π
√
T+
[
e
mgL
T+ erfc
(
−
√
mgL
T+
)
− 1
]
+
√
T−
[
e
mgL
T
− erfc
(√
mgL
T−
)
− 1
] (5.35)
It can be checked that n (5.31), T (5.34) and q (5.35) satisfy Eqs. (5.6). In the limit
T− = T+ = Tw, n reduces to Eq. (5.11), while T (x)→ Tw and q → 0.
E. Ballistic regime: HLB vs HHLB
We now set g = 0.1 and ∆T = (T− − T+)/2 = −0.4. Because the left wall has a higher
temperature than the right wall (i.e. T+ = 1.4 compared to T− = 0.6), the gas particles tend
to accumulate on the right wall. On the other hand, the gravitational force (g = 0.1) acts
from right to left, inducing an accumulation of particles on the left wall. The result is a non-
trivial particle distribution having a minimum in the central region of the channel and local
maxima in the vicinity of the walls. Our numerical results for the particle number density
n and temperature T are compared in Fig. 5 with the corresponding analytic expressions
(5.31) and (5.34), respectively. Throughout this section, all simulation results presented
were obtained using a time step of δt = 10−4 on a grid of Nx = 24 points. The stretching
parameter in Eq. (4.53) is A = 0.99.
The plots on the left of Fig. 5 show the numerical results obtained using the full-range
Gauss-Hermite models HLB(N ;Q) for Q ∈ {20, 50, 100, 500} and N = min(20, Q− 1). At
low quadrature orders, the density profile obtained using the HLB models decreases mono-
tonically from the left to the right wall, in qualitative contrast to the analytic prediction.
At Q = 500, the density profile obtained using the HLB model is closer to the analytic
prediction, but it presents non-physical oscillations, such that its shape is still qualitatively
incorrect. The temperature profile decreases monotonically from the left wall to the right
wall for all quadrature orders, as required analytically. The temperature on the walls slowly
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FIG. 5. Density (top) and temperature (bottom) profiles in the ballistic regime for g = 1.0 and
∆T = (T−−T+)/2 = −0.4, obtained using the HLB (left) and HHLB (right) models. The numerical
results are shown using dashed lines and points, while the analytic solutions (5.31) and (5.34), are
shown using continuous lines.
approaches the analytic value from below (above) on the left (right) wall, indicating that
the temperature jump is overestimated at low quadrature orders. The temperature profile
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FIG. 6. Density (top) and temperature (bottom) profiles in the ballistic regime for g = 0.1 (left)
and g = 1.0 (right). The curves correspond to various values of ∆T = (T−−T+)/2. The numerical
results are shown using dashed lines and points, being in excellent agreement with the analytic
solutions (5.31) and (5.34), which are shown using continuous lines.
in the bulk still does not approach the form of the analytic profile even when Q = 500.
The numerical results obtained in the same condition as described above using the half-
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range Gauss-Hermite models HHLB(N ;Q) (employing a number of Q = 2Q velocities) with
Q ∈ {10, 25, 50, 200} and N = min(20, Q−1) are presented in the plots on the right in Fig. 5.
While even at low quadrature orders, the results obtained using the HHLB models are closer
to the analytic prediction than those obtained using the HLB models, the resulting profiles
exhibit unphysical oscillations. The quadrature order at which these oscillations disappear
seems to depend on the grid size, as will be demonstrated later. It is important to note that
when Q = 200, the agreement between the numerical and the analytic results is excellent.
The plots in Fig. 6 show a comparison between our simulation results obtained using
the HHLB(20; 200) model and the analytic profiles in Eqs. (5.31) and (5.34) for g = 0.1
(left) and g = 1 (right) at ∆T = (T− − T+)/2 ∈ {0.6, 0.3, 0.0,−0.4}. It can be seen that
the agreement between our numerical solutions and the analytic profiles is excellent for all
tested values of g and ∆T . A more quantitative analysis of the accuracy of our method is
discussed in the following subsection.
F. Ballistic regime: convergence tests
To gain some quantitative insight on the convergence properties of our LB models, we
follow Refs. 40 and 41 and perform the convergence test described below. First, we fix as
reference profilesMref ∈ {nref , Tref} the profiles corresponding to the analytic solutions (5.31)
and (5.34), evaluated at the points corresponding to our chosen grid. The convergence of
our models is tested by analysing the relative error between the profiles obtained using our
models and the reference profiles. We introduce for a given profile M ∈ {n, T} the error
ε(M) through:
ε(M) =
maxx[M(x)−Mref(x)]
max{maxx[M(x)]−minx[M(x)], 0.1} . (5.36)
where the denominator measures the spread of M(x) (i.e. the difference between the max-
imum and the minimum values of M(x)), bounded from below by 0.1. In this paper, we
consider that convergence is achieved when the error ε(M) is less than 1% for allM ∈ {n, T},
i.e.:
εmax ≡ max
M∈{n,T}
ε(M) < 0.01. (5.37)
Figure 7(a) shows that the error εmax decreases with the number of grid points Nx for
Nx . 36. The increase in εmax as Nx is further increased is due to the development of
spurious oscillations which seem to increase in amplitude as Nx is increased at fixed values
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FIG. 7. Relative error εmax (5.37) with respect to the analytic profiles in the free-streaming regime
of: (a) the results obtained with the HHLB(20; 200) model as a function of the number of grid
points Nx; (b) the results obtained using the models HLB(N ;Q) and HHLB(N ;Q) at Nx = 24 as
a function of the number of velocities (Q for the HLB models and 2Q for the HHLB models).
of Q. In Fig. 7(b), we fix Nx = 24 and study the dependence of εmax on the quadrature
order Q for the HLB(N ;Q) and the HHLB(N ;Q) models, where N = min(20, Q − 1). It
can be seen that the error in the HLB models decreases at a much slower rate than the error
corresponding to the HHLB models.
G. Transition regime
In Subsec. VC we validated our implementation of the force term by comparing our
numerical results for the particle number density n and temperature T in the Navier-Stokes
regime with the analytic results (5.18) and (5.15), respectively. Next, we have shown in
Subsec. VF that the HHLB(N ;Q) models based on the half-range Gauss-Hermite quadrature
can reproduce, at large enough values of the quadrature Q, the analytic solutions (5.31) and
(5.34) for n and T in the ballistic regime. At the same time, we have shown that in the
ballistic regime, the HLB(N ;Q) based on the full-range Gauss-Hermite models exhibit a
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FIG. 8. Density (top) and temperature (bottom) profiles obtained using our LB models (dotted
lines and points) when g = 0.1 (left) and g = 1.0 (right). The analytic formulae represented using
contiguous lines are given by Eqs. (5.18) (n) and (5.15) (T ) in the hydrodynamic regime and by
Eqs. (5.31) (n) and (5.34) (T ) in the ballistic regime.
slow convergence towards the analytic solutions, with the error obtained using the test
introduced in Refs. 40 and 41 and described in Eq. (5.37) being εmax ≃ 25.9% with respect
41
to the analytic solution even at Q = 500.
In this section, we attempt to analyse the ability of the HLB and HHLB models to simu-
late flows in the transition regime. In the absence of an analytic solution of the Boltzmann-
BGK equation (2.1) or of results obtained using other methods, we will limit the analysis
to employing the convergence test introduced in Subsec. VF, but in this case with respect
to the reference profiles obtained using the HHLB(20; 200) model. According to Fig. 7, this
model produces profiles which are within the 1% error limit of the analytic solution in the
ballistic regime.
Figure 8 shows the numerical results obtained using our models at various values of the
Knudsen number Kn. At Kn = 0.001, the numerical results obtained using the HLB(4; 5)
model are compared with the analytic solutions derived in Subsec. VC. In the ballistic
regime, the numerical results obtained using the HHLB(20; 200) model are compared with
the analytic solutions derived in Subsec. VD. In the transition regime Kn ∈ {0.1, 0.5, 1},
the numerical results represented in Fig. 8 were obtained using the HHLB(20; 200) model.
Taking as reference the profiles obtained using the HHLB(20; 200) model atNx = 24 nodes
and a time step δt = 10−4, we test the convergence of the HLB(N ;Q) and HHLB(N ;Q)
models in the transition regime as Q is increased, with N = min(Q − 1, 20). Figure 9
shows the error εmax (5.37) computed with respect to the reference profiles. It can be seen
that the results obtained using the HLB(N ;Q) models unambiguously converge towards the
reference profiles, but the error at a fixed number of velocities is always larger than when the
HHLB(N ;Q) models are considered. Out of the six convergence tests that we conducted, the
HLB(N ;Q) models managed to satisfy the 1% convergence test only in three cases, namely
(g,Kn) ∈ {(0.1, 0.1), (0.1, 0.5), (1, 0.1)}, failing when (g,Kn) ∈ {(0.1, 1), (1, 0.5), (1, 1)} for
all tested Q ≤ 500. It can be seen that at fixed Kn, the convergence of the HLB and HHLB
models is slower as g is increased.
VI. CONCLUSION
In this paper, we have presented a systematic procedure for the construction of lattice
Boltzmann models based on half-range quadratures for force-driven flows in confined ge-
ometries. In order to ensure the correct recovery of the zeroth order half-range moment of
the momentum derivative ∂pf of the distribution function, we have shown that the theory
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FIG. 9. Total error εmax (5.37) computed with respect to the reference profiles obtained using the
HHLB(20; 200) model for Kn = 0.5 (dotted lines with points) and Kn = 1.0 (continuous lines with
points) when g = 0.1 (left) and g = 1.0) (right). The error εmax is shown as a function of the
number of velocities Q = Q and 2Q for the HLB(N ;Q) and HHLB(N ;Q) models, respectively.
of distributions must be employed in order to cope with the potential discontinuity of the
distribution function f at p = 0.
In order to validate our proposed scheme, we have considered the problem of a gas under
the action of gravity (i.e. V (x) = mgx, where g is the constant gravitational acceleration)
between two diffuse-reflecting walls. We validated our models using analytic solutions in
three regimes: in the isothermal regime (i.e. the walls have equal temperature); in the
Navier-Stokes regime; and in the ballistic regime. In order for our models to accurately
reproduce the analytic solutions, we employ a grid stretching algorithm which allows the
mesh to be refined near the boundaries, where the gradients of the macroscopic fields are in
general steeper. In all cases, our simulation results reproduce to high accuracy the analytic
predictions.
While in the isothermal and Navier-Stokes regimes, the models based on the full-range
Gauss-Hermite quadrature are sufficiently accurate to reproduce the analytic solution, as
the value of Kn is increased, half-range capabilities are requried in order to deal with the
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discontinuity of the distribution function induced by the boundaries. In the ballistic regime,
we were able to reduce the error with respect to the analytic solution to less than 1% on
a grid consisting of Nx = 24 nodes by using the HHLB(20; 200) model, which employs an
expansion of order N = 20 of the equilibrium distribution function f (eq) and a quadrature
order Q = 200. Our convergence test showed that the error of the HLB(N ;Q) models based
on the full-range Gauss-Hermite quadrature compared to the analytic result was over 25%
even when Q = 500.
We further performed an analysis of the properties of our models in the transition regime,
at Kn = 0.5 and Kn = 1. Since no analytic solution was available in this regime, we
performed a convergence study by taking the results obtained using the HHLB(20; 200)
model as reference profiles. Our analysis showed that the error εmax in the profiles obtained
using the HLB(N ;Q) models with respect to the reference profiles decreases monotonically
as Q is increased. The value of εmax stays larger than 1% for Kn ∈ {0.5, 1} when g = 1 for
all Q ≤ 500, while when g = 0.1, we were able to reduce εmax under 1% at Q = 500 only for
Kn = 0.5.
In this paper, we have only considered the academic example of a constant force acting
between two walls which have different temperatures. However, the purpose of this paper
is to introduce the formalism necessary to implement the momentum derivative of the dis-
tribution function when half-range quadratures are employed. Furthermore, the example
considered in this paper was taken for simplicity to be one-dimensional. While we highlight
in Appendix A that the methodology is easily extendible to higher dimensions, we defer
further validation tests for future publications. A direct application of the formalism in-
troduced in this paper can be found in Ref. 66, where the circular Couette flow between
concentric cylinders is considered.
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Appendix A: Extension to multiple dimensions
In d dimensions, the Boltzmann equation (2.1) becomes:
∂tf +
p
m
· ∇f + F · (∇pf) = −1
τ
(f − f (eq)). (A1)
The numerical solution of Eq. (A1) can be obtained following the same steps described in
Sec. IV, which we summarise in what follows. We refer to the resulting models as mixed
quadrature lattice Boltzmann models, following Refs. 40 and 41. For definiteness, we will
always refer to the case d = 3. Since there is no direct generalisation of one-dimensional
advection schemes, we will restrict the discussion in this appendix to the discretisation of
the momentum space (Sec. A 1), the construction of f (eq) (Sec. A 2) and the construction of
the force term (Sec. A 2 a).
1. Discretisation of the momentum space
In the mixed quadrature lattice Boltzmann models, the momentum space is constructed
using a direct product rule. This allows the quadrature on each axis to be constructed
independently by taking into account the characteristics of the flow, as employed, e.g., in
for the 2D Couette40, 2D Poiseuille41 and 3D Couette42 flows.
Since in this paper we propose a Cartesian split of the momentum space, the elements of
the discrete set of momentum vectors can be written as pijk = (px,i, py,j, pz,k). The indices i,
j and k run from 1 to Qα (α ∈ {x, y, z}), where Qα = Qα or Qα = 2Qα when a full-range or
half-range quadrature of order Qα is employed on the α axis. The distribution function fijk
corresponding to the momentum vector pijk is linked to the Boltzmann distribution function
through the direct extension of Eq. (4.6):
fijk =
(
wxi p0,x
ω(px,i)
)(
wyj p0,y
ω(py,j)
)(
wzkp0,z
ω(pz,k)
)
fQx,Qy,Qz(px,i, py,j, pz,k). (A2)
The weights wαs are given by Eq. (4.5) for the case of the full-range Gauss-Hermite quadrature
and by Eq. (4.31) when the half-range Gauss-Laguerre or Gauss-Hermite quadratures are
employed, respectively.
After the discretisation of the momentum space, Eq. (A1) becomes:
∂tfijk +
pijk
m
· ∇fijk + F · (∇pf)ijk = −1
τ
(fijk − f (eq)ijk ). (A3)
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2. Expansion of the equilibrium distribution function
The Maxwell-Boltzmann equilibrium distribution can be factorised with respect to the
Cartesian axes as follows40–42:
f (eq) = ngxgygz, (A4)
where gα ≡ g(uα, T ; pα) is defined in Eq. (2.2). After choosing the type of quadrature,
the quadrature order Qα and the expansion order Nα on each axis α, f
(eq)
ijk is obtained by
multiplying the corresponding truncations of gx,i, gy,j and gz,k:
f
(eq)
ijk = ngx,igy,jgz,k, (A5)
where gα,s is given by Eqs. (4.19) and (4.41) when the full-range Gauss-Hermite quadrature
and half-range quadratures are employed.
a. Force term
In order to implement the force term in multiple dimensions, the inner product between
the force F and the momentum derivative ∇pf can be expanded as follows:
F · ∇pf = Fx∂pxf + Fy∂pyf + Fz∂pzf. (A6)
Each momentum derivative can be computed using the corresponding kernel function, fol-
lowing the prescription in Eqs. (2.11) and (3.23):
∂pxf =
∫ ∞
−∞
dpxK(px, p′x)f(p′x, py, pz),
∂pyf =
∫ ∞
−∞
dpy K(py, p′y)f(px, p′y, pz),
∂pzf =
∫ ∞
−∞
dpz K(pz, p′z)f(px, py, p′z). (A7)
The kernel function K(p, p′) is given in Eqs. (2.12) when the full-range Gauss-Hermite is
employed. For a generic half-range quadrature, the kernel function is given in Eq. (3.24).
After the discretisation of the momentum space, the momentum derivatives of f can be
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written as: (
∂f
∂px
)
ijk
=
Qx∑
i′=1
Ki,i′fi′jk,
(
∂f
∂py
)
ijk
=
Qy∑
j′=1
Kj,j′fij′k,
(
∂f
∂pz
)
ijk
=
Qz∑
k′=1
Kk,k′fijk′, (A8)
where the kernel function Ks,s′ for the full-range Gauss-Hermite quadrature is given in
Eq. (4.23). For a general half-range quadrature, the kernel is given in Eq. (4.44), while
for the specific cases of the Gauss-Laguerre and half-range Gauss-Hermite quadratures, the
kernel is given in Eqs. (4.46) and (4.48).
Finally, the analogue of Eq. (A6) after the discretisation of the momentum space reads:
F · (∇pf)ijk = Fx
(
∂f
∂px
)
ijk
+ Fy
(
∂f
∂py
)
ijk
+ Fz
(
∂f
∂pz
)
ijk
. (A9)
Appendix B: Half-range orthogonal polynomials
Let {φℓ(z)} be the set of polynomials employed in Sec. III, which satisfy the orthogonality
relation (3.5) on the domain [0,∞), forming a complete set in the sense of Eq. (3.7) The
polynomial φℓ(z) is of order ℓ in z and admits the following expansion:
φℓ(z) =
ℓ∑
s=0
φℓ,sz
s, (B1)
where φℓ,s are constant coefficients. In particular, it can be seen that:
φℓ(0) = φℓ,0. (B2)
The derivative of φℓ(z) with respect to z is a polynomial of order ℓ − 1, which can be
expressed with respect to the (complete) set {φℓ(z)} as follows:
φ′ℓ(z) = −
ℓ−1∑
s=0
ϕℓ,sφs(z), (B3)
where ϕℓ,s are constant coefficients. The minus sign was inserted for future convenience.
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In the construction of the momentum derivative of the distribution function f , it will be
useful to compute the expansion of the derivative of ω(z)φℓ(z) in the following form:
∂[ω(z)φℓ(z)]
∂z
= ω(z)
∞∑
s=0
1
γs
ψℓ,sφs(z), (B4)
where ψℓ,s can be calculated as in Eq. (3.6), using an integration by parts:
ψℓ,s = −ω(0)φℓ(0)φs(0) +
s−1∑
j=0
ϕs,j 〈φℓ, φj〉 . (B5)
Equation (B3) was used to eliminate φ′s(x). The inner product above vanishes for all values
of j which are smaller than ℓ. Hence, it only contributes to ψℓ,s when s > ℓ. Substituting
the above result back into Eq. (B4), the following result can be obtained:
∂[ω(z)φℓ(z)]
∂z
= −ω(z)ω(0)φℓ,0
∞∑
s=0
1
γs
φs,0φs(z) + ω(z)γℓ
∞∑
s=ℓ+1
1
γs
ϕs,ℓφs(z). (B6)
Let us now specialise the above to the case of the half-range Hermite polynomials {hℓ(z)},
for which the weight function ω(z) and norm γℓ have the following expressions:
ω(z) =
1√
2π
e−z
2/2, γℓ = 1. (B7)
The coefficients ϕℓ,s introduced in Eq. (B3) can be obtained by multiplying Eq. (B3) by
ω(z)φs(z) and integrating with respect to z:
ϕℓ,s = ω(0)hℓ,0hs,0 − 〈hℓ, zhs〉+ 〈hℓ, h′s〉 , (B8)
where an integration by parts was used. Since h′s is a polynomial of order s− 1 < ℓ, the last
term in the above equality vanishes. To evaluate the second term, the following recursion
relation can be employed40:
hs+1(z) = (asz + bs)hs(z) + cshs−1(z). (B9)
Since s < ℓ, hℓ is orthogonal on hs and hs−1, allowing Eq. (B8) to be written as:
ϕℓ,s = ω(0)hℓ,0hs,0 − 1
as
δℓ,s+1, (B10)
where as is given by
40:
as =
hs+1,s+1
hs,s
. (B11)
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Appendix C: Note on supplemental material
The supplemental material available at the publisher’s website consists of a collection of
data files organised as follows.
The files roots-herm.txt, weights-herm.txt, roots-hh.txt and weights-hh.txt con-
tain the roots of the full-range and half-range Hermite polynomials employed in this paper,
as well as their corresponding weights. Each of these files comprise 200 lines corresponding
to 1 ≤ Q ≤ 200. Line Q consists of Q entries corresponding to the roots or weights for the
quadrature order Q, as follows:
x1,1
x2,1 x2,2
x3,1 x3,2 x3,3
. . . . . . . . . . . . . .
In the above, xQ,k represents the k’th root or weight for quadrature order Q.
The files kherm-Q*.dat contain, for a given value of Q, the Q×Q matrix elements of the
kernel KHk,k′ (4.23). The files consist of Q rows corresponding to 1 ≤ k ≤ Q with Q entries
each, corresponding to 1 ≤ k′ ≤ Q:
KH1,1 KH1,2 . . . KH1,Q
KH2,1 KH2,2 . . . KH2,Q
. . . . . . . . . . . . . . . . . . . .
KHQ,1 KHQ,2 . . . KHQ,Q
Finaly, the files khh-Q*.dat contain, for a given value of Q, the 2Q×2Q matrix elements
of the kernel Khk,k′ (4.44), with 1 ≤ k ≤ 2Q and 1 ≤ k′ ≤ 2Q. The (k′)’th element on line k
corresponds to Khk,k′.
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