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Abstract
Flow-based generative models are an important class of
exact inference models that admit efficient inference and sam-
pling for image synthesis. Owing to the efficiency constraints
on the design of the flow layers, e.g. split coupling flow lay-
ers in which approximately half the pixels do not undergo
further transformations, they have limited expressiveness
for modeling long-range data dependencies compared to
autoregressive models that rely on conditional pixel-wise
generation. In this work, we improve the representational
power of flow-based models by introducing channel-wise
dependencies in their latent space through multi-scale au-
toregressive priors (mAR). Our mAR prior for models with
split coupling flow layers (mAR-SCF) can better capture
dependencies in complex multimodal data. The resulting
model achieves state-of-the-art density estimation results on
MNIST, CIFAR-10, and ImageNet. Furthermore, we show
that mAR-SCF allows for improved image generation qual-
ity, with gains in FID and Inception scores compared to
state-of-the-art flow-based models.
1. Introduction
Deep generative models aim to learn complex dependen-
cies within very high-dimensional input data, e.g. natural
images [3, 28] or audio data [7], and enable generating new
samples that are representative of the true data distribution.
These generative models find application in various down-
stream tasks like image synthesis [11, 20, 38] or speech
synthesis [7, 39]. Since it is not feasible to learn the ex-
act distribution, generative models generally approximate
the underlying true distribution. Popular generative mod-
els for capturing complex data distributions are Generative
Adversarial Networks (GANs) [11], which model the distri-
bution implicitly and generate (high-dimensional) samples
by transforming a noise distribution into the desired space
with complex dependencies; however, they may not cover
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Figure 1. Our mAR-SCF model combines normalizing flows with
autoregressive (AR) priors to improve modeling power while en-
suring that the computational cost grows linearly with the spatial
image resolution N ×N .
all modes of the underlying data distribution. Variational
Autoencoders (VAEs) [20] optimize a lower bound on the
log-likelihood of the data. This implies that VAEs can only
approximately optimize the log-likelihood [30].
Autoregressive models [10, 37, 38] and normalizing flow-
based generative models [8, 9, 18] are exact inference models
that optimize the exact log-likelihood of the data. Autore-
gressive models can capture complex and long-range depen-
dencies between the dimensions of a distribution, e.g. in
case of images, as the value of a pixel is conditioned on a
large context of neighboring pixels. The main limitation of
this approach is that image synthesis is sequential and thus
difficult to parallelize. Recently proposed normalizing flow-
based models, such as NICE [8], RealNVP [9], and Glow
[18], allow exact inference by mapping the input data to a
known base distribution, e.g. a Gaussian, through a series of
invertible transformations. These models leverage invertible
split coupling flow (SCF) layers in which certain dimensions
are left unchanged by the invertible transformation as well as
SPLIT operations following which certain dimensions do not
undergo subsequent transformations. This allows for consid-
erably easier parallelization of both inference and generation
processes. However, these models lag behind autoregressive
models for density estimation.
To appear in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Seattle, WA, USA, June 2020.
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In this work, we (i) propose multi-scale autoregressive pri-
ors for invertible flow models with split coupling flow layers,
termed mAR-SCF, to address the limited modeling power
of non-autoregressive invertible flow models [9, 14, 18, 28]
(Fig. 1); (ii) we apply our multi-scale autoregressive prior
after every SPLIT operation such that the computational
cost of sampling grows linearly in the spatial dimensions
of the image compared to the quadratic cost of traditional
autoregressive models (given sufficient parallel resources);
(iii) our experiments show that we achieve state-of-the-art
density estimation results on MNIST [22], CIFAR10 [21],
and ImageNet [31] compared to prior invertible flow-based
approaches; and finally (iv) we show that our multi-scale
autoregressive prior leads to better sample quality as mea-
sured by the FID metric [13] and the Inception score [32],
significantly lowering the gap to GAN approaches [27, 40].
2. Related Work
In this work, we combine the expressiveness of autore-
gressive models with the efficiency of non-autoregressive
flow-based models for exact inference.
Autoregressive models [6, 10, 12, 15, 26, 37, 38] are a class
of exact inference models that factorize the joint probability
distribution over the input space as a product of conditional
distributions, where each dimension is conditioned on the
previous ones in a pre-defined order. Recent autoregressive
models, such as PixelCNN and PixelRNN [37, 38], can gen-
erate high-quality images but are difficult to parallelize since
synthesis is sequential. It is worth noting that autoregressive
image models, such as that of Domke et al. [10], significantly
pre-date their recent popularity. Various extensions have
been proposed to improve the performance of the PixelCNN
model. For example, Multiscale-PixelCNN [29] extends
PixelCNN to improve the sampling runtime from linear to
logarithmic in the number of pixels, exploiting conditional
independence between the pixels. Chen et al. [6] introduce
self-attention in PixelCNN models to improve the modeling
power. Salimans et al. [33] introduce skip connections and a
discrete logistic likelihood model. WaveRNN [17] leverages
customized GPU kernels to improve the sampling speed for
audio synthesis. Menick et al. [23] synthesize images by se-
quential conditioning on sub-images within an image. These
methods, however, still suffer from slow sampling speed and
are difficult to parallelize.
Flow-based generative models, first introduced in [8], also
allow for exact inference. These models are composed of
a series of invertible transformations, each with a tractable
Jacobian and inverse, which maps the input distribution to
a known base density, e.g. a Gaussian. Papamakarios et
al. [25] proposed autoregressive invertible transformations
using masked decoders. However, these are difficult to par-
allelize just like PixelCNN-based approaches. Kingma et
al. [19] propose inverse autoregressive flow (IAF), where the
means and variances of pixels depend on random variables
and not on previous pixels, making it easier to parallelize.
However, the approach offers limited generalization [39].
Recent extensions. Recent work [1, 9, 18] extends normaliz-
ing flows [8] to multi-scale architectures with split couplings,
which allow for efficient inference and sampling. For exam-
ple, Kingma et al. [18] introduce additional invertible 1× 1
convolutions to capture non-linearities in the data distribu-
tion. Hoogeboom et al. [16] extend this to d×d convolutions,
increasing the receptive field. [4] improve the residual blocks
of flow layers with memory efficient gradients based on the
choice of activation functions. A key advantage of flow-
based generative models is that they can be parallelized for
inference and synthesis. Ho et al. [14] propose Flow++ with
various modifications in the architecture of the flows in [9],
including attention and a variational quantization method to
improve the data likelihood. The resulting model is compu-
tationally expensive as non-linearities are applied along all
the dimensions of the data at every step of the flow, i.e. all
the dimensions are instantiated with the prior distribution at
the last layer of the flow. While comparatively efficient, such
flow-based models have limited expressiveness compared
to autoregressive models, which is reflected in their lower
data log-likelihood. It is thus desirable to develop models
that have the expressiveness of autoregressive models and
the efficiency of flow-based models. This is our goal here.
Methods with complex priors. Recent work [5] develops
complex priors to improve the data likelihoods. VQ-VAE2
integrates autoregressive models as priors [28] with discrete
latent variables [5] for high-quality image synthesis and
proposes latent graph-based models in a VAE framework.
Tomczak et al. [36] propose mixtures of Gaussians with pre-
defined clusters, and [5] use neural autoregressive model
priors in the latent space, which improves results for image
synthesis. Ziegler et al. [41] learn a prior based on normal-
izing flows to capture multimodal discrete distributions of
character-level texts in the latent spaces with nonlinear flow
layers. However, this invertible layer is difficult to be op-
timized in both directions. Moreover, these models do not
allow for exact inference. In this work, we propose complex
autoregressive priors to improve the power of invertible split
coupling-based normalizing flows [9, 14, 18].
3. Overview and Background
In this work, we propose multi-scale autoregressive pri-
ors for split coupling-based flow models, termed mAR-SCF,
where we leverage autoregressive models to improve the
modeling flexibility of invertible normalizing flow models
without sacrificing sampling efficiency. As we build upon
normalizing flows and autoregressive models, we first pro-
vide an overview of both.
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l1i<latexit sha1_base64="ecvxS75HhrKB7G4eL+FCC2tp2hQ=">AAACY3 icbVHLSsQwFE3re3zVx06E4jDgxqFVQZeiG5cKjgozY0kzt04wTUtyK46hP+nOnRv/w3SmyPi4EDg551zuzUmcC64xCN4dd2Z2bn5hcamxvLK6tu5tb N7qrFAMOiwTmbqPqQbBJXSQo4D7XAFNYwF38dNFpd89g9I8kzc4yqGf0kfJE84oWiryXlu9lOIwTsywjOSDCctGqwe55iKTjW9NlJGRB2H5YHoIL2gu 6nv5nyWcYlXNNqZtfGKKvGbQDsbl/wVhDZqkrqvIe+sNMlakIJEJqnU3DHLsG6qQMwF2RqEhp+yJPkLXQklT0H0zzqj0W5YZ+Emm7JHoj9npDkNTrUdp bJ3Vqvq3VpH/ad0Ck9O+4TIvECSbDEoK4WPmV4H7A66AoRhZQJnidlefDamiDO23VCGEv5/8F9wetsOj9uH1cfPsvI5jkeyQPbJPQnJCzsgluSIdwsi HM++sO57z6S67m+72xOo6dc8W+VHu7hdwjrgh</latexit> ri<latexit sha1_base64="IntGalcq7C5e/6qsABvGT1cA6ZU=">AAACcn icbVHLSgMxFM2M7/qqihsFHS0FF1pmVNCl6MalglWhrUMmvdMGM5khuSOWMB/g77nzK9z4AaZ1kPq4EDg559zk5iTKBNfo+2+OOzE5NT0zO1eZX1hcW q6urN7qNFcMmiwVqbqPqAbBJTSRo4D7TAFNIgF30ePFUL97AqV5Km9wkEEnoT3JY84oWiqsvtTbCcV+FJt+EcoHExSVehsyzUUqK9+aKEIjD4LiwbQR ntFclPviP0swxqqS/enjX65xEy/Cas1v+KPy/oKgBDVS1lVYfW13U5YnIJEJqnUr8DPsGKqQMwH2+FxDRtkj7UHLQkkT0B0ziqzw6pbpenGq7JLojdjx DkMTrQdJZJ3DKfVvbUj+p7VyjE87hsssR5Ds66I4Fx6m3jB/r8sVMBQDCyhT3M7qsT5VlKH9pYoNIfj95L/g9rARHDUOr49rZ+dlHLNkk+ySPRKQE3J GLskVaRJG3p11Z8vZdj7cDXfHLbNznbJnjfwod/8TvxW+1A==</latexit>
lC11
<latexit sha1_base64="nJfwarp 14/3SuBphIRvRqLpmSRY=">AAACkXicbVFdS8MwFE3rd/2a+uhLcQx8cbQ qqA/K0BfBFwWnwjZLmt26YJqW5FYcof/H3+Ob/8ZsFtl0FwIn55zLubmJ c8E1BsGX487NLywuLa94q2vrG5u1re0HnRWKQZtlIlNPMdUguIQ2chTwlC ugaSzgMX69GumPb6A0z+Q9DnPopfRF8oQzipaKah+NbkpxECdmUEby2YSl 1+hCrrnIpPeriTIy8iAsn00X4R3NVXUvZ1nCCVZV7LSPz3Dx0pu0TGfZp KhWD5rBuPz/IKxAnVR1G9U+u/2MFSlIZIJq3QmDHHuGKuRMgE0rNOSUvdI X6FgoaQq6Z8YbLf2GZfp+kil7JPpjdrLD0FTrYRpb52ho/VcbkbO0ToHJ ac9wmRcIkv0EJYXwMfNH3+P3uQKGYmgBZYrbWX02oIoytJ/o2SWEf5/8Hz wcNsOj5uHdcb11Wa1jmeySPbJPQnJCWuSa3JI2Yc6Gc+ycOxfujnvmttzK 6zpVzw6ZKvfmG10qyi8=</latexit>
l11<latexit sha1_base64="4bSR2ZXb81VwRwOEYUePVL7K0eU=">AAACiH icbVFdS8MwFE3rd/2a+uhLcQwEcbR+oL6Jvvio4FTYZkmzWxeWpiW5FUfob/E/+ea/MZ1Fpu5Cwsk55+be3MS54BqD4NNx5+YXFpeWV7zVtfWNzcbW9 oPOCsWgwzKRqaeYahBcQgc5CnjKFdA0FvAYj64r/fEVlOaZvMdxDv2UvkiecEbRUlHjvdVLKQ7jxAzLSD6bsPRaPcg1F5n0fjRRRkYehuWz6SG8obmu z+UsSzjFqpr97eMzXLz0pi3VRXYro0YzaAeT8P+DsAZNUsdt1PjoDTJWpCCRCap1Nwxy7BuqkDMBtkihIadsRF+ga6GkKei+mQyy9FuWGfhJpuyS6E/Y 6QxDU63HaWydVa/6r1aRs7Rugcl533CZFwiSfRdKCuFj5le/4g+4AoZibAFlittefTakijK0f+fZIYR/n/wfPBy1w+P20d1J8/KqHscy2SV7ZJ+E5Ix ckhtySzqEOQvOgXPinLqeG7hn7sW31XXqnB3yK9yrLzAQxho=</latexit> r1<latexit sha1_base64="JkZ7Gz44b+3N4MSildVhTHCaRBA=">AAACmH icbVFdT9swFHUCDOg+KKC9jJeIqhIvq2I2CSReKmBie2MTBaS2RI57Qy0cJ7JvEJWV38R/4Y1/g1OiqZReydLxOed++DrOpTAYhs+ev7S88mF1bb3x8 dPnLxvNza1LkxWaQ49nMtPXMTMghYIeCpRwnWtgaSzhKr47qfSre9BGZOoCJzkMU3arRCI4Q0dFzcf2IGU4jhM7LiN1Y2nZaA8gN0JmqvFfk2Vk1Xda 3tgBwgPak/peLrLQGVbX7FufWOASc56qkq06zJpoGTVbYSecRvAe0Bq0SB3nUfNpMMp4kYJCLpkxfRrmOLRMo+ASXPnCQM74HbuFvoOKpWCGdrrYMmg7 ZhQkmXZHYTBlZzMsS42ZpLFzVlOaea0iF2n9ApPDoRUqLxAUf22UFDLALKh+KRgJDRzlxAHGtXCzBnzMNOPo/rLhlkDnn/weXO536I/O/t+fre5xvY4 1skN2yR6h5IB0yW9yTnqEe1+9I+/U++V/87v+mf/n1ep7dc42eRP+vxd5gMyp</latexit>
f 1✓n
<latexit sha1_base64="ceoEBAmvXla9c13lAl4jB56aMXg=">AAACq3 icbVHLTuMwFHXCc8JjCizZRFSV2FAlgDQsEWxmhUBQWtGUyHFvqIXjRPYNorLyc/MJs5u/wSnRiJZeydLxOec+fJ0UgmsMgn+Ou7K6tr6x+cPb2t7Z/ dna23/UeakY9FgucjVIqAbBJfSQo4BBoYBmiYB+8npd6/03UJrn8gGnBYwy+iJ5yhlFS8WtP50oozhJUjOpYvlswsrrRFBoLnLp/ddEFRt5ElbPJkJ4 R3Pd3KtllvALqxp23seXuPiCp65k5jqoGeulsR1iAkhjaS22dtxqB91gFv53EDagTZq4jVt/o3HOygwkMkG1HoZBgSNDFXImoPKiUkNB2St9gaGFkmag R2a268rvWGbsp7myR6I/Y79mGJppPc0S66zn1otaTS7ThiWmFyPDZVEiSPbZKC2Fj7lff5w/5goYiqkFlCluZ/XZhCrK0H6vZ5cQLj75O3g87YZn3dO 78/blVbOOTXJIjsgxCckvckl+k1vSI8w5dm6cvjNwT9x798mNPq2u0+QckLlw4QPd19RG</latexit>
f 1✓n 1
<latexit sha1_base64="c7G++aevJkdOCFyUToiqkLDLAV8=">AAACr3 icbVFdT9swFHWy8bGMjzIe9xKtqrSHUcUwaTwieOGRTZQiNW3muDfUwnEi+wZRWfl7+wF749/glAjR0ivZOj7nXN/r67SUwmAUPXn+h48bm1vbn4LPO 7t7+52DLzemqDSHAS9koW9TZkAKBQMUKOG21MDyVMIwvb9o9OEDaCMKdY3zEsY5u1MiE5yho5LOv16cM5ylmZ3ViZpYWge9GEojZKGCV03WiVVHtJ7Y GOER7UV7rtdZ6BtWt+yyT6xxiRVPc5NdqqAXbJAlrokZIGtbmFi3J51u1I8WEb4HtAVd0sZV0vkfTwte5aCQS2bMiEYlji3TKLiEOogrAyXj9+wORg4q loMZ28W867DnmGmYFdotheGCfZthWW7MPE+ds+ndrGoNuU4bVZidjq1QZYWg+EuhrJIhFmHzeeFUaOAo5w4wroXrNeQzphlH98WBGwJdffJ7cHPcpyf 9498/u2fn7Ti2yVfyjXwnlPwiZ+SSXJEB4d4P74838mKf+kN/4v99sfpem3NIlsIXz6O81cQ=</latexit>
f 1✓i
<latexit sha1_base64="EGIsJm0Y1FhKKYwSntDWXtDiSw0=">AAACrX icbVFdT9swFHUyNiBjo4xHXiKqShPSuoRNgke0vvBYJApsTRs57k1r4TiRfYOorPy7/QLe+Dc4bYRo6ZUsHZ9z7oevk0JwjUHw7Lgftj5+2t7Z9T7vf fm63zr4dqPzUjEYsFzk6i6hGgSXMECOAu4KBTRLBNwm971av30ApXkur3FewCijU8lTzihaKm7970QZxVmSmlkVy7EJK68TQaG5yKX3qokqNvJHWI1N hPCIptfcq02W8A2rGnbVxze4+JqnrmRWOqgF66WxHWIGSOsca7LV41Y76AaL8N+DsAFt0kQ/bj1Fk5yVGUhkgmo9DIMCR4Yq5ExA5UWlhoKyezqFoYWS ZqBHZrHtyu9YZuKnubJHor9g32YYmmk9zxLrrCfX61pNbtKGJabnI8NlUSJItmyUlsLH3K+/zp9wBQzF3ALKFLez+mxGFWVoP9izSwjXn/we3Jx2w1/ d06vf7Ys/zTp2yBE5Jt9JSM7IBbkkfTIgzDlx+s5f55/70x24kTteWl2nyTkkK+FOXwAvI9VN</latexit>
f 1✓1
<latexit sha1_base64="l1ndQNTsICS2U9LTB9emtbh0vE8=">AAACrX icbVFNT9tAEF27tIBLSyhHLhZRpAqpqU0rwRE1F45BIkAbJ9Z6M05WrNfW7hgRrfzv+gu48W9YJxYiISOt9ObNm4+dSQrBNQbBs+N+2Pr4aXtn1/u89 +Xrfuvg243OS8VgwHKRq7uEahBcwgA5CrgrFNAsEXCb3Pfq+O0DKM1zeY3zAkYZnUqeckbRUnHrfyfKKM6S1MyqWI5NWHmdCArNRS6915ioYiN/hNXY RAiPaHqNX22ShG9Y1bCrOr5Bxdc0dSWz0kEtWC+N7RAzQFp7VmSrx6120A0W5r8HYQPapLF+3HqKJjkrM5DIBNV6GAYFjgxVyJmAyotKDQVl93QKQwsl zUCPzGLbld+xzMRPc2WfRH/Bvs0wNNN6niVWWU+u12M1uSk2LDE9HxkuixJBsmWjtBQ+5n59On/CFTAUcwsoU9zO6rMZVZShPbBnlxCuf/k9uDnthr+ 6p1e/2xd/mnXskCNyTL6TkJyRC3JJ+mRAmHPi9J2/zj/3pztwI3e8lLpOk3NIVsydvgDYrNUV</latexit>
✏
<latexit sha1_base64="LebZ8miRV0JsqtgipoMV87075vE=">AAACtn icbVFLT+MwEHayyyssUNjjXqKtKnHZKgEkOCK4cGQlWor6iBx30lp1nMieICorP5ELN/7NOiWs2tKRLH3zzTcPz8S54BqD4N1xv33f2t7Z3fP2fxwcH jWOT7o6KxSDDstEpnox1SC4hA5yFNDLFdA0FvAYz26r+OMzKM0z+YDzHIYpnUiecEbRUlHjtTVIKU7jxEzLSI5MWHqfxAByzUUmS++/RpSRkX/CcmQG CC9obmt/oyRcYlXNrur4BhVf01SVzEoHtWC9VhLZKaaAtHKtypaPGs2gHSzM/wrCGjRJbfdR420wzliRgkQmqNb9MMhxaKhCzgTYXRQacspmdAJ9CyVN QQ/NYu2l37LM2E8yZZ9Ef8EuZxiaaj1PY6usRtfrsYrcFOsXmFwNDZd5gSDZR6OkED5mfnVDf8wVMBRzCyhT3M7qsylVlKG9tGeXEK5/+SvonrXD8/b Z34vm9U29jl3yi/wmpyQkl+Sa3JF70iHMOXeenNhh7pU7csGdfEhdp875SVbMzf8B+tbZNQ==</latexit>
(a) Generative model for mAR-SCF.
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x
<latexit sha1_base64="CPn/AH6zyetDuK2aXv+DRQKMHf0=">AAAB8XicbVDLSgMxFL3js9ZX1aWbYBFcl Zkq6LLoxmUF+8C2lEx6pw3NZIYkI5ahf+HGhSJu/Rt3/o2ZdhbaeiBwOOdecu7xY8G1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZQohg0WiUi1fapRcIkNw43AdqyQhr7Alj++yfzWIyrNI3lvJjH2QjqUPOCMGis9dENqRn6QPk3 7pbJbcWcgy8TLSRly1Pulr+4gYkmI0jBBte54bmx6KVWGM4HTYjfRGFM2pkPsWCppiLqXzhJPyalVBiSIlH3SkJn6eyOlodaT0LeTWUK96GXif14nMcFVL+UyTgxKNv8oSAQxEcnOJwOukBkxsYQyxW1WwkZUUWZsSUVbgrd48 jJpViveeaV6d1GuXed1FOAYTuAMPLiEGtxCHRrAQMIzvMKbo50X5935mI+uOPnOEfyB8/kD/oeRIA==</latexit>
f✓i<latexit sha1_base64="P5UJmnQyw5/e2L+UV+5jztiRc34=">AAACsXicbZHPT9swFMed8GNdGKyD4y7RKiQuqxKKtB3RuHAsEgWmJg2O+0KtOk5kv0yr rPx/O+/Gf4NTItSWPsnS15/3ffbzc1oKrjEInh13Z3dv/0Pno3fw6fDoc/fL8Z0uKsVgxApRqIeUahBcwgg5CngoFdA8FXCfzq+a/P0fUJoX8hYXJcQ5fZI844yiRUn332mUU5ylmZnViZyYsPbeSASl5qKQK0jUiZHfw3piIoS/aK7a/VbL6lmqpes+vsXFNzzNSWbtBrWkXpbYJmaAtKmpk24v6AfL8N+LsBU90sYw6f6 PpgWrcpDIBNV6HAYlxoYq5ExA7UWVhpKyOX2CsZWS5qBjs5x47Z9aMvWzQtkl0V/S1QpDc60XeWqdTdN6M9fAbblxhdnP2HBZVgiSvV6UVcLHwm++z59yBQzFwgrKFLe9+mxGFWVoP9mzQwg3n/xe3J33w0H//Oaid/mrHUeHfCXfyBkJyQ9ySa7JkIwIc/rOrRM7E3fg/nYf3fTV6jptzQlZC3f+AlTD14c=</latexit >
SPLIT
mAR 
prior 
l1i<latexit sha1_base64="O9k67+zGctmKvIePEB0ScaSEDDg=">AAADBHicbVJba9RAFJ7EW42XbvVNXwaXQIXtklShBV+KgiwEpEK3LWy2YTI7yY47k4SZ iXQd5sEX/4ovPijiqz/CN/+Nk22WXdseCHznO5fvnJNJK0alCoK/jnvj5q3bdzbuevfuP3i42dl6dCzLWmAyxCUrxWmKJGG0IENFFSOnlSCIp4ycpLM3TfzkIxGSlsWRmldkzFFe0IxipCyVbDlP/CzR0xSZM70TmpiRTG3HHKlpmmlskg+9pZNZJxY0n6rnnh8rcq4sOTdJdIZhLClf5GHE9DtjG9RJ1LNszlES2fw8GVz fP+rBNYFoJbCmuvI+mUTPjOcPEBJx7PlHAhUyKwX3lluscs8brCgnMn4Fo52wHVpLOyORsMxM0+FtW7asYlaB2lvo0Jik0w36wcLgVRC2oAtaO0w6f+JJiWtOCoUZknIUBpUaayQUxYxYkVqSCuEZysnIwgLZ4cZ68RMN9C0zgXYZ+xUKLtj1Co24lHOe2sxmVnk51pDXxUa1yvbHmhZVrUiBL4SymkFVwuZFwAkVBCs2t wBhQe2sEE+RQFjZd+PZI4SXV74Kjnf74Yv+7vuX3YPX7Tk2wFPwDGyDEOyBAzAAh2AIsPPZ+ep8d364X9xv7k/310Wq67Q1j8F/5v7+BynJ9Ow=</latexit>
}
<latexit sha1_base64="7iKKFhijwPJkM5hhP7UDcqTxMCA=">AAACLXicbZDNbtNAFIXHoZSQlpLCko1FHCksiOywoMtIZcGySOSnyo81nlw no4xnrJnrqpHrF+qGV0GVuihCbHkNJk4WNOmRRvrm3Hs1c0+UCm7Q9x+cyrOD54cvqi9rR8evTl7XT9/0jco0gx5TQulhRA0ILqGHHAUMUw00iQQMouX5uj64Am24kt9xlcIkoXPJY84oWiusf2l6aWsxFSG7WUz1B6/W9MZsptCUBKnhQsmSEa4xvy7WHIc5L6b5x8DevHHhhfWG3/ZLufsQbKFB troI63fjmWJZAhKZoMaMAj/FSU41ciagqI0zAyllSzqHkUVJEzCTvNy2cJvWmbmx0vZIdEv3/4mcJsasksh2JhQXZre2Np+qjTKMzyY5l2mGINnmoTgTLip3HZ074xoYipUFyjS3f3XZgmrK0AZcsyEEuyvvQ7/TDj61O986je7lNo4qeUfekxYJyGfSJV/JBekRRm7JT/JAfjk/nHvnt/Nn01pxt jNvySM5f/8BKr2kgw==</latexit>
4Ci
<latexit sha1_base64="ulKr4XrO3F+qLT5GZx8FIbEQtKc=">AAACPHicbZBLbxMxFIU9KY8QKISyZDMiEyksGs0EpLKMlA3LVJBHlcfI49xJrHrskX2najSdH9YNP4IdKzZdgBBb1jiTLCDplWx9Pude2T5RKrhB3//mVI4ePHz0uPqk9vTZ8fMX9ZcnQ6MyzWDAlFB6HFEDgksYIEcB41QDTSIBo+iyt/FHV6ANV/IzrlOYJXQpecwZRSuF9U9NL22t5iJkN6u5fuvVmt6ULRSakiA1XCh ZMsI15tfFhuMw58U8Pw3K09Tu3vut3ytC7oX1ht/2y3IPIdhBg+yqH9a/TheKZQlIZIIaMwn8FGc51ciZgKI2zQyklF3SJUwsSpqAmeXl5wu3aZWFGyttl0S3VP+dyGlizDqJbGdCcWX2vY14nzfJMP4wy7lMMwTJthfFmXBRuZsk3QXXwFCsLVCmuX2ry1ZUU4Y275oNIdj/8iEMO+3gXbtz3ml0L3ZxVMlr8oa0SEDOSJd8JH0yIIzcku/kB/npfHHunF/O721rxdnNvCL/lfPnLwIcqeg=</latexit>
2Ci
<latexit sha1_base64="1V+8KepGM19fwt2hyA+AaPNo5PA=">AAACPHicbZA7b9swFIWpNE/n5bRjFiGWgWSIIblDMxrw0jFF48SBHwJFX8VEKFIgrwIbin5Ylv6IbJm6dGhRZM0cWvbQxrkAiY/n3AuSJ0oFN+j7T87Kh9W19Y3Nrcr2zu7efvXg46VRmWbQYUoo3Y2oAcEldJCjgG6qgSaRgKvotj3zr+5AG67kBU5TGCT0RvKYM4pWCqvf6156PB6KkN2Ph/rEq9S9PhspNCVBarhQsmS ECeaTYsZxmPNimJ8G5alvd68599tFyL2wWvMbflnuMgQLqJFFnYfVx/5IsSwBiUxQY3qBn+Igpxo5E1BU+pmBlLJbegM9i5ImYAZ5+fnCrVtl5MZK2yXRLdV/J3KaGDNNItuZUBybt95MfM/rZRifDXIu0wxBsvlFcSZcVO4sSXfENTAUUwuUaW7f6rIx1ZShzbtiQwjefnkZLpuN4HOj+a1Za10v4tgkh+SIHJOAfCEt8pWckw5h5IH8JL/JH+eH88v56zzPW1ecxcwn8l85L6/+76nm</latexit>
2Ci
<latexit sha1_base64="1V+8KepGM19fwt2hyA+AaPNo5PA=">AAACPHicbZA7b9swFIWpNE/n5bRjFiGWgWSIIblDMxrw0jFF48SBHwJFX8VEKFIgrwIbin5Ylv6IbJm6dGhRZM0cWvbQxrkAiY/n3AuSJ0oFN+j7T87Kh9W19Y3Nrcr2zu7efvXg46VRmWbQYUoo3Y2oAcEldJCjgG6qgSaRgKvotj3zr+5AG67kBU5TGCT0RvKYM4pWCqvf6156PB6KkN2Ph/rEq9S9PhspNCVBarhQsmS ECeaTYsZxmPNimJ8G5alvd68599tFyL2wWvMbflnuMgQLqJFFnYfVx/5IsSwBiUxQY3qBn+Igpxo5E1BU+pmBlLJbegM9i5ImYAZ5+fnCrVtl5MZK2yXRLdV/J3KaGDNNItuZUBybt95MfM/rZRifDXIu0wxBsvlFcSZcVO4sSXfENTAUUwuUaW7f6rIx1ZShzbtiQwjefnkZLpuN4HOj+a1Za10v4tgkh+SIHJOAfCEt8pWckw5h5IH8JL/JH+eH88v56zzPW1ecxcwn8l85L6/+76nm</latexit>
4Ci
<latexit sha1_base64="ulKr4XrO3F+qLT5GZx8FIbEQtKc=">AAACPHicbZBLbxMxFIU9KY8QKISyZDMiEyksGs0EpLKMlA3LVJBHlcfI49xJrHrskX2najSdH9YNP4IdKzZdgBBb1jiTLCDplWx9Pude2T5RKrhB3//mVI4ePHz0uPqk9vTZ8fMX9ZcnQ6MyzWDAlFB6HFEDgksYIEcB41QDTSIBo+iyt/FHV6ANV/IzrlOYJXQpecwZRSuF9U9NL22t5iJkN6u5fuvVmt6ULRSakiA1XCh ZMsI15tfFhuMw58U8Pw3K09Tu3vut3ytC7oX1ht/2y3IPIdhBg+yqH9a/TheKZQlIZIIaMwn8FGc51ciZgKI2zQyklF3SJUwsSpqAmeXl5wu3aZWFGyttl0S3VP+dyGlizDqJbGdCcWX2vY14nzfJMP4wy7lMMwTJthfFmXBRuZsk3QXXwFCsLVCmuX2ry1ZUU4Y275oNIdj/8iEMO+3gXbtz3ml0L3ZxVMlr8oa0SEDOSJd8JH0yIIzcku/kB/npfHHunF/O721rxdnNvCL/lfPnLwIcqeg=</latexit>
Ni/2
<latexit sha1_base64="P+4d+u2ER0yCxMehDRlp8OEY0ww=">AAACTHicbZDNT9swGMadMqAEBh07conWVILDSlImjSNSLztNTKLA1I/Icd9Qq44d2W8mqpA/cJcddttfscsOm6ZJuGkOfOyVbP38vM8r20+cCW4wCH44jbUX6xubzS13e+fl7l7r1f6lUblmMGBKKH0dUwOCSxggRwHXmQaaxgKu4nl/2b/6AtpwJS9wkcE4pTeSJ5xRtFLUYh0/O5xNRMTuZhN95Lsdf8SmCk1FkBkulKwY4RaL23LJSVTwclK8DavTqNrfrQz9MuK+W7s/2sNxz49a7 aAbVOU9h7CGNqnrPGp9H00Vy1OQyAQ1ZhgGGY4LqpEzAaU7yg1klM3pDQwtSpqCGRdVGKXXscrUS5S2S6JXqQ8nCpoas0hj60wpzszT3lL8X2+YY3I6LrjMcgTJVhclufBQectkvSnXwFAsLFCmuX2rx2ZUU4Y2f9eGED798nO47HXDk27vU6999rmOo0kOyBtySELynpyRD+ScDAgjX8lP8pv8cb45v5y/zr+VteHUM6/Jo2ps3AO76q6Q</latexit>
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(b) SCF flow with mAR prior.
Figure 2. Flow-based generative models with multi-scale autoregressive priors (mAR-SCF). The generative model (left) shows the multi-scale
autoregressive sampling of the channel dimensions of li at each level. The spatial dimensions of each channel are sampled in parallel. ri are
computed with invertable transformations. The mAR-SCF model (right) shows the complete multi-scale architecture with the mAR prior
applied along the channels of li, i.e. at each level i after the SPLIT operation.
Normalizing flows. Normalizing flows [8] are a class of
exact inference generative models. Here, we consider invert-
ible flows, which allow for both efficient exact inference and
sampling. Specifically, invertible flows consist of a sequence
of n invertible functions fθi , which transform a density on
the data x to a density on latent variables z,
x
fθ1←→ h1
fθ2←→ h2 · · · fθn←→ z. (1)
Given that we can compute the likelihood of p(z), the
likelihood of the data x under the transformation f can be
computed using the change of variables formula,
log pθ(x) = log p(z) +
n∑
i=1
log |det Jθi |, (2)
where Jθi = ∂hi/∂hi−1 is the Jacobian of the invertible trans-
formation fθi going from hi−1 to hi with h0 ≡ x. Note that
most prior work [4, 8, 9, 14, 18] considers i.i.d. Gaussian
likelihood models of z, e.g. p(z) = N (z |µ, σ).
These models, however, have limitations. First, the re-
quirement of invertibility constrains the class of functions
fθi to be monotonically increasing (or decreasing), thus lim-
iting expressiveness. Second, of the three possible variants
of fθi to date [41], MAF (masked autoregressive flows),
IAF (inverse autoregressive flows), and SCF (split coupling
flows), MAFs are difficult to parallelize due to sequential
dependencies between dimensions and IAFs do not perform
well in practice. SCFs strike the right balance with respect to
parallelization and modeling power. In detail, SCFs partition
the dimensions into two equal halves and transform one of
the halves ri conditioned on li, leaving li unchanged and
thus not introducing any sequential dependencies (making
parallelization easier). Examples of SCFs include the affine
couplings of RealNVP [9] and MixLogCDF couplings of
Flow++ [14].
In practice, SCFs are organized into blocks [8, 9, 18] to
maximize efficiency such that each fθi typically consists of
SQUEEZE, STEPOFFLOW, and SPLIT operations. SQUEEZE
trades off spatial resolution for channel depth. Suppose an in-
termediate layer hi is of size [Ci,Ni,Ni], then the SQUEEZE
operation transforms it into size [4 Ci,Ni/2,Ni/2] by re-
shaping 2 × 2 neighborhoods into 4 channels. STEPOF-
FLOW is a series of SCF (possibly several) coupling layers
and invertible 1× 1 convolutions [8, 9, 18].
The SPLIT operation (distinct from the split couplings)
splits an intermediate layer hi into two halves {li, ri} of
size [2 Ci,Ni/2,Ni/2] each. Subsequent invertible layers
fθj>i operate only on ri, leaving li unchanged. In other
words, the SPLIT operation fixes some dimensions of the
latent representation z to li as they are not transformed any
further. This leads to a significant reduction in the amount
of computation and memory needed. In the following, we
denote the spatial resolutions at the n different levels as N =
{N0, · · · ,Nn}, with N = N0 being the input resolution.
Similarly, C = {C0, · · · ,Cn} denotes the number of feature
channels, with C = C0 being the number of input channels.
In practice, due to limited modeling flexibility, prior SCF-
based models [9, 14, 18] require many SCF coupling layers
in fθi to model complex distributions, e.g. images. This in
turn leads to high memory requirements and also leads to
less efficient sampling procedures.
3
Autoregressive models. Autoregressive generative mod-
els are another class of powerful and highly flexible exact
inference models. They factorize complex target distribu-
tions by decomposing them into a product of conditional
distributions, e.g. images with N × N spatial resolution
as p(x) =
∏N
i=1
∏N
j=1 p(xi,j |xpred(i,j)) [10, 12, 25, 37, 38].
Here, pred(i, j) denotes the set of predecessors of pixel (i, j).
The functional form of these conditionals can be highly flex-
ible, and allows such models to capture complex multimodal
distributions. However, such a dependency structure only
allows for image synthesis via ancestral sampling by gener-
ating each pixel sequentially, conditioned on the previous
pixels [37, 38], making parallelization difficult. This is also
inefficient since autoregressive models, including PixelCNN
and PixelRNN, require O(N2) time steps for sampling.
4. Multi-scale Autoregressive Flow Priors
We propose to leverage the strengths of autoregressive
models to improve invertible normalizing flow models such
as [9, 18]. Specifically, we propose novel multi-scale autore-
gressive priors for split coupling flows (mAR-SCF). Using
them allows us to learn complex multimodal latent priors
p(z) in multi-scale SCF models, cf . Eq. (2). This is un-
like [9, 14, 18, 28], which rely on Gaussian priors in the
latent space. Additionally, we also propose a scheme for
interpolation in the latent space of our mAR-SCF models.
The use of our novel autoregressive mAR priors for in-
vertible flow models has two distinct advantages over both
vanilla SCF and autoregressive models. First, the powerful
autoregressive prior helps mitigate the limited modeling ca-
pacity of the vanilla SCF flow models. Second, as only the
prior is autoregressive, this makes flow models with our mAR
prior an order of magnitude faster with respect to sampling
time than fully autoregressive models. Next, we describe our
multi-scale autoregressive prior in detail.
Our mAR-SCF model uses an efficient invertible split
coupling flow fθi(x) to map the distribution over the data x
to a latent variable z and then models an autoregressive mAR
prior over z, parameterized by φ. The likelihood of a data
point x of dimensionality [C,N,N ] can be expressed as
log pθ,φ(x) = log pφ(z) +
n∑
i=1
log |det Jθi |. (3)
Here, Jθi is the Jacobian of the invertible transformations
fθi . Note that, as fθi(x) is an invertible function, z has the
same total dimensionality as the input data point x.
Formulation of the mAR prior. We now introduce our
mAR prior pφ(z) along with our mAR-SCF model, which
combines the split coupling flows fθi with an mAR prior.
As shown in Fig. 2, our mAR prior is applied after every
SPLIT operation of the invertible flow layers as well as at the
smallest spatial resolution. Let li =
{
l1i , · · · , lCii
}
be the Ci
channels of size [Ci,Ni,Ni], which do not undergo further
transformation fθi after the SPLIT at level i. Following the
SPLIT at level i, our mAR prior is modeled as a conditional
distribution, pφ(li|ri); at the coarsest spatial resolution it is
an unconditional distribution, pφ(hn). Thereby, we assume
that our mAR prior at each level i autoregressively factorizes
along the channel dimension as
pφ(li|ri) =
Ci∏
j=1
pφ
(
lji
∣∣∣l1i , · · · , lj−1i , ri). (4)
Furthermore, the distribution at each spatial location (m,n)
within a channel lji is modeled as a conditional Gaussian,
pφ(l
j
i(m,n)|l1i , · · · , lj−1i , ri) = N
(
µji(m,n), σ
j
i(m,n)
)
. (5)
Thus, the mean, µji(m,n) and variance, σ
j
i(m,n) at each spatial
location are autoregressively modeled along the channels.
This allows the distribution at each spatial location to be
highly flexible and capture multimodality in the latent space.
Moreover from Eq. (4), our mAR prior can model long-range
correlations in the latent space as the distribution of each
channel is dependent on all previous channels.
This autoregressive factorization allows us to em-
ploy Conv-LSTMs [34] to model the distributions
pφ(l
j
i |l1i , · · · , lj−1i , ri) and pφ(hn). Conv-LSTMs can
model long-range dependencies across channels in their in-
ternal state. Additionally, long-range spatial dependencies
within channels can be modeled by stacking multiple Conv-
LSTM layers with a wide receptive field. This formulation
allows all pixels within a channel to be sampled in parallel,
while the channels are sampled in a sequential manner,
lˆji ∼ pφ
(
lji
∣∣∣l1i , · · · , lj−1i , ri). (6)
This is in contrast to PixelCNN/RNN-based models, which
sample one pixel at a time.
The mAR-SCF model. We illustrate our mAR-SCF model
architecture in Fig. 2b. Our mAR-SCF model leverages
the SQUEEZE and SPLIT operations for invertible flows in-
troduced in [8, 9] for efficient parallelization. Following
[8, 9, 18], we use several SQUEEZE and SPLIT operations
in a multi-scale setup at n scales (Fig. 2b) until the spatial
resolution at hn is reasonably small, typically 4× 4. Note
that there is no SPLIT operation at the smallest spatial res-
olution. Therefore, the latent space is the concatenation of
z = {l1, . . . , ln−1,hn}. The split coupling flows (SCF) fθi
in the mAR-SCF model remain invertible by construction.
We consider different SCF couplings for fθi , including the
affine couplings of [9, 18] and MixLogCDF couplings [14].
Given the parameters φ of our multimodal mAR prior
modeled by the Conv-LSTMs, we can compute pφ(z) using
the formulation in Eqs. (4) and (5). We can thus express
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Algorithm 1: MARPS: Multi-scale Autoregressive Prior
Sampling for our mAR-SCF models
1 Sample hˆn ∼ pφ(hn) ;
2 for i← n− 1 to 1 do
/* SplitInverse */
3 rˆi ← hˆi+1 ; // Assign previous
4 lˆi ∼ pφ(li|ri) ; // Sample mAR prior
5 hˆi ←
{
lˆi, rˆi
}
; // Concatenate
/* StepOfFlowInverse */
6 Apply f−1i (hˆi) ; // SCF coupling
/* SqueezeInverse */
7 Reshape hˆi ; // Depth to Space
8 end
9 x← hˆ1 ;
Eq. (3) in closed form and directly maximize the likelihood
of the data under the multimodal mAR prior distribution
learned by the Conv-LSTMs.
Next, we show that the computational cost of our
mAR-SCF model is O(N) for sampling an image of size
[C,N,N ]; this is in contrast to the standard O(N2) compu-
tational cost required by purely autoregressive models.
Analysis of sampling time. We now formally analyze the
computational cost in the number of steps T required for
sampling with our mAR-SCF model. First, we describe
the sampling process in detail in Algorithm 1 (the forward
training process follows the sampling process in reverse
order). Next, we derive the worst-case number of steps T
required by MARPS, given sufficient parallel resources to
sample a channel in parallel. Here, the number of steps T
can be seen as the length of the critical path while sampling.
Lemma 4.1. Let the sampled image x be of resolution
[C,N,N ], then the worst-case number of steps T (length of
the critical path) required by MARPS is O(N).
Proof. At the first sampling step (Fig. 2a) at layer fθn , our
mAR prior is applied to generate hn, which is of shape
[2n+1 C,N/2n, N/2n]. Therefore, the number of sequential
steps required at the last flow layer hn is
Tn = C · 2n+1. (7)
Here, we are assuming that each channel can be sampled in
parallel in one time-step.
From fθn−1 to fθ1 , fθi always contains a SPLIT operation.
Therefore, at each fθi we use our mAR prior to sample li,
which has shape [2i C,N/2i, N/2i]. Therefore, the number
of sequential steps required for sampling at layers hi, 1 ≤
i < n of our mAR-SCF model is
Ti = C · 2i. (8)
Therefore, the total number of sequential steps (length of
the critical path) required for sampling is
T = Tn + Tn−1 + · · ·+ Ti + · · ·+ T1
= C · (2n+1 + 2n−1 + · · ·+ 2i + · · ·+ 21)
= C · (3 · 2n − 2). (9)
Now, the total number of layers in our mAR-SCF model is
n ≤ log(N). This is because each layer reduces the spatial
resolution by a factor of two. Therefore, the total number of
time-steps required is
T ≤ 3 · C ·N. (10)
In practice, C  N , with C = C0 = 3 for RGB images.
Therefore, the total number of sequential steps required for
sampling in our mAR-SCF model is T = O(N).
It follows that with our multi-scale autoregressive mAR
priors in our mAR-SCF model, sampling can be performed
in a linear number of time-steps in contrast to fully autore-
gressive models like PixelCNN, which require a quadratic
number of time-steps [38].
Interpolation. A major advantage of invertible flow-based
models is that they allow for latent spaces, which are useful
for downstream tasks like interpolation – smoothly trans-
forming one data point into another. Interpolation is simple
in case of typical invertible flow-based models, because the
latent space is modeled as a unimodal i.i.d. Gaussian. To al-
low interpolation in the space of our multimodal mAR priors,
we develop a simple method based on [2].
Let xA and xB be the two images (points) to be interpo-
lated and zA and zB be the corresponding points in the latent
space. We begin with an initial linear interpolation between
the two latent points,
{
zA, z
1
A,B, · · · , zkA,B, zB
}
, such that,
ziA,B = (1−αi) zA +αi zB. The initial linearly interpolated
points ziA,B may not lie in a high-density region under our
multimodal prior, leading to non-smooth transformations.
Therefore, we next project the interpolated points ziA,B to a
high-density region, without deviating too much from their
initial position. This is possible because our mAR prior al-
lows for exact inference. However, the image corresponding
to the projected z¯iA,B must also not deviate too far from either
xA and xB either to allow for smooth transitions. To that
end, we define the projection operation as
z¯iA,B = arg min
(∥∥z¯iA,B − ziA,B∥∥− λ1 log pφ(z¯iA,B)
+ λ2 min
(∥∥f−1(z¯iA,B)− xA∥∥,∥∥f−1(z¯iA,B)− xB∥∥)),
(11)
where λ1, λ2 are the regularization parameters. The term
controlled by λ1 pulls the interpolated ziA,B back to high-
density regions, while the term controlled by λ2 keeps the
result close to the two images xA and xB. Note that this
reduces to linear interpolation when λ1 = λ2 = 0.
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MNIST CIFAR10
Method Coupling Levels |SCF| Channels bits/dim (↓) Levels |SCF| Channels bits/dim (↓)
PixelCNN [38] Autoregressive – – – – – – – 3.00
PixelCNN++ [37] Autoregressive – – – – – – – 2.92
Glow [18] Affine 3 32 512 1.05 3 32 512 3.35
Flow++ [14] MixLogCDF – – – – 3 – 96 3.29
Residual Flow [4] Residual 3 16 – 0.97 3 16 – 3.28
mAR-SCF (Ours) Affine 3 32 256 1.04 3 32 256 3.33
mAR-SCF (Ours) Affine 3 32 512 1.03 3 32 512 3.31
mAR-SCF (Ours) MixLogCDF 3 4 96 0.88 3 4 96 3.27
mAR-SCF (Ours) MixLogCDF – – – – 3 4 256 3.24
Table 1. Evaluation of our mAR-SCF model on MNIST and CIFAR10 (using uniform dequantization for fair comparsion with [4, 18]).
5. Experiments
We evaluate our approach on the MNIST [22], CIFAR10
[21], and ImageNet [38] datasets. In comparison to datasets
like CelebA, CIFAR10 and ImageNet are highly multimodal
and the performance of invertible SCF models has lagged be-
hind autoregressive models in density estimation and behind
GAN-based generative models regarding image quality.
5.1. MNIST and CIFAR10
Architecture details. Our mAR prior at each level fθi con-
sists of three convolutional LSTM layers, each of which uses
32 convolutional filters to compute the input-to-state and
state-to-state components. Keeping the mAR prior architec-
ture constant, we experiment with different SCF couplings
in fθi to highlight the effectiveness of our mAR prior. We
experiment with affine couplings of [9, 18] and MixLogCDF
couplings [14]. Affine couplings have limited modeling
flexibility. The more expressive MixLogCDF applies the
cumulative distribution function of a mixture of logistics.
In the following, we include experiments varying the num-
ber couplings and the number of channels in the convo-
lutional blocks of the neural networks used to predict the
affine/MixLogCDF transformation parameters.†
Hyperparameters. We use Adamax (as in [18]) with a
learning rate of 8× 10−4. We use a batch size of 128 with
affine and 64 with MixLogCDF couplings (following [14]).
Density estimation. We report density estimation results
on MNIST and CIFAR10 in Table 1 using the per-pixel
log-likelihood metric in bits/dim. We also include the ar-
chitecture details (# of levels, coupling type, # of channels).
We compare to the state-of-the-art Flow++ [14] method with
SCF couplings and Residual Flows [4]. Note that in terms of
architecture, our mAR-SCF model with affine couplings is
closest to that of Glow [18]. Therefore, the comparison with
Glow serves as an ideal ablation to assess the effectiveness
of our mAR prior. Flow++ [14], on the other hand, uses
the more powerful MixLogCDF transformations and their
†Code available at: https://github.com/visinf/mar-scf
model architecture does not include SPLIT operations. Be-
cause of this, Flow++ has higher computational and memory
requirements for a given batch size compared to Glow. Fur-
thermore, for fair comparison with Glow [18] and Residual
flows [4], we use uniform dequantization unlike Flow++,
which proposes to use variational dequantization.
In comparison to Glow, we achieve improved density es-
timation results on both MNIST and CIFAR10. In detail,
we outperform Glow (e.g. 1.05 vs. 1.04 bits/dim on MNIST
and 3.35 vs. 3.33 bits/dim on CIFAR10) with |SCF|= 32
affine couplings and 3 levels, while using parameter predic-
tion networks with only half (256 vs. 512) the number of
channels. We observe that increasing the capacity of our
parameter prediction networks to 512 channels boosts the
log-likelihood further to 1.03 bits/dim on MNIST and 3.31
bits/dim on CIFAR10. As this setting with 512 channels
is identical to setting reported in [18], this shows that our
mAR prior boosts the accuracy by ∼ 0.04 bits/dim in case
of CIFAR10. To place this performance gain in context, it
is competitive with the ∼ 0.03 bits/dim boost reported in
[18] (cf . Fig. 3 in [18]) with the introduction of the 1 × 1
convolution. We train our model for ∼3000 epochs, similar
to [18]. Also note that we only require a batch size of 128
to achieve state-of-the-art likelihoods, whereas Glow uses
batches of size 512. Thus our mAR-SCF model improves
density estimates and requires significantly lower computa-
tional resources (∼48 vs. ∼128 GB memory). Overall, we
also observe competitive sampling speed (see also Table 2).
This firmly establishes the utility of our mAR-SCF model.
For fair comparison with Flow++ [14] and Residual Flows
[4], we employ the more powerful MixLogCDF couplings.
Our mAR-SCF model uses 4 MixLogCDF couplings at each
level with 96 channels but includes SPLIT operations un-
like Flow++. Here, we outperform Flow++ and Residual
Flows (3.27 vs. 3.29 and 3.28 bits/dim on CIFAR10) while
being equally fast to sample as Flow++ (Table 2). A baseline
model without our mAR prior has performance compara-
ble to Flow++ (3.29 bits/dim). Similarly on MNIST, our
mAR-SCF model again outperforms Residual Flows (0.88 vs.
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(a) Residual Flows [4] (3.28 bits/dim, 46.3 FID) (b) Flow++ with variational dequantization [14] (3.08 bits/dim)
(c) Our mMAR-SCF Affine (3.31 bits/dim, 41.0 FID) (d) Our mMAR-SCF MixLogCDF (3.24 bits/dim, 41.9 FID)
Figure 3. Comparison of random samples from our mAR-SCF model with state-of-the-art models.
0.97 bits/dim). Finally, we train a more powerful mAR-SCF
model with 256 channels with sampling speed competitive
with [4], which achieves state-of-the-art 3.24 bits/dim on
CIFAR10 ‡. This is attained after ∼ 400 training epochs
(comparable to ∼ 350 epochs required by [4] to achieve
3.28 bits/dim). Next, we compare the sampling speed of our
mAR-SCF model with that of Flow++ and Residual Flow.
Method Coupling Levels |SCF| Ch. Speed (ms, ↓)
Glow [18] Affine 3 32 512 13
Flow++ [14] MixLogCDF 3 – 96 19
Residual Flow [4] Residual 3 16 – 34
PixelCNN++ [33] Autoregressive – – – 5× 103
mAR-SCF (Ours) Affine 3 32 256 6
mAR-SCF (Ours) Affine 3 32 512 17
mAR-SCF (Ours) MixLogCDF 3 4 96 19
mAR-SCF (Ours) MixLogCDF 3 4 256 32
Table 2. Evaluation of sampling speed with batches of size 32.
Sampling speed. We report the sampling speed of our mAR-
SCF model in Table 2 in terms of sampling one image on
CIFAR10. We report the average over 1000 runs using a
batch size of 32. We performed all tests on a single Nvidia
V100 GPU with 32GB of memory. First, note that our mAR-
‡mAR-SCF with 256 channels trained on CIFAR10(∼ 1000 epochs)
trained to convergence achieves 3.22 bits/dim
SCF model with affine coupling layers in 3 levels with 512
channels needs 17 ms on average to sample an image. This
is comparable with Glow, which requires 13 ms. This shows
that our mAR prior causes only a slight increase in sam-
pling time – particularly because our mAR-SCF requires
only O(N) steps to sample and the prior has far fewer pa-
rameters compared to the invertible flow network. Moreover,
our mAR-SCF model with affine coupling layers with 256
channels is considerably faster (6 vs. 13 ms) with an accu-
racy advantage. Similarly, our mAR-SCF with MixLogCDF
and 96 channels is competitive in speed with [14] with an
accuracy advantage and considerably faster than [4] (19 vs.
34 ms). This is because Residual Flows are slower to in-
vert (sample) as there is no closed-form expression of the
inverse. Furthermore, our mAR-SCF with MixLogCDF and
256 channels is competitive with respect to [4] in terms of
sampling speed while having a large accuracy advantage.
Finally, note that these sampling speeds are two orders of
magnitude faster than state-of-the-art fully autoregressive
approaches, e.g. PixelCNN++ [33].
Sample quality. Next, we analyze the sample quality of
our mAR-SCF model in Table 3 using the FID metric [13]
and Inception scores [32]. The analysis of sample quality is
important as it is well-known that visual fidelity and test log-
likelihoods are not necessarily indicative of each other [35].
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Figure 4. Interpolations of our mAR-SCF model on CIFAR10.
(a) Residual Flows [4] (3.75 bits/dim)
(b) Our mMAR-SCF (Affine, 3.80 bits/dim)
Figure 5. Random samples on ImageNet (64× 64).
We achieve an FID of 41.0 and an Inception score of 5.7 with
our mAR-SCF model with affine couplings, significantly
better than Glow with the same specifications and Resid-
ual Flows. While our mAR-SCF model with MixLogCDF
couplings also performs comparably, empirically we find
affine couplings to lead to better image quality as in [4].
We show random samples from our mAR-SCF model with
both affine and MixLogCDF couplings in Fig. 3. Here,
we compare to the version of Flow++ with MixLogCDF
couplings and variational dequantization (which gives even
better log-likelihoods) and Residual Flows. Our mAR-SCF
model achieves better sample quality with more clearly de-
fined objects. Furthermore, we also obtain improved sample
quality over both PixelCNN and PixelIQN and close the gap
in comparison to adversarial approaches like DCGAN [27]
and WGAN-GP [40]. This highlights that our mAR-SCF
model is able to better capture long-range correlations.
Interpolation. We show interpolations on CIFAR10 in
Fig. 4, obtained using Eq. (11). We observe smooth in-
terpolation between images belonging to distinct classes.
This shows that the latent space of our mAR prior can be
potentially used for downstream tasks similarly to Glow [18].
We include additional analyses in Appendix E.
5.2. ImageNet
Finally, we evaluate our mAR-SCF model on ImageNet
(32×32 and 64×64) against the best performing models on
Method Coupling FID (↓) Inception Score (↑)
PixelCNN [38] Autoregressive 65.9 4.6
PixelIQN [24] Autoregressive 49.4 –
Glow [18] Affine 46.9 –
Residual Flow [4] Residual 46.3 5.2
mAR-SCF (Ours) MixLogCDF 41.9 5.7
mAR-SCF (Ours) Affine 41.0 5.7
DCGAN [27] Adversarial 37.1 6.4
WGAN-GP [40] Adversarial 36.4 6.5
Table 3. Evaluation of sample quality on CIFAR10. Other results
are quoted from [4, 24].
Method Coupling |SCF| Ch. bits/dim (↓) Mem (GB, ↓)
Glow [18] Affine 32 512 4.09 ∼ 128
Residual Flow [4] Residual 32 – 4.01 –
mAR-SCF (Ours) Affine 32 256 4.07 ∼ 48
mAR-SCF (Ours) MixLogCDF 4 460 3.99 ∼ 80
Table 4. Evaluation on ImageNet (32× 32).
MNIST and CIFAR10 in Table 4, i.e. Glow [18] and Resid-
ual Flows [4]. Our model with affine couplings outperforms
Glow while using fewer channels (4.07 vs. 4.09 bits/dim).
For comparison with the more powerful Residual Flow mod-
els, we use four MixLogCDF couplings at each layer fθi
with 460 channels. We again outperform Residual Flows [4]
(3.99 vs. 4.01 bits/dim). These results are consistent with the
findings in Table 1, highlighting the advantage of our mAR
prior. Finally, we also evaluate on the ImageNet (64× 64)
dataset. Our mAR-SCF model with affine flows achieves 3.80
vs. 3.81 bits/dim in comparison to Glow [18]. We show qual-
itative examples in Fig. 5 and compare to Residual Flows.
We see that although the powerful Residual Flows obtain
better log-likelihoods (3.75 bits/dim), our mAR-SCF model
achieves better visual fidelity. This again highlights that our
mAR is able to better capture long-range correlations.
6. Conclusion
We presented mAR-SCF, a flow-based generative model
with novel multi-scale autoregressive priors for modeling
long-range dependencies in the latent space of flow models.
Our mAR prior considerably improves the accuracy of flow-
based models with split coupling layers. Our experiments
show that not only does our mAR-SCF model improve den-
sity estimation (in terms of bits/dim), but also considerably
improves the sample quality of the generated images com-
pared to previous state-of-the-art exact inference models.
We believe the combination of complex priors with flow-
based models, as demonstrated by our mAR-SCF model,
provides a path toward efficient models for exact inference
that approach the fidelity of GAN-based approaches.
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Appendices
We provide additional details of Lemma 4.1 in the main
paper, additional details of our mAR-SCF model architecture,
as well as additional results and qualitative examples.
A. Channel Dimensions in mAR-SCF
We begin by providing additional details of Lemma 4.1 in
the main paper. We formally prove the claim that the number
of channels at the last layer n (which does not have a SPLIT
operation) is Cn = 2n+1 · C for an image of size [C,N,N ].
Thereby, we also show that the number of channels at any
layer i (with a SPLIT operation) is Ci = 2i · C.
Note that the number of time steps required for sampling
depends on the number of channels for mAR-SCF (flow
model) based on MARPS (Algorithm 1).
Lemma A.1. Let the size of the sampled image be [C,N,N ].
The number of channels at the last layer hn is Cn = 2n+1 ·C.
Proof. The shape of image to be sampled is [C,N,N ].
Since the network is invertible, the size of the image at
level h0 is the size of the image sampled, i.e. [C,N,N ].
First, let the number of layers n be 1. This implies that
during the forward pass the network applies a SQUEEZE oper-
ation, which reshapes the image to [4C,N/2, N/2] followed
by STEPOFFLOW, which does not modify the shape of the
input, i.e. the shape remains [4C,N/2, N/2]. Thus the num-
ber of channels at the last layer h1 is C1 = 4 ·C = 21+1 ·C
when n = 1.
Next, let us assume that the number of channels at the
last layer hk−1 for a flow with k − 1 layers is
Ck−1 = 2k · C. (12)
We aim to prove by induction that the number of channels at
the last layer hk for a flow with k layers then is
Ck = 2k+1 · C. (13)
To that end, we note that the dimensionality of the out-
put at layer k − 1 after SQUEEZE and STEPOFFLOW from
Eq. (12) by assumption is Ck−1 = 2k · C. For a flow with
k layers, the (k − 1)st layer has a SPLIT operation resulting
in {lk−1, rk−1}, each with size [2k−1C,N/2k−1, N/2k−1].
The number of channels for rk−1 at layer k − 1 is thus
2k · C/2 = 2k−1 · C. At layer k the input with 2k−1 · C
channels is transformed by SQUEEZE to 2k−1 · 4 · C =
2(k−1)+2 · C = 2k+1 · C channels.
Therefore, by induction Eq. (13) holds for k = n. Thus
the number of channels at the last layer hn is given as Cn =
2n+1 · C.
B. mAR-SCF Architecture
In Fig. 6, we show the architecture of our mAR prior
in detail for a layer i of mAR-SCF. The network is a con-
volutional LSTM with three LSTM layers. The input at
each time-step is the previous channel of li, concatenated
with the output after convolution on ri. Our mAR prior
autoregressivly outputs the probability of each channel lji
given by the distribution pφ
(
lji |lj−1i , · · · , l1i , ri
)
modeled as
N (µji , σji ) during inference. Because of the internal state
of the Convolutional LSTM (memory), our mAR prior can
learn long-range dependencies.
In Fig. 2 in the main paper, the STEPOFFLOW operation
consists of an activation normalization layer, an invertible
1 × 1 convolution layer followed by split coupling layers
(32 layers for affine couplings or 4 layers of MixLogCDF at
each level).
C. Empirical Analysis of Sampling Speed
In Fig. 7, we analyze the real-world sampling time of
our state-of-the-art mAR-SCF model with MixLogCDF cou-
plings using varying image sizes [C,N,N ]. In particular,
we vary the input spatial resolution N . We report the mean
and variance of 1000 runs with batch size of 8 on an Nvidia
V100 GPU with 32GB memory. Using smaller batch sizes
of 8 ensures that we always have enough parallel resources
for all image sizes. Under these conditions, we see that the
sampling time increases linearly with the image size. This
is because the number of sampling steps of our mAR-SCF
model scales as O(N), cf . Lemma 4.1.
D. Additional Qualitative Examples
We include additional qualitative examples for training
our generative model on the MNIST, CIFAR10, and Ima-
geNet (32 × 32) datasets. In Fig. 9, we see that the visual
sample quality of our mAR-SCF model with MixLogCDF
couplings is competitive with those of the state-of-the-art
Residual Flows [4]. Moreover, note that we achieve better
test log-likelihoods (0.88 vs. 1.00 bits/dim).
We additionally provide qualitative examples for Ima-
geNet (32×32) in Figure 11. We observe that in comparison
to the state-of-the-art Flow++ [14] and Residual Flows [4],
the images generated by our mAR-SCF model are detailed
with a competitive visual quality.
Finally, on CIFAR10 we compare with the fully autore-
gressive PixelCNN model [38] in Figure 10. We see that
although the fully autoregressive PixelCNN achieves signif-
icantly better test log-likelihoods (3.00 vs. 3.24 bits/dim),
our mAR-SCF models achieves better visual sample quality
(also shown by the FID and Inception metrics in Table 3 of
the main paper).
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Figure 6. Architecture of our multi-scale autoregressive (mAR) prior.
Figure 7. Analysis of real-world sampling time of our mAR-SCF
model with varying image size [C,N,N ]. For reference, we show
the line y = 2x in black.
E. Additional Interpolation Results
Figure 8. Inception scores of random samples generated with our
interpolation scheme versus linear interpolation.
Finally, in Fig. 12 we show qualitative examples to com-
pare the effect using our proposed interpolation method
(Eq. 11) versus simple linear interpolation in the multimodal
latent space of our mAR prior. We use the Adamax opti-
mizer to optimize Eq. (11) with a learning rate of 5× 10−2
for ∼ 100 iterations. The computational requirement per
iteration is approximately equivalent to a standard training
iteration of our mAR-SCF model, i.e. ∼ 1 sec for a batch
of size 128. We observe that interpolated images obtained
from our mAR-SCF affine model using our proposed in-
terpolation method (Eq. 11) have a better visual quality,
especially for the interpolations in the middle of the inter-
polating path. Note that we find our scheme to be stable in
practice in a reasonably wide range of the hyperparameters
λ2 ≈ λ1 ∈ [0.2, 0.5] as it interpolates in high-density re-
gions between xA,xB. We support the better visual quality
of the interpolations of our scheme compared to the linear
method with Inception scores computed for interpolations
obtained from both methods in Fig. 8.
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(a) Residual Flows [4] (b) Our mAR-SCF (MixLogCDF)
Figure 9. Random samples when trained on MNIST.
(a) PixelCNN [38] (b) Our mAR-SCF (MixLogCDF)
Figure 10. Random samples when trained on CIFAR10 (32× 32).
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(a) Real Data (b) Flow++ [14]
(c) Residual Flows [4] (d) Our mAR-SCF (MixLogCDF)
Figure 11. Random samples when trained on ImageNet (32× 32).
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Figure 12. Comparison of interpolation quality of our interpolation scheme (Eq. 11) with a standard linear interpolation scheme. The top row
of each result shows the interpolations between real images for the linear method and the corresponding bottom rows are the interpolations
with our proposed scheme.
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